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Abstract

Bike sharing systems (BSSs) are an important transportation alternative, and station distribution
is a key component of these that is driven by user demand and resource constraints. Designing
an effective BSS with appropriate station distribution requires a method that consists of steps
structured in a flexible, parameterizable, repeatable, and organized way, based on and aligned with
proven or accepted standards—particularly in resource-limited environments. This includes datadriven analysis of information relevant to BSS station design from various sources and in different
formats. Models and algorithms are used to organize and examine the data, reduce redundant data,
standardize factors, and find patterns that can inform the efficient design and implementation of a
BSS.
The algorithms and models used in the present study provide a data-driven approach to determining
effective BSS station distribution in a city. Factor analysis and principal component analysis (PCA)
were used as the various sources of data involved in the design of a BSS (i.e., data on traffic,
demographic, and land use) can often overlap and/or have redundant data and these techniques
allow minimizing superfluous data without losing relevant information. Econometric models were
also used to identify the costs of pollutants, with the aim of locating stations in areas where
pollution is a problem, and an emission-free BSS might be of greatest benefit. Patterns of potential
users and mobility are derived from unsupervised learning algorithms. Finally, the set covering
model (SCP), an optimization model for the distribution of stations, is used to define the number
of stations in the city and their locations. This model’s objective is to minimize costs while still
satisfying user demand. Using this data-driven approach can help guide the strategic design and
planning of a BSS.
iv

v

A case study using this method was carried out using data from the city of Cuenca, Ecuador, the
third most populous city in this developing country. Cuenca is considered a mid-sized city and is a
UNESCO World Heritage Site. When compared to the costly Spanish–Ecuadorian consortium that
implemented the currently BSS running in Cuenca, applying the proposed data-driven approach to
this real-life practical case study resulted in a 70–90% match in the locations of stations.
The consortium had to study the place of implementation in a great amount of depth and obtained
a similar design to that obtained in this case study. This demonstrates the potential of the proposed
method as a simple, effective, and low-cost method for the strategic planning of BSSs in small and
mid-sized cities.
The present study provides an affordable solution to the design of BSS station distribution for cities
without many resources. Using this method, cities can take advantage of a standardized platform to
define a network of stations through an established step-by-step process. The method of BSS design
proposed here demonstrates three significant advantages: 1) in-depth knowledge of the area in which
a BSS is to be implemented location is not required, as the design can be driven by existing data
and can even be adapted to new data sources; 2) implementation is economical as this reduces the
need to hire expensive expert personnel with knowledge and experience in implementing BSSs; 3)
the method is versatile since it can accept input data of various kinds, which enables the adaptation
of the solution to any small or mid-sized city. This method, therefore, provides small and mid-sized
resource-limited cities with a simple and cost-effective method to design a BSS that can be tailored
to particular contexts and can be adapted to the specific goals of BSS implementation in a given
city.
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Chapter 1

Introduction
One way to create sustainable cities and enable positive lifestyle choices for residents is a bicyclesharing system (BSS). This type of system helps people stay healthy and reduces environmental
pollution, fuel use [56,63,86,182,200], noise, and traffic congestion in cities [156,226]. These benefits
are increased as BSS use increases [226, 233], which requires the implementation of a good design
that makes the use of a BSS easy and pleasurable for users.
A BSS consists of citizens renting bikes (people need to check bikes out) from nearby stations
(where they need transportation) and leaving them at another station in the city (checking them
back in) [134]. The infrastructure costs are cheaper than other transportation means [63, 182],
allowing for the optimization of public space [25].
BSSs have evolved over several generations [76, 201]. The first generation was based on a model
of “free bikes”, also called “white bikes”. These were placed throughout the city of Amsterdam.
The system allowed any resident to use a bike at any time, but this led to problems of theft and
vandalism. The second generation was based on docking stations at which citizens had access
to bicycles, using coins to unlock the bikes. This system decreased the problems of the previous
generation to some extent but did not prevent theft because of the user’s anonymity. The third
generation of bikes was based on information technology (IT) to check out/in and monitor the
bicycle system. This system involved users registering an ID, so theft was almost eliminated. The
fourth generation features various improvements to the third generation. It is a system of dock-free
options and multi-modal demand and can be integrated into other mass transit systems. GPS and
mobile-connected applications for smartphones are used to check bicycle availability. Moreover, in
this generation, electric bicycles have also begun to be incorporated [42, 200].
1
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The importance of BSSs in urban mobilization around the world has increased over the years.
The bike-sharing pioneers were European countries, among which France, Germany, Italy, Spain,
Denmark, and Portugal stand out [156]. In 2015, there were 800 BSS programs on the whole
world, with more than 900,000 bikes [71]; in 2018, this increased to 1600 BSSs with 16 million
bikes [198]. Currently, there are around 2110 BSSs and approximately 18 million bikes [203]. The
city of Hangzhou in China has the largest fleet of bicycles with 750,000 bikes [202]. Paradoxically,
despite Chinese cities having the largest number of bicycles in BSS systems, the number of bicycles
rented per day is lower than in European cities [202]. In the Americas, the bike-sharing systems
in Washington, D.C., New York City, and Montreal are among the largest. These are followed by
cities in Mexico, Brazil, and Chile [156].
Many cities have implemented BSSs around the world, and some government entities have proposed requirements/guidelines for adopting a BSS, considering factors such as population density,
topography, weather, urban trace (i.e., city structure), and demography. Spain’s guidelines were
defined by the Instituto para la Diversificación y Ahorro de la Energı́a (IDEA), and cities such as
Cordoba, Sevilla, Barcelona, Santander, and Valladolid, among 25 other cities, have applied these
BSS guidelines [106]. Another good example comes from the Institute for Transportation and Development Policy (ITDP) in the USA [108]. In Europe, the Optimising Bike Sharing in European
Cities (OBIS) project studied 51 BSS schemes in 48 cities across 10 European countries [26]. The
project found that the main factors that must be taken into consideration to design an effective
BSS can be grouped into three categories: physical design (technology, service availability, bike
inventory), institutional design (type of operator, contracts, financing sources, employment opportunities), and exogenous factors (weather, mobility behavior, population density, demographic
factors, economic factors, geographic factors and topology, infrastructure, cultural and recreational
areas, public spaces and parks). Some cities such as New York City and Philadelphia in the USA
and Netzahualcoyotl in Mexico, to mention just a few, have conducted their own analyses of factors
to determine potential station locations [57,82,123]. All of these guides show some overlap between
the aforementioned factors recommended to design a BSS, and although these factors consist of
starting points that can be used to define station locations, the characteristics of each particular
city should also be considered. For example, some cities with four clear seasons consider the weather
in the particular seasons more carefully in designing their BSS. Not only is the initial design important, but various ongoing BSS operational issues need to be addressed, ranging from inventory
management to pricing, the number of stations per location, balancing stations (i.e., using trucks to
move bicycles around and avoid stations being without bicycles), station maintenance and various
services, among others (see Figure 1.1).
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Figure 1.1: Operational issues that need to be addressed in a BSS

Planning the implementation of a BSS is complex as it involves various types of decisions relevant
at different time scales. It is thus necessary to classify planning into decision-making levels over
the long, medium, and short term. These levels involve strategic, tactical, operational decisions,
respectively. Long-term, strategic decisions related to the design of stations, bike lanes, and sometimes the initial inventory of bicycles. At the tactical level, vehicle routes, the relocation fleet,
incentives, and prices are defined to meet and regulate demand. Finally, at the operational level,
there is the management of the re-balancing of the stations (i.e., checking the availability of bikes
and avoiding empty bike stations or a lack of rack space). Each of these stages is complex in itself,
so trying to plan them all together can lead an entire BSS to become unfeasible. For this reason,
general planning is divided into sub-processes that can be executed one by one [203]. The current
research focuses on the particular sub-processes of determining station locations and numbers (i.e.,
station distribution).
Many authors have dealt with the problem of urban service distribution in operations research. For
example, police, firefighter, ambulance, and emergency medical service (EMS) stations have been
studied from various perspectives [204]. The bicycle station distribution problem is similar to that
of the operations mentioned above and must be solved by optimizing station distribution so that
the system can meet demand within a certain distance and time period. Thus, the optimized model
solution is similar to that for other urban services, and for all of these services, a data management
or data analysis approach offers a solid base to better define station distribution.
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Problem definition

One of the main problems of designing a BSS is establishing station locations within a city. This
involves taking into account certain factors such as the existing transport system, weather, demographics, and other information that can be found in data sources provided by local governments
and other institutions. These data sources are an important input for the creation of an effective
BSS.
This research investigates the key factors that significantly impact the determination of station
distribution (i.e., locations and density). A data-driven approach offers a scientific and replicable
way to optimize station distribution in a BSS. Additionally, uncovering which models—or combinations of them—provide an improved method for defining the number of stations and their locations
will allow cities to provide solutions more effectively to the mobilization needs of their residents.
Too few stations would lead to a BSS that does not meet user demand and would limit potential
profits while establishing too many would incur unnecessary costs. The number of stations and
their location thus play a critical role, ultimately determining the success of a BSS system.
Each city is different, and they often use data differently in designing a BSS. This non-standardized
use of data causes a lack of knowledge on how best to interpret data and make better decisions
based on data analysis. In our modern era, data on a multitude of aspects is available to guide
decisions regarding the locations of stations in any city. For example, based on data on the use
of bus routes and stops we can understand where and when people take this type of transport.
Analyzing a city’s various features to understand behavior patterns, population characteristics,
and the climate, among other things, is complicated and time-consuming. It is also expensive to
hire consultants who determine station numbers and locations based on experience. Moreover,
consulting firms from other areas may not know enough about the particular city in question and
can make mistakes. Therefore, a standardized method is needed to figure out how to distribute
stations scientifically, based on existing data from different sources and each city’s specificities. The
current work proposes a data-driven solution to this problem, with a defined step-by-step process
to establish the optimal distribution of stations in a BSS.
Despite a recent increase in BSS studies [203], few studies have focused on algorithm-based approaches to designing a BSS [127]. This is the gap this work aims to fill, by designing a data-driven
method to determine optimal station locations in a BSS [26].
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Framework overview

The key to BSS design is the location of stations—all other components are related to this foundational aspect. In order to solve the problem of where to place stations, data from various
sources should be integrated, processed, and analyzed through a computational social science approach [129]. Proper data-driven management for long-term planning reduces data redundancy,
finds patterns, standardizes factors, and defines useful data for the effective planning of BSS station distribution. The use of econometric models, unsupervised learning, and optimization to define
station locations must be supported by data previously processed and correctly analyzed. While a
BSS certainly has social components, it poses a fundamentally quantitative optimization problem.
The problem must therefore be modeled and solved using aspects of overall system optimization.
In the present research, multiple data sources have been used. Figure 1.2 outlines the multi-data
framework used [189] and the different steps carried out to determine station distribution in a case
study focusing on the city of Cuenca, Ecuador.

Figure 1.2: Research method and thesis structure
While it is necessary to analyze what factors impact BSS station distribution, it is also necessary to
properly collect and process information on the different factors (i.e., data) at the geographic level
defined for the analysis (e.g., block, zone). After analyzing the data, a strategy can be developed
to determine ideal station locations. Finally, at the level of the established geographic unit (e.g.,
block), an optimization model is obtained that outputs all candidate stations that would allow for
the defining of the BSS station network that meets the objectives proposed in the model. The
performance of this framework must then be validated and evaluated using a case study, which can
give an indication of how well the method performs in determining the distribution of stations and
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provides feedback for the improvement of the design. In the following sections, each phase involved
in the construction of the proposed data-driven method to find the solution to the BSS station
distribution problem is briefly described.

1.2.1

Analysis and formulation of the proposal

This step involves looking in-depth at the problem of station distribution and the requirements
for solving it. This step is carried out by understanding the components of a BSS, its planning,
and the models used to find the solution to the station distribution problem. Once the problem is
understood, it is formulated precisely, specifying the method required to solve it.

1.2.2

State of the art

A systematic literature review is carried out to gain a thorough understanding of the current state
of knowledge regarding the problem previously formulated. This step provides some guidance
regarding which aspects of the problem have previously been solved and how, as well as what gaps
in knowledge need to be addressed in the present investigation.

1.2.3

Information gathering and analysis

This step involves looking at previous studies to define critical factors in determining station distribution [26, 106, 108]. Previous research has not used a standard data set to define stations and
address the problem, and authors tackle the problem with data from different sources, without
necessarily prioritizing the same types of information [38, 82, 92, 134, 135, 147, 187]. In other words,
many factors impact bike-sharing station placement, and cities have used different ones to implement their BSSs. It is, therefore, possible to rate these factors on a scale from those with the
highest impact (e.g., factors used for more authors and technical reports) to the lowest in terms of
establishing station distribution [3, 43, 44, 75, 87, 88, 123, 150, 178, 179, 201].

Preparing and analyzing data
This step involves detailing the methodologies and data sources used according to the different
elements of the analysis, such as demography, security, traffic, and pollution, among others. A
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city’s data and daily dynamics are stored in different databases (public or private institutions)
and different formats. For example, information may be stored in databases, spreadsheets, or as
cartography. These data need to be collected and processed to obtain the information needed to
define station distribution.
These data allow us to make inferences regarding different factors involved in BSS planning: i)
demand characterization; ii) security, in terms of safety when using bikes; iii) traffic; iv) buses as
alternative transportation means; v) the topography of the city; vi) land use; vii) job density; viii)
vehicle parking; and ix) bike lanes networks. Furthermore, anthropogenic issues such as pollutants,
urban, commercial, and industrial settlements also need to be considered.
All the variables mentioned above are used here to conduct a factor analysis (i.e., an extraction
method that allows taking the different variables that are related and grouping them into fewer
components) to explain the same unobservable variable. The results provide factors that, by definition, are not correlated. Therefore, each factor covers different and unrelated aspects of the
variables [122]. Here, the extraction method that obtained the best results was principal component analysis (PCA). These methods are explained in detail in Chapter 2.

1.2.4

Results and contributions: obtaining the final model

This section involves using weighted factors to determine the suitability of candidate stations and
then optimize the number and distribution of stations across a city. Each block in the city is
evaluated based on the factors obtained in the previous activity. According to the results obtained
by the principal components method, the weights for each city block can be established. The
weights indicate the areas where the establishment of a station is desirable. These weights allow
designers to define which blocks have the best characteristics for the placement of a bicycle station.
Additionally, the framework in Figure 1.2 includes the use of pollutant cost data determined by
the hedonic price model, as explained below.

Hedonic price model
This study proposes using pollution data related to noise and nitrogen oxide (NO2 ) originating
from motor vehicles. The intention is to provide a solution for an environmentally friendly means
of transport in highly polluted areas. To this aim, a penalty is applied to areas with significant
contamination, unlike Lin et al. [135], who uses penalties for unmet demand. The penalty cost
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is determined by the level of pollution: the higher the pollution, the higher the penalty cost.
The mathematical model proposed in Chapter 3 incorporates this data to reduce these penalties,
recommending stations placement in areas with more pollutants so as to improve environmental
quality in these areas.

Generating the model
With all of the outputs from previous activities (standard factors to define station distribution,
factor analysis, and pollutant costs), it is possible to obtain the optimal number of stations in
a city for the particular objectives of stakeholders and ensure that a station meets demand and
connects with mass transport systems. The resulting model is based on a set covering approach.
The basic model seeks to cover a specific number of sites in an area, with a minimum number of
facilities to serve the user [81]. The optimization model aims to maximize BSS coverage among
bus stops, tram stops, last-mile points (i.e., parking lots for car owners), and the city’s main origin
and destination locations.
The final model is obtained using econometric models (i.e., hedonic prices), optimization models
(i.e., set covering problem), data analytics, and machine learning algorithms (i.e., clusters) that
have been proposed for data management.

1.2.5

Conclusions

In this section, the conclusions are presented based on the results obtained in each step. Additionally, this section offers suggestions for work to be carried out in the future, including similar
analyses and model-building for other aspects of a BSS (e.g., bikes, bike lanes, balancing).

1.3

Contributions

The advantages of the approach proposed here offer the following contributions to the field of
computational social sciences and the literature on alternative means of transport:
1. This research contributes to the literature on the effective design, improvement, or restructuring
of BSSs by proposing a method that allows defining of station distribution in a parameterizable,
replicable, and organized way based on accepted standards. The proposed method allows step-by-
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step strategic planning to define the number and locations of stations, which has not been explicitly
carried out in previous studies.
2. The proposed method analyzes the factors that have the most significant impact on optimal
station distribution. The analysis is based on papers and technical reports of implementation in
various countries around the world and offers a method for standardizing the data management
approach, unlike other investigations that are based on data availability for particular case studies.
3. The use of pollution data such as noise and NO2 produced by vehicles has made it possible to
establish a penalty (see Section 1.2.4) that can be used to prioritize mobilization alternatives in
places with more significant pollution. The use of information on these pollutants to define the
distribution of stations and incentivize people to use a BSS instead is a novel aspect of this research.
Only one study [131] analyzes the negative impact of pollutants in the context of a BSS. These
authors analyze how it affects riders’ health, whereas in the present research pollutants are used to
determine station distribution.
4. This gap found in the use of pollutant data has allowed us to offer another contribution:
using econometric models to establish the cost of these pollutants (see Section 1.2.4). Moreover,
we incorporate optimization models, data analytics, and machine learning (i.e., clusters). This
combination of models has, to the best of our knowledge, never been used in previous research and
allow us to increase the accuracy of optimal station locations for effective BSS station distribution.
5. The proposed method does not require in-depth knowledge of where the BSS is to be implemented. It is economical as it reduces the need to hire expensive expert personnel with knowledge
and experience in BSS implementation, and it can accept input data of various kinds. The method
requires fewer resources than existing solutions and demonstrates great flexibility. It is effective
and can become a useful and convenient solution for cities needing a BSS but lacking resources
and/or expertise, including in developing countries.

1.4

Dissertation organization

This dissertation is organized as follows. Chapter 2 provides a brief literature review of the principals of BSS design approaches. Chapter 3 presents our proposed data-driven design platform
for BSS station distribution, which includes the gathering, cleaning, visualization, and analysis of
data, the model used to determine the cost of pollutants, and the optimization model. Chapter 4
presents a case study of the application of this method to the city of Cuenca, Ecuador. Finally,
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Chapter 2

Background and related work
This section provides an overview of what a bicycle-sharing system (BSS) is and how it operates,
followed by a discussion of the existing literature on the topic and the methods used in this study.

2.1

Overview of BSSs

Various synonymous terms are used to designate an innovative transportation program that consists
of a fleet or network of durable and easy-to-use bicycles placed in stations conveniently accessible
to users, including bike share, bike-sharing system, bicycle-sharing system, public bicycle scheme,
and public bike share [82]. This type of transport system is a mobility alternative for short-distance
point-to-point trips, and generally, access to this system is through low-cost subscriptions, which
can be daily or yearly. A shared bicycle system is usually structured to function as an automatic
bicycle rental [213]. It is an extension of the public transport infrastructure that is relatively
inexpensive, environmentally friendly, and easy to implement in a city [4].
Shared bike systems have some key characteristics [213]:
 They are oriented for short-term, point-to-point use.
 Most rides are typically around 15–20 minutes long and of 1–3 miles.
 Bicycles can be returned to any self-serve bike-share station or designated area in the system.
 Generally, the bicycles have adjustable seats, and one size fits most people.
 The rental transaction is fully automated, and there is no need for on-site staff.

11
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 Many bike-share systems have wireless equipment and do not require hardwired connections.

This type of transportation system is not a new concept; it has been in use for decades in some
countries, mainly developed ones [4]. Over time, however, BSSs have evolved as technology has
become more sophisticated. A summary of the history of BSSs is presented below.

2.1.1

History of the BSS

In the evolution of the BSS, a historical division by generation is observed in the scientific literature,
where each generation tries to address the deficiencies of the previous one. Several researchers
have outlined the history of this type of transport system and how it has evolved [56, 95, 199],
with four generations of bike-sharing services being distinguished: free bikes, coin-deposit systems,
information-technology-based systems, and multimodal systems. The first generation of bicycle
sharing, free bike systems, dates back to the Netherlands in 1965, and specifically Amsterdam.
This generation was characterized by “free bicycles” or “white bikes” that lacked lock security
systems—they were free for any user to use. However, this model failed due to excessive bicycle
theft.
Thirty years later, in 1995, Bycyklen was launched in Copenhagen, indicating the second generation of BSSs. For the first time, docking stations with a coin-deposit system were implemented for
users to unlock bicycles, and it was the first system designed to be used on a large scale. Thanks to
this coin-deposit system the problem of bicycle theft was minimized. However, even with these improvements, Bycyklen could not eliminate the problem entirely, mainly due to customer anonymity
and the absence of limits on the time a user could use the bicycle.
The correction of this second generation’s shortcomings gave way to the third generation of BSSs.
Here, stations were combined with information technology, definitively solving the theft problem.
The renting of bicycles was automated, and it was possible to monitor the bicycles and users. An
example of a third-generation BSS is the Paris Velib bike-share program. Velib was launched in
July 2007 and has emerged as the most prominent example of a successful bike-sharing program in
the modern world [69].
Shaheen, Guzman, and Zhang [199] have also identified a fourth generation of bike-sharing systems:
multimodal systems. The main concern in designing this type of system is improving the service
to suit the users’ needs—in other words, it is demand-responsive. It features an improvement in
the technological mechanisms of the stations and bicycles that facilitates their use and sharing and
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includes electric bicycles, bicycle relocation (i.e., by users and trucks), and the integration of several
transport services on the same access card (public transportation or car-sharing).

2.1.2

Benefits of bike sharing

Before mentioning the components and processes that must be considered for the design and implementation of a BSS, the various benefits of this type of transport system are considered below.
According to Tario [213], the benefits of the BSS can be varied and include:
 Mobility, transportation, and community building benefits;
 Economic benefits;
 Health benefits;
 Environmental benefits;
 Safety benefits.

Regarding mobility, transportation, and community-building benefits, many bike-share users combine membership in a bike-share program with car sharing, walking, and other transportation
options to reduce car use. Furthermore, shared bikes contribute positively to increasing people’s
perception and enjoyment of the city [63]. It is also suggested that the physical presence of stations
and the connection with existing public transport networks increases social interaction [29]. A BSS
extends the reach of existing fixed-route services, connects non-intersecting transit lines, and adds
capacity to already congested transit routes.
BSSs also offer a series of economic benefits, including the fact that locations with a BSS are attractive to employers since they can imply individual savings in transportation costs for employees.
In addition, the use of shared bikes can positively impact physical and mental health due to the
benefits derived from cycling, reducing the prevalence of diseases like diabetes or morbid obesity.
By replacing car trips, BSSs also provide the environmental benefit of reducing greenhouse gas
emissions. This benefit increases when shared bikes are used in combination with public transportation and other modes of transport that reduce car use, change travel patterns, and increase
environmental awareness. Although the safety of cycling in a community is an important concern
for shared bicycle users, this can be mitigated through various ways, such as road rules and bicycles
of good quality.
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Planning, implementation, and operation of a BSS

While the previous sections presented some background on BSSs from a general point of view, the
following provides a practical overview of the planning, implementation, and operation of a BSS.
Each phase contains multiple elements, which are presented in Figure 2.1.
This research focuses on the implementation phase, specifically on the design of a BSS. The number
and location of the stations were determined in the present study, that is, the distribution of these
in the city. To do this, different data sources were analyzed to obtain their distribution optimally.
The planning of a BSS is an essential part that impacts the design of a BSS, just as the startup involves the success of its implementation. These phases are related to each other, but this
research focuses on the implementation and specifically on the design of a BSS. For this reason, it
is necessary to understand the whole framework and later concentrate on the specific part of this
study.

Figure 2.1: Overview of planning, implementation, and operation tasks of BSS [220]

Planning
Different guidelines have been proposed for the successful development of a BSS and ensure the
necessary requirements and prerequisites are met [26,108]. Sophisticated planning lays the foundation for successful BSS implementation and operation. The planning tasks involve specifying the
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general urban mobility goals and the aims for a BSS, bringing the stakeholders together, defining
the rough concept of the BSS in a business plan, and finally, drafting a tender. This phase is
important since a BSS can contribute to changes in the patterns of urban mobility. Therefore, it
is advisable to specify urban mobility objectives according to a master plan.
It is necessary to consider all elements of a BSS in the planning in order to design a BSS that
addresses commuting effectively, requires short or no waiting times for rentals, and high service
reliability at peak times. In addition, planning guidelines recommend informing and involving
council politicians and other stakeholders in the decision-making process. Without the support of
stakeholders to promote bike-sharing, the BSS is likely to fail.

Implementation
The decisions and specifications determined in the planning phase need to be implemented based
on standards and processes described below. Implementation involves establishing the contractual
framework, finalizing actual design decisions, and exploring funding sources [220].
Employing a contractual framework allows for the regulation of tasks between the council control
agencies and the service operator. The design decisions, on the other hand, cover aspects that
need to be considered for a BSS to run properly, including the hardware and software technology
used, the design of stations and bicycles, as well as the level of demand for the service and data
management. It is crucial to use a data-driven approach when designing a BSS. This involves the
collection and analysis of data to make strategic decisions, allowing for strategic planning of the
distribution of stations based on the analysis of various data sources. Automation of data collection
and analysis, driven by machine learning and computational tools, enables suppliers to make swift
and timely decisions. In an ideal bike-sharing network, station locations are generally selected so
that the process of collecting and returning bikes is balanced between stations. Distributing stations
in this way helps avoid costly downstream operations and maintain high user satisfaction. However,
developing an efficient bike-sharing system with appropriate station locations is challenging [137].
Models based on data from various sources can inform the development of efficient designs so that
the distribution of the stations, both in terms of number and location, is adequate.
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Operation
This phase refers to key aspects of BSS operation, and within these, the costs involved in setting
up such a system. Considering the right measures prevents operating costs from spiraling out of
control. Operator actions to optimize system performance involve controlling demand, expanding
the system, relocating bicycles, and other measures.
It is important to manage demand to encourage or restrict the use, as actual demand often does
not match expected demand [2]. In the case of excessive demand, it is advisable to restrict access
to a limited number of users or increase rental rates to avoid user dissatisfaction due to congested
or empty stations. If demand is low, increasing marketing measures and lowering fees can stimulate
BSS usage [220].

2.2

BSS design issues

According to the Institute for Transportation and Development Policy of New York (ITDP) guidelines, a BSS should be designed based on an analysis of available data. This makes it possible to
design a BSS of adequate size to meet the objectives set. Two crucial elements must be taken into
consideration when designing a BSS: defining the size of the physical area to be covered with the
bicycle system and estimating the potential demand of users in that area [108].
Identifying the coverage area and the number of stations required to cover that physical area is one
of the main tasks to ensure the system’s success. The coverage area must be large enough to include
the main points of origin and destination where people will need bicycles. A small coverage area can
leave out important parts of the city. Therefore, to be successful a BSS design must cover a large
area and have a high station density. An adequate density of stations ensures that the user can
access one no matter where they are, either as a point of origin or a destination. An inappropriate
distance among stations discourages the use of the system, as does the lack of bicycles or parking
spaces [108].
These design problems must be managed to offer a good service and attract potential users [100].
Offering excellent service relies on good design. Therefore, local governments have made efforts to
make this service attractive to potential users of public transport and reduce their use of private
vehicles [136]. An adequate number of stations at optimal distances and covering the entire city
ensures a BSS can be successfully promoted.
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The strategic planning of a BSS (i.e., long-term decisions) includes determining station locations,
bike lanes, and station capacity. On the other hand, day-to-day operational planning (i.e., shortterm decisions) involves station replenishment or rebalancing activities (i.e., using trucks to avoid
stations being without bicycles). Tactical planning (i.e., medium-term decisions) involves determining demand, prices, incentives, and maintenance, among other aspects [161, 203].
Cities need to design their BSS properly in order to achieve their potential benefits for health,
the environment, and mobility. One important component that must be taken into account in
long-term planning is how the stations will connect with bicycle lanes [147]. Components of station
design also include their locations, capacity, and number [32, 82]. Properly defining the station
locations will allow for user demand to be met, either for the easy parking of bicycles in the station
or for floating bicycles (i.e., station-based, dockless, or hybrid) [2]. Once the stations have been
defined, they must be connected with bike lanes, which provide security to BSS users and encourage
using this means of transport [135, 190, 221]. Bicycle lanes must also be placed strategically so as
to better serve a BSS. In recent years, bicycle infrastructure has increased, with superhighways
and unified networks with connections between different areas providing safe and easy-to-connect
routes [60, 62, 155, 208].
In terms of tactical planning, issues that must be taken into account include the proper maintenance
of stations to reduce theft and vandalism and allow for the periodic maintenance of bicycles [5,229].
On the other hand, from the point of view of operational planning, it is essential to determine the
initial size of the bicycle fleet and its station-based distribution [79, 82, 169, 187, 202]. The heavy
use of bicycles will cause some stations to run out of them or be saturated with them, leading to
a lack of parking. This imbalance must be appropriately managed either by repositioning vehicles
or providing incentives for users to avoid stations currently in poor service i.e. saturated [35, 206].
There are various issues to consider in terms of to the incentives and prices set for a BSS, such as
the fare structure and station-based pricing (i.e., use a pricing strategy to balance stations instead
of trucks) [77, 93, 108, 201].
The issues faced when designing a BSS, such as station locations, fleet size, the balancing of stations,
and optimal routes, have been studied using data collected during operations. However, other areas
of knowledge that may have an affect have also entered this research field, including sociology,
transport economics, urban planning, behavior patterns, and data mining [66, 127, 156, 221].
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Data used in previous studies and related work

Various data sets have been considered when implementing vehicle-sharing systems, and previous
systems and guidelines from international organizations have been studied to determine the most
commonly used data for implementation. These implementations and guidelines are based on
successful practices in other parts of the world and enable user demand to be addressed in a general
way [26, 106, 108] (see Figure 3.1-I). Offering insight into the effective design and implementation
of BSSs are studies of shared car systems [23, 33, 55, 124, 246], which among other common aspects
also require establishing the locations of stations. Similarly, in telecommunications, there is a need
for tower locations to be established in such way as to maximize coverage with a minimal number
of towers in a given area.

2.3.1

Factors analyzed for BSS design

In previous studies, data on the different factors that affect the behavior and use of bicycle stations
have been used to define the distribution of stations. Through a systematic literature review carried
out in the present research, it was found that demographic factors, land use, transportation means,
weather, seasons, pollution, and geographic characteristics were those commonly used to determine
design BSSs. Each of these factors will be discussed in turn.

Demographic factors
Some authors have used demographic features of BSS users, such as sex and age, [13,82,149,174] to
establish the demand for bicycles and their distribution. These studies have deduced that almost
equal proportions of men and women use BSSs. Several of these studies have analyzed only one
city [17,82,164,174,183], but Böcker and Anderson [19] evaluate different areas in Norway, providing
a better understanding of gender-based use of BSSs in this country.
Regarding age, several articles have focused on age groups and generally classify these into four
categories: children (0–12 years), adolescents (13–18 years), adults (19–59 years), and seniors (60
years and above) [20, 97, 109, 149, 165, 174, 183, 225]. Most of these studies have found that the
demand for a BSS comes mainly from adults and seniors [8, 13, 19, 20, 72, 73, 99, 109, 133, 140, 149,
174, 176, 183, 225]. In these analyses of age groups, BSS use preferences were elicited [133], and it
was possible to determine the age groups that preferred memberships [73], as well as the groups
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that preferred to use a BSS with other means of public transport [20]. Thus, for these age groups
it was possible to define the factors that influence the use of a BSS [109].
Age is an important sociodemographic factor to take into account when designing a BSS, as different
age groups will make different types of trips [225]. These data enable BSS proposals to be designed
for specific age groups [140, 174, 176, 225]. The use of BSSs by children and adolescents has not
been studied in depth since they are not considered an important share of user demand for a BSS.
The studies that have approached groups of adolescents and children have done so in conjunction
with groups of adults and seniors [20, 109, 140, 174, 183, 225], carrying out a broad analysis of all
age ranges. Li et al. [133] determined that people considered “senior adults”, with a high income
and who are not students are those most likely to use a BSS.
Finally, analyzing data from established BSSs has made it possible to evaluate demand from disadvantaged groups (e.g., older adults, minorities). These groups require a greater use of a BSS [133],
and therefore the design of this system must consider these groups of people.

Land Use
Another type of data that has been analyzed for the establishment of stations is land use. Land use
refers to all arrangements, activities, and inputs of a specific land type. Some authors have used data
from areas where there are shops [13,37,97,102,149,173,174], educational centers such as universities
and colleges [32,37,97,102,174], recreational areas such as parks and squares [13,37,97,102,173,174],
and residential areas [37,45,141,173] for station distribution design. Some authors have distributed
the stations based on spatial equity and subjectivity, extracting specific data such as availability and
accessibility to a previously implemented BSS [37,59,114,115]. Other authors consider the types of
dwellings in an area since this affects the use of a BSS [102]. Different neighborhood characteristics
and sociodemographic composition have been shown to be related to BSS use [114, 224]. The job
density in an area will also determine BSS use [183], and the level of development or green space
can also have an impact on BSS design [148].

Transportation means
It is vital to know which means of transportation or mobilization will be linked to a BSS. These can
involve motorized means of transport (bus, tram, train, taxi, car, etc.) and non-motorized means
of transport such as walking or private bicycle. These are complementary and/or competing modes

CHAPTER 2. BACKGROUND AND RELATED WORK

20

of transporting people and goods from one place to another [119].
People’s preferences regarding walking and using a BSS have been analyzed to design a BSS [82,210],
but most studies focus on connecting a BSS to mass transport such as buses [13, 29, 37, 82, 102, 149,
173, 174] and trains [37, 82, 97, 102]. No studies on designing a BSS have included trams as a means
of transport, but other studies that have analyzed data on existing BSSs have included trams in
their analysis [8, 20, 114, 115]. There are also close to zero studies looking at the integration of
private means of transport, such as taxis, with a BSS [173]. Carrying out an analysis of taxis as a
last-mile connection with a BSS is difficult. Similarly to trams, automobiles integrated with BSSs
have not been considered in studies related to designing a BSS, but surveys and historical data
on BSS connections with private automobile use have been analyzed to assess mobility patterns
[8, 12, 19, 84, 99, 131, 133]. This lack of studies is likely due to the difficulties in analyzing behavior
patterns using private means of mobilization.

Weather, seasons, and pollution
The weather (e.g., temperature, wind, humidity) and season (i.e., autumn, winter, spring, summer)
influence the use of bicycles, and their consideration is therefore critical in the design of a BSS [230].
The link between weather and demand has been analyzed [8,9,17,102,115,152,172,173,176,225,230],
and historical BSS use data has been analyzed to determine seasonal differences [64, 118, 167, 211].
Only one study has incorporated data on pollutants, and this work focused on the potential health
issues for BSS users [131]. To the best of our knowledge, no studies have as yet used pollutant data
to define bicycle stations with the aim of reducing the environmental pollution.

Geographic characteristics
External geographic characteristics will influence the design of a BSS. The topography of an area
becomes a limitation when bicycle lanes have steep slopes as users will not necessarily want to
undertake excessive physical effort when cycling [76].
Data on topography—also known as orography—allows for accessible or ideal places for riding a
bicycle to be defined. Some authors have analyzed this element to distribute stations in areas
suitable for this mode of transport [20, 32, 76, 97, 107, 142, 148, 152], and one study has analyzed
street connectivity and topographic conditions together to define the distribution of a BSS [107].
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Data sources and types

The types of information discussed above are critical for the design of a BSS, and these can be
obtained through various means. Surveys are often used to collect information that addresses the
research questions [50]. One particular type of survey that can be very useful in the design of a
BSS is censuses, which involve the collection, evaluation, analysis, and publishing of demographic,
economic, and social data on the population of a country—or part of it—at a given point in
time [205]. A geographic information system (GIS) is a computer system that analyzes and displays
many sets of data to form layers of information to help understand patterns and relationships and
reveal deeper insights that are important for locating stations. Satellite images are photographs
taken from a satellite that shows a territory, such as a city, and are often used in computer programs
such as GIS [22]. Maps are systems of location and represent geographic space; these are an
important source to locate stations and can be combined to form different layers of data [47].
Another type of map-based data can be derived from a global positioning system (GPS), which
indicates a position on the Earth at a specific date and time. These data allow tracking a person
or object to establish its exact location [97]. Another important source of data is historical data
from other BSSs (e.g., age, sex, level of education, distances traveled, the length of time bikes are
used), which can help provide an idea of the patterns of BSS use and can guide the design of an
effective BSS based on the experiences of other cities [234]. Finally, synthetic or artificial data
allow simulating real-world situations and can inform decisions about BSS design when real data
are insufficient or not available [135].
Maps and historical data from other BSSs are the most commonly applied data for designing a
BSS. Some papers also use surveys to define the strategic planning of a BSS. To a lesser extent,
synthetic data, census data, satellite images, and GPS data are also considered in designs. Types
of data other than those mentioned above, such as social media data, taxi data, and open data
(i.e., data available freely on the internet) are used in a small proportion of studies.
Historical BSS data are analyzed through statistical methods to design the main components of a
new BSS, such as the stations [8, 15, 17, 19, 20, 31, 59, 64, 69, 76, 97, 99, 100, 102, 115, 140, 148, 152, 163,
164,167,172,183,210,211,224,225,230,234,237,245,247]. Maps are another type of data used in the
same proportion as historical data [8,12,13,15,19,20,31,37,45,59,64,72,77,82,97,107,111,114,140,
141, 142, 147, 148, 172, 173, 174, 183, 224, 225, 230, 234, 245]. Surveys are another data source used to
analyze or design a BSS [8, 9, 12, 19, 32, 72, 73, 82, 84, 99, 109, 111, 131, 133, 149, 174, 176]. These data
are analyzed statistically and serve primarily to establish the station’s design. Other authors use
mostly illustrative examples or synthetic data to guide the design of stations, approaching the issue
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through operations research methods (i.e., solving complex problems using mathematical analysis)
[27, 28, 29, 68, 134, 135, 147]. Census data [45, 73, 99, 102, 131, 224] and satellite images [107, 114, 148]
are used to define station locations and can also be analyzed using statistical methods (i.e., as
described above in regards to land use). GPS data (e.g., movements of people) make it possible to
define appropriate locations for bicycle lanes [142] and stations [13], with the latter run through
optimization models. Finally, some studies do not use any of the data sources described above
but use others such as interviews, open data, previous studies, social media, and weather forecasts,
among others [9, 12, 37, 64, 76, 77, 118, 148, 173, 176, 230].

2.3.3

Summary

Various factors, sources of information, and types of data have been used in previous studies to
define station distribution in a BSS. Factors such as the age groups that utilize the BSS most
(e.g., adults, seniors), the preferences of the people in age groups that will most affect demand,
sociodemographic characteristics, places of residence, among other things, have all been used to
inform BSS designs. The distribution of stations must take into account zones where there are a
greater number of commercial places, educational centers, recreational centers, and a higher job
density. Furthermore, the main origins and destinations can be compiled into a matrix to analyze
the population’s transport behavior patterns. Means of mass transport can serve as connections
to a BSS, but data on the mobilization patterns of cars and taxis are more difficult to obtain and
are not generally used to inform the design of new BSSs. Several authors have analyzed movement
patterns in various types of weather to establish the potential demand on rainy/hot days or by
season (e.g., winter vs. summer).
The data sources discussed above can be found more or less available in different countries. In
countries where this type of bicycle system has never been implemented, historical data on BSSs
will not be available, for example. Moreover, satellite images or the cartography that is obtained
from its processing can be prohibitively expensive, which can be a problem for developing countries
or cities/towns with few resources wanting to implement a BSS. Data collected by GPS requires
users who are willing to share their information through an application, which for privacy reasons
some people prefer to not do, and can therefore be difficult to collect. The approach to BSS design
proposed here involves using data generated through institutions that evaluate a city’s activities,
minimizing the cost and resources needed.
Most studies use surveys and historical data on BSSs to establish station distribution or improve
their operation. Although these data can provide useful information on the preferences of users
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and their sociodemographic characteristics (e.g., age, sex, level of education), they only allow for
the visualization of part of the problem when defining the distribution of stations. Using maps,
synthetic data, and census data to design a BSS allows for a better understanding of the spatial
distribution of the territory; however, though these types of data give an idea of where there are
more shops, educational centers, recreational areas, etc., they generally ignore mobility patterns
and means of mass transport, which gives an incomplete perspective of the problem. When several
factors or databases are considered, whether these data overlap or repeat themselves is not always
taken into account, which can then cause a bias towards a specific city area.
The present investigation establishes the data needed to define the distribution of stations and then
proposes a data-driven approach to reduce these so that there is no duplication, avoiding bias in
the results. It is noteworthy that data on pollution and accidents on public roads have not been
considered in designing BSSs, but these aspects may play a role in the potential use patterns of
a BSS and are therefore incorporated in the present study in order to define station distribution.
Besides, patterns of taxis were tracked to determine BSS distribution. Finally, a method is proposed
to replicate this in cities that may have limited resources for designing a BSS.

2.4

Station distribution

Appropriate station distribution guarantees the optimal level of service for users requiring a bicycle.
It implies covering the total demand in an area through an adequate number of stations to ensure
quality of service [76, 82, 83, 92]. The next sections will discuss previous studies carried out with
optimization models and a demand-based approach.

2.4.1

BSS design using optimization models

As with other public service facilities (e.g., police stations, fire stations, and hospitals), station
location decisions must take into account user demand and resource constraints. BSS models
developed using computer techniques aim to optimize station distribution, as the number of stations
and their locations can be critical to the success of the entire system. Inappropriate locations
and/or an inappropriate number of stations can affect the service level and user satisfaction. An
optimization model seeks to optimize (i.e., maximize or minimize) an objective function among a
set of decision variables to satisfy a set of restrictions established in advance [232]. Therefore, in
the context of a BSS, optimization models can ensure an efficient and effective design by guiding
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decisions regarding the number of stations and their optimal locations.
The current study focuses on the use of optimization models to determine the number and locations
of stations, but optimization models can be used for many aspects of BSS design, including revenue,
transport unit costs, travel distance, service, and system-wide transport costs. Some authors
determine multiple components of a BSS in the same optimization model.
For instance, Romero et al. [187] utilize the bilevel optimization problem to minimize the cost of
using private vehicles (i.e., on the first part of the route) and public bicycles (i.e., how much time
people spend to reach them). The authors use population data to determine station locations,
and they integrate two means of transportation, private vehicles, and bicycles. Even though their
contribution provides useful insights about optimization problems, they do not consider many
factors such as topography, land use, and transportation (such as buses, trams, and trains) when
defining station locations. Additionally, the authors do not provide a method for determining the
locations proposed in their study, focusing only on research operations.
Garcia-Gutierrez et al. [82] use a bilevel optimization model to determine station locations, bike
numbers, and parking lot sizes for a BSS. Using the case study of a city in Mexico, they minimize
the total cost of the whole transportation system (i.e., car, buses, cycling) by integrating multiple
means of transport. They analyze users’ starting points and destinations, as well as demand,
but the authors leave out other factors, similar to the study mentioned above, in defining station
locations.
GPS trajectory data from taxis have been used to determine station locations [173] based on
location-allocation models (P-median) that minimize the total travel cost between demand sources
and the closest bicycle stations, that is, defining maximal demand coverage by facilities. Celebi
et al. [32] define station locations based on bicycle pick-up and return using a queuing model and
set covering models. They use a practical example on the Istanbul University campus, in which
the restrictions were at least one station per demand location and station capacity to minimize
total unsatisfied demand. Conrow et al. [45] propose an equitable distribution of stations, reaching
low-income areas using a coverage model. They maximize the total bicycle-sharing service coverage
and potential user demand coverage using the city of Phoenix, Arizona, as a case study. Caggiani
et al. [28] propose a mathematical model to minimize the weighted sum of the number of lost users,
zero-vehicle time (i.e., an indicator that reflects vehicle shortage durations), and full-port time (the
duration that the station is full). They also include constraints for budget and station capacity,
using simulated data for illustrative purposes. Although the authors use interesting algorithms and
models, they lack standardized factors for defining station locations. These authors center their

CHAPTER 2. BACKGROUND AND RELATED WORK

25

analysis on the research operation model and do not provide a formal method to design a BSS in
practice.
Some authors combine various components such as bicycle stations, bicycle lanes, and bicycle inventory in their optimization models [203]. Martinez et al. [147] demonstrate how to maximize
revenue for stations, bikes, and relocations. The problem was solved over several days in a computationally intensive manner using synthetic data. Based on simulations of trips per hour, the
authors defined the fleet, station capacity, and station locations. They proposed a mix of strategic
and operational planning. Although they present an interesting optimization model, the authors
do not integrate a method to design a BSS. Another study by Chen and Sun [38] evaluated ways to
minimize travel time to determine station distribution, considering initial fleet bikes and parking
lockers. The authors determined the dynamic demand from the point of origin to the destination in
time periods. They used an illustrative example to demonstrate strategic and operational planning.
These two planning approaches a re complex to integrate as they evaluate different components
(e.g., bicycle stations, bicycle lanes, balancing, and bicycle inventory) across different time periods
(e.g., daily, monthly, annually).
Lin and Yang [134] propose a method to minimize the number of stations, bike paths that connect
stations, and travel distance for users. They determined the optimal station locations connected by
bike lanes and obtained demand data based on user starting points to and from destinations, with
illustrative examples of pre-established stations. Although the authors used interesting algorithms
and models, the validity of the method is not assessed through a practical case study with real
data.

2.4.2

BSS design using a demand-based approach

BSS designers need to determine user demand, possible origins and destinations, and the frequency
of trips. Unlike the optimization models described above, demand-based approaches establish the
potential user market to identify possible station locations. These methods are based on data
from surveys, user patterns, and land use, which in some cases are combined with the types of
models described in the previous section. This type of approach aims to relate the demand for a
BSS (e.g., population, activities, and public transport) with external characteristics that influence
this demand (e.g., weather, topography) [76]. This type of analysis makes it possible to eliminate
isolated or low-use stations [83].
Satellite images are commonly used in conjunction with survey data to determine demand and

CHAPTER 2. BACKGROUND AND RELATED WORK

26

identify potential users with the aim of defining station distribution [123]. The surveys collect
information on the age, gender, and other sociodemographic characteristics of the population. In
the study of demand, land-use analysis of the area in which a BSS is to be implemented can also be
undertaken, identifying commercial areas, educational institutes, residential, and industrial areas,
for example [76]. This characterization minimizes travel time, maximizes coverage, and minimizes
the total cost in a BSS design [83].
Frade and Ribeiro [76] determine demand based on the number of trips in each type of zone, considering the city characteristics (e.g., topography) that affect bike use. This is a good approach to
define station locations for cities without an existing BSS. The authors propose an empirical method
to evaluate the topography of an area. This study proposes an interesting method of addressing
the BSS location problem; however, they do not consider other factors that affect demand for a
BSS (e.g., demography, weather). Moreover, these authors do not outline the strategic planning of
a BSS with a method that identifies all the necessary steps to implement this type of solution.
Krykewycz et al. [123] analyze raster-based GIS data to classify a city’s primary market-ranging
grids from 1 to 10. They then use diversion rates extrapolated from BSSs in other cities to estimate
the primary market area and determine station locations. This methodology allows defining demand
in traffic-zone areas for cities without a BSS. Although their approach addresses several aspects of
BSS design, a granularity analysis is necessary for every information layer. In addition, the study
lacks a long-term analysis (i.e., strategic planning with a method) to determine long-term demand.
Garcı́a-Palomares et al. [83] use a GIS method to determine station locations and capacity, with
the aim of minimizing travel time and maximizing coverage. They use multiple data layers to
determine potential user demand, including the number of trips generated and station activity.
The authors put forward an interesting approach, but a mix of strategic and operational planning
is not comparable over time (i.e., different time scales). Moreover, this study does not consider
other factors and penalties (e.g., unmet demand), as part of the whole process.
Guo et al. [92] show how to minimize the travel distance between stations and the overlapping
of predefined clusters defining station locations at scenic spots. The optimization of a cluster-bycluster analysis completed by the authors improved computing time, but it was executed in only one
specific area of the city. Although it diminished the computing time and improved the optimization
model, the study did not analyze certain factors such as topography and land use, and only one
section of the city was used in the model.
Despite the growing literature on BSSs, few algorithmic-based approaches exist for BSS design [127].
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Modern approaches no longer see a BSS as an isolated system with static flow, therefore opening
the door to developing integrated data-driven models and analyzing critical factors to thoroughly
define station locations [26].

2.4.3

Summary

The main problem with the optimization models put forward to date is that different components
are mixed at different time scales (i.e., strategic, tactical, and operational planning). Furthermore, the candidate stations are given in the analysis, and synthetic data on travel is non-granular,
which presents limitations for carrying out a fine-grained analysis and incorporating case specificities [135, 147]. Finally, the authors have no standard criteria for incorporating particular variables
that impact BSS planning. Therefore, a standardized method that can guide designers in effectively planning BSS distribution is needed. The current research proposes a flexible and replicable
method for successfully determining effective BSS station locations, making it possible to solve
traffic problems with a useful alternative system of transportation. The use of different data types
and factors as inputs for this method for BSS design will also be illustrated using a case study. The
data analysis was a block level, allowing a reasonable determination of the station distribution in
the city.
In this research, although optimization models are used to determine the optimal number of stations
and their location, our work uses a data-driven method to assess the variables that allow choosing
the ideal areas within the model. In other words, there is prior data processing work that will enable
us, on the one hand, to avoid duplicate data and, on the other, the data with the most significant
weight in determining the distribution of the stations in the model. Additionally, pollutants were
defined as part of the model to establish the areas that need alternative means of transportation
that do not pollute the environment.

2.5

Data reduction and optimization method for a data-driven
strategy

A data-driven strategy allows for the elimination of unnecessary or irrelevant data to streamline
the design and decision-making process. An effective data filter allows efforts and resources to be
concentrated on relevant data so that the decision-making process becomes efficient. This strategy
creates value in subsequent phases, where the analyzed data is used.
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Dimensionality reduction in multivariate data is crucial in data analysis. This reduction implies
obtaining a smaller set of data, with fewer variables—referred to as new variables. These are created
as a function or a significant proportion of the original data.
The data used in the present study, derived from the analysis of the factors with the greatest impact
on station distribution in a BSS, have specific characteristics: they are linear, numeric data, with no
pre-existing class labels, and they are not images. When collecting data from different sources and
formats, the data may be duplicated in different datasets and be excessive in terms of the number
of variables representing the information needed. An important preliminary process is therefore to
reduce overlap and eliminate redundant variables in order to improve computational performance,
ease data visualization, and reduce the complexity of the model and its result [7].
Several methods are used for dimensionality reduction and avoiding duplication, including linear
discriminant analysis (LDA), independent component analysis (ICA), principal component analysis
(PCA), kernel principal component analysis (KPCA), multidimensional scaling (MDS), and factor
analysis (FA). The choice of method will depend on the data’s specific characteristics, such as
whether they are linear or not, supervised or not, among others [7, 30].
Linear discriminant analysis (LDA) assumes that each class in a data set follows a Gaussian distribution. This method thus finds the linear combination of the data that separates two or more
classes of objects or events, with the ultimate aim of modeling the difference between classes. LDA
is used in supervised learning tasks and class classification, ensuring maximum dispersion between
classes and minimizing each class’s internal dispersion. The problem with this method in terms
of the data available for the current study is that it does not have labels or a training data set
to classify or reduce the original data. Independent component analysis (ICA) is a linear, supervised learning method that generates new independent components that are part of a mix. ICA
separates a multivariate signal into additive subcomponents that are maximally independent. It
is implemented in scikit-learn using the FastICA algorithm. ICA was developed to find a linear
representation of non-Gaussian data so that the components are statistically independent, or as
independent as possible. Such a representation seems to capture the essential structure of the data
in many applications, including feature extraction and signal separation [103]. Like LDA, however,
it has the same limitations in the context of the available data set.
Principal component analysis (PCA) is a linear, unsupervised method that produces new variables
called principal components that are determined by the data’s variance. Following this transformation, the first principal component has the highest variance, and the following components decrease
in variance. The implementation relies on the ideas of Tipping and Bishop [215] for decomposing
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high-dimensional data in a low-dimensional space for data compression and de-noising. Kernel
principal component analysis (KPCA) is a method that is applied to data with non-linear relationships. It is an extension of PCA that maps the original data entries to a high-dimensional space
using the kernel method and then uses PCA [197]. In the data used here, the relationships are
linear, so the use of KPCA is not appropriate.
Multidimensional scaling (MDS) is a non-linear unsupervised method that focuses on the relationships (similarities or differences) between data in a multidimensional space. As previously
mentioned, the data used here are linear, and therefore, a multidimensional analysis can be ruled
out. Factor analysis (FA) looks for an underlying factor or construct among the observed variables
that explain the common variance between them. Unlike other methods, FA makes a distinction
between two types of variance: the common variance of a variable that is shared with other variables, and the unique variance that is specific to that variable. From these variances, FA looks for
a new set of variables that represent what is common to those variables, which results in a reduced
number of factors into which the original variables are grouped.
Another method is truncated singular value decomposition (SVD), which performs linear dimensionality reduction. Contrary to PCA, this estimator does not center the data before computing
singular value decomposition. This means that it can work efficiently with sparse matrices. This
method is advantageous in term count matrices. In this context, it is known as latent semantic
analysis (LSA). Truncated SVD is based on a modular framework for constructing randomized
algorithms that compute partial matrix decompositions. These methods use random sampling to
identify a subspace that captures most of the action of a matrix. The input matrix is then compressed into this subspace, and the reduced matrix is manipulated deterministically to obtain the
desired low-rank factorization [94].
Non-negative matrix factorization (NMF) aims to find two non-negative matrices (W, H) whose
product approximates the non-negative matrix X. This factorization can be used for several goals:
dimensionality reduction, source separation, or topic extraction. Non-negative matrix factorization
(NMF) and its extensions, such as non-negative tensor factorization (NTF), have become prominent techniques for blind source separation, the analysis of image databases, data mining, and other
information-retrieval and clustering applications. The library used for the implementation of this
method relies on efficient algorithms and sparse non-negative coding and representation, which has
many potential applications in computational neuroscience, multi-sensory processing, compressed
sensing, and multidimensional data analysis. The algorithms are referred to as hierarchical alternating least squares (HALS) algorithms and are based on (1) sequential constrained minimization
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on a set of squared Euclidean distances and (2) an extension to robust cost functions using the
alpha and beta divergences and derive flexible update rules [41].
The methods used to conduct dimensionality reduction in linear problems are LDA, PCA, ICA,
and factor analysis (FA) [7]. However, due to the limitations discussed in the previous paragraphs
(e.g., labeled data, linearity relation, data type), only PCA and FA are appropriate for the current
data and will be considered in the present study.

2.5.1

Factor analysis

Through factor analysis, factors that explain the relationships between variables are selected. All
variables with a high correlation between them can be grouped, and their correlation with other
groups will be low. Here, each group represents a single underlying factor that is not directly
observable. There are two methods for performing factor analysis: exploratory factor analysis
(EFA) (i.e., explore the possible underlying factor structure) and confirmatory factor analysis (CFA)
(i.e., verify the factor structure) [122].
The calculation of these factors by either method allows summarizing information and understanding the relationships between them without excessive information loss. In a broad set of
variables, factor analysis offers an understanding of how they are joined as a function of distance
(i.e., variance), obtaining different components as a result [193]. These components or factors are
not correlated to each other but are made up of homogeneous variables. In this way, a grouping of
variables that overlaps with distance-based logic is performed.
For a factor analysis to be valid, the data used must pass certain relevant tests. One of these tests is
the Kaiser, Meyer, and Olkin (KMO) statistic [116]. KMO defines a measure of the adequacy of the
factor analysis sample and takes a value between 0 and 1. The test indicates whether the variables’
correlations can be explained by the other variables in the data set. Some authors recommend a
value greater than 0.7 to accept the factor analysis as valid. According to Kaiser, 0.9 is perfect,
and values less than 0.5 are not acceptable [116].
In addition to the adequacy measure, the variables that make up the factors must be correlated.
Bartlett’s sphericity test measures this correlation and also takes a value between 0 and 1. If it
approaches zero, the null hypothesis that the correlation matrix is an identity matrix is rejected
and, therefore, factor analysis can be employed.
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Principal component analysis (PCA)

PCA enables the discovery of patterns in data to determine which factors are more relevant and
which are less critical; in contrast to FA, it does not assume the existence of an underlying variable.
Consequently, it reduces the factors to only the significant ones. The procedure used for PCA
includes four steps: i) it begins with an analysis of graphs and statistics, ii) the correlation matrix
between factors is explored, iii) an adequate number of components are sectioned (those that contain
between 70% and 90% of the explained variance), and iv) the results are interpreted [40].
The PCA technique can be used when there are many variables, some of which measure the same
or related things and are thus highly correlated. In this case, it is preferable to keep only those
that best explain the analyzed problem. This method is used when the objective is to create new
measurement scales but it is unclear whether all of the variables introduced in the analysis are
relevant measurements. In this case, it is necessary to test whether all of the variables or only
some measure the analyzed phenomenon. It enables an understanding of which variables are not
representative of the problem, and these are then eliminated from the new measurement scale.
Eliminating superfluous variables is an essential step since some of the variables may be measuring
the same construct.
For the use of PCA, certain assumptions or conditions must be met. The first is the existence
of multiple continuous or ordinal variables, such as weight, IQ score, time, and proportions, for
example [166]. Ordinal variables involve a Likert scale; for example, a 5-point scale where one
is never and five is always. The second condition is that there is a linear relationship between
the variables. For example, it can be assumed that blocks with high population density or job
density would have patterns of high mobility or high land use. Then, for the data to be suitable for
applying this method, there must be adequate correlations among the variables, in order to reduce
them to a smaller number of components. For example, patterns of mobility must be related to
demographics and land use. In addition, there should be no significant outliers defined when the
corresponding statistical analysis is performed; for example, trip distance should not be greater
than three standard deviations. In cases where outliers exist, the data should be plotted and
analyzed to define the management of outliers. Finally, statistical tests must be carried out to test
these assumptions. Otherwise, the results of PCA may not be valid.
Another extraction method that builds on the PCA foundation is principal axis factoring (PAF).
This technique is used when the objective is to identify underlying factors or dimensions that reflect
what commonality variables (correlations) share, replacing those in the diagonal of PCA with the
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estimates of the commonalities in PAF [193].
The exploratory and confirmatory factor analysis methods are slightly different, and it is difficult to
set out a general guideline for selecting one or the other. The same can be said of PCA and PAF—
the choice of models will depend on the explained variance and the existing correlation between
the resulting components. Since the data collected here is quantitative or on a scale (e.g., Likert),
PCA is the recommended technique and should empirically corroborate the assumed theoretical
association of correlated variables.

2.5.3

Covering location problems

Optimization models offer a scientific approach to designing and operating the solution to a problem,
often with limited resources [232]. A set of optimization methodologies is commonly used in the
literature to locate facilities in different places. In general, there are two types of location problems:
the set coverage locating problem and the maximum coverage location problem [81].

Set coverage location problem (SCLP)
This problem stems from the need to locate the minimum number of facilities necessary. No demand
node is farther than a preset maximum service distance from a facility.

Maximum coverage location problem (MCLP)
This problem arises from the need to locate a fixed number of facilities. The total demand is maximized within the maximum service distance of at least one facility, minimizing the total demand
that any facility does not cover.
There is a set of optimization methodologies commonly used in the literature to address the SCLP
and MCLP. Table 2.1 summarizes the leading techniques. The SCLP is used in this study because
of the restriction regarding the need for a station to be found by users within a certain distance.
The ideal radius for encountering a station is considered to be 300 meters, with a maximum limit
of 500 meters [77, 83].
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Table 2.1: Summary of the primary coverage location problems
Problem

Description

SCP

Set covering problem locate the minimum number of facilities

Weighted SCP (WSCP)

A generalization of the SCP where the opening costs can be
different from one

Redundant coverage location prob-

Maximizes the number of demand points covered at least twice

lem (RCLP)
Hierarchical

coverage

location

problem (HCLP)

Enables simultaneous minimization of the number of facilities
that are opened and maximization of the number of previously
existing facilities that are maintained

Backup set covering problem

Aims to cover the demand points with more than one facility
to guarantee coverage in case of failure or overflow in one or
some of the centers

The maximum expected coverage

Each installation has a probability of 0 < q < 1 of being busy

problem (MEXCLP)

or failing, regardless of any system circumstance.

Probabilistic location SCP

In order to examine the relationships between the number of
facilities being located and their reliability of coverage of each
point j ∈ J, it is guaranteed that it is at least equal to an alpha
threshold value.

Maximum

availability

location

Assumes that a benefit uj associated with each demand point
j ∈ J is obtained only if at least lj facilities cover it. The total

problem

number of facilities is limited, a site can host more than one
facility, and there is no facility opening cost.
Covering problem (CP)

Minimizes the opening costs of facilities plus the penalty costs
associated with unmet demand points

Minimum cost maximum coverage

The only difference between this problem and the CP is that

problem

the total number of facilities is limited.

P-Medium problem (pMP)

Given a set of n demand points, choose p of them to locate facilities and assign each demand point to one of these facilities
(which are called medians) so that the total cost is minimal,
where the cost of allocating jai is the distance dij between the
two points.

Uncapacitated
problem (UFLP)

facility

location

This method and pMP differ in terms of the number of centers,
which in UFLP is not fixed beforehand, but there is a fixed
cost fi to open a facility at site i.
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Summary

Previous works have not established any data reduction method to avoid data duplication in the
design of a BSS. In the present research, a first approach has been made using the most common
methods to reduce dimensions and, therefore, data. This previous analysis allowed a data-driven
approach to define the variables that can better determine the distribution of the stations using
the methods described above. In this way, patterns were established within the variables used that
avoided using data that at first glance seem different but overlap each other intrinsically. This processing was carried out before the use of the optimization model. Variables of high impact, medium
impact, and low impact were established according to the use of these in different implementations
of BSS, with the analysis of previous studies. This analysis of variables in the design of a BSS and
the reduction of these contribute to the present research.

2.6

Pollution and BSS distribution

Air pollution is a mixture of components, including fine particles (PM), ground-level ozone (O3 ),
nitrogen oxides (NOx) and sulfur oxides (SOx), among others [6]. PM, O3 , and NO2 emissions
are currently the most problematic pollutants in Europe in terms of health impacts [168]. This
pollution is generated by various sources such as the combustion of fossil fuels, including from
stationary sources (heating, power generation) and vehicles, which expel emissions of PM10 , PM2.5 ,
CO, O3 , NO2 , and SO2 [24, 70, 117, 168].
Noise pollution also affects the health of a population. Prolonged exposure to noise can have a range
of negative effects, such as sleep disorders, learning problems, hypertension, memory problems,
reduction in motivation and concentration, among other problems [18,235]. Currently, the primary
source of noise in cities is traffic [18, 53]. In 2014, the health of more than 1.7% of the world’s
population was affected because noise reached levels above the limit (55 dB) generated by traffic [18].
Multiple studies analyze the monetary effect of environmental pollution on property prices [138].
Table 2.2 presents some studies to measure the monetary penalty of different types of particles
that deteriorate air quality, such as CO, NO2 , PM2.5 , PM10 , O3 , and SO2 . All investigations found
a negative relationship between property prices and emissions. Furthermore, they show that the
level of a monetary penalty is different depending on the pollutant analyzed. These studies apply
the hedonic price method with different estimators to address some econometric issues in their
calculations.
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Table 2.2: Studies on air pollution costs
Author (method)

Place

Contaminant Results

Mei et al. [154]

Beijing

CO

$3.64 – $4.68 USD for 1 µg / m3 /

(China)
Hedonic prices (or-

2013–2016

year
$10.4 – $15.6 USD for 1 µg / m3 /

NO2

dinary least squares

year

OLS
panel data model

$48.36 – $62.96 USD for 1 µg / m3

PM2.5

with fixed effects)

/ year
$10.4 – $29.12 USD for 1 µg / m3

PM10

/ year
* Median home price per unit area
of $5200 USD
Liu et al. [138]

Chengdu

Air

(China)

index

quality

301.90 yuan / m2 for decreasing the

(SO2 ,

air quality index by 0.1 (home sales

NO2 ,
Hedonic

pricing

2016

model

price)
O3 ,

0.90 yuan / month / m2 for de-

PM10 , PM2.5 )

creasing the air quality index by 0.1

NO,

modified by spatial

(home rental price)

regressions
* Average home price is 7604.42
yuan / m2
* Average home rental price is
22.45 yuan / month / m2
Hitaj et al. [98]

Los Angeles

Hedonic

1990

(OLS,
tal

prices

O3

$14 – $52 USD annually for a

1% reduction in air pollution level

instrumen-

variables

IV,

expectations,

first

difference)
Chen et al. [36]

Shanghai

SO2

159 RMB/m2 for 1 µg / m3 /
month

Hedonic

prices

2010

NO2

(OLS)

238 RMB/m2 por 1 µg / m3 /
month
* The average house price is 26,440
RMB / m2

Freeman et al. [78]

China

Hedonic

(2005)

(OLS, IV)

prices

PM2.5

$ 21.70 USD for 1 µg / m3 / year
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The noise level considered normal for a conversation is around 65 dBA. Therefore, a noise level
higher than 70 dBA makes communication difficult [216]; that is, higher noise levels can affect
people’s well-being. (dB and dBA are different units of measure; A-weighted sound levels are
adjusted to reflect the sensitivity of the human ear and this unit system is therefore used for noise
risk assessments.) For example, analyzing a particular case of noise in restaurants, To et al. [216]
found that restaurant noise levels in Hong Kong range from 59 to 80 dBA, while the average noise
level is 71 dBA. Comparing the noise level in Hong Kong restaurants with that of other restaurants
worldwide, they found that these are similar in the San Francisco Bay Area in the United States,
Wellington in New Zealand and Paraı́ba in Brazil [216]. However, the willingness to spend time and
money in a restaurant decreased when the noise level was 52 dBA or higher [177]. These studies
show that people can tolerate a certain noise level but prefer not to spend time and money in places
with high noise intensity.
According to the studies summarized in Table 2.3, willingness to pay is increased when noise
pollution levels are reduced [48]. The method used for the calculation of willingness to pay in these
studies was contingent valuation. In the particular case of Medellı́n, Colombia, people are willing
to pay $0.30 USD \dB\household\year to reduce noise [49]. Other studies show that the price of
properties increases when car noise decreases [48].
Table 2.3: Primary studies evaluating the willingness to pay for a reduction in vehicular traffic
Author and method

Place (context)

Results

Pommerehne (1988) [181]

Switzerland (50% reduc-

Willing to pay ¿ 99 / dB /

contingent valuation

tion in noise levels

year

Soguel (1994) [89] contin-

Switzerland (50% reduc-

Willing to pay ¿ 60 – 71 /

gent valuation

tion in noise levels)

dB / year

Vainio (1995) [218] contin-

Finland (elimination of

Willing to pay: ¿ 72 / dB /

gent valuation

noise nuisance)

year

Navrud (2000) [162] con-

Norway

tingent valuation

noise levels greater than

(exposure

to

Willing to pay ¿ 165 – 275 /
dB / year

55 dB)
Salazar (2004) [195] con-

Spain (decrease in noise

Willing to pay ¿ 92 – 127 /

tingent valuation

levels)

dB / year

Implementing a BSS will gradually promote an alternative transport model to change people’s
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culture towards sustainable mobility. The success of a BSS has direct implications on the quality of
the environment since this type of transport does not pollute. Furthermore, improving conditions
for pedestrians and cyclists generates a good image for a city. Tourists, students, and investments
are attracted when car lanes are closed to the benefit of pedestrians [175]. To gain the most benefit
from a BSS, it is essential to establish stations where pollution is highest, since it is in these areas
that low-emission mobility alternatives could have the greatest impact.
In the BSS design literature, no environmental pollution assessment models to determine optimal
station locations have been proposed. Instead, it is common to use “offer and demand” studies of
service to establish effective locations for facilities. For example, Liu et al. [137], Garcı́a-Palomares
et al. [83], and Alvarez-Valdez et al. [5] focus on determining the locations of stations by employing
an optimization model, considering the demand, the balance of bicycle inventory, and job density,
among other things. However, no previous work has considered pollution as a factor in establishing
station locations. Applying models of environmental and economic valuation is crucial to understanding people’s preferences and behavior regarding transport and pollution levels in city areas.
Therefore, pollution data can be used to establish penalties within mathematical models used for
designing a BSS, so as to establish optimal station locations.

2.6.1

Summary

Methods to determine the costs of pollutants have been used in different disciplines of knowledge.
However, the implementation and specifically in the design of a BSS have not been used in previous
works. In addition, data on pollutants such as noise and gases emitted by vehicles have not been
utilized in determining the distribution of BSS. The costs obtained from the contaminants have
been employed in the optimization model to define blocks that must have an alternative means of
mobilization, such as a BSS.

Chapter 3

A data-driven design platform for
BSS distribution
The method used in this chapter is based on data-driven demand analysis. Data collected and
analyzed in this chapter will serve as input for the optimization model and provide the solution for
station distribution. Where required due to data overlap, factor analysis is applied to reduce dimensionality. Pollution data will be employed to obtain a hedonic pricing model that will estimate the
value that people are willing to pay to maintain environmental quality in their area. Optimization
models will be built with the available data to outline a data-driven approach to determining a
city’s ideal areas in which to implement a BSS. The results from these models will provide data
that can be visualized on a map to demonstrate how the distribution of stations around the city
will cover citizens’ demands and needs.
The different datasets used in the study (see Figure 3.1-I) are summarized in Table 3.1. After
data handling (i.e., gathering and storage) and processing (see Figure 3.1-II), these data provide
information on the suitability of areas, the monetary cost of pollutants (i.e., noise and NO2 ) per city
block, a distance matrix (e.g., based on distances between candidate stations and bus stops), and a
demand matrix (i.e., potential users per block). The processed data is then used to build the model
(see Figure 3.1-III), the objective function of which is to minimize the cost of stations in terms of
their penalties (e.g., monetary cost of pollutants and unmet demand), subject to the constraints of
available resources and while satisfying user demand. The final model is achieved using econometric
models (i.e., hedonic prices), optimization models (i.e., set covering problem), data analytics, and
unsupervised algorithms (i.e., clusters) that have been proposed for data management.
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Figure 3.1: Proposed method to determine BSS station locations

Figure 3.1 shows the proposed method used to define station distribution in a parameterizable,
repeatable, and organized way. The six main activities required to develop the method are defined.
Each activity requires inputs and provides outputs from each process, which are aligned to a
technique, algorithm, or guideline. These provide a scientific foundation based on recommendations
by experts in the specific methodology area. Each of these activities is described in detail below.

3.1

Data related to the method

In previous studies, various data sources have been used to design station distribution (see Figure 3.1-I). In the method proposed here, each of the data sources have been classified into high,
medium, and low categories based on their frequency of use. The data sources with the highest
use for BSS design are job density, public transit location, demographics (age, education, income,
equity), tourist attractions, lanes (greenways, bike lanes, streets), historical BSS data, and land
use [26, 106, 108, 201, 234].
The data sources classified as medium-use include residential locations, mixed-use locations co-
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located with public transit, recreational parks, university locations, weather data, and topography
[76, 97, 107, 115, 142, 172, 173, 176, 211].
The data sources used least frequently and categorized as low-use are stations near automobile
parking, origin–destination matrices, the connected network between bike stations, bike culture,
annual visitors, interviews, social media, and public input [44, 178, 179, 201, 213] (for more detail,
see Figure 3.2).

Figure 3.2: Impacting factors
Additionally, other factors are proposed for use in the current method, including pollution, traffic
pattern, and traffic accident data at the road and city level. Notably, these factors have not been
considered in previous studies. Moreover, as a first step, the classification of factors is necessary
(i.e., membership, ridership, revenue, effective placement) [201]. A summary of all factors that can
be included in the proposed method can be found in Table 3.1. In order to increase the accuracy of
the results, it is recommended that at least high- and medium-impact factors that are applicable to
a particular geographic unit (e.g., zone, sector, or block) are applied (see Figure 3.2). However, for
the case study area of Cuenca investigated here, there is no available data on historical use since
a BSS has never been implemented in this city when data was collected. Similarly, many cities in
developing countries and small cities in developed countries may only now be implementing a BSS
for the first time.
In summary, various types of data can be used in the proposed method, such as traffic, demographic, anthropic, pollution data (see Figure 3.1(1,2)). Demographic data provides information
on the characteristics of potential BSS users, such as their nationality, age, sex, ethnic group,
address, marital status, educational level, occupation, and income. These data can be collected
through surveys, censuses, or other data sources; if demographic information is collected, an appropriate design of the station distribution can be undertaken to effectively meet user demand. For
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Table 3.1: Factors that can be used in the method
Impact

Factors

Low Impact

Stations near automobile parking, origin–destination matrices,
interviews, connected network between bike stations, bike culture, annual visitors, public input, and social media

Medium Impact

Residential locations, recreational parks, university locations,
weather, and topography

High Impact

Job density, public transit locations (e.g., bus stops), demographics (e.g., age, education, income, equity), tourist attractions, bike lanes, BSS historical data, and land use

Additional Factors Proposed

Pollution, traffic patterns, and traffic accidents at both the
road and city level

example, this allows users to be divided into subgroups based on characteristics such as education
level, occupation, or age. The more the target population is known, the greater the likelihood of
adequately reaching potential users of a BSS.
On the other hand, mobility data such as those cited above (Table 3.1) allow for the analysis of a
population’s travel patterns in the city, such as important origins and destinations, traffic data, or
means of transport used. Through analysis of these data, it is possible to examine peak hours in
the specific city and areas of the city with the most traffic (which can affect travel times) and to
assess how alternative means of transport such as a BSS can best be distributed to reduce traffic.
Anthropic data refer to the effects of human activity over time, such as pollution, urban, commercial,
and industrial settlements. These data provide information on potential places of origin and the
destinations of prospective users and allow for an assessment of the most effective distribution of
BSS station locations.
Data must be associated with a geographic unit (e.g., block, zone) for processing. It is likely
that some data will overlap (e.g., census data with survey data), and it is therefore important to
perform data reduction to avoid duplication. In addition, new components will be created from
this data reduction due to correlation, which will be further discussed in the following sections.
Finally, some data may not be easily accessible or may simply not be available. In these cases, the
proposed method can be adjusted and station distribution obtained based on the particular data
that is available.

CHAPTER 3. A DATA-DRIVEN DESIGN PLATFORM FOR BSS DISTRIBUTION

3.2

42

Models

Some cities do not have the resources to carry out the planning or implementation of a BSS; this
is particularly the case for cities in developing countries. However, using existing data from these
cities and conducting an analysis can help to generate a solution. Data produced daily, weekly, or
monthly describe the dynamics of a city and can be exploited to reveal behavior patterns that can
guide the design and distribution of BSS station locations. The data used as input for the proposed
model can be obtained from various sources (e.g., open data, government), and often at a minimal
cost.
This section describes the architecture of the proposed data model.

3.2.1

Data architecture

Figure 3.3: Architecture of the proposed model
In Figure 3.3, the model’s architecture is described. The basis of the proposed architecture is a
data-driven approach where the different data sources explained in the data model (see Figure 3.4)
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allow for each of the different elements of the mathematical model to be obtained. After collecting
the data, the task is to debug and visualize it to correct any problems that may be present.
In the following sections, each of the components of the proposed architecture are presented and
discussed.

Data cleaning and visualization
A city’s data and information on its daily dynamics are stored in different databases (public and
private institutions) and in different formats. These data do not directly provide the required
information for the design of a BSS, but by using specific data from the available information,
inferences can be made to enable the planning of a BSS.
Essential steps for data management need to be established for any machine learning project [85].
Among these steps, two are considered crucial: i) data gathering, where the model’s relevant
attributes are determined, and ii) data cleaning, where the collected data are evaluated for trends,
outliers, exceptions, and inconsistencies, among other problems that may arise. After performing
the cleaning and visualization processes, these data are passed to a block level and then exported
to a matrix, constituting the output of the data gathering, cleaning, and visualization processes
(see Figure 3.1(2)). Although it is time-consuming, this process is critical and the model’s accuracy
depends on it being carried out meticulously.

Data analysis
The relevant data and relationships between variables are incorporated through data analysis and
computational tools. Factor analysis is a statistical technique used to reduce the data by evaluating
the correlations between variables. This reduction enables a smaller number of factors obtained
from the grouped variables to be identified [122]. In the process shown in Figure 3.1(4), the critical
components of the collected data are defined. It does not matter how much data is available or
whether they overlap. The result of the reduction process is data without redundancy and no loss
of relevant information for each component. Here, specific parameters (e.g., block levels, size of
zones, sectors) are established according to the desired level of data granularity. In the current
work, the level of data granularity applied is the city block.
This step involves using weighted factors to determine the suitability of candidate station locations
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in order to optimize the number and distribution of stations used to cover demand in a city. Each
block in the city is evaluated based on the weights obtained from the factor analysis. These weights
allow designers to define which blocks have the best characteristics for a bicycle station. In this
process, a matrix is built with each block’s weights, with a more significant weight obtained for the
most suitable block. The result is a matrix of the suitability value for each block (i.e., parameter
Sb in the model).
On the other hand, to provide a solution to high-pollution areas through the implementation of
a BSS, the proposed model includes a monetary penalty for the level of air pollution (NO2 ) and
noise. To this aim, the hedonic pricing model was used [132] to establish the value per square meter
that people would pay to avoid contamination (i.e., the υo parameter in the model). This value is
then multiplied according to the size of each block, obtaining the penalty per block.
Furthermore, it is necessary to determine the characteristics of the potential demand for a BSS to
infer the leading market segments that are likely to use the BSS (potential users; i.e., λb ). Therefore,
based on the demographic database, a cluster analysis is first performed to find sociodemographic
data patterns (e.g., age, occupation, sex, among others) of the potential demand. This parameter
is used as a penalty for unmet demand when a station does not cover the block, so as to minimize
the income that the BSS does not receive due to unmet demand.
Finally, transportation guidelines allow for establishing the transportation planning process. These
guidelines outline trip points of origin and destination points for specific areas [1] and are a traditional method of obtaining the corresponding Origin/Destination (O/D) matrices for later analysis.
In this phase, shown in Figure 3.1(5), distance matrices are established between the main travel
generators or origins, and destinations are also referred to as attractors. These matrices comprise
areas (blocks) and their respective distances among bus and tram stops and public parking lots,
considered the last mile for private vehicle owners. These matrices can serve as input data for the
model to define which city points (i.e., blocks, stops, parking lots) should be covered by a bicycle
station based on the matrices obtained. These matrices are used as restrictions in the mathematical
model to define the distances that the BSS should cover between any mass transport system or
means of private transportation in general (i.e., parameters dba , ubg , wbt , rbm ).

Model-generation engine
With the output from the previous steps, it is possible to obtain the optimal number of stations
covering the city so as to meet the objectives and comply with any restrictions or limitations. The
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finalized model is shown in Figure 3.1 (6) and uses a set covering approach. Set covering aims to
minimize the cost by including a minimum number of variables that comply with restrictions. The
basic model seeks to cover a specific number of sites in an area with a minimum number of facilities
to serve the users [81]. The optimization model aims to maximize BSS coverage among bus stops,
tram stops, last-mile points, and the city’s main origins and destinations. The model is represented
by an objective function, where the decision variable is the number of open stations that satisfies
the highest possible demand.

3.2.2

Data model

Figure 3.4: Data model
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Figure 3.4 uses unified modeling language (UML) to describe entities and their relationships in a
model. This model can be adapted to changing requirements since it is impossible to determine
all the types of information that should be considered in an initial approach. The data model
represents different types of data-source interactions that can be used in the design of a BSS,
defining the fundamental structures of interaction, and can be adapted to include new contextual
requirements.
The data model (see Figure 3.4) defines the data repository, which is called DataWarehouse. This
repository contains all of the components established in previous studies, grouped by their initial
correlation. Each component in DataWarehouse, established using data from previous BSSs and
studies (e.g., mobility, demographic, anthropic data), is identified by a unique identifier (e.g.,
AnthropicData, MobilityData). Each component includes several data sources, which are detailed
in each data type. If in the future a data source becomes available that was not considered within the
design, this new source can be added to one of the components. If the new source does not fit into
any of the initial components, a new component can be created and related to the DataWarehouse
with a unique ID. This flexible data model allows for the incorporation of new data sources, or
even a new component containing related data sources.

Impact of data volume or data quality in the data model
More data at first is good; in machine learning for training and validation data, a large amount of
data is crucial for an effective predictive model [184,209]. In specific models (e.g., gradient boosted
trees and random forests), errors are drastically reduced with quality and feature engineering data
(i.e., selecting, manipulating, and transforming raw data into features). Some researchers have
shown that they can achieve better predictive performance with massive data [144]. More data
increases the likelihood that these contain useful information. However, not all data are helpful.
Indeed, having more data does not guarantee that the model will obtain better results. This will
depend on the type of data and the data quality. A vast data repository with features that have
too much noise or do not allow capturing patterns in the data will not be helpful despite the large
volume of data. A large amount of quality and refined data allows for simple, robust models and, in
general, accuracy increases with the sample size [184]. For example, a large volume of data allows
determining outliers more easily. If we have only a little bit of data, more work needs to be done
before it becomes useful [209]. Large volumes of data alone do not eliminate the need for traditional
analysis, however. Believing that large amounts of data can solve any problem is a mistake.
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Besides, if new data is similar to existing data or is repeated, we are not adding value to the
model by having more data. This is why it is necessary to reduce the number of variables, to avoid
duplication and noise data.
Finally, as explained in Section 3.2.2 in the case of different types of new data, these can be
incorporated into the data model, and the result depends on whether or not the data provides new
insights after the data reduction process. If the new data are redundant, they don’t add additional
value to the model; if new information is provided and can help define station locations, the data
will affect the weight of every block used in the mathematical model, as explained in the following
section.

3.2.3

Mathematical model

The data collected and processed in the framework described above allows for the establishment of
station distribution. Small and medium-sized cities need to cover a reasonable distance and bicycle
stations cannot be too far away from each other (max. 300—500 meters)) to satisfy the demand
of users in the different blocks that make up a city. The objective is to cover user demand with
the least possible number of stations. For this, it is necessary that at least one station covers the
demand for many blocks, but this requires the use of a data management approach to establish
the ideal blocks in the city that will allow an optimal number of stations to cover the demand
of potential users. Moreover, the proposed method also emphasizes the use of this alternative
mobility option in city blocks that have a significant amount of pollution, providing a benefit to the
whole city by reducing pollution. This section describes how to mathematically obtain the station
distribution for a city based on satisfying user demand.
“Covering problem” is a term used to describe how BSS distribution is based on user demand within
certain distances of other transport means and has many practical applications in real life [81].
One of the key aspects of station distribution optimization is that user requirements should be met
within a minimum time by minimizing costs, distance, travel time, and maximizing coverage [204].
This aspect is vital regardless of the type of service (e.g., BSS, fire stations, emergency services,
analysis of markets) since an optimal location should adequately satisfy demand for that particular
service [74, 128, 212].
A quick analysis of station distribution makes it possible to determine that a large portion of
demand can be covered with a few stations, and full coverage would be achieved with a greater
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investment of resources. Resource limitations require that the number and location of stations
cover the maximum possible demand while minimizing coverage costs for all users.
The data model (see Figure 3.4) provides some inputs for the mathematical model to enable station
distribution to be adequately established. The first element to obtain from the data model is the
ideal areas for stations to be located. These suitable areas emerge mainly from analyzing data
sources regarding mobility, demography, and anthropic information. Determining the ideal areas
allows the points of highest demand to be serviced. Another element is determining the demand
for a BSS; this demand will mainly be determined through demographic data. With information
on the locations of potential users, the areas with the most significant demand can be covered. The
determination of city areas with more significant contamination is achieved with the analysis of the
anthropic data. The analysis of pollutants in different areas of a city enables alternative modes
of mobilization to be recommended where they are most needed. Finally, from the data model
(i.e., mobility and anthropic data sources), distance matrices are obtained to establish whether the
bicycle stations are able to cover the different areas of the city within certain distances.
Data analysis, as mentioned above, is performed according to the architecture of the model (see
Figure 3.3). This starts with the collection of data from sources available in the city where a BSS
is to be implemented. Subsequently, the cleaning and visualization of these data are carried out.
Once the data is cleaned, data analysis is conducted to obtain the inputs for the mathematical
model. The analyses performed with the data obtained are described later.

Basic formulation of the covering model
An optimization model has three basic components: the objective function, decision variables, and
restrictions [232]. The model seeks to find the number and location of stations that minimize the
objective function among the entire set of values for the decision variables (i.e., 1 = open station,
0 otherwise) while meeting the restrictions. This means that all the values of the decision variables
that satisfy the model constraints lie in a feasible region. Therefore, the value of the feasible region
that optimizes the objective function (in this case, minimizes station numbers) will be the optimal
solution.
The main problem of the objective function described in Section 1.1 is to determine the number of
stations and their locations. For this, data used in previously implemented BSSs and past studies
are used, as described in Section B.1. Based on these data, the mathematical model is formulated
to determine the optimal number and locations of BSS stations.
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Of the two methodologies discussed in Section 2.5.3, the set covering problem (SCP) by Toregas et
al. [217] is used here. It seeks to cover the city with stations in such a way that meets the potential
demand. A general SCP model adjusted to the BSS is represented with the following function [81]:

M inimize

X

Xb

(3.1)

b∈B

subject to

X

dba Xb ≥ 1

∀a ∈ A

(3.2)

b∈B


Xb ∈ 0, 1

∀b ∈ B.

(3.3)

The set of b ∈ B is the demand points, and the set of a ∈ A are the potential stations. For each

pair (a, b) ∈ A x B, a known constant dba ∈ 0, 1 represents whether demand point b can be
covered (value one) or not (value zero) by a station installed at site a. The variable Xb is a binary
variable that takes a value of one if and only if a facility is located at site a. The restriction in
equation 3.2 guarantees that at least one station can cover the demand in b.
In other words, the objective function equation 3.1 will minimize the number and location of stations
to be built whilst covering the demand in a given area. The decision variable is represented by Xb ,
which states whether a station will be built (i.e., 1) or not (i.e., 0) to cover the specific demand in
b. This objective function can be reached due to the restriction given in 3.2. Restriction 3.2 states
that at least one station (i.e., a) must cover the demand in a specific area (i.e., b) within a certain
distance (i.e., dba ) and dba will take the value of 1 if it does cover this demand and 0 otherwise. For
this reason, the sum of the products of Xb and dba must be at least equal to or greater than 1, which
means that one or more stations will cover that demand. This restriction prevents minimizing the
objective function with zero stations, since the feasible region will be delimited by stations that
cover demand in the city within a certain distance. The last restriction 3.3 guarantees that Xb
takes only the values of 0 and 1.
In the data model (see Figure 3.4), the dba value is obtained from anthropic data, where population
settlements are indicated through residential property ownership. These settlements form the blocks
in the city, with each block constituting a potential BSS station location. The potential demand for
a BSS varies by block. The dba value also depends on the geographical area to be considered, with
a group of blocks making up a sector and groups of sectors constituting city zones. In the present
investigation, the level of the geographical area considered is the block. Based on this information
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and determining whether the potential stations cover the demand in a specific geographic area
within a certain distance, a distance matrix (i.e., dba ) between each of the blocks is obtained. This
matrix is built with the potential station locations (i.e., a) and the demand to be covered (i.e., b)
within a certain distance by a station.
As blocks are heterogeneous in shape, before obtaining the distances (i.e., dba ) the centroids of the
blocks are used to obtain the matrix distance. If station a can cover demand b within a certain
distance, the dba value will take the value of 1; if it cannot, it will take the value of 0. Additional
details about the distance matrix are provided in the data-processing section.
In the case study of Cuenca presented below, an opened station (i.e., Xb ) is multiplied by one
—that is, the station cost is one since it is intended to minimize the number of open stations to
cover the demand. In this model, opening more than one facility in the same place is not optimal.
Equation 3.1 is the basic form of the optimization model in which costs and penalties, among other
factors, are added to achieve a proposed objective.

Mathematical integer programming formulation for the covering model
The first change made to equation 3.1 is incorporating a weight; this is a generalization of the SCP
where the opening costs hb can be different from 1. With this, the general formulation of a weighted
SCP (WSCP) is proposed [81]. The minimization function in equation 3.4 includes the cost hb ,
whilst the constraints remain unchanged. The WSCP minimizes equation 3.4 subject to 3.2. The
goal is to find the stations with minimal weight, using the constraints to ensure that demand points
within a certain distance are covered by at least one facility.

M inimize

X

hb Xb ,

(3.4)

b∈B

where hb is the weight (e.g., fixed cost of setting up a station) at candidate site b.
In the present research, the weight assigned for a station to be opened (i.e., Xb equal to 1) is
extracted from the data model (see Figure 3.4). This weight is the suitability of the candidate
station, which is obtained mainly from the analysis of mobility, anthropic, natural, and demographic
data. The weight will depend on the location of the station. Thus, there will be places in the city
with greater potential user demand, better connections to other means of mass transport, and close
to places frequented by the population. Locations that are more suitable than others will have a
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greater weight. This weight (i.e., inverse value) is multiplied by the cost; therefore, the higher the
weight, the greater the probability that a candidate station will be chosen among the other stations
so as to minimize the objective function. Therefore, in addition to being associated with station
implementation costs, hb will depend on the specific station location, that is, on its suitability
obtained from the analysis of the data.
The second element incorporated into the objective function is a penalty for unmet demand. This
part of the model is based on the Kolen and Tamir’s covering problem (CP) model [81], which
seeks to minimize the costs of opening the stations and penalty costs due to unmet demand. When
demand is covered, this value (i.e., λb ) takes the value of zero in the objective function. With the
incorporation of this penalty, city sites with the most significant demand for the service are covered
as these are prioritized to minimize costs where there are many potential users. The restrictions
remain unchanged. The objective function with this second element can be seen in equation 3.5.

M inimize

X

hb Xb +

b∈B

X

λb Yb ,

(3.5)

b∈B

where λb is the penalty cost for unmet demand in area b and Yb equals 1 if demand in area b is not
covered within distance p and 0 otherwise. If area b is not served by any facility, a penalty cost of
λb is incurred. The objective of the CP is to minimize the sum of setup costs and penalty costs.
The value of the unmet demand (i.e., λb ) is extracted from the demographic data described in
the data model. This demand is obtained from the clusters of potential users, and then these are
located geographically in a block. These clusters are made up of the demographic characteristics
of the users with the greatest willingness to use a BSS. Once the potential users are located in each
block, the stations will cover those with more potential users so as to avoid a greater penalty for
unmet demand.
A general representation of equation 3.5 is proposed for any number of penalties (see equation 3.6).

M inimize

X
b∈B

hb Xb +

XX

gbo Yb ,

(3.6)

o∈O b∈B

where gbo is the penalty cost in area b of penalty o (i.e., fixed cost for any penalty) and Yb equals 1
if demand in area b is not covered and 0 otherwise. If area b is not served by any facility, a penalty
cost of gbo is incurred.
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From this base model (see equation 3.6), the objective function, decision variables, and restrictions
can be structured according to the needs of each city. Thus, another type of penalty can be
added. Although other restrictions can also be established, the mathematical model proposed here
was established to avoid unnecessary complications. Other restrictions such as access to public
transportation could be considered, however. These considerations and other more complicated
extensions of coverage models can be added to this mathematical formulation.

3.2.4

Relationship between data and the mathematical model

In the previous sections, the data model and the mathematical model were discussed. These models
are necessary to define the optimization model. For this reason, an explanation of how the data
allows constructing the different coefficients and constraints in the optimization model is explained
in detail.

Figure 3.5: Connection between data and the mathematical model
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Figure 3.5 shows how the different data allow us to obtain the coefficients used in the mathematical
model. Each component is explained in detail below.
The overall objective of the mathematical model is to establish the ideal locations to provide a better
service to most citizens in the city, locating the stations at adequate distances that allow, minimizing
costs on the one hand and serving most of the population on the other. Figure 3.5 presents
the sequence for data processing, including the type of data and the formula for obtaining the
mathematical model. This process consists of three steps: i) determining suitability, ii) analyzing
pollution data, and iii) determining demand and origin/destination matrices.
To determine the suitability data related to the vehicular movement of the city is used, such as
mobility patterns, topography, hours of greater vehicular movement, population density, and land
use. In particular, this section seeks to identify hb , which represents the ideal areas to establish
bicycle stations. As data may overlap (i.e., be manifested in other databases), techniques were
used to eliminate this data duplication without losing relevant information. The suitable blocks
(suffix b) will obtain a greater weight (hb ), which in the optimization model translates into being
selected to minimize the cost of the stations. To achieve the objective, the first part of the model
looks for suitable locations, using a data-driven approach to establish—using weights—origins and
destinations where demand is highest. The model does this by locating potential users in residential
areas and places with a higher density of work, where people travel to on a daily basis. In addition,
the model can establish sites where mobility patterns in the city determine that alternate means
of transportation are required due to vehicular chaos or because people commonly visit certain
places in the city. These types of data are presented in Figure 3.5 (see determining suitability) and
allow calculating the weights that are used in the mathematical model (see Section 3.2.3). These
weights are used to select suitable sites for bicycle stations by assigning a greater weight to blocks
with more potential users, to places people frequent more, and areas with greater demand for other
means of transport. The data processing and its use in the model are explained in more detail in
the next chapter 4.
In the second part of the mathematical model data on the environment, external factors, or the
neighborhood, and property characteristics allow identifying gbo . This involves determining the
value of pollutants in particular areas in order to establish bicycle stations as alternative means of
transport in these areas and thus promote a clean environment in areas of higher pollution. The
gbo coefficient determines different penalties identified with the suffix o for each block identified
in the suffix b. The first penalty established with the data is seen in the middle of Figure 3.5; it
was established with econometric models, such as the hedonic price model. These models set the
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price that people are willing to pay to avoid contaminants. The higher the level of pollution in a
block, the higher the price to pay avoiding pollutants. The optimization model aims to minimize
costs and will try to establish stations in more polluted blocks in order to offer an alternative
mode of transportation that does not pollute. In this part of the objective function, different data
sources are used to establish the costs of pollutants. Three sets of data are used in the model (see
Section 4.5.2). The first is house characteristics: this data allows establishing the houses values
with similar features located in different city areas where there is more pollution. The second type
of data measures pollutants themselves, which allow us to establish the relationship between the
characteristics of houses, their surroundings, and the levels of pollution. Finally, the third type of
data is the characteristics of the neighborhood, which vary according to the costs of housing and
the level of pollution. Together, these data make it possible to define the full cost of pollution
so that the mathematical model can better determine locations for stations to provide mobility
alternatives.
Finally, with data on tax payments, operating permits, census data, and others, the penalty for
unmet demand located by block (gbo ) identified in the suffix o is established, which is the second
penalty in the model. The locations of potential users of bicycles (origins) and their corresponding
destinations are obtained. Information on origins and destinations allows establishing the areas
with the highest concentration of users as the model determines the blocks with more users to
avoid incurring high penalties for unsatisfied demand. In this last part of the model, clusters
of potential users are defined using data explained earlier (i.e., tax payments, operating permits,
census data, and others) that gave insights on the potential users. The model thus identifies blocks
with many potential users (see Section 4.6. Once situated in the city, appropriate locations to
provide a bike sharing service can be determined to avoid unmet demand.
For the case study detailed below, which uses the proposed method to determine BSS station numbers and locations in the city of Cuenca, Ecuador, the data collected are static and most were
collected in a specific period. The year 2018 is the reference period for the analysis. However, depending on the availability of information, some of the data come from previous years, as presented
in Table 4.1.

3.3

Data processing

Data processing is where the data-driven work really takes place; that is, the collected data is
analyzed and processed to obtain the different elements that will serve as input for the mathe-
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matical model, including the processing of the pollution data to establish the monetary cost of
pollutants per property and at the block level. The reduction of variables is essential to avoid data
overlap/duplication without decreasing the representativeness of the data. Using the reduced data,
the ideal areas for BSS stations within the city are analyzed. Finally, the origin and destination
matrices, as well as the demand matrix, are built. This data processing enables the model inputs
to be obtained following a data-driven approach. The steps involved in this data-driven approach
are detailed below.
As has been shown in previous studies, there are different sources and types of data that can be
used to establish station locations. In the current research, a method is proposed to define the
station distribution using the steps shown in Figure 3.1 (3–5). This method can be applied to data
collected previously or to new data, as discussed in Section 3.2.2. The following sections explain
the data processing that undertaken to obtain inputs for the final model.

3.3.1

Determining suitability

This section explains how values for the suitability of each block were obtained (see Figure 3.6).
These values relate to equation 3.4 used to obtain the weight values and presented in Section 3.2.3.

Figure 3.6: Steps to determine suitability
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Validation
In Figure 3.6, the first step indicated is validation, which is undertaken to determine whether
data reduction is feasible with the data collected. The dimensionality-reduction process is valid as
long as the explanatory variables are correlated. Bartlett’s sphericity test is used to test the null
hypothesis, which states that the variables are not correlated; if this hypothesis is not rejected,
it implies that reducing components or factors is not feasible. The Kaiser–Meyer–Olkin (KMO)
index is also applied, with measures between 0 and 1. Values between 0.5 and 1 are acceptable and
indicate that dimensionality reduction is appropriate.

Extraction
Once the data is deemed appropriate for dimensionality reduction, it is possible to extract the
components that represent most of the data.
The proposed method requires data that corresponds to each city area, zone, sector, or block,
depending on the granularity level desired. For example, using the aforementioned variables (see
Section 3.2.2), the data could include 95 people living in block number 300, 10 of whom are students
and 55 of whom are female. This block has a health center, a bus stop with five different routes,
and significant traffic.
These data were all collected in the same geographic unit so that they can be compared. Much of
the data exhibited redundancy due to the collection of similar information from multiple sources.
The multiplicity of variables can cause multicollinearity problems; however, similar variables which
show little distance in the Cartesian plane can be combined. This enables a reduction in the
number of variables in q components that contain the original variable information without losing
any relevant data. Therefore, a process of data reduction or “dimensionality reduction” is carried
out, such that ψ (see equation 3.8) are the components that result from data reduction, and the
value corresponding to beta is obtained, which is the weight of the component.
Through this analysis, factors are selected that explain the interrelationships between the variables.
When the variables are highly correlated, they can be grouped based on their correlations; that
is, all of the variables in a particular group are highly correlated with each other but show a low
correlation with the variables of other groups (see Figure 3.6 (a)). Here, each group represents a
single underlying construct that is not directly observable.
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As the variables are not homogeneous in terms of their units of measurement, these must be
standardized before reducing dimensionality. The explanatory variables were standardized following
the formula below:
Let Xb be an explanatory variable.

Xb∗ = (Xb − X)/Sx ,

(3.7)

where Xb∗ is the standardized variable, X is the sample mean, and Sx is the standard deviation of
the variable Xb . This process was carried out in SPSS software.
Using this data formulation, any type of information that is collected can be generalized, regardless
of whether it is specific to the city. Small or medium-sized cities in developing countries will benefit
from this method as readily available platforms can be used with data that is easily accessible
or inexpensive to collect. Therefore, this data formulation is usable in areas where resources are
limited and/or a consortium cannot be contracted to design a BSS.

Weight calculation
After obtaining the components that represent the majority of the data, suitability is determined
based on block weights (see Figure 3.6 (b)). The formula used to determine suitable areas for a
bike stations is:

Sb = β1 ψ1 + β2 ψ2 + β3 ψ3 + . . . + βn ψn ,

(3.8)

where Sb is the dependent variable to be calculated—the suitability of areas for stations. The
output of the calculation is a weight for each block; the higher the weight the greater the block’s
suitability for a bike station. β 1 ,β 2 ,. . . ,β n are the coefficients to be determined, and ψ 1 ,ψ 2 ,. . . ,ψ n
are the explanatory variables.
The explanatory variables are those that were described previously, such as demographic (e.g., sex,
education, income), anthropic (e.g., job density, universities, commercial areas), and traffic (e.g.,
buses, parking lots) factors. A standardization process with Z values was applied using the SPSS
calculation routine or option. When standardization is applied the unit of measure is the same,
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so in theory, there should be no issues collating these data together as they are essentially linear
combinations.

3.3.2

Reduction methods

This section presents traditional reduction methods (i.e., linear and non-linear) and novel methods
called sparse methods. It is crucial to understand when to use a particular method, as it is
impossible to know the type of data a prior and data different from the data used in this research
may be encountered. The intention is to give insight for applying the extraction methods explained
in Section 3.3.1.

Traditional methods
In this research, six dimensionality-reduction methods were applied to the dataset: principal component analysis (PCA), kernel PCA, truncated singular value decomposition (SVD), non-negative
matrix factorization (NMF), factor analysis (FA), and independent component analysis (ICA). All
except kernel PCA use linear combinations to determine the components, whereas kernel PCA
presents a non-linear formulation.
Since it was impossible to calculate a common performance metric (such as the explained variance
ratio) to compare all of the methods numerically, a qualitative comparison based on the most
important (highest weight) features for dimensionality reduction was conducted. The comparison
favors methods that choose related variables as the most important for each component.
These methods can be applied using programming tools (e.g., Python, R) and can be compared
qualitatively to examine which is most appropriate based on the grouping of variables. The method
with the best results provides the new coefficients, ψ 1 , and the weight, β 1 , of each component.
Linear methods
Principal component analysis (PCA) is a multivariate method of analysis that reduces the dimensionality of a set of correlated variables [130], keeping the information relevant to explain a
particular phenomenon. The main components of the extraction results are a sequence of linear
projections of the data that are not correlated with each other and explain the phenomenon’s
variance [46].
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Based on k explanatory variables, PCA produces q variables or components, where q<k [112].
The technique calculates the q components by finding a linear combination that maximizes the
explained variance of the data, subject to the restriction that the q components are not correlated
but that the original variables within each component are [244]. The PCA maximization problem
calculates the eigenvectors of the covariance matrix, which correspond to the q eigenvalues; the
latter representing the variance of the components [112]. The optimal number of components q
is selected based on the rule of eigenvalues (Kaiser’s rule), according to which q is equal to the
number of components that have eigenvalues of greater than one [112].
Like the other dimensionality reduction methods, PCA is recommended to explain a phenomenon
when a large number of variables can cause multicollinearity problems in the data. PCA is widely
used in multivariate analyses, including in medicine (Wang et al. [223]), in the transport sector
(Yang et al. [238]), and in the education sector (Khoo et al. [120]). This method is preferred and
widely used for its simplicity, but it is not applicable to non-linear datasets [7].
Truncated singular value decomposition (SVD) is an unsupervised, linear, and iterative method.
It transforms the original dataset, minimizing the reconstruction error and truncating the small
singular values [96]. The hyperparameters of the method are the number of iterations and the
number of principal components. SVD is applied to poorly posed discrete problems [96], when
there are prediction issues, and cases where the matrices are sparse [7]. The disadvantage of the
method is that the smaller the number of dimensions selected, the less precise the matrix is in terms
of illustrating the original dataset. In addition, since SVD is iterative it is more time-consuming
than non-iterative methods [7].
Non-negative matrix factorization (NMF) is a technique that seeks to find latent components of the
original dataset under non-negativity restrictions [41]. It is usually used in image recognition and
audio source separation, among other applications [121]. The method does not allow the handling
of negative values [7] and is sensitive to the initial values of the variables [121].
Factor analysis (FA) is related to PCA but assumes some kind of multivariate model, while PCA
does not [196]. Usually, FA is applied to test cases where a theory with latent constructs is
required [46].
Independent component analysis (ICA) is a supervised technique and an iterative linear method
that decomposes data to search for linear components independent of each other [30]. ICA looks for
independent components in the transformed vectors [30]. The hyperparameters of the method are
the number of iterations, components, and tolerance. The transformation is carried out through
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a non-Gaussian distribution and seeks to identify signals or the essential structure of the data to
extract the components [103]. ICA can be applied in signal identification problems when it is necessary to determine components to represent images or other types of data to reduce dimensionality
and eliminate noise [103]. According to an experiment by Cao et al. [30], ICA performs better than
PCA but is time-consuming. Furthermore, ICA does not determine the variance of the extracted
independent components, nor can the order of component importance be identified [103].
Non-linear methods
In the case of non-linear relationships, these can be identified in three main ways. The first
is based on the non-linear relationship between variables [227] according to theory or empirical
review. For example, in economics a non-linear correlation between the business cycle and monetary
policy is expected [110], in the environmental sciences literature non-linear correlation is evidenced
between pollutants, and bicycle-system studies explain the use of that mode of transport with
several factors such as temporal variables, weather, and land use, among others, by considering
non-linear relations [211]. The second is through a graphical analysis that allows visualizing the
relationship. The third involves employing techniques to verify the hypothesis of the existence of
non-linear relations. One technique that allows the measurement of non-linearities in relationships is
the non-linear correlation information entropy (NCIE) measure based on information on the range
sequences between the original variables. NCIE is a robust measure of the correlation between
multiple variables and is used in cases where reduction approaches are required [222]. As in the
case of Spearman or Pearson correlations, NCIE takes a value between 0 and 1, where 1 indicates
a robust non-linear correlation [227].
When non-linear correlation is proven, non-linear reduction methods should be applied as traditional linear methods are not appropriate. Non-linear reduction methods include kernel PCA [61],
isometric mapping [160], multidimensional scaling [7, 51], and kernel fisher discriminant analysis,
among others [7]. These methods have the advantage of being able to handle the non-linearity
of the data. Kernel PCA is based on traditional PCA, with the difference that it is a technique
used to identify non-linear components through a non-linear optimization problem by employing
the kernel method [30, 197]. According to Cao et al. [30], kernel PCA performs better than linear
methods such as ICA and PCA due to its ability to extract a more significant number of components. Anowar et al. [7] found that kernel PCA performed better than ICA, PCA, and SVD for
dimensionality reduction in two out of three cases. Only in one case did the linear method performs
better than the non-linear method.
However, kernel PCA is a time-consuming method with a high computational burden. Anowar et
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al. [7] point out that non-linear dimensionality-reduction methods do not consistently outperform
linear techniques due to the dimensionality problem. Indeed, Van der Maaten et al. [219] found
that although non-linear techniques outperform linear techniques in artificial experiments, this was
not necessarily the case in real-life case studies.
The isometric mapping technique consists of reducing the size of a dataset through trees and graphs
that represent the internal non-linear relationships of variables. The multidimensional scaling
technique identifies a set of points in a Euclidean space, where the points represent the object of
study, and the distances between the points represent the original distances in the dataset. However,
if the variable ratio is linear, non-linear models result in an over adjustment and, therefore, poorer
performance than linear reduction techniques [214].
It is impossible to identify a priori the method that will perform best, as there is no consensus in the
literature. Some techniques may be better than others in specific cases, but this is not generalizable
and will depend—among other factors—on the specificity of the data, for example, on attributes
such as quality, periodicity, type of data, and size, to name just a few [7].
The choice of dimension-reduction technique will influence response times and algorithm efficiency.
Selecting an ideal method according to the data type is a challenge and must be considered carefully.
Linear techniques use linear transformations and therefore require less computational processing.
Non-linear techniques can incur high costs and long processing times but have been implemented
very successfully in analyses of biomedical, audio, and video data [10]. Most multivariate techniques
use the linearity assumption in relationships, and using non-linear optimization generates some
complications in the process, such as those mentioned above. The data collected for the case
study presented here show linear relationships according to Bartlett’s test of sphericity, are of a
numerical type, are not images or audios, and have no labels. The data were previously processed
and standardized, which allows for the use of linear techniques.
Comparison criteria
Both a qualitative and quantitative comparison criterion were applied to identify the most appropriate method for the case study of Cuenca, Ecuador, presented here. Within the qualitative
criterion, the three most relevant components or factors were identified according to the variance explained by each method (i.e., linear methods explained previously) and it was determined whether
the variables that make up each factor were related and consistent with each other. A lack of
relationship and coherence between the variables leads a method to be ruled out but cannot be
used alone to select a method. Therefore, a quantitative criterion was applied through which the
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method that explained the most variance for the first three components was selected (q = 3 as a
comparison item). This approach ensured that the method used was that with the most coherence
and the greatest explained variance for the first three components or factors. For the case study
presented in Chapter 4, the principal components method was found to be the most appropriate
dimensionality-reduction method.
Any type or amount of available data can be used for the process of dimensionality reduction since
the data will be grouped into components according to correlations. This dimensionality reduction
makes it possible to eliminate redundant data without losing representativeness.

Sparse methods
The linear methods described are considered traditional since they reduce the initial dataset to a
smaller one without explaining the intrinsic structure of the data; they are therefore difficult to
interpret [125]. Other techniques such as sparse methods have emerged to enable more robust data
reduction. Sparse methods use “the sparsity property” to facilitate the visualization of extractions
and generalization-capable interpretation [242]. These methods are related to scattered phenomena (non-continuous [239]). Among the sparse methods are the sparse LASSO and fused LASSO
techniques, models of scattered Gaussian graphics, analysis of sparse main components, the elastic
network method, and the automatic relevance determination technique.
Sparse LASSO (l1 regularized least squares regression) is an optimization problem of ordinary least
squares with restrictions such that it penalizes variables that do not explain the phenomenon,
generating a sparse solution, and it is a non-heuristic method [185]. However, it has been criticized
for producing the same solution after reorganizing functions randomly, so it does not consider the
data structure [239]. Fused LASSO is a traditional LASSO extension and is a type of structured
feature selection sparse method, which includes information on the data structure to avoid the
problem identified in LASSO [239].
Sparse models of Gaussian graphs analyze the relationships in a set of variables utilizing their joint
distribution. As its name suggests, the Gaussian model assumes that the distribution is Gaussian
and requires estimating the precision matrix; this method becomes more complex when multiple
precision matrices are related.
The analysis of sparse principal components involves extracting main components with sparse
loads applying the LASSO method in a way that solves an optimization problem for each principal
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component that is a linear combination of the variables that make it up [239]. However, methods
that use LASSO as a technique share the problem that the number of variables cannot be greater
than the number of observations; in these cases, the elastic network method can be used. The latter
overcomes the problem faced by LASSO and allows dimensionality reduction in cases where the
number of variables exceeds the number of observations since it uses a quadratic penalty term [239].
The automatic relevance determination technique identifies length scales of each variable in a linear
regression problem and is generally applied in low data and uncertain quantifications; however, it
is not feasible in cases of an orthonormal matrix [188]. Sparse methods can be used for quantitative
and categorical data types; however, the results could present problems when categorical variables
have many levels [139]. In addition, when variables are strongly correlated, similarly to regression,
sparse methods may not work optimally; therefore, in these cases initial grouping processes are
required prior to the application of sparse techniques [16].
In our case study, we have categorical and quantitative data with which to compare these sparse
methods with traditional methods. Sparse methods are used when a small amount of data can
determine some pattern or component among a massive amount of data. Therefore, these methods
are used when fundamental data representations are sparse. Consequently, they have made a
significant impact in the analysis of biomedical data, biological networks, and images [239]. Another
problem is when missing data generate noise when searching for components or reducing them. This
noise makes it challenging to obtain accurate values after processing the data, due to unknown
subspaces that cannot be easily identified and can generate poor algorithm performance [10]. This
problem can be solved with sparse methods. In our case study, the missing data are almost nil;
therefore, sparse methods are not needed to correct this problem. Moreover, the data is numerical,
and consequently, it differs from data types for which sparse methods have made an impact, such as
image data. Finally, the data used in this research have components that are not sparse and do not
need an exhaustive method to find the components in various subspaces of dimensions. The data
used in the present research have components related to demographics, mobility patterns, and city
areas, among others. With traditional data-reduction techniques, the components can be obtained
without difficulty and without incurring processing costs. However, due to the generalization in
use and effective result of traditional methods [7, 223], traditional methods are applied, leaving the
comparison with sparse methods for future work.
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Case study application
The dimensionality of the data was reduced to calculate the suitability of blocks in the city of
Cuenca to host a bicycle sharing station, which allows identifying the areas where bicycle stations
will be most beneficial. The variables used were population density, employment density, groups
of potential users, traffic concentration in peak hours in the morning, at noon, and at night, the
frequency of buses, car accidents, the locations of parking lots, land use, and topography. These
data were obtained from various sources (see Section 3.1).
The following dimensionality-reduction methods were used: PCA (principal component analysis),
truncated singular value decomposition (SVD), non-negative matrix factorization (NMF), factor
analysis (FA), and independent component analysis (ICA). The techniques were implemented using
Python software.
Each method reduced the dimensionality in q components. For the quantitative comparison, the
first three components obtained by each method were analyzed in terms of coherence and the
relationships between the variables that comprise it. Factor analysis and PCA were the techniques
that obtained components with highly related groups of variables. The results of SVD are consistent
with those of PCA (i.e., components with highly related groups of variables). In the case of ICA,
even when the components are coherent, the land-use variable is not clearly discriminated as the
component to which it belongs is not clear. NMF does not report congruent results with the
previous methods, and the coherence is not clear as in the case of the previous methods.
From the qualitative analysis, it appears that FA and PCA obtain better results according to the
coherence and relationships of the groups of variables within the first three components; the other
techniques can thus be discarded. A quantitative comparison of FA and PCA can then be made, and
the method that achieves the highest variance explained with the first three components is selected.
The Kaiser–Meyer–Olkin (KMO) and Bartlett sphericity tests make it possible to identify that FA
is adequate.
The extraction methods of factor analysis (FA), principal axis factorization (PAF) and PCA, reported 43.02% and 55.28% of the explained variance in the first three components, respectively.
Furthermore, PAF and PCA grouped the components differently, with a clear relationship in the
groups of variables of the components obtained by PCA. On the other hand, PAF is commonly used
for cases where latent constructs are explored, which does not apply to this case study. With this
background, PCA emerged as the most suitable for the case study presented here (see Section 4.4
for details).
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Analyzing pollution data

The World Health Organization’s (WHO) guide establishes the parameters within which a population can have a healthy life in terms of air quality [170]. This guide is based on scientific evidence
and it has various applications in many parts of the world. Values of air pollutant concentration
outside manageable ranges cause significant health damage. The inhabitants of a city tend to select homes located in areas with better environmental quality [34]. Thus, houses located in areas
with high levels of environmental pollution may be worth less than houses located in areas with
acceptable air quality [138, 143]. In this context, a monetary penalty can occur in areas with the
most significant pollution.
The pollution data analyzed within the study was specifically caused by vehicular traffic. More
specifically, the monetary penalty in the most polluted areas was estimated by calculating NO2
and noise emissions caused by motor vehicles. This process is shown in Figure 3.7. The number
and type of pollutants analyzed can be adjusted within the model for other case study areas, and
this type of data can be left out in the final model (step 6) if it is not available, but this may affect
the model output. To calculate monetary penalties for pollution, the hedonic pricing model was
used and information about the structural characteristics of houses (e.g., size, building material),
the neighborhood (e.g., delinquency, important places), and pollution levels were combined. The
pollution level that invokes a penalty was based on the WHO guide, with a penalty was only being
incurred if pollution-level values exceeded those recommended by the WHO. Figure 3.7 below shows
how the pollution value was determined.

Figure 3.7: Determining pollution penalties
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Methods
Assessing the environmental impact of pollution in terms of a monetary penalty is not an easy task.
This is due to the fact that not all environmental goods and services are traded on the market. For
example, in the case of drinking water, the market provides price values that represent the value
that society places on water, but there are no market prices for environmental pollution. Instead,
economic evaluation has emerged to provide methods for measuring environmental impacts [58].
Economic evaluation starts from the disaggregation of the components of the economic value of the
good/service that is analyzed. Then, the component to be evaluated is established and the appropriate method is selected for its measurement. The total economic value (TEV) of a good/service
(air free of NO2 and noise pollution in the case study undertaken here) is reflected in the welfare
of society as a result of direct use or is related to the benefits for future generations, making its
measurement complex [21]. Two types of values can be distinguished. The first type is usage
values, which are derived from the use of an environmental resource. These can be direct, indirect,
and in the form of options. A direct usage value is produced when individuals directly consume or
enjoy the resource. An indirect usage value results from the use of the services stemming from a
resource or ecosystem function. In contrast, the option value is derived from the potential direct
or indirect future use of a service. The second type of value is non-use value, which corresponds to
legacy and existence and is directly related to future generations [21]. The value assigned to the
resource is not related to its actual use in the present or in the future but refers to the well-being
that people experience knowing that the resource exists [14]. This value is commonly calculated
using the contingent valuation method, through which people can be consulted about how much
they are willing to pay, for example, so that a particular species does not become extinct [153, 171]
or so that the pollution level in a particular area decreases or environmental quality is maintained.
Interestingly, the results of these studies can often be generalized to other locations [52].
Here, the goal is to capture the direct use value of environmental quality in Cuenca—that is, the
well-being of society in a pollution-free environment. Due to the complexity of evaluating the role
of environmental quality on the ecosystem and future generations, the evaluation of the indirect use
value and non-use value is outside the scope of this research. There are several methods by which
direct use value can be calculated. Among the most commonly used are the methods of avoided
and induced costs, hedonic prices, and contingent valuation, among others. These methods can be
classified into direct and indirect models, as outlined below.
Direct models
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Direct models measure the value that people place on different environmental resources by simulating a market in which the rights to the resource can be acquired or commercialized [21]. For
example, the contingent valuation method directly asks society about its willingness to pay a value
of x for environmental improvements or its willingness to accept a value of x to maintain the current
situation (without improvements) [21]. However, this is a complicated method that requires time,
resources, and human capital, making it less feasible in developing countries.
Contingent valuation implies building a sampling frame that establishes the observational units to
which a survey is applied to identify the willingness to pay for reducing the environmental pollution.
Each observational unit in the mathematical model—each block in our case—requires evaluation,
which can be highly complex due to the difficulty in establishing an appropriate sampling frame
for each block. Other methods that are explained below, enable an environmental assessment to
be obtained using fewer resources and with less complexity.
Indirect models
Indirect methods measure the value of an environmental service indirectly by establishing the
relationship between a good/service traded on the market and the environmental good/service
evaluated [11]. Examples include the hedonic pricing model or the repair cost method. The
advantage of applying these methods is that the estimate relies on other goods and services to
isolate the “price” of environmental factors, and this is relatively easy to estimate when data is
available. However, the repair cost model may not be a good measure of the loss of well-being that
an individual can experience [11].
The hedonic pricing model is based on property prices, which reflect different attributes of a property such as size, location, basic services, and environmental quality, among others. Thus, changes
in environmental quality can be reflected in the variation of property prices [154]. Among the main
advantages of applying this method is the extensive literature that uses the hedonic pricing model to
estimate the economic value of improvements in environmental quality [78]. Moreover, this method
involves the use of housing data, which is often relatively easy to access, to determine the value
that people pay for houses located in areas with more and less noise and air pollution—usually
through the use of cadastral datasets.
Thus, another advantage is that the application of the hedonic pricing model is not expensive. In
the case of this study, another advantage is that it allows for the environmental value of air pollution
and noise to be estimated at the block level, the observational unit used here. A disadvantage of
this method, however, is that a large amount of data containing the different attributes of goods
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are required to determine the effect of environmental quality on property prices. Additionally, it
can be difficult to establish the exact property prices traded on the market due to the interactions
between supply and demand.
For the current study, data relating to different building factors is available, and this data can be
used to obtain environmental pollution values. Therefore, a hedonic pricing model based on the
data available from data-mining a cadastral database can be built. However, the main limitation
is that property prices come from municipal databases, which do not necessarily reflect real prices
because the local government uses lower tax values than those for houses traded on the market.
Hedonic pricing model
The hedonic pricing model seeks to uncover all the attributes of a good/service that explain its
price and to establish the quantitative importance of each [243]. In formal terms, the conceptual
framework of the method stipulates that if a good (property in our case) is private, its price depends
on the attributes of the good. In our case, the cost of similar houses is estimated based on variables
such as the size (in square meters), structural characteristics, and other variables that affect the
price of a property. Environmental variables such as pollution and noise were also included.
The standard methodology is demonstrated in the following equation [132]:

P vi = fi (V A, CI, F E) + ui ,

(3.9)

where P vi is the vector of prices per square meter of housing, based on the structural characteristics
of the property (CI), external or neighborhood factors (FE), as well as environmental variables (VA),
and ui represents the error term.
Once the above equation is estimated, the monetary effect of environmental pollution on the property price is reflected in the partial derivative of the price with respect to the environmental variables
∂Pi
∂V A .

The common functional forms to estimate the previous expression are linear, linear logarith-

mic, and logarithmic functions, among others. Here, a linear logarithmic function was applied
following Moore et al. [158] (Equation 3.10).
The function to estimate property prices is described as

lnP vi = β0 + β1 airi + β2 noisei + β3 CI + β4 F E + ui .

(3.10)
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The value per square meter of a property was taken as a logarithm as using the logarithm of
the property price reduce the sensitivity of the estimates to any outliers. The environmental
variables analyzed were air pollution (NO2 emissions) and noise (in decibels). The β values were
the parameters to be estimated and represent the marginal effects of the control variables on the
logarithm of the value per square meter for each property i.
Equation 3.10 uses both continuous and categorical variables. This equation is not problematic as
long as the interpretation of the beta coefficients that indicate the rate of change (dependent variable
units/explanatory variable units) are accounted for. For example, the coefficient β2 indicates that if
the noise level changes by one decibel, the price changes by (β2 * 100)%, on average, ceteris paribus.
If the explanatory variable is the logarithm of the property size, then the coefficient indicates that
with an increase of 1% in size, the price of the house changes by β%, on average, ceteris paribus.
In the case of dichotomous categorical variables, coefficient b represents the differential effect β
caused by the attribute. Another possibility is to standardize the variables, in which case the
beta coefficients indicate the rate of change of the standardized dependent variable with respect
to variation in the standardized explanatory variable. The latter is not necessary for this study
because the objective here was to estimate the coefficients to identify the rate of change on the
property price and not on its standardized value.
The parameters of interest, β1 and β2, correspond to the effect of pollution in terms of each unit of
NO2 and each decibel of noise, respectively, on the appraisal of the property in logarithm form, with
property characteristics and neighborhood factors remaining constant. According to this method,
these coefficients represent the value that society places on environmental quality in the particular
areas where the property is located.
However, in the hedonic pricing method, a problem arises from bias caused by variable omission,
since there could be a correlation between unobservable characteristics of the dwellings and the
level of air pollution [78]. This problem is mainly manifested in developing countries, where most
economic development, provision of public services by the government, jobs, and industries with
harmful effects on the environment are found in the same areas [78]. This problem can lead to
biased and inconsistent estimates [78, 154]. To avoid this, the current study uses a set of external
factors to include variables reflecting the services available in an area and commercial or industrial
zones, among others.
Equation 3.10 can be estimated using different econometric techniques such as the ordinary least
squares estimator and spatial models [138]. Moreover, it can be applied to cross-sectional, longitudinal, or spatial data. As cross-sectional data was used here, spatial techniques or models were
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not possible, so the ordinary least squares estimator was applied.
The property price and specific characteristics of the property differ according to whether it is a
house or a building, and model estimation was applied as a whole and separately for each type
of property (house or building). In addition, to understand whether the effect of environmental
pollution is different according to land-cost clusters and according to the intensity of environmental
pollution, the equation for each cluster was estimated.

3.3.4

Determining demand and origin/destination matrices

In order to locate the city points where bicycle stations should be established, offer and demand
matrices were calculated, which serve as input data for the mathematical model proposed. In
this phase, shown in Figure 3.1-(5), distance matrices were established between the main travel
generators, also called origins, and attractors or destinations (O/D). These matrices comprise areas
(blocks) and their respective distances between bus and tram stops, as well as public parking lots,
which were considered the last mile for private vehicle owners.

Demand matrix
First, the demand must be determined (see Figure 3.1-(5)) to assess demand from potential users
of the bicycle service. In the case study undertaken in the context of this research, a survey
was conducted to define the characteristics of potential users, including their age, occupation,
and sex, among other sociodemographic information, as well as their transportation preferences
(see Appendix A). The survey and information-gathering were developed in conjunction with the
Research Department of the Faculty of Economic and Administrative Sciences of the University of
Cuenca.
The sampling procedure involved two stages. In the first stage, random sampling by proportions
was used, with a 5% margin of error, a confidence level of 95%, and 5% as a proportion of rejection.
The qualitative attribute used was whether or not people use bicycles as a form of transport. The
size of the population for the calculation of the sample was estimated as the total number of trips
= in the urban area of the canton of Cuenca, resulting in a total of 1,128,440 trips. The sample
size calculated was 403 surveys. In the second stage, to guarantee randomness the sample was
distributed across areas of the Cuenca canton, proportionally to the number of trips in each one.
Finally, systematic sampling was used to ensure the representativeness of the sample (i.e., every k
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sample element ) to the survey, thus avoiding a possible selection bias. The study was aimed at
people between 16 and 65 years of age, and data collection was carried out between January 15th
and 19th, 2018.
Characterization of potential BSS users
Potential users of bicycle transport have heterogeneous characteristics and needs that may influence
their use of this type of transport [207]. For example, Damant-Siros and El-Geneidy [54] found
that sex influences bicycle use, with women being less likely to use this type of transport for work
but more likely to use it for leisure trips. Additionally, they point out that land use, security,
and other factors promote cycling. Understanding the characteristics of users will allow the design
of the service to be adapted to their needs [194]. In this context, it is necessary to use market
segmentation approaches, which group users who share similarities and consider demand from
different user groups [159].
Cluster analysis is a technique used for market segmentation that enables the identification of
existing groups or conglomerates [236]. The first step in applying the method is to select the
predictor variables for the clusters [240]. The index of predictor importance takes values between 0
and 1, with a value of zero indicating that the variable is not significant for the formation of groups.
Variables with an importance level of 0.4 or higher are selected. The Silhouette measure is used
to know if the grouping is adequate, by analyzing the internal cohesion and external separation of
the groups. The index takes values between –1 and +1; low values of approximately 0.2 or less
are considered low quality, between 0.2 and 0.5 is considered medium quality (almost good), and
greater than 0.5 indicates good quality grouping. A low quality implies that the groups constructed
by the method are not suitable.
A dataset may contain all attribute types; for this reason, it is important to evaluate which method
shows better performance in grouping the specific dataset. To undertake this, two-step algorithms
and K-modes were evaluated (see Appendix B). The analysis of these methods is described below.
A two-step algorithm is designed to handle huge datasets with continuous and categorical variables
or attributes. It involves two steps: 1) pre-clustering the cases (or records) into many small subclusters, which is followed by scanning all data records, with the dense regions of the records stored
in summary statistics; 2) clustering the sub-clusters resulting from the pre-cluster step into the
desired number of clusters. Each dense region is treated as an individual point, and a hierarchical
clustering algorithm is applied to cluster the dense regions. Because the number of dense regions is
far lower than the total number of data records in the original dataset, the hierarchical clustering
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in the second step is very efficient. The two-step algorithm uses an agglomerative hierarchical
clustering method. Hierarchical clustering refers to a process by which clusters are recursively
merged until only one cluster containing all records remains at the end of the process.
The two-step algorithm uses balanced iterative reducing and clustering using hierarchies (BIRCH),
a clustering method for continuous attributes that includes [241] 1) best-quality clustering with
the available resources (i.e., available memory and time constraints); 2) finding good clustering
with a single scan of the data and improving the quality further with a few additional scans; 3) an
algorithm proposed to handle “noise” in the database; 4) local clustering (as opposed to global),
with each clustering decision being made without scanning all data points or all currently existing
clusters.
According to Chiu [39], essentially, only one data pass is needed to obtain the clustering results.
Another data pass can be used to obtain the cluster membership of each record. During cluster
membership assignment, a measure identifies outlier or noise data records.
Two-step algorithms automatically determine the number of clusters; phases one and two help to
obtain a good approximate number of clusters. In phase one, they may be over-dimensioned, but in
phase two, with the statistics obtained from phase one, the number of necessary clusters is adjusted
based on the distance criterion of phase two.
K-means clustering and its variants work reasonably well when all attributes are continuous, as
this method cannot handle non-numerical (categorical) data. Each possible value is translated into
a dummy variable for a categorical attribute, and the set of dummy variables replaces the original
categorical attributes. Euclidean distance can be a poor measure of similarity in this situation [91].
K-modes is an extension of K-means that replaces the means of clusters with modes and is used
to cluster categorical variables. The dissimilarity measure between object X and the center of a
cluster Z is frequency-based, and it defines clusters based on the number of matching categories
between data points. This algorithm modifies the K-means algorithm by 1) using a simple matching
dissimilarity measure for categorical objects; 2) replacing means of clusters by modes, and 3) using
a frequency-based method to find the modes [101]. The K-modes algorithm also produces locally
optimal solutions dependent on the initial modes and the order of objects in the dataset.
After comparing these methods (see Appendix A), a two-step algorithm was chosen because although it is designed for very large datasets, it has some benefits. Namely, it 1) works with
categorical and continuous data; 2) has better accuracy than K-means with a smaller dataset of
50,000 records (used here); 3) handles noise and outliers; and 4) automatically determines the
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number of clusters, or the number of clusters needed can be defined [39]. In conclusion, although
the dataset in this study was small, the two-step algorithm was still able to be used to obtain the
clusters with the aforementioned benefits. By applying the two-step algorithm, the potential user
groups for a bicycle sharing system in Cuenca, Ecuador, were built.
Location of potential BSS users
As explained previously, the mathematical optimization model uses city blocks as the unit of
analysis. In the case of demand clusters determined through the method outlined above, potential
users were presented as the analysis unit.
To standardize the units of analysis, groups of potential bicycle users were located by city block
using projected data from the population and housing censuses. This step enabled demand information to be transformed into a matrix called a “geographic demand matrix”, which served as
input for the optimization model. In the absence of these data, this matrix can be disregarded.
The geographical demand matrix was established based on the clusters of potential users obtained
from analyzing demographic factors (see Figure 3.1-(1)). The result was a matrix of potential users
per city block.
The current transportation planning guidelines identify trip generation points and destination
points for specific areas [1]. In this context, based on data on origin and destination points, it
was possible to estimate where bike stations should be distributed throughout the city (offer matrix). These stations may or may not cover the potential demand for a BSS, however. Unsatisfied
demand involves costs, especially in terms of travel time and waiting time, which translates into
monetary costs due to the price of lost time. The objective function of the optimization model is
to minimize the costs (penalties) due to unsatisfied demand, with the objective that the optimal
locations of stations will serve areas with the greatest demand. Consequently, the next step was to
calculate an unmet demand penalty matrix when a station did not cover a specific area through
the offer and demand matrix. For this, an average of the cost (i.e., BSS user fees for systems in
similar countries or cities) and the average number of trips per potential user were considered.

Origin/destination matrices
Second, to establish whether the required city locations could be covered, it was necessary to
obtain a distance matrix. Using the cleaned data (see Figure 3.1-(d)), it was possible to estimate
the origin/destination (O/D) distance matrix, which was the output of the determining O/D matrix
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activity (see Figure 3.1(5)). These matrices (i.e., distance matrices) were based on an area’s facilities
(e.g., bus stops, parking lots). The distance matrix was calculated using a geographical information
system (GIS). This was undertaken by calculating the distance from each block’s central point to
each bus and tram stop, as well as parking lots, and between and among the blocks themselves.
In this chapter, we discussed the models: data architecture, data model, and mathematical model
that have been used in this research with a data-driven approach. In addition, the methodology
used for data processing is explained, such as the suitable areas, methods of data reduction, the
analysis of pollutant data, and the determination of both demand and origin/destination matrices.
With these elements that give the methodological foundation, in the next chapter, they are applied
in a practical case study that validates the foundations discussed in this chapter.

Chapter 4

Case study: Cuenca, Ecuador
This study seeks to provide a method to design an alternative mobility solution in the form of a
BSS through the execution of the following objectives:
1. Design a bicycle-sharing system (BSS) for the city of Cuenca, Ecuador, to improve mobility for
residents and visitors.
2. Consolidate the designed public bicycle shared service as an alternative and complementary
system to the mass transport system.
Cuenca is the third-largest city in Ecuador, with a population of 500,000 inhabitants, of which
approximately 320,000 live in the urban administrative area (i.e., within city borders) [105]. The
total area of Cuenca is 72 square kilometers (44.7 square miles), and it is traversed by four rivers.
UNESCO (United Nations Educational, Scientific, and Cultural Organization) lists its historic center as a cultural heritage site. Cuenca is considered a medium-sized city, based on the number of
inhabitants and its size [113]. Additionally, it is a clear example of a city with chaotic vehicular traffic. The traffic is particularly problematic in the city center (e.g., causing pollution and increasing
travel times), where most of the inhabitants’ activities are concentrated, and is worst during peak
hours [80]. Currently, the means of transportation used by most inhabitants are vehicles (90.08%),
with much smaller proportions of cargo vehicles (3.57%), motorcycles (2.94%), buses (2.7%), and
bikes (0.71%) being used, leading to congestion problems.
This research uses the following types of data: 1. demographic (e.g., population, job density), 2.
mobility patterns (e.g., bus lines, bus frequency, parking lots), 3. cartography (e.g., topography,
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pollutants). The three main components of the methods are described next and explained in
Figure 3.1.

4.1

General classification of data used in previous studies related
to Cuenca

The data obtained from various institutions is presented in Table 4.1. According to the studies
analyzed in the previous sections, the data used in this research were collected to establish i) demand
for a bicycle sharing system based on the factors analyzed (e.g., demographic, land use) and ii) the
optimization of the number of stations and their distribution in the city to meet user needs. These
data are gathered by various organizations. In the case of Cuenca, most of the factors analyzed
in Section B.1 (e.g., mobility, demographic, anthropic data) are available for analysis in the final
model. Since the city of Cuenca experiences relatively stable weather conditions throughout the
year, weather data, which is considered a medium-impact factor, was removed from the analysis.
The data were analyzed and cross-referenced between different sources to obtain information; previous was necessary literature search to find data used by other authors that did research about
it BSSs. Other data that had not previously been used in studies but enabled improved results of
the model for BSS station distribution to be obtained were also included (e.g., pollutants, crimes,
private vehicles patterns). This data-driven approach involves a systematic and repeatable series
of steps that enable the distribution of stations to be determined in countries where resources are
limited. Using these data allows for an exploratory analysis, and selected variables can then be
used in subsequent processes, acting as input for the different steps involved in building the final
model to determine station distribution.
Description of data sources
The following data types were gathered and grouped based on similarities to assess the most
appropriate locations and the number of stations required.

4.1.1

Demographics

This section explains the data related to demographics (e.g., age, sex, income) obtained from
different sources.
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Table 4.1: Data sources used in the case study
Database

and

Contents

Owner

Pollutants: sulfur dioxide, ozone, nitrogen

CGA, EMOV EP

Year
Air quality (2018)

dioxide, sediment particles, and particulate
matter
Vehicle registration

Car license plates and the user names

(2018)

National Transit Agency
(ANT in Spanish)

Buses (2018)

1. Household survey on the socioeconomic

EMOV EP

conditions of users, 2. conditions of bus service, and 3. number of people getting on
and off at each stop, 4. tram stops, bus
stops, and public parking lots, 5. bike lane
routes, 6. vehicular mobility patterns
Crime (2015–2018)

Accidents and robberies

Citizen Security Council
(CSC)

Mobility

survey

(2018)

Type of mobility, reasons for moving, per-

Author

centage of people who want to use a BSS,
city origins/destinations

Taxpayer (2018)

Taxpayers and economic activity

Internal Revenue Service

Phone users (2018)

Telephone numbers of users and residential

Public

Telecommuni-

addresses

cations,

Water

Sewerage

and

Company

(ETAPA)
Census (2010)

Population and housing data

Institute of Statistics and
Censuses

Cartography

Topography, city map, properties, and land

The local government of

(2018)

use

Cuenca

CHAPTER 4. CASE STUDY: CUENCA, ECUADOR

78

Census data
In 2010, a population and housing census was carried out in Ecuador. According to the National
Institute of Statistics and Censuses (INEC in Spanish), the objective of the population census is
to provide information on the magnitude, structure, growth, and distribution of the population
along with its economic, social, and demographic characteristics. This data source is divided into
information on provinces, cities, district/cantons, parish, zones, sectors, and blocks. The data from
Cuenca contains 331,889 records for the urban area. These data serve as a baseline for preparing
general development plans and the formulation of programs and projects implemented by agencies
in the public and private sectors.
This census collected data on a range of variables (see Figures 4.1 and 4.2) on various topics of
interest for the analysis of population demographics and socioeconomics that were used in the
present study to understand the potential demand for BSS in Cuenca and the characteristics of
potential users. The data from the census includes 80 demographic attributes, of which 30 were used
together with other data sources to determine potential demand (for more detail, see Figures 4.1
and 4.2). This census database is managed by INEC (National Institute of Statistics and Censuses),
and access to data at the block level is restricted. However, access at the city level is available to
the public. Using this data, the information was extrapolated to 2018 using a method developed
by INEC [105]. Data from INEC for blocks were cross-referenced with data obtained from the local
government as each uses different codes for the blocks.
The data is collected on an individual level and registers the total number of people and the
household in which they were registered. Information regarding sex, familial relationship, age,
date of birth, marital status, and disabilities is collected, as well as educational characteristics
such as literacy in information and communication technology and level of education. Finally,
economic characteristics such as employment status and employment were also collected, among
other variables. A detailed description of the variables used in the population census is given in
Figures 4.1 and 4.2.

Housing data
Construction data were obtained from the appraisals and cadasters department of the local government. This provided around 300,000 construction records related to 135,884 properties in the
city, including details about flooring materials for buildings and houses.

CHAPTER 4. CASE STUDY: CUENCA, ECUADOR
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The data contain information on the construction and commercial appraisals. The data also include
the type of materials with which buildings were constructed, their age, number of sanitary facilities,
and number of floors, among other things. This database was supplemented with additional data
sources (e.g., land use, permits). Descriptions of the main variables are provided in Table 4.2.
These data were merged with pollution data in a hedonic price model to obtain the monetary cost
of pollution in the city.

4.1.2

Traffic data

As previously mentioned, data from various sources were collated to analyze mobility patterns.
These sources are presented below.

Mobility survey
For this research, a survey was developed to gather data for the design of a bicycle-sharing system
(BSS) for the city of Cuenca as a response to the traffic problem in the city. There is a need to
implement new forms of transport, integrating ecological and sustainable alternatives for the city’s
development. The potential demand for a public bicycle system was assessed through a survey
carried out in the city and shown in Figures A.1 and A.2. This primary information provided input
to a model used to establish the number and locations of stations required a BSS.
The mobility survey was applied in conjunction with the Research Department of the Faculty of
Economic and Administrative Sciences of the University of Cuenca (see Appendix A ). The survey’s
questions enabled for the collection of information regarding mobility patterns and the demographic
characteristics of potential users (see Figures A.1 and A.2). The main variables obtained are listed
in Table 4.5. The survey was applied through a two-stage methodology:
Stage one
Proportional random sampling was used, assuming the maximum estimation error. This sampling
type consists of determining the same probability of two events (i.e., 50% each) that generates
the most significant possible sample size. This sampling method is used when a pilot test is not
performed (pre-testing), and involves the following formula:
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Table 4.2: Descriptive statistics of housing data
Description
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Mean

Std.
Dev

House age

logarithm of age

2.7343

0.9783

Terrain area

natural logarithm of terrain area

0.4409

7.8147

Front

natural logarithm of front length

2.5007

0.7988

Number of floors

natural logarithm of the number of floors

0.8397

0.4747

Bathrooms

natural logarithm of the number of bathrooms

-0.5113

3.7725

Floor type

0. Normal, 1. mezzanine, 2. basement, 3. attic

Construction

0. good, 1. fair, 2. bad

condition
Column

0. Does not have, 1. wood, 2. iron, reinforced concrete

Beams

0. Does not have, 1. wood, 2. iron, reinforced concrete

Mezzanine

0. Does not have, 1. wood, 2. reinforced concrete,
simple

Wall

0. Does not have, 1. wood, wattle, and daub, 2.
adobe, rammed earth, 3. reinforced concrete, block,
brick

Roof

0. Does not have, straw, 1. tile, 2. zinc, wood, brick,
3. reinforced concrete, asbestos

Floor

0. Does not have, 1. brick, wood, stone 2. ceramic,
parquet, vinyl, carpet, tile, marble

Door

0. Does not have, 1. wood, 2. iron, aluminum

Window

0. Does not have, 1. wood, 2. iron, aluminum

Plaster

0. Does not have, 1. mud, 2. sand, lime, cement,
granite

Ceiling

0. Does not have, 1. clay, brass, cardboard, 2. plaster, wood, mineral fiber, 3. sand, lime, cement
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Z 2N P Q
,
e2 (N − 1) + Z 2 P Q

(4.1)

where: n = sample size; N = population size; P = probability of success, which is the probability
that the individual will travel using a bicycle; Q = the probability of non-success, or the probability
that the individual will not travel using a bicycle; e = represents the error (5% error is used); z =
z-score, which is used for a 95% confidence level.
The error considers the margin of error most used in sampling issues and subsequent statistical
processes, such as confidence intervals and hypothesis tests. The qualitative attribute used was
whether or not individuals would use public bicycle transport. The answers were binomial: Yes
(P) or no (Q). P is the probability that people will use this alternative mode of transport (BSS),
and Q is the probability that they will not.
This formula was applied to the data presented in Table 4.3. The population is obtained based on
the number of trips (e.g., vehicle, mass transport, taxi) made in the urban area of Cuenca, Ecuador.
Therefore, N is 1,128,440 trips in total, according to data from the Municipality of Cuenca. The
calculated sample required is 384 surveys (i.e., the number of surveys needed to gather the required
information), plus the rejection proportion (an estimated 5% of respondents will not participate in
the survey ) representing 19 additional surveys, for a total of 403 surveys to be administered.
Table 4.3: Sample calculation for mobility survey
Description

Value

Population (N)

1,128,440

P

0.50

Q

0.50

Error

0.05

Confidence level

95%

Z

1.96

Sample (n)

384

Rejection (5%)

19

Total sample

403

To obtain the number of trips (N), the city of Cuenca was divided into 51 zones according to the
local government’s configuration (see Figure 4.3). Then, the trips in each zone were counted. The
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proportion of trips occurring in a particular zone was calculated (i.e., trips in the zone divided by
the total trips in the city) and is referred to as the zone’s trip weight.

Figure 4.3: Urban areas of the district/canton of Cuenca
Stage two
Once the sample size was calculated, a certain number of surveys were distributed per zone, according to each zone’s trip weight (see Table 4.4).
In each zone, the first household to be distributed the survey was randomly selected. Then, in
order to avoid bias, a systematic distribution was applied. This distribution was based on the value
obtained by using systematic sampling, according to the following equation:

K=

N
,
n

(4.2)

where k is the kth element, N is the size of the population, and n is the sample size.
From the first sample unit (i.e., a first household interviewed), a constant k was added to select
the next element (i.e., household); this process was repeated until the sample size was reached.
The present analysis is formulated with a confidence level of 95%, and the sample is made up of
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Table 4.4: Distribution of the mobility survey by zone
Zone

Trips

1

107,701

2

Ratio

Percentage

Surveys

0.0954

9.54%

38

148,153

0.1313

13.13%

53

3

39,271

0.0348

3.48%

14

4

49,532

0.0439

4.39%

18

.

.

.

.

.

.

.

.

.

.

48

1,393

0.0012

0.12%

0

49

1,357

0.0012

0.12%

0

50

2,938

0.0026

0. 26%

1

51

8,815

0.0078

0.78%

3

Table 4.5: Main variables obtained from the mobility survey
Main Variable

Objective

Question
Number

Traffic

Determines the type of mobility

7

Main activity

Defines the reasons to move

8

Travel time

Determines the average travel time

9

The potential use of

Determines the percentage of people who would

bikes

use a BSS

Means of transport

Obtains the weights for different modes of trans-

11
14

port
Hourly traffic

Defines weights for balancing

15

Origin/Destination

Determines principal origins/destinations

17

Bicycle possession

Determines the number of private bicycles in the

18

city
Use of bicycle

Determines the use of bicycles in the city

19

Frequency of use

Determines the importance of the bicycle as a

20

means of transport and for balancing
Use of BSS

Defines the desire to use bikes as public trans-

22

port
Readiness to pay

Determines acceptance of payment for BSS

23

Cost per use

Determines willingness to pay for a BSS

26
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846 surveyed households, double the estimated required sample size. The surveys were distributed
in the 15 different parishes making up the urban area of Cuenca, to people between the ages of
16 and 65, the age range of most users of public bikes (see Appendix A). The survey collected
sociodemographic and behavioral information regarding transport use. The survey was composed
of 26 questions, from which around 90 variables were obtained, including some categorical data
that needed to be represented numerically, such as income level, education level, and reason for
mobilization, among others. A descriptive analysis of the data obtained in the survey is provided
in Appendix A.
The main variables obtained from the survey are presented in Table 4.5. Control variables were also
included to validate the collected information, i.e., questions that are used to validate the answers
given to another question and ensure consistency (see Table 4.6).
Table 4.6: Control variables in the mobility survey
Control variable

Objective

Question
number

Data on household surveyed and type of transport

Cross-validation of answers

Header, 1–6, 10, 12, 13,
16, 21, 24, 25, Footer

The survey was administered out between January 15th and 19th, 2018. Data entry and validation
ended on February 5th, 2018. The information-gathering process was supervised and subjected to
quality control by the research department in the economy faculty at the University of Cuenca. The
information collected was from household members that were at home at the time of the interview.

Pollutants
The Air Quality Monitoring Network currently has 20 surveillance points located in different parts
of the city that comply with the United States Environmental Protection Agency (US EPA) recommendations.
The monitoring stations gather information on the levels of sulfur dioxide, ozone, nitrogen dioxide,
sediment particles, and particulate matter in the air. Among the most critical emissions from
primary pollutants in Cuenca are carbon monoxide (CO), with 94.5% generated by vehicular traffic;
71.2% of nitrogen oxides (NOx ) are also generated from vehicular traffic, with 18.5% stemming from
thermal sources.
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Figure 4.4: NO2 pollutant in raster format

The monitoring stations do not obtain contamination levels for each block in the city of Cuenca.
However, the data can be extrapolated to evaluate the level of contamination in particular areas of
the city. This information (i.e., data from the monitoring stations) was obtained from the Municipal
Company of Mobility, Transit, and Transport (EMOV-EP in Spanish) of the city of Cuenca for
2018.
EMOV-EP provided data on SO2 , O3 , and NO2 levels. Only data on NO2 levels were used in
this research the main source of emissions for this pollutant is vehicles. The data were provided
in raster format, consisting of a matrix of cells where each cell contains a value—in this case, the
contaminant concentration value. The map of maximum and minimum values of this pollutant in
the city is shown in Figure 4.4.
In the case of noise pollution, the Environmental Management Commission (CGA in Spanish)
captures decibel levels at specific periods of the year using 30 mobile stations in Cuenca’s urban
areas. The information used in this study is from the year 2018. This institution’s information
layer provided in a raster format was matched with the blocks layer. Spatial analysis was used to
extrapolate data across the entire city. A heat map of noise pollution levels in the city is shown in
Figure 4.5.
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Figure 4.5: Noise pollution in raster format

Table 4.7 describes summary statistics of the pollution variables that were used to determine the
price that people are willing to pay for not having the described pollutants. With this monetary
value estimated from the pollution data, it was possible to establish a penalty for highly polluted
areas. The optimization model uses the monetary value to establish the most appropriate locations
for BSS stations.
Table 4.7: Descriptive statistics of pollutant levels in Cuenca, Ecuador
Variables

Description

Mean

Std. Dev

Air

NO2 Nitrogen dioxide levels (µg/m3 )

24.3585

1.5984

Noise

Number of decibels at any time of the day or

70.3599

2.4137

night (dB)
Day noise

Number of decibels at any time of the day

70.6045

2.4507

Night noise

Number of decibels at any time of the night

69.1372

2.5301

Vehicle registration
The National Transit Agency (ANT) database contains information on all vehicles registered in the
province. The database holds around 350,000 records registered until 2018. Only some of this data
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is publicly available, in agreement with institutions in charge of each city’s traffic. The information
stored in this database relates to car owners, including their address, name, identification ID/RUC
(commercial identification), and phone number, as well as to the cars themselves, including the
license plate, district/canton, type of car, and model. Data from this source was used to determine
the mobility patterns obtained from an app (see the section on mobility patterns below).

Buses
EMOV-EP collected data and created a database in the context of establishing new fares for
buses. The database is composed of three main components: 1. household survey data about the
socioeconomic conditions of the users, 2. evaluations of the existing bus service, and 3. counts of
people getting on and off buses. The survey collecting data to establish the cost of urban bus fares
was held over a week, from January 4th to 10th, 2017, and was conducted on 402 bus units for the
weekday service, 353 units for the Saturday service, and 292 units for the Sunday service. On each
bus route and every bus stop throughout the 7 days, the number of people who boarded and got
off the buses were counted, and counts were grouped by hour. This data paints a picture of the
demand for buses in each zone per hour, and to allows assessing the number of people arriving in
each zone by bus.
The local government classified the data by combining the result of three elements: (1) the number
of passengers at a bus stop, (2) the frequency of buses, and (3) the number of lines that pass
through a bus stop. This combination provides the weight of every bus stop on a scale from 1
to 6, with the stops with the highest demand having a weight of (1) and lowest demand a weight
of (6). This weight enables connections with candidate BSS stations to be defined and provides
information on the suitability of locations.

Traffic accidents
The Citizen Security Council (CSC) coordinates the participation of the institutions in charge of
security in the district/canton of Cuenca and includes the active participation of citizens. The
CSC also articulates, with the institutions that comprise it, the strategies and actions dedicated to
crime prevention in terms of policies for human, economic, and social development. This generates
synergies oriented towards programs that promote and strengthen a culture of peace, security
citizenship, and values compatible with a democratic system based on respect for human rights.
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The CSC comprises the Mayor’s Office of Cuenca, the Government of Azuay, the National Police of
Ecuador, the army, the city guard, firefighters, the risk management department, the city council
for the protection of rights, the municipal mobility company (EMOV-EP), the attorney general of
Ecuador, a consortium of parish councils of Cuenca, and a representative of citizens.
The institutions use data from the Azuay Provincial Prosecutor’s Office, the Judiciary Council,
the Specialized Judicial Unit in Violence against Women and the Family of Cuenca, the Integrated
Security Service ECU-911 Austro, and the National Institute of Statistics and Censuses (INEC).
The information from these sources is confidential due to the types of crimes it encompasses (see
Figure 4.6), but the data required for this research was able to be accessed with a permit.
Traffic accidents and incident data were obtained, maintaining their confidentiality. These data
were collected from 2015 to 2018 and comprise approximately 38,000 incidents. Data on the types
of crimes that were accessible were classified by the Citizen Security Council (CSC) as per the
coding system in Figure 4.6. The data correspond to incidents in the entire Cuenca region, so
further refinement was needed to obtain data related to incidents in the urban area of Cuenca.
More specifically, incidents corresponding to vehicle collisions and vehicle–pedestrian accidents in
the urban areas of Cuenca were extracted. The obtained statistics regarding traffic accidents were
incorporated into the model to determine suitable areas for BSS station distribution. Incidents
related to robberies of people and houses were also included and analyzed with neighborhood characteristics to determine the pollution cost (see Section 4.5.2). The particular variables considered
were parish, zone, type of crime, geographical coordinates, and date, and these data were used to
establish security levels in the city. The analysis of incidents affecting cyclists also helped determine
suitable areas for BSS stations.

Mobility patterns
Data were also provided that enabled an assessment of mobility patterns in the city. The data
was collected using an application for smartphones that captured GPS data relating to traffic
congestion, traffic speeds, and vehicle movements. Vehicle data such as the license plate number,
category (e.g., car, truck), service (e.g., personal, taxi), and fuel type were also collected. The
data were collected for three days and sent to a database when there was a Wi-Fi connection. The
sample was comprised of 675 volunteer-owned vehicles, with a sample error of 3%.
The objective of this data collection was to characterize vehicle movements from residential areas
to the center of the city and vice versa and to determine time periods with the highest peaks of
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Figure 4.6: Types of crime in the region of Cuenca as classified by the Citizen Security Council
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traffic. An example map of traffic patterns (in the morning) is provided in Figure 4.7.

Figure 4.7: Vehicle concentration in the morning
Additionally, maps of the city’s borders, its tram route, bicycle lanes, and parking lots were used.
These layers of data can be seen in Figure 4.8, and they allowed determining areas where stations
would be connected to trams and parking lots.

Figure 4.8: Tram route, bike lanes, and parking lots
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Anthropic activity

Data sources that provided information on the different human activities and land use in the city
were also gathered. These data sources are presented below.

Taxpayer data
Similar to the Internal Revenue Service (IRS) in the US, the Servicio de Rentas Internas (SRI)
maintains a database of Ecuadorian taxpayers. In the taxpayer database, 180,294 records correspond to employers that filed tax forms in 2018 in the province of Azuay. The database includes
13 attributes related to taxpayer characteristics, such as the business’s name, number of locations
of the business, ID/RUC (commercial identification), address, and parish. The data also include
economic activity such as status (e.g., open, closed), number of employees, and tax year. This data
was used to establish the city areas with the highest job density and determine areas with higher
potential demand for a BSS.

Phone user data
The Public Enterprise of Telecommunications, Water, and Sewerage (ETAPA in Spanish) database
contains the telephone numbers of phone services users throughout the region of Cuenca. The
customer database contains 286,664 records, and the utilities database that identifies each urban
property contains 367,822 records since users can have more than one landline. The variables
stored in this database are username, ID/RUC, cadastral code, address, and type of utilities (e.g.,
landline, water, internet), among others. Data from this source was used to locate employers in
city blocks.

Commercial activity permits
The local government provided a database of commercial business permits or any other economic
activity within the city in a .csv format. This data source contained 261,472 records and 22
attributes of locals (i.e., individuals or businesses) working In Cuenca until December 2018. This
database contains data related to the business, such as ID/RUC, name, status, the start date of
activities, number of business locals, address, and economic activity. Together with the SRI and
ETAPA data, data from this source was used to determine the job density in each city block.
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Facilities
Data on the locations of facilities such as universities, parks, and malls, among others, are presented
in Section 4.3.3. These maps were used to define the suitability of areas for BSS station locations.

Topography
Various maps were used in combination with the previous sources of data. One of these was the city
topography, which was used to calculate how hilly an area is in the city. The slope data enabled
zones suitable for biking to be defined within the city. Cyclists are comfortable riding bicycles with
slopes between 0-5%, slopes between 5-12% the distances they must travel fluctuate in a range of
240 to 15 meters. Slopes greater than 12% the routes become undesirable or would only be used in
one direction [76]. Topography data was provided in triangulated irregular network (TIN) format
used to model surfaces, such as elevation. A map in this format is shown in Figure 4.9.

Figure 4.9: Topography in TIN format of the city
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Mathematical model applied to the case study

The aim here is to minimize the costs of station setup, the penalty for unmet demand, and a
proposed penalty for the most polluting blocks in the city. These three elements of the objective
function are in monetary terms, so in a general way, it can be said that the objective function
will minimize the costs for the distribution of the stations. The decision variable will indicate the
location and the number of stations needed to minimize the costs of the BSS. The restrictions in
the case study, apart from the need to cover demand in each area with at least one station, are
that the BSS is integrated with the city’s existing means of public transport (i.e., buses, tram) and
parking lots.
The formulation of the proposed model is presented using the objective function (equation 4.3)
subject to the restrictions (equations 4.4–4.8), and the problem formulation is represented in Table 4.8.

M inimize

X

hb (Xb + Xb Sb ) + δ

b∈B

X

λb Yb +

b∈B

XX

Xb θbo νo ,

(4.3)

o∈O b∈B

subject to:
X

dba Xb ≥ 1

∀a ∈ A,

(4.4)

ubg Xb ≥ 1

∀g ∈ G,

(4.5)

wbt Xb ≥ 1

∀t ∈ T,

(4.6)

∀m ∈ M,

(4.7)

∀a ∈ A, ∀b ∈ B.

(4.8)

b∈B

X
b∈B

X
b∈B

X

rbm Xb ≥ 1

b∈B


Xb , Ya ∈ 0, 1

Equation 4.3 minimizes the sum of costs of the stations, unmet demand, and pollution penalties.
The set of restrictions are represented by equations 4.4–4.8 and ensure that residents of each defined
area can access at least one station in less than p meters (dba , equation 4.4), that users can access
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Table 4.8: Subscripts and subsets
Subsets
b ∈ B set of potential bike station loca-

g ∈ G set of bus stops

tions
t ∈ T set of tram stops

m ∈ M set of last-mile points

o ∈ O set of pollutants
Input parameters
Dbb distance between candidate stations

Lbm distance between last-mile points and

and blocks

blocks

Kbt distance between tram stops and

Jbg distance between bus stops and blocks

blocks
p the maximum distance to reach demand

j the maximum distance to reach the bus stops

in the block
k the maximum distance to reach tram

θbo the concentration of pollutant o in site b

stops
n the maximum distance to reach last-mile

λb is the population size to be served in area

points

b

dba equals 1 if the area a can be reached

ubg equals 1 if bus stops can be reached from

from candidate station b in p meters and

candidate station b in j meters and 0 otherwise

0 otherwise
wbt equals 1 if tram stops can be reached

rbm equals 1 if the last-mile point can be

from candidate station b in k meters and

reached from candidate station b in n meters

0 otherwise

and 0 otherwise

Sb defines the overall suitability of an area

δ is the unit penalty cost for unmet demand

for candidate stations where Sb > 0
hb is the fixed cost of setting up a station

νo cost per pollutant

at candidate site b
Decision variables
Yb equals 1 if demand in area b is not covered within p distance and 0 otherwise
Xb equals 1 if station location b is determined to be suitable and 0 otherwise
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at least one station in less than j, k, and n meters from bus stops ubg (equation 4.5), tram stops
wbt (equation 4.6), and last-mile points, i.e., parking lots rbm (equation 4.7), respectively. Finally,
the integrality constraint ensures that the decision variables take values of 0 or 1 (equation 4.8).
The first term of the objective function is based on the weighted set covering problem (WSCP),
which is explained in Section 3.2.3. In addition, to set up the station cost that minimizes the
function, a suitability weight for the stations given by Sb is used. This weight gives a higher cost
to candidate stations that are not very suitable and a lower cost to those that are. This WSCP
model allows using Sb as weight, which is obtained through a data-driven approach using various
data sources that are detailed below. The second component of the objective function is explained
in the discussion of the covering problem (CP) model in Section 3.2.3 and consists of the penalty
for unmet demand.
Finally, a penalty for areas of the city that generate more pollution in terms of noise and air
pollutants originating from vehicles is also incorporated, where θbo is the amount of pollutant o
in site b and νo is the cost per pollutant o. The concept is similar to that of unmet demand, the
difference being that the amount of pollution in an area is multiplied by the value of each pollutant.
The pollutants included in the penalty will depend on the availability of data for each city, and
the number of pollutants that can be included is based on the objective function n pollutants. The
idea behind using this penalty is that in its defining of BSS station distribution, the model takes
into account areas that could most benefit from this environmentally friendly alternative means of
transport. For this purpose, it was necessary to convert pollutant levels into monetary terms for use
in the optimization model. The result obtained is a higher cost in blocks where cars generate more
pollution. Therefore, areas with the highest pollution levels are given more weight as locations for
BSS stations.
For the city of Cuenca, the matrix’s dimensions distances are made up of the number of blocks in
the city, which amounts to 4172 (i.e., rows), as well as 990 bus stops, 27 tram stops, and five public
parking lots defined as last-mile points (i.e., columns). The distances from the central points of the
blocks to each of the bus stops (4172 x 990 -order matrix) and trams (4172 x 27 -order matrix),
parking lots (4172 x 5 -order matrix), and between the blocks (square matrix of order 4172) were
used.
As explained in Section 3.2.3, the value for dba was obtained from the distance matrix formed by
the locations of potential stations (i.e., a) and the demand points (i.e., b). In the present case study,
the number of blocks in the city is 4172; therefore, a 4172 x 4172 matrix was created. In the same
way, the values for the ubg bus stops, wbt tram stops, and parking lots rbm were obtained. These
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matrices allowed the distance between potential stations and mass transportation, as well as private
vehicles, to be obtained. It was possible to determine whether a bike station could interconnect
with other means of transport within a certain distance with these matrices. ubg , wbt , and rbm take
a value of 1 if the candidate station is located within this distance to these points and 0 otherwise.
In order to determine the most suitable model for designing a BSS in the city of Cuenca, the
effectiveness of the basic form of the set covering problem (SCP), the WSCP, the CP, and the
objective function with the three proposed elements, including the penalty for pollution, will be
evaluated for use in this particular case study.
After carrying out the last activity in the architecture (i.e., the mathematical model) of the proposed
model (see Section 3.2.1), we obtain the most suitable stations and their locations as the result
of the objective function with its particular variables, parameters, and restrictions, which all work
towards minimizing the cost of a BSS.

4.3

Processing of the data used in the case study of Cuenca

Cuenca presents an interesting practical case study due to the fact that the city suffers from
significant traffic problems, which a BSS could help alleviate. In addition, it is a medium-sized
city in a developing country as well as a world heritage site, and the data available from various
institutions were able to be obtained with minimal cost.
In this research, a number of elements were considered, including pollution, private vehicles patterns, and traffic accidents, at both the road and city level. Notably, these factors have not been
taken into account in previous studies.
The factors selected to be used in the design of the BSS were i) demand, ii) traffic accidents, iii)
traffic patterns, iv) bus routes, v) the topography of the city, vi) land use, vii) job density, viii)
vehicle parking, and ix) bike lanes. These factors are summarized in Figure 4.10, wherein those
factors at the top of the figure had the highest impact to design a BSS, whilst those at the bottom,
had a medium level of impact. The data used in this case study was grouped based on the type
and are described below.
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Figure 4.10: Data-gathering

4.3.1

Demographic data

Characterization of demand
One of the first steps is to understand who the potential users of the service are. For this, satellite
images processed as layers of data are commonly used with information collected via surveys [123].
This provides information on population distribution in terms of age and gender, among other
sociodemographic variables, and information on preferences.
Since there is no detailed information on the profiles of individuals who use the bicycle transport
service in the case study, this study gathered information through a survey. Once the information
was collected, a cluster analysis was applied to determine the most likely market groups that would
use this means of transport. Based on the clusters identified, target market groups are visualized
using density maps of the city of Cuenca’s urban area. With these groups identified on the map, it
was possible to establish where the city’s greatest potential demand would be. The blocks containing
the highest number of users were then analyzed together with other factors to determine suitable
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areas for BSS stations.
The input variables for the cluster analysis were both categorical and numerical. As described
in Table 4.5, the procedure for analysis involves two steps. First, the importance of variables as
predictors of clusters was calculated. Variables that obtained an importance value of 0.4 were
selected [145]. Second, based on the selected predictors, the clusters that would most use a BSS
were defined, and the quality of the results was analyzed using silhouette measure of cohesion and
separation.
The results revealed two main clusters: Group 1 includes private employees and people with their
own businesses between the ages of 20 and 55 who undertake labor-based occupations; these people
use transport for work (see Figure 4.11). Group 2 is made up of students between the ages of 18
and 30; they use transport to go to university to study (see Figure 4.12).
Cluster locations
After identifying the clusters, these need to be located in city blocks (see Figures 4.13 and 4.14). For
this study, 2010 census data was used to determine cluster locations. However, the data was sourced
from two different organizations (the local government and the National Institute of Statistics and
Censuses) that use different sizes of blocks and different codes. Consequently, in order to use this
data, the results were spatially matched, and groupings by block were obtained. Data from the
2010 census were extrapolated to 2018 using indices provided by the National Institute of Statistics
and Censuses [105].

Figure 4.11: Cluster 1 by occupation, motivation for transport use, and age
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Figure 4.12: Cluster 2 by occupation, motivation for transport use, and age

Figure 4.13 shows the areas of residence of people in Cluster 1. They are dispersed throughout the
city, although their activities are concentrated in specific places in the city center.

Figure 4.13: Densities and locations of private employees and business owners
Group two is more widely distributed throughout the city due to the locations of different ed-
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ucational institutions (see Figure 4.14). The main activity for which transport is required is to
study.

Figure 4.14: Densities and locations of students

4.3.2

Traffic data

Data on the mobility and use of public spaces were compiled in a study called “Sustainable intermediate cities, evaluation of the environmental, energy, congestion and use of public space caused by
motorized transport in the urban area of Cuenca,” by the Deutsche Gesellschaft für Internationale
Zusammenarbeit (GIZ). Through this study, the concentrations of vehicles in certain hours, and
therefore the highest travel demand times, could be determined. Six hours were analyzed:
Group 1: 7:00 am to 9:00 am, morning rush hour; direction from the periphery to the city center.
Group 2: 9:00 am to 12:00 pm, morning traffic. Group 3: 12 pm to 2:00 pm, peak lunch hour;
transport for lunch. Group 4: 2:00 pm at 5:00 pm, afternoon traffic. Group 5: 5:00 p.m. at 7:00
p.m., peak hours at night; transport from downtown to homes/the periphery. Group 6: 7:00 p.m.
at 7:00 a.m., overnight.
Hundreds of cell phone sending routes (GPS coordinates, times) to a server using an APK (Android
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Figure 4.15: Vehicle concentration, 7 am–9 am

Figure 4.16: Vehicle concentration, 12 pm–2 pm

Package Kit) were used. It sent data when finding a WIFI network and worked for three days
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Figure 4.17: Vehicle concentration, 5 pm–7 pm

(approx. 6 to 8 routes per cell phone). It was installed in cars and taxis when owners did a
vehicular technical review in the revision centers at EMOV-EP. Additionally, it was installed for
buses in peak/valley hours, inside the bus with assistants; 89% were cars (automobiles, SUVs,
jeeps) and 11% were public and commercial service cars. This research had access to this data,
exploring the data collected using a GPS at specific times according to the procedure described
above, vehicle transport patterns related to the origin/destination areas were determined, and
vehicle concentrations were mapped.
The objective was to understand mobility patterns between the city center and residential areas.
Another objective was to determine the times and locations of the highest travel demand to define
potential station locations. In higher traffic areas, BSS stations can provide alternative means of
transport and reduce vehicular traffic. The data resulted in the definition of three time periods
with the highest traffic levels, 7 am to 9 am, 12 pm to 2 pm, and 5 pm to 7 pm, as shown in
Figures 4.15, 4.16, and 4.17.
The traffic maps produced provide an idea of where car users circulate at different times of the day
and helped to establish locations of potential demand for BSS stations.
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Buses
Thiessen polygons, also called Voronoi or Dirichlet polygons [90], can be used to determine the
blocks that have bus stops. This method is applied in cellular telephony, where the service area is
divided into different adjacent cells to define networks. Another example is in climatology, where
proximity and the neighborhood phenomena in the surrounding area is used to calculate the rainfall
of an area. From comparisons with other similar methods (e.g., bootstrap, jackknifed), it has been
shown that the Thiessen method is a better estimator with a 95% confidence level [90].
Each Thiessen polygon contains a point of interest (here, a bus stop), and locations within the
Thiessen polygon that are close to the corresponding point (bus stop). Points that are at the limits
of the Thiessen polygon have equal distances to the two points on both sides [228]. The method
is based on the Euclidean distance of two points and is used to define an area of influence. The
different zones (polygons) of influence for the city’s bus stops were obtained by applying Thiessen
polygons. If a block belonged to more than one Thiessen polygon, it was assigned to a single
polygon where most of the block area was located.
Bus stops were weighted from 1 to 6, with stops weighted as 1 being the stops with the highest bus
frequency, the most bus lines, and the largest number of passengers. Bus stop weights throughout
the city are shown in Figure 4.18, where we can note the high weights of stops in the downtown
area. These data made it possible to determine the areas with the highest influx of passengers.
Previous studies concluded that mass transportation was an essential element when designing a
BSS, as the integration of transportation modes is important to meet users’ needs. Bus stop
weights provided information on mobility patterns within the city and were used here as input for
the station distribution model.

Parking lots
Parking lots provide areas for private car parking in places with vehicular congestion. Parking lot
locations were analyzed to determine areas where private vehicle parking could be connected with
a BSS. The use of private vehicles for mobilization generates traffic and pollution. Moreover, in
congested areas such as city centers, there is often not enough space to meet parking demand [80].
An analysis confirmed that parking lots are located in areas where there is a high density of
government buildings, shopping centers, and companies. Thus, most paid parking areas and public
parking businesses are in the city center. These parking lots are mainly used by people engaging
in shopping and other errands, work, study, or tourism activities.
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Figure 4.18: Bus stop weights based on passengers and number of buses at bus stops

The implementation of a BSS could encourage private vehicle users to leave their cars in areas
further from the historic center and instead use bicycles to avoid congestion in peak hours.

Figure 4.19: Parking lot integration with bike stations
Figure 4.19 shows the zones of influence of parking lots controlled by the local government (EMOV–EP)
and private parking lot business. The influence zones were calculated using an area of 150 square
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meters. As there are a considerable number of parking lots in Cuenca, and the highest concentration of parking lots are found in the historic center, as well as near the public market (El Arenal),
the stadium, Ejido, bus station terminals, the airport, and the University of Azuay.
Parking lot locations indicate mobility patterns of people around the city; these patterns can be
used to connect a BSS with private vehicle users and offer an alternative means of transport to
alleviate traffic in the city. The data on parking lots were used here to establish the suitability of
areas for bicycle stations.

Bike lanes
Bicycle infrastructure is crucial to encourage the use of non-motorized transport because it provides
safety for cyclists [157]. In Cuenca, this infrastructure has focused mainly on recreation and sports,
with bicycle lanes implemented along the edge of rivers (green lanes). According to the Mobility
Plan and the most recent lanes incorporated into the inventory, there is 47.7 km of bicycle lanes in
Cuenca. There are two types of lanes: those shared with pedestrians and those that are exclusive
to cyclists [80] (see Figure 4.20).
However, the lack of a complete bicycle lane network does not mean a BSS cannot be implemented.
In most public bicycle implementations, the lanes are built in conjunction with BSS development
[157].
Bicycle lanes in Cuenca were associated with blocks by employing a radius of incidence method.
This was used to establish the zones that provide greater security for users through existing bike
lane infrastructure and thus inform the distribution of stations.

Traffic accidents
Lanes or shared roads that are well maintained provide safety for cyclists and have the potential
to attract more users to a BSS service. Internationally, BSSs have a positive reputation at the
security level, with fatality and crash rates being low or null.
The data described above regarding vehicle collisions and pedestrian–vehicle accidents in the urban
areas of Cuenca was analyzed using hot spot analysis [191], a spatial statistical tool that assesses
how incidents are distributed based on specific geographic characteristics. The method uses a fixed
band distance (the scale does not change throughout the study area) and the Euclidean distance
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Figure 4.20: Existing bike lanes

to identify the neighboring areas to include in the analysis. This enabled the identification of areas
with the most traffic accidents, with these zones referred to as critical points.

Figure 4.21: a. Vehicle collision hot spots b. Pedestrian–vehicle accident hot spots
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Figure 4.21 (a) shows that collisions and crashes are high in areas with more significant traffic
and congestion (i.e., in the city center). In Figure 4.21 (b), it can be seen that pedestrian–vehicle
accidents occur in areas where speed limits are high and, to a lesser extent, in urban areas where
speed limits are not respected (i.e., city borders). The data on traffic accidents thus offers an
indication of the areas of the city that are less dangerous for cyclists, which can help inform the
distribution of BSS stations.
It is true that some security risks will always be present, and these must be considered and controlled
as much as possible. Operators (i.e., those running the BSS) must have adequate insurance and
clearly defined regulations regarding the use of shared bicycles. Security and risk-management issues
related to BSSs in other cities should be consulted and used to guide policies and management. To
support the proper functioning of a BSS and minimize security incidents, infrastructure for cyclists
should be increased and properly maintained.

4.3.3

Anthropic data

Incorporating knowledge on the main origin/destination areas of potential users is crucial for a
BSS to succeed [57]. The main destinations are workplaces, cultural and recreational attractions
(museums, theaters, libraries, stadiums, sports centers), transportation systems (bus terminals,
airports), educational centers (universities, high schools), public and private service providers,
health centers, public markets, and shopping centers [26,57]. In the case of Cuenca, the population
and major destinations are dispersed (see Figure 4.22). This is due to the fact that the city did
not plan its growth. People go to the historical center because they work, study, and run errands
there, among other activities, but additional major sites for living, recreation, and shopping are on
the periphery of the city center.
Cartographic data was obtained from the local government to determine the locations of the city’s
main facilities. This data was stored in separate map layers and was integrated into one map for
this study. The data regarding the various uses for land in the city was organized into blocks.
In combining this information with the other data sources used here, a dimensionality-reduction
process was necessary to avoid data overlap and duplication, following which the reduced data
served as input to determine the areas of greater suitability for BSS stations.
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Figure 4.22: Location of facilities and land use in Cuenca

Job density
Job density is defined as the number of people working in an area. Estimating job density in different
areas was achieved using various databases at the province level. The taxpayer database was
cross-referenced with the Public Enterprise of Telecommunications, Water, and Sewerage database,
providing taxpayer locations in the city at the building level. The database of operating permits
for commercial businesses and other economic activities within the city made it possible to validate
information on workplace locations and provided the locations of additional workplaces that were
not found in other databases. Some workplaces were still missed, however. Therefore, it was
necessary to conduct fieldwork to determine the locations of some businesses.
In the city of Cuenca, there are approximately 120,000 workers. The total number of workplaces,
including employers, entrepreneurs, and government agencies, is 7,855. Businesses with fewer than
100 employees (n=5,781) make up 68% of the workforce (85,000 employees), and businesses with
more than 100 employees (n=419) account for 32%, with approximately 35,000 employees.
Figure 4.23 shows the density of jobs in Cuenca and indicates the zones with the highest concentration of workers (i.e., the industrial zone, historical center, the stadium, the Arenal area (public
market), mall, university, airport/bus station, and the Pinar de Lago hotel). As mentioned in pre-
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Figure 4.23: Job density in the city of Cuenca

vious studies [5, 83, 137, 183], data on job density provides information about the potential demand
for a BSS in different areas, as one of the main groups of potential BSS users is commuting workers.
This analysis of job density by city block formed another input element for the proposed method
and was used as part of the suitability analysis to determine suitable candidate BSS stations in the
city.

Topography
Another aspect that is important for users of bicycles is the topography of the city, and namely,
the steepness of slopes, which greatly affects the effort needed to ride a bike a certain distance.
A previous study has shown that cyclists are comfortable riding bicycles with a slope steepness
between 0–5%, and 5–12% is comfortable if the distance covered by the slope only ranges from 240
to 15 meters. Routes become difficult and unlikely to be used when the slope steepness is greater
than 12%, or they may only be used in one direction [76].
To determine the optimal blocks for cycling in Cuenca, the slope steepness of each block was
calculated using the following procedure:
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 Upload contour lines into a raster format;
 Calculate the slope steepness (%);
 Classify the slope according to steepness range;
 Transform the slope map into polygons;
 Cross-reference the polygon data with city blocks.

This results in a list of blocks with their associated slope steepness value. For blocks that feature
more than one category of slope steepness, we classified it according to the slope steepness category
that covered the majority of the block. Figure 4.24 shows the city areas that are most likely or
best suited to use bicycles as a means of transportation.

Figure 4.24: Suitability of topography for cycling
The green area of the map represents slopes between 0 and 5%. It is characteristic of most of the
urban areas of the city. Based on these results, the central plateau is the area most recommended
for cycling. The yellow and pink areas are very high plains, which are not optimal for cycling.
These data were used to establish the proportion of the city suitable for the use of bicycles in a
BSS. In the city of Cuenca, there are three well-differentiated zones of varying steepness, two of
them being most optimal for BSS stations as they do not feature any steep slopes.

4.3.4

Summary

This research used data from government and private institution databases collected on a day-to-day
basis in the city of Cuenca. Additionally, data was collected through surveys to learn the preferences
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and sociodemographic characteristics of potential users of a BSS in the city. The results do not
differ significantly from the studies carried out by other authors in terms of demographics, but the
survey did provide additional knowledge regarding potential user characteristics. Furthermore, the
use of data types that have not previously been analyzed to inform the design of a BSS, namely
pollution data, were incorporated into the analysis.
Based on technical reports of BSS implementation in other cities and by analyzing previous studies,
particular types of data were collected to paint a picture of the demographic composition of users,
their mobility patterns, and land use and topography in the city. This analysis provided an overview
of the entire city, rather than only one area. Using data from multiple sources is important to reduce
costs and incorporate large quantities of information into the model, but as will be discussed in
the next section, using data from multiple sources can create a need for dimensionality reduction
to avoid the duplication of data without losing essential information.

4.4

Determining area suitability in Cuenca

This section explains the process carried out to obtain the optimal locations for BSS stations in
the city. Due to the large amounts of data used, this analysis first requires selecting a method of
dimensionality reduction. The method is selected based on qualitative and quantitative evaluations,
both of which are presented below. The analysis of the data sources that enabled suitable areas for
BSS stations to be defined is then presented.

4.4.1

Qualitative comparison

This section compares five dimensionality-reduction methods for the BSS dataset in order to select
the method that will be used to establish the suitability of each city block for a BSS station. Since
it was impossible to calculate a common performance metric (such as the explained variance ratio)
to compare all of the methods numerically, a qualitative comparison was carried out using the
methods described in Section 3.3.2 (e.g., FA, PCA).
The comparison involves identifying the three most relevant components (highest weighted) in each
method, where each group is evaluated based on how related the main variables are. Relevance
is based on the absolute weights of the linear transformation, with the most relevant characteristics having more significant absolute weights. The methods that group related variables in each
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component are considered to have performed better in terms of dimensionality reduction.
A common feature of most methods is that each component is calculated as a linear combination of
the input space, allowing the qualitative criterion used for this comparison (highly related variables
in each component) to be applied. Only the kernel principal components analysis (PCA) method
was excluded from this exercise because given its non-linear formulation, it does not provide a
matrix of components (weights). Table 4.9 presents the methods in order of performance, based on
the correlation level of the variables in their main components.
Table 4.9: Qualitative dimensionality-reduction results
Method

FA

PCA

SVD

ICA

NMF

PC1

PC2

PC3

Cluster1Demo,

RushHourNight,

ParkLocation,

Cluster2Demo,

RushHourMorning,

RushHourNight,

PopulationDensity

RushHourNoon

CrashCar

RushHourNight,

PopulationDensity,

LandUse,

RushHourMorning,

Cluster2Demo,

JobDensity,

CrashCar

Cluster1Demo

ParkLocation

RushHourNight,

PopulationDensity,

LandUse,

RushHourMorning,

Cluster2Demo,

JobDensity,

CrashCar

Cluster1Demo

ParkLocation

LandUse,

Cluster1Demo,

RushHourNight,

JobDensity,

Cluster2Demo,

RushHourNoon,

ParkLocation

PopulationDensity

LandUse

Topography,

RushHourNight,

BikeLanes,

CrashCar,

RushHourMorning,

Topography,

BusesWeight

RushHourNoon

BusesWeight

Factor analysis (FA) was the best dimensionality-reduction method because the groups of variables
chosen for each component were highly related. As can be seen in Table 4.9, the main variables
in the first component were Cluster1Demo, Cluster2Demo, and PopulationDensity. These variables were highly correlated, and as can be seen in the table, they appear in components obtained
through 4 of the 5 methods presented in the table. The variables chosen for the second component obtained through factor analysis were all traffic-related: RushHourNight, RushHourMorning,
RushHourNoon. The third group also involves traffic-related variables. Thus, the three groups of
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components identified were completely related.
The second-best method was PCA, which also identifies three groups of related variables. The first
group contained traffic-related variables, the second group contained population-related variables,
and the third group contained a mix of variables. Thus, this method also provided coherent groups
(i.e., they are understandable). In this exercise, the singular value decomposition method (SVD)
obtained the same results as the PCA method.
Independent component analysis (ICA) also obtained coherent groups. However, land use appeared
in two groups where it seems relatively unrelated to the other variables.
Finally, the non-negative matrix factorization (NMF) method chose a very different set of groups in
comparison with the other methods. The first and third groups obtained by this method contained
traffic-related variables and topography, and these variables are related to a certain extent, but the
consistency was not as clear as in the two first methods.
Conclusions
The main objective of dimensionality reduction is to project data to a lower-dimensional space,
and such as this case study, the principal components obtained (which are calculated as a linear
combination of the feature space) give higher weights to related variables, which suggests a semantic
meaning in the underlying dataset. However, a qualitative comparison between methods does
not always produce a clear result, and it is useful to also undertake a quantitative comparison to
understand better the dimensionality reduction performed through each approach. This comparison
involves the use of a numeric value to describe the components obtained and is explained further
below.

4.4.2

Quantitative comparison

This artifact is the output of the activity “analyzing data granularity“ (see Figure 3.1-(4)). The
weighted factors artifact was built using SPSS v23 software (IBM, 2019). As explained in Section 2.5, the methods used for dimensionality reduction in linear problems are linear discriminant
analysis (LDA), PCA, ICA, and FA [7]. The data used for analysis here is linear, numeric data with
no pre-existing class labels, and do not include images. Based on the explanation in Section 2.5
(e.g., labeled data, linearity relation, data type), only PCA and FA will be considered in the present
comparison.
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FA, a data reduction method, best explains variance in a dataset when identifying a small number
of factors. The extraction method used in factor analysis that gave the best results, according to
the qualitative analysis, was PCA. The application of this method resulted in three components and
their respective weights (see Figure 4.25 – b). FA grouped the variables about buses, topography,
peak-hour traffic, car accidents, and public parking lots in the first component. In addition, based
on the characteristics, the clusters of potential BSS users, determined through the survey and
population density data, were grouped in the second component. Moreover, the last factor grouped
the variables of job density and land use. In addition to obtaining these three components, FA
provided the percentage of variance that each principal component explains. This percentage was
used in the subsequent activity as a weight.

Figure 4.25: Dimensionality reduction process
The Kaiser–Meyer—Olkin (KMO) test and Bartlett’s sphericity test were applied to test the validity
of the FA. The KMO value was greater than 0.5, indicating that the factor analysis was adequate
(see Figure 4.25 – a). The second validation was using Bartlett’s sphericity test; the null hypothesis
was rejected, verifying that the correlation matrix was not an identity matrix and concluding that
the factor analysis was adequate.
Three factors were obtained from the PCA method (see Figure 4.25), and these explained 55.28%
of the variation in the data. Another extraction method, principal axis factoring (PAF), explained
43.02% of the variation, with three factors obtained. PCA grouped variables differently than PAF,
resulting in a clearer correlation between factor variables with PCA than with PAF. Based on these
conclusions, PCA was selected as the best dimensionality-reduction method, and the components
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obtained were used for further analysis.
This artifact (see Figure 3.1-(4)) was calculated based on the components obtained and the weights
resulting from the FA in activity 4. The result is a single value for each block. This value served
as a weight to be multiplied by the cost of the stations. The model thus gives more suitable blocks
a lower cost (see Figure 4.26).

Figure 4.26: Determining the suitability of areas

4.5

Analyzing pollution data

Air pollution creates health risks for people and can lead to respiratory and cardiovascular diseases,
and premature death [6, 117, 168]. In Ecuador, approximately 24 people for every 100,000 died in
2016 due to this environmental problem, and worldwide, it caused the death of 7 million people in
that same year [170].
Cuenca is the third most populated city in Ecuador, where according to the 2010 population census,
65% of the population lives in urban areas [104]. Vehicle traffic is the primary source of air and
noise pollution in the city [65, 146]. However, there are specific areas where the concentration of
pollutants is particularly high. Figures 4.27 and 4.28 present the spatial distribution of air pollution
and noise in the urban area of Cuenca city, measured in units of NO2 and decibels, respectively.
It was found that the highest concentration of NO2 emissions is in the downtown area of the city.
According to legal guidelines, the noise limit is between 55–60 dB, depending on whether the area
in question is a residential or commercial area. Figure 4.28 reveals that in most areas of the city,
the noise level is above these limits.
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Figure 4.27: Average of NO2 concentration in the city of Cuenca(µg/m3)

To determine which areas would benefit most from a BSS, a monetary penalty was established for
the most polluting areas of Cuenca. Based on a broad set of empirical data and implementing a
hedonic pricing model, the cost of living in these polluted areas was identified. More specifically,
the following questions were investigated: Do air and noise pollution negatively affect property
prices in Cuenca? What is the level of impact in monetary terms, if any? Is the penalty different
between houses and buildings, between different levels of land value, or between different levels of
exposure to environmental pollution? The idea behind the study was to understand the monetary
value that people are willing to pay to live in better-quality environments, so that this parameter
could be included in the optimization model for the design of a BSS in the city of Cuenca. This was
essential because it identified areas where people would experience the most significant effect on
their well-being as a result of having access to a BSS [143], and the results provide decision-makers
with data identifying locations that would most benefit from transportation alternatives, such as
bicycle sharing.
Pollution cost was used as a penalty to prioritize stations in areas where there was more noise or air
pollution. To obtain the cost and handle the model’s objective function in the same measurement
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Figure 4.28: Spatial distribution of noise (dB)

unit, the hedonic price model was used, and all data was transformed into US dollars. In the end,
the model provided designers the value per square meter that people would pay to avoid pollution.
This value was multiplied by the concentration of pollutants for each block, obtaining the penalty
per block. Thus, blocks with more pollution obtained a greater penalty. The pollution values
were compared to the guidelines of the World Health Organization (WHO) to establish the penalty
ranges to be used in the model as an objective function, where the aim is to minimize costs.

4.5.1

Property by clusters

The local government of Cuenca carries out a study on the city’s property prices every year in order
to calculate taxes. The method is based on supply and demand values. These values were mapped,
along with other layers of information such as land use, geological risk, slope steepness, roads,
water service, sewerage, and networks (electricity and communication), among others, to obtain
a base land value (see Figure 4.29). The value per square meter was calculated for commercial
purposes, which is a function of land use. This information was used to generate clusters based
on the cost of the land. Through cluster analysis, four groups were generated. The quality of the
groups was adequate, i.e., elements in a cluster are similar but dissimilar to the elements in other
clusters. The four clusters were classified as low, medium, average, and high cost comprising 29.9%,
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31.1%, 30.3%, and 8.7% of the total number of properties, respectively. The areas with the lowest
cost were furthest from the center, as shown in Figure 4.29. Through a comparison with the air
pollution map (Figure 4.27), it can be seen that the most polluted areas are those with the highest
land costs, namely, the downtown areas of the city of Cuenca.

Figure 4.29: Distribution of land value in dollars per square meter
Based on the air and noise pollution data, properties were also classified according to the pollution
level to which they were exposed, with five clusters being identified (see Figure 4.30).
Table 4.10 presents the composition of the clusters and the average level of air and noise pollution
present in each cluster.
Table 4.10: Clusters grouped by air and noise pollution levels
Cluster

% of properties

NO2 µg/m3

Noise dB

1

34.10%

24.75

71.69

2

25.50%

22.49

70.96

3

20.80%

24.37

69.21

4

11.30%

27.1

70.65

5

8.30%

24.29

63.64

Based on these clusters, the next step was to determine the cost of pollution.
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Figure 4.30: Properties grouped by pollution level

4.5.2

Estimation of economic cost of environmental pollution

In order to estimate the monetary value (in dollars) that the market penalizes property values per
unit of nitrogen dioxide and per decibel produced per block, the following steps were followed:

1. The penalty per square meter for 1 unit of air or noise pollution was calculated:
Penalty per m2 = value m2 * (1−effect of pollution ),
where value m2 is the property’s dollar value per square meter, and the effect of pollution is
β1 per µg/m3 of nitrogen dioxide pollution and β2 per decibel produced at any time of the
day or night.
2. The penalty is calculated in dollars for one unit (µg/m3 or dB) of pollution emitted per square
meter built:
Penalty per m2 = value m2 penalized - value m2 ,
where the penalty is calculated per unit of nitrogen dioxide (air pollution µg/m3 ) and per
decibel (noise pollution).
3. The penalty is calculated in dollars for a unit of pollution (µg/m3 or dB) based on the block
where the property is located:
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Property penalty = penalty per m2 * built area,
where the built area is the number of square meters the property is built on.
4. Finally, an annual property penalty in dollars is calculated:
Annual penalty = property penalty * 0.07,
where 7% is the average mortgage interest rate; that is, this value is the interest on capital that
the financial sector pays to invest in the property’s value instead of acquiring the property.

Variables
The variables used in the hedonic price model were considered according to the empirical evidence
and other variables available in the constructed database. The variables and their measurements
are described in Table 4.11.
The variables used to estimate property values (Equation 3.10) were:
 Dependent variable: the value of the real estate is measured as the natural logarithm of the

appraisal in dollars per square meter.
 Independent variables: three sets of variables were used to determine the value of the real

estate:
1. Environmental pollution variables: level of nitrogen dioxide (NO2 ) and noise pollution
at any time of the day or night, measured in decibels.
2. Property features such as age, land area, length of the front, number of floors, number
of bathrooms, type of floor, state of construction, column materials, beams, mezzanines,
wall materials, deck, floors, doors, windows, plastering, and ceiling materials.
3. External or neighborhood factors such as traffic accidents, robberies (people and properties), and distance to the historic center, as well as other factors such as whether
the property is on a river, if the property is a building (i.e., multilevel property with
apartments or offices), municipal records (RMO) for businesses, whether the property is
located in an industrial area, the services available within 250 meters, the type of road
it is on, and whether it is located in the historic center.
Figure 4.31 presents Pearson’s linear correlation coefficients between the regressors. There was a
high correlation (greater than 0.7) between the specific characteristics of the property, including
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Table 4.11: Hedonic price model independent variables
Variables

Environmental

Description
Air

Nitrogen dioxide levels NO2

Noise

Average decibels over 24 hours

Daytime noise

Average decibels in the daytime

Nighttime noise

Average decibels at night

Age

Logarithm of age

Area

Natural logarithm of the terrain area

Façade

Natural logarithm of Façade length

Floors

Natural logarithm of the number of floors

Bathrooms

Natural logarithm of the number of bathrooms

Floor type

0. Normal, 1. mezzanine, 2. basement, 3.
attic

Construction quality

0. Good, 1. regular, 2. poor

Column

0. Does not have, 1. wood, 2. iron, reinforced

Property Features

concrete
Beams

0. Does not have, 1. wood, 2. iron, reinforced
concrete

Mezzanine

0. Does not have, 1. wood, 2. reinforced concrete, simple

Wall

0. Does not have, 1. wood, bahareque, 2.
adobe, rammed earth, 3. reinforced concrete,
brick

Roof

0. Does not have a thatch, 1. tile, 2. zinc,
wood, brick, 3. reinforced concrete, asbestos

Floor

0. Does not have (bare earth), 1. brick, wood,
stone 2. ceramics, parquet, vinyl, carpel, tile,
marble

Door

0. Does not have, 1. wood, 2. iron, aluminum

Window

0. Does not have, 1. wood, 2. iron, aluminum

Plaster

0. Does not have, 1. mud, 2. sand, lime,
cement, granule

Ceiling

0. Does not have, 1. mud, brass, paperboard,
2. cast, wood, mineral fiber, 3. sand, lime,
cement

Accidents

Car accidents on a scale of -3 to 3, where -3
means less frequent, and 3 means highly frequent

Theft

(robbery of people + robbery of houses) / 2.
It takes values from -3 to 3, where -3 means
less frequent, and 3 means highly frequent.

External or neighborhood factors

Distance to center

Distance to the historic center in thousands of
meters

River

1 if the property is on a river, 0 otherwise

Multilevel building

1 if the property is a building, 0 otherwise

RMO

Number of municipal registers in the area
where the real estate is located

Industrial

1 if the property is located in an industrial
area, 0 otherwise

Services 250

Number of services available in a radius of 250
meters around the property

Driveway type

1. Concrete pavers, 2. stone pavers, 3. asphalt, 4. hydraulic concrete, 5. ballast, 6.
stone, 7. earth

Historial center

1 if the property is located in the downtown
area of the city, 0 otherwise
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between the variables regarding the materials used for plastering and windows, and between the
ceiling materials those used for plastering.
Table 4.12 shows that the average value per square meter was $192.14. On average, the value
per square meter of a building (i.e., multilevel property) was approximately 70% higher than this
average, and the value for a house was 30% less than this average. The level of nitrogen dioxide
in the city was 24.36 µg/m3 , on average. In contrast, the average noise level during the day and
night was 70.60 and 69.14 decibels, respectively; these values did not vary significantly according
to housing type.
Table 4.12: The average NO2 level and decibels per square meter in USD
Total House Building
Variables

Mean

Mean

Mean

Square meter value in USD

192.14

133.82

326.47

µg/m3

24.36

24.35

24.38

Noise (decibels)

70.36

70.31

70.47

Daytime noise (decibels)

70.60

70.54

70.73

Nighttime noise (decibels)

69.14

69.12

69.17

Air

4.5.3

Determinants of the value of the built square meter

Table 4.13 presents the determinants of the value of a property per square meter (in natural
logarithm form). The general models 1 and 2 correspond to different specifications estimating the
determinants of the value of a property per square meter. Additional models were built by type of
housing, namely house (villas), and buildings. All models include the property characteristics as
regressors. The estimates considered the problem of heteroskedasticity, and therefore the robust
standard errors are presented.
Air pollution has a negative and significant effect on the logarithmic value of a property per square
meter, representing a decrease of 0.79% in value (significant at the 1% level) for each unit above the
WHO specifications (µg/m3 ) of NO2 (general model 1). In the case of houses, there was a decrease
of 0.14% (significant at the 10% level). Buildings were significantly more affected than houses
(villas), with an effect of 2.43% for each unit of NO2 on the value per square meter (significant at
the 1% level).
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Figure 4.31: Linear correlations between independent variables

125

CHAPTER 4. CASE STUDY: CUENCA, ECUADOR

126

Table 4.13: Determinants of the value of a property per square meter (in natural logarithm form)
Variable

Air

Noise

General

General

Housing

Buildings

model 1

model 2

model

model

-0.0079***

-0.0077***

-0.0014*

-0.0243***

(0.0008)

(0.0008)

(0.0008)

(0.0017)

-0.0013**

0.0000

-0.0094***

(0.0006)

(0.0006)

(0.0015)

Center=0, Noise day

-0.0069***
(0.0012)

Center=1, Noise day

-0.0258***
(0.0051)

Center=0, Noise night

0.0068***
(0.0011)

Center=1, Noise night

0.0236***
(0.0052)

Age

Accidents

Stole

Center distance

River

Building

Municipal registry (RMO)

Industrial Zone

Services 250 meters

N. Observations
Test F

-0.3089***

-0.3062***

-0.2807***

-0.3700***

(0.0021)

(0.0021)

(0.0024)

(0.0038)

-0.0320***

-0.0266***

-0.0140***

-0.0977***

(0.0013)

(0.0014)

(0.0012)

(0.0039)

0.0014

0.0149***

-0.0205***

0.0624***

(0.0016)

(0.0016)

(0.0015)

(0.0042)

-0.0126***

-0.0103***

0.0029***

-0.0149***

(0.0011)

(0.0011)

(0.0010)

(0.0027)

0.0442***

0.0562***

0.0184***

0.0694***

(0.0038)

(0.0038)

(0.0041)

(0.0068)

0.0304***

0.0352***

(0.0051)

(0.0051)

0.0046***

0.0048***

0.0010***

0.0055***

(0.0001)

(0.0001)

(0.0002)

(0.0001)

-0.1084***

-0.1033***

-0.1337***

(0.0142)

(0.0142)

(0.0138)

-0.0107***

-0.0028***

-0.0135***

(0.0010)

(0.0010)

(0.0022)

101598

101598

72198

28993

4,422.6239

4,254.9718

2,768.2594

961.2478

R square

0.7385

0.7419

0.7580

0.5837

R ajusted square

0.7383

0.7418

0.7578

0.5831

Robust standard errors in parentheses
* p<0.1, ** p<0.05, *** p<0.01
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The effect of noise pollution on property prices was lower than that of NO2 emissions. Model 1
estimated that the price per square meter would decrease by 0.13% for each decibel above the
WHO specifications emitted in the area where the property was located, at any time of the day or
night. General model 2 showed that noise during the day has a significant and adverse effect (at
the 1% level) on property prices and that this effect was more significant for real estate located
in the center of the city. Houses were not affected by noise, but buildings were affected, with a
decrease in value of 0.94% (significant at the 1% level).
Regarding the characteristics of the properties, in general, if a property was built with high-quality
materials, the price per square meter is higher. On the other hand, the older the property, the
more the value per square meter depreciated, with a significant effect at the 1% significance level.
The models presented in Table 4.13 show that accidents significantly and negatively affect property
prices (p-value < 0.0001). At the same time, the effect of the number of robberies was not conclusive;
it affected house values negatively but had a positive effect on the value of buildings. On the other
hand, the greater a property’s distance from the city’s downtown area, the lower the price per
square meter. The same occurred for property located in industrial areas.
Conversely, the value increased if the building was located close to a river. In areas with a higher
number of municipal commercial registers, the value per square meter also increased. Meanwhile,
the number of services within 250 square meters in all directions negatively affected the value per
square meter. These coefficients were significant at the 1%, 5%, or 10% level. Finally, including all
variables in the model explained 73.83% (model 1) of the variation in the logarithm of the property
value per square meter, indicating a good model fit.

4.5.4

The monetary penalty for air pollution and noise

Table 4.14 shows the air and noise pollution estimation coefficients at any time of the day or
night, for both the whole dataset and for the estimates by type of dwelling, by land-value cluster,
and according to the pollution levels. All models include controls for housing characteristics and
external factors (e.g., industrial zone, historic center) that are not shown in the table.
Air pollution negatively affected the value per square meter according to all models analyzed, at
a significance level of 1% or 10%. The low land-value cluster exhibited a positive and significant
effect, and there were no effects on value for group 1 according to the level of pollution. Whereas
in the case of noise, it negatively affected values in the model using the whole dataset, as well as
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the model for just buildings, clusters with average land costs, and pollution-level groups 2, 4, and
5 (see Section 4.5.1). These effects were significant at a significance level of 1%, and the results are
consistent with those found in other countries, where property values were found to be lower if they
were next to the main road, due to noise, and higher if they were away from major roads [151,231].
Table 4.14: Effects of air and noise pollution on the (log) value of property per square meter
Air
Models

Coefficient

Noise
Std. Dev

Coefficient

Std. Dev

Full Sample

-0.0079

***

0.0008

-0.0013

***

0.0006

House

-0.0014

*

0.0008

0.0000

Building

-0.0243

***

0.0017

-0.0094

0.0153

***

0.0018

-0.0009

0.0010

Medium

-0.0056

***

0.0013

-0.0001

0.0011

Average

-0.0097

***

0.0026

-0.0956

High

-0.0204

***

0.0012

-0.0009

0.0013

0.0027

0.0000

0.0025

0.0006
***

0.0015

Land cost cluster
Low

***

0.0066

Pollution intensity clusters
Group 1

0.0044

Group 2

-0.0237

***

0.0033

-0.0069

Group 3

-0.0107

***

0.0042

0.0029

Group 4

-0.0091

***

0.0033

-0.0306

***

0.0023

Group 5

-0.0245

***

0.0038

-0.0076

***

0.0028

***

0.0024
0.0026

* p<0.1, ** p<0.05, *** p<0.01
With the results of these models, the monetary penalty by type of pollutant is estimated for each
case (e.g., cost of land, pollution intensity, see Table 4.14) by applying the method described in
Section 4.5.2. Figure 4.32 shows the results of the calculations of the monetary value penalty for
air pollution. On average and per year, the market penalizes a property’s value by $21.2 per unit
(µg/m3 ) of nitrogen dioxide emitted in the area.
The values varied according to the property type and according to the analyzed clusters. The
penalty was significantly higher for buildings ($63.9) than houses ($3.5). Regarding land-use clus-
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ters, an increasing penalty was observed for higher land costs, which was explained by the location:
the properties with the highest value are located in more polluted areas (see Figure 4.29 and Figure 4.30). The properties with low land costs are located on the borders of the city of Cuenca
(Figure 4.29), where the level of NO2 emissions is low, so it was estimated that in these areas, air
pollution had a positive effect rather than a negative one (Table 4.14). Consequently, the penalty
($56.1) presented in Figure 4.32 correlated that higher levels of NO2 in these areas increase the
value of these properties (meaning that the property is located in a more sought-after area).

Figure 4.32: Average annual monetary penalty per property per unit of NO2 (µg/m3 )
As for the pollution-level clusters, groups 2 and 5 presented the highest monetary penalty, on
average $72.2 and $61.7 per annum per property, respectively, compared to the estimated penalty
for groups 3 and 4 ($28.3 and $23.9, respectively). Meanwhile, there was no penalty for group
1 properties, as the coefficient was not significant. Table 4.15 shows that the annual penalty per
square meter is USD 0.11 per unit of NO2 for the whole dataset. This annual property penalty varied
according to the property type, the land-cost cluster, and the pollution intensity (see Table 4.15).
The penalty values for noise pollution were lower than for NO2 emissions (see Figure 4.33); property
values decreased by $3.4 per annum, on average, for each decibel over the WHO recommendation.
This value was higher for buildings ($24.7), and there was no significant effect for houses. Noise was
penalized at $295.5 per decibel per year for properties that fell within the average (medium–high)
land-cost group. The other groups were not affected by noise pollution. In terms of the noise
pollution level, the penalty was higher for group 4 ($80.9) than the other groups, and there was no
evidence of a penalty for groups 1 and 3.
The annual penalty per square meter for each decibel produced above the WHO standard in the
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Table 4.15: Average penalty for one unit of air pollution (NO2 ), per square meter and per property
Average penalty per unit of NO2
Model

Coefficient

Std. Dev

In USD
per

m2

In USD

In USD per

In

annual

property

annual

per m2

USD
per

property

Total

-0.0079

***

0.0008

1.52

0.11

302.58

House

-0.0014

*

0.0008

0.18

0.01

49.92

21.18
3.49

Building

-0.0243

***

0.0017

7.92

0.55

913.07

63.91

-40.28

Land cost cluster
Low

0.0153

***

0.0018

-3.13

-0.22

-575.47

Medium

-0.0056

***

0.0013

1.04

0.07

200.56

14.04

Average

-0.0097

***

0.0026

1.70

0.12

429.76

30.08

High

-0.0204

***

0.0012

3.98

0.28

801.12

56.08

Pollution intensity cluster
Group 1

0.0044

0.0027

-0.85

-0.06

-171.27

-11.99

Group 2

-0.0237

***

0.0033

4.52

0.32

1031.44

72.20

Group 3

-0.0107

***

0.0042

1.96

0.14

403.57

28.25

Group 4

-0.0091

***

0.0033

1.77

0.12

341.59

23.91

Group 5

-0.0245

***

0.0038

4.74

0.33

881.16

61.68

area was USD 0.02 for the whole dataset and USD 0.21 for buildings. Table 4.16 presents the
estimates for each land-cost cluster analyzed. As shown in Figure 4.33, the cluster of average land
costs (medium–high) had the highest annual average penalty per square meter (USD 1.17).

4.5.5

Discussion and conclusions

The purpose of this section was to establish a monetary penalty for properties in areas experiencing
high levels of NO2 and acoustic pollution. A hedonic pricing model was applied, which, together
with information on property characteristics, external or neighborhood factors, and environmental
variables, identified the effects of pollution on a property’s per-square-meter value. The results
show that property values per square meter are higher for buildings, in areas with fewer accidents,
near the city center, near rivers, and near businesses or shops. Conversely, prices were lower for
properties in industrial areas and according to the property’s age.
The results obtained also contribute empirical evidence of the effect of pollution on property values
in medium-sized cities like Cuenca. It was found that property prices in Cuenca incur a penalty
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Figure 4.33: Average annual monetary penalty per property for every decibel produced above the
WHO guideline value

Table 4.16: Average penalty incurred for one unit of noise pollution per square meter and per
property
Average penalty per unit of decibel
Model

Coefficient

Std. Dev

In USD

In USD

In USD per

In

per m2

annual

property

annual

per
Total

-0.0013

House

0.0000

Building

-0.0094

***
***

m2

USD
per

property

0.0006

0.2446

0.0171

48.69

3.41

0.0006

-0.0018

-0.0001

-0.50

-0.03

0.0015

3.0609

0.2143

353.01

24.71

2.34

Land cost cluster
Low

-0.0009

0.0010

0.1821

0.0127

33.46

Medium

-0.0001

0.0011

0.0214

0.0015

4.13

0.29

Average

-0.0956

0.0066

16.7351

1.1715

4,221.93

295.54

High

-0.0009

0.0013

0.1784

0.0125

35.94

2.52

***

Pollution intensity cluster
Group 1

0.0000

Group 2

-0.0069

0.0025

-0.0054

-0.0004

-1.10

-0.08

***

0.0024

1.3138

0.0920

299.85

20.99

Group 3

0.0029

0.0026

-0.5345

-0.0374

-110.26

-7.72

Group 4

-0.0306

***

0.0023

6.0023

0.4202

1,155.18

80.88

Group 5

-0.0076

***

0.0028

1.4642

0.1025

271.96

19.04
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based on air and noise pollution, which is consistent with the results obtained in the literature
[21, 34, 36, 48, 78, 98, 138, 154]. Moreover, the penalty depended on the type of property and the
land-cost cluster, as well as the level of pollution. The monetary penalty was higher for buildings
and downtown areas of the city. These results have implications for environmental, economic, and
transport policy. On the one hand, government institutions should generate alternative mobility
methods, especially in the city’s downtown area where pollution due to vehicular traffic is high. In
these areas, a shared bicycle system could generate significant environmental, social, and economic
benefits. The monetary penalty values obtained can be used to design a shared bicycle system, as
these reveal the areas of the city that would most benefit from bicycle stations, a transportation
alternative that would reduce vehicular traffic and improve the environment.

4.6

Determining demand and origin/destination (O/D) matrices
for Cuenca

Distance matrices were established between the main travel generators (origins) and attractors
(destinations) [1] to help establish BSS station distribution. The distance matrix was calculated
using geographic information systems (GIS). The matrix’s dimensions consisted of the 4172 blocks
in the city (i.e., rows) and 990 bus stops, 27 tram stops, and five public parking lots defined as
last-mile points (i.e., columns) (see Figure 4.34). The distances were calculated using the distance
between the central point of each block and each of the bus stops (4172x990-order matrix) and
tram stops (4172x27-order matrix), parking lots (4172x5-order matrix), and between the blocks
themselves (square matrix of order 4172).

Figure 4.34: Distance matrix
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To determine demand, a cluster analysis was performed to identify the main market segments
that would require the BSS in terms of their demographic characteristics. Predictor importance
determined the variables of highest relevance for predicting the clusters; the importance value of
0.4 was chosen as a cut-off level [145].
The number of clusters obtained using this methodology explained in Figure 4.35 (step 5.2) was two.
The quality of the clusters was fair and almost good (see Section 4.3.1) and was measured with the
silhouette coefficient [192], which combines cluster cohesion and cluster-separation concepts. The
results show that occupation, reasons for travel, and age were the most relevant variables for model
estimation. Together, these variables allowed for the construction of clusters, providing knowledge
on BSS user characteristics in Cuenca. Cluster 1 included private employees and people with their
own businesses between the ages of 20 and 55 whose occupations are labor-based; these individuals
use transport for work-related reasons. Cluster 2 was comprised of students between the ages of 18
and 30. The geolocation of the clusters in Cuenca City is shown in Figure 4.41. The result was a
4172 x 2 matrix, where the columns were the potential demand according to the previous clusters,
and the rows were the blocks.

Figure 4.35: Potential demand for a BSS
The demand matrix was established using clusters of potential users obtained from analyzing the
most relevant characteristics of potential users (see Figure 3.1-5). The result was a matrix of
potential users per block. This matrix was transformed into monetary terms by considering the
average cost of a BSS trip in the area (i.e., the fare in similar countries) and the average number of
trips made by potential users. This resulting matrix was used as a penalty for unsatisfied demand
when a candidate station did not cover a specific area. The model’s objective function was to
minimize the penalty by selecting station locations that would serve the areas with the highest
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demand.

4.7

Model results

As explained previously, the mathematical model was the central outcome and constituted the
objective of this study. After following the steps outlined in this work (see Figure 3.1-6), the model
presented the most suitable number of stations and their locations. Each step involved considering
the outputs of previous steps, in combination or individually. Ultimately, the objective function of
the set covering problem (SCP) model, with its variables, parameters, and restrictions, provided a
station distribution that minimized the cost of the BSS (see Figure 4.36).

Figure 4.36: The model

4.7.1

Evaluation of the model’s results

This study aimed to develop a model to design BSS station’ distribution so that the location and
number of stations would provide an optimal mobilization service for the city of Cuenca. The
following data types were used as input: 1. demographic, 2. mobility patterns (e.g., bus lines,
bus frequency, parking lots, private car GPS data, car accidents), 3. anthropic (e.g., properties,
pollutants), 4. topographic. Demographic data were collected from a survey administered to individuals between 16 and 65 years of age. It collected sociodemographic and behavioral information
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regarding transport used to identify individuals that would use bicycles as a means of mobilization.
This information was also combined with census data.
Data on mobility patterns were collected using an application for smartphones that captured speeds,
traffic, congestion, and vehicle movement using GPS. Crime and traffic incident data were also
collected for the period of 2015 to 2018. Bus stop data were analyzed according to the frequency
of buses and the numbers of passengers.
Anthropic data relating to job density showed a total of 7855 workplaces in the city of Cuenca and
approximately 120,000 workers. Raster data on noise and NO2 pollution was used as another data
source. Finally, data on the city’s topography was used to provide information on slopes for every
block.
The above data were analyzed to establish the best criteria for the distribution of BSS stations.
PCA was used to reduce the dimensionality of the data so as to avoid duplication without losing
important information. The mathematical model described in Section 3.2.3 was applied as a feasible
computational method for realistic situations. Thus, the design problem of locating bike stations
within a BSS was addressed from a strategic planning perspective. The results show the required
number of stations to be established within an area, using the ideal radius of 300 meters of distance
(0.186 mi) between stations or a maximum radius of 500 meters (0.311 mi) [81].
The model estimated 345 and 146 stations for 300 and 500 meters radii, respectively. These values
provide coverage for the entire city, taking into account the restrictions established in the model.
The results provide station locations that would allow the BSS to be integrated with the city’s
tram stops (see Figure 4.37) and bus stops (see Figure 4.38), as well as last-mile points.
The accuracy of the model, assessed through a comparison of the stations output by this model
and those currently implemented in the city of Cuenca, was measured using the following equation:

precision =

x
∗ 100,
X

(4.9)

where x is the estimated number of stations matching existing stations, and X is the total number
of existing stations (i.e., 20 in Cuenca) The existing stations are those currently implemented in
the city of Cuenca, while the estimated stations are those that the proposed model predicts.
The current bicycle-sharing stations were established by the BiciCuenca consortium, which was
formed by a Spanish company and the public mobilization company in Cuenca. They established a
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Figure 4.37: Tram stop locations and bike stations within 300 meters of distance

Figure 4.38: Bus stop locations and bike stations within 300 meters of distance
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mesh with equilateral triangular polygons on a city map at a distance of 300 meters. Each of these
nodes in the mesh represented a theoretical location for a BSS, and the final decision regarding
station locations were made later based on the facilities and space available in these locations.
They established the locations stations without scientific evidence, and decisions were made solely
based on their expert experience. In contrast, the method applied in this study followed a multidata-driven philosophy. This approach defined station distribution with better precision through
an analysis of data described in Section B.1 and the evaluation of different data models used to
eliminate data redundancy, define demand patterns, obtain pollutant costs, and distribute the
stations to cover demand in the city. Most importantly, the design was developed using scientific
rigor to establish station distribution and facilitate strategic decision-making.
Variables used in the objective function (i.e., suitability of an area, unmet demand, and pollutants)
were considered individually to define station locations, as explained in the mathematical model in
Section 3.2.3. Furthermore, combinations of these were tested (i.e., combinations of two elements
taken two by two, and all elements together). When only considering the suitability of the area, the
accuracy was 63%. In other words, the results of the model coincided with the locations of 12 out
of 20 existing stations. In the case of unmet demand, when considered individually in the objective
function, the accuracy diminished notably. The results showed an accuracy of just 35%; that is,
almost 8 out of every 20 existing stations coincided with the model’s estimates. This is likely due to
the fact that the station locations were established based on areas with a large population (origins),
whilst the destinations were not considered, as this is not a factor in unmet demand.
In the case of analyzing only pollutants in the objective function, the station locations were determined by minimizing the cost of building a station whilst considering the penalty that affects areas
where air and noise pollution is high. The calculated precision (model vs. available stations) was
35%.

4.7.2

Station locations according to the combination of penalties

Different combinations of the suitability factor, the penalty for unmet demand, air pollution (NO2 ),
and noise pollution were run through the model to obtain the station locations, as shown in Table 4.17. The model showed low precision (25%) when combining the penalty for uncovered demand
and pollution, medium precision (55%) when the model combined the suitability factor and the
unmet demand penalty.
Finally, the precision reached 70% when the suitability factor and the pollution penalty were
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Table 4.17: Accuracy of station locations—model vs. existing stations
Combinations

Accuracy

Suitability and unmet demand

55%

Suitability and pollution

70%

Unmet demand and pollution

25%

Suitability, pollution, and unmet demand

70%

combined (see Figure 4.39); and the same precision was achieved when all three factors were
combined (see Figure 4.40). Furthermore, the results show that some existing stations are located
on blocks adjacent to blocks recommended by the model. Although this resulted in lower accuracy
for the model, it is understandable that stations can only be built where there is space available.
When neighboring blocks were considered, only two existing station locations did not match the
model (90% accuracy).

Figure 4.39: Suitability, air, and noise pollution analysis
Another way to evaluate model performance is to use metrics such as precision, specificity, and
recall. These metrics are used in machine learning, pattern recognition, information retrieval, and
classification. Recall is the proportion of positive cases correctly identified by the algorithm, and
specificity refers to the negative cases that the algorithm has correctly classified. It expresses how
well the model can detect that class. The F1 score is another commonly used metric because it
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Figure 4.40: Suitability, unmet demand, and the pollution penalty

summarizes the precision and recall in a single metric; it is very useful when the distribution of
classes is uneven. The F1 indicator of the confusion matrix (i.e., the performance of an algorithm)
is helpful if it has an uneven class distribution.
Validation of the model was carried out only in the influence area of the stations in the existing
public bicycle system; since if we compared areas throughout the whole city, a bias would arise
because the stations have not been implemented throughout the city. Therefore, only blocks near
the area with a station were considered. The results obtained are shown in the following table (see
Table 4.18):
On the other hand, the precision values indicate the percentage of blocks classified as being suitable
for a station and were stations (see Table 4.19). In the case study, 35% of stations were correctly
classified, mainly because the consortium did not build all the stations through the city (for costs
and budgets that are limiting in developing countries ), which was done in the proposed model.
Recall indicates that 70% of stations were correctly identified. Specificity identifies how many blocks
the model did not define as suitable for a station and where there is no station built currently; the
model correctly predicted 80% of blocks that do not have a bike station. Finally, accuracy tells
us in total how many blocks were correctly classified, both those that do not contain stations and
those that do. The accuracy of the model was 81%. The F1 score indicates that the model has
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Table 4.18: Confusion matrix

n=165

Predicted NO

Predicted YES

Actual NO

TN: 120

FP: 25

145

Actual YES

FN: 6

TP: 14

20

Total

126

39

TN = True negatives

FP = False positives

FN = False negatives

TP = True positives

Total

165

low precision and high recall, which means that the chosen model detects the class well but also
misclassifies some blocks. Other methods can be used to evaluate machine learning models, but
these metrics give an idea of the performance of the proposed optimization model. Other metrics
could be considered in the future, depending on the type of results to be analyzed and the models
used.
Table 4.19: Validation metrics

4.7.3

Precision

=TP/(TP+FP)

0.3590

Recall

=TP/(TP+FN)

0.7000

Specificity

=TN/(TN+FP)

0.8276

Accuracy

=TP+TN/(TP+FP+FN+TN)

0.8121

F1 Score

=2 * (Recall * Precision) / (Recall + Precision)

0.4746

Model output validation

In previous works investigating bicycle station distribution, the results obtained are often not
validated, and, therefore, the effectiveness of the models used is not assured. Some previous works
have used synthetic data, but the validation of model effectiveness using case studies is not usually
undertaken, and neither have the results been evaluated with metrics such as recall and precision
[27, 28, 29, 68, 134, 135, 147].
On the other hand, the studies that have used real-world data or case studies have limited themselves
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to presenting their results without validating them in such a way that would allow the performance
of those models can be evaluated against the one proposed here [38, 82, 83, 92, 169, 187].
In related works such as the case of car-sharing, validations have been undertaken by comparing
existing car stations to the suitable locations determined by a model. Kumar and Bierlaire [124]
established stations in areas larger (i.e., ten blocks) than the unit of measurement used in our
research. However, these authors did not provide comparison measures such as precision and
recall used in machine learning models. These authors compared car stations’ performance (i.e.,
successful use of the stations) against what was predicted to be a good use. Out of a total of 13
stations, 8 had a good performance. Other authors focusing on car-sharing did not undertake model
validation [23, 33, 55, 246]. Compared to the model proposed by Kumar and Bierlaire, in terms of
accuracy, our model was superior, also considering that the area defined as the unit of analysis was
the city block versus the larger areas used by Kumar and Bierlaire’s car-sharing model.
One of the things that makes it possible to design better a data mining or data analysis project is
the understanding of the business [180]. Therefore, it is important to know the characteristics of
each city and which alternatives would be the most recommended. For this reason, although the
model can give the station locations based on data analysis, reasons such as knowledge of the city
allow choosing locations close to what the model predicts, and indeed that happened. For example,
a selected station adjoins the airport, but due to the traffic in the airport vicinity, a location was
established close to the airport and close to the bus stations, which produces an interconnection
between these means of transport in the city. The distance between the bicycle station and the
other means of transport is about 100 meters, and it is acceptable within a radius of 300 meters
according to the studies mentioned above [81].
Car sharing systems have the same type of problems due to the design and components. These
systems validate the location of the stations against the level of use of these [124]. Therefore, an
alternative to validate the station location distribution is the analysis of these in terms of their
use in origin-destination trips and station occupancy. For this, it is necessary to carry out the
study of the data regarding the use of bicycles by each of the stations. The study should reveal
the percentage of use of each station, allowing to measure the acceptance of the station at that
location.
A study on the use of the stations in Lyon, France, found that the spatial distribution of the stations
was successful in socioeconomically active locations connected with other modes of transport and
universities. This analysis was determined by historical data on the use of BSS. In the case of
City Bike in New York City, they used historical data from other systems to establish stations
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in places with high cultural, social, and economic activity that allow maximizing their use [186].
In the case of Bixi in Montreal, Canada, they used bicycle usage data with statistical modeling
techniques to validate the number of stations with their capacity based on user trips [67]. This
area of research has been increasing in data mining due to a large amount of historical BSS data
that allows obtaining usage patterns and user characteristics. This analysis makes it possible to
validate the distribution of a BSS and contribute significantly to the design and planning of the
BSS. In the case of study, the way of validating with the previous examples differs because the
mathematical model used is related to operations research. These models determine an area of
feasible solutions based on the constraints and the function to optimize. This area determines the
values of the variables that optimize the objective function. Therefore, the BSS of Lyon, Montreal,
and NYC; and the car-sharing systems differ from validating our case study since the solution must
comply with the restrictions and minimize costs. In the following section, we discuss de validation
techniques used to analyze the reason behind the disagreement with the experts.

Validation techniques
In operations research, validation concepts have been changed from their inception with the idea
of utility to representativeness. The values of the variables obtained and replaced in the problem’s constraints maintain the inequalities. The models are validated with the solution obtained
complying with the constraints.
Model validations in operations research can be defined in four interrelated phases: the problem,
the conceptual model, the formal model, and the solution [126]. The problem reflects some aspects
of the real world that need to be improved or addressed. The conceptual model is the mental image
of the problem and is formed by perceptions and value judgments, both one who constructs the
problem and the decision-makers. This conceptual model determines the objective, the elements,
and their relations regarding the perception of the problem. The formal model translates the
conceptual model into a mathematical model, a programming language, or both. The solution
is the model’s output obtained from the formal model, which constitutes the solution’s basis for
the problem posed. During this process, there are several validations to be performed that are
conceptual, logical, experimental, operational, and data validation [126]. These validations must
be carried out in conjunction with the decision-makers and those who build the model.
Table 4.20 presents some validation techniques used in operations research [126]. Of these options,
the ones that come closest to our problem are the expert validations that were made in our case
and the validation with historical data, which in the case of the study, we only have a single year of
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data. In the case of validations with experts, what should be clear is that the mathematical model
of the case study must comply with the restrictions formulated in this one. The model results are
the most economical option that complies with all restrictions. In this sense, the solution should be
validated to keep the restrictions at a minimum cost. In the case of experts, it must be validated if
their solution complies with the constraints given in the proposed mathematical model. The most
likely thing is that experts breach one or several restrictions because of mathematical functions
that optimize a result (in our case, minimal cost). This 30% difference would have to be validated
in the case of the experts to determine which restrictions they breached.
On the other hand, the validation of the models can be given by comparing the results in different
data sets (historical data). We only have one year of data collection (2018) in our case, which was
an arduous work of collecting and data cleaning. Therefore, it is recommended for future works to
collect more data from other years, such as 2019, 2020, and other available years. This data would
better validate the results obtained by our mathematical model. In the case of using historical
data, the model’s behavior will be the same since it will always seek to obtain the optimal variables
that minimize the cost of the distribution of the stations, complying with all the restrictions. The
variables obtained shall be those that optimally satisfy the model.
Table 4.20: Frequent techniques used for model validation in Operations Research [126]
Validation Technique
Face validation

Description
Gathering opinions about the reasonableness and accuracy of
the model from people knowledgeable of the system

Tracing

Following the behavior of specific entities through the model
calculation

Internal validation

Stochastic analysis to determine the variability of the model

Sensitivity analysis

Effects of changing input parameters on the model behavior
and its outputs. Comparisons to other models
in terms of structure and outputs

Historical validation

Using part of the historical data to determine if the model
behaves as the system did

Predictive validation

Determining if the system’s behavior and
the model predictions are the same

Convergent validation

Comparing the model’s predictions with those of the experts
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Figure 3.5 shows the different data groups that make up the model, which should be collected from
the years following the base year to validate the model better. As shown in Figure 3.5, there are
three important groups of data to be collected: data to determine the suitability of blocks, data
to obtain pollution penalties, and finally, data on the origins and destinations of the city. These
data should again enter the model to validate the results obtained in the mathematical model. It
is necessary to emphasize that the results may have minor variations due to changes in land-use
patterns and population density in certain parts of the city that grow over time and are populated
over the years. In addition, the pollution due to the increase of automobiles is the trend in the city,
accidents, and safety in the city are among the main aspects that may vary over time.
Furthermore, there are ways to validate results in machine learning depending on whether the
available data is enough or few. For example, different training and test set groups are generated.
It is important to consider that the data can be divided into groups since it is indifferent to the
model to train with one or the other data set in these cases. Our optimization model is different
because the data cannot be divided in the city (i.e., training and test) since it has different weights
depending on the characteristics of each block. The latter means that it is impossible to search for
the division of one year’s data in training and test set. Therefore, the way to validate following the
analogy of machine learning would be to look for more data from subsequent years and verify what
would be the result compared to the base year, that is, 2018. Nevertheless, as mentioned before,
the results should be similar with a tolerance of variation due to the dynamism of the city’s growth.

4.7.4

Benefits of the data-driven strategy

The data management strategy of the proposed method involves a systematic flow that is reliable,
effective, efficient, and replicable in similar small and medium-sized cities. Strategic planning for a
BSS generally requires extensive knowledge of where stations should be deployed. This study helps
cities harness the power of primary data that is already being collected or can be collected at a
relatively low cost to determine an effective distribution of stations through a step-by-step process
described in Figure 3.1. This method also included novel data sources that have not previously
been incorporated in the design of BSSs.
The proposed model used few resources and created an accessible, flexible, economical, and less
time-consuming solution to planning an alternative, eco-friendly mode of transportation. The case
study applying this method to the city of Cuenca shows that the model can determine the precise
locations of stations based on potential demand and the characteristics of the city. The step-bystep process outlined here reduces the need to hire and pay the high fees of contracted specialists
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to plan station distribution for a BSS and offers a method for developing countries to design an
environmentally friendly transportation system at a minimal cost.
In the case study, time-series or multi-year data was not possible to analyze because of the difficulty
of gathering the different data sources and data formats belonging to different years, especially in
developing countries where there are many restrictions. In these situations, the data is even harder
to get. Despite the analysis of one year for different data sets, the result was reasonable, but
data over many periods could give a better conclusion for our results. The specific purpose of
this research was resource constraints to design a methodology for developing countries with small
amounts of data over time with good results based on a data-driven strategy.

Chapter 5

Summary
5.1

Discussion

This study presents an approach to designing, improving, and/or restructuring the distribution
of stations in a bike sharing system (BSS) that is flexible, organized, parameterizable, replicable,
and based on accepted standards. More specifically, it offers a data-driven method to determine
optimal locations for stations, so as to offer an efficient transportation alternative for inhabitants
of urban areas facing heavy vehicular traffic in their city. Most previous studies have focused on
finding solutions to a specific problem (e.g., bike fleet size and minimizing distances to stations,
among others) using statistical models, with operations research examined to a lesser extent and
very little research conducted using machine learning techniques. Here, a strategic planning method
consisting of a step-by-step process to determine station distribution was outlined. The proposed
method begins with an analysis of the factors used in previous studies that have addressed BSS
analysis and design. From these studies and technical reports of successful implementations in
other cities, the factors with the most significant impact on BSS planning were determined. These
variables were standardized using a data management approach, unlike previous studies which were
based solely on data from particular case studies. After data handling (i.e., gathering and storage)
and processing, these data provide information on the suitability of areas, the monetary cost of
pollutants (i.e., noise and NO2 ) per city block, a distance matrix (e.g., based on distances between
candidate stations and bus stops), and a demand matrix (i.e., potential users per block). The
processed data is then used to build the model, the objective function of which is to minimize the
cost of stations in terms of their penalties (e.g., monetary cost of pollutants and unmet demand),
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subject to the constraints of available resources and while satisfying user demand. The final model
is achieved using econometric models (i.e., hedonic prices), optimization models (i.e., set covering
problem), data analytics, and unsupervised algorithms (i.e., clusters) that have been proposed for
data management.
In data-driven methods such as the one proposed here, dimensionality reduction may be necessary
because the sheer number of variables used means that these may overlap or be related, creating
a multicollinearity problem. Multiple dimensionality reduction methods can be evaluated, and
the method most appropriate to the data being used should be employed. The methods used to
conduct dimensionality reduction in linear problems are LDA, PCA, ICA, and factor analysis (FA).
However, due to the limitations discussed (e.g., labeled data, linearity relation, data type), only
PCA and FA are appropriate for the current data and were considered in the present research.
To calculate the suitability of each block for a BSS station, a mathematical model was applied
that assigns weights for each block. Weights indicate suitability according to specific demographic,
anthropic, and traffic data for each block, such that a block considered ideal for a bicycle station
has more weight than another where the demographics and traffic are not as conducive to bicycle
use.
The proposed model was applied in a case study of the city of Cuenca, Ecuador. Several data
sources were incorporated into the model built for this case study, and data on many different
demographic, traffic, and environmental variables were available for analysis. A bike-sharing system
was implemented in the city of Cuenca in 2019, and the existing bike stations were located according
to the experts’ decisions but were not underpinned by scientific data.
One of the novel contributions of this work is the incorporation of data on private vehicle use. Few
studies have addressed the use of private vehicles to define station locations; this was integrated
into the proposed method by collecting GPS data through an app, providing mobility patterns
for the city. In addition, noise and NO2 pollution emitted by vehicles were considered. These
factors were used to place penalties on areas with more significant environmental pollution, with
the model integrating this information to locate candidate stations in parts of the city that could
benefit most from this environmentally friendly means of transport. By applying hedonic pricing
models, we were able to find the impact of pollution on property values in the city of Cuenca, and
econometric models were then applied to define the cost of pollution. The impact of pollution on
property values was then used to improve the optimization model’s station distribution output.
Econometric models have not previously been used in conjunction with optimization models to
determine BSS design, and to the best of our knowledge, the cost of pollution in different areas of
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a city has not previously been incorporated into the design of a BSS.
Potential users of the system were identified using machine learning algorithms (i.e., unsupervised
learning). Through cluster analysis, two main groups of potential users were defined. The first
group was comprised of individuals between 20 and 55 years of age who are private employees or
have their own business. This group mainly needs transport for work purposes. In contrast, the
second group comprised individuals between the ages of 18 and 30 who use transport to go study
at academic institutions.
Given the linear relationships between these variables, principal component analysis (PCA) was determined to be the most appropriate method for dimensionality reduction in this case and enabled
a reduction of the data without losing relevant information. These techniques (i.e., cluster analysis
and PCA) eliminated redundant data and defined validation thresholds, such as the number of
clusters to be considered, the importance of the predictors, the quality of the clusters, and the
number of principal components. The data that were found to be relevant (e.g., mobility, demographic, anthropic data) to the case study city were analyzed in a granular way, at the level of the
city block.
When validated against the locations of existing BSS stations in Cuenca, the optimization model
had an accuracy of 70% (by city block) using all the method parameters (i.e., suitability areas,
pollutant, and demand penalty). The accuracy increased to 90% when it included adjoining blocks.
When the optimization model only used the parameter of suitable areas, it had an acceptable
precision of 65%. Therefore, this parameter could be used individually if other data is not available,
making our method flexible and amenable to use in low-resource settings.
This data-driven strategy offers an objective and systematic workflow that is relatively easy to apply
to similar situations. It implies a lower cost since it does not require expensive expert involvement,
and it is adaptive to new and changing data. This flexibility allows designers in other cities to
consider specific factors for their location according to the available data. The steps described (see
Figure 3.1) can thus be applied to other cities with different types of available data. Thus, this
case study did not consider some factors because they were determined to be low-impact, but these
could be relevant in other cities. For example, the climate was not evaluated here because this
factor does not influence station locations in Cuenca, as it is close to the equator, and weather
variability is minimal.
One of the problems that may be faced when applying this method in other cities is a lack of data
availability. Often the information is scattered, and despite working in the same city, different
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institutions may group or process data in different ways. Additionally, collecting new data, such
as on pollution levels and potential demand (using surveys and unsupervised learning techniques)
can be challenging. Nevertheless, the main backbone of this method can be used (i.e., steps 1, 2,
4, and 6 in Figure 3.1) in various settings to determine BSS station distribution in other small or
medium-sized cities.

5.2

Conclusions and future avenues for research

This study outlines a method to plan the station distribution of a BSS that integrates econometric
models, data analytics, machine learning (i.e., cluster analysis), and operations research. This
was achieved by developing a mathematical optimization model that integrates the existing public
transportation system (buses, trams) and private cars (last-mile points) into the BSS distribution
design. Thus, determining the locations of facilities for public bike systems is addressed through a
strategic planning approach. A computationally feasible method was developed to obtain solutions
in realistic situations. The sources of information used to develop the model were varied, including
gathering information through a survey, data from primary sources, and secondary information from
multiple institutions, thus demonstrating that this method can effectively incorporate various types
of data in several different formats and from multiple sources. Factors that reflect the relationships
between variables can be extracted from the data, avoiding duplication.
The model used to establish station locations considered a penalty for air and noise pollution, unmet
demand, and area suitability. The granularity level used (the city block) allowed for a more precise
analysis of station locations. Data on crime, pollution, and property values, among others, were
used to establish different types of penalties that allowed optimizing station locations. Although
one previous work has investigated variation in the supply and demand for a BSS according to
pollution levels, no previous studies have incorporated pollution data to determine BSS station
locations.
When compared to the stations of the existing BSS in Cuenca, Ecuador, the model obtained
significant results using the area suitability factor only, but when implemented jointly with pollution
data, the combination of these factors resulted in improved precision. The combination of three
factors (i.e., pollution, area suitability, and unmet demand) provided a similar result, but with the
difference that including the adjoining blocks resulted in even greater precision. On the other hand,
the results show that it is not a good strategy to consider only demand factors to establish station
locations, as this can lead to significant precision differences within the optimal stations.
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A reference budget was not considered here as it may not be feasible for this model. Lack of funding
imposes a restriction on the model that may not comply with other restrictions. For example, the
model revealed a need for several stations in a particular area, but if funds are lacking, not all of
these stations may be able to be built. This may particularly occur when budget constraints are
coupled with other restrictions such as the distance to bus stops, tram stops, and last-mile points.
These may conflict and make it difficult to find a feasible solution to the problem. Implementation
costs must be considered without the penalty (e.g., unmet demand, pollution) since the penalty is
used as a priority mechanism for certain parts of the city that would benefit more than others from a
BSS. Previous studies have detailed the costs involved in implementing a station, and policymakers
need to consider this and the city’s budget when defining the number of stations that will be built.
A BSS provides an environmentally friendly and low-cost alternative to private and public means of
transport; however, and the long-term benefits (in terms of improved health and lower healthcare
needs among the population, for example) must also be taken into consideration. If funding is a
concern, decision-makers can implement bike stations in phases, prioritizing the city’s central areas
and particular points of interest with greater mobility demands, such as universities.
Additionally, only two pollutants were used in this study, namely NO2 and noise. Other pollutants
such as fine particles (PM), sulfur dioxide (SO2 ), and carbon monoxide (CO), to name a few, could
be interesting to incorporate into the model. Furthermore, other features such as bike lanes design
and the size of the number of bikes at the start of the implementation could be considered to
improve the proposed optimization model.
Once station distribution is determined, the next step is to define the optimal number of bikes
needed at each station to satisfy demand and to design appropriate bike-lane networks. Furthermore, it is crucial to determine the optimal balance of inventory between stations for operational
planning. These elements could be solved using similar data-driven methods in future investigations. Furthermore, a sensitivity analysis of optimal station locations, adjusting different penalty
parameter values, and using other pollutants could also be examined in the next steps to identify
the effects of these types of changes on the model’s output. For example, different distances between stations affect the coverage radius and a station’s final cost. Additionally, changes in the
penalization cost for unsatisfied demand (i.e., cost per trip in different annual membership) and
contamination per block can be analyzed.
The application of other techniques that allow discriminating between variables that explain the
phenomenon or are irrelevant, such as sparsity methods (for example, fused LASSO), is another
aspect that can be considered for future work. In addition, comparisons could be made between
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techniques to identify which methods best fit a particular case study. On the other hand, for
non-linear relationships between variables, other methodologies could be applied for the reduction
objective, such as multidimensional scaling.
The main aim of this work was to offer a clear and effective data-driven method for determining
BSS station locations that can be adapted to many different contexts. Considering the health and
environmental benefits of cycling as a mode of transport, it is hoped that this method will make
the implementation of BSSs easier and cheaper, so that they can be widely applied across cities,
and particularly in low-resource settings where this mode of transportation can offer residents a
clean and low-cost way of getting around.
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[26] J Büttner, H Mlasowsky, and T Birkholz. Optimising Bike Sharing in European Cities.
page 90, 2011.
[27] Leonardo Caggiani, Rosalia Camporeale, Branka Dimitrijević, and Milorad Vidović. An
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Appendix A

Mobility Survey
Section 4.1.2 describes the mobility survey conducted in Cuenca, and details are provided here.
This appendix explains the survey design, its process, and its general descriptive results.

A.1

Survey design

A focus group designed the survey questionnaire, and it was subsequently validated with a pilot
test to prepare the questions. The focus group fostered open discussions and highlighted situations
that had not been taken into account.
The survey was designed to collect different types of information (see Figure A.1 and A.2). In
the first part, demographic information was collected (questions 1–5), then the frequency of trips,
transportation means used, time taken to reach the destination, and reasons for mobilization were
collected (questions 6–10). Information regarding the potential desire to use a BSS was also collected (questions 11–13 and 22–26). Finally, information on mobility patterns and bicycle use were
collected with questions 15 and 17–21.
Validation questions were used to corroborate the answers from other questions; that is, a crossreference of questions was undertaken to verify that the answer was consistent throughout the
survey. Thus, for example, the respondent’s means of mobilization was asked in question 7 and validated in question 14. Another example is questions 8 and 16, where the reason for the mobilization
was validated.
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Figure A.1: Mobility survey part 1
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Figure A.2: Mobility survey part 2
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A final goal of the survey design was to make the correlation between questions from different areas
mentioned above. Thus, for example, to understand the demographic characteristics of the people
who want to use a BSS, demographic questions 1–5 are correlated with the questions about the
desire to use a BSS (e.g., questions 11–13). In the same way, questions regarding the motivation
for mobilization and the use of the bicycle can be correlated
In summary, these questions made it possible to collect information to establish the distribution
of stations grouped by mobility patterns (questions 7–9, 11, 17, 20, 22, 23), such as the means of
transport used, reasons for taking transport, origins and destinations of potential users, estimated
travel times, and the desire to use a BSS, among others. On the other hand, we wanted to know
the demographic characteristics of the potential demand (questions 1–5), such as age, sex, level
of education, and type of activity. Once these data on mobility patterns and characteristics of
potential demand had been collected these were analyzed along with other factors in order to
determine the ideal city areas for the distribution of stations.

A.2

Survey process

The survey process is depicted in Figure A.3, where the work carried out to collect the information,
including supervision and quality control, are described. Finally, the data was entered and stored
in a database. The survey was carried out between January 15th and 19th, 2018. Data entry and
validation were completed on February 5th, 2018. In order to implement the survey, a team was
put together that included a coordinator, five people for quality control, seventy people for data
entry, and seventy surveyors.

A.3

General descriptive results for survey

In the first instance, the general descriptive results of the variables were presented in a graphic
summary of the 846 surveys carried out, providing an overview of the individuals about whom
inferences were to be made.
Overall, 54% of survey participants were women and 46% were men (see Figure A.4), with 46%
married and 40% single (see Figure A.5). The majority of respondents were between 24 and 40
years of age (see Figure A.6), owned with their own business, or were private employees or students
(see Figure A.7). Most had a high school education (see Figure A.8). Finally, 69% of individuals
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Figure A.3: Mobility survey process

Figure A.4: Descriptive data by gender
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Figure A.5: Descriptive data by marital status

Figure A.6: Descriptive data by age

Figure A.7: Descriptive data by occupation
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Figure A.8: Descriptive data by education

Figure A.9: Descriptive data by income in dollars
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had an income level lower than USD 700.00 dollars per month (see Figure A.9).

A.3.1

Existing conditions and mobility habits

Understanding the conditions and context in which the BSS program would be introduced is an
important component of evaluating the feasibility of a bike-sharing program. Within the analysis
that seeks to establish a BSS, a survey was carried out to understand the mobility habits of city
residents. These results can help in assessing the feasibility of the BSS:

Figure A.10: Descriptive data by transportation means
The most used means of transport was the bus (46.3%), reflecting that the most used mode of
transport in Cuenca is motorized and is the first option when a car is not available (see Figure A.10). In addition, it presents characteristics of comfort, time, and money-saving according to
the respondents.

Figure A.11: Descriptive data by willingness to use a BSS
The share of population that was willing to use the BSS was 58% (see Figure A.11). Those who
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responded positively to the potential implementation of this service mentioned that they would
use this for health, sport, reduction of traffic, and saving money and time, mostly for short trips.
Those who responded negatively were generally seniors, did not know how to ride a bicycle, were
insecure or often travelled considerable distances.

Figure A.12: Transportation means by age
Individuals between 18 and 23 years old reported mostly using buses, while those between 24 and
40 years old used both buses and other vehicles (see Figure A.12). Those in the age range of 24
to 40 years old were generally individuals that had an average income between USD 750 and 1000
per month (see Figure A.13). Therefore, it was shown that with increased income, more expensive
modes of transport were used.

Figure A.13: Household income by transportation used
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Figure A.14: Descriptive data by distance traveled

In intermediate cities, mobility occurs within an area that is generally accessible by walking. In
the case of the city of Cuenca, a BSS can be implemented considering the population’s lifestyle,
where 43.85% travel a distance of 2 to 5 kilometers on their first route, indicating greater viability,
i.e, it is a reasonable distance to cycle (see Figure A.14).

Figure A.15: Distance traveled by means of transport
It can be seen that over short distances from 0 to 2 km, people have a preference for travelling
by private vehicle (10.3%), followed by bus (9%), with 6.5% of individuals tending to walk (see
Figure A.15).
In general, it can be seen that all distances traveled, from the shortest to the longest, occur mainly
with individuals who are between 24 and 40 years old, followed by those individuals who are between
41 and 60 years old (see Figure A.16).
The distances traveled, including the shortest from 0 to 2 km to the longest over than 10 km,

APPENDIX A. MOBILITY SURVEY

Figure A.16: Distance traveled by age

Figure A.17: Distance traveled by reason for mobilization
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mainly occur due to work. However, at distances between 2 and 5 kilometers, it can also be seen
that another main reason for travel is to study (see Figure A.17).

Figure A.18: Willingness to use a BSS by means of transport
Of the total respondents, 57.4% (n=486) stated that if a bicycle system was implemented in the city,
they would be willing to use this service. In addition, within this group 27.46% report currently
using buses for transport, 16.9% use cars, 7.7% walk, and only 1.7% currently travel by bicycle.
This reflects the potential for the development of the project. On the other hand, 42.6% (n=360),
stated that they are not willing to use a BSS. This included people that traveled by bus (18.9%),
by car (17.17%), and by taxi (2.6%). They stated that these means of transport are adapted to
their needs, but this unwillingness to use bicycles may also indicate the comfort found in other
transportation means (see Figure A.18).

A.4

Conclusions

In conclusion, Cuenca’s mobility problem generated by vehicle density and traffic means transport
is perceived as chaotic and slow, and has environmental consequences. For this reason, the implementation of the BSS is considered a clean and efficient transportation alternative. Within this
study, it was possible to analyze how mobility in Cuenca is strongly motorized, depending mainly
on buses and cars, especially for students, people with their own businesses, and those who work
in the private sector.
The majority of Cuenca’s population uses public transportation as the primary means of transport
to reach places both near and far. There is a greater preference for use of private vehicles for those
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with an income level of less than USD 100.00 per month. In addition, there is general acceptance
of a BSS, especially by people that take transport for work in their own business or as private
employees, as well as by students. The main reasons people would use a BSS are reported as
health, economic savings, and avoiding traffic problems.
On the other hand, there is a generalized acceptance of vehicles and buses due the advantages of
speed and comfort; this may mean that individuals are unwilling to change to a BSS. In addition,
potential users stated that reasons to not use bicycles related strongly to the lack of respect of
drivers, the danger at intersections, perceived danger in neighborhoods, and to a lesser extent, the
lack of infrastructure. The BSS implementation should be handled considering that the use of the
bicycle is related to sport and pleasure and, to a lesser extent, transportation and time or economic
savings. Therefore, the approach should be to change cultural patterns.
It can be emphasized that Cuenca is a compact city; daily activities are conducted at reasonably
close distances to homes, facilitating the implementation of a BSS. According to responses of the
potential users of a Cuenca BSS, it can be concluded that the main means of transport likely to be
affected by a BSS are buses; this is because the bicycle is designed for routes shorter than 5 km.
Finally, it is essential to design strategies for current urban problems and use clean transport means,
such as the bicycle, to generate a sustainable mobility model in Cuenca.

Appendix B

Design of experiment
This appendix compares two methods used to cluster numerical and categorical data. An experiment was established with variables collected in a transport survey, and these results served to
define which method was used to establish the demand of potential users (see Section 3.3.4).

B.1

Data

Three variables were analyzed: Means of transportation used, main reason for taking transport,
and destination zones in the city. These variables are categorical, belonging to a survey with 846
rows of data (tuples).
Transportation Means: ‘1’: ‘walk’, ‘2’: ‘car’, ‘3’: ‘bus’, ‘4’: ‘taxi’, ‘5’: ‘motorcycle’, ‘6’: ‘bike’, ‘7’:
‘other’
Activity: ‘1’: ‘work’, ‘2’: ‘studies’, ‘3’: ‘shopping’, ‘4’: ‘leisure/fun’, ‘5’: ‘sports’, ‘6’: ’pickup up
the children’, ‘7’: ‘other’
Destination zone: Range 1-51 zones. The city of Cuenca was divided into 51 zones according to
the local government to obtain the number of trips.

189

APPENDIX B. DESIGN OF EXPERIMENT

B.2

190

Clusters algorithm

Two algorithms were tested: K-Modes and Two-Step algorithms (see Section 3.3.4 for details). KModes was implemented in Python and the Two-Step algorithm in SPSS. The number of clusters
was calculated automatically by the two-step algorithm and the same result was obtained using
the elbow method; the number of clusters was 4. The elbow method allows defining the number of
clusters in a data set.

B.3

Target

The target was to measure the algorithm’s consistency for clustering when the values of the variables
changed without changing the order of the data. This meant working with permutations of 7
possible means of transport and 7 possible activities, and it is seven factorial (7!). It represents the
number of different ways of ordering n different objects (elements without repetition). Therefore,
the number of possible cluster combinations was 5040.

B.4

Tests

Three types of tests were applied: 1) only applying permutations to means of transport, 2) only
applying permutations to the activity, and 3) applying permutations to both variables (means of
transport and activity) at the same time. We analyzed the centroids of the clusters to determine if
the data was grouped in the same cluster.

B.5

K-Modes

The execution time with these three variables on a desktop computer with an Intel Corei5 processor
with 8 MB of RAM was 34 minutes.
Clusters:
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7! Permutations applied to means of transport

When only considering the variable means of transport, we had three different results. The order
of the clusters was changing, the result is shown in the Table B.1.
Table B.1: Means of transport clusters
Cluster number

Centroids
1

Bus, bus, bus, car

2659

2

Car, car, bus, bus

1763

3

Walk, car, bus, bus

Total

B.5.2

Number

618
5040

7! Permutations applied to activity

The clusters obtained regarding the activity carried out by citizens when taking transport were
grouped in different ways. The results can be seen in the Table B.2.
Table B.2: Activity clusters
Cluster number

Centroids
1

Work, work, studies, work

494

2

Work, studies, work, studies

310

3

Studies, work, work, shopping

4178

4

work, shopping, other, studies

58

Total

B.5.3

Number

5040

7! Permutations applied to both variables (activity and means of transport) described individually

In this case, two variables were combined to see how the values were grouped. The result of
grouping these variables is shown in the Table B.3. The results show that the variables were
grouped in different ways and there were no single patterns of behavior.
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Table B.3: Activity and means of transport clusters
Means of transport

Number

Activity

Bus, bus, bus, bus

1

Bus, bus, bus, car
Car, car, bus, bus
Walk, car, bus, bus
Total

B.6

Number

Work, work, studies, work

490

2676

Work, studies, work, studies

280

1758

Studies, work, work, shopping

4216

605

work, shopping, other, studies

54

5040

Total

5040

Two-Step algorithm

The time of execution for the Two-Step algorithm was 1 hour and 30 minutes (average). The code
was slightly different (i.e., from native Python code) as it was created using Syntax (SPSS script
with Python).
The results of the clusters were always the same and were always in the same order. The clusters
are shown in the Table B.4.
Table B.4: Clusters with all variables
Variables

Cluster

Activity

Shopping, work, work, studies

Means of transport

Bus, car, bus, bus

Destination zone

2, 2, 2, 4

Total

Number

5040

These results were the same for the three different tests. This means that there was no effect
of applying permutations in the three different ways: 1) only applying permutations to means of
transport, 2) only applying permutations to the activity, and 3) applying permutations to both
variables (means of transport and activity) at the same time.
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Conclusions

The Two-Step algorithm was consistent in comparison with the K-modes algorithm. The Two-Step
algorithm always provided the same results, with the same cluster size and the same centroids. On
the other hand, K-Modes provided different clusters, but the clusters with the most recurrences
were equal to those of the Two-Step algorithm.

