A major assumption in data mining and machine learning is that the training set and test set come from the same domain. They share the same feature space and have the same distribution. However, in many real-world applications, the training set and test set usually come from different domains. Thus, there might be negative similarities between different domains so that the negative transfer problem caused by negative similarity may happen. In this paper, we propose a novel method named active transfer learning (ATL) to solve the above problem. Specifically, the orthogonal projection matrix and the weight coefficient vector are introduced to extend maximum mean discrepancy (MMD) so that it can minimize MMD and simultaneously eliminate the negative transfer. To find the informative and discriminative subsets from the source domain, we then propose an information diversity term by using the local geometric structure information of the source samples. Besides, by using the label information of source samples, our method can guarantee the selected subsets as discriminative as possible. Finally, to efficiently implement the proposed method, an alternating optimization approach, which is based on the alternating direction method of multipliers (ADMM), is designed to solve the optimization problem. To demonstrate the effectiveness of the proposed ATL model, experiments are conducted on five real-world data sets. The experimental results show the superiority of our method over the state-of-the-art methods.
I. INTRODUCTION
I N the fields of data mining and machine learning, it is very crucial to use the labeled data to obtain the informative subsets for handling the learning task [1] . However, in many real-world applications, it is expensive or impossible to obtain the labeled data because of the constraints of environment or equipment. A direct method to solve the problem is transfer learning [2] , which uses the informative subsets of existing data sets to learn the current task. Transfer learning is a hot research topic in machine learning fields, as it can deal with the new learning tasks. In recent years, transfer learning is applied widely in various applications, such as visual domain adaptation [3] , [4] , activity recognition [5] , [6] and reinforcement learning [7] - [9] . The fundamental challenge in transfer learning is how to effectively reduce the discrepancy of the source and target domains such that the labeled data of source domains are effectively used. To solve the above challenge, a variety of approaches, which can achieve good experimental results, are proposed [10] - [12] . Lots of efforts made by researchers can be divided into two categories. One of the categories is changing the representation of data during the process of transfer learning. The other category is to modify the classifier to transfer knowledge [2] , [13] . In this paper, we mainly focus on the former category.
To change the representation of data, quite a well way is to transfer the data of source and target domains into a common subspace and minimize the distribution difference between both domains. During this process, maximum mean discrepancy (MMD), the nonparametric divergence, is commonly used to measure the distribution difference between different domains [14] . For instance, by in conjunction with MMD test of statistics, Abbasnejad et al. [15] proposed a kernel learning algorithm to learn the kernel which uses transferred knowledge from unlabeled data. Similarly, Gong et al. [16] proposed the geodesic flow kernel (GFK) model which shifts domain by integrating an infinite number of subspaces. Besides, Si et al. [17] proposed the transfer subspace learning (TSL) method that uses a family of subspace learning algorithms to transfer the knowledge gained in training samples to testing samples. In general, promising experimental results have been achieved by these methods.
However, almost all the above methods do not consider the issue of negative transfer which is quite common in real applications [18] . According to Fig. 1(a) , the task performance of transfer learning would be worse when the samples of the source and target domains are dissimilar. Please note that the experimental result of Fig. 1(a) is quoted from [18] . For example, when we learn to ride a bicycle, it will be helpful for us to deal with road conditions on the road if we have mastered the skill of riding an electrombile. But it would be worse when we use the experience of piloting a plane in the sky (see in Fig. 1(b) ). In other words, the emergency measure for flying is not helpful for us to deal with the road condition when we are riding a bicycle (we can not raise the altitude to avoid the accident when we are riding a bicycle). Fig. 1 . In [18] , transfer learning has a clear advantage over the B-only approach when the A and B data sources are similar, but the effect is reversed when A and B are too dissimilar (see from Fig. 1(a) ). Fig. 1(b) is the example of negative transfer. Different color and shape mean different skills.
To weaken the influence of negative transfer, we need to select those samples which are relevant such that the selected samples are effective for the learning task. In other words, it is necessary to remove those samples which are far away from the source domain normal samples during knowledge transfer process. For convenience, we refer to these samples which make negative influence in transferring domain knowledge as negative samples.
In this paper, we propose a novel method called active transfer learning (ATL) to address the negative transfer problem caused by negative similarity. Inspired by active learning [19] , [20] , we focus on actively selecting appropriate samples from source domains that are class balanced and highly similar to the target domain, i.e., informative and discriminative samples. The first technical issue is how to minimize MMD and simultaneously select samples from source domains. And the second technique issue is how to design a flexible model that can guarantee the selected samples are class balanced and highly similar to the target domain. To solve the aforementioned technique issues, we give the solution as follows:
For the first technical issue, a good solution is to extend MMD so that it can minimize MMD and simultaneously select samples from source domains. To this end, we introduce the orthogonal projection matrix to implement MMD and use the weight coefficient vector to actively select samples from source domains. In this way, our model can select source samples and simultaneously minimize MMD. For the second technical issue, a good solution is to introduce an information diversity term by using local geometric structure information of source samples. Furthermore, to guarantee the selected subsets as discriminative as possible, the label diversity term is introduced by using the label information of source samples. Therefore, we can select informative and discriminative subsets and simultaneously minimize MMD, i.e., the selected subsets are class balanced and highly similar to the target data set.
In summary, the proposed ATL has the following main contributions.
• Conventional MMD ignores the issue of negative transfer, but ATL extends MMD by jointly using the orthogonal projection matrix and the weight coefficient vector. Therefore, ATL is a more general model which can minimize MMD and simultaneously eliminate the negative transfer. • By using the local geometric structure information and label information of source samples, ATL can guarantee the selected subsets to be informative and discriminative, i.e., the selected samples can well represent the whole data set. • An augmented Lagrange multiplier style optimization algorithm based on the alternating-direction methods of multipliers (ADMM) is proposed to solve the optimization problem. The theoretical and experimental analyses indicate that the designed optimization algorithm is effective and efficient. The rest of this paper is organized as follows. In Section II, we give the objective function of our method ATL. An effective algorithm is described in Section III to optimize the objective function, followed by detailed analysis of algorithm in Section IV. The extensive experiments are represented in Section V. Finally, we conclude this paper with future work in Section VI.
II. THE OBJECTIVE FUNCTION OF ATL
In this section, we first give the definition of transfer learning and the conventional model of MMD. Next, the objective function of ATL will be given.
For simplicity, we assume there is only one source domain, D S , and one target domain, D T . The source domain data and corresponding labels are denoted as X s = [x 1 , . . . , x s ] ∈ R d×s and X L s = [xl 1 , . . . , xl s ] T ∈ R s×1 respectively, where d and s represent the dimension and number of source samples. Similarly, we denote the target domain data as Y t = [y 1 , . . . , y t ] ∈ R d×t , where t is the number of the target samples.
A. The Definition of Transfer Learning
Definition 1 ((Transfer Learning) [2] ): Given two different domains and corresponding learning tasks, i.e., a source domain D S and learning task T S , a target domain D T and learning task T T , the purpose of transfer learning is to help improve the learning of the target task in D T by using the knowledge in D S and T S , where D S = D T or T S = T T .
Reducing the discrepancy of D S and D T is the fundamental challenge for transfer learning. Therefore, it is crucial to formalize the distribution difference between D S and D T and minimize it with an effective method. Most researchers have proposed to use MMD, which is a non-parametric measurement, to model the distribution difference between source and target domains.
B. The Model of MMD
The conventional MMD uses the sample means of two domains in a reproducing kernel hibert space (RKHS) H to measure the distance between different distributions
where φ : X → H is the feature mapping that maps the data from the original space X into H.
To make MMD a proper measurement related to the transfer learning, a projection matrix is adopted to align the source and target domain. Thus, the MMD model is as follows:
where P ∈ R d×r is the projection matrix which is used to project the data points of source and target domain into the common subspace. And r is the dimension of the common subspace. Besides, to avoid the trivial solution, the orthogonal constraint is imposed on projection matrix P and thus Eq. (2) becomes
Although an effective formulation is used to perform transfer learning, there still has an issue, i.e., whether all the data of source domain make a contribution to accomplishing the process of transfer learning.
Generally speaking, in real-world applications, some source samples may be very dissimilar to the samples in the target domain. In other words, some source samples may bring negative effects in reducing the probability distribution difference between the source and target domain. If we directly select all the data of the source domain, it may lead to the negative transfer problem. Therefore, we extend Eq. (3) so that it can minimize MMD and simultaneously select appropriate samples.
C. The Model of ATL
A major assumption in transfer learning is that different data points have different effects on experimental results. To select appropriate samples in D S , we denote α i as the weight coefficient of source domain data x i and a = [α 1 , α 2 , . . . , α s ] T ∈ R s×1 as the whole weight coefficient vector. a regulates the distributions of source domain data by weighting the source domain data. Our method assumes that the higher α i is, the greater probability of the corresponding data point x i will be selected. Thus, Eq. (3) can be reformulated as:
where . F is the Frobenius norm of a matrix. s i=1 α i = 1 and α i ≥ 0 are the constraints imposed to avoid the arbitrary scaling on α i . In Eq. (4), the core problem is how to select appropriate samples and simultaneously reduce the discrepancy of probability distribution between D S and D T .
However, there are two cases which lead very high classification error for the target domain generally. The first case is that the selected representatives do not contain all classes of the source domain, and the second case is that the selected data points are non-distance diversity, i.e., the selected representatives are too close.
To accurately classify the target domain, we should select informative and discriminative subsets that are class balanced to avoid these two cases. There are two main approaches to achieve it. Firstly, inspired by the idea of graph embedding [21] , [22] , we use a simple but effective way of computing matrix K ∈ R s×s which contains the class diversity of representatives. For example, each x i has its class xl i (i = 1, 2, . . . , s), and the (i, j ) th element of K can be computed as
the condition C is true and 0 otherwise [23] . For transfer learning, if x i and x j are from the source domain and share the same class label, the value of k i, j will be 1. In this case, these two data points should not be simultaneously selected as representatives, i.e., if x i is selected as the representative, x j should be removed. In this way, we can select informative and discriminative subsets that are class balanced.
We minimize the following function to maintain the above assumption which makes the selected data points as diverse as possible.
It is obvious that if k i, j is equal to 1, and at the same time, α i and α j are all large values, it will not meet the requirement of minimizing (5) . Minimizing (5) makes the selected data points different from each other, i.e., we can select class-balanced samples from source domain.
Secondly, we further propose a distance restriction matrix W ∈ R s×s to guarantee the diversity of selected representatives. Similar but different from K, the design of matrix W is inspired by the concept of clustering, which is known as a proverb -'Birds of a feather flock together'. Matrix W is obtained by the local distance relationship between the source domain data points x i and x j . As like K, the
But different from K, the function φ(i, j ) is about the local distance relationship of x i and x j . The value of each element in W is obtained by using the efficient method presented in [24] . The equation of obtaining w i, j is as follows:
means that x i is among the k nearest neighbors of x j . We set the parameter k as 5 to obtain W. For instance, if x i and x j are close enough, then w i, j is equal to 1. To guarantee the diversity of selected samples, x i and x j should not be selected simultaneously. Therefore, at least one of α i and α j should have a small value. We then propose to minimize the following function:
Minimizing (5) and (7) simultaneously, we can select informative and discriminative subsets which can accurately classify the target domain. Then, combining (4), (5) and (7), we have the following objective function of active transfer learning (ATL)
where λ 1 ≥ 0 and λ 2 ≥ 0 are the parameters that weight the importance of K and W respectively. We can see that α i weights the status of x i and decides whether x i can be selected as the representative. In other words, if the value of α i is large, the corresponding data point has great probability to be selected. Thus, we finally rank α i in descending order and select the data points whose α i have the big values. In this way, we can select informative and discriminative subsets that are class balanced and highly similar to the target domain.
III. EFFICIENT OPTIMIZATION
The optimization problem of Eq. (8) is difficult to solve because there are multiple constraints in the objective function. For the multiple constraints, ADMM is very efficient for solving problems with multiple constraints. Therefore, the ADMM method is used to solve the optimization problem of Eq. (8). The objective function (8) is rewritten as matrix form min P,a
where 1 t ∈ R t ×1 and 1 s ∈ R s×1 are the column vectors of all ones.
To solve this problem effectively, we use the ALM-style, which is based on the ADMM method, to optimize Eq. (9) [25] . First, an auxiliary vector v is introduced to convert Eq. (9) into the following optimization problem:
By introducing the Lagrange operator, the augmented Lagrangian function of Eq. (10) is rewritten as min P,a L (P, a, υ) 2 are the Lagrange multipliers and μ > 0 is a penalty parameter. The main steps of solving Eq. (11) are as follows.
Step 1. Update a: a can be updated by solving the following problem:
a can be calculated by setting (∂L/∂a) = 0, the solution of Eq. (12) is given as
Step 2. Update P : P can be updated by solving the following problem:
Then, Eq. (14) can be converted to the following equivalent trace minimization problem arg min
We can obtain the optimal solution of Eq. (15) from solving the generalized eigenvalue problem: (16) where is the eigenvalue and p is the corresponding eigenvectors of the r smallest eigenvalues.
Step 3. Update v: v can be updated by solving the following problem:
With the constraint v ≥ 0, we have:
Step 4. Update y 1 , y 2 , μ: Lagrangian multipliers y 1 , y 2 and penalty parameter μ are updated by using the following formulas:
where ρ and μmax are the parameters of updating μ. In summary, the procedure of optimization process is listed in Algorithm1. 
Algorithm 1 ATL Algorithm

IV. ANALYSIS OF ALGORITHM
A. Computational Complexity Analysis
In this section, we analyze the computational complexity for the Algorithm 1.
The major computational burden of our algorithm lies in Steps 1 and 2 presented in Algorithm 1, because they contain the inverse operation and the eigenvalue decomposition (EVD) operation. First, the complexity of computing a in Step 1 is O s 3 . Besides, the major time-consuming component in Step 2 is EVD operation. For an n × n matrix, the computational complexity of the EVD operation is O n 3 , i.e., the computational complexity of Step 2 is O d 3 . Thus, the total computational complexity of Algorithm 1 in one iteration is about O s 3 + d 3 .
B. Convergence Analysis
In this section, we show the convergence analysis of the Algorithm 1. The convergence curves are shown in Fig. 2 . Specifically, in Fig. 2 (a) , (b) and (d), the objective values increase in the first several iterations. This phenomenon can be explained as the consequences of the initialization for different variables. However, the objective values gradually decrease when the iteration number increases. Besides, in Fig. 2 (b) and (d) , we can see that both curves have smooth change before the objective value starts to increase. This is possible because the non-convex characteristic of ATL and the initialization for different variables. Finally the objective values become stable after 100 iterations. The results in Fig. 2 demonstrate that the proposed optimization algorithm is effective and it converges quickly within 100 iterations.
C. Classification
We obtain the weight coefficient vector a and projection matrix P by ATL. Then, P is used to obtain the transformation results of the training and test sets respectively. Furthermore, we directly use a to select the samples from the transformed training set, and the selected samples are used to improve the classification of the transformed test set. Finally, the nearest neighbor (NN) classifier or support vector machine (SVM) is chosen to obtain the classification accuracy. In KNN [26] , the output is a class membership. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors (N N : k = 1). In SVM [27] , it can efficiently perform a non-linear classification using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.
V. EXPERIMENTS
In this section, we evaluate the performance of ATL on the classification task. The process of classification is using T S (model training on source samples) to help improve T T (classification of unlabeled target samples). To demonstrate the effectiveness of the proposed ATL, we compare ATL with the following related state-of-the-art methods including geodesic flow kernel (GFK) [16] , transfer subspace learning (TSL) [17] , robust representation and structured sparsity (RRSS) [28] and the random sampling (RANDOM), which randomly selects data from the source domain as the training data set. Besides, we compare ATL with the combined method RRSS+GFK, which uses the RRSS to actively select training samples and uses GFK to conduct domain adaptation tasks. Similarly, we combine our method ATL with GFK as ATL+GFK to compare with the combined method RRSS+GFK. We conduct experiments on the data sets of COIL20 [29] , MSRC [30] , VOC2007 [30] , CMU PIE [31] , USPS [32] , MNIST [32] , Kodak [33] and YouTube [34] (refer to Table I ). During the experiments, NN and SVM classifiers are chosen to obtain the classification accuracies (the parameters of SVM classifier are selected by gird-search strategy). In the classification tasks, the labeled training data of source domain is used for classifying the unlabeled target data by NN or SVM. Please note that we do not compare ATL with GFK by the SVM classifier since the NN classifier is used by default in the GFK.
Specifically, to evaluate the performance of ATL and the aforementioned methods, we randomly select 20% samples from the source domain to construct the training set and use all samples of the target domain to construct the test set (In RRSS and ATL, we actively select 20% samples as the training set). For example, the MSRC data set is used as source domain and VOC data set is used as target domain. Then we randomly select 20% samples from MSRC to construct the training set and use all samples from VOC to construct the test set, such that the classification accuracies can be obtained by the NN or SVM classifier. Similarly, we select the 40%, 60% and 80% samples as training sets respectively. The experiments are repeated 20 times and the mean and standard deviation results for all methods are recorded. The brief of these benchmark data sets are summarized in Table I . The code of ATL can be downloaded from http://www.scholat.com/fangxz.
A. Parameter Setting
In the experiments of ATL, there are three parameters which are needed to be set during the experiment process. The first parameter is r which is the dimension of subspace. The parameters λ 1 and λ 2 in Eq. (8) are the second and third parameter respectively.
First, we analyses the setting of r . During the experiment process on COIL20 data set whose dimension d is 1024, the classification accuracies tend to be optimal when the value of r is in the range of [750, 790]. Therefore, we set r as rounding down of 0.75d on all data sets. Besides, due to the uncertainty about λ 1 and λ 2 , we search the optimal values of λ 1 and λ 2 in the range of {10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 } by fixing other parameters. In addition, ρ is set to 1.01, the regularization parameter μ is set to 0.1 and μmax, the max value of μ, is set to 10 5 .
Moreover, for the parameter settings of the compared methods, we follow the same parameter setting in [29] for COIL20 [29] , MSRC [30] , VOC2007 [30] , CMU PIE [31] , MNIST [32] and USPS [32] . For the train/test splitting settings, we will introduce them in the following subsections.
B. The Experiments on the COIL20 Data Set
COIL20 Data Set: COIL20 [29] contains various views of 20 objects with 1440 images which are sampled from different angles, and the images are resized to 32×32. Some images are shown in Fig. 3 . In our experiment, COIL20 is divided into two subsets called COIL_1 and COIL_2. And the number of respectively. In this way, we construct two subsets which have the relatively different distributions. The data sets are constructed as: COIL_1 src vs COIL_1 tar (C1s vs C1t) and COIL_2 src vs COIL_2 tar (C2s vs C2t). We test the feasibility of our approaches on the COIL20 data set and the experimental results are shown in Table II. From the Table II and Fig. 4 , we can see that ATL and its combined method ATL+GFK obtain good experimental results on the COIL20 data set, and their average classification accuracies are significantly higher than that of other methods. Particularly, from the Fig. 4 (a) , we can see that our ATL and ATL+GFK perform better than other methods and obtain the best classification accuracy on the COIL_1 subset. However, from the Fig. 4(b) , the experimental result with NN classifier is inferior to the result of RRSS when the percentage of training samples in the C2s vs C2t is 40%. This is possible because when the percentage reaches about 40%, RRSS plays its advantage and gets its optimal solution. But when the percentage of training samples is 60% or 80%, RRSS does not get significantly higher classification accuracy than ATL.
C. The Experiments on the MSRC and VOC2007 Data Sets
MSRC and VOC2007 Data Sets: From the MSRC and VOC2007 data sets [30] , we can find that the two data sets share 6 semantic classes: airplane, bicycle, cow, sheep, car and bird (see from Fig. 5 ). Based on [30] , we construct data set named MSRC vs VOC by selecting all 1269 images in MSRC to build the source domain, and all 1530 images in VOC2007 to get the target domain. In a similar way, we also construct the data set named VOC vs MSRC. According to [30] , all images are rescaled to 256 pixels in length uniformly. Then the 128-dimensional dense SIFT features are extracted and a 240-dimensional codebook is obtained by using K-means clustering. All of the training and test data share 240-dimensional codebook. In other words, all of the images in the MSRC vs VOC and VOC vs MSRC share the same label set and feature space. In this way, we conduct our experiments on the MSRC and VOC2007 data sets, and Table III shows the experimental results. During the experiments with NN classifier, we can see from the Table III and Fig. 6(a) that ATL and its combined method ATL+GFK achieve the highest classification accuracy on the MSRC vs VOC, and all the classification accuracies are significantly higher than others. However, from Fig. 6(b) , the classification accuracies of 20%, 40% and 80% training set in the VOC vs MSRC data set are lower than the TSL method. The reason may be that the training data set and test data set already share the same label set and feature space, so that the dimension of subspace is crucial to the experimental result. While in ATL, the selecting of parameter r , which is set as the rounding down of 0.75d, is not flexible enough. Besides, during the experiments with SVM classifier, the classification accuracies with 20% training set on MSRC vs VOC is lower than the RRSS method. The experimental results with the SVM classifier indicate that the advantage of ATL is more obvious on MSRC vs VOC when training samples reach a certain size. Generally, ATL obtains the best average classification accuracy on the MSRC and VOC2007 data sets, especially when we use the SVM classifier to perform classification. In addition, comparing Fig. 6 (a) and 6(b), we can see the performance gap between MSRC vs VOC and VOC vs MSRC. This is possible because the MSRC and VOC2007 data sets follow extremely different distributions, i.e., MSRC is from standard images for evaluations, while the VOC2007 is from digital photos in Flickr. As a result, when MSRC or VOC is used as the source domain and the other as the target domain, the performance gap will happen.
D. The Experiments on the CMU PIE Data Set
CMU PIE Data Set: The CMU PIE data set contains 41368 images of size 32 × 32 which are captured from 13 different poses, 43 different illuminations and four different facial expressions. It has an obvious manifold structure with local Euclidean space. According to [31] , in our experiments, the CMU PIE data set is divided into five subsets, i.e., PIE05, PIE07, PIE09, PIE27 and PIE29, which have 1024 dimensional images and their corresponding labels respectively. Fig. 7 shows some images of subsets PIE05 and PIE27. We construct the data set named PIE09 vs PIE05 by selecting the images in PIE09 as source domain, and using the images in PIE05 as target domain. In a similar way, we construct four data sets, i.e., PIE09 vs PIE05, PIE07 vs PIE27, PIE05 vs PIE27 and PIE07 vs PIE29. In this way, we conduct our experiments on the four data sets and the experimental results are shown in Table IV. From Table IV and Fig. 8 , we can see that ATL obtains the best classification accuracy. It indicates that ATL has good applicability on the face image data set. However, during the experiments with SVM classifier, the classification accuracies of 40% training set in the PIE07 vs PIE29 data set is lower than the TSL method. The reason may be that the selecting of parameter r , which is set as the rounding down of 0.75d, is not flexible enough. In addition, the experimental results with NN classifier of combined method ATL+GFK are inferior to the results of single method ATL. This is possible because ATL focuses on selecting subsets with great differences, i.e., the informative and representative subsets, from the source domain. These subsets selected by ATL may not well fit with the GFK method, which requires suitable subsets to learn an optimal subspace and compute the geodesic flow kernel. Thus, the GFK method is unable to work well and then the combined method ATL+GFK is inferior to the single method ATL. Additionally, there is a potential disadvantage that the experimental variance of the combined method is too large especially on PIE07 vs PIE27 data set. The analysis of this result is as follows. Experimentally, the reason is that one of the experimental subsets has abnormal result. For example, in PIE07 vs PIE27, the experimental results of 20% training set are {25.02, 35.69, 38.75, 41.96, 43.17, 44.76, 45.48, 45 .87, 45.81}. Obviously, the first result {25.02} is too small such that the variance of ATL+GFK is too large. Besides, theoretically, the reason may be that the two preselected domains for GFK method are both not geometrically well-aligned (large principal angles) and not similarly distributed (large KL divergences) when the training and test sets are small. Thus, the problem is a topic still awaiting further investigations and we will attempt to solve it in the future.
E. The Experiments on the USPS and MNIST Data Sets
USPS and MNIST Data Sets: USPS and MNIST data sets are the benchmark data sets about handwritten digital library [32] . USPS data set has training images of 7291 examples and test images of 2007 examples of the size of 16 × 16. MNIST data set is consisted of 60000 training images and 10000 test images of 28 × 28 size. From the USPS and MNIST data sets, we can find that the two data sets share 10 semantic classes, each class corresponding to one digit (see from Fig. 9 ). Therefore, we construct the USPS vs MNIST data set by randomly selecting 1800 images in USPS to form the source domain, and 2000 images in MNIST to form the target domain. In a similar way, we also construct the data set named MNIST vs USPS. In these two data sets, all images are rescaled to size 16 × 16 and all the training and test images share a 256-dimensional codebook encoding the gray-scale values of all pixels. We conduct our experiments on the USPS Fig. 9 . Some images from the USPS and MNIST data sets. vs MNIST and MNIST vs USPS. Table V shows the results of experiment. From the Table V and Fig. 10 , we can see that ATL and its combined method still obtain good experimental results on the USPS and MNIST data sets, and their average classification accuracies are significantly higher than other methods. From Fig. 10(a) , we can see that the combined method ATL+GFK performs better than others and obtains the best classification accuracy on USPS vs MNIST. However, from Fig. 10(b) , ATL and ATL+GFK are inferior to RRSS and RRSS+GFK when the percentage of training set is about 20% and 40%. The experimental results indicate that the advantage of ATL are more obvious when training samples reach the certain size.
F. The Experiments on the Kodak and YouTube Data Sets
Kodak and YouTube Data Sets: Kodak [33] is the video benchmark data set which is collected by Kodak from about 100 real users over the period of one year. YouTube [34] is a combined set of YouTube videos collected by the students of Nanyang Technological University. There are 195 consumer video clips in the Kodak data set and 906 YouTube video clips in the YouTube data set. The students of Columbia University defined an ontology of 25 semantic concepts and performed the keyframe-based annotation to assign binary labels (presence or absence) for each visual concept for both videos sets (refer to [34] for more details). In Kodak and YouTube data sets, the image frames are extracted from each video clip by sampling each video clip at a rate of 2 frames per second. For each frame, 128-dimensional SIFT features are extracted from salient regions, which are detected by Difference-of-Gaussian (DoG) interest point detector [35] . From the Kodak and YouTube data sets, we can see that both data sets have six events "wedding", "birthday", "picnic", "parade", "show", and "sports" for experiments. According to [34] , in the Kodak data set, we randomly select three consumer videos from each event as the labeled training videos, and the rest consumer videos are treated as the test videos. In YouTube videos, all 906 loosely labeled YouTube videos are treated as the training videos. Therefore, we construct the data set named KODAK and Y, which use parts of the Kodak data as the target domain and combine the rest Kodak data, and YouTube data as source domain. We test the feasibility of ATL on the video data sets, and the experimental result is shown in Table VI . From the Table VI and Fig. 11 , we can see that ATL and ATL+GFK perform better than other methods and obtain the best classification accuracy on the KODAK and Y data set. However, the experimental results of ATL+GFK with NN classifier are inferior to the results of single method ATL when the percentage of training set is about 80%. This is possible because ATL focuses on selecting subsets with great differences, i.e., the informative and representative subsets, from the source domain. These subsets selected by ATL may not well fit with GFK, which requires suitable subsets to learn an optimal subspace and compute the geodesic flow kernel. Thus, GFK is unable to work well, and the combined method ATL+GFK is inferior to the single method ATL. Fig. 12 shows the mean classification accuracy of different methods on five real-world data sets with the NN classifier (The discussions of the experimental results with the NN and SVM classifiers are similar. For simplicity, we only discuss the experimental results with the NN classifier.). From Fig. 12 , we can see that ATL and ATL+GFK perform better than others in terms of mean classification accuracy. This indicates that orthogonal projection and active sampling can boost the classification accuracy. Besides, the use of information diversity can also improve the classification accuracy. Generally, ATL is more general than others especially in dealing with the negative transfer problem caused by negative similarity.
G. The Analysis of the ATL Parameters
There are two parameters λ 1 , λ 2 in Eq. (8) that weight the importance of matrix K and matrix W respectively. Both of them regulate the performance of our objective function. In order to evaluate the influence of λ 1 and λ 2 , we show the classification performance of our method when the λ 1 , λ 2 parameters are within a feasible range. To demonstrate the effect of these parameters, λ 1 and λ 2 are selected from the set R1 = {10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 } and R2 = {10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 , 10 4 } respectively. The correlation of classification accuracy and the corresponding parameters are shown in Fig. 13. From Fig. 13 , we can see that the λ 1 and λ 2 perform great uncertainty for the classification accuracy so that both parameters can not be fixed as constants in the experiments.
To accurately obtain the best experimental result, λ 1 and λ 2 are selected from the set of R1 and R2 respectively. Furthermore, to demonstrate the effectiveness of the parameter a, we conduct experiment on the USPS vs MNIST data set, and show the histogram of a in Fig. 14 as well as some values of a in Table VII . The five maximum and five minimum values in a are represented as Top-5 and End-5, respectively. From Table VII , we can see that the weighting parameter a satisfies the constraints in Eq. (8), i.e., the value of a is in the range of 0 to 1, and the sum is close to 1.
H. The Visualization
To visualize the performance that the ATL method can eliminate the negative transfer problem and effectively transfer both the source and target domain data to a common domain, we test the ATL algorithm on USPS vs MNIST. The USPS vs MNIST data set contains 39 samples from each class (digits from '0' to '9'). We visualize the sample selection on the subset of USPS vs MNIST (samples labeled '0') for simplicity. Specifically, after obtaining the weight coefficient vector a by ATL, we visualize the selected source samples that correspond to the top 20% values in a as shown in Fig. 15 . It is worth noting that Fig. 15 is the 2D projection of data points by applying the technique of t-SNE [36] . In Fig. 15 , the red hollow circle '•' denotes source samples, the green hollow circle '•' denotes target samples, and the red solid circle '•' denotes the selected samples corresponding to the top 20% values in a. We can see that the selected source samples are uniformly distributed and close to the target samples. This is because ATL selects the informative and discriminative samples that are highly similar to the target domain. Therefore, the mechanism of ATL is effective.
We also visualize the elimination of negative transfer on the subsets of USPS vs MNIST (samples labeled '0' and '1') for simplicity. To test the performance of ATL against other methods (for example, TSL), we conduct the experiment by adding irreverent (w.r.t the target domain) samples to the source domain. Specifically, in the source domain, we change the label of 10 samples from '1' to '0' as the negative samples, and test the method ATL against TSL as shown in Fig. 16 . In this experiment, we denote samples from source domain as '+', and target domain as ' ', where the green one denotes class '1', and the red one denotes class '0'. From Fig. 16(b) , we can see that the classification performance of transfer learning with TSL is worse because of the negative samples in the source domain. On the contrary, ATL can reject the negative samples hence preventing the negative transformation (see in Fig. 16(c) ). Thus, the ATL method can eliminate the negative transfer problem during the process of transfer learning and accurately classify the target data.
VI. CONCLUSION
In this paper, we propose a novel method named active transfer learning (ATL) to solve the negative transfer problem caused by negative similarity. To eliminate the negative transfer, we propose orthogonal projection matrix and weight coefficient vector to regulate the sampling of source domains and align the source and target domains. In this way, the data of different domains can be well compared. Besides, to make the elements of selected subsets as diverse as possible, we propose an information diversity term to improve the information diversity of samples. Furthermore, we use the label information of source samples to guarantee the selected subsets as discriminative as possible. Hence, the ATL method has superior performance of dealing with negative transfer problem. The experimental results on different data sets support that our method performs better than some state-ofthe-art methods in most cases. We have analyzed the computational complexity and convergence carefully. However, our method is inferior to some methods when the percentage of training set is small, and the selecting of parameter r is not flexible enough in some subsets. In the future, we will attempt to optimize the selection of parameter r and extend our method to solve the transfer problem on small data set. 
