For a compact metric space X , consider a linear subspace A of C{X) containing the constant functions. One version of the Stone-Weierstrass Theorem states that, if A separates points, then the closure of A under both minima and maxima is dense in C{X). By the Hahn-Banach Theorem, if A separates probability measures, A is dense in C{X). It is shown that if A separates points from probability measures, then the closure of A under minima is dense in C{X). This theorem has applications in economic theory.
The classical Stone-Weierstrass Theorem states that, if a linear space A of real valued functions defined on a compact metric space X contains the constant functions, is closed under minima and maxima, and separates points, then A is dense in C(X). The purpose of this paper is to provide an alternative structure for sets closed under minima alone, which generates the same result.
The theorem fits between-the Stone-Weierstrass Theorem and a corollary to the Hahn-Banach Theorem. Let X be a compact metric space, with metric p, and A the set of probability measures (regular unitary measures) on X. Let 6X represent the point mass measures: x{ ' I 0, ifx^F.
For A ç C(X), define the closure under minima and maxima: Am = \f: f(x) = min f(x), f£A, n £ N i , 1 l<><n ) ¿m= If: f(x) = max f(x), f■ £ A, n £ N I.
As usual, 1 denotes the constant function one, and A the closure of A in supnorm.
Definition 1. A linear subspace of C(X) containing 1 is said to separate points if, for x and y in X,
(1) / fdôx -/ f day for all f in A implies x = y, and to separate probability measures if, for p , u £ A, / f dp = / fdv for all f in A implies p = v , and to separate points from probability measures if, for p in A, x G X, (2) jfdp = jfdöx for an /in A implies " = *,.
One statement of the Stone-Weierstrass Theorem is Theorem 2 (Stone-Weierstrass). If A is a linear subspace of C(X), 1 £ A, then A separates points if and only if (Am)M -C(X).
Condition (1) is equivalent to the more standard definition of separating points, namely that f(x) = f(y) for all / £ A implies x = y , and is stated in the somewhat cumbersome manner above for comparability to two subsequent results. Note that (Am)M is a linear space closed under maxima and minima.
A well-known corollary1 to the Hahn-Banach Theorem and Riesz Representation Theorem has a similar flavor to Theorem 2. Thus, one consolidated view of these results is that we are given A ç C(X), with I £ A, then A is dense if it separates probability measures from probability measures, or if it is closed under minima and maxima and separates points. In the next section, we prove the following intermediate result. This demonstrates that separating points from probability measures substitutes for the ability to take maxima in the Stone-Weierstrass Theorem.
Consider for example, the set of quadratics on [0, 1 ] :
Clearly A -A / C[0, 1 ]. However, A separates points from probability measures. Thai is if p £ A, p ^ ôy , then (x -y)2 dôy(x) = 0 < I (x-y)2 dp(x).
I(x -y)2 dôy(x) = 0 < ( Problems for which only minima or maxima, but not both, may be taken arise in a natural way in economic theory. Suppose the value v of an object for sale (e.g., an oil lease) is correlated to an observable 5 (for example, the results of a sample drilling). Let f(s/v) be the density of s, given v . Suppose the potential buyer, but not the seller, knows v. Can the seller on average charge the potential buyer his value v ? This reduces to solving the equation
where z(s) is the price charged when the outcome s arises. Assume s is a draw from a compact metric space S. If the seller offers the buyer a set {zx, ... , z"} of price functions, and lets the buyer choose the one he likes best (i.e., which minimizes the expected price) the seller will learn, on average,
This requires that p(v) be no greater than the buyer's value, v, so that the buyer is willing to participate in this scheme. Let U(y, e, ô) denote the set of nearly »-shaped functions at y of order (e, S). We shall make use of three obvious properties of the sets U(y, e, a).
(3) 0 < e < e0, 0 < S < ôo => U(y, e, ô) ç U(y, e0, So), (4) each U(y, e, ô) is convex, (5) each U(y, e, ô) has nonempty interior.
The last fact follows from the observation that the e/4 ball around e/2 + p(., y)/ô is contained in U(y, e, ô). The following lemma shows that Am = C(X) if and only if A contains nearly »-shaped functions at every x £ X of all orders (e, S). This lemma is critical to the proof of the theorem. Remark. The nearly »-shaped functions permit approximation from above, in the sense that the lower envelope, produced by minima, approximates any function. This occurs because nearly »-shaped functions take minima near a chosen point y , and then rise sufficiently rapidly away from y. 1 -/ dp > e > f(y), Ay) and so / e A and / separates ay from p, as desired.
(<=) Suppose, by way of contradiction, that Am / C(X). By Lemma 6, there exists y , eo > 0, and ¿5o > 0 so that U(y, eo, ôo)n A -0 . Since A is linear, and hence convex, and U(y, eo, So) is convex, with nonempty interior, there is a separating functional2 Thus, there is a nonzero signed measure p, and a constant c satisfying (6) for all g £ A and all / £ U(y, e0, ô0), we have g dp <c < / f dp.
Since A is a linear space, / g dp -0 for all g in A. Therefore, c > 0. Let p = p+ -p~ be the Jordan Decomposition of p (see [6, pp. 235-236]), with associated sets S+ and S~ , which partition X, satisfying
S+nS~=0
and p+(S~) = p~(S+) = 0.
Since 1 £ A , J dp+ = J dp~ .
Thus both p+ and p~ are finite, and we may then take p+ , p~~ £ A without loss of generality, by rescaling. Neither p+ nor p~ can be 8y , for if either is equal to 6y, (2) and p ^ 0 contradicts (6). Since p~ is regular (see [ 
J fdp = J fdp+-j fdp-<l-K J dp-<0. 
