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We derive criteria for assessing the recurrence and positive-recurrence of Markov branching processes 
with immigration. Although our method is designed to tackle the instantaneous immigration case 
investigated in Chen and Renshaw (1990), this new approach can also be applied to the stable immigration 
case previously considered by Yamazato (1975) and others. 
Markov branching process * instantaneous immigration * stable immigration * recurrence * positive- 
recurrence 
1. Introduction 
Let Q = ( qii; i, j Z= 0) be the infinitesimal generator of a Markov branching process 
in which immigration only occurs in state zero. Then Q has the form 
a/ if i=O andjz0, 
4tj = ib,-,+l if ial andjai-1, (1.1) 
0 otherwise, 
where 
-co<b,<O, b,>O (j#l) and g bj=O, (1.2) 
,=” 
_ oOS(Y,GO, a,20 (j#O) and ; aj=-ck!g. (1.3) 
,=I 
For Markov branching processes two kinds of immigration may occur in state 
zero: one was investigated by Yamazato (1975), whilst the other was recently 
considered by Chen and Renshaw (1990). The basic difference between them is that 
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the sum of the immigration rates C LY, is finite and infinite, respectively. If the former, 
i.e. if C ‘Y~ = -a0 < +a, then we call the process a Markov Branching Process with 
Stable Immigration. If the latter, i.e. if C ‘Y~ = -CQ = +CO, then it will be called a 
Markov Branching Process with Instantaneous Immigration. 
We shall use the following abbreviations throughout this paper. 
BPII: Markov Branching Process with Instantaneous Immigration, i.e. 
i cr, = -a() = +co, hence a,+0 (jsl). 
,=I 
BPSI: Markov Branching Process with Stable Immigration, i.e. 
4 
O< 1 a,=-a,,<+~), hence cu,tO (jzl). 
j=1 
BPI: Either BP11 or BPSI, hence (Y, + 0 (j 2 1). 
BPN: Markov Branching Process without Immigration, i.e. N/ =O (VjsO). 
BP: Either BP1 or BPN, i.e. Markov Branching Process with or without 
immigration. 
The first problem to examine when studying BP is to investigate existence and 
uniqueness. For BPS1 and BPN we have: 
Theorem 1.1. Suppose Q = {q,,} is given by (l.l)-(1.3) and satisjes 
X 
c (Y,<+co. 
,=I 
(1.4) 
Then there exists a unique BPSI (or BPN) which is the Feller minimal process. 0 
Note that condition (1.4) means that the branching process possesses either no 
immigration (BPN) or stable immigration (BPSI). In the former case the proof 
(using generating functions) can be found in Harris (1963, p. 119-120); the proof 
of the latter case proceeds similarly. The uniqueness assertion (both for BPN and 
BPSI) is also a direct consequence of Theorem 6.10 of Reuter (1957). 
For the BP11 case the problem of existence and uniqueness is much more difficult 
and subtle. 
Theorem 1.2. Suppose Q = (qlj) is given by (l.l)-(1.3) and satisfies 
: a, = +oo. 
,=I 
Then there exists a BP11 ifs 
(1.5) 
% ; a,C$Z(A)<+ccj (h>O), (1.6) 
k=O j-l 
where 4*(h) =(4:(h); i, j>O} is the resolvent, i.e. the Laplace transform of the 
transition function, of the corresponding BPN. Furthermore, if (1.6) holds then there 
exists a unique honest BPIZ. 0 
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We can derive from Theorem 1.2 the following important corollary. 
Corollary 1.3. If there exists a BPII, i.e. if (1.6) holds, then the corresponding BPN 
must be dishonest, viz. 
T p:(t)<1 (ial, t>O), 
j=O 
(1.7) 
where P*(t) = {pT,( t); i, j> 0} denotes the Feller minimal transition function of the 
corresponding BPN. Moreover, the immigration generating function h(s) is convergent 
for all IsI < 1, i.e. 
h(s)= 2 a,si<+a? (/sl<l). q 
,=I 
(1.8) 
The proof of Theorem 1.2 and Corollary 1.3, together with some other results 
and remarks, can be seen in Chen and Renshaw (1990). 
Note that throughout this paper we shall discuss the BP11 purely in terms of the 
above honest unique process guaranteed by Theorem 1.2. 
Let us now consider the open problems of recurrence and positive-recurrence 
which are particularly interesting for BPII. In the BPSI case they have been solved 
by Yamazato (1975) under the further assumption that 
f’(l)<+9 (1.9) 
where f(s) denotes the infinitesimal generating function 
f(s) =.,?_ b;s’ (@ 1). (1.10) 
However, Yamazato’s method cannot be applied to BP11 since his approach, which 
involves the crucial step of introducing the probability measure H(t) = 
Pr{ T, < t ) Z(0) = 0) and then proving that 
H(f)= 
I’ 
[g(p&(t-u))-cw,,]exp(a,u)du, where g(s)= f a,~‘, 
0 ;=o 
strongly depends upon the finiteness of CQ, i.e. 1 ‘Y~ = --a,< +CO. 
Now for the case of BP11 we have to face the fact that 1 LY, = -(Y() = +a. We are 
therefore forced to adopt a new approach which, interestingly, can be applied to 
both BP11 and BPSI. Yamazato’s theorems will then become natural corollaries of 
our results. 
When he analysed the recurrence of the BPS1 model, Yamazato made the further 
assumption (1.9) as a sufficient (and convenient) condition for honesty. However, 
since we know that the ‘if and only if’ condition for honesty is the Harris condition, 
i.e. the integral 
I 
1 
[f(s)-s]-‘ds (1.11) 
1-p 
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diverges for small E > 0, it is sensible to consider the following four cases when 
discussing the recurrence of BPI. 
(a) BPII, i.e. Cr”;, cxj = +a; 
(b) BPSI-(i), i.e. C,“_, a, < +~r, and f’( 1) < +a; 
(c) BPSI-(ii), i.e. CT=, ai < +a, f’(l) = +a and the integral (1.11) diverges for 
small E > 0; and 
(d) BPSI-(iii), i.e. I:=, (Y, < +CO and the integral (1.11) converges for small E > 0 
(and hence must have f’( 1) = +co). 
Since case (d) is trivial when discussing recurrence, as the related process is 
dishonest and hence cannot be recurrent, we need only consider cases (a), (b) and 
(c). However, we shall present the results for all four cases for the sake of com- 
pleteness. 
2. Preliminary results 
We shall first provide some preliminary results which will be useful in the discussion 
of the recurrence of BPI. 
Lemma 2.1. Let f(s) = I;“=, b,s’ Z 0 (Is/ C 1) be the infinitesimal generating function 
of a BPN. Then 
(i) iff’(l)sO thenf(s)>O Vs~[0, l), andf(l)=O; 
(ii) if 0 <f’(l) s +OO then f(s) = 0 has a unique roof in [0, 1). 
Furthermore, if q denotes the extinction probability of the process, then q is the least 
root off(s) = 0 in [0, l] and so 
(iii) iff’( 1) G 0 then q = 1; 
(iv) ifO<f’(l)s+~~ then Osq<l. Cl 
This lemma is too well-known to necessitate giving a proof here; we state it to 
emphasize that it is true for f’( 1) = +a, a key point in our future analysis. 
Lemma 2.2. Let P*(t) = {pc( f); i, j SO} be fhe transition function of a BPN with 
infinitesimal generating function f(s) = I:=,, b;s’, and let 
a(t)= f pT,(t) 
,=o 
and 
s(t) = pTo(t). 
Then as t-+c~ we have q(t)Tq and a(t)J, and so 
lim a(t) = (T exists. 
I-X 
(2.1) 
(2.2) 
(2.3) 
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Furthermore we have: 
(i) C,z=, pzj(t)Ja” (VkZO, t++a); 
(ii) 0s q s (T s 1, with (T < 1 ifl the process is dishonest (i.e. explosive); 
(iii) if (T < 1 then CT = q; 
(iv) if the process is honest then u(t) = CT = 1 (Vt 2 0); 
(v) if the process is dishonest then a(t) < 1 (Vf > 0) and a(t) && u < 1 as t + 03. 
Remark. Note that P*(t) in Lemma 2.2 refers to the Feller minimal transition 
function (according to Theorem l.l), and that (1.11) has not been assumed here. 
It follows from this lemma that there are only two alternatives for U: if the process 
is dishonest then (T = q; if not then u = 1. 
Proof of Lemma 2.2. The increasing property of q(t) and the decreasing property 
of q(f) are well-known, whence (2.3) follows directly. 
Result (i) follows from (2.3) and the branching property 
(2.4) 
whilst (ii) and (iv) are obvious. 
To prove (iii) we note that the backward equations and the branching property 
(2.4) yield 
du( t)/dt = ; bk[c( t)]’ =f(a( t)). 
h =O 
(2.5) 
As t + 03 in (2.5) the derivative converges and so its limit must be zero. Hence 
f(a)=O. (2.6) 
Now given the assumption that u < 1, we know that u is a root off(s) = 0 in [0, 1). 
As f(s) has only one root q in [0, l), it therefore follows that u = q. 
To prove the strictly decreasing property (v) we simply note that it follows from 
(2.5) that 
du(f))dd<O (Vt>O). q (2.7) 
Now suppose that P(t) and R(h) are the transition function and resolvent, 
respectively, of a BPI. Let Q = {q,j; i,j SO)} be its infinitesimal generator. Then Q 
has the form (l.l)-(1.3). For each BP1 the associated infinitesimal immigration 
generating function h(s) and the infinitesimal branching generating function f(s), 
are given by (1.8) and (l.lO), respectively. Note that h(s) is well-defined on IsI < 1 
and h(l) =-too for BP11 by Corollary 1.3. For the BPS1 case, h(s) is defined on 
1~1~1 and h(l)=CTL, a,=--(Y(,<+M. 
For each BP1 there exists uniquely a corresponding BPN. Let P*(t), @*(A) and 
Q* be the transition function, resolvent and infinitesimal generator, respectively, of 
236 
the corresponding 
relationship: 
9: = 
i 
0 
%r 
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BPN. Then Q={q;,} and Q*={q:} have the following 
if i = 0, 
if ia 1. 
(2.8) 
Thus the infinitesimal generating function of this corresponding BPN is the same 
as the infinitesimal branching generating function f(s) of the original BPI. The 
above Lemmas 2.1 and 2.2 can be applied to this corresponding BPN; in particular, 
we may derive (T and q. 
Moreover, there is a close link between R(h) and @*(A) (or P(t) and P*(t)), as 
the following lemma reveals. 
Lemma 2.3. Suppose R(A)={I-,~(A); i, jsO} and @*(A)={4z(A); i, jzO} denote 
the resolvents of an honest BPZ with a given in$nitesima/ Q ((l.l)-(1.3)) and its 
corresponding BPN, respectively. Then 
ro,(A) = r&A)y,(A), where q,(A) = F LY&~~(A) (Vja l), 
h=I 
r,,(A)=rdA)S,(A), wherel,(A)=l-A f (b;(A) Wjsl), 
k=l 
ri,(A)=~~(A)+5,(h)r,,,,(h)9,(A) (vi,jzl), 
r,“(A) =[A +A C v,(A)lp’, 
lim An,(A) = (Y, (j s l), 
h -ra- 
and 
lim At,(A) = ,“o ‘j=” 
h+x ifj32. 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
Proof. See Chen and Renshaw (1990). Although that paper proves only the case 
of BPII, it is easy to show that the result still holds true for BPSI. q 
We are now in a position to state a key result for the recurrence of BPI. Note 
first that we may assume that the honest BP1 is irreducible (see note at end of this 
Section). Thus the honest BP1 is recurrent (positive-recurrent) iff the state zero is. 
This leads to: 
Theorem 2.4. Suppose R(A) is the resolvent of an honest BPI. Then the process is 
recurrent iff 
lim An(A)1 = 0, (2.15) 
h-0+ 
and it is positive-recurrent iff 
lim n(A)1 < +a~; 
h-O+ 
(2.16) 
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here v(A) ={vj(A); ja 1) is given by (2.9), whilst @*(h)={@;(A)} is the resolvent 
of the corresponding BPN. 
Remark. Note that the limits of (2.15) and (2.16) exist since both 7(A)l and An(A)1 
are monotone functions of A > 0 (see Chen and Renshaw, 1990). 
Proof of Theorem 2.4. Since the honest BP1 is recurrent (positive-recurrent) iff state 
zero is, the BP1 is therefore recurrent iff 
s 
X 
P&t) dr = +a, (2.17) 
0 
and is positive-recurrent iff 
lim poO( t) > 0. (2.18) 
I-)X 
By using Tauberian theorems (see Widder, 1946) it is easy to see that (2.17) is 
true iff lim h_O r,,,,(A) = +CO, and that (2.18) is true iff lim,,, Ar,,,,(A) > 0. Applying 
(2.12) of Lemma 2.3 then shows that these are equivalent to (2.15) and (2.16), 
respectively. 0 
Note. Without loss of generality we may assume that the honest BP1 is irreducible. 
We may presume that b,,> 0 is necessary for state 0 to be accessible. Given this 
assumption, when started in a positive state the honest BP1 has positive probability 
of falling to any smaller state by a sequence of finite jumps, in particular to state 
zero. Immigration lifts the process back to a positive state. In the instantaneous 
case this can be arbitrarily high, so the honest BP11 is irreducible. In the stable case 
it is possible that only finitely many LY, are positive. But if b, > 0 for some j > 1 then 
birth events can lift the process higher from which position it can fall to any lower 
state. If b, = 0 for j > 1 then the non-negative integers are not an irreducible set, but 
the essential state space is, and it includes state 0. 
We shall now use these results to present specific criteria for the recurrence and 
positive-recurrence of BPI. 
3. Recurrence 
Theorem 3.1. An honest BPZ is recurrent if 
CT = 4, (3.1) 
where u and q are the values of Lemma 2.2 that relate to the corresponding BPN. 
Proof. By Theorem 2.4 the process is recurrent iff lim h_O+ Hal = 0. Now according 
to Lemma 2.3 we have 
Aq(h)l =A ; r];(A)=A 5 2 ak&(A)= ; (3.2) 
;=, 1’1 h=I k=, 
ak(j,A@!Zj(A)). 
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But {d:,(A); k,jsl}, being the restriction of {dfj(A); k,jaO} on kal and jzl, 
is itself a resolvent (see (3.14) of Chen and Renshaw, 1990). Thus Vk2 1, 
CT=, ALE, are monotone non-negative summable functions of A > 0 (see Lemmas 
7.3 and 7.5 of Chen and Renshaw, 1990). We may therefore use the Monotone 
Convergence Theorem in (3.2) when letting A + O+. This yields 
Iim Av(h)l= f 
A +o+ h-1 1 
] 
= k!i, ~k[ i\% (dt)Jk -Cm (s(f))” 
I-+X 1 
= hg, q[uk - qh]. 
Let A = {a,; k 2 1). Since A 2 0 and AZ0 (otherwise there would be no immigration!) 
and ~~q,itisclearthatC~~,a,[a’-qk]=Oiff a=q. 0 
As a direct consequence of this result we can obtain the recurrence criterion of 
BPS1 for all possible cases, i.e. BPSI-(i), (ii), (iii) (see Introduction), though case 
BPSI-(iii) is trivial. 
Corollary 3.2. 7%e BPSZ is recurrent ifsq = 1, or ifs 
“f’(1)c0, (3.3) 
where f(s) is the injinitesimal branching generating function of BPSI. In particular: 
(i) iff’(l)c +CO then if is recurrent ifsq= 1, or, ifSf’(l)sO (BPSZ-(i) case); 
(ii) if f ‘( 1) = +OO then it is non-recurrent (BPSZ-(ii), (iii) cases). 
Proof. It is easy to show that the BPS1 is honest iff its corresponding BPN is. We 
therefore know that for an honest BPS1 the corresponding BPN is honest and hence, 
by Lemma 2.2, u = 1. Thus according to Theorem 3.1, it is recurrent iff q = 1. 
Moreover, by Lemma 2.1, q = 1 iff f ‘( 1) s 0 where f (s) is the infinitesimal generating 
function of this corresponding BPN. But this f(s) is the same as the infinitesimal 
branching generating function of the original BPSI. 
If the BPS1 is non-honest then it is, of course, non-recurrent, and in this case the 
corresponding BPN is also non-honest whence f ‘(1) = +oo and q < 1. Thus the 
conclusion is still true. 0 
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Note that (i) in Corollary 3.2 is just the result of Yamazato (1975). 
For BPII, the case we are most interested in, we have: 
Corollary 3.3. The BPII is always recurrent. 
Proof. For BP11 we know by Corollary 1.3 that the corresponding BPN must be 
dishonest, and hence by Lemma 2.2 that u < 1. Moreover, by the same lemma we 
know that if V< 1 then (T = 9. The result then follows from Theorem 3.1. 0 
Note. As mentioned before, BP11 always denotes the unique honest process and so 
Theorem 3.1 can be applied. 
It is interesting to compare the two Corollaries 3.2 and 3.3. From Corollary 3.2 
we know that the BPS1 is recurrent iff f’( 1) G 0. In particular, if f’( 1) = +CO then it 
is non-recurrent. Since in the BP11 case we must have f’( 1) = +a, it might appear 
that the process should also be non-recurrent. However, Theorem 3.1 reveals that 
the converse is in fact true. 
Another interesting feature which Corollaries 3.2 and 3.3 reveal is that the 
recurrence of BP1 is independent of immigration. Indeed, the recurrence criterion 
depends only on the infinitesimal branching generating function f( s); it is not related 
at all to the infinitesimal immigration generating function h(s). 
The sketches in Figure 1 not only provide a pictorial representation of the results 
of this section, but they will also be useful in the following section. 
a=1 
q<1 
Q t)=l=cr (a) 
__ .__......................__.___ E q(t) 0 t 
u=q=l 
7‘ Cc) 
1 
a(t) 
o=q .._._. 
:_ 
~ 
J-T---+ 
BPS1 : non-recurrent BPS1 : recurrent BP11 : recurrent 
Fig. 1. Sketch of q(t) and v(t) for three specific cases. 
4. Positive-recurrence 
In contrast to recurrence, the positive-recurrence criterion depends upon both the 
infinitesimal branching and immigration generating functions, f(s) and h(s), as the 
following result reveals. When discussing positive-recurrence we shall, of course, 
assume that the process is recurrent, i.e. that 
ff = q. (4.1) 
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Theorem 4.1. 7’he BP1 is positive-recurrent iff the following integral converges 
I 
1 
[(h(q) - h(s))lf(s)l d.y < +m, (4.2) 
0 
where q is the smallest root off(s) = 0 in [0, l] 
Proof. We know by Theorem 2.4 that the BP1 is positive-recurrent iff 
lim n(A)1 < +c0. 
h-O+ 
By the same theorem we also have 
(4.3) 
r](h)1 = i : &:,(A)= : CYYI, t 4$(A). (4.4) 
j=l h=l h-l i-1 
Since each +$(A) (k,j~ l), and hence c,“_, 4$(A) (kz l), are non-negative 
monotone functions of A > 0, on letting A + Ot in (4.4) and using the Monotone 
Convergence Theorem we obtain 
lim n(A)l= f h-O4 lim+ ; #J:,(A) . k=l h-0 .,=, 1 
Denote lim,,,+ [c’z, +$(A)] by ck. Then we see that the BP1 is positive-recurrent iff 
t (Yhc,, < +a. (4.5) 
k=l 
Now by Monotone Convergence we know that 
MfNk -MO”1 df. 
So as LY~ and ck, together with the integrand of ch, are all non-negative it follows 
that (4.5) is true iff 
Moreover for BPII, 0~ q(t) s a(t) < 1 (Vt > 0), and IF=, (YES’ < +a (t/Is/ < 1). 
Whilst for BPS1 CT=‘=, aI, < +CO, so we conclude that (4.5) is true iff 
,i, ah(dt))” -hE, ak(q([))h dt<+m. I 
Note that condition (4.6) becomes I <cc where 
I= K 
I 
[h(a(t)) - h(q(j))l df 
0 
= 
I 
x 
[h(dt)) - h(a)1 df+ 
I 
‘x [h(q)-h(q(t))]dt (since u=q) 
0 0 
= I, + I, (say). 
(4.6) 
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The second equality above is true since a( 1) is a decreasing function and q( 1) is 
an increasing function; so as h( . ) is also an increasing function 
h(a(t))~h(a)=h(q)~h(q(l)) (Vt>O). 
Forthe BP11 case, let s = p(t) in I,. Then the backward equation gives ds =f(s) dt; 
note that f(s)<0 in (q, 1). Since a(O)= 1 and (T(W)= IJ= q. the transformation 
s = a(t) yields 
1, = 
I 
’ [(h(q) - Ws))lf(s)l ds. (4.7) 
Y 
Similarly, letting s = q(t) in I2 yields 
12 = J ’ [(h(q) - h(s))lf(s)l ds. 0 (4.8) 
Thus condition (4.6) becomes (4.2), as required. 
For the BPS1 case, U(I) = (T and hence I, = 0; whilst 
I* = J 
Y [(h(q) - ~(~) /f(s)l ds < 00 
0 
is just (4.2) since q = (T = 1. 0 
Remark 1. For the BPS1 case h(q) = h(1) =C,“_, (Y, = --a,<+~. So if we let g(y) = 
C,“_,, a,~’ (IsI G 1), then g(y) = a(,+h(y)=h(y)-h(q) and so 
J ’ [(h(q) - h(y))lf(y)l dy = - ’ My)lf(y)l dy. 0 J 0 
Thus by Theorem 4.1 the BPSI is positive-recurrent iff 
J 
I 
My)/f(~)l dy> -co, 
0 
which is precisely the result of Yamazato (1975). 
(4.9) 
Remark 2. Note that the integrand in (4.6) is 
J 
rr(t) h(df))- h(q(t)) = h’(s) ds, 
q(l) 
since h’(s) exists continuously and is non-negative on (0, l), being the derivative 
of a non-negative power series. Thus condition (4.6) is just 
JJ h’(s) ds dt < foe, (4.10) I> 
where 0 denotes the corresponding area in Figure l(b), (c). The result that the BP1 
is positive recurrent iff (4.10) is true therefore has a clear geometrical interpretation. 
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