It has been more than a decade since the first intelligent scheduling system ISIS was reported. Numerous intelligent scheduling systems have been developed since then, in the USA and in Europe, new search techniques have been invented, new theoretical results are emerging, and scheduling applications have been developed from general-purpose toolkits. This paper summarises achievements in intelligent scheduling over the decade and takes a brief look forward.
Introduction
It has been more than ten years since Fox and the Carnegie Group first reported the intelligent scheduling system ISIS [l] . Since then, there have been a number of systems developed using different architectures, different search techniques and different underlying approaches. Scheduling applications have been developed from general-purpose toolkits, mostly in Europe, and further developments are now emerging from this source. Most recently, there has been a research initiative into studying problems rather than techniques, to gain a better insight into the difficulties of particular problems and the most suitable techniques to apply.
Until recently, scheduling has been dominated by operational research (OR). It is only with the advent of ISIS that a new technology, artificial intelligence, has appeared to be relevant. This area of research, which we call intelligent scheduling others might call it knowledgebased scheduling [2] ), has grown rapidly [2-61. Part of the reason for this rapid growth is the recognised hitations of OR, and the maturation of AI [3, 5, 71 . In particular, Fox [3] states that 'One of the limitations of OR is its expressive power. OR is limited in its ability to capture domain knowledge and exploit that knowledge. AI gives us a rich set of tools for representing domain knowledge, and novel techniques for exploiting that knowledge'.
In this paper we review what are believed to be the most significant intelligent scheduling systems reported in the literature over the last decade, from ISIS to ESCALAS. The look-ahead techniques developed within MicroBoss and PCP are examined and positioned with respect to work in another related discipline (constraint satisfaction). The novel search techniques, simulated annealing, genetic algorithms, tabu search, are described, along with the repair heuristic that evolved from a study of neural networks applied to a scheduling problem. The more speculative ongoing research is described, including the empirical study of problems, and the potential for combinatorial implosion brought about by co-operative search. Remarks are offered on possible future work and its impact on applications.
Intelligent scheduling systems
In this Section, we describe the most significant intelligent scheduling systems reported in the literature over the past decade. These systems include ISIS, OPIS, SONIA, YAMS, FlyPast, S2, DAS, REDS2 and ESCALAS (the work of Sadeh on MicroBoss is covered in Section 3, along with the work of Berry).
ISIS
ISIS [l] , developed by Fox at Carnegie Mellon University, is arguably the first intelligent scheduling system. ISIS represents the job shop scheduling problem using frames (also known as units) and takes a constraintbased approach to problem-solving. The objects in the job shop, and the constraints acting on and between those objects, are represented as units. Each constraint is represented as a unit and has an associated utility, where the utility is taken as a measure of how much the satisfaction of that constraint contributes to the worth of the final schedule. ISIS decomposes the scheduling task over a four-tier hierarchy. The first level, Lot Selection, selects an orderllot for release onto the shop-floor. The second level, Capacity Analysis, determines the earliest and latest start times for each operation within the selected lot. In level three, Resource Analysis, a detailed scheduling is performed of all resources needed to execute the operations within the lot. Finally, Reservation Selection makes resource reservations such that work in progress levels are minimised.
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Therefore, ISIS takes an order-based perspective of the scheduling task. This tends to result in schedules with acceptable levels of job tardiness but poor resource utilisation. Furthermore, within a selected orderllot the operations are scheduled in process plan order. With respect to search efficiency, this might not be the best possible ordering (as has been shown by Haralick and Elliott [8] ).
OPIS
OPIS [9, 101 is a continuation of the ISIS initiative. OPIS (OPportunistic Intelligent Scheduler) is implemented as a blackboard architecture [ll- 131 and uses multiple perspectives, both order-based and resourcebased. The work to be scheduled, and the state of the shop-floor, are analysed to detect areas of high resource contention (bottle-necks). Bottle-necks are then scheduled from a resource-based perspective, anchoring the search space on these bottle-necks. Thereafter, scheduling takes place from an order-based perspective around the anchored points.
OPIS employs an incremental and opportunistic strategy for solving the scheduling problem, the very nature of the blackbopard architecture. The knowledge to be applied to the scheduling task is distributed across the independent knowledge sources (KSs), and the application of that knowledge is determined dynamically and opportunistically as problem-solving evolves. The decomposition of knowledge into independent modules (KSs) within the blackboard architecture allows the system to be extended as new knowledge becomes available, that new knowledge being added to the system in the form of KSs.
SONIA
SONIA [ 141 is a continuation of the work by Le Pape and Sauve on SOJA [15] . SONIA integrates predictive and reactive scheduling components in a blackboard architecture. The predictive component of SONIA results from Le Pape's experience with SOJA, and comprises a selection component and an ordering component. The selection component selects operations to be scheduled and binds these operations to resources. The ordering component consists of an iterative constraint satisfaction process for the temporal constraints of selected operations consists of an iterative constraint satisfaction process for the temporal constraints of selected operations. Heuristic rules are used to make ordering decisions, which are then propagated through the schedule management system. If the ordering component encounters a failure, it enters a reactive process, and this is where SONIA differs from OPIS. SONIA exploits the reactive component during schedule creation. A scheduling decision is made with the predictive component, and backtracking takes place via the reactive component. Therefore, prediction and reaction are viewed as being the same problem.
YAMS
YAMS (Yet Another Manufacturing System) [16, 171 is probably the first intelligent scheduling system to exploit distributed artificial intelligence. YAM'S architecture is the Contract Net [18] (C-net).* The C-net models the transfer of control in a distributed system using the metaphor of negotiation among agents. The agents within the C-net are categorised as managers, bidders or cmtlacrols. A manager identifies work to be done and delegates that work to agents via the process of negotiation. A bidder is an agent that offers to perform a task, and a contractor is a successful bidder. Agents communicate by message passing. When a task is to be performed, a manager agent makes a task announcement, broadcast to all agents in the network. Agents that can perform the task respond with bid messages, and the highest bidder is awarded the contract and becomes a contractor. The contractor agent might then decompose the task further, making its own task announcement. Consequently, an agent can be simultaneously a contractor and a manager. This has been referred to as a fractal style of problemsolving [17] .
YAMS models the factory as a hierarchy of workcells, where each workcell in the hierarchy is considered as an agent within a contract net. Each node in this hierarchy corresponds to a different level of granularity in the production process, where the leaf agents correspond to discrete resources. Each node contains a description of its capabilities, represented in a declarative style. A global schedule is produced by some external system, and this schedule is then distributed across the net. Owing to world dynamics, the global schedule will quickly become out of date. In this context, agents are allowed to perform a degree of local scheduling. A turnpike scheduling strategy [19] is adopted, i.e. local perturbations to the schedule are allowed, but the goal is always to return to the original global schedule where possible.
It is worth noting that within the contract net there is only superior-to-subordinate communication, and there is no peer-to-peer communication. Peer-to-peer communication would be required to allow the propagation of constraints between agents. Owing to the tightly coupled nature of the scheduling problem [20] , when a local schedulng decision is made, it may have global consequences, and if the effects of those local decisions are not propagated throughout the global schedule, that schedule quickly becomes unrealistic. In its pure form, the contract net can only be considered as being applicable to problems that are readily decomposable into independent sub-tasks (this has been referred to as completely accurate, nearly autonomous CAlNA by Lesser and Corkill [21] ). Clearly, the scheduling problem does not fit this description.
FbPast
FlyPast [22] generates naval flying programmes for a task force, i.e. air cover for a fleet of warships. A flying programme involves the allocation of air-crew and aircraft to fights within a dynamic enviroment. The approach taken is one that is entirely reactive, using constraint-based reasoning and the assumption-based truth maintenance system (ATMS) of de Kleer [23] . The problem of generating a flying programme is simplified such that the system allocates resources to flights after the user has specified the timing of flights. Temporal constraints are removed from the problem, and the remaining decisions are to allocate resources (aircraft and crews) to activities (flights) such that constraints are satisfied. Typically, there are constraints on the number of flights that can take off or land within a given interval of time, constraints on the flying hours between maintenance operations, and constraints on the number of flying hours between maintenance operations, and constraints on the number of flying hours a crew member is allowed to perform within a given interval of time.
The problem is viewed as one of constraint satisfaction and is represented as a constraint graph, where the nodes are flights, the domain of a niode is the possible resources that can be assigned to the node, and the arcs are the constraints acting between nodes. Search is performed via foward-checking [8] . As forward-checking is applied, ATMS nodes are created for any domain reductions that take place, where the datun of an ATMS node is the domain reduction resulting from forwardchecking, and the justification of that ATMS node is the assignment that caused this reduction. If forwardchecking results in domain annihilation of a node, then a 'no good' can be derived and dependency-directed backtracking takes place. If no satisfactory allocations can be found, the 'no goods' database is analysed to deliver an explanation to the user. The system is genuinely reactive, using one mechanism for predictive and reactive allocation. The user is allowed to interact with the system, adding and retracting constraints, and forcing allocations on the system.
S2

[24], a scheduling system for VLSI wafer fabrication, is similar to FlyPast. The problem domain is considered as being similar to the job shop scheduling problem. S2 recognises that the problem domain is highly dynamic and uncertain, and that the scheduling system must address the domain directly. Furthermore, the assumption is made that there is no single measure of performances that adequately characterises a schedule, especially so when that schedule must exist within an uncertain domain. Therefore, S2 views the scheudlig problem as being one of satisfaction within an open world. Consequently, S2 is reactive and the schedules delivered are satisfactory.
S2 is composed of three modules, a constraint maintenance system, a schedule generator and a request interpreter. All of the scheduling problem's constraints are represented within the constraint maintenance system (CMS), where the CMS performs constraint propagation when constraints are imposed or retracted. The schedule generator attempts to satisfy the constraints within the CMS. The schedule generator is reactive, in that it reacts to the addition and retraction of constraiats by modifying existing solutions, rather than performing a complete rescheduling from scratch. The process of determining a solution to a constraint satisfaction problem (csp), changing the structure of this problem, and solving the modified problem is referred to as incremental constraint satisfaction. S2 employs a depth-first search strategy and dependency-directed backtracking.
Whenever a dead end is encountered, it is analysed and the source of the inconsistencies are recorded. A hardwired ATMS is employed, where the 'no goods' database is distributed across the soft constraints.
S2 presents a satisfactory schedule and then allows the user to modify that schedule by adding and retracting constraints via the request interpreter. It is assumed that the user knows what a good schedule looks like, and therefore the user guides S2 towards a schedule that is considered as good. The user is considered as being both a source of knowledge that is not implicit within S2 and as a source of world dynamics. Elleby et al. 
DAS
The Distributed Asynchronous Scheduler (DAS) [25] , developed at the University of Strathclyde, distributes the scheduling problem across a three-tier hierarchy of problem-solving agents. At the lowest qperati~mal level, 0-agents are responsible for scheduling operations on individual machines [26] . At the next level, the tactical level, T-agents are attached to aggregate resources and load balance operations among subordinate 0-agents. At the top strategic level, the S-agent introduces work into the schedule and has ultimate control over conflict resolution (it is allowed to relax the problem). All agents run asynchronously, and constraint propagation takes place via message-passing. Mechanisms exist to focus control and resolve conflicts between agents.
From a distributed AI perspective, DAS should be considered as a functionally accurate communicative (FAIC) architecture [21] . It is functionally accurate because the 0-agents make local scheduling decisions that are locally accurate. However, these local decisions may have global effects, and therefore constraint propagation takes place between agents via message-passing (the co"unicatim in the FAIC). DAS is also reactive, in a manner similar to FlyPast and S2. It is expected that conflicts will arise between 0-agents in the course of schedule creation. Consequently, agents are engineered to react to conflicts, and they do this by exploiting truth maintenance techniques. The external world is then just another agent within the DAS architecture, but one that is not negiotable.
REDS'
The logical successor to DAS is the distributed scheduling system REDS' of Hadavi et al. provide a very good reason as to why a scheduling system should be distributed; if we assume that the scheduling problem is one of optimisation, then it is unclear just what should be optimised. In fact, we are likely to find that there are a host of scheduling criteria, and that these criteria are all in conflict with each other. By distributing
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the scheduling problem across a society of agents, we might allow these agents to optimise on different criteria. This is an interesting line of argument, and one that was not fully exploited in DAS.
ESCALAS
ESCALAS [28] is a system for crew scheduling of the Portuguese railways. ESCALAS is given a timetable for trains, and allocates crews to trains such that constraints are satisfied and the schedule is in some sense fair. The approach is to use a number of scheduling phases. The first phase, pre-scheduling, rules out unreasonable or undesirable schedules. This might be thought of as some form of domain filtering within a csp. In the scheduling phase, the system searches for good solutions. The search phase uses A* with heuristics to limit the number of succesmrs generated (essentially a beam search).
What is probably most interesting about this system is how it can be used, and why it should be used. The system can be run in three modes; manual mode, automatic mode and semi-automatic mode. In manual mode, the user makes the scheduling decisions, and the system checks that those decisions are legal, i.e. the system verifies that the user is not violating any rules or constraints. In automatic mode, the system explores the search space using a scheduling strategy. In semiautomatic mode, the system generates successor nodes, the user selects a successor, and so on. Here the user is exploited as a source of heuristic knowledge, similar to S2. Morgado and Martins state that their system is really a decision support system in the area of human resource management and that the goal was not to replace the human scheduling experts, but rather to supply them with a system that helps them in their decisions. This is quite unusual, as many IT developments have been costed in terms of the amount of people that can be replaced, and in fact most of the systems are fully automatic, disallowing any human intervention. Morgado and Martins claim that there are three big advantages in having a scheduling system: 0 there is a uniform scheduling process, as opposed to those produced by human experts that may reflect different scheduling philosophies. 0 schedules may be generated in a fraction of the time. 0 the schedules have no errors. They also claim three benefits to the end user: 0 alternative schedules can be quickly produced, using different scheduling strategiedcriteria.
evaluation of the cost of a solution with a full set of statistics.
the user can study the consequences of changes in labour rules etc. (what-if-scenarios).
Summary
When the above systems are viewed from a chronological perspective, it appears that there is an evolutionary trend within this area of research. ISIS introduced the community to the applicability of knowledge engineering technologies in the jobshop scheduling problem, identified the inherent weaknesses associated with taking a single order-based perspective of the scheduling problem, and the desirability of a reactive component within the scheduling system. OPIS went on to open up the scheduling perspective, such that an order-and resourcebased perspective could be taken within the blackboard architecture. The blackboard system of SONIA is essentially the same as OPIS, using a similar approach and a similar representation of the problem. However, SONIA successfully integrated schedule creation with schedule maintenance, treating the two as a common problem.
FlyPast and S2 directly address the problem of schedule maintenance. Both systems start with the assumption that the scheduling problem exists within an open world and that the scheduling system should address this directly. By employing advanced constraint satisfaction techniques and truth maintenance technologies, both systems are able to address schedule creation and maintenance within a single mechanism.
YAMS is a move out from centralised systems to distributed systems. YAMS recognises that production may be geographically distributed or management may be logically distributed. Therefore, the scheduling system should model the organisation by being distributed. YAMS is peculiar with respect to the other systems, in that it does not have a predictive capability and is used to maintain a schedule in a distributed organisation.
DAS and REDS' are distributed (like YAMS), reactive (like FlyPast and S2) and multi-perspective (like OPIS). There is a symmetry between OPIS and SONIAS, and YAMS, DAS and REDS'. The former decompose and distribute the scheduling knowledge (across the knowledge sources within the blackboard), whereas the latter decompose and distribute the problem (across agents). ESCALAS might be thought of as being technologically conservative, but significant in that it has an unusual justification and novel modes of use.
Look-ahead techniques
Many problems in combinatorial search might be considered as the task of building a solution that meets certain criteria. For example, we may demand that the solution produced is the best. Unfortunately, it is not known a prbi just what design decisions to make in constructing that solution. However, if at each decision point within the search process good knowledge of the consequences of decisions is available, it may be possible to produce the best solution, and do so with a minimum number of decisions, i.e. heuristic knowledge may be applied to reduce or eliminate backtracking. In many cases, this heuristic knowledge is in the form of looking ahead into the problem. When the search process has no heuristic knowledge, it makes its decisions in an arbitrary manner and, as a consequence, makes many bad decisions that have to be retracted (backtracking). As the search process is given informedness complete Fig. 1 Costlbenefit of heuristics increasingly greater heuristic knowledge (increasing informedness), the amount of backtracking decreases, but the cost of realising that heuristic knowledge increases.
Look-ahead techniques have been reported for some time in the AI literature, in particular the work on constraint satisfaction [8, [29] [30] [31] . This work is highly relevant to the area of resource allocation because (as has already been seen) many consider scheduling to be a constraint satisfaction problem (CSP). The CSP heuristics tend to fall into two broad classes; variable ordering and value ordering heuristics. At a choice point in the search process, a variable must be chosen for instantiation (the current variable) and a value must be selected for that variable. If at all choice points the search process can choose a good variable value assignment, backtracking may be eliminated, or at least reduced. One of the earliest variable ordering heuristics reported is the fail first heuristic [8] . Broadly speaking, the fail first heuristic suggests that the next variable to be chosen for instantiation should be variable that will be most difficult to instantiate, because if this instantiation fails, we need not consider any further instantiations (and we backtrack). The simplest manifestation of fail first is within the forward-checking procedure, where the variable with the least number of values remaining in its domain is chosen as the current variab1e.t
In MicroBoss, Sadeh has taken the variable and value ordering heuristics developed in CSP and applied them to the job shop scheduling problem such that there are operation ordering heuristics and reservation ordering heurisrics [32, 331 .s In the job shop scheduling problem, there are a number of operations to perform on a given set of resources, where each operation op, has a duration d,, an earliest start time es,, and latest end time le,. The problem is to assign start times to operations on resources such that some measure of performance is optimised. This has a flavour that is decidely CSP-ish. Operations can be considered as variables, and resources and time can be considered as values. In order to improve search efficiency (i.e. reduce backtracking), MicroBoss attempts to choose the operations that will be most difficult to schedule and assign them to time on resources such that conflicts are reduced.
t You might say that OPIS is adopting this technique, in that it applies a knowledge source to detect bottle-neck resources and then schedules those resources before any other. 'j Earlier work was on Consuained Heuristic Search (CHS) [34] and was considered as a generalised heuristic technique, Cortese, that could be applied to scheduling.
In Sadeh's micro-opportunistic approach, it is recognised that bottle-necks occur on specific resources at specific intervals of time, and this is due to only a part of the job-set. Consequently, MicroBoss takes an operations-and a resource-based perspective. The MicroBoss technique is described using the illustration in Fig. 2 .
Assume there is an operation op,, with duration d, = 4, earliest start time es, = 1 and latest end time le, = 11 (i.e. the operation has to complete at the end of the 10th tick of the clock). This is depicted as the upper rectangle in Fig. 2 . The shaded inner rectangle represents the duration of the operation, and the outer rectangle represents the interval of time during which the operation may be in process. Assume that op, demands resource n,. A demand profile can be produced for op, on n, (lower rectangle in Fig. 2) . op, can start on n, at time 1, or at time 2, . . . , or at time 7, with equal likelihood. Therefore, there is a 4 likelihood that op, will start at time 1, and thus we can spread + of the load of op, onto r, over the interval gives the demand profile of Fig. 2 . This process can be repeated for all operations, accumulating their demand profiles onto shared resources. MicroBoss then identifies the most heavily loaded resource, e.g. r,,,,. The operations on that resource are examined, and the operation that imposes the greatest demand on r, , , is selected, e.g.
o p , , , .
A reservation time touMl is then selected for the operation such that td reduces the bottle-neck. When the reservation has been made, the effects of scheduling opmnrol are then propagated through the process plans of jobs. In turn, this restricts the possible reservations for other operations. Consequently, the demand profiles for the remaining jobs must be updated. Clearly, this may be a CPU-intensive activity.
Sadeh's work bears a strong similarity to the work of Berry* [35] , which refers to the demand profiles as preference capacity plans (PCP), and they are essentially the same as Sadeh's demands profiles. However, Berry does avoid the pitfall of referring to these things in probabilistic terms. Clearly, the demand profile can exceed 1.0, and this in turn does not necessarily imply that some operations cannot be scheduled on a resource. For example, referring back to Fig. 2 
(nm).
The promise of a variable promise, is the minimum promise of all its instantiations, i.e. promisei tells us the worst case for variable vi. The cost of computing promise, requires the computation of promise,, for the m possible values of k and is therefore of the order O(nm2). The promise, must be computed for the n future variables, and this will be of a cost O(nbz). To select a future variable, the least promising variable (minimise promisei) is chosen and assigned the most promising value (maximise promise,,b). This must be done whenever selecting the current variable. Therefore, if this results in a variable and value ordering that eliminates backtracking, it will have cost O(n3rd). Geelen has shown that promise makes a significant reduction in search cost in the n-queens problem, but he has not yet reported results for more general and practical problems. It may be the case that promise is only economical in very unrealistic domains (such as the n-queens). criticality.
Stochastic and heuristic techniques
The systems described above have one thing in common; they all construct a solution, piece by piece. In this Section, we study techniques and systems that take an imperfect solution, and attempt to repair or improve it in an iterative manner. 
Simulated annealing (SA)
Simulated annealing [38] can be thought of as a variant of hill climbing. In hill climbing, the difference in cost (AC) between the current solution S and its newly generated neighbour S' is calculated. If A C is negative, t Keng and Yun [31] take the sum of the number of values in the domains of the future variables. Consequently, if a future variable has no values compatible with the trial instantiation, it would still appear to be promising, although it would result in immediate backtracking.
then S' becomes the new current solution; otherwise it is rejected. Thus, we have a descent algorithm, and this algorithm may get trapped in local minima. The simulated annealer (SA) attempts to overcome this early entrapment by accepting uphill moves with a controlled probability.
SA is based on the physical analogy of growing a flawless crystal via the process of annealing. A substance is heated up such that its constituent parts can move about freely. The melt is then gradually cooled (annealed). During the process of cooling there may be localised increases in temperature, and the probability of this occurring decreases over time. Eventually, a flawless crystal emerges. However, if the process of cooling is abrupt (chilling), we produce a glass. Going back to combinatorial optimisation, we view our current solution as the object being annealed, and optimality as the flawless crystal. Escape from local minima is analogous to the localised increases in temperature, i.e. at a given temperature T , we accept an uphill move with probability where AC is the difference in cost between S and S'. Therefore, at high temperatures we are more likely to accept uphill moves (and be better able to escape local minima) than at low temperatures.
The SA is given an initial solution S and the control parameter, temperature T. The SA hill climbs at that temperature until equilibrium is reached, where equilibrium may be defined in terms of the number of moves made or the number of improvements accepted. The temperature is then reduced, such that T becomes T X R, where R is the cooling rate. This process is continued until freezing takes place, where freezing can be expressed in terms of temperature, or number of times T has been reduced without improving S. The parameters T, R, equilibrium and freezing define an annealing schedule.
There have been a number of SA-based scheduling systems and scheduling experiments reported in the literature. Van Laarhoven er al. [44] show in their experiments that SA delivers better results than a number of scheduling heuristics. However, Robuste et al. [45] consider SA as a technique that should only be used to improve a given solution and should not be relied on to deliver a good solution when starting from a randomly generated initial solution. An application of SA to payload scheduling is described later.
Genetic algorithms (GA)
Genetic algorithms are based on the analogy of the evolution of species. In a gene pool, the fittest members survive through to subsequent generations and their offspring carry their parents' genetic traits. Eventually, via a process of mixing chromosomal material and mutation, the average fitness of the entire population increases.
To apply this concept to a problem of combinatorial optimisation, a solution is represented as a chromosome. This may be a sequence of binary digits, an order-based chromosome or some direct representation of the problem. The genetic operator crossover is required, where crossover takes two individual solutions (as chromosomes) and combines them to produce new offspring. It is expected that crossover will result in offspring that inherit good chromosomal material from both parents and consequently result in an improvement. A secondary genetic operator, mutation, is also required. In the process of copying genetic material, we should expect, with a low probability, that errors will occur. This leads to unexpected changes in individuals. We also require a fitness function, such that we can differentiate individual chromosomes.
The genetic algorithm proceeds with an initial population of (possibly) randomly genertaed solutions, represented as chromosomes. Chromosomes are selected for crossover with a frequency determined by their fitness, relative to the average fitness of the population as a whole. When crossover takes place, weak members of the population may be replaced, thus maintaining a constant population size. Consequently, there is reproduction with emphasis; the features of the fittest members of the population will be reproduced with high frequency, permeating the population as a whole. GAS are often described as finding a balance between exploration and exploitation. Exploitation corresponds to reproduction with emphasis, and this ultimately leads to a convergence of the search process such that there is a loss of diversity within the population. Conversely, exploration is guaranteed by mutation and, to a lesser degree, by crossover (i.e. crossover between two identical chromosomes cannot produce anythmg new).
There 
Tabu search (TS)
Tabu search (TS) was developed by Glover at the University of Colorada (circa 1986) [39, 401. Since then, there have been other publications devoted solely to expalining (and extrolling) TS [39-42, 57-63]. TS is considered as a meta-heuristic, and not as a randomised search process such as simulated annealing or genetic algorithms. In some respects TS is similar to SA, in that it is a neighbourhood search technique that attempts to escape from local optima by accepting non-improving moves. However, it differs from SA in that it exploits a limited amount of search history in order to inject vigour into the search process.
A naive view of TS would be that it is a search process that attempts to avoid cycling, i.e. it tries not to revisit points in the search space, as may happen when a search process (such as SA) takes a non-improving move to escape a local optimum, only to return to that point in the next move. One way of doing this would be to remember all points that have already been visited, and when a new solution is generated, test if it has already been visited (for example, A* adopts this strategy [64]). If it has already been visited, then it is tabu. Clearly, it is practically impossible to remember all previous points in the search space that have already been explored, due to memory pressure and the costs of comparing one solution against (potentially) all previous solutions. Therefore, TS remembers attributes of a limited number of solutions, where a m e is as an attribute of a solution.
It should be remembered that TS (circa 1989) is in its infancy, when compared to GA (circa 1975) and SA (circa 1983), and therefore we do not find many applications of TS, neither do we find many detailed studies. Malek er al.
[61] applied SA and TS to the TSP, using a suite of benchmark problems, some of which had known optimal solutions, others which had reported best solutions (with n = 100). TS consistently outperformed SA. Parallel versions of SA and TS were then implemented. For example, in the parallel SA, each processor had a different annealing schedule but all were given the same initial solution. On the completion of their schedules (all schedules corresponding to the same amount of exploration), the best solution is given to each processor and the search is restarted. In parallel TS, each processor performs a tabu search with different parameters (different tabu tenures, different moves and attributes, different aspiration criteria). Consequently, each processor explores a different sector of the search space. Periodically, the processors are stopped, the best solution is copies to all processors, and the tabu searches start again. It was observed that both parallel SA and parallel TS enjoyed a super-linear speed-up. For example, when using TS over two processors on the 100 city problem, they observed a speed-up of 11 .$ [41,42, 601. Adenzo-Diaz studied 480 flow shop problems of varying size and compared TS against a number of greedy heuristics. TS is then enhanced such that it deals with a restricted neighbourhood where the best move is likely to be found. Laguna et al. investigated the single machine scheduling problem. In many respects, this is similar to the TSP, where a schedule is a permutation of jobs (and is similar to a tour). They investigated the effect of the move functions swap and insert, and show (empirically) that insert is better than swap and that a TS that employs both swap and insert performs even better.
Heuristic techniques
There have been a number of heuristic repair techniques reported recently in the literature, most notably the minconflicts heuristic of Minton et al. [43] . The min-conflicts heuristic emerged from scheduling research for the § We return to this later Hubble Space Telescope (HST) by Adorf and Johnston [65] . The HST scheduling problem is represented as a constraint satisfaction problem (CSP), and a neural network was developed for that application. The minconflicts heuristic was then distilled from analysis of the network. In this heuristic, we are given a possibly inconsistent instantiation for the set of variables within a CSP. Two variables are said to be in conflict if their values violate a shared constraint. The heuristic selects a variable that is in conflict and assigns it a value that minimises the number of conflicts involving that variable.* This heuristic may be embedded within a simulated annealer or a chronological backtracker (for example). Minton et al. note that 'the construction of a good initial guess is a key problem for repair methods'. This seems to agree somewhat with the observations made by Robuste et al. [45] on the simulated annealer.
Zweben et al. [70] describe a scheduling system for Space Shuttle payload processing, which uses a repairbased technique, similar to Johnson's min-conflict heuristic, embedded within a simulated annealer (SA). This system is augmented with machine learning. They note that the effectiveness of a repair-based technique depends on the degree of informedness of the repair process. For example, an informed repair system will require fewer, but more computationally expensive, iterations, whereas a less informed system may require many less expensive iterations. The trick is then to learn when you should use an informed heuristic and when you can get by with less information. The most informed heuristics are guided by deep look-ahead techniques, similar to those in MicroBoss and PCP, whereas the less informed heuristics are guided by learning.
Muscettolat [71] describes another iterative repair technique for scheduling, Conjlict Patticion Scheduling. A schedule is produced, conflicts are identified and constraints are then posted to minimise the criticality of a single conflict. A constraint is posted to force an ordering between conflicting operations. This process is repeated until all conflicts are resolved or the search effort has been exhausted.
Summay
SA has attracted most interest from the OR community, whereas GA has been embraced by the AI community, to the extent that there now exists a bi-annual international Conference on Genetic Algorithms (the Fifth Conference was held in 1993). To be accurate, we should not classify TS as a stochastic technique, although many implementors introduce a stochastic component. The OR community has performed numerous empirical studies, is very similar to hill climbing, and from our experience is very quick to implement. The minimum requirement is some method for creating an initial solution, and some technique for making a move from a given solution to a neighbouring solution. Consequently, a prototype system can be set up and running in a reasonable amount of time. Time can then be spent tuning the SA (getting the annealing schedule right). The SA is similar to tabu search (both are neighbourhood searches), and the SA can be modified to become a TS. It is also a relatively small effort to implement one of the repair techniques given that an SA is already in place, and vice versa (to implement an SA if one of the repair techniques is in place [70] ).
Although all of the above techniques and heuristics may be shown to perform well, they do so by compromising completeness, i.e. if they are faced with a really hard problem, the algorithm may exhaust its search effort and fail to find a solution. Alternatively, the algorithm may be faced with an over-constrained problem and its termination cannot be taken as evidence that no solution exists. The same holds true for optimisation; there is no guarantee that these techniques will terminate in reasonable time with an optimal solution. However, these observations should be taken into perspective. Owing to the nature of NP-hard problems, there are no good algorithms.
Really hard problems and co-operative search
There has been a flurry of interest from the AI community in repair techniques, most notably the minconflicts heuristic and GSAT [72] . GSAT addresses the seminal NP-hard problem, namely SAT [73, 741 ; given a set U of variables, and a collection C of clauses over U, is there a satisfying truth assignment for C? § GSAT performs a greedy local search for a satisfying assignment of a set of propositional clauses in conjunctive normal form, and does so in a way that is very similar to min-conflicts. § Problem LO1 in work by Carey and Johnson [75] .
Given an arbitrary truth assignment to all the variables, a propositional variable is selected for assignment, where a change in its truth assignment increases the total number of clauses that are satisfied. Experiments have been performed where graph colouring problems and nqueens have been mapped into SAT problems, with good results.
As a by-product of the most recent studies on SAT Hard SAT problems occur at the phase transition, where problem instances change from being mostly satisfiable to mostly unsatisfiable. The same holds true for graph colouring problems, and binary CSPs [82, 831. It appears that there is an easy-hard-easy transition. The first easy is where the problems are under-constrained and solutions can be found with minimal search; the second easy is where problems are clearly over-constrained, and the hard problems occur at the transition point. The trick is then to be able to predict whether a given problem instance is satisbble or unsatisfiable, and predict the search effort associated for that instance (i.e. is it a really hard problem?).
It might not appear immediately obvious how these observations relate to scheduling. To quote Mitchell et al. [77] , 'SAT is of special concern to AI because of its direct relationship to deductive reasoning'. It is also of concern to intelligent scheduling because scheduling is almost universally viewed as a constraint satisfaction problem, or at least represented via constraints. Clearly, this line of (empirical) research might be pursued in the area of optimisation, rather than just satisfaction. This may result in the discovery of phase transitions in optimisation problems. We may conjecture that we will find an area in parameter space where optimal solutions to problem instances are all equally good and easy to find, a symmetric area where optimal solutions are all equally poor and again easy to find, and a phase transition where it is really hard to find optimality.
It is well known that when we solve some combinatorial problem (for example the n-queens) the order that we choose to make our decisions (place queens on the board) may have a profound effect on the difficulty in solving that problem. This order is sometimes referred to in the CSP literature as the instantiation order. Clearwater et al., published a paper [84] on a distributed solution to the constraint satisfaction problem. Given a single problem and a number of agents, each agent is capable of solving that problem on its own. The agents are each given a copy of the problem but attempt to solve it using different instantiation orders. This means that the agents navigate through the same state space, but start from different positions. During the process of exploration, the agents are allowed to share their discoveries. Cleanvater et al. claim that this can result in a superlinear speed-up (also referred to as a combinatorial implosion). The same phenomenon was observed and reported by Malek et al. [61] during their studies on parallel tabu search (as noted above), but they offer no explanation. Similarly (and more recently), Mahanti and Daniels [85] observed superlinearity in their paper on iterative-deepening parallel search but viewed it as an empirical problem! In essence, this search metaphor, co-operative search, is similar to the scientific community; we are able to work alone in our own research groups, but we read the literature and we publish our results. How can this approach be used within a scheduling system? Assume, like Hadavi er al. [27] , that there are multiple criteria to consider, possibly with one agent per criteria. Each agent might also use different technologies such as constraintbased reasoning, GA, SA, or use different heuristics. We might mix technologies because some are better on easy instances of problems, some are better given difficult problems, and some might deliver a solution any-time. In fact, this has been proposed by Hogg and Williams [86], as they expect that this may promote diversity between agents, resulting in increased search performance.
Conclusions
The cost of developing an intelligent scheduling system has tended to be high, requiring large amounts of skill and time. For example, Morgado and Martins report that ESCALAS took 30 working years of effort [30] . From our own experience here at Strathclyde, the Distributed Asynchronous Scheduler took about 12 working years of effort. However, it should be noted that the DAS team started from nothing. DAS was the first intelligent scheduling system that we had developed; consequently, all members of the team were on a steep learning curve. We had to become proficient with our development tools (KEE), define and scope the scheduling problem, familiarise ourselves with previous systems (ISIS, OPIS, SONIA, FlyPast, S2, YAMS), become competent with the emergent technologies, and do this before we committed to design decisions, let alone implementation. Obviously, if the team developed another system, we would expect to do so in a short time.* It may appear that the developers of inteligent scheduling systems have a fixation on all things to do with constraints [87, 881. This should come as no surprise. Even if the scheduling problem is not considered to be a CSP, we will at least model the problem with constraints, because this allows us to readily capture the behaviour of the problem. Therefore, we expect to see within most (if not all) of the intelligent scheduling systems a constraint propagator, possibly a constraint maintenance system and maybe even a constraint solver. These components are now available in the constraint-based languages and toolkits, such as CHIP, Decision Power, CHARME, Pecos, ECL'PS" etc. Consequently, we should now expect that the cost of fielding intelligent systems have fallen to the point where these systems come into the reach of many enterprises, including the small to medium-sized enterprises (SMEs), who it is argued are * In fact, it is our opinion that the most valuable deliverable from the project is the experrise residing within the developers.
the seeds of prosperity within modem industry. Unfortunately, this is not yet the case, and there are a number of reasons why this might be.
First, the constraint toolkits have not yet addressed reactivity. Typically, constraints can be incrementally added to a schedule, but they cannot be retracted. Consequently, a user can only have limited interaction with such a system. In order to get around this, truth maintenance techniques must be exploited. As has been seen, FlyPast, S2 and DAS adopt this approach, but it is computationally expensive. This expense can be limited, up to a point, by integrating the TMS with the constraint propagator (as in S2, DAS and the DCMS [SS]). Alternatively, we might attempt to improve the performance of the ATMS, and this has been done recently by Kelleher (one of the developers of FlyPast) and van der Gaag [%I). Furthermore, we are now seeing stochastic search techniques incorporated into the constraint-based toolkits. Experiments have been reported by Kuchenhoff on incorporating GA into ECL'PS' [91], and SA has been used with PECOS by LePape.* Secondly, the general purpose in building intelligent scheduling system is to (at least partially) automate some decision-oriented aspects of a process. Although the IT industry has had notable successes at automating many (relatively low level) transaction-oriented processes, there are problems associated with the move to systems which incorporate decisions. The problems relate to the complexity of the underlying problem, the specification of what the system should actually do, and the demarcation between human and machine. Experience of decision-oriented disciplines (such as OR) has shown the fundamental persistence of this set of problems. Thirdly, there is the very clear need to integrate the new technology with existing systems.
Three forms of distributed scheduling have been presented; decompose and distirbute the scheduling expertise (in the blackboard architecture of OPIS and SONIA), decompose and distribute the scheduling probInn across agents (as in YAMS, DAS and REDS), and distribute copies of the problem over co-operating agents (the work by Clearwater et al. [84] ). Distributing the problem has, obvious attractions, but has technical difficulties that have yet to be overcome, whereas the use of co-operating agents appears to be a simple exercise and one that promises to lead to significant computational benefits. This should allow us to address larger problems. Research on identifying the really hard problems may allow us to predict ahead of time what algorithm to apply to a specific problem instance and when to abandon the search.
In his invited talk at the Conference on Artificial
Intelligent for Applications, Winston described the first AI-based product that was developed by his own AI business. The product was a scheduler for gate management within an airport. Winston compared AI systems to raisin bread. His experience was that AI systems generally contain very little AI, and that the bulk of effort is interfacing to legacy systems and making systems robust, i.e. there is a lot of conventional computer science * Personal communication technology (the bread) and a little bit of AI here and there (the raisins). He concluded that you do not need a lot of raisins to make raisin bread. This is probably true, but as it stands we are using a different recipe for each loaf, and that is why the technology is so expensive.
Similar situations are to be found in many other IT areas, for example Management Information Systems (MIS). Through successive generations of computing and software technology, until the advent of PCslworkstations and appropriate packages, the work of the MIS industry was largely bespoke. With distributed computing and the empowerment of users through accessible software packages, the entire MIS approach changed, although not always for the better, as arguably the move has lead to duplication, lack of consulting and lack of communication among systems developed.
Can scheduling develop in this direction? Certainly, the computational power to deliver something to the users' desk is continually increasing at an impressive rate. For small quite specific applications, it is possible that toolkits will empower developers and end-users to answer some of the questions posed to them in controlling their operational resources. However, for problems of scale, complexity and with significant dynamic qualities, there is no evidence yet that the technology is ready to leave the laboratory in other than very skilled hands. Indeed, along with the research investigations suggested above, this is a significant next step for the scheduling community.
