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ABSTRACT
Emotional expressiveness captures the extent to which a person
tends to outwardly display their emotions through behavior. Due
to the close relationship between emotional expressiveness and
behavioral health, as well as the crucial role that it plays in social
interaction, the ability to automatically predict emotional expres-
siveness stands to spur advances in science, medicine, and industry.
In this paper, we explore three related research questions. First,
how well can emotional expressiveness be predicted from visual,
linguistic, and multimodal behavioral signals? Second, how impor-
tant is each behavioral modality to the prediction of emotional
expressiveness? Third, which behavioral signals are reliably re-
lated to emotional expressiveness? To answer these questions, we
add highly reliable transcripts and human ratings of perceived
emotional expressiveness to an existing video database and use
this data to train, validate, and test predictive models. Our best
model shows promising predictive performance on this dataset
(RMSE = 0.65, R2 = 0.45, r = 0.74). Multimodal models tend to
perform best overall, and models trained on the linguistic modality
tend to outperform models trained on the visual modality. Finally,
examination of our interpretable models’ coefficients reveals a num-
ber of visual and linguistic behavioral signals—such as facial action
unit intensity, overall word count, and use of words related to social
processes—that reliably predict emotional expressiveness.
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1 INTRODUCTION
Emotional expressiveness is a psychological attribute that captures
the degree towhich a person tends to display their emotions through
behavior [25, 36]. A highly expressive person tends to exhibit what
they feel through their facial movements, vocalizations, and other
gestures, whereas a less expressive person tends to hide or hold their
feelings in. Emotional expressiveness is related to but distinct from
other affect-related traits. It is much narrower in its scope (i.e., more
specific in terms of the patterns of behavior it explains) than broad
personality traits such as extraversion and neuroticism [40], and
it differs from emotionality [58] in that it describes the frequency
and intensity of emotional displays rather than the frequency and
intensity of emotional experiences.
Greater scientific understanding of emotional expressiveness is
critical for many areas of basic and applied research. For exam-
ple, correctly inferring a person’s mental state from their behavior
(e.g., how much they are enjoying a comedy) likely requires careful
consideration of how expressive that person is generally: a small
chuckle from a highly expressive person may mean that they are
unimpressed, whereas that same chuckle from a normally tight-
lipped person may mean the opposite. Similarly, when synthesizing
expressive behavior for a robot or virtual agent, it is important to
consider how much emotion it should display over the course of
an interaction. For example, there may be some settings where a
more expressive robot or agent would increase user engagement
and enjoyment [28] and others where such displays would be inap-
propriate or distracting. Users may also prefer a robot or agent that
matches his or her level of expressiveness, which would require the
ability to detect user expressiveness and then modulate the synthe-
sis of behavior accordingly. Finally, emotional expressiveness plays
an important role in healthcare, where persistent abnormalities in
the display of emotion (e.g., reduced or inappropriate emotional
expressiveness) serve as observable signs of various medical con-
ditions (e.g., depression, mania, schizophrenia, and brain injury)
[1]. The ability to automatically detect such abnormalities could
enhance the objectivity and efficiency of clinical assessment.
Furthermore, in many of these applications, interpretability is
paramount. Understanding which behavioral signals are reliably
related to emotional expressiveness would enable virtual agents
and robots to more effectively simulate expressive behavior and
would aid in the training of clinicians. Understanding which behav-
ioral signals a model is using to predict emotional expressiveness
would help to validate these models and would allow clinicians to
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discount their predictions when appropriate (e.g., when an impor-
tant behavioral signal observed in a given patient is known to be
caused by something other than disease, such as a drug side-effect).
In an ideal world, emotional expressiveness would be objectively
measured as the true frequency and intensity of emotional displays.
However, the affective sciences currently lack a single, agreed-upon
way of delineating and representing emotional displays [4, 10], so
this objective ground truth is currently out of reach. Instead, we
focus on third-party observers’ perceptual ratings of emotional
expressiveness. This approach has the potential to introduce sub-
jectivity and bias, but we can quantify this subjectivity through
inter-rater reliability analyses and mitigate it through the aggrega-
tion of ratings [38, 51]. Operationalizing emotional expressiveness
through observer ratings also has the benefit of paralleling the stan-
dard approach used in medicine, where clinicians observe patients’
behavior and rate their emotional expressiveness [1].
Motivated by the potential applications described previously, the
current study explores the following research questions:
(1) How well can we predict emotional expressiveness from
multimodal representations of participants’ behavior?
(2) How much do the different behavioral modalities contribute
to the prediction of emotional expressiveness?
(3) Which behavioral signals are reliably related to emotional
expressiveness? What is the nature of these relationships?
To begin answering these questions, the current study makes three
primary contributions to the literature. First, we add highly reliable
transcripts and perceptual ratings of emotional expressiveness to
an existing video database. Second, we train algorithms to predict
emotional expressiveness from visual, linguistic, and multimodal
representations of participants’ behavior and compare their per-
formance. Third, we explore what our best-performing algorithm
learned about the interpretable relationships between behavioral
signals and perceptual ratings of emotional expressiveness.
2 RELATEDWORK
Although computational work on emotional expressiveness has
been rare, interdisciplinary researchers have extensively studied the
adjacent topics of personality perception and emotion recognition.
Both topics resemble the task of computationally characterizing
emotional expressiveness, as they involve inferring psychological
traits and states, respectively, from observed behavior. Therefore,
we look to research in these areas to inform our own approach
to predicting and characterizing emotional expressiveness. In this
section, we describe the current state of these areas of study.
2.1 Personality Perception
In personality computing, the prediction of personality traits as
rated by external observers is referred to as automatic personality
perception [64]. Studies in automatic personality computing typi-
cally classify whether an individual is above or below the median
on a trait (although a more rigorous approach is to predict their
dimensional scores [12, 65]). Previous models used acoustic [49, 54],
linguistic [61], and visual [5] data, often in multimodal combina-
tions. Traditional machine learning algorithms have been most
common, especially support vector machines (SVMs) [6, 45, 56],
although some interpretable approaches have been used [44].
Recently, deep learning approaches have played a larger role in
personality computing. For example, in the ChaLearn LAP chal-
lenge [50], four models achieved competitive performance out of
eight participating models. All four of these top-performing models
used convolutional neural networks (CNNs) as feature extractors;
to predict over these features, three models used deep learning
regressors, and one used support vector regression (SVR).
2.2 Emotion Recognition
Generally, efforts in emotion recognition involve either the pre-
diction of discrete emotion categories or continuous affective di-
mensions from short segments of behavior [26]. Notably, emotion
recognition differs from both automatic personality perception and
the emotional expressiveness prediction task in this paper in that it
involves computing a momentary state rather than a longer-lasting
trait. Nonetheless, emotion recognition shares many methodologi-
cal similarities with automatic personality perception.
Emotion recognition models have been trained on acoustic, lin-
guistic, visual, and multimodal data [67]. The most common ap-
proaches are machine learning classifiers including SVMs [31, 53,
63], deep belief networks [7, 59], and ensemble methods like Ad-
aBoost [39, 48, 66]. Recently, partially in response to emotion recog-
nition challenges from video like EmotiW [13–15] and AVEC [62],
multimodal deep learning models—often comprised of CNN feature
extractors over either a deep learning classifier [60] or a simpler
method like SVM [55] or logistic regression [16]—have assumed
a prominent role in emotion recognition tasks, particularly in the
classification of basic emotion categories. Extensions of this type of
architecture to multitask learning and cascade networks, as well as
experiments with generative adversarial networks and variational
autoencoders, produce the current state-of-the-art results [37].
2.3 Emotional Expressiveness
Prior work in psychology focused on refining the definition and
measurement of emotional expressiveness as a trait. Several ques-
tionnaires were developed to measure emotional expressiveness
via self-report and were used to examine its relationship with other
affective and personality attributes [21, 25, 33, 36]. These studies
found that a general disposition to outwardly display emotions
could be readily found and measured via self-report. This dispo-
sition was found to be most closely aligned with the personality
trait of extraversion (i.e., sociability, assertiveness, and activity),
although it was also related to neuroticism (i.e., anxiety, hostility,
and impulsiveness) and agreeableness (i.e., trust, compliance, and
modesty) in different contexts. Specifically, extraversion appears
to be related to increased expression of both positive and negative
emotion, whereas neuroticism appears to favor the expression of
negative emotion, and agreeableness appears to favor the expres-
sion of positive emotion [25]. It is important to note, however, that
these relationships were all modest in magnitude (e.g., correlations
were around 0.2 to 0.4 with extraversion, –0.2 to 0.3 with neuroti-
cism, and 0.0 to 0.2 with agreeableness), which supports the idea
that emotional expressiveness is related to but still distinct from
these broader personality traits.
Human observers have also been used to measure how emotion-
ally expressive a person appears to be within a given interaction
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Figure 1: Example frames from the GFT database
[36, 57]. However, these studies did not explore which specific be-
havioral signals the observers used to make their ratings. It is thus
unclear which aspects of communicative behavior are most expres-
sive. Recently, we sought to address this gap in the literature by
automatically predicting facial expressiveness and quantifying its
behavioral correlates on a moment-to-moment basis using the Elas-
tic Net algorithm [38]. This work informs our choice of methods
in the current paper but differs in a number of important ways.
First, whereas the previous study examined expressiveness using
only visual representations of behavior, the current study also ex-
amines linguistic and multimodal representations—both of which
have been shown to be crucial in studies on personality comput-
ing and emotion recognition—in addition to visual representations.
Second, whereas the previous study examined expressiveness on
a momentary time-scale, the current study examines holistic pat-
terns of expressiveness over a longer time period to better capture
emotional expressiveness as an enduring pattern of behavior. Fi-
nally, whereas the previous study examined induced responses to
emotional stimuli, the current study examines expressive behavior
in a more naturalistic and unstructured social interaction setting.
3 DATA
The videos examined in this work came from the Sayette Group
Formation Task (GFT) spontaneous facial expression database [24].
This database includes videos of 96 participants (42% Female, 85%
White) observed during a psychology experiment [52]. In this ex-
periment, a group of three participants would meet for the first
time and get to know one another over the course of 36min; this
time was unstructured, and groups could discuss whatever topics
they wished. The GFT database includes 1min videos of each group,
starting an average of 5.6min into the interaction. Separate wall-
mounted cameras faced each participant and recorded a 720 × 480
pixel video of their head and shoulders at a rate of 29.97 fps. Exam-
ple frames from these videos can be found in Figure 1.
Audio during the experiment was recorded from a single cen-
trally located microphone.1 In order to measure language-related
behaviors, we manually transcribed text from the audio recordings.
The speech of all 96 participants was transcribed by the first au-
thor and, for the purposes of assessing transcription reliability, the
speech from a subset of 30 participants was also transcribed by the
1The audio recordings and personality scores were not released as part of the official
GFT database distribution [24]. We were granted special access for this study.
second author. Word-level agreement was high (95.1%) on this sub-
set of participants, which provides evidence that the transcriptions
are trustworthy overall.
Self-reported personality traits were measured using the NEO-
FFI [9], a 60-item inventory yielding scale scores on the “Big Five”
personality traits: neuroticism, extraversion, openness to experi-
ence, agreeableness, and conscientiousness traits.1 This inventory
was completed by participants prior to the interaction.
4 MEASURING EXPRESSIVENESS
In order to measure how emotionally expressive each participant in
the GFT dataset was, we paid human annotators to watch and rate
each video. To mitigate the influence of annotator subjectivity, each
video was rated by multiple annotators, and ratings were averaged
per video [51]. Moreover, to increase the reliability and validity of
these ratings, annotators completed multiple items (i.e., questions)
measuring different aspects of emotional expressiveness, which
we combined into a single score per video using latent variable
modeling [34]. Although they take longer to complete, multiple-
item scales are generally preferred to single-item scales because
the latter tend to be quite noisy (i.e., lack reliability), struggle to
capture the complexity and nuance of many attributes (i.e., lack
validity), and can lead to incorrect analytical conclusions [11]. In
this section, we describe the process of collecting these perceptual
ratings and conducting the latent variable analysis.
4.1 Perceptual Ratings
Human annotators were recruited through the Prolific.co online
research platform. In order to better assess annotator quality and
consistency, we wanted each annotator to rate multiple videos.
However, requiring each annotator to rate all the videos might lead
to fatigue or dropout. To balance these two concerns, we separated
the 96 participant videos into 6 sets of 16 videos and assigned a
different group of annotators to rate each set. To minimize the influ-
ence of cultural and sensory differences, annotators were required
to have USA nationality, English language fluency, and normal (or
corrected to normal) vision and hearing. To ensure high-quality
ratings, annotators were required to have a prior approval rate of
95% or higher, and annotators were replaced if they failed one or
more attention check questions during our experiment. For each
set of videos, we recruited eight crowdworkers to serve as raters.
After three annotators were replaced for failing attention checks,
the final sample of 48 annotators was 63% Female, 60% White, and
ranged in age from 19 to 60 years old (M = 30.2, SD = 10.3).
Using the formr online survey platform [2], annotators viewed
instructions and then rated each video in their assigned set. Anno-
tators were instructed to watch each video (from start to finish at
normal speed and with the volume on) and then carefully answer a
series of 12 questions about how they perceived the person in the
video. In this study, we focused on a subset of 4 of these questions
that captured different aspects of emotional expressiveness.
Although previous work described in subsection 2.3 developed
methods for measuring emotional expressiveness, many of these
self-report items were difficult to adapt to observational research
(e.g., “The way I feel is different from how others think I feel”)
and previous observational studies used single-item measures (e.g.,
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Figure 2: Inter-annotator reliability as measured by intra-
class correlation coefficients (with 95% confidence intervals)
rating videos on “expressiveness”), which we previously noted can
attenuate reliability and validity. As such, we decided to design new
questions to be used in a multiple-item scale. We chose four items
to balance the competing needs for comprehensiveness (which
requires more items) and efficiency (which requires fewer).
(1) How expressivewas the person in this video (use your own
understanding of what it means to be expressive)?
(2) Howmuch did the person in this video show their emotions
(through their words and nonverbal behavior)?
(3) How animated (lively, energetic, or active) was the person
in this video?
(4) How much did the person in this video react to the other
people (through their words and nonverbal behavior)?
The first question represented the single-item measures used in
previous observational studies, and the second question captured
the theoretical definition of emotional expressiveness. The third
and fourth questions were more exploratory and were our attempts
to represent other observable aspects of emotional expressiveness.
Specifically, the third question attempted to capture the idea that
emotions are often strongly expressed through movement and ac-
tivity, and the fourth question attempted to capture the idea that
emotions (and therefore emotional expressions) are reactions to en-
vironmental (and often social) stimuli. All questions were carefully
worded to generalize across all emotions and behavioral modal-
ities. Each question was answered using a rating scale with five
categorical options ranging from 0 (not at all) to 4 (extremely).
The inter-annotator reliability of the perceptual ratings was cal-
culated per question using the agreement software package [23].
Intraclass correlation coefficients (ICCs) under model 2A [27] were
calculated to estimate the reliability of the average of all eight an-
notators’ scores. ICC values above 0.50, 0.75, and 0.90 are generally
considered to be evidence of moderate, good, and excellent reliabil-
ity, respectively [35]. Note that these ICCs are more conservative
than Pearson correlation coefficients [41]. As shown in Figure 2,
reliability estimates were all in the good range, and confidence
intervals (CIs) did not extend below the moderate range.
4.2 Latent Variable Modeling
After being averaged across raters, scores on the four expressiveness-
related questions were highly inter-correlated (all r > 0.83), which
supports the feasibility of combining these scores into a single
lower-dimensional representation. The simplest way to combine
Expressive
Emotions
Animated
Reactive
η
λ1
λ2
λ3
λ4
ε1
ε2
ε3
ε4
Figure 3: Path diagram of the CFA model (ovals are latent
variables, rectangles are manifest/observed variables, λ are
factor loadings, and ε are residual variances)
the scores would have been to sum or average them, but to do so
would assume that all questions are equally important and equally
well-measured; these assumptions are unlikely to be met in practice
and would negatively impact the validity and reliability of the ag-
gregate if violated [42]. Thus, to avoid these assumptions, we used
confirmatory factor analysis (CFA) [34] to estimate a latent variable
η that explains the variance shared among the questions (Figure 3).
In this model, factor loadings represent how much of each question
was composed of shared variance (i.e., how strong the relationship
was between the question and the latent variable), and residual
variances represent how much each question was composed of
non-shared variance (i.e., unique variance and measurement error).
Because these model parameters are freely estimated (i.e., informed
by the data), the latent variable η will be a better representation of
the shared variance than a sum or average would be [42].
The CFA model was estimated in a Bayesian framework using
Markov Chain Monte Carlo in the blavaan software package [43].
All latent and manifest variables were standardized to zero mean
and unit variance. Normal priors (µ = 0, σ = 1) were used for the
intercept and factor loading parameters, and gamma priors (α = 1,
β = 1) were used for the precision (i.e., residual standard deviation)
parameters. Four Markov chains were estimated, each with 1000
warmup and 1000 inference iterations.
We evaluated the fit of the CFA model using Bayesian versions
of two common fit indexes that are known to not be biased when
calculated in small samples [22]: the gamma-hat fit index (Γˆ), which
is based on the noncentral chi-square distribution, and the compar-
ative fit index (CFI), which compares the proposed model to both a
baseline model (in which all covariances are set to zero) and a satu-
rated model (in which all covariances are freely estimated). Both of
these indexes range from 0 to 1 and are commonly interpreted as
being indicative of good model fit when above 0.950 [30].
The fit of the CFA model was good according to both fit indexes
(Γˆ = 0.981, CFI = 0.993). Table 1 provides a summary of the model’s
parameter estimates. All four questions had strongly positive load-
ings on the latent variable, which shows that they shared a great
deal of variance (i.e., tended to vary together) and supports our
argument that they measured a single underlying attribute [20].
To further validate our latent variable as a measure of emotional
expressiveness (as opposed to some other quantity), we extracted
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Table 1: Results from the Bayesian CFA model
Parameter Estimate 95% CI
λ1 Expressive Factor Loading 0.97 [ 0.84, 1.14 ]
λ2 Emotions Factor Loading 0.95 [ 0.81, 1.11 ]
λ3 Animated Factor Loading 0.96 [ 0.83, 1.13 ]
λ4 Reactive Factor Loading 0.87 [ 0.72, 1.05 ]
ε1 Expressive Residual Variance 0.07 [ 0.04, 0.10 ]
ε2 Emotions Residual Variance 0.11 [ 0.07, 0.16 ]
ε3 Animated Residual Variance 0.08 [ 0.05, 0.12 ]
ε4 Reactive Residual Variance 0.24 [ 0.18, 0.33 ]
factor scores (i.e., estimates of each participant’s standing on the
latent variable η) and assessed their pattern of correlation with
participants’ self-reported personality traits. If our latent variable
is a good estimate of emotional expressiveness, this pattern of
correlation shouldmatch expectations based on theory and previous
work [20]. Based on the literature reviewed in subsection 2.3, we
expected the factor scores to be moderately positively correlated
with extraversion, weakly positively correlated with agreeableness,
and weakly positively or negatively correlated with neuroticism
depending on the negativity versus positivity of the context.
The factor scores were positively correlated with extraversion
(0.26) and agreeableness (0.28) and slightly negatively correlated
with neuroticism (–0.07). These results largely matched expecta-
tions, although the correlation with agreeableness was a bit larger
than expected. These differences may be due in part to the context
of the GFT study, wherein participants interacted with strangers
(e.g., agreeable participants may be especially expressive in this con-
text due to higher interpersonal trust and cooperation). The weak
negative correlation with neuroticism suggests that this context
may attenuate displays of negative emotion (e.g., to make a good
first impression). Given this evidence of the latent variable’s inter-
nal consistency and external validity, we felt confident using the
factor scores as labels of emotional expressiveness in our predictive
modeling experiments [42].
5 MEASURING BEHAVIOR
In order to study the ways in which emotional expressiveness
manifests in communicative behavior, we needed to measure partic-
ipants’ behavior. To do so, we designed measures of various visual
and linguistic behavioral signals from the video recordings and
transcripts. We based our choice of behavioral signals on measures
that had been used successfully in personality perception and emo-
tion recognition, as described in the literature reviewed in Section
2.3. We decided not to include measures of acoustic behaviors (e.g.,
speech prosody) because of the high likelihood of imperfect audio
source separation among the three participants in each group, par-
ticularly given the suboptimal recording quality and the frequency
with which subjects spoke simultaneously. However, we do believe
that acoustic behavioral signals are important to expressiveness
and plan to explore them in future work after experimenting with
different approaches for source separation.
5.1 Visual Behavioral Signals
For each participant’s video, we used the OpenFace 2.0 [3] toolkit
to derive measures of visual behavioral signals. We began with
frame-level estimates of the occurrence and intensity of action
units (i.e., facial muscle movements) from the Facial Action Coding
System [19], facial landmark (e.g., eye and mouth) coordinates,
head pose (i.e., translation and rotation), and eye gaze angle. To
reduce the effects of jitter, we averaged these measures over five-
frame intervals, reducing the sampling rate from 30Hz to 6Hz.
Furthermore, we used an affine transformation [29] to project each
participant’s facial landmark coordinates onto the average of all
participant faces. This normalized the faces for size, translation, and
rotation and isolated landmark movement from head movement.
We then calculated the average number of action units present
and the mean of all action units’ intensities across all intervals. Our
decision to aggregate all action units was motivated by a desire to
capture overall facial movement without requiring OpenFace to
reliably distinguish individual action units, which is a difficult task
(especially when generalizing to novel datasets) [8]. To measure
the overall magnitude and speed of participants’ facial and head
motion, we computed the average displacement (i.e., distance trav-
eled), velocity (i.e., the derivative of displacement), and acceleration
(i.e., the derivative of velocity) for each facial landmark, head pose
dimension, and eye gaze angle across five-frame intervals. Because
measures for the individual facial landmark points were highly
correlated, we summed across all landmark points. A full list of the
20 included visual behavioral signals can be found in Table 2.
5.2 Linguistic Behavioral Signals
For each participant’s transcript, we used the LIWC2015 [47] text
analysis program to derive measures of their linguistic behavior
across all utterances. LIWC2015 returns many measures that repre-
sent the percentage of the words in the text that fall into different
categories (e.g., personal pronouns, common verbs, or swear words)
as well as the output of several algorithms trained to predict lin-
guistic dimensions (e.g., emotional tone, authenticity, and clout).
We selected categories and dimensions to include in our anal-
yses based on several considerations. Because we were analyzing
spoken words, we excluded measures that assume written text (e.g.,
punctuation and words per sentence). We prioritized categories and
dimensions related to affective, social, and psychological processes
(e.g., emotional tone, affiliation, and cognition). We also included
categories related to parts of speech and language construction
(e.g., pronouns, verbs, and fillers).
In general, we chose to group linguistic behavioral signals into
broader categories rather than including each individual category
returned by LIWC2015 in order to reduce dimensionality and in-
crease category reliability through aggregation. A full list of the 35
included linguistic behavioral signals can be found in Table 2.
6 PREDICTIVE MODELING
We used predictive modeling techniques to explore our three re-
search questions: (1) Howwell can we predict emotional expressive-
ness frommultimodal representations of participantsâĂŹ behavior?
(2) How much do the different behavioral modalities contribute to
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Table 2: List of behavioral signals by modality
Visual Linguistic
Mean Number of Action Units Word Count Cognitive Processes
Mean Action Unit Intensity Analytical Thinking Sexual
Mean Landmark Displacement Clout Ingestion
Mean Landmark Velocity Authentic Affiliation
Mean Landmark Acceleration Emotional Tone Reward
Head Translation Displacement Words > 6 Letters Risk
Head Translation Velocity Personal Pronouns Past Focus
Head Translation Acceleration Impersonal Pronouns Present Focus
Head Pitch Displacement Common Adverbs Future Focus
Head Pitch Velocity Negations Work
Head Pitch Acceleration Common Verbs Leisure
Head Yaw Displacement Common Adjectives Home
Head Yaw Velocity Comparisons Money
Head Yaw Acceleration Interrogatives Swear words
Head Roll Displacement Quantifiers Assent
Head Roll Velocity Positive Emotion Nonfluencies
Head Roll Acceleration Negative Emotion Fillers
Gaze Angle Displacement Social Processes
Gaze Angle Velocity
Gaze Angle Acceleration
the prediction of emotional expressiveness? (3) Which behavioral
signals are reliably related to emotional expressiveness?
6.1 Algorithms
To investigate our first two questions, we needed predictive model-
ing algorithms that are well understood and well performing when
trained on relatively small datasets. To investigate our third ques-
tion, we needed at least one algorithm that could achieve competi-
tive performance while providing interpretable results regarding
the direction and strength of the relationship between each feature
and label. Based on our literature review and prior experience, we
decided to include the three algorithms described below.2
Elastic Net. This algorithm uses a mixture of L1 and L2 regulariza-
tion on linear regression to reduce overfitting and multicollinearity,
both of which are common problems when fitting linear models
to data with many features [68]. Elastic Net models are fully inter-
pretable, with the regression coefficients providing an indication of
the direction and strength of the relationship between the features
and the label. Our past work on visual expressiveness [38] found
that Elastic Net’s predictive performance exceeded that of several
more complex models when trained on a small dataset.
Support Vector Regression (SVR). This algorithm transforms data
into a higher-dimensional feature space and constructs a hyper-
plane that maximizes the number of points within some distance
from it [17]. Because Elastic Net models linear relationships only,
we selected SVR with a radial basis function (RBF) kernel as a com-
peting model to see whether modeling nonlinearities would yield
better performance (at the cost of being able to interpret the re-
lationships between features and labels). As described in Section
2, SVR and SVM have seen widespread use in the related fields of
automatic personality perception and emotion recognition.
2Our goal in comparing multiple algorithms was not to determine which is best in
general but rather to find one that performed well in this application. Proposing new
algorithms is an interesting direction for future research but is beyond the scope of
the current paper. Here, we focus on introducing a new topic area to the community
and using existing algorithms to deepen scientific understanding of it.
Multi-Layer Perceptron (MLP). Neural network models currently
set the standard of performance for many relevant prediction tasks
(as described in Section 2) due to their ability to capture complex
nonlinear relationships (at the cost of interpretability, like SVR).
Due to the relatively small size of our dataset and the absence of a
temporal component, we constrained the complexity of our model
to a simple MLP with one or two hidden layers.
6.2 Experimental Setup
To explore our second research question about the relative impor-
tance of eachmodality, we fit threemodels per algorithm: onemodel
using only visual behavioral signals as features, one model using
only linguistic behavioral signals as features, and one multimodal
model using both sets of behavioral signals as features.
We performed 7-fold validation within 8-fold testing and re-
peated this process 20 times with different splits of the data. The
folds were stratified to keep the proportion of labels in each quartile
similar in each fold, and all three members of a given group were
always assigned to the same fold (in order to prevent group-level de-
pendencies from influencing performance estimates). Within each
repetition, the folds were identical across algorithms and modalities
to ensure that results were directly comparable. Root mean square
error (RMSE) was used as the validation error measure.
We used the sklearn implementations of these algorithms in our
experiments and tuned hyperparameters via grid search. For Elastic
Net, we tuned over α ∈ {0.01, 0.05, 0.1, 0.5, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5}
and λ ∈ {0.0, 0.1, 0.5, 0.7, 0.9, 0.95, 0.99, 1.0}, where α is the penalty
term weight and λ is the mixing parameter for L1 and L2 regulariza-
tion. When λ = 0.0, Elastic Net becomes ridge regression, and when
λ = 1.0, it becomes lasso regression [68]. For SVR, we tuned over
C ∈ {2−5, 2−4, . . . , 214, 215} and γ ∈ {2−15, 2−14, . . . , 22, 23}, where
C controls the strength of L2 regularization and γ is the RBF kernel
coefficient. For MLP regression, we tuned over the number of hid-
den layers (one or two), the number of hidden units per layer (64 or
128), and the L2 regularization term α ∈ {0.0001, 0.001, 0.01, 0.05,
0.1, 0.5, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.7, 1.9, 2.0, 3.0, 4.0, 5.0}.
To evaluate predictive performance during testing, we used three
complementary performance metrics. First, we used RMSE as a
measure of the distance between the predictions and labels in the
same units as the labels. Given that the labels were standardized
to have a standard deviation of 1, a perfect model would have
RMSE = 0.0, a model always predicting the mean would have
RMSE = 1.0, and a model with RMSE > 1.0 would be worse than a
model always predicting the mean. Second, we used the coefficient
of determination (R2) as an estimate of the proportion of label
variance explained by the features in a model. A perfect model
would have R2 = 1.0, a model always predicting the mean would
have R2 = 0.0, and a model with R2 < 0.0 would be worse than
a model always predicting the mean. Third, we used the Pearson
correlation coefficient (r ) as a standardized measure of the strength
of the relationship between the predictions and labels. A perfect
model would have r = 1.0, an uninformative model would have
r = 0.0, and a model with r < 0.0 would be misleading. Unlike the
other two metrics, correlation does not require that the predictions
and labels be identical—only that they be linearly related.
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Table 3: Performance of predictive models
Algorithm Modality RMSE R2 r
Elastic Net Visual 0.89 −0.03 0.45
Elastic Net Linguistic 0.76 0.30 0.65
Elastic Net Multimodal 0.65 0.45 0.74
SVR Visual 0.87 0.05 0.44
SVR Linguistic 0.75 0.34 0.66
SVR Multimodal 0.78 0.27 0.63
MLP Visual 0.89 0.02 0.43
MLP Linguistic 0.76 0.30 0.65
MLP Multimodal 0.72 0.36 0.68
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Figure 4: Performance of Elastic Net models by modality
To compare the performance of models trained using different
features, we used non-parametric bootstrap resampling with per-
centile confidence intervals and p-values [18]. Specifically, we cre-
ated 2000 resamples (n = 160) of the fold-level differences between
models (through sampling with replacement) and, as in Table 3,
calculated the median as a robust measure of central tendency.
6.3 Predictive Modeling Results
Because we had eight test folds in each of the 20 repetitions of our
cross-validation procedure, our experiment yielded a distribution
of 160 scores on each performance metric. In Table 3, we present
the median of each distribution as a robust measure of its central
tendency. A full record of the results for all models is provided in
the supplemental materials.
ResearchQuestion 1. To investigate our first research question about
the prediction of emotional expressiveness from behavioral signals,
we examined the best performing algorithm-modality combination:
Elastic Net using multimodal behavioral signals as features. The pre-
dictions of this model were an average of 0.65 standard deviations
from the corresponding label values, the features explained nearly
half (45%) of the variance in the labels, and the predictions were
highly correlated with the labels (0.74). The strength of the correla-
tion in particular suggests that the predictions of this model could
be used as a proxy for human ratings in settings where preserving
Table 4: Comparison of modalities for Elastic Net
Difference in RMSE ∆ 95% CI p
Visual – Linguistic 0.16 [ 0.11, 0.18] <.001
Visual – Multimodal 0.25 [ 0.22, 0.27] <.001
Linguistic – Multimodal 0.10 [ 0.08, 0.11] <.001
Difference in R2 ∆ 95% CI p
Visual – Linguistic −0.31 [−0.36,−0.19] <.001
Visual – Multimodal −0.46 [−0.53,−0.41] <.001
Linguistic – Multimodal −0.17 [−0.21,−0.15] <.001
Difference in r ∆ 95% CI p
Visual – Linguistic −0.21 [−0.27,−0.14] <.001
Visual – Multimodal −0.30 [−0.34,−0.25] <.001
Linguistic – Multimodal −0.11 [−0.13,−0.09] <.001
Head Pitch Displacement (V)
Words > 6 Letters (L)
Clout (L)
Leisure (L)
Mean Number of Action Units (V)
Social Processes (L)
Mean Action Unit Intensity (V)
Word Count (L)
−0.2 0.0 0.2 0.4 0.6
Figure 5: Coefficients from multimodal Elastic Net models
linear relationships is sufficient. However, the fact that more than
half of the variance in the labels was unexplained by the features
suggests that there is still more to emotional expressiveness than
what our behavioral measures were able to capture.
We suspect that much of the unexplained variance is related to
acoustic behavioral signals (e.g., speech prosody); the rest may be
related to visual and linguistic signals that our representations did
not capture (e.g., specific facial actions or gestures) or cultural and
individual differences in patterns of expressive behavior.
Research Question 2. To investigate our second research question
about the relative importance of the visual and linguistic modalities
(given our selected behavioral representations), we compared the
performance of the three Elastic Net models. The results of the
modality comparison are provided in Table 4.
Our first finding was that the linguistic model significantly out-
performed the visual model on all performance metrics. This re-
sult may suggest that emotional expressiveness is conveyed more
through linguistic behavioral signals than through visual behavioral
signals. Alternatively, it may suggest that our linguistic represen-
tations (based on manual transcripts) were more reliable than our
visual representations (based on automatic tracking).
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Our second finding was that the multimodal model significantly
outperformed the the visual model and the linguistic model on all
performance metrics. These results suggest that both modalities
made unique contributions to the prediction and that both are worth
including in future work on emotional expressiveness.
Research Question 3. To investigate our third research question
about the relationships between specific behavioral signals and
emotional expressiveness, we examined the distributions of the re-
gression coefficients across all tuned multimodal Elastic Net models.
Figure 5 depicts the distributions with a nonzero median (and all
distributions are depicted in the supplemental materials).
With a median coefficient of around 0.4, the total number of
words spoken (Word Count) was the behavioral signal with the
strongest relationship to emotional expressiveness. As language is
a primary channel of human communication, it is not surprising
that participants rated higher on emotional expressiveness tended
to speak more. That is, speaking more likely gave participants
additional opportunities to express themselves.
Two other behavioral signals had median coefficients around
0.2: the average magnitude of all facial movements (Mean Action
Unit Intensity) and the proportion of words that fell in the Social
Processes category (e.g., family and friends). In general, more intense
facial movements correspond to stronger emotion [32], and since
we define emotional expressiveness as the tendency to outwardly
display emotion, it follows that participants who show stronger
emotion are more expressive. This result is also consistent with our
prior findings on the role of action unit intensity in momentary
emotional expressiveness [38]. The relationship between the Social
Processes linguistic signal and emotional expressiveness suggests
a link between sociability and emotional expressiveness that is
consistent with the correlation between emotional expressiveness
and self-reported extraversion observed in this study and others
[25, 36]. Specifically, individuals who socialize more (or who speak
more about their social habits and activities) may tend to be more
expressive not only of such activities but also of their emotions.
Finally, five other behavioral signals had median coefficients
between 0.0 and 0.1 or between 0.0 and −0.1. Participants rated
higher on emotional expressiveness had more facial movements
(Mean Number of Action Units), more words that fell in the Leisure
category (e.g., cook, chat, movie), higher scores on the Clout di-
mension (i.e., speaking with confidence and authority), more words
longer than six letters (Words > 6 Letters), and smaller vertical head
motions (Head Pitch Displacement). Some of the relationships be-
tween these signals (i.e., number of action units and leisure words)
are fairly similar in their interpretation to the relationships de-
scribed in the previous paragraph. We also believe that the last
finding—the negative coefficient for vertical head motion—may re-
flect that highly expressive participants spend more time talking
and less time listening (as nodding is often a sign of listening [46]).
The associations between emotional expressiveness and Clout and
long words are more novel. These results point to possible positive
relationships between emotional expressiveness and assertiveness
(a facet of extraversion). Individuals who exhibit greater confidence
in word choice, whether through more dominant or more advanced
vocabulary, may tend to be more emotionally expressive.
7 DISCUSSION
In this paper, we added highly reliable transcripts of spoken words
and human perceptual ratings of emotional expressiveness to an
existing video database of unstructured social interactions. We
proposed and tested a series of models encompassing traditional
statistical modeling and machine learning to predict emotional ex-
pressiveness from visual and linguistic features. Encouragingly, we
found that the multimodal statistical model (Elastic Net) performed
reasonably well, explaining nearly half of the variance in the percep-
tual ratings. We then examined what this model learned in predict-
ing emotional expressiveness from behavioral signals. Our results
uncovered novel relationships between emotional expressiveness
and behaviors related to traits like sociability, assertiveness, and
confidence. Our most important visual features—those derived from
action unit measures—converge with prior findings on the predic-
tion and characterization of facial expressiveness in a very different
context [38]. The consistency of these results suggests a persistent
role of facial action units in signaling emotional expressiveness.
Our results should be considered in light of several points. First,
the GFT dataset (like many others in affective computing) included
only healthy young adults from a single geographic area, and it is
unknown how well our findings would generalize to other popu-
lations. Second, the context of the participants’ behavior (i.e., the
group formation task) was unstructured and more naturalistic than
previous work, but the interactions still took place in a laboratory
setting. Finally, the relatively small size of the dataset (in terms of
both the number of participants and the amount of time each partic-
ipant was observed) likely limited the performance our predictive
models were able to achieve. These limitations can all be addressed
through more research in additional populations and contexts, and
we hope this paper will serve to encourage other interdisciplinary
researchers to study emotional expressiveness.
In conclusion, we laid the foundation for the computational
study of emotional expressiveness, which captures to the degree
to which a person tends to outwardly display their emotions. We
developed a method to collect human ratings of emotional expres-
siveness with high reliability and used latent variable modeling
techniques to refine these ratings. We then constructed models
to predict and characterize these ratings in terms of interpretable
visual and linguistic behavioral signals. This line of research holds
the potential to improve emotional inferences through personalized
(i.e., expressiveness-aware) algorithms, develop more satisfying and
efficient robots and virtual agents, and aid medical professionals in
the assessment of psychiatric and neurological conditions.
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