We consider the dynamical inverse problem for the Maxwell system on a Riemannian 3-manifold with boundary in a time-optimal set-up. Using BC-method we show that the data of the inverse problem (electromagnetic measurements on the boundary) determine a C*-algebra, which has a spectrum homeomorphic to a part of the manifold. This part depends on the duration of measurements.
Introduction
We consider initial boundary-value problem for the Maxwell system on a smooth compact connected Riemannian 3-manifold Ω with connected boundary Γ := ∂Ω for some T > 0: e t = curl h, h t = − curl e, (x, t) ∈ Ω × (0, T ), e | t=0 = h | t=0 = 0, e θ | Γ×[0,T ] = f.
Here e and h are vector fields (electric and magnetic field respectively) on the manifold depending on time t ∈ [0, T ], ( ·) t denotes a derivative by time t, ( ·) θ is a tangent part of the field on the boundary. Boundary control f is a tangent vector field on the boundary, depending on time. If f is smooth and satisfies supp f ⊂ Γ×(0, T ], then the problem (1) has unique classical solution.
One can set up an inverse problem, related to the initial boundary-value problem for the Maxwell system, consisting in recovering of parameters of the medium by electromagnetic measurements on the boundary. In particular, one can consider the case when Ω is a domain in Euclidean space, and Maxwell equations contain coefficients ε, µ, describing electric permittivity and magnetic permeability:
εe t = curl h, µh t = − curl e.
Then inverse problem consists in recovering of these coefficients or, for example, of product εµ (if the coofficients are scalar), which means to recover velocity of propagation of electromagnetic waves in medium.
In this work we assume ε = µ = 1, Ω is assumed to be a Riemannian manifold with boundary, and our goal is to recover the topology of this manifold (by the data of the inverse problem we construct a topological space homeomorphic to the manifold). As data we take a response operator, acting on the boundary control f by the rule
(ν is an inward unit normal vector on the boundary Γ, × is a vector product), where h is a magnetic part of solution of the problem (1) with control f . Using R T as data we deal with the dynamical inverse problem. Moreover, we consider the time optimal set-up of dynamical inverse problem: by the response operator R 2T we recover the topology of the boundary layer Ω T of width T (Theorem 3). Due to the finiteness of the velocity of electromagnetic wave propagation and simple kinematic reasons we need a response operator with doubled time R 2T to recover the layer Ω T . The inverse problem for the Maxwell system is a subject of a number of papers. In many of them rather restrictive assumptions concerning unknown coefficients are made. In book [9] solutions of a number of inverse problems arising in mathematical physics are given under assumption that coefficients defined in a half-space depend only on the depth. Paper [7] is devoted to the time-optimal inverse problem of electrodynamics in a half-space assuming that unknown coefficients are smooth with respect to the depth and analytical in planes that are parallel to the boundary of the half-space. Uniqueness and stablility of the solution is proved.
The most general case without restrictive assumptions on coefficients, except smoothness, was conidered in [1] , [2] . The result of these works is uniqueness of recovering of scalar ε, µ in time-optimal set-up.
The inverse problem on Riemannian manifold with boundary in time-optimal setup was considered in [3] . Uniqueness of recovering of Ω T as Riemannian manifold (up to isometry) by R 2T is proved, which is stronger than Theorem 3. Our goal is to give another scheme of solving the inverse problem, based on the connection of inverse problems and the theory of C*-algebras.
First this connection was used in [5] to solve the electric impedance tomography problem. In [6] the inverse problem for wave equation on Riemannian manifold with boundary was solved. There was shown, that the data of the inverse problem determine some operator algebra, which yields some topological space homeomorphic to the manifold (more precisely, to the layer Ω T ). Correspondence between algebras and topological spaces is established in the theory of C*-algebras -this will be discussed in section 3. To solve the inverse problem an operator algebra is constructed using operators, which are obtained from some operator model of the dynamical system. This model can be constructed by a response operator using the boundary control method (BC-method) -this procedure is described in details in section 4. Note that in [3] such a model was obtained with the help of the BC-method as well, while recovering of the manifold by this model was completely different.
We apply the described scheme to the inverse problem of electrodynamics. The main difficulty that arises here is that obtained algebra is non-commutative. But it turns out to be commutative modulo compact operators and the corresponding quotient algebra yields a topological space homeomorphic to Ω T . This is formulated more precisely in Theorem 2 and Corollary 1.
Authors thank B.A. Plamenevsky for advice concerning the theory of C*-algebras.
Some definitions and notations
Let Ω be a smooth connected compact 3-manifold with boundary. ·, · denotes inner product of (complex) tangent vectors corresponding to the Riemannian structure on Ω, dist(·, ·) is a distant function on Ω. The Riemannian structure determines vector product and operators ∇, curl , div acting on vector fields. In arbitrary local coordinates corresponding formulas look as follows (ǫ jmn is the parity of the permutation (1, 2, 3) → (j, m, n)):
Further ∇, curl , div are understood as generalized operators. For generalized oper-ators on the manifold we have standard formulas of vector analysis:
In (3) and (5) function ϕ is Lipschitz, the field u is locally integrable, having locally integrable divergence. In (4) we may suppose that u or v is Lipschitz, and the other field is locally integrable and has locally integrable curl . The Maxwell system on the Riemannian manifold is usually written for differential forms using exterior differential instead of curl . We describe electric and magnetic fields e and h with vector fields on manifold and thus the Maxwell equations have the same form as in Eucledian space.
B(H) is the set of linear bounded operators in complex Hilbert space H.
is the set of compact operators in H. K(H 1 ; H 2 ) denotes the set of compact operators from H 1 to H 2 .
C(X) is the space of continuous complex functions on a compact topological space X. Define a norm in C(X):
C 0 (X) is a space of continuous complex functions on topological space X, such that for any ε > 0 the set {x ∈ X : |f (x)| ≥ ε} is compact. The norm in C 0 (X) is defined by the formula (6) . If X is an open set in R n , then C 0 (X) consists of continuous functions in X vanishing on ∂X. Clearly if the space X is compact, then C 0 (X) = C(X). C k c (U) is the space of k times continuously differentiable functions with compact support in a subset U of a smooth manifold.
Integral of operator-valued function F : R → B(H) over interval I ⊂ R is an operator corresponding to the following bilinear form in H I ds (F (s) z, w) H , providing that the integral exists for all z, w ∈ H and determines a bounded form.
C*-algebras
Here we introduce basic notions of the theory of C*-algebras. See [10] , [11] for more details.
Complex Banach space A is called a C*-algebra, if it is equipped with bilinear mapping (called product)
such that:
and involution A → A, a → a * , such that:
It follows from the properties of involution that a * = a . Indeed,
Passing to a * we obtain the reverse inequality:
The banach space B(H) of bounded linear operators in a Hilbert space H is an example of C*-algebra. As a product operation and involution one takes a composition and a mapping that maps an operator to its adjoint.
Another example is the space C 0 (X) with the norm (6) and involution f * := f . C 0 (X) is a commutative C*-algebra, i.e. f g = gf for all f, g ∈ C 0 (X).
The set B ⊂ A is called C*-subalgebra of C*-algebra A, if B is a closed subspace of A such that B * = B and every pair b, b
Clearly that in this case B is C*-algebra.
Let Y be a subset of C*-algebra A. There is a minimal C*-subalgebra B ⊂ A containing Y (it is an intersection of all C*-subalgebras containing Y ). We say that B is a C*-subalgebra generated by the set Y .
It can be shown that C*-subalgebra B generated by the set Y ⊂ A consists of elements of A that can be approximated by elements of the following form
The set I ⊂ A is called a closed two-sided ideal (or simply closed ideal) of C*-algebra A, if it is a closed subspace of A and ac, ca ∈ I ∀a ∈ A ∀c ∈ I.
Note the following non-trivial fact: closed ideal is a C*-subalgebra in its C*-algebra. An example of a closed ideal is the set K(H) ⊂ B(H) consisting of compact operators. Let I be a closed ideal in C*-algebra A. Define product on the quotient space A/I as follows. Let equivalence classesã,b ∈ A/I contain elements a, b ∈ A respectively. The productãb is defined as an equivalence class containing ab. This definition does not depend on choice of a and b since
(we used the definition (13)). Similarly A/I can be equipped with involution. It can be shown that A/I is C*-algebra. Let A, B be C*-algebras. Linear mapping π : A → B is called a homomorphism, if for any a, a ′ ∈ A we have
It follows from the properties of product and involution that for any homomorphism we have π(a) ≤ a .
If homomorphism is one-to-one, then it is called isomorphism. The last estimate applied to π and π −1 implies that every isomorphism of C*-algebras preserves the norm. C*-algebras A and B are said to be isomorphic, if there exists isomorphism from A to B. In this case we write A ≃ B.
If I is a closed ideal in C*-algebra A, then the mapping A → A/I that maps an element of A to a corresponding equivalence class is a homomorphism. This mapping is called a canonical homomorphism (associated with closed ideal I).
Let π : A → B be a homomorphism of C*-algebras. Then the image π(A) is C*-algebra, the kernel Ker π is a closed ideal in A and we have
Next we introduce notion of spectrum of commutative algebra A. Let A ′ be a dual space of A. Functional l ∈ A ′ is called multiplicative, if it satisfies
for all a 1 , a 2 ∈ A (in other words, l is a homomorphism from A to C). Denote by Ω A the set of nonzero multiplicative functionals on A. This set is non-empty for non-trivial C*-algebras. One can check that l = 1 for l ∈ Ω A , so Ω A is the subset of the unit sphere in A ′ . With respect to *-weak topology of A ′ the set Ω A is a locally-compact Hausdorff topological space. This space is called spectrum of commutative C*-algebra A. Note that spectrum is also defined for non-commutative C*-algebras.
If X is a locally compact Hausdorff topological space, then the spectrum Ω C 0 (X) is homeomorphic to X. In this case multiplicative functionals have the following form
′ , then functionals l x and l x ′ are different. Thus we have an injective (and, as can be shown, continuous) imbedding of X to Ω C 0 (X) . This can be proved that there are no other multiplicative functionals on C 0 (X), so there is a bijection between X and Ω C 0 (X) .
The following fact shows the connection between the spectrum of C*-algebra and the spectrum of a self-adjoint operator in a Hilbert space H. Let L be a self-adjoint operator, 1 1 is an identity operator. C*-subalgebra of B(H) generated by L and 1 1 is commutative and its spectrum is homeomorphic to the spectrum of L endowed with standard topology of R.
Now we formulate Stone-Weierstrass theorem.
Theorem 1. Let X be a compact Hausdorff topological space, A is a C*-subalgebra of C(X) such that: for any different points x, y ∈ X there exists f ∈ A satisfying f (x) = f (y). Then either A coincides with C(X) or A consists of all functions from C(X) vanishing in some fixed point x 0 ∈ X.
4 Maxwell system
Domains of influence and controllability
Fix number T > 0. L 2 (Γ) denotes the space of square integrable tangent fields on Γ.
Introduce the space of controls
with natural inner product
In terms of the control theory F T is an exterior space with respect to the system (1).
Introduce the set F T 0 of smooth controls vanishing in the neighborhood of Γ×{t = 0}. The response operator, defined by (2), acts in the space F T and is correctly defined on F T 0 . Introduce the set of smooth controls supported on the open set σ ⊂ Γ,
and the set of smooth controls delayed for time T − s (0 < s < T ):
For the set σ ⊂ Γ and s > 0 we put
Further we suppose that T > 0 satisfies the condition
Introduce Hilbert spaces for the set σ ⊂ Γ and s > 0
(in the first definition the support z may contain some part of Γ, since it may be contained in Ω s σ ). Every field y ∈ U s satisfies div y = 0.
Here div is understood as generalized divirgence in Ω, and field y is continued by zero outside of Ω s . Generally speaking, the space U s does not coincide (but is always a subspace of) with the space of solenoidal fields supported in Ω s . The reason is possible non-trivial topology of the set Ω s . Define E Associate with the problem (1) the control operator W T : f → e(·, T ), acting from the space of controls F T to the space U T . This operator is correctly defined in F T 0 . The control operator is unbounded (see [1] ) and has closure, which will still be denoted by
proved in [1] is called approximate controllability of the system (1). Proof of this fact is based on a vector version of Holmgren-John-Tataru unique continuation theorem (see [8] ). Approximate controllability plays an important role in the dynamical version of the BC-method.
For an open set σ ⊂ Γ we have analogue of the equality (18):
Operator eikonals
For an open set σ ⊂ Γ we define an operator eikonal as element of B(U T ):
Let A ⊂ B(U T ) be a C*-subalgebra, generated by operator eikonals I T [σ], where σ ranges over all open subsets of Γ. Projections E s σ corresponding to different sets σ do not commute, so the same concerns operator eikonals. Hence C*-algebra A is noncommutative.
However, we establish the following fact.
Theorem 2. C*-algebra A/(A ∩ K(U T )) is commutative and is isomorphic to C 0 (Ω T ).
Note, that the intersection A∩ K(U T ) is clearly a closed ideal in A, so A/(A∩ K(U T )) is C*-algebra. It is unknown whether A contains the whole of K(U T ) or not. In section 3 we noted that the spectrum of C*-algebra of continuous functions C 0 (X) is homeomorphic to X. Therefore, Theorem 2 has the following consequence. Corollary 1. The spectrum of commutative C*-algebra A/(A ∩ K(U T )) is homeomorphic to the space Ω T .
The proof of Theorem 2 is given in sections 5-7. The idea of proof is as follows. Instead of the space U T and operator eikonals I T [σ] consider the space L 2 (Ω T ) and operators
where X s σ is an operator that multiplicates by indicator function of Ω s σ . It can easily be shown that these integral operators coincide with operators of multiplication by functions max{T − dist(x, σ), 0}. These operators are self-adjoint and commute with each other, so they generate a commutative C*-subalgebra A in B( L 2 (Ω T )). Clearly there is isomorphism between functional C*-algebra C 0 (Ω T ) and C*-subalgebra of B( L 2 (Ω T )) consisting of operators of multiplication by functions from C 0 (Ω T ). This isomorphism maps C*-algebra A onto C*-subalgebra generated by functions max{T − dist(x, σ), 0}. The latter coincides with C 0 (Ω T ) -this is Lemma 9, which is proved with the use of Stone-Weierstrass theorem. Then A is isomorphic to C 0 (Ω T ). The proof of Theorem 2 is based on the observation that operators I T [σ] differ from the operators (20) restricted to the space U T by compact operators (Lemma 1). From this we conclude that C*-algebras A and A are isomorphic "up to compact operators", and then isomorphism A ≃ C 0 (Ω T ) completes the proof.
Operator eikonals (20) arise in the inverse problem for scalar wave equation. In [6] Ω T was recovered as a spectrum of commutative C*-algebra generated by these operators. In case of wave equation on graph corresponding operator eikonals generate non-commutative C*-algebra having very complicated structure, and there is no analogue of Theorem 2. Description of the spectrum of this C*-algebra is known only for some special graphs.
Inverse problem
Here we describe the procedure of recovering of the layer Ω T as topological space by R 2T , based on Theorem 2. By Theorem 2 the space Ω T can be obtained as spectrum of commutative C*-algebra A/(A ∩ K(U T )). Although we can not obtain C*-algebra A and the space U T by the data of the inverse problem, BC-method allows us to construct a model Hilbert space U T . This form is defined on the set Dom W T as follows:
The following result obtained in [1] shows the relation between c T and the response operator R
2T . To formulate it we introduce the operator of odd continuation of controls from the interval [0, T ] to [0, 2T ]:
and define one more set of controls
Identities of this type were first obtained by A.S. Blagoveshchenskii. Equalities (21) implies the following fact.
We define the model space, which is a counterpart of U T , as follows:
Next define operator Φ T : U T # → U T as a factor in the polar decomposition
In [1] it was shown that if T satisfies (15) the kernel of W T is trivial. Then we have
Combined with (18) this implies that the operator Φ T is unitary. One can say that a pair
forms a model of the dynamical system in consideration. Note, that using a model system instead of the system itself is traditional in BC-method. Further we need model subspaces (σ ⊂ Γ)
In the next computation we use equalities (19), (22) (σ is an open subset of Γ):
Note one important thing: since the operator |W T | is determined by the data of the inverse problem, the last relation shows that these data determine subspaces U 
Clearly that C*-algebra A # ⊂ B(U T # ) generated by such operators for different open σ is isomorphic to A, and so by Theorem 2 we obtain that C*-algebra
hence its spectrum is homeomorphic to Ω T . We obtain the following result.
Theorem 3. Let T > 0 satisfy (15). Then the operator R
2T uniquely (up to homeomorphism) determines the topological space Ω T .
The scheme of recovering of Ω T may be displayed as follows:
Basic lemma
Further we use the same notation for a continuous function from C 0 (Ω T ) and the operator of multiplication by this function.
For σ ⊂ Γ define functions in Ω T as follows
It is easy to check that these functions are Lipschitz and belong to C 0 (Ω T ).
Lemma 1.
For an arbitrary set σ ⊂ Γ we havẽ
The proof of Lemma 1 uses the fact that is usually used for proving of spectral asymptotics for Maxwell operator as well as in mathematical hydrodynamics. It concerns compactness of imbedding of some space to L 2 (Ω T ). Before we introduce this space we give the following definition. Let the field z ∈ L 2 (Ω) satisfy curl z ∈ L 2 (Ω). Following [13] , we say that the field z satisfies the condition
if for any field v ∈ L 2 (Ω), such that curl v ∈ L 2 (Ω), we have
It can be shown, that due to smoothness of the boundary Γ it is necessary to check this condition only for v ∈ C ∞ (Ω). Now we define the space
with the norm u Actually, the stronger fact holds true: the space F coincides with vector Sobolev Space H 1 (Ω), which compactly imbeds to L 2 (Ω). However, the Proposition 3 will be enough for us. Now we describe the scheme of proof of Lemma 1. We obtain estimates for L 2 -norms of curl and divergence of the differenceτ (37), (39) We need some more auxiliary facts. For h > 0 we have:
Passing to a limit h → 0+ we obtain that
Let X 
In particular, it follows from (28) that
Together with (27) this implies the relation
Define a family of operators
It is convinient to consider K 
Proof. Let 0 < s ′ < s. By the absolute continuity of Lebesgue integral we have
Clearly that β is orthogonal to U ξ σ for ξ ≤ s, therefore
(in the third equality we used (28)). Choose an open set U ⊂ Ω with smooth boundary, that contains Ω s ′ and is contained with its closure in Ω s . Set
The field hβ is Lipschitz, as function h is Lipschitz, and the field β is smooth in the neighborhood of supp h, so we can apply a formula of integration by parts to the obtained inner product. Orthogonality of β to the space U
The second equality implies that in integration by parts integral over ∂U vanishes, since
Applying the first equality in (33) and formula (5) we obtain:
Combined with (31) this yields the required equality.
Proof. We have
Clearly that the field β := (X
Moreover, it is smooth in Ω s σ , since it is solenoidal and satisfies (33). So we can apply Lemma 2 to the integrand:
Substituting this to (35), we obtain
By formula (34) applied to z ∈ C ∞ (Ω) we obtain
Lemma 4. For any field u ∈ L 2 (Ω) we have
Besides,
Since z is arbitrary this estimate implies (37). As z is not necessarily compactly supported, equality (38) holds true.
Proof. By the definition of
The second term belongs to U T and thus is solenoidal in Ω due to (17). By (29) the first term equals toτ
being continued by zero outside of Ω T is Lipschitz in Ω. The field u continued by zero outside of Ω T is solenoidal by (17). Then by formula (3) we have
This completes the proof.
Proof of Lemma 1. Suppose u ∈ U T . It follows from the estimates (37), (39) and boundary condition (38) 
. In view of (30) this completes the proof.
Homomorphismπ
For a function f ∈ C 0 (Ω T ) we define an operator E T [f ] ∈ B(U T ) as a composition of operator of multiplication by f acting from U T to L 2 (Ω), and orthogonal projection E
Proof. First we prove Lemma for f ∈ C ∞ c (Ω T ). Choose a finite open cover of the support supp f such tha every set of this cover is diffeomorphic to a ball in case U j ∩ Γ = ∅ or to a semiball {x ∈ R 3 : |x| < 1, x 3 ≥ 0} otherwise. We may assume that U j ⊂ Ω T . We can choose a unit partition
Clearly that
and functions ζ j f belong to C ∞ c (U j ). Thus it is necessary to prove the Lemma for function f supported in some open set U diffeomorphic to a ball or a semiball and contaning with its closure in Ω T . In this case for any y ∈ U T we have
and if the set U intersects with Γ, then the following equality holds true
This can easily be obtained with the help of Helmholtz decomposition in U. Function p y in (40) is uniquely determined up to additive constant, which is chosen such that
in case U ∩ Γ = ∅, and
otherwise. From the Friedrichs' inequality and Poincaré inequality it follows that in both cases for some C we have
therefore, the mapping y → p y is continuous from U T to H 1 (U). Now suppose that sequence y n weakly converges to zero in U T . The the sequence p yn weakly converges to zero in H 1 (U), and due to the compactness of embedding
Next
In the last equality we used (40) and the inclusion supp f ⊂ U. Integrating by parts in this inner product and applying formula (3) and equality div y n = 0 we arrive at
(M depends only on f ). Integral over ∂U vanishes, since f vanishes on ∂U \ Γ and in case U ∩ Γ = ∅ we have (41). Obtained value tends to zero as norms of y n are bounded and (42) takes place. Then in view of the result of previous calculation we obtain
Operators of multiplication by f n tend to the operator of multiplication by f with respect to opertor norm. Then the operator f − E T [f ] is compact being the limit of compact operators.
Lemmas 1 and 6 have the following
Corollary 2. For any σ ⊂ Γ we have
is an injective homomorphism of C*-algebras.
Proof. We proove the following properties:
where f, g ∈ C 0 (Ω T ), α, β ∈ C. First three follow from Lemma 6. Consider the third, for example. We show that
By Lemma 6 we have
where
). Applying Lemma 6 to function f g, we obtain (43). Now turn to the fourth property. We can restrict ourselves with smooth f , since the mappingπ is bounded, which follows from obvious inequality
Establish the reverse inequality. We need to show that for any compact operator K ∈ K(U T ) we have
Fix a point x 0 ∈ Ω T \ Γ such that ∇f (x 0 ) = 0 (we suppose that f does not vanish identically). Choose a sequence of functions ϕ j ∈ C ∞ c (Ω T \ Γ) such that supp ϕ j tend to x 0 as j → ∞. Introduce fields
Functions ϕ j can be chosen such that every field y j does not vanish identically. Due to (4) we have div y j = 0. Since supp y j tend to x 0 as j → ∞, for sufficiently large j fields y j belong to U T . Further
so by (4) div (f y j ) = 0 and for large j fields f y j also belong to U T , hence
Turn to a normed sequenceỹ j = y j / y j . Obviously the sequenceỹ j tends to zero, therefore, Kỹ j → 0 in U T . Combined with (45) this yields (
(we took into account that fieldsỹ j are supported in the neighbourhood of x 0 ). Since ỹ j = 1 we arrive at the inequality
This takes place for all points x 0 , where f has nonzero gradient, so (44) holds true. Proof. Suppose that γ x and γ y are the nearest points of the boundary respectively to x and y (may be non-unique). Then
Now it follows from the condition of Lemma that
Now it follows that γ y is also a nearest point of the boundary to x. Both geodesics that connect γ y with x and y are orthogonal to the boundary Γ and have (due to the last equality) same length. Therefore, these geodesics coincide and x = y.
Lemma 9. C*-subalgebra of C 0 (Ω T ), generated by the set of functionsτ [σ], where σ ranges over all open subsets of Γ, coincides with C 0 (Ω T ).
Proof. We use Stone-Weierstrass theorem (see section 3). First we show that for any x, y ∈ Ω T , x = y, there exists functionτ [σ] ∈ T , such that
Let x, y ∈ Ω T \ Γ (the case when one or both points x, y belong to Γ is trivial). By Lemma 8 there exists a point γ ∈ Γ such that max {T − dist(x, γ), 0} = max {T − dist(y, γ), 0}.
Since in this relation we can replace γ by its sufficiently small neighborhood σ ⊂ Γ relation (46) holds true.
Next we consider a compactification X of the space Ω T :
X := Ω T ∪ {∞}.
Here ∞ is an "infinity point". Using Euclidean topological structure on Ω T one can define a topological structure on X, such that X becomes a compact Hausdorff topological space (see [12] ). Any function from C 0 (Ω T ) can be extended by zero at ∞, and the extension belongs to C(X); restriction on Ω T of any function from C(X) that vanishes at ∞, belongs to C 0 (Ω T ). Consider C*-subalgebra in C(X), generated by functionsτ [σ] naturally extended to X. It follows from (46) that this C*-subalgebra satisfies conditions of Stone-Weierstrass theorem. Evidently, this C*-subalgebra consists of all continuous functions vanishing at ∞. So we obtain that C*-subalgebra in C 0 (Ω T ) generated by functionsτ [σ], coincides with C 0 (Ω T ).
Sinceπ is a homomorphism (Lemma 7) the set
is a C*-subalgebra in B(U T )/K(U T ) (see section 3). According to the description of a C*-algebra generated by some set, given in the section 3, every element a of C*-subalgebra A, generated by the set of operator eikonals I T [σ], can be approximated by operators of the following form
By Corollary 2 we have
Since π is homomorphism (recall that π is a canonical homomorphism from B(U T ) to B(U T )/K(U T )) obtained relation implies
Asπ is homomorphism as well we can permuteπ and product and obtain the equality
Now let {b k } be a sequence if elements of the form (48), converging to a ∈ A, f k ∈ C 0 (Ω T ) are corresponding functions of the form (50). The sequence π(b k ) =π(f k ) is contained in A. Since A is C*-algebra, it contains the limit of this sequence. Thus π(A) ⊂ A.
From the other hand, functions f of the form (50) are dense in C 0 (Ω T ), which follows from Lemma 9. Hence the set of ranges π(b), where b ranges over all elements of the form (48), is dense in A, and the more π(A) is dense in A. As the range π(A) is a C*-algebra it is closed and the following equality holds true π(A) = A. Now applying (14) to C*-algebra A and homomorphism π restricted to A (the kernel of this restriction is A ∩ K(U T )) we obtain
Lemma 7 guarantees that homomorphismπ is injective, so it is an isomorphism between C 0 (Ω T ) and its range. Combined with the previous calculation this implies that
This completes the proof of Theorem 2.
