The main result of this paper is to prove an instance of the conjecture of Gouvea and Mazur in [GM95] , which asserts that for certain values of r the space of r-overconvergent p-adic modular forms of tame level N and weight k should be spanned by the finite slope Hecke eigenforms. Using methods adapted from [BC05b] I show that for p = 2, k = 0, N = 1, this holds for all r ∈ ( ). The proof relies on a certain factorisation of the Up operator which is known in this case but I conjecture also holds for p = 3 and 5; this conjecture also implies exact formulae for the set of slopes similar to those of [BC05b] .
Background
Let S k (Γ 1 (N )) denote the space of classical modular cusp forms of weight k and level N . It has long been known that these objects satisfy many interesting congruence relations. One very powerful method for studying the congruences obeyed by modular forms modulo powers of a fixed prime p is to embed this space into the p-adic Banach space S k (Γ 1 (N ), r) of r-overconvergent p-adic cusp forms, defined as in [Kat73] using sections of ω ⊗k on certain affinoid subdomains of X 1 (N ) obtained by removing discs of radius p −r around the supersingular points; this space has been used to great effect by Coleman and others ( [Col96, Col97] ).
It is known that there is a Hecke action on S k (Γ 1 (N ), r), as with the classical spaces, and these operators are continuous; and moreover, at least for 0 < r < p p+1 , the Atkin-Lehner operator U p turns out to be compact. There is a rich spectral theory for compact operators on p-adic Banach spaces (see [Ser62] ), and this is a powerful tool for studying the spaces S k (Γ 1 (N ), r). In this paper, we aim to make this spectral theory explicit in the case N = 1, k = 0, for certain small primes p.
A useful basis
In all the computations in this paper we shall restrict to the case of tame level 1; hence we shall write S k (r) for S k (SL 2 (Z), r), which we regard as a Banach space over C p .
Recall that if E is any elliptic curve over C p such that ν p (E p−1 )(E) < p p+1 , E has a canonical p-subgroup; hence for 0 < r < p p+1 the r-overconvergent locus on X 0 (1) is isomorphic to a certain subregion of X 0 (p). (This is proved in [Kat73] , using the theory of the Newton polygon.)
If p is one of the primes 2, 3, 5, 7, or 13, then X 0 (p) has genus 0. We shall pick an explicit uniformiser for this curve, and identify in terms of this uniformiser the image of X 0 (1) ≥p −r under the canonical subgroup map, and hence obtain a basis for our space S k (r). (This argument is essentially the same as §2 of [BC05b] ; although it is given there in the case p = 2, the increased generality presents no extra difficulty, other than more unwieldy notation.) Proof. That f p is a rational function on X 0 (p) follows from the fact that ∆(z) and ∆(pz) are both classical modular forms of weight 12 and level p, and ∆ has no zeros on X 0 (p). It has a zero of order 1 at z = ∞ by inspection of its q-expansion, and no other zeros as ∆ does not vanish on the complex upper half-plane; so it is a uniformiser for X 0 (p).
The proof of the final statement is somewhat more time-consuming, so we shall exile it to §7. (This follows as we have given an isomorphism between this space and a p-adic closed disc, and the algebra of rigid-analytic functions on a p-adic closed disc with uniformising parameter x is the Tate algebra C p x .) Theorem 3. Let U p be the Atkin-Lehner operator acting on S 0 (r), and let u (r) ij be the matrix coefficients of U p with respect to the basis defined above. Then the following results hold:
There is a
Proof. Part (1) is an elementary manipulation. Given this, it is clearly sufficient to prove the existence of M when r = 0. This is perhaps most easily seen by considering f p as a function on the complex upper half-plane. Then
For 1 ≤ k ≤ p, let e k denote the k th elementary symmetric polynomial of the functions f p z+t p t ∈ Z/pZ .
Then clearly we have
Lemma 4. Each e k is a polynomial of degree p − k + 1 in f p with integer coefficients.
Proof of lemma. This is known for p = 2 (it is lemma 1 of [BC05b] ), so we assume p ≥ 3. Since f p is a uniformiser for X 0 (p), any meromorphic function on X 0 (p) is necessarily a rational function of f p . Since e k has no poles on X 0 (p) except possibly at the cusp z = 0, it must in fact be a polynomial in f p ; and the degree of this polynomial is the degree of the map e k . Now, the function f
is automorphic with respect to the group
The intersection of these groups as t ranges over Z/pZ contains Γ(p), so we may view each f
p as a function on X(p). This necessarily has degree
. It is known (see for example [Miy06] ) that the cusps of
These clearly divide into two classes:
2 cusps with n = 0, which all map down to the cusp ∞ of X 0 (p) with ramification index p, and
unramified cusps lying above the cusp 0 of X 0 (p).
It is easily seen that f (t) p has poles of degree p at precisely the cusps (λ, λt), and zeros at all other cusps. Consequently any summand of e k , which is some expression of the form f
, will have poles of degree p − k + 1 at each of the k(p−1) 2 points (λ, λt i ); so the sum e k has no poles outside the
cusps lying above 0 ∈ X 0 (p), and has poles of degree at worst p − k + 1 at each of these. Thus its degree as a map X(p) → P 1 is at most (p − k + 1)p(p − 1)/2, and so its degree as a map X 0 (p) → P 1 is at most (p − k + 1). Now that we have shown that the e k are polynomials in f p of bounded degree, it is relatively easy to determine them exactly, simply by computing enough terms of the q-expansion of U (f j p ) for 1 ≤ j ≤ p and back-substituting in the recurrence relation. Calculating each of the e k for the five primes to which the methods apply, one verifies that the degree is exactly equal to p − k + 1. 
which gives a recurrence of the required form. So part (2) of the theorem follows. Finally, since U (1) = 1, an easy induction argument using the recurrence shows that U (f k p ) must be a polynomial of degree at most pk in f p ; and it is immediate from the q-expansion that if j > pi, U (f j p ) must vanish to degree i at the origin, so u ij = 0.
Corollary 5. The operator U is an "operator of rational generation" in the sense of Smithline [Smi04] ; that is, there exists a rational function P (x, y)/Q(x, y) whose Taylor series expansion is equal to i,j u ij X i Y j .
For example, when p = 2 one obtains If one instead sets r = 1 2 , taking the obvious choices c = 2 6 and c = 3 3 , a striking apparent coincidence occurs:
the matrices M (1/2) are symmetric. We shall investigate this symmetry in more detail in §5.
Computations of slopes
Given the values of u ij for 1 ≤ i, j ≤ N , it is relatively easy to calculate the characteristic power series of this N × N matrix. The general theory of compact operators tells us that this will converge rapidly to the characteristic power series of U , so we can easily calculate approximations to the eigenvalues, and in particular we can determine the slopes (p-adic valuations) of the eigenvalues. These slopes are somewhat mysterious; the complete list of slopes is known only for p = 2, tame level 1 and weight 0 by [BC05b] , and for certain other 2-adic weights near the boundary of weight space by [BK05] . There are conjectures ( [Buz05] , [Cla05] ) for a general weight, prime and level, but these appear to be rather inaccessible at present.
As we have been largely following the methods of [BC05b] here, let us see how they break down for p > 2. The next step would be to attempt to decompose the matrix as U = ADB where A is lower triangular, B is upper triangular, D is diagonal, and both A and B have all diagonal entries 1. Such matrices can be calculated easily by Gaussian elimination; this algorithm has the useful property that the i, j entry of each of A, B, D is determined by u rs for r, s ≤ max(i, j), so in our case the entries of these matrices are rational and can be calculated exactly using our algorithm for calculating U .
Regrettably, for p = 3 and p = 5, the entries of A and B (and indeed U itself) do not seem to be given by any hypergeometric form in i, j. However, there does seem to be a hypergeometric formula for the diagonal matrix D:
The first row in this table is taken from [BC05b] , and is known to be true; the other two rows are entirely conjectural, based on a calculation of D ii for 1 ≤ i ≤ 100. If it could be shown that D is indeed given by these formulae, and the matrices A and B are integral and congruent to the identity modulo p (which appears to be the case from the computations that I have done so far), then lemma 5 of [BC05b] would tell us that the Newton polygon of ADB is the same as that of D, so the ith slope would be equal to the valuation of the ith diagonal entry of D.
For p = 3 and p = 5, there are existing conjectures due to Frank Calegari giving the ith slope (case p = 3 is quoted in [Smi04, §1] , and p = 5 in [Cla05, §3.6]), and it is easily seen that these agree with the formulae in the above table for D ii . Furthermore, these formulae also appear to agree with the combinatorial recipe of [Buz05] ; but without a concise formula for A ij and B ij , there does not seem to be any chance of proving these results by this method.
For p = 7 and p = 13 the pattern is much less clear; the matrices A and B are not p-adically integral and the entries of D do not appear to be given by any simple hypergeometric form. It is interesting to note that in these cases, there are two distinct "slope modules" in the conjectural picture of [Cla05] , so one would not expect all the slopes to be given by a single simple formula.
Computations of eigenfunctions
The advantage of the basis we have chosen above for working with the U operator is twofold: firstly, the coefficients u ij can be calculated very quickly via the recurrence relation, and since they are all rational (for suitable choices of r) there are no issues with precision; and secondly, the coefficients tend to zero extremely rapidly down each row and column. Hence it is possible to calculate eigenfunctions for U by choosing some large N , truncating to obtain an N × N matrix, and diagonalising this matrix. As the eigenvectors of a matrix vary continuously with its entries, we can repeat this computation for increasing values of N and hence obtain sequences of functions convergent in the q-expansion topology to eigenfunctions of U .
Let us do this in the case p = 5 (for comparison with the calculations in [GM95] ). We begin by fixing a value of r; the results obtained will be independent of r, since it is known that any overconvergent U -eigenform of finite slope must extend to a function on X 0 (1) ≥p −r for all r < p p+1 (see [Buz03] ). In this case, it is convenient to choose r = 1 3 , since in this case we may take c = p and the u ij are all rational. We now take an N × N truncation of the matrix of U and calculate its characteristic power series (as a polynomial over Q). We can now use an appropriate numerical method, such as PARI/GP's polrootspadic(), to calculate p-adic approximations to the eigenvalues of this matrix. For each of these we can then use the PARI/GP function matker() to find the kernel of U − λI; this gives an approximate U -eigenfunction. As it is necessary to divide by entries of the matrix in this computation, the resulting eigenvector is known to slightly less precision than the eigenvalue; but this is not a serious problem as calculating the roots of p-adic polynomials is computationally very easy -working modulo 5 300 is no problem on current machines.
If we take N = 3, we obtain three eigenvalues of slopes σ 1 = 1, σ 2 = 4 and σ 3 = 5, and three corresponding approximate eigenfunctions φ 1 , φ 2 and φ 3 . Repeating the calculation for a range of N , it seems that changing N does not change φ 1 mod 5 8 , so the value obtained for N = 3 is apparently already correct to this precision; moreover, taking N = 4 is enough to give it mod 5 10 , and N = 5 gives it mod 5 16 . So the functions obtained appear to be converging very rapidly in the q-expansion topology (or, equivalently, in the supremum norm on X 0 (1) ord ). The first 30 terms of the q-expansion of the first few φ i is given modulo 5 15 in §8.
Spectral expansions
It is a standard consequence of the spectral theory that for each eigenvalue λ i of U , there is a projection π i onto the corresponding generalised eigenspace, which commutes with U . Since for any x ≥ 0, the set Λ x of eigenvalues of slope ≤ x is finite, one can form for any h ∈ S k (r) the series
This is known as the asymptotic U -spectral expansion of h. This will not generally converge as x → ∞; but it is uniquely determined by the property that for any x there exists ǫ > 0 with
For p = 2, 3, 5, all the eigenspaces are conjecturally one-dimensional, so we should obtain a sequence of constants c i (h) = π i (f )/φ i . In principle, the spectral theory gives an explicit form for the spectral projections π i . The first projection π 1 is easy, as one simply iterates the process of applying U and dividing by the eigenvalue λ 1 . One can then consider h ′ = h − φ 1 (h) and iterate U on this; the same process of iterating and dividing by λ 2 should converge to the second projection π 2 , but this is unstable with regard to small errors in the calculation of π 1 (h) -such errors will inevitably grow at a rate of (λ 1 /λ 2 ) k until they swamp the desired answer. So this method is not really usable in practice.
However, the symmetry properties of U provide us with an alternative approach.
. . ) are a basis for S 0 ( 
Then U is self-adjoint with respect to this basis; and the spectral projection operators π i are given by
(at least, this holds for all i such that the λ i eigenspace is 1-dimensional and φ i , φ i = 0). Furthermore, the same formula in fact gives us a pairing S 0 (r) × S 0 (1 − r) → C p for any r ∈ (
Proof. For U to be self-adjoint with respect to this bilinear form, we must have u
(1/2) ij
. This can be proved in several ways.
A rather brutal proof is to use the generating function P (x, y)/Q(x, y) of Corollary 5. The statement to be proved is that
is symmetric in x and y. This is a routine, but tedious, calculation for each of the five primes to which our methods apply. For example, if p = 2 we have P (x, y) Q(x, y) = 24xy + 32x 2 y + 64xy (1 − 48xy − 64x 2 y − 64xy 2 ) 2 .
A more elegant argument is to use the theory of residues of p-adic differential forms. This theory is developed in [FvdP04] ; for a general rigid space X/k we can construct sheaves of finite differentials Ω f X/k , and the notion of residue of a differential at a point can be defined in a consistent way. Now, for elements of S 0 that extend to meromorphic functions on the entire curve X 0 (p), the pairing , can be expressed in the very natural form α, β = Res z=∞ w * (α).dβ where w denotes the Atkin-Lehner involution on X 0 (p). (It is sufficient to check this when α and β are powers of f ; in this case it is immediate from the fact that w * (g) = 1 g .) Let Φ 1 and Φ 2 be the two canonical maps
; this gives a symmetric correspondence on X 0 (p), and the operator on functions corresponding to the trace of this correspondence is U . So we may write
It now follows that any two eigenfunctions with different eigenvalues must be orthogonal, and the explicit form for the spectral projection operators is immediate.
(Exactly the same argument also shows that the operators T ℓ are self-adjoint for ℓ = p.) This pairing allows us to calculate spectral expansions extremely easily for functions h that are at least 1 2 -overconvergent, given sufficiently accurate knowledge of the eigenfunctions themselves. As in the previous section, we shall take p = 5. Then the function h = 1 j is r-overconvergent for all r < 5 6 , and the constants c j turn out to be: Here, as in the tables of eigenfunctions in §8, we use a relative precision of O(5 10 ) -that is, we write a general element of Z 5 in the form 5 a b where b ∈ (Z/5 10 Z) × . These numbers appear to be tending 5-adically to zero extremely rapidly, suggesting that the U -spectral expansion is in fact convergent, at least in the (rather feeble) q-expansion topology.
One might optimistically make the following conjecture:
Conjecture (Gouvea-Mazur spectral expansion conjecture, strong form). Let h be any r-overconvergent modular function, where r ∈ (
Then the spectral expansion of h converges to h, in the supremum norm of X 0 (1) ≥p −r .
One cannot expect this to work for r ≤ 1 p+1 , for two reasons. Firstly, since the eigenfunctions themselves are not necessarily any more than p p+1 -overconvergent, we cannot guarantee that the linear functional ·, φ i even makes sense. More seriously, if r < 1 p+1 then there exist nonzero functions in the kernel of U ; the spectral expansion of any such form is always zero.
6 The spectral expansion conjecture for p = 2 Suppose that p = 2. We shall show that the spectral expansion conjecture does indeed hold, although for a slightly narrower range of r than one might like. The only property of U we use is the existence of a factorisation U = ADB with A and B congruent to the identity modulo the maximal ideal of C p and D diagonal with strictly increasing valuations; so if this could be proved for p = 3 or p = 5, then the spectral expansion conjecture would follow in these cases as well. Let A (r) and B (r) be the matrices occurring in the LDU factorisation of U Proof. Since A is lower triangular and B is upper triangular and their diagonals are units, it is sufficient to prove that A . Conveniently, we may choose c to be an integer power of p in these cases, so the matrices have entries in Q p . It then follows that for any r strictly within this interval, A (r) and B (r) are congruent to the identity modulo the maximal ideal.
Suppose 2j ≥ i > j ≥ 0. Then we shall show the stronger statement that a (7/12) ij /j ∈ Z 2 . From [BC05b] we know that
The first two bracketed terms are clearly in Z × 2 , so we can safely ignore them. If we put i = j + t, what is left is
If t is odd, we are safe, as the two factorial terms each simplify to products of t − 1 consecutive integers, and each product contains t−1 2 even integers which cancel all the factors of 2 in the denominator. If t is even, then we are in slightly more trouble. The first product always ends on an odd integer so it has t 2 − 1 even terms, and the second one depends on j; if 3j + 1 is even, we get t 2 even factors, but if (3j + 1) is odd, then we are one short. However, this occurs only if j is even, and consequently i is even; so a ij /j ∈ Z 2 , as claimed.
The result for b 
Proof. The statement is not affected by conjugating M by any matrix congruent to the identity, so we conjugate by B −1 , allowing us to assume without loss of generality that M = AD. It is known (see [BC05b] ) that M has the same Newton polygon as D. Hence, for every j there is an eigenvector v j such that M v j = µ j v j with µj Djj ∈ O × K , and v j is unique up to scalars. We normalise v j so it is integral with norm 1.
Suppose Dv j = η j w j , where w j has norm 1 and η j ∈ K. Then since A = Id mod M K , µ j v j = ADv j = η j Aw j . Comparing norms, we see that ε j = η −1 j µ j ∈ O × K , and reducing mod M K we have ε j v j = A w j . But A is the identity, and consequently ε j v j = w j . This is impossible unless v j has all its components zero outside the jth. Now if C is the matrix whose jth column is v j , then we evidently have M C = CE where E is the diagonal matrix with E ii = µ i , and since C is congruent to the identity, it is necessarily invertible (since the series (1 + T ) −1 = 1 − T + T 2 + . . . converges whenever |T | < 1).
Corollary 9 (Spectral expansion theorem). For any r ∈ 5 12 , 7 12 , the finite slope eigenfunctions form an orthonormal basis of the space S 0 (r); that is, for all h ∈ S 0 (r), the sum
converges to h, and h = sup i π i (h) .
Note in particular that this implies that the kernel of U is zero for all r > 5 12 ; it is in fact known that the kernel is zero for r ≥ 1 p+1 , by Lemma 6.13 of [BC05a] .
Appendix A: Overconvergent forms at small level
In this appendix, we extend the methods of [BC05b, §4] to prove the assertions made in theorem 1, showing that the space we work with really is the same as the space of r-overconvergent p-adic modular forms, for each p ∈ {2, 3, 5, 7, 13}. Since we work only with weight zero forms, the problem of whether or not the sheaf ω ⊗k descends does not arise, and hence the problem is reduced to identifying in terms of our chosen uniformiser the region of X 0 (p) corresponding to the r-overconvergent locus.
For p ≥ 5, this is a relatively routine computation as we can simply use E p−1 as a lift of the Hasse invariant to measure overconvergence; but for p = 2 and p = 3, the Hasse invariant does not lift to characteristic 0 in level 1, so we need to introduce more level structure.
In what follows I shall state without formal proofs identities for each p which express the j function as a rational function of f ; to give detailed proofs of these would be time-consuming and rather unenlightening -one simply observes that jf has no poles except at the cusp 0 and hence is a polynomial in f , whose degree is at most p + 1; one can then determine the coefficients of this polynomial by q-expansion computations on a computer.
p = 2
For convenience we reproduce here the argument given in [BC05b] . We take our intermediate curve to be X(3). Let θ be the classical theta function a,b q a 2 +ab+b 2 of weight 1; this has level Γ(3) (indeed Γ 1 (3), but we shall not need this). Since the corresponding lattice has hexagonal symmetry, θ = 1 + 6q + 6q 2 + · · · = 1 mod 2, so it is a lift of the mod 2 Hasse invariant. If E 4 is usual level 1 Eistenstein series of weight 4, then we note that E 4 = 1 mod 240. Since θ = 1 mod 2, θ 4 = 1 mod 8, so in particular θ 4 = E 4 mod 8. We can now make the following chain of deductions: if 0 ≤ r < ∆ , and |∆| = 1 for all curves of good reduction, we deduce that X 0 (1) ≥2 −r is the region of the j-line where |j| ≥ 2 −12r .
Finally, since j =
, it is apparent by the theory of the Newton polygon that if 12r < 8, the preimage of X 0 (1) ≥2 −r decomposes into a disc |f 2 | < 2 12r , which corresponds to points (E, C) where C is equal to the canonical subgroup of E, and another region contained in |f 2 | > 2 8 consisting of points (E, C ′ ) where C ′ is not canonical; and the canonical map is an isomorphism between the first disc and X 0 (1) ≥2 −r .
p = 3
For p = 3, consider the 2-stabilised Eisenstein series E ′ 2 = 2E 2 (q 2 ) − E 2 (q), which is a modular form of weight 2 and level Γ 0 (2). Since E 2 (q) = E 2 (q 2 ) = 1 mod 3, E ′ 2 is a lift of the mod 3 Hasse invariant. Let E 6 be the usual level 1 Eisenstein series of weight 6. Using our parameter f 2 on X 0 (2), we have the identities
The supersingular region corresponds to |1 + 2 6 f 2 | < 1; in this region |f 2 | = 1, so if |1 + 2 6 f 2 | > 3 −2 , then |1 + 2 6 f 2 | = |1 + 2 6 f 2 − 576f 2 | = |1 − 2 9 f 2 |. Since supersingular curves have good reduction, |∆| = 1 also, hence |E ′ 2 | > 3 −r ⇐⇒ |v| > 3 −2r ⇐⇒ |E 6 | > 3 −3r for all r < 1. , it follows by a Newton polygon calculation as before that this is isomorphic to the region of X 0 (3) where |f 3 | ≤ 3 6r , for all r < 
p ≥ 5
In these cases, life is much easier, as the Hasse invariant does indeed lift to X 0 (1), via the classical Eisenstein series E p−1 .
For p = 5, the lift is E 4 , and as j = . For p = 7, our lift is E 6 . As , and for 0 ≤ r < 7 8 this maps |j − 1728| ≥ 7 −2r to |f 7 | ≤ 7 2r .
The final case p = 13 is again easy; we have
where M is a certain polynomial of degree 14, and since it turns out that coefficient of f k 13 in M has valuation ≥ 13k 14 for each k, the disc |E 12 | ≥ 13 −r corresponds to |f 13 | ≤ 13 r for all r < 13 14 .
8 Appendix B: q-expansions of small slope 5-adic eigenfunctions
The following list gives the first 20 terms of the q-expansions of the 20 smallest slope 5-adic eigenforms, with the coefficients given to a relative precision of O(5 10 ). This computation took less than 1 minute on a standard laptop PC. 
