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Abstract
Based on our previous work on an arithmetic analogue of Christol’s theorem [15], this paper
studies in more detail the structure of the Λ-ring EK = K⊗W
a
OK
(OK¯) of algebraic Witt vectors
for number fields K. First developing general results concerning EK , we apply them to the case
when K is an imaginary quadratic field. The main results include the “modularity theorem” for
algebraic Witt vectors, which claims that certain deformation families f : M2(Ẑ) × H → C of
modular functions of finite level always define algebraic Witt vectors f̂ by their special values,
and conversely, every algebraic Witt vector ξ ∈ EK is realized in this way, that is, ξ = f̂ for
some deformation family f : M2(Ẑ) × H → C. This gives a rather explicit description of the
Λ-ring EK for imaginary quadratic fields K, which is stated as the identity EK =MK between
the Λ-ring EK and the K-algebra MK of modular vectors f̂ .
1 Introduction
This paper is a continuation of our previous work on arithmetic analogue of Christol’s theorem [15].
This theorem claims that a (generalized)Witt vector ξ ∈ WOK (OK¯) (§2 [15]) is integral over the ring
OK of integers in a number field K if and only if the orbit of ξ under the action of the Frobenius lifts
ψp :WOK (OK¯)→WOK (OK¯) is finite (cf. Theorem 3.4, [15]); we then deduced that, with the aid of
the work of Borger and de Smit [3], which heavily relies on class field theory, this is also precisely
when the ghost components ξa of ξ are periodic with respect to some modulus f of K (cf. Corollary
2, [15]). With this background, the major goal of the current paper is then to study in more detail
the structure of the Λ-ring EK := K ⊗W
a
OK
(OK¯) (where W
a
OK
(OK¯) is the Λ-ring of integral Witt
vectors) in the case where K is an imaginary quadratic field; in particular, we prove that the Λ-ring
EK coincides, as K-subalgebras of (K
ab)IK , with the K-algebraMK of modular vectors— i.e. those
vectors f̂ ∈ (Kab)IK whose components f̂a are given by special values of certain deformation families
f :M2(Ẑ)×H → C of modular functions— i.e. the fiber fm := f(m,−) : H→ C at each m ∈M2(Ẑ)
is a modular function of finite level, and these fm satisfy certain correlation— prototypical examples
of such deformation families of modular functions are given by Fricke functions fa (a ∈ Q
2/Z2); cf.
§4.2. In summary, the following is our major result, which we call the modularity theorem (cf. §4.3):
Theorem 1.1 (modularity theorem). We have the following identity as K-subalgebras of (Kab)IK :
EK = MK . (1.1)
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Background To be precise, for a flat OK -algebra A, recall that the ringWOK (A) of (generalized)
Witt vectors with coefficients in A [1] is defined as the intersection WOK (A) :=
⋂
n Un(A) of the
following OK-algebras Un(A) ⊆ A
IK given by induction on n ≥ 0 (cf. §2.1 [15]; also see Remark 5,
§2.2 [15] for some intuition on Witt vectors as “smooth” functions on IK with respect to arithmetic
derivations in the sense of Buium [6]):
U0(A) := A
IK ; (1.2)
Un+1(A) :=
{
ξ ∈ Un(A) | ∀p ∈ PK . ψpξ − ξ
Np ∈ pUn(A)
}
; (1.3)
where PK and IK denote the set of maximal ideals of OK and the monoid of nonzero ideals of OK
respectively; AIK denotes the IK -times product of A; Np denotes the absolute norm of p ∈ PK ; and
ψp : A
IK → AIK denotes the shift (ξa) 7→ (ξpa). In the case when K is the rational number field Q,
say, this ring WOK (A) is isomorphic to the usual ring WZ(A) of big Witt vectors ; and the usual ring
Wp(A) of p-typical Witt vectors can be constructed in a similar way. While these rings of big and
p-typical Witt vectors are conventionally constructed using Witt polynomials, Borger [1] recasted
these constructions of Witt vectors putting his focus on Frobenius lifts, and constructed the ring of
Witt vectors as the universal ring among those rings which are equipped with commuting family of
Frobenius lifts, or Λ-rings ; this construction naturally allows us to extend the base ring from Z to
arbitrary Dedekind domains O with finite residue fields (or more): He proved the existence of such
a universal ring for this generalized setting by the above inductive construction. The basic theory
of these generalized Witt vectors was developed in [1]; our major concern in this paper is to study
the structure of the rings of these generalized Witt vectors.
In particular, among generalized Witt vectors ξ ∈ WOK (OK¯) with coefficients in the ring OK¯
of algebraic integers, those ξ ∈WOK (OK¯) which are integral over OK— i.e. integral Witt vectors—
were proved to be relevant to class field theory of the number field K, as discussed in our previous
work [15] based on [2, 3]; see also [4]. In fact, on the one hand, it was proved in [3] that the category
CK of those (generalized) Λ-rings which are finite etale over K and have integral models (§2 [15]) is
dually equivalent to the category BfDRK of finite DRK-sets, where DRK is the profinite monoid
called the Deligne-Ribet monoid and given by inverse limit of ray class monoids DRf (f ∈ IK); in
this proof, class field theory was used in an essential way, which suggests an inherent connection
between class field theory and (generalized) Λ-rings. Motivated by this duality [3], our previous
work [15] then related integral Witt vectors to the objects of CK ; to be precise, we proved that for
any integral Witt vector ξ ∈ W aOK (OK¯), the Λ-ring Xξ = K ⊗ OK〈ξ〉 generated by the orbit IKξ
of ξ under the action of the Frobenius lifts ψp is finite etale over K and has an integral model, or
in other words, forms an object of CK (cf. Proposition 4 [15])— indeed as further proved in this
paper, this type of objects Xξ is universal in CK (cf. §3). Technically speaking, our major result
there, i.e. an arithmetic analogue of Christol’s theorem (Theorem 3.4 [15]), is necessary to prove
the finiteness of Xξ over K. (However, this theorem itself is of independent interest in that it gives
a natural arithmetic (or F1-) analogue of Christol’s theorem [7, 8] on formal power series ξ ∈ Fq[[t]]
over finite field Fq; cf. §3 [15].)
Contribution As a natural continuation of [15], the current paper then studies in more detail the
structure of the ring W aOK (OK¯) of integral Witt vectors and the K-algebra EK := K ⊗W
a
OK
(OK¯)
whose elements we call algebraic Witt vectors. In particular, after developing some general basic
results about the K-algebra EK (§3), we then apply them to the case when K is the rational number
field Q (§3.3) and an imaginary quadratic field (§4). The major results of this paper are those given
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in §4, where, as briefly summarized above, we relate algebraic Witt vectors ξ ∈ EK with certain
deformation families of modular functions (of finite level).
To be more specific, the subject of §3 is to classify and study the structure of the galois objects
(cf. §3.2 [14]) of CK , which provides a general basis for the study in §4. In particular, we see that,
for each finite set Ξ ⊆W aOK (OK¯) of integral Witt vectors, we can construct a Λ-ring XΞ, which are
objects of CK as in the case of singleton Ξ = {ξ} mentioned above. Concerning this construction,
we prove in §3.1 that XΞ is a galois object of CK for every Ξ ⊆ W
a
OK
(OK¯), and conversely, every
galois object of CK is of this form up to isomorphism. That is, the galois objects of CK are precisely
those of the form XΞ for some finite Ξ ⊆W
a
OK
(OK¯). This particularly implies that the direct limit
of the galois objects of CK is naturally isomorphic to our K-algebra EK = K⊗W
a
OK
(OK¯); this gives
a characterization of the K-algebra EK of algebraic Witt vectors as the universal ring among those
Λ-rings finite etale over K and having integral models (i.e. universal with respect to the objects of
CK). For the purpose of §4, the rest of §3 (i.e. §3.2 and §3.3) is somewhat optional, but the results
there will be of independent interest. In §3.2, on the one hand, we study the structure of the galois
objects of CK ; by the result in §3.1, this means that we study the Λ-rings of the form XΞ for some
Ξ ⊆ W aOK (OK¯). In this subsection, we particularly determine the state complexity of integral Witt
vectors ξ ∈W aOK (OK¯), i.e. the minimum size cξ of DFAO’s that generate ξ (cf. §3.1 [15]); we prove
that the state complexity cξ for ξ ∈W
a
OK
(OK¯) is equal to the dimension dimK Xξ of the Λ-ring Xξ
over K. (This is an F1-analogue of Bridy’s result [5] on formal power series ξ ∈ Fq[[t]]; cf. §3.2.) In
§3.3, on the other hand, we determine the structure of W aOK (OK¯) and EK for the case when K is
the rational number field Q as an immediate consequence of the result in §3.1 and the result in [2]:
we show that the Λ-ring W aZ (Z¯) of integral Witt vectors is isomorphic to the group-ring Z[Q/Z],
hence, EQ is isomorphic to the group-algebra Q[Q/Z]. In more elementary words, this isomorphism
EQ ≃ Q[Q/Z] shows that the algebraic (resp. integral) Witt vectors ξ = (ξn)n∈N ∈ EQ are precisely
the Q-linear (resp. Z-linear) combinations of the vectors ζ(γ) ∈ (Qab)N of the form ζ(γ) = (e2piiγn)n
for γ ∈ Q/Z.
The subject of §4 is then to proceed this study to the case where K is an imaginary quadratic
field. To be more specific, we prove in §4.3 that the algebraic Witt vectors ξ ∈ EK are precisely the
modular vectors, i.e. the vectors f̂ ∈ (Kab)IK whose components f̂a are defined by special values
of certain deformation families f : M2(Ẑ) × H → C of modular functions, which we shall call Witt
deformation families of modular functions (because their special values eventually define algebraic
Witt vectors). Briefly, a Witt deformation (family) of modular functions is defined as a continuous
function f : M2(Ẑ) × H → C such that the fiber fm := f(m,−) : H → C at each m ∈ M2(Ẑ) is a
modular function of finite level, where the fibers fm satisfy a few conditions (cf. Definition 8, §4.2),
including e.g. the property that fmγ(γ
−1τ) = fm(τ) for γ ∈ SL2(Z) = Γ in particular. Concerning
this, we see that each Witt deformation f :M2(Ẑ)×H → C of modular functions defines a modular
vector f̂ ∈ (Kab)IK in a natural (but non-trivial) way that heavily relies on the work of Connes,
Marcolli and Ramachandran [10], Connes and Marcolli [9], Laca, Larsen, and Neshveyev [12] and
Yalkinoglu [16]. Briefly speaking, this construction f 7→ f̂ is based on the isomorphisms between
the above-mentioned Deligne-Ribet monoid DRK and the (moduli) space Lat
1
K of 1-dimensional
K-lattices [10, 12, 16], and between the (moduli) space Lat2Q of 2-dimensional Q-lattices and the
quotient space Γ\(M2(Ẑ)× H) [9] (cf. §2.2). Since K is now imaginary quadratic, hence, of degree
2 over Q, we have a natural embedding Lat1K →֒ Lat
2
Q; and then composed with the isomorphisms
DRK ≃ Lat
1
K and Lat
2
Q ≃ Γ\(M2(Ẑ) × H), as well as the canonical embedding IK →֒ DRK , each
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Witt deformation f :M2(Ẑ)× H→ C then induces a function f̂ : IK → C as follows:
f̂ : IK →֒ DRK
≃
−→ Lat1K →֒ Lat
2
Q
≃
−→ Γ\(M2(Ẑ)× H)
f
−→ C. (1.4)
We can see that f̂ takes its values in Kab, hence defines a vector f̂ ∈ (Kab)IK which is what we call
the modular vector associated to f ; the K-subalgebra MK ⊆ (K
ab)IK is defined as that consisting
of modular vectors in this sense. The major result of §4 is the “modularity theorem” claiming the
identity EK =MK as K-subalgebras of (K
ab)IK (§4.3). In other words, for every Witt deformation
f : M2(Ẑ) × H → C, the associated modular vector f̂ defies an algebraic Witt vector, i.e. f̂ ∈ EK ;
and conversely, every algebraic Witt vector ξ ∈ EK is realized in this way, i.e. ξ = f̂ for some Witt
deformation f : M2(Ẑ) × H → C. This identity EK = MK relates the geometry of Λ-rings in CK
and that of modular functions.
Acknowledgement We are grateful to James Borger for fruitful discussions, which motivated us
to prove Proposition 3.2 instead of considering the existence of cyclic Witt vectors, cf. Remark 6;
and also, to Naoya Yamanaka and Hayato Saigo for their support and encouragement. This work
was supported by JSPS KAKENHI Grant number JP16K21115.
2 Preliminaries
This section summarizes necessary terminology and results from [15, 9, 10, 12, 16]. But in order to
avoid duplications, we refer the reader to §2 – §4 [15] for the detailed definitions of basic concepts
and results in [15], say, Witt vectors (Definition 1, pp. 543), Λ-rings (Definition 2, pp. 544), integral
models of finite etale Λ-rings over K (Remark 4, pp. 544) and our arithmetic analogue of Christol’s
theorem (Theorem 3.4, pp. 557) in particular. Also, for the categorical concepts and results on
semi-galois categories, we refer the reader to [14].
2.1 The category CK
Here we recall some basic facts concerning the semi-galois category CK constructed by Borger and
de Smit [3] for a number field K. Let K be a number field and OK the ring of integers in K. We
denote by PK and IK the set of non-zero prime ideals of OK and the monoid of non-zero ideals of
OK respectively. For each p ∈ PK , we denote by kp the residue field kp := OK/p and by Np the
absolute norm Np := #kp.
Definition 1 (the category CK). The objects of the category CK [3] are the Λ-rings that are finite
etale over K and have integral models (cf. Remark 4, pp.544 [15]); the arrows of CK are the Λ-ring
homomorphisms over K between them.
The categoryCK is equipped with a functor FK : C
op
K → Sets that assigns to each objectX ∈ CK
the finite set FK(X) := HomK(X, K¯) of the K-algebra homomorphisms from the underlying K-
algebra X to the algebraic closure K¯ of K; and to each arrow f : X → Y of Λ-rings the pullback
f∗ : HomK(Y, K¯)→ HomK(X, K¯). With this functor FK , we can see that the pair 〈C
op
K ,FK〉 forms
a semi-galois category. Therefore, by the general results developed in [14], the semi-galois category
〈C opK ,FK〉 should be canonically equivalent to the semi-galois category 〈BfM,FM 〉 of finite M -sets
with M being the fundamental monoid M = π1(C
op
K ,FK) (cf. Definition 4, §2.2 [14]).
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But in the current situation, Borger and de Smit [3] could give a more explicit description of this
equivalence. To be specific, recall that by definition an object X ∈ CK is a finite etale Λ-ring over
K, i.e., a finite etale K-algebra equipped with commuting family of Frobenius lifts ψp : X → X for
each p ∈ PK ; thus, the finite set FK(X) = HomK(X, K¯) is equipped with a continuous action of
the absolute galois group GK of K as well as the action of the monoid IK by natural pullbacks of
ψa : X → X for a ∈ IK (see Remark 2, §2.2 [15] for this notation ψa); and the actions of GK and
IK commute with each other. Therefore, the finite set FK(X) forms a finite (GK × IK)-set with
respect to this action. To be specific, the action of the monoid GK × IK on the finite set FK(X) is
given as follows:
FK(X)× (GK × IK) → FK(X)
(s, (σ, a)) 7−→ σ ◦ s ◦ ψa.
Of course, the objects of CK are not just finite etale Λ-rings over K but have integral models (cf.
Remark 4, §2.2 [15]); Borger and de Smit [3] gave a characterization of when a finite etale Λ-ring X
has an integral model in terms of the corresponding finite (GK × IK)-set FK(X). As proved there,
the Deligne-Ribet monoid DRK (after their work [11] where this profinite monoid appeared) comes
into play for this characterization: As we recall below, we have a canonical map GK × IK → DRK ;
and it was proved in [3] that a finite etale Λ-ring X over K has an integral model (i.e. an object
of CK) if and only if the (GK × IK)-action on FK(X) factors through this map GK × IK → DRK
(Theorem 1.2 [3]).
To be precise, the Deligne-Ribet monoid DRK is defined as the inverse limit of the ray class
monoids, i.e. the finite monoids DRf given for each f ∈ IK as the quotient monoid DRf := IK/ ∼f
of the monoid IK by the following congruence relation ∼f on IK : for a, b ∈ IK ,
a ∼f b ⇔ ab
−1 = (t) for ∃t ∈ K+ ∩ (1 + fb
−1); (2.1)
where K+ denotes the totally positive elements of K. This congruence relation ∼f is of finite index,
and thus, the ray class monoid DRf is a finite monoid. To form an inverse system of the ray class
monoids DRf, note that if f | f
′ then a ∼f′ b implies a ∼f b; therefore, we have a canonical monoid
surjection DRf′ ։ DRf by the assignment [a]f′ 7→ [a]f where [a]f ∈ DRf denotes the equivalence
class of a ∈ IK in DRf. With respect to this surjections DRf′ ։ DRf, the ray class monoids DRf
(f ∈ IK) constitute an inverse system of finite monoids; and the Deligne-Ribet monoid DRK is then
defined as the inverse limit of this system:
Definition 2 (the Deligne-Ribet monoid DRK). The Deligne-Ribet monoid DRK is the profinite
monoid defined as the following inverse limit of the above inverse system of the ray class monoids
DRf:
DRK := lim
f∈IK
DRf. (2.2)
Remark 1. By definition, DRK is commutative; also, for each f ∈ IK , we can identify DR
×
f = Cf,
where DR×f is the unit group of DRf and Cf is the strict ray class group with the conductor f · (∞)
(cf. 2.6, [11]). Taking inverse limit, we then have an isomorphism DR×K ≃ limf Cf ≃ G
ab
K , where the
second isomorphism is the class field isomorphism.
The above-mentioned map GK×IK → DRK is then given, on the second factor, as the canonical
map IK → DRK ; and on the first factor, as the composition GK ։ G
ab
K ≃ limf C
f ≃ DR×K ⊆ DRK .
With this, we restate here the result of Borger and de Smit [3]:
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Theorem 2.1 (Theorem 1.2 [3]). A finite etale Λ-ring X over K has an integral model if and only
if the (GK × IK)-action on the finite set FK(X) factors through the map GK × IK → DRK given
above; in other words, this means that the fundamental monoid π1(C
op
K ,FK) is isomorphic to DRK
and we have the following equivalence of categories:
C
op
K
≃
−→ BfDRK
X 7−→ FK(X)
Remark 2 (every component of X ∈ CK is abelian). Recall that, since the underlying K-algebra
of each object X ∈ CK is finite etale over K, we have an isomorphism X ≃ L1 × · · · × Ln for some
finite extensions Li/K of number fields. As described above, moreover, since the action of GK onto
FK(X) factors through the abelianization GK ։ G
ab
K , it follows that every component Li of X must
be abelian over K. (See §3 [3] for a reason of this fact; this is not true for finite etale Λ-rings without
integral models.) We shall use this fact throughout this paper.
Remark 3 (the case of K = Q). In [2], preceding [3], the authors studied the case when K is the
rational number field Q. In this case, it is shown that the Deligne-Ribet monoid DRQ is isomorphic
to the multiplicative monoid Ẑ of profinite integers. In particular, the monoid IQ is identified with
the multiplicative monoid N of positive integers; and we can see that DRN for N ∈ N is isomorphic
to the multiplicative monoid Z/NZ.
Remark 4 (galois objects). The major subject of §3 is to classify the galois objects of CK in terms
of integral Witt vectors. For this reason, we recall here a few basic facts about galois objects of the
semi-galois category CK ; nevertheless, instead of recalling the most general facts on galois objects
(cf. §3.2 [14]), it is sufficient for our purpose to see some description of the galois objects of BfDRK .
In this category BfDRK , the galois objects are precisely the rooted DRK-sets, i.e. those DRK-sets
S ∈ BfDRK which have some s0 ∈ S such that S = s0 ·DRK ; in this case, s0 ∈ S is called a root
of S. (In general, rooted objects are not galois; but in the current situation, DRK is commutative;
from this, it follows that rooted objects in BfDRK are always galois.) In terms of Λ-rings X ∈ CK ,
this means that X ∈ CK is galois if and only if there exists s0 ∈ FK(X) = HomK(X, K¯) such that
every s ∈ FK(X) can be written as s = σ ◦ s0 ◦ ψa for some σ ∈ GK and a ∈ IK . We shall use this
fact for the study in §3.
2.2 The moduli spaces of lattices
The Deligne-Ribet monoid DRK was defined as the inverse limit limfDRf of the ray class monoids
DRf (f ∈ IK); but as proved by Yalkinoglu [16], this profinite monoid DRK has yet another aspect
as the “moduli space” of 1-dimensional K-lattices up to scaling [10, 12]. In the case when K is
an imaginary quadratic field in particular, such K-lattices are naturally 2-dimensional Q-lattices ;
therefore, DRK then has a natural embedding to the space of 2-dimensional Q-lattices Lat
2
Q up to
scaling, which is further proved isomorphic to a certain quotient space Γ\(M2(Ẑ) × H) [9]. In this
subsection, we recall these facts essentially from [9, 10, 16, 12] which will provide a key for relating
Witt vectors to modular functions.
Throughout this subsection, let us suppose that K is an imaginary quadratic field, and also let
OK = Zτ + Z with τ ∈ H, where H denotes the upper half plane in C. For a number field K, we
denote by AK the ring of adeles of K; by AK,f the ring of finite adeles; and also, by ÔK the ring
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of finite integral adeles. In general, for a ring R, we denote by R∗ the invertible elements. Finally,
[−] : A∗K → G
ab
K denotes the Artin map.
We start with relating DRK with 1-dimensional K-lattices, which is defined as follows:
Definition 3 (K-lattices; [10]). A (1-dimensional) K-lattice is a pair (Λ, φ) of a finitely generated
OK-submodule Λ of C such that K ⊗OK Λ ≃ K and a homomorphism φ : K/OK → KΛ/Λ.
Example 1 (cf. Lemma 2.4 [10]). Fractional ideals of K are “prototypical” examples of K-lattices
in the sense that, up to scaling by some λ ∈ C∗, every K-lattice Λ ⊆ C becomes a fractional ideal
as λΛ ⊆ K. Such a scaling factor λ ∈ C∗ is unique modulo K∗.
Proposition 2.1 (cf. Proposition 2.6 [10]). There are bijective correspondences (1) between ÔK×Ô∗
K
(A∗K/K
∗) and the set of K-lattices, and (2) between ÔK ×Ô∗
K
(A∗K,f/K
∗) and the set of K-lattices
up to scaling.
Proof. For this proof, the reader is referred to [10]; we just describe the correspondence. For [ρ, t] ∈
ÔK ×Ô∗
K
(A∗K/K
∗), the correspondence is given by [ρ, t] 7→ (Λt, φ(ρ,t)), where Λt := t
−1
∞ (tf ÔK ∩K)
with tf , t∞ denoting the non-archimedian and archimedian components of t = (tf , t∞) ∈ A
∗
K and
φ(ρ,t) : K/OK → KΛt/Λt is given by the following composition (the upper row):
K/OK //
≃

K/OK //
≃

KΛtf /Λtf
t−1∞ //
≃

KΛt/Λt
AK,f/ÔK ρ
// AK,f/ÔK tf
// AK,f/tf ÔK
(2.3)
where ρ, tf and t
−1
∞ denote the maps given by the straightforward multiplications. Based on this,
the second correspondence is given juts by forgetting the scaling factor t∞.
Proposition 2.2 (DRK as moduli space). There is a bijective correspondence between DRK and
the set of K-lattices up to scaling.
Proof. This is given as a combination of the above results of [10] and that of [16] together with the
class field theory isomorphism [−] : A∗K,f/K
∗ ≃−→ GabK . That is, by Proposition 8.2 [16], we have
an isomorphism DRK ≃ ÔK ×Ô∗
K
GabK ; then, by combining with G
ab
K ≃ A
∗
K,f/K
∗, this induces an
isomorphism DRK ≃ ÔK ×Ô∗
K
(A∗K,f/K
∗). As proved above, the latter corresponds to the set of
K-lattices up to scaling, hence the claim.
In what follows, we shall denote by Lat1K the set of K-lattices up to scaling; for each K-lattice
(Λ, φ), we shall denote by [Λ, φ] ∈ Lat1K the equivalence class (up to scaling) of (Λ, φ). So far, we
proved the following isomorphisms:
DRK ≃ ÔK ×Ô∗
K
(A∗K,f/K
∗) ≃ Lat1K . (2.4)
Moreover, since K is now imaginary quadratic, hence, of degree 2 over Q, we can then think of
K-lattices as 2-dimensional Q-lattices in the following sense:
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Definition 4 (2-dimensional Q-lattice). A (2-dimensional) Q-lattice is a pair (Λ, φ) of a lattice Λ
in C and a homomorphism φ : Q2/Z2 → QΛ/Λ.
Recall that we now have OK = Zτ + Z for τ ∈ H, hence, K = Qτ + Q; this choice of the basis
(τ, 1)t of K over Q gives an isomorphism K ≃ Q2, with OK ≃ Z
2. Also, note that for a K-lattice
Λ ⊆ C, we have KΛ = QΛ ⊆ C. By these identifications, each K-lattice (Λ, φ) naturally defines a
(2-dimensional) Q-lattice (Λ, φ′), where φ′ : Q2/Z2 → QΛ/Λ is given by:
φ′ : Q2/Z2 ≃ K/OK
φ
−→ KΛ/Λ = QΛ/Λ. (2.5)
In this sense, we identify K-lattices (Λ, φ) with (2-dimensional) Q-lattices; and denote by the same
symbol (Λ, φ).
In general, as in the case of K-lattices, 2-dimensional Q-lattices can be classified with a certain
“moduli space”; the following proposition essentially due to [9] gives a description of the space:
Proposition 2.3 ([9]). There is a bijective correspondence between Γ\(M2(Ẑ)×GL
+
2 (R)) and the
set of Q-lattices. By this correspondence, we have a bijective correspondence between Γ\(M2(Ẑ)×H)
and the set of Q-lattices up to scaling by C∗ as well.
Proof. The proof is essentially due to [9]; but we need modify the constructions there so that our
constructions below get compatible with the conventions in [13]. With this slight modification, the
proof in §4 works well. To be more specific, for each (m,α) ∈M2(Ẑ)×GL
+
2 (R), the corresponding
Q-lattice is defined by (m,α) 7→ (Λα,mα), where Λα := Z
2 · α · (i, 1)t regarding Z2 as consisting of
row vectors, and mα : Q2/Z2 → QΛα/Λα is given by a 7→ a ·mα · (i, 1)
t for a = (a1, a2) ∈ Q
2/Z2.
(HereM2(Ẑ) acts on Q
2/Z2 as Q2/Z2 ≃ A2Q,f/Ẑ
2.) The group Γ = SL2(Z) acts onM2(Ẑ)×GL
+
2 (R)
by (γ, (m,α)) 7→ (mγ−1, γα). With this definition, the above correspondence (m,α) 7→ (Λα,mα)
induces a bijection from Γ\(M2(Ẑ)×GL
+
2 (R)) to the set of Q-lattices.
Concerning the second claim, note that the action of scaling λ = s+ it ∈ C∗ on Λα corresponds
to the action of the following matrix on the right of α ∈ GL+2 (R):
λ =
(
s −t
t s
)
. (2.6)
Also the quotient GL+2 (R)/C
∗ by this action of C∗ can be identified with the upper half plane H
via the following correspondence GL+2 (R)→ H:
α =
(
a b
c d
)
7−→ α(i) :=
ai+ b
ci+ d
. (2.7)
By this identification, we eventually obtain a bijection from Γ\(M2(Ẑ)×H) to the set of Q-lattices
up to scaling.
Remark 5 (basis of Λα). Suppose that α ∈ GL
+
2 (R) is given as follows:
α =
(
a b
c d
)
. (2.8)
Then the basis of Λα is given by (ai+ b, ci+ d); that is, Λα = Z(ai+ b) +Z(ci+ d). Also, note that
τα := α(i) = (ai+ b)/(ci+ d) corresponds to this lattice Λα up to scaling.
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Let Lat2Q denote the set of 2-dimensional Q-lattices up to scaling. In the above lemma, we have
constructed the isomorphism Lat2Q ≃ Γ\(M2(Ẑ) × H); and, we also have a natural embedding of
sets Lat1K →֒ Lat
2
Q in the sense mentioned above. Consequently, we have constructed the following
sequence of maps:
DRK ≃ ÔK ×Ô∗
K
(A∗K,f/K
∗) ≃ Lat1K →֒ Lat
2
Q ≃ Γ\(M2(Ẑ)× H). (2.9)
We will use this sequence of maps in §4 to relate Witt vectors with modular functions.
3 Galois objects of CK
In this section, before proceeding to our major subject in §4, we develop some general facts about
the Λ-ring K⊗W aOK (OK¯) of algebraic Witt vectors. The first subsection (§3.1) gives a classification
of galois objects of CK , from which we deduce the universality of K ⊗W
a
OK
(OK¯) with respect to
the Λ-rings in CK ; the second subsection (§3.2) studies the structure of the galois objects of CK ,
where we particularly determine the state complexity of integral Witt vectors; the last subsection
(§3.3) gives a presentation of W aOK (OK¯) and K⊗W
a
OK
(OK¯) when K is the rational number field Q,
which are proved isomorphic to the group-ring Z[Q/Z] and Q[Q/Z] respectively. After developing
these basic results, the next section (§4) then proceeds to our major subject, where we study these
rings when K is an imaginary quadratic field.
3.1 Classification of galois objects
The subject of this subsection is to classify the galois objects in CK in terms of integral Witt vectors;
in this section, let EK denote the direct limit of the galois objects of CK (see §3.1 [14] for the inverse
system of galois objects of C opK ). We prove that EK is naturally isomorphic to K ⊗W
a
OK
(OK¯); this
gives a characterization of our Λ-ring K ⊗W aOK (OK¯) of algebraic Witt vectors, which gives a basis
of our study in §4.
To this end we need the following construction:
Definition 5 (Λ-ring XΞ). Let Ξ ⊆ W
a
OK
(OK¯) be a finite subset. Then the associated Λ-ring XΞ
is defined as follows:
XΞ := K ⊗OK [IKΞ], (3.1)
where IKΞ is the orbit of Ξ under the action of ψas (a ∈ IK).
We show that these Λ-rings are always galois objects of CK ; and conversely, every galois object
of CK is of this form up to isomorphism:
Proposition 3.1. For any finite set Ξ ⊆ W aOK (OK¯), the associated Λ-ring XΞ is a galois object
with its roots given by XΞ ∋ η 7→ η1 ∈ K¯.
Proof. The proof of the first claim that XΞ has an integral model (i.e. is an object of CK) follows
similarly to that of Proposition 4, [15]. We prove that XΞ is a galois object with the homomorphism
s1 : XΞ ∋ ξ 7→ ξ1 ∈ K¯ being its root, where 1 = OK is the trivial ideal of OK . To be more specific,
by definition of galois objects, it suffices to see that every homomorphism s : XΞ → K¯ is given by
s = σ ◦ s1 ◦ ψa for some a ∈ IK and σ ∈ GK (cf. Remark 4, §2.1).
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To see this, let us first consider a monoid congruence ≡Ξ on IK defined by a ≡Ξ b if and only
if ψaξ = ψbξ for every ξ ∈ Ξ, which is of finite index since the orbit of Ξ under the action of ψa’s
(a ∈ IK) is finite (cf. Theorem 3.4 [15]). Let IK = J1 ⊔ · · · ⊔JN be the ≡Ξ-class decomposition; and
choose their representatives, say ai ∈ Ji for i = 1, · · · , N . Also, since X is finite over K with each
component being abelian, we can take a finite abelian subfield K¯/L/K so that the image s(X) for
every s : X → K¯ is contained in L. Then let us define a homomorphism t : X → L × · · · × L by
t(η) := (ηa1 , · · · , ηaN ), which is injective. In fact, note first that if a ≡Ξ b then ηa = ηb for every
η ∈ XΞ by the fact that XΞ is generated by the orbit IKΞ and by definition of ≡Ξ. Therefore,
the values of ηa are determined by those of ηai for i = 1, · · · , N ; hence t : X → L × · · · × L is
injective. This means that the GK-set HomK(X, K¯) is a quotient of
⊔
HomK(L, K¯) induced from
t : X → L×· · ·×L; and by construction, this proves the claim that every s ∈ HomK(X, K¯) is given
by s = σ ◦ s1 ◦ ψai for some i.
Proposition 3.2. Every galois object X ∈ CK is isomorphic to XΞ for some finite Ξ ⊆W
a
OK
(OK¯).
Proof. Let s : X → K¯ be a root of X and A ≤ X be its integral model. For each ξ ∈ X we define
ξs = (ξsa) ∈ O
IK
K¯
by ξsa := s(ψaξ). It is not difficult to see that ξ
s ∈ W aOK (OK¯) for every ξ ∈ A
because A is an integral model. Also, since X = K ⊗ A and A is finite over OK , there exist some
ξ1, · · · , ξn ∈ A that generate X over K. Let Ξ := {ξ
s
1, · · · , ξ
s
n} ⊆ W
a
OK
(OK¯). We prove that X is
isomorphic to XΞ. Notice that the assignment ξ 7→ ξ
s for ξ ∈ X defines a Λ-ring homomorphism
X → XΞ, which is clearly surjective. To show its injectivity, note that since s is a root of the galois
object X , every homomorphism s′ : X → K¯ is a composition s′ = s ◦ f for some f ∈ End(X). Also,
by the fact that End(X) is generated by ψp’s, this implies that the values ξ
s
a = s(ψaξ) determines
ξ ∈ X ; hence, ξ 7→ ξs is indeed injective.
Therefore, the galois objects in CK are precisely of the form XΞ for some finite Ξ ⊆W
a
OK
(OK¯).
Consequently, we obtain the following presentation of the K-algebra EK in terms of integral Witt
vectors:
Theorem 3.1. We have a canonical isomorphism of Λ-rings:
EK ≃ K ⊗W
a
OK (OK¯).
In particular, W aOK (OK¯) is isomorphic to the direct limit of the maximal integral models of galois
objects of CK .
Proof. This isomorphism EK → K ⊗W
a
OK
(OK¯) is given as (the direct limit of) the isomorphisms
X → XΞ constructed in the above proposition for galois objects X . (Recall also that EK is a direct
limit of galois objects X .)
Corollary 3.1. The K-algebra K⊗W aOK (OK¯) is isomorphic to the K-algebra of all locally constant
Kab-valued GK-equivariant functions on DRK , namely, EK = HomGK (DRK , K¯).
Proof. This is a direct consequence of Theorem 3.1 above and Theorem 10.1 [16] due to Neshveyev:
To be more precise, Theorem 10.1 [16] claims that EK is isomorphic to the K-algebra of such
functions. Since we proved that EK is also isomorphic to K ⊗W
a
OK
(OK¯), the composition of these
isomorphisms shows the claim of this corollary.
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Remark 6 (cyclic Witt vector). We are concerned with whether every galois object X ∈ CK is
actually isomorphic to Xξ for some ξ ∈ W
a
OK
(OK¯), that is, whether we can take Ξ ⊆ W
a
OK
(OK¯) in
Proposition 3.2 as a singleton Ξ = {ξ}. This is true for e.g. the (cofinal) galois objects of the form
Q[x]/(xn − 1) of CQ; but we do not know whether every galois object X has such a ξ in general,
which we shall call a cyclic Witt vector for X (a la, cyclic vectors for differential modules known in
differential galois theory).
Remark 7 (galois correspondence). Although we do not give a proof here, it would be meaningful
to mention a certain galois correspondence that naturally extends the usual galois correspondence
of galois theory for number fields. To be specific, our galois correspondence is the one between the
following objects:
1. Λ-subalgebras of EK ;
2. profinite quotients of DRK ;
3. semi-galois full subcategories of CK .
This follows from the presentation of EK = HomGK (DRK , K¯) and DRK = HomK(EK , K¯) as well
as the duality between DRK and CK .
3.2 The structure of galois objets
As we proved in the above subsection, the galois objects of CK are precisely those of the form XΞ
for some finite Ξ ⊆W aOK (OK¯). In this subsection, we then study the structure of the galois objects
XΞ and represent XΞ in terms of ξ ∈ Ξ. Starting from some general facts about galois objects in
CK , we describe the components Li of XΞ ≃ L1 × · · · × Lr and also determine the state complexity
of integral Witt vectors ξ ∈ W aOK (OK¯), which is a natural analogue of Bridy’s result [5] on formal
power series ξ ∈ Fq[[t]] algebraic over Fq[t].
To this end, we need to prepare some general lemmas:
Lemma 3.1. Let X ∈ CK . If ψp is an automorphism on X, then the action of ψp on FK(X) is
equal to that of some σ ∈ GK .
Proof. The proof is done by localization and Theorem1.1, [4]. Let A ≤ X be the maximal integral
model of X and Kp be the completion of K at p; also let Xp = Kp ⊗X and Ap = OKp ⊗A. Then
Xp together with ψp is a Λp-ring with integral model Ap. Since ψp is an automorphism on Xp, the
set Sunr :=
⋂∞
n=0 p
nS, where S := FKp(Xp), is equal to S itself. This implies that, by Theorem 1.1,
[4], the action of p on Sunr = S is equal to the Frobenius σp ∈ GKp/Ip (where Ip ≤ GKp denotes
the inertia subgroup).
Lemma 3.2. Let X ∈ CK be a galois object. If f ∈ End(X) is an automorphism of the Λ-ring X,
then the action of f onto FK(X) by pullback is equal to the action of some σ ∈ GK .
Proof. Let f ∈ End(X) be an automorphism. Since X is galois and IK is dense in DRK , the action
of f on FK(X) by pullback is equal to that of ψa for some a ∈ IK . (To see this, recall the definition
of galois objects, Definition 12, §3.2 [14], and the fact that the galois objects of BfDRK are those
DRK-sets which are of the form of finite quotients DRK ։ H , cf. Lemma 17, §4.1 [14].) Now since
f is an automorphism, so is the action of ψa. Hence, if a = p1 · · · pn, the actions of ψpi ’s are all
automorphisms as well. By the above lemma, the actions of ψpi ’s come from some σ ∈ GK ; hence,
so is the action of ψa = ψp1 · · ·ψpn , which is equal to that of f .
11
To proceed further, let us recall the following notion from semigroup theory:
Definition 6 (J -equivalence). Let M be a commutative monoid. For two elements s, s′ ∈ M , we
denote as s ≤J s
′ if we have an inclusion of the (both-sided) ideals sM ⊆ s′M , or in other words,
there exists m ∈ M such that s = s′m. Furthermore, we denote as s ∼J s
′ and say that s and s′
are J -equivalent if s ≤J s
′ and s′ ≤J s. The set of J -equivalent classes is denoted as M/J .
Lemma 3.3. Let X ∈ CK be galois with s1 : X → K¯ ∈ FK(X) its root. Then, f, f
′ ∈ End(X) are
J -equivalent in the (commutative) monoid End(X) if and only if the corresponding s1 ◦ f, s1 ◦ f
′ ∈
FK(X) belong to the same GK-component.
Proof. For the reason mentioned in the above lemma, we may put f = ψa and f
′ = ψa′ for some
a, a′ ∈ IK . First suppose that sa := s1 ◦ ψa and sa′ := s1 ◦ ψa′ belong to the same GK-component
in FK(X); that is, sa = σ ◦ sa′ for some σ ∈ GK . By the density of IK in DRK , the action of σ is
equal to the action of ψb for some b ∈ IK , which means that sa = sa′b, hence we have ψa ≤J ψ
′
a in
End(X). The converse inequality ψ′a ≤J ψa is similar, thus, ψa and ψa′ are J -equivalent. Second
suppose that ψa and ψa′ are J -equivalent in End(X), whence ψa = ψa′b and ψa′ = ψab′ for some
b, b′ ∈ IK . Dually, i.e. in terms of the DRK-set FK(X), this means that sa and sa′ ∈ FK(X) are
mutually accessible by the action of DRK , that is, sa ·DRK = sa′ ·DRK . We put S := sa ·DRK =
sa′ ·DRK . Then, note that this S forms a rooted DRK-set, hence, galois in BfDRK (cf. Remark
4, §2.1); and also that, by ψa = ψa′b and ψa′ = ψab′ , one sees that the actions of ψb, ψb′ on S are
(mutually inverse) automorphisms. Thus, by Lemma 3.2 applied to (the Λ-ring in CK dual to) this
galois object S ∈ BfDRK , it follows that the actions of ψb, ψb′ on S are equal to those of some
σ ∈ GK , which implies that sa = sa′b and sa′ = sab′ belong to the same GK-component. This
completes the proof.
Now we study the structure of the galois objects Xξ for ξ ∈W
a
OK
(OK¯). (For simplicity, we first
study the structure of XΞ only for singleton Ξ = {ξ}, but the similar result holds in general.) Since
Xξ is finite etale over K, we have an isomorphism Xξ ≃ L1 × · · · × Lr for some finite extensions
Li/K. However, we do not yet quite know what and how many components Li each Xξ has. In the
following, we first discuss this problem. In this relation, let us denote by Mξ the quotient monoid
IK/ ≡ξ, where a ≡ξ b if and only if ψaξ = ψbξ. (By Theorem 3.2, [15], Mξ is a finite monoid.)
Proposition 3.3. For any ξ ∈W aOK (OK¯) we have the following isomorphism:
Xξ ≃
∏
[a]∈Mξ/J
K(ξab; b ∈ IK).
In particular, the number of components is equal to #(Mξ/J ).
Proof. For short let us put the right hand side as Yξ :=
∏
[a]∈Mξ/J
K(ξab; b ∈ IK); we construct the
target isomorphism f : Xξ → Yξ. Let Mξ/J = {[a1], · · · , [ar]}, and for each [ai] ∈ Mξ/J , denote
its representative as ai ∈ IK . Then we can define f : Xξ → Yξ by f(η) := (ηai)
r
i=1. To prove the
lemma, note first that this f is injective: If f(η) = f(η′) then ηai = η
′
ai
for every i = 1, · · · , r. But
for each a ∈ IK we have [a] = [ai] for some i; this means that, for every ζ ∈ Xξ, we have ζa = ζ
σ
ai
for some σ ∈ GK . (In fact [a] = [ai] implies a = aib and ai = ab
′ for some b, b′ ∈ IK in Mξ, whence
ψa = ψaiψb and ψai = ψaψb′ on Xξ; then apply Lemma 3.3 to the root s1 : Xξ ∋ ζ 7→ ζ1 ∈ K¯ where
1 is the unit in IK .) Thus ηa = η
σ
ai
= η′ai
σ
= η′a for every a ∈ IK , which implies η = η
′ as requested.
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Finally we see that f is surjective. First note that, since Xξ is finite etale over K, we have an
isomorphism Xξ ≃ L1 × · · · × Lm for some finite extensions Li/K; and each Li is obtained as the
image of Xξ under some si : Xξ → K¯ ∈ FK(Xξ). As shown in Proposition 3.1, each si ∈ FK(Xξ)
is given as si(η) = η
σi
ai
(∀η ∈ Xξ) for some ai ∈ IK and σi ∈ GK , namely, si is GK -equivalent to
s′i ∈ FK(Xξ) given by s
′
i(η) = ηai . So, the image Li of Xξ under si is isomorphic to K(ηai ; η ∈ Xξ),
which is further isomorphic to K(ξaib; b ∈ IK) because Xξ is generated by ψbξ’s (b ∈ IK) over K.
By Lemma 3.3, the two maps s′i and s
′
j are GK -equivalent if and only if [ai] = [aj]. This means that
the GK-equivalent classes of s ∈ FK(Xξ) are classified precisely by the set Mξ/J = {[a1], · · · , [ar]}
with s′i : η 7→ ηai ∈ FK(Xξ) for each [ai] ∈ Mξ/J being representative. Therefore, one concludes
that m = r and Li ≃ K(ξaib; b ∈ IK), which completes the proof.
Finally, we determine the state complexity of integral Witt vectors ξ ∈ W aOK (OK¯) (cf. Definition
7) as a natural analogue of the result of Bridy [5] for formal power series ξ ∈ Fq[[t]], where using
Riemann-Roch theorem he gave a sharp estimate of the state complexity of a formal power series
ξ ∈ Fq[[t]] algebraic over Fq[t] in terms of the dimension dimFq(t)Xξ of the function field Xξ of the
curve generated by ξ over Fq(t). Analogously, we now show that the state complexity of an integral
Witt vector ξ ∈ W aOK (OK¯) is equal to the dimension dimK Xξ of the Λ-ring Xξ. In fact, this holds
for general Ξ ⊆W aOK (OK¯).
To be precise, the state complexity of a finite set Ξ ⊆ W aOK (OK¯) is defined as follows: (See §3
[15] for the concept of DFA’s and DFAO’s; and how they generate integral Witt vectors.)
Definition 7 (state complexity). Let Ξ ⊆W aOK (OK¯) be any finite set of integral Witt vectors. We
say that a DFA A generates Ξ if for every ξ ∈ Ξ there exists an output function τ : SA → OK¯ such
that Aτ generates ξ. The state complexity of Ξ, denoted by cΞ, is then defined as the minimum size
min#SA of the state set SA of those DFA A which can generate Ξ.
Proposition 3.4 (estimate of state complexity). For any finite Ξ ⊆ W aOK (OK¯), we have the fol-
lowing identity:
cΞ = dimK XΞ. (3.2)
In particular, cξ = dimK Xξ for ξ ∈ W
a
OK
(OK¯).
Proof. Firstly note that we have dimK XΞ = #FK(XΞ). Also it is easy to see that FK(XΞ) forms
(the state set of) a DFA over PK that generates Ξ; thus we have the one-side inequality:
cΞ ≤ #FK(XΞ)
= dimK XΞ.
To prove the inverse inequality, note that by Proposition 3.1, we know that XΞ is a galois object;
hence, #FK(XΞ) = #End(XΞ). Therefore, it suffices to prove:
cΞ ≥ #End(XΞ).
To this end, let A = (Ω, δ, s0) be the minimum DFA generating Ξ. Then, by the minimality, every
s ∈ Ω is represented as s = s0 · u for some u = p1 · · · pn ∈ P
∗
K . Also, we can see that if s0 · u = s0 · v
for u, v ∈ P ∗K , then ψauξ = ψavξ for every ξ ∈ Ξ, where aw = p1 · · · pn ∈ IK for w = p1 · · · pn ∈ P
∗
K .
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In fact, for each ξ ∈ S there exists an output function τ : Ω→ OK¯ such that for every w ∈ P
∗
K :
(ψauξ)aw = ξauw
= τ((s0 · u) · w)
= τ((s0 · v) · w)
= (ψavξ)aw ,
which means that ψauξ = ψavξ. Since XΞ is generated by IKΞ, this then implies that ψau = ψav on
XΞ; hence, the assignment Ω ∋ s = s0 · u 7→ ψau ∈ End(XΞ) is well-defined. Furthermore, by the
fact that IK →֒ DRK is dense, this assignment Ω→ End(XΞ) is in fact surjective, which proves the
desired inequality cΞ = #Ω ≥ #End(XΞ).
Remark 8. Note that the identity cξ = dimK Xξ relates seemingly unrelated quantities, namely
the state complexity cξ and the dimension dimK Xξ of the K-algebraXξ. In fact, while the former is
just the size of the orbit IKξ under the action of the Frobenius ψp, the latter is the quantity relevant
to the algebraic degree of its coefficients ξa’s. As we discuss below, this identity seems related to
the difficulty of actually constructing integral Witt vectors; to our thought, this is because there
must be some geometric reason for why the coefficients ξa’s of integral Witt vectors ξ distribute as
they do. Concerning this, it will be meaningful to remark that the j-invariants j(a) in the theory of
complex multiplication actually constitute an example of integral Witt vector; this is proved from
their reciprocity law (cf. §4.1).
3.3 The structure of W aZ (Z¯)
As an immediate consequence of the above general development, applied to the case K = Q, this
section concludes with a presentation of the ring W aZ (Z¯), which assets that W
a
Z (Z¯) is isomorphic
to the group-ring Z[Q/Z]. After this presentation we proceed to the case when K is an imaginary
quadratic field.
Corollary 3.2. The ring W aZ (Z¯) is isomorphic to the group-ring Z[Q/Z].
Proof. We first see that EQ = Q ⊗W
a
Z (Z¯) is isomorphic to the group-ring Q[Q/Z]. In fact, by the
result of Borger and de Smit [2] combined with our result in §3.1, we know that EQ is isomorphic
to the Q-algebra given by the direct limit limnQ[x]/(x
n − 1) =
⋃
nQ[x]/(x
n − 1); here this direct
limit of Q-algebras Q[x]/(xn − 1) is given by the following embeddings, for positive integers n,m:
Q[x]/(xn − 1) → Q[x]/(xnm − 1)
x 7−→ xm.
The group-ring Q[Q/Z], on the other hand, is also isomorphic to this Q-algebra
⋃
nQ[x]/(x
n − 1)
by the correspondence:
Q[Q/Z] →
⋃
n
Q[x]/(xn − 1)
1/N 7−→ x ∈ Q[x]/(xN − 1).
Hence we have EQ ≃ Q[Q/Z]. Finally we see that, in this isomorphism, the subring W
a
Z (Z¯) ⊆ EQ
corresponds to Z[Q/Z] ⊆ Q[Q/Z]. Indeed, as proved in Theorem 3.4 [2], the maximal integral model
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of the Λ-ring Q[x]/(xn − 1) is Z[x]/(xn − 1) for each n; and thus, the subring
⋃
n Z[x]/(x
n − 1) ⊆⋃
nQ[x]/(x
n − 1) corresponds to W aZ (Z¯) ⊆ EQ. On the other hand, we see that
⋃
n Z[x]/(x
n − 1)
corresponds to Z[Q/Z] under the above isomorphism Q[Q/Z] ≃
⋃
nQ[x]/(x
n − 1). Consequently,
we obtain the desired isomorphism W aZ (Z¯) ≃ Z[Q/Z]. This completes the proof.
Remark 9. More explicitly, in the above isomorphism W aZ (Z¯) ≃ Z[Q/Z], each γ ∈ Q/Z ⊆ Z[Q/Z]
corresponds to the following Witt vector ζ(γ) ∈W aZ (Z¯) ⊆ (Q
ab)N:
ζ(γ) := (e2piiγn)n∈N. (3.3)
Therefore we can conclude that, in general, the integral Witt vectors ξ ∈ W aZ (Z¯) are precisely the
Z-linear combinations of these ζ(γ), γ ∈ Q/Z (while the algebraic Witt vectors ξ ∈ EQ are the
Q-linear combinations of ζ(γ)’s). This provides a complete classification of the integral Witt vectors
over Z.
4 The modularity theorem
In some sense, the above isomorphism EQ ≃ Q[Q/Z] clarifies how the coefficients ξn of an algebraic
Witt vector ξ over Q are correlated; they are essentially correlated as special values e2piiγn for fixed
γ ∈ Q/Z of the function ez.
The purpose of this section is to prove an analogue of this result in the case where K is an
imaginary quadratic field. To be precise, this section proves that theK-algebraEK = K⊗W
a
OK
(OK¯)
for an imaginary quadratic field K is isomorphic to (or actually coincides with) the K-algebra
MK that consists of modular vectors ; technically speaking, modular vectors are defined by special
values of certain deformations of modular functions (§4.2). Our target theorem, which we call
the modularity theorem, exhibits that such vectors arising from deformations of modular functions
always define algebraic Witt vectors, and conversely, every algebraic Witt vector arises in this way
(§4.3).
4.1 Witt vector by j-invariant function
As a demonstration of what integral Witt vectors can be, this section is devoted to describing the
structure of the Λ-ring of Witt vectors, WOK (OHK ), where HK denotes the Hilbert class field of K
in particular; with this presentation, we deduce that the j-invariants j(a), a proto-typical modular
function, constitute an example of integral Witt vectors. A general principle relating algebraic Witt
vectors and modular functions in the case where K is an imaginary quadratic field is then discussed
in §4.3.
Lemma 4.1. Let L/K be a finite galois extension, p ∈ PK be unramified in L, and also P ∈ PL be
above p. Then, for any ξ ∈WOK (OL) and a ∈ IK , we have the following congruence:
ξpa ≡ ξ
(
L|K
P
)
a mod P
1+vp(a), (4.1)
where
(L|K
P
)
∈ Gal(L/K) denotes the Frobenius automorphism on L for P | p.
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Proof. The proof uses the same method as Lemma 3.1 [15], i.e. by induction on vp(a) via arithmetic
derivation. Denote as σP =
(L|K
P
)
for short. For the base case let vp(a) = 0. Since ξ ∈ WOK (OL)
is a Witt vector, we have ξpa ≡ ξ
Np
a mod p for any a ∈ IK , hence ξpa ≡ ξ
Np
a mod P in particular.
But since p is now unramified in L, we also have ξNpa ≡ ξ
σP
a mod P, which then implies ξpa ≡ ξ
σP
a
mod P as requested.
For induction assume that the claim is true up to vp(a) ≤ n; and let vp(a) = n+1 whence we can
write as a = pa′ for some a′ ∈ IK with vp(a
′) = n. By ξ ∈ WOK (OL), there exist η
(i) ∈ WOK (OL)
and ri ∈ p (i = 1, · · · ,m) such that:
ψpξ − ξ
Np =
m∑
i=1
riη
(i). (4.2)
Looking at the a-th and a′-th components, we have the following identities:
ξpa − ξ
Np
a =
m∑
i=1
riη
(i)
a , (4.3)
ξa − ξ
Np
a′ =
m∑
i=1
riη
(i)
a′ . (4.4)
The slight difference from the proof of Lemma 3.1, [15] is here: Before subtracting the first from the
second, apply σP to the second equation. Then by subtracting them, we obtain:
ξpa − ξ
σP
a = ξ
Np
pa′ − (ξ
σP
a′ )
Np +
m∑
i=1
ri(η
(i)
pa′ − η
(i)σP
a′ ). (4.5)
Under the induction hypothesis ξpa′ − ξ
σP
a′ ∈ P
1+n and η
(i)
pa′ − η
(i)σP
a′ ∈ P
1+n, one obtains ξNppa′ −
(ξ
σP
a′ )
Np ∈ P2+n (by ξpa′ − ξ
σP
a′ ∈ P
1+n in particular) in the the same way as Lemma 3.1 [15]. This
proves ξpa − ξ
σP
a ∈ P
2+n, which is our target congruence. This completes the proof.
With this lemma, we now describe the structure of the Λ-ring WOK (OHK ) for the Hilbert class
field HK , which is a natural extension of Proposition 3, [15]. In general, the description ofWOK (OL)
seems difficult particularly due to the existence of ramified primes; in the case of the Hilbert class
field HK , however, this obstruction disappears because every prime p ∈ PK is unramified in HK .
Since HK is maximal among such unramified extensions, the description of WOK (OHK ) is general
enough to classify those Witt vectors whose coefficients generate unramified extensions of K. This
Λ-ringWOK (OHK ) is then proved to be the right place in which the classical j-invariant j(a) should
live (in the sense discussed below).
Proposition 4.1. Let HK be the Hilbert class field of K. Then we have the following presentation
of the ring WOK (OHK ) of Witt vectors:
WOK (OHK ) =
{
ξ ∈ OIKHK | ξpa ≡ ξ
(
L|K
p
)
a mod p
1+vp(a) (∀p, ∀a)
}
. (4.6)
Proof. The proof of this proposition is similar to that of Proposition 3, [15] but needs some slight
modification. Since HK is abelian over K, we denote by σp ∈ Gal(HK/K), rather than σP, the
Frobenius automorphism for p in HK .
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Put the right hand side as V (OHK ) for short. The above lemma applied to L = HK implies the
inclusion WOK (OHK ) ⊆ V (OHK ); so we need prove the inverse inclusion V (OHK ) ⊆ WOK (OHK ).
To this end, it suffices to prove that V (OHK ) itself forms a Λ-ring (cf. Remark 3, [15]), namely, for
any ξ ∈ V (OHK ) and p ∈ PK , we should have ψpξ − ξ
Np ∈ pV (OHK ). Again, as the localization
argument in Proposition 3, [15], we only need to prove ψpξ − ξ
Np ∈ πOK,p ⊗ V (OHK ) where π ∈ p
is a uniformizer.
By ξ ∈ V (OHK ), i.e. ξpa − ξ
Np
a ∈ p
1+vp(a) for each a ∈ IK , we have ψpξ − ξ
Np ∈ πOK,p ⊗O
IK
HK
;
thus ψpξ − ξ
Np = πu · η for some η ∈ OIKHK and u ∈ O
×
K,p of the form u = 1/b with b ∈ OK \ p. We
show η ∈ V (OHK ). For this purpose, first put ζ = ψpξ − ξ
Np. Then:
ζpa − ζ
σp
a = (ξp2a − ξ
Np
pa )− (ξpa − ξ
Np
a )
σp
= (ξp2a − ξ
σp
pa )− (ξ
Np
pa − (ξ
σp
a )
Np)
By definition of V (OHK ), we have ξp2a− ξ
σp
pa ∈ p
2+vp(a) and ξpa− ξ
σp
a ∈ p
1+vp(a). Then, by the same
argument as that of Lemma 3.1, [15], the latter implies ξNppa − (ξ
σp
a )
Np ∈ p2+vp(a); thus one obtains
πu(ηpa − η
σp
a ) = ζpa − ζ
σa
a ∈ p
2+vp(a). Hence, ηpa ≡ η
σp
a mod p
1+vp(a). Moreover, for any q 6= p
as well, one indeed has ηqa ≡ η
σq
a mod q
1+vq(a) because ηpa − η
σp
a = (ζpa − ζ
σa
a )b/π, ζ ∈ V (OHK )
and π /∈ q. (See the proof of Proposition 3, [15].) These prove that η ∈ V (OHK ) as requested. This
completes the proof.
With this presentation of WOK (OHK ) applied to imaginary quadratic K, we can now prove that
the j-invariant function j can be interpreted as a function generating a (proto-typical) example of
integral Witt vector:
Corollary 4.1. Let K be an imaginary quadratic field; and define ι ∈ OIKHK by ιa := j(a
−1) for each
a ∈ IK with the j-invariant function. Then ι is an integral Witt vector:
ι = (ιa)a∈IK ∈ W
a
OK (OHK ). (4.7)
Moreover, ι generates HK as a Λ-ring in the sense of §2, namely Xι ≃ HK whose maximal integral
model is the ring OHK of integers in HK .
Proof. The first claim follows from the integrality and Hasse’s reciprocity law of the j-invariants
j(a) (cf. [13]) combined with Proposition 4.1. The last claim follows from the conjugacy of j(a−1)’s
and the fact that K(j(a−1)) = HK .
Corollary 4.2. The state complexity of ι ∈W aOK (OHK ) is equal to the class number of K.
Proof. This follows from the second claim of the above corollary and Proposition 3.4 that proves
the equality cι = dimK Xι = dimK HK .
This corollary strengthens Hasse’s reciprocity law in the sense that the j-invariants j(a) are not
only reciprocal (i.e. j(p−1a) = j(a)σp), but they are arithmetically smooth as well. The reciprocity
law itself is rephrased as the second statement of Corollary 4.1; and the fact that ι forms an integral
Witt vector gives us a new way to look at the j-invariant modular function as well as what integral
Witt vectors can be.
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4.2 Modular vectors
We see that the above result on the j-invariant function is a special case of a more general relationship
between algebraic Witt vectors and modular functions. To be precise, the following concept of Witt
deformation family of modular functions is a key to explain this general relationship. In what
follows, let us denote by F =
⋃
N FN the field of modular functions of finite level rational over Q
ab,
where FN is the field of modular functions of level N rational over Q(e
2pii/N ) in the sense of §6.2,
pp.137 [13], i.e. FN = Q(j, fa | a ∈ N
−1Z2 \ Z2) with fa Fricke functions (cf. Example 3). (Recall
that the field of all modular functions of finite level is equal to C⊗Q F; cf. Proposition 6.1, [13].)
Definition 8 (Witt deformation family of modular functions). A Witt deformation family of
modular functions (or simply, a Witt deformation of modular functions) is a continuous function
f :M2(Ẑ)× H→ C satisfying the following axioms:
1. for each m ∈M2(Ẑ), the fiber fm := f(m,−) : H→ C is a modular function in F;
2. for each m ∈M2(Ẑ) and u ∈ GL2(Ẑ), we have:
fmu = f
u
m; (4.8)
where fm 7→ f
u
m denotes the action of u ∈ GL2(Ẑ) onto the modular field F (cf. §6.6 [13]);
3. the function f :M2(Ẑ)×H→ C factors through the projection pN :M2(Ẑ)։M2(Z/NZ) for
some N as follows:
M2(Ẑ)× H
pN×idH

f // C
M2(Z/NZ)× H
99
r
r
r
r
r
r
r
r
r
r
r
r
(4.9)
Remark 10. In relation to the Bost-Connes system [10], the concept of Witt deformation is based
on a slight modification of the arithmetic subalgebra constructed in Definition 2.22 [10]. Modulo this
modification, our modularity theorem in §4.3 can be seen (almost) as the claim that the arithmetic
subalgebra given loc. cit. (or its commutative subalgebra) coincides with that constructed in [16].
For this proof to work well, however, we needed to modify the constructions in [10, 9]; hence our
construction is slightly different from there. Despite of this modification, it would be meaningful to
have in mind the relationship between our result and the works on Bost-Connes systems [10, 12, 16]
particularly when we try to extend the results developed in this paper to number fields of higher
degree; in particular the results of [12, 16] and ours in §3 hold for arbitrary number fields.
Example 2 (j-invariant function). The j-invariant function j naturally defines the simplest Witt
deformation family of modular functions, denoted by the same symbol j :M2(Ẑ)×H→ C: for each
(m, τ) ∈M2(Ẑ)× H,
j(m, τ) := j(τ). (4.10)
The fact that this j : M2(Ẑ) × H → C indeed defines a Witt deformation follows readily from the
definition of the action of GL2(AQ,f ) = GL2(Ẑ)GL
+
2 (Q) on j, in particular, j
u = j for u ∈ GL2(Ẑ)
(cf. §6.6, [13]).
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Example 3 (Fricke functions). The Fricke functions are modular funcitons fa : H→ C indexed by
row vectors a ∈ Q2/Z2, and defined as follows (cf. pp.133 [13]): for w1, w2 with w1/w2 ∈ H,
fa(w1/w2) =
g2(w1, w2)g3(w1, w2)
∆(w1, w2)
℘(a1w1 + a2w2;w1, w2). (4.11)
Each Fricke function fa naturally defines a Witt deformation family χa of modular functions by:
χa : M2(Ẑ)× H → C
(m, τ) 7−→ fam(τ)
(In some sense this χa “deforms” the Fricke functions fa by the action of m ∈M2(Ẑ) on the index
a ∈ Q2/Z2.) The fact that this χa :M2(Ẑ)× H→ C indeed defines a Witt deformation of modular
functions can be proved, again, using the definition of the action of GL2(AQ,f ) = GL2(Ẑ)GL
+
2 (Q)
on fa’s: That is, for uα ∈ GL2(Ẑ)GL
+
2 (Q) = GL2(AQ,f ), one has f
uα
a = fau ◦ α (cf. §6.6, [13]).
Definition 9 (modular vector). Let f :M2(Ẑ)× H→ C be a Witt deformation family of modular
functions. Then the modular vector f̂ ∈ (Kab)IK associated to f is the function f̂ : IK → K
ab
defined by the following composition:
f̂ : IK →֒ DRK
≃
−→ ÔK ×Ô∗
K
(A∗K,f/K
∗)
≃
−→ Lat1K →֒ Lat
2
Q
≃
−→ Γ\(M2(Ẑ)× H)
f
−→ C. (4.12)
Note that f induces a function on Γ\(M2(Ẑ)×H) thanks to the second condition of Witt deformation,
and f̂ indeed takes its values in Kab, which follows from Lemma 4.2 below. Modular vectors in this
sense themselves constitute a Q-algebra; to make it a K-algebra, we define the K-algebra MK of
modular vectors as follows (and abusively, we shall call the elements ofMK as well modular vectors):
MK := K ⊗Q
{
f̂ ∈ (Kab)IK | f : M2(Ẑ)× H→ C is a Witt deformation.
}
(4.13)
Remark 11. Instead, we may allow the fibers fm of Witt deformations f : M2(Ẑ) × H → C to
be modular functions in K ⊗Q F; then the modular vectors f̂ constitute a K-algebra in themselves,
which is equal to (4.13). We may use the term “Witt deformations” in this extended sense too.
Concerning modular vectors, we first see more explicitly the coefficients f̂a of modular vectors
f̂ = (f̂a) in terms of the values of the Witt deformation f :M2(Ẑ)× H→ C of modular functions:
Lemma 4.2. Let f : M2(Ẑ)× H→ C be a Witt deformation of modular functions. Then, for each
a ∈ IK , the component f̂a ∈ K
ab at a of the associated modular vector f̂ = (f̂a) ∈ (K
ab)IK is given
by the following equation:
f̂a = f(ma, τa−1); (4.14)
where, on one hand, if we denote as a−1 = Zw1+Zw2 with w1/w2 ∈ H, we define τa−1 := w1/w2; on
the other hand, ma ∈ M2(Ẑ) is such that the following diagram commutes with some α ∈ GL
+
2 (R)
(i.e. such that Z2 · α · (i, 1)t = a−1; cf. §2.2):
Q2/Z2
qτ

ma // Q2/Z2
α·(i,1)t// Qa−1/a−1
=

K/OK // Ka−1/a−1
(4.15)
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where K/OK → Ka
−1/a−1 is a natural inclusion.
Proof. The proof is just based on a careful chase of the composition (4.12). Firstly, the composition
IK →֒ DRK ≃ ÔK×Ô∗
K
(A∗K,f/K
∗) sends the ideal a ∈ IK (denoting a = ρÔK ∩K for some ρ ∈ ÔK)
to [ρ, ρ−1] ∈ ÔK ×Ô∗
K
(A∗K,f/K
∗) (cf. Proposition 4.2 and Proposition 8.2, [16]); secondly, one sees
that the further composition with the maps ÔK ×Ô∗
K
(A∗K,f/K
∗)→ Lat1K → Lat
2
Q sends [ρ, ρ
−1] to
[a−1, φa] ∈ Lat
2
Q, where φa : Q
2/Z2 → Qa−1/a−1 is given by the following composition (cf. §2.2):
φa : Q
2/Z2
qτ // K/OK // Ka−1/a−1
= // Qa−1/a−1; (4.16)
where the second arrow K/OK → Ka
−1/a−1 is a natural inclusion. Therefore, by the construction
of the isomorphism Lat2Q ≃ Γ\(M2(Ẑ) × H) (cf. §2.2), this [a
−1, φa] ∈ Lat
2
Q indeed corresponds to
[ma, τa−1 ] ∈ Γ\(M2(Ẑ)×H) for the ma ∈M2(Ẑ) and τa−1 ∈ H described above. This completes the
proof.
Example 4 (the modular vector for j). Let j :M2(Ẑ)×H→ C be the Witt deformation of modular
functions given in Example 2. Then Lemma 4.2 shows that the associated modular vector ĵ is given
by ĵa = j(a
−1). Therefore, this ĵ is equal to ι constructed in §4.1, and as observed there, this vector
ĵ = ι is a member of W aOK (OK¯), hence, of the K-algebra EK in particular. This example shows
that some modular vector (i.e. ĵ ∈MK) indeed defines an algebraic Witt vector (i.e. ĵ = ι ∈ EK).
The goal of the next subsection is to show that this example is a special case of a more general
relationship between modular vectors and algebraic Witt vectors, where we prove that these two
concepts actually coincide.
4.3 The modularity theorem
This section proves that the K-algebraMK of modular vectors coincides with the K-algebra EK of
algebraic Witt vectors, which we call the modularity theorem. In other words, this theorem claims
that every modular vector f̂ defines an algebraic Witt vector, i.e. f̂ ∈ EK , and conversely, every
algebraic Witt vector ξ ∈ EK is realized as a modular vector, i.e. ξ = f̂ for some Witt deformation
f :M2(Ẑ)× H→ C of modular functions. To be precise:
Theorem 4.1 (modularity theorem). We have the following identity as K-subalgebras of (Kab)IK :
EK = MK . (4.17)
Our proof of this theorem consists of two steps. We first prove the inclusion MK ⊆ EK , which
is based on Corollary 3.1 and Shimura’s reciprocity law. After that, we prove the converse inclusion
EK ⊆ MK , which is based on the characterization of EK by simple conditions due to Neshveyev,
Theorem 10.1, §10 [16].
To be specific, recall that Corollary 3.1 proved that the K-algebra EK is identified with that of
locally constant Kab-valued GabK -equivariant functions on DRK , i.e. EK = HomGabK (DRK ,K
ab); in
the proof of the inclusion MK ⊆ EK , we see that every modular vector f̂ defines a locally constant
(Kab-valued) GabK -equivariant function on DRK , by which we deduce the inclusion MK ⊆ EK . On
the other hand, the K-algebra EK was characterized by Neshveyev, §10 [16] as the K-subalgebra E
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of C(DRK)— the C-algebra of continuous functions onDRK— that satisfies the following conditions
(cf. pp.408, [16]; note that DRK is homeomprhic to YK in [16]):
1. every function in E is locally constant on DRK ;
2. E separates the points of DRK ;
3. E contains the idempotents ρa for each a ∈ IK (cf. Lemma 4.5);
4. every function in E is Kab-valued and GabK -equivariant.
In other words, if E is a K-subalgebra of EK and satisfies the second and the third conditions here,
one actually has the identity E = EK . Therefore, after the proof of the inclusion MK ⊆ EK , the
remained task for the proof of the identity EK =MK is only to prove that MK satisfies the second
and the third conditions here. Our proof of the target identity EK = MK will follow this line of
argument.
Now let us start proving the inclusion MK ⊆ EK . To this end, we prepare the following lemma,
which is used to prove that modular vectors f̂ define Kab-valued GabK -equivariant functions on DRK .
Lemma 4.3. Let (Λ, φ) ∈ Lat1K be a K-lattice such that Λ is a fractional ideal of K and corresponds
to [m, τ ] ∈ Γ\(M2(Ẑ)×H); also let s ∈ A
∗
K,f/K
∗ and (J−1s Λ, s
−1φ) ∈ Lat1K corresponds to [ms, τs].
Moreover, let f :M2(Ẑ)× H→ C be a Witt deformation of modular functions. Then fm(τ) ∈ K
ab,
and the following identity holds: (
fm(τ)
)[s]
= fms(τs). (4.18)
Proof. Throughout this proof, let us denote Λs := J
−1
s Λ and φs := s
−1φ for short. Moreover let
Λ = Zw1+Zw2 = Z
2 ·α·(i, 1)t and Λs = Zw
′
1+Zw
′
2 = Z
2 ·αs ·(i, 1)
t with τ = w1/w2, τs = w
′
1/w
′
2 ∈ H
and α, αs ∈ GL
+
2 (R); also let β ∈ GL
+
2 (Q) be such that (w1, w2)
t = β(w′1, w
′
2)
t, whence αs = β
−1α
and τ = α(i), τs = αs(i). Define the embedding qΛ : AK,f →M2(AQ,f ) with respect to the basis of
Λ in the sense of §4.4 [13] that qΛ(µ)(w1, w2)
t = (µw1, µw2)
t for µ ∈ K. Then, for each prime p, we
have:
Z2p
(
w′1
w′2
)
= (Λs)p
= Λps
−1
p
= Z2p
(
w1s
−1
p
w2s
−1
p
)
= Z2pqΛ(sp)
−1
(
w1
w2
)
= Z2pqΛ(sp)
−1β
(
w′1
w′2
)
.
Since this holds for each prime p, we have some u ∈ GL2(Ẑ) such that qΛ(s)
−1β = u; therefore,
qΛ(s)
−1 = uβ−1. With this in mind, we first compute (fm(τ))
[s]. By Shimura’s reciprocity law and
qΛ(s)
−1 = uβ−1, we have:
(fm(τ))
[s] = f qΛ(s)
−1
m (τ)
= fmu ◦ β
−1(τ).
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To prove that the last one is equal to fms(τs), consider the following composition:
Q2/Z2
m // Q2/Z2
α·(i,1)t// QΛ/Λ
s−1 // QΛs/Λs ; (4.19)
here the last arrow is defined by the following; suppose Λ = tÔK ∩K for t ∈ AK,f . Then:
QΛ/Λ
=

s−1 // QΛs/Λs
=

KΛ/Λ
≃

KΛs/Λs
≃

AK,f/tÔK
s−1
// AK,f/s−1tÔK
(4.20)
Recall that qΛ(s) is defined with respect to the basis of Λ = Z
2 · α · (i, 1)t. Therefore, we have the
following commutative diagram: (recall also that Λs = Z
2 ·αs · (i, 1)
t with αs = β
−1α; and we write
just by α : Q2/Z2 → QΛ/Λ to mean the composition α · (i, 1)t : Q2/Z2 → Q2α/Z2α→ QΛ/Λ.)
QΛ/Λ
s−1 //
α−1

QΛs/Λs
Q2/Z2
qΛ(s)
−1
// Q2/Z2β−1
α
OO
(4.21)
This diagram shows that the composition (4.19) is equal to the following:
Q2/Z2
m // Q2/Z2
qΛ(s)
−1
// Q2/Z2β−1
α // QΛs/Λs . (4.22)
Therefore, msαs = mqΛ(s)
−1α = muβ−1α; and hence we have: (note that τ = α(i) and τs = αs(i)
by definition above.)
fmu ◦ β
−1(τ) = fmu ◦ β
−1α(i)
= fms(αs(i))
= fms(τs).
Consequently, we proved that (fm(τ))
[s] = fms(τs) as requested. This completes the proof.
With this lemma, we first prove the one-side inclusion for the target equality EK =MK :
Lemma 4.4. We have the following inclusion:
MK ⊆ EK . (4.23)
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Proof. Let f : M2(Ẑ) × H → C be a Witt deformation of modular functions with f̂ ∈ MK being
the associated modular vector. We can extend f̂ : IK → C to a continuous function on DRK by
the density of IK in DRK , and identify f̂ with this extended function on DRK . (Actually, recall
that f̂ ∈ (Kab)IK itself was originally defined as the restriction of a function on DRK onto IK ; cf.
Definition 9.) By Corollary 3.1, in order to see that f̂ ∈ EK , it suffices to show that the extended
function f̂ : DRK → C is locally constant (K
ab-valued), and GabK -equivariant.
First, to see that this f̂ : DRK → C is locally constant, note that f̂ : IK → C takes only finitely
many Kab-values on IK because f̂a = f(ma, τa−1), hence the second operand τa−1 takes only finitely
many values in H; and also f :M2(Ẑ)×H→ C factors through pN :M2(Ẑ)։M2(Z/NZ) for some
N , hence the first operand of f(ma, τa−1) as well can essentially take finitely many values. Since,
furthermore, IK is dense in DRK , it follows that the extended function f̂ : DRK → C is indeed
locally constant (and Kab-valued).
Finally, to see that f̂ : DRK → C is G
ab
K -equivariant, we remark that the action of [s] ∈ G
ab
K
for s ∈ A∗K,f on the element of DRK that corresponds to [ρ, t] ∈ ÔK ×Ô∗
K
(A∗K,f/K
∗) under the
homeomorphism ψ : DRK → ÔK ×Ô∗
K
(A∗K,f/K
∗) corresponds to [ρ, s−1t] (i.e. not [ρ, st]); that is,
we have
(
ψ−1(ρ, t)
)[s]
= ψ−1(ρ, s−1t); this follows from the construction of the homeomorphism Ψ :
ÔK×Ô∗
K
GabK → DRK of §8.1 [16]. Thus, if ψ
−1(ρ, t) ∈ DRK corresponds to [m, τ ] ∈ Γ\(M2(Ẑ)×H)
under the correspondence DRK → Γ\(M2(Ẑ)×H) (cf. (4.12)), then
(
ψ−1(ρ, t)
)[s]
= ψ−1(ρ, s−1t) ∈
DRK corresponds to [ms, τs] (in the sense of the notation in Lemma 4.3). Therefore, we have:
f̂(
(
ψ−1(ρ, t)
)[s]
) = f̂(ψ−1(ρ, s−1t))
= fms(τs)
=
(
fm(τ)
)[s]
= f̂(ψ−1(ρ, t))[s].
In the third equality, we used Lemma 4.3; this shows that f̂ : DRK → C is indeed G
ab
K -equivariant.
Therefore f̂ is Kab-valued locally constant GK-equivariant function on DRK , hence f̂ ∈ EK . This
completes the proof.
Now we have the inclusion MK ⊆ EK . Thus, in order to prove our target identity EK =MK , it
suffices to prove that MK satisfies the above-mentioned two conditions (2) and (3). In the following
we first prove the third condition (3), and then prove the second (2), which will complete the proof
of our target theorem.
Lemma 4.5. For each a ∈ IK , let us define ρ
a ∈ (Kab)IK as follows:
ρa(b) :=
{
1 if a | b
0 otherwise
(4.24)
Then ρa ∈MK for every a ∈ IK .
Proof. This function ρa corresponds to the characteristic function of aDRK , which we now show
belongs to MK . To this end, let us fix uniformizing elements πp ∈ p for each prime ideal p ∈ PK
throughout this proof. Under the homeomorphismDRK ≃ ÔK×Ô∗
K
(A∗K,f/K
∗) of [16], the subspace
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aDRK ⊆ DRK corresponds to aÔK ×Ô∗
K
(A∗K,f/K
∗); and note that, under the further composition
ÔK ×Ô∗
K
(A∗K,f/K
∗) → Lat1K → Lat
2
Q → Γ\(M2(Ẑ) × H), this subspace is eventually mapped into
Γ\
(∏
p qτ (πp)
vp(a)M2(Ẑ)×H
)
, where qτ : AK,f →M2(AQ,f ) denotes the embedding determined by
OK = Zτ + Z. Let us define the function f
a :M2(Ẑ)× H→ C as the characteristic function of the
subspace
∏
p qτ (πp)
vp(a)M2(Ẑ)×H ⊆M2(Ẑ)×H. It is clear that f
a satisfies the conditions (1), (2)
of Witt deformations of modular functions. In order to see that fa also satisfies the condition (3),
we note that fa factors through pN(a) : M2(Ẑ)։ M2(Z/N(a)Z), where N(a) is the absolute norm
of a. In fact, this follows from the fact that the kernel of pN(a) is N(a)M2(Ẑ), which is included in∏
p qτ (πp)
vp(a)M2(Ẑ). From these facts, we find that f
a is in fact a Witt deformation of modular
functions; and by construction, it is clear that f̂a = ρa. This implies that ρa ∈ MK as requested.
This completes the proof.
Lemma 4.6. The functions in MK are enough to separate the points of DRK .
Proof. Let x 6= y ∈ DRK be distinct points. Since DRK is the inverse limit of DRf’s for f ∈ IK ,
there exists f ∈ IK such that x and y still represent distinct elements of DRf under the projection
DRK ։ DRf. Here recall the decomposition DRf =
∐
d|fCf/d (cf. (4.4), pp.394 [16]). If x and
y respectively belong to distinct components, then the characteristic functions defined above are
enough to separate x, y; if x, y belong to the same component Cf/d but represent distinct elements,
they can be separated by some modular function because Cf/d is isomorphic to the galois group
Gal(Kf/d/K) of the strict ray class field Kf/d over K with conductor f/d and the special values of
modular functions generate Kab over K. Using this modular function and characteristic functions
given above, one can define a modular vector that separates x and y. This completes the proof.
Corollary 4.3. We have the following inclusion:
EK ⊆ MK ; (4.25)
hence EK =MK .
Proof. In the above developments, we have proved that MK is a K-subalgebra of EK , separates the
points of DRK , and contains the idempotents ρ
a for a ∈ IK . Therefore, by Theorem 10.1 [16], we
conclude the target identity EK =MK .
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