Abstract-An explicit characterization of the capacity region of the general network coding problem is one of the best known open problems in information theory. A simple set of bounds that is often used in the literature to show that certain rate tuples are infeasible are based on the graph-theoretic notion of cut. The standard cut-set bounds, however, are known to be loose in general when there are multiple messages to be communicated in the network. This paper focuses on broadcast networks, for which the standard cut-set bounds are closely related to union as a specific set operation to combine different simple cuts of the network. A new set of explicit network coding bounds, which combine different simple cuts of the network via a variety of set operations (not just the union), are established via their connections to extremal inequalities for submodular functions. The tightness of these bounds are demonstrated via applications to combination networks.
I. INTRODUCTION
C ONSIDER a general network coding problem, where the topology of the network is described by a capaciated directed acyclic graph ((V, A), (C a : a ∈ A)). Here, V and A are the node and the arc sets of the graph, C a ∈ R + is the link capacity for arc a ∈ A, and R + denotes the set of nonnegative reals. The goal is to communicate a set of independent messages W, for which each message w ∈ W is available at a source node s(w) ∈ V and intended forproblems in information theory. A simple set of bounds that are often used in the literature to show that certain rate tuples are infeasible are based on the graph-theoretic notion of cut. Let s ∈ ∪ w∈W {s(w)} be a source node and t ∈ ∪ w∈W T (w) be a sink node. A simple s − t cut is a collection of arcs A s→t such that removing A s→t from the network disconnects the source node s from the sink node t. Let W s→t be the set of messages that are available at s and intended for t. By the standard cut-set bound [1, Ch. 15 .10], we have
for any achievable rate tuple (R w : w ∈ W), where
and C(A ) := a∈A C a , ∀A ⊆ A.
The above notion of cut can be extended to between multiple source nodes and multiple sink nodes. Let S ⊆ ∪ w∈W {s(w)} be a collection of source nodes and T ∈ ∪ w∈W T (w) be a collection of sink nodes. A super S − T cut is a collection of arcs A S→T such that removing A S→T from the network disconnects any source node s ∈ S from any sink node t ∈ T . Let W S→T be the set of messages that are available at a source node s ∈ S and intended for a sink node t ∈ T . Again by the standard cut-set bound [1, Ch. 15 .10], we have
for any achievable rate tuple (R w : w ∈ W). When there is only one message to be communicated (i.e., |W| = 1), the standard cut-set bounds are known to be tight for both unicast [3] and multicast [4] - [6] scenarios. On the other hand, when there are multiple messages to be communicated (i.e., |W| > 1), the standard cut-set bounds are known to be loose in general. The main objective of this paper is to formalize a "simple" idea to improve upon the standard cutset bounds for networks where there are multiple messages to be communicated and all messages are collocated at a single source node in the network, i.e., broadcast networks. Our focus on broadcast networks is mainly due to the following simple observation. Consider a general broadcast network with one source node s ∈ V and K distinct sink nodes {t k ∈ V : k ∈ [K ]}, where [K ] := {1, 2, . . . , K }. For each k ∈ [K ] let A k be a simple s − t k cut and W k be the set of messages intended for sink node t k . Then, for any U ⊆ [K ], ∪ k∈U A k is a super s − {t k : k ∈ U} cut and by the standard cut-set bound (4), we have
for any achievable rate tuple (R w : w ∈ W). We note here that the above observation depends critically on the fact that all messages are collocated at a single source node s. For non-broadcast networks, the union of several simple cuts may not give rise to a super cut that separates the collection of the source nodes from the collection of the sink nodes and hence may not lead to any network coding bounds [8] , [9] . Based on the above observation, it is clear that for broadcast networks the standard cut-set bounds [1, Ch. 15.10] are closely related to union as a specific set operation to combine different simple cuts of the network. Therefore, a natural question that one may ask is whether there are any other set operations (besides the union) that will also lead to nontrivial network coding bounds. Our main result in this paper is to answer the above question by positive by establishing a collection of network coding bounds in the following form:
for any achievable rate tuple (R w : w ∈ W), where I is a nonempty finite set, (α i : i ∈ I) is a collection of nonnegative reals, and ( i : i ∈ I) is a collection of set operators. Here, we use the term "set operator" to refer to a predefined finite sequence of intersections and unions that acts on K subsets of a nonempty finite ground set to produce a subset of the ground set. We shall refer to these bounds as generalized cut-set bounds based on the facts that: 1) they rely only on the cut structure of the network; and 2) the set operations are identical on both sides of the inequality (but not just the union any more), both akin to the standard cut-set bound (5) . The rest of the paper is organized as follows. The main results of the paper are summarized in Section II, which include: 1) a general mechanism for importing generalized cut-set bounds from extremal inequalities for submodular functions; 2) two specific collections of generalized cut-set bounds: one for K = 3 and the other for a general K 1 ; and 3) their applications to combination networks [13] . The proofs of the main results are provided in Section III. Finally, in Section IV, we conclude the paper with some remarks.
Notation: Sets, vectors, and random variables are denoted by calligraphic, bold, and sans serif letters, respectively.
II. MAIN RESULTS

A. Generalized Cut-Set Bounds via Extremal Inequalities for Submodular Functions
Let S be a nonempty finite set and R be the set of real numbers. Recall that a real-valued set function f : 2 S → R is called submodular (over the subsets of S) if
1 For broadcast networks with K = 2 sink nodes, the most general message set configuration consists of three messages: two unicast messages each intended for one of the two sink nodes and one multicast message intended for both sink nodes. In this case, it was shown in [10] - [12] that the standard cutset bounds provide a precise characterization of the capacity of the network. and is called modular if
Consider a seven-tuple
where I, J and L are nonempty finite sets, (α i : i ∈ I), (β j : j ∈ J ) and (γ l : l ∈ L) are collections of nonnegative reals, and
are collections of set operators. We say that the seven-tuple (9) identifies an extremal inequality for submodular functions if the inequality 
1) the seven-tuple (9) identifies an extremal inequality for submodular functions; 2) ( j : j ∈ J ) and ( + l : l ∈ L) are collections of subset unions; and 3) for any l ∈ L and any K subsets
A proof of the above theorem is provided in Section III-A.
B. Two Specific Collections of Generalized Cut-Set Bounds
For K = 3, we have the following extremal inequalities for submodular functions.
Proposition 1: Let S be a nonempty finite ground set and i , j , and k be three distinct integers from {1, 2, 3}. Then, the inequalities (12)- (15) shown on the top of the next page hold for any subsets S i , S j and S k of S and any submodular function f over the subsets of S, and the equalities hold for any subsets S i , S j and S k of S and any modular function f over the subsets of S.
A proof of the above extremal inequalities is provided in Section III-B. By Theorem 1, these extremal inequalities
immediately lead to the following generalized cut-set bounds for broadcast networks with K = 3 sink nodes. and
for any r ∈ [K ] and
where in the above definitions we follow the convention that a product over an empty set equals one. Then, the inequality function f over the subsets of S, where
i.e., S (r) is given by the set of elements that belong to at least
A proof of the above extremal inequalities is provided in Section III-C. By Theorem 1, these extremal inequalities immediately lead to the following generalized cut-set bounds for broadcast networks with (a general) K ≥ 3 sink nodes.
Theorem 3: Consider a broadcast network with a set of independent messages W collocated at the source node s and 
for any achievable rate tuple (R w : w ∈ W) and any subset
C. Applications to Combination Networks
To demonstrate the tightness of generalized cut-set bounds, we shall consider a special class of broadcast networks known as the combination networks [13] . A combination network is a broadcast network consisting of three layers of vertices. For combination networks, a natural choice for a simple s − t k cut is given by:
A complete message set at the source node s consists of 2 K −1 independent messages:
where the message w U is intended for all sink nodes from {t k : k ∈ U}. Thus, the set of the messages intended for the sink nodes t k is given by:
With a slight abuse of notation, we shall denote the rate of the message w U by R U (instead of the more consistent notation R w U ). Figure 1 illustrates a general combination network with K = 3 sink nodes and a complete message set of seven independent messages. To the best of our knowledge, the capacity region in terms of the complete rate tuple (R U : ∅ ⊂ U = [K ]) remains unknown for a general K -sink combination network. For the case where K = 3, Grokop and Tse [14] showed that the capacity region with a complete message set is given by the set of nonnegative rate tuples
satisfying the inequalities (28)-(34) shown on the bottom of the previous page for any three distinct integers i , j and k from {1, 2, 3}.
From the converse viewpoint, it is straightforward to verify that the inequalities (28)-(30) follow directly from the standard cut-set bound (5) by considering the simple cuts (26) and a subset of sink nodes U = {i }, {i, j } and {i, j, k}, respectively. For the inequalities (31)-(34), the proof provided in [14] was problem-specific and appears to be handcrafted. With the generalized cut-set bounds now in place, however, it is straightforward to verify that the inequality (31) follows directly from (16); the inequality (32) follows directly from (17) ; the inequality (33) follows directly from (18); and the inequality (34) follows directly from (19), where the simple cuts are (again) chosen according to (26). Thus, the standard and the generalized cut-set bounds together provide a precise characterization of the capacity region for a general combination network with K = 3 sink nodes and a complete message set.
For the general case where K ≥ 3, Tian [15] considered the symmetrical setting where
for some nonnegative link-capacity constraints (
and nonnegative rate tuple
, the link-capacity constraint C U for the arc a U and the rate R U of the message w U depend on the subset U only via its cardinality. For this symmetrical setting, Tian [15] showed that the capacity region in terms of the symmetrical rate tuple
is given by the set of nonnegative rate tuples (R k : k ∈ [K ]) satisfying:
for some nonnegative reals
where
Our main result here is a precise polyhedral description of the symmetrical capacity region for a general K -sink symmetrical combination network, as summarized in the following theorem.
Theorem 4: The symmetrical capacity region of the symmetrical combination network with the symmetrical link-capacity constraints (C
The converse part of the theorem follows directly from the generalized cut-set bounds (25) and the fact that for any r ∈ [K ], we have
for the above symmetrical setting and the choice of simple cuts (26). The forward part of the theorem follows from a characterization of the maximum vectors in the rate region (39) and a successive encoding scheme. The details of the proof are provided in Section III-D. We conclude our discussions on combination networks with the following comparison between our result and that of Tian's [15] :
• Tian's approach in [15] is converse-centric in that the forward part of the theorem is directly built on a rate splitting scheme, and the main challenge there was to prove the converse result without relying on a polyhedral description of the rate region.
• By comparison, our approach is forward-centric in that the converse part of the theorem follows directly from the generalized cut-set bounds (established systematically). The onus of the proof is on the forward part, where a successive encoding scheme (rather than rate splitting) is used.
• The problem of establishing the equivalence between Tian's characterization of the symmetrical capacity region and ours is prototypical in polyhedral combinatorics [16] . However, we have not been able to establish such an equivalence using conventional polyhedral combinatorics techniques.
III. PROOF OF THE MAIN RESULTS
A. Proof of Theorem 1
Let (n, {x a : a ∈ A}) be an admissible code with block length n, where x a is the message transmitted over the arc a. By the independence bound [1, Th. 2.6.6] and the link-capacity constraints, we have for any collection of arcs A ⊆ A
where H (x A ) denotes the joint (Shannon) entropy of the random variables x A := (x a : a ∈ A ). For any message w ∈ W, let m w be the corresponding source variable uniformly distributed over [2 n R w ]. By the independence of the messages, we have for any collection of messages
For notational simplicity, in our proof we shall assume perfect recovery of the messages at each of the sink nodes. It should be clear from the proof that by applying the wellknown Fano's inequality [1, Th. 2.10.1], the results also hold for asymptotically perfect recovery. By the perfect recovery requirement, for any U ⊆ [K ] the collection of the source variables m ∪ k∈U W k that needs to be recovered at the super sink t U must be a function of the messages x ∪ k∈U A k transmitted over the s-t U cut ∪ k∈U A k . We thus have
Define the function H m,x :
Then, by the submodularity of entropy [2, Ch. 14.A], we have
Thus, H m,x is a submodular function over the subsets of W ∪ A. Applying the extremal inequality (10) with f = H m,x , we have the inequality (47) as shown at the top of this page. Note that W and A are two disjoint sets. Therefore, for any i ∈ I we have
We thus have
Similarly, we have for any j ∈ J
and for any l ∈ L
and
Substituting (48)- (51) into (47) gives
The inequality (52) can be further simplified as follows. For any i ∈ I, we have
where the last equality follows from (44). For any j ∈ J , j is a subset union. Therefore, by (45) we have
where the last inequality follows from the link-capacity constraint (43). For any l ∈ L, + l is also a subset union. So again by (45), we have
By comparison, − l is not necessarily a subset union, so we only have
Combining (55) and (56) gives
where the second inequality follows from the independence bound [1, Th. 2.6.6] on entropy, the third inequality follows from the link-capacity constraint (43), and the last equality follows from the facts that the capacity function C is normalized (i.e., C(∅) = 0) and modular and that
Substituting (53), (54) and (57) into (52) and dividing both sides of the inequality by n, we have (A 1 , A 2 , . . . , A K )) where the last equality follows from the extremal inequality (10) with f = C and the fact that the capacity function C is modular. This completes the proof of the theorem.
B. Proof of Proposition 1
Let us first assume that f is submodular. By the definition of submodular functions, we have
for any subsets S i , S j and S k of S. First, adding (58) and (59), we have
and hence
for any submodular function f . Next, adding (60) and (62), we have
for any submodular function f .
Next, note that by the symmetry between i , j and k in (62), we have
for any submodular function f . Adding (58), (61) and (63) gives
for any submodular function f . Finally, adding (61), (62) and (63), we have
for any submodular function f . When f is modular, by the definition of modular functions, the inequalities (58)-(63) all hold with an equality. As a result, the inequalities (12)-(15) all hold with an equality as well. This completes the proof of the proposition.
C. Proof of Proposition 2
Let us first recall the following result on submodular functions from [7, Th. 2] .
Lemma 1 (Multiway Submodularity [7] ): Let S be a nonempty finite ground set. Then, the inequality
holds for any K subsets (S k : k ∈ [K ]) of S and any submodular function f over the subsets of S, and the equality holds for any K subsets (S k : k ∈ [K ]) of S and any modular function f over the subsets of S, where S (r) was defined in (24) for any r ∈ [K ].
The following results are immediate consequences of the above lemma. 
Corollary 2: Let S be a subset of S. Then, the inequality
K r=1 f (S (r) ∪ S ) ≤ K k=1 f (S k ∪ S )(65S (r) = ∪ {U ⊆[K ]: |U |=r} ∩ k∈U S k = ∪ {U ⊆[K ]: |U |=r} ∩ k∈U (S k ∪ S ) = ∪ {U ⊆[K ]: |U |=r} ∩ k∈U S k ∪ S = S (r) ∪ S .f (S (r) ) − q f (S (q) ) ≤ K k=1 f (S k ) − f (S k ∩ S (q) )(66)
holds for any K subsets (S k : k ∈ [K ]) of S and any submodular function f over the subsets of S, and the equality holds for any K subsets (S k : k ∈ [K ]) of S and any modular function f over the subsets of S.
Proof: By the definition of submodular and modular functions, the inequality
holds for any K subsets (S k : k ∈ [K ]) of S and any submodular function f over the subsets of S, and the equality holds for any K subsets (S k : k ∈ [K ]) of S and any modular function f over the subsets of S. Setting S = S (q) in Corollary 2, the inequality
holds for any K subsets (S k : k ∈ [K ]) of S and any submodular function f over the subsets of S, and the equality holds for any K subsets (S k : k ∈ [K ]) of S and any modular function f over the subsets of S, where the second equality follows from the fact that
Substituting (68) into (67) and rearranging terms complete the proof of the corollary. We are now ready to prove Proposition 2. First note when Q = ∅, by our convention we have α Q (r ) = β Q (r ) = γ Q = 1 for any r ∈ [K ], so the targeted inequality (23) reduces to (64). Next, assume that Q = ∅ and order the distinct elements of Q as:
be an arbitrary collection of K subsets of S. By Corollary 3, we have for any q i ∈ Q,
whenever f is a submodular function over the subsets of S, and the equality holds whenever f is modular.
Combining (64) and (69) according to:
whenever f is a submodular function over the subsets of S, and the equality holds whenever f is modular. The left-hand side of (70) can be written as:
for any r ∈ [K ], and 1 Q denotes the indicator function for Q. It remains to show that
To prove (73), first note that by the definition of α Q (r ), β Q (r ) and γ Q , we have γ Q = α Q (r ) and hence β Q (r ) = β Q (r ) for any r > q |Q| . Next, assume that q t −1 < r ≤ q t for some t ∈ [|Q|], where q 0 := 0. Then, we have
Therefore, when q t −1 < r < q t , we have
When, on the other hand, r = q t , we have
We have thus completed the proof of the proposition.
D. Proof of Theorem 4
As mentioned previously in Section II-C, the converse part of the theorem follows directly from the generalized cut-set bounds (25), so we only need to show that every symmetrical rate tuple (R k : k ∈ [K ]) in the rate region (39) is achievable. The scheme that we shall consider is successive encoding, which we describe as follows.
For any j ∈ [K ] let e j be a vector in R K such that e j,i = 0 for any i = j and e j, j = 1. For any j ∈ [K − 1] define v + j := φ j +1, j e j − e j +1 and v − j := φ j, j +1 e j +1 − e j . (74) By using a maximum-distance separable (MDS) code, it can be shown [15] that symmetrical rate vector
is achievable for any j ∈ [K − 1], λ j ∈ R + , and * ∈ {+, −} such that R ≥ 0, where R := (R 1 , R 2 , . . . , R K ) and C := (C 1 , C 2 , . . . , C K ). Further note that the achievability of the rate vector R induces a virtual symmetrical combination network 2 with symmetrical link-capacity constraints R, for which the aforementioned MDS code can be applied again. By successively applying MDS codes over (virtual) symmetrical combination networks, any symmetrical rate vector
is achievable, where R 0 := C. Our goal next is to show that any maximum rate vector 3 in the rate region (39) can be represented in the form of (75) and satisfying all constraints in (76). Towards the above goal, let us first note that for any Q ⊆ [K ] − {1}, the corresponding constraint in (39) can be equivalently written as:
Therefore, any rate tuple R in the rate region (39) can be written as C + x for some vector −C ≤ x ∈ C, where
Furthermore, a maximum rate tuple R in the rate region (39) can be written as C + x for some vector −C ≤ x ∈ C, where x is maximal in C.
The following proposition provides a characterization of the maximum vectors in C. : j ∈ [K − 1]}. 2 The difference between a virtual combination network and an actual combination network is that while the links in an actual network are always reliable, there is a nonzero probability that the links in a virtual network are in outage. The outage probability, however, diminishes as the block length of the utilized MDS code increases. 3 For any given P ⊆ R K , a vector x ∈ P is said to be maximal in P if any y ∈ P such that y ≥ x must satisfy y = x.
By Proposition 3, any maximum rate vector in the rate region (39) can be represented in the form of (75). Our next proposition shows that a permutation π :
can be found such that all constraints in (76) are satisfied.
Proposition 4: Let x be a vector in R K such that
for some C ≥ 0, * :
Combining the results of Propositions 3 and 4 proves that any maximum rate vector in the rate region (39) can be achieved by a successive encoding scheme. By definition, the symmetrical capacity region is a compact set. It thus follows that any rate vector in the rate region (39) is achievable. For the remaining part of this section, we shall complete the proof of Theorem 4 by proving Propositions 3 and 4.
1) Proof of Proposition 3:
Let us begin with the following three lemmas.
Lemma 4: For any Q ⊆ [K ] − {1} and any j
Proof:
When j + 1 ∈ Q, let us show that we always have
To prove (81), let us consider the following two cases separately. Case 1: Q = ∅. In this case, by our convention β Q (r ) = 1 for any r ∈ [K ]. We thus have
and hence (81).
Case 2: Q = ∅. In this case, let us write β Q (r ) more explicitly as:
for any q t * ≤ m ≤ j + 1. Note that q t * < j + 1 implies that j ≥ q t * . We thus have
Combining the above two cases completes the proof of (81) and hence the entire lemma.
Lemma 5: For any
Then, we have 
By Lemma 4, when j + 1 ∈ Q, we have
Similarly, for any j ∈ [K − 1], we have
We have thus completed the proof of the lemma.
Lemma 6: For any Q ⊆ [K ] − {1}, the set of vectors
are linearly independent. Proof: Let Q be a subset of [K ]−{1} and consider it fixed. Assume that
for some collection of K reals (λ 1 , λ 2 , . . . , λ K −1 , λ 1 ). Our goal is to show that (87) implies that
Let us first show that λ k = 0 for any k ∈ [K − 1] − {1}. By the assumption (87), we have
which implies that λ K −1 = 0 in both cases. Next, assume that λ j +1 = 0 for some j ≥ 2. By the assumption (87), we have 0 = e j +1 ,
which implies that that λ j = 0 in both cases. Through the above induction, we conclude that λ k = 0 for any
Next, let us show that we have λ 1 = λ 1 = 0 as well. By the assumption (87) and using the fact that λ k = 0 for any k ∈ [K − 1] − {1}, we have
Note that
so (88) implies that λ 1 = λ 1 = 0 in both cases. We have thus completed the proof of the lemma.
We are now ready to prove the proposition. Let x be a maximum vector in C. By the definition of C, we have
Since x is maximal in C, there must exist a subset
and for any Q ⊆ [K ] − {1} we have
and x + δe 1 > x violating the maximality of x in C. Assume that
for some Q ⊆ [K ] − {1}. By Lemma 6, the set of vectors
are linearly independent and hence span the entire R K . Let
By Lemma 5, we have
Combined with (90), we have
implying that
To show that λ 1 ≥ 0, consider the subset Q ⊆ [K ] − {1} for which j + 1 ∈ Q for any j > 1 if and only if j + 1 ∈ Q and 2 ∈ Q if and only if 2 ∈ Q . We thus have
Again by Lemma 5, we have
Combined with (89), we have
Similarly, we can show that λ j ≥ 0 for any j ∈ [K − 1]. We have thus completed the proof of the proposition.
2) Proof of Proposition 4: Let us first note that, to find a permutation π :
π( j ),k ≥ 0 for any j < j (k) and hence
We thus have 
To find a permutation π : Combining the above two cases completes the proof of the proposition.
IV. CONCLUDING REMARKS
An explicit characterization of the capacity region of the general network coding problem is one of the best known open problems in information theory. A simple set of bounds that are often used in the literature to show that certain rate tuples are infeasible are based on the graph-theoretic notion of cut. The standard cut-set bounds, however, are known to be loose in general when there are multiple messages to be communicated in the network. This paper focused on broadcast networks, for which the standard cut-set bounds are closely related to union as a specific set operation to combine different simple cuts of the network. A new set of explicit network coding bounds, which combine different simple cuts of the network via a variety of set operations (not just the union), were established via their connections to extremal inequalities for submodular functions. The tightness of these bounds were demonstrated via applications to combination networks.
We mention here that our paper was partly motivated by an earlier work by Kramer and Savari [8] and Kramer et al., where the idea of combining the properties of Shannon entropy and the graph-theoretic notion of cut to obtain explicit network coding bounds was first explored. For broadcast networks, however, the proposed network coding bounds (dubbed as the PdE bounds) [8] , [9] coincide with the standard cutset bounds. The generalized cut-set bounds proposed in this paper are specifically targeted at broadcast networks and are complementary to the PdE bounds in the family of cut-based network coding bounds. It is also worth mentioning that the generalized cut-set bounds proposed in this paper (as well as the PdE bounds [8] , [9] ) are a special case of the LP bounds by Yeung [2, Ch. 21] and hence are not tight for general broadcast network coding problems [17] . Our future work is mainly focused on further understanding the strength and limitations of the generalized cut-set bounds via concrete broadcast network coding problems.
