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HAGLUND’S CONJECTURE ON 3-COLUMN MACDONALD
POLYNOMIALS
JONAH BLASIAK
Abstract. We prove a positive combinatorial formula for the Schur expansion of LLT
polynomials indexed by a 3-tuple of skew shapes. This verifies a conjecture of Haglund
[12]. The proof requires expressing a noncommutative Schur function as a positive sum of
monomials in Lam’s algebra of ribbon Schur operators [15]. Combining this result with the
expression of Haglund, Haiman, and Loehr [13] for transformed Macdonald polynomials
in terms of LLT polynomials then yields a positive combinatorial rule for transformed
Macdonald polynomials indexed by a shape with 3 columns.
1. Introduction
In the late 90’s, Lascoux, Leclerc, and Thibon [17] defined a family of symmetric func-
tions depending on a parameter q, in terms of ribbon tableaux and the spin statistic.
These symmetric functions, known as LLT polynomials, are now fundamental in the study
of Macdonald polynomials and diagonal coinvariants, and have intriguing connections to
Kazhdan-Lusztig theory, k-Schur functions, and plethysm.
In this paper we work with the version of LLT polynomials from [14], which are indexed
by k-tuples of skew shapes. We give a positive combinatorial formula for the Schur expan-
sion of LLT polynomials indexed by a 3-tuple of skew shapes. The Haglund-Haiman-Loehr
formula [13] expresses the transformed Macdonald polynomials H˜µ(x; q, t) as a positive sum
of the LLT polynomials indexed by a k-tuple of ribbon shapes, where k is the number of
columns of µ. Haglund [12] conjectured a formula for the LLT polynomials that appear
in this formula in the case that the partition µ has 3 columns. Our result proves and
generalizes this formula.
The new variant q-Littlewood-Richardson coefficients cλβ(q) are the coefficients in the
Schur expansion of LLT polynomials, i.e.
Gβ(x; q) =
∑
λ
cλβ(q)sλ(x),
where Gβ(x; q) is the LLT polynomial indexed by a k-tuple β of skew shapes; the adjective
new variant indicates that these correspond to the version of LLT polynomials from [14],
not the version used in [17, 19, 15]. These coefficients are polynomials in q with nonnegative
integer coefficients. This was proved in the case that β is a tuple of partition shapes [19]
by showing that these coefficients are essentially parabolic Kazhdan-Lusztig polynomials.
Key words and phrases. LLT polynomials, q-Littlewood-Richardson coefficients, noncommutative Schur
functions, flagged Schur functions, inversion number.
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The general case was proved in [11], also using Kazhdan-Lusztig theory. The paper [3]
claims a combinatorial proof of positivity. However, neither of these methods yields an
explicit positive combinatorial interpretation of the new variant q-Littlewood-Richardson
coefficients for k > 2. (The approach of [3], though combinatorial, involves an intricate
algorithm to transform a D graph into a dual equivalence graph and has yet to produce
explicit formulas for k > 2.)
Explicit combinatorial formulas for the new variant q-Littlewood-Richardson coefficients
have been found in the following cases. A combinatorial interpretation for the k = 2 case
was stated by Carre´ and Leclerc in [7], and its proof was completed by van Leeuwen in
[21] (see [13, §9]). Assaf [1] gave another interpretation of these coefficients. Roberts
[20] extended the work of Assaf to give an explicit formula for cλβ(q) in the case that the
diameter of β is ≤ 3, where the diameter of a k-tuple β of skew shapes is
max
{∣∣C ∩ {i, i+ 1, . . . , i+ k}∣∣ : i ∈ Z}, (1)
where C is the set of distinct shifted contents of the cells of β (see (2) below). Formulas
for the coefficient of sλ(x) in H˜µ(x; q, t) are known when λ or µ is a hook shape and when
µ has two rows or two columns. Fishel [8] gave the first combinatorial interpretation for
such coefficients in the case µ has 2 columns using rigged configurations. Zabrocki and
Lapointe-Morse also gave formulas for this case [23, 16].
Let U be the free associative algebra in the noncommuting variables ui, i ∈ Z. The plactic
algebra is the quotient of U by the Knuth equivalence relations. It has been known since
the work of Lascoux and Schu¨tzenberger [18] that the plactic algebra contains a subalgebra
isomorphic to the ring of symmetric functions, equipped with a basis of noncommutative
versions of Schur functions. Fomin and Greene [9] showed that a similar story holds if
certain pairs of Knuth relations are replaced by weaker four-term relations. This yields
positive formulae for the Schur expansions of a large class of symmetric functions that
includes the Stanley symmetric functions and stable Grothendieck polynomials. Lam [15]
realized later that some of this machinery can be applied to LLT polynomials. To do this,
he defined the algebra of ribbon Schur operators U/ILamk to be the algebra generated by
operators ui which act on partitions by adding k-ribbons. He also explicitly described the
relations satisfied by the ui, which we take here as the definition of this algebra (see §2.4).
Lam gave a simple interpretation of LLT polynomials using this algebra (Remark 2.9).
The main difficulty in carrying out the Fomin-Greene approach in this setting is express-
ing the noncommutative Schur functions Jλ(u) (see §4.1) as a positive sum of monomials
in U/ILamk . Lam does this for λ of the form (a, 1
b), (a, 2), (2, 2, 1a) and k arbitrary.
Our main theorem is
Theorem 1.1. In the algebra U/ILam3 , the noncommutative Schur function Jλ(u) is equal
to the following positive sum of monomials
Jλ(u) =
∑
T∈RSSTλ
sqread(T ).
Here, RSSTλ is the set of semistandard Young tableaux of shape λ that are row strict and
such that entries increase in increments of at least 3 along diagonals. To define sqread(T ),
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first draw arrows as shown between entries of T for each of its 2 × 2 subtableaux of the
following forms:
❅■
a a+1
a+2 a+3
❅■
a a+2
a+2 a+3
❅❘
a a+2
a+1 a+3
❅❘
a a+1
a+1 a+3
.
Then sqread(T ) is a reading word of T in which the tail of each arrow appears before the
head of each arrow (any reading word satisfying these properties can be used in Theorem
1.1 and Corollary 1.2 below—sqread(T ) is just a convenient choice). For example,
sqread
(
1 2 4 6
3 4 5 7
8
)
= 834152476.
We show that by an adaptation of the Fomin-Greene theory of noncommutative Schur
functions similar to Lam’s [15, Section 6] (see §4.2), the coefficient of a Schur function in
an LLT polynomial is equal to 〈Jλ(u), f〉, where f is a certain element of U that encodes an
LLT polynomial and 〈·, ·〉 denotes the symmetric bilinear form on U for which monomials
form an orthonormal basis. Hence Theorem 1.1 yields a positive combinatorial formula for
the new variant q-Littlewood-Richardson coefficients cλβ(q) for 3-tuples β of skew shapes.
We now state this formula in a special case which implies Haglund’s conjecture and there-
fore, by [13], yields a formula for 3-column Macdonald polynomials (see Corollary 4.3 for
the full statement with no restriction on the 3-tuple of skew shapes, and see the discussion
after Corollary 4.3 for the precise relation to Haglund’s conjecture).
Let β = (β(0), . . . , β(k−1)) be a k-tuple of skew shapes. The shifted content of a cell z of
β is
c˜(z) = k · c(z) + i, (2)
when z ∈ β(i) and where c(z) is the usual content of z regarded as a cell of β(i). For β such
that each β(i) contains no 2× 2 square, define W′k(β) to be the set of words v such that
• v is a rearrangement of the shifted contents of β,
• for each i and each pair z, z′ of cells of β(i) such that z′ lies immediately east or
north of z, the letter c˜(z) occurs before c˜(z′) in v.
Define the following variant of the inversion statistic of [14, 3]:
inv′k(v) = |{(i, j) | i < j and 0 < vi − vj < k}|
for any word v in the alphabet of integers. For example, the 3-tuple β = ( , , ) =
(2, 32, 33)/(1, 11, 21) of skew shapes has shifted contents(
3 , 4 7
1
, 8
2 5
)
.
The word 8341275 belongs to W′3(β) and inv
′
3(8341275) = 5.
Corollary 1.2. Let β = (β(0), β(1), β(2)) be a 3-tuple of skew shapes such that each β(i) con-
tains no 2× 2 square. The corresponding new variant q-Littlewood-Richardson coefficients
are given by
cλβ(q) =
∑
T∈RSSTλ
sqread(T )∈W′3(β)
qinv
′
3
(sqread(T )).
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Note that if the set of shifted contents of β is [n], since elements of W′3(β) contain no
repeated letter, RSSTλ can be replaced by the set of standard Young tableaux of shape λ
in Corollary 1.2.
This paper is part of the series [5, 6], which uses ideas of [15, 3, 2] to generalize the Fomin-
Greene theory [9] to quotients of U with weaker relations than the quotients considered
in [9]. The papers [5, 6] are largely devoted to understanding the difficulties in pushing
the approach in this paper beyond k = 3. In Section 5, we conjecture a strengthening of
Theorem 1.1 to a quotient U/IKR, st≤3 of U whose relations combine the Knuth relations and
what we call rotation relations :
uaucub = ubuauc and ucuaub = ubucua for a < b < c.
Similar algebras are studied more thoroughly in [5, 6]. The idea of combining these two
kinds of relations is due to Assaf [3, 2] (see Remark 5.1). Though we have not been able
to prove this strengthening, having it as a goal was crucial to our discovery and proof of
Theorem 1.1.
This paper is organized as follows: Section 2 introduces Lam’s algebra of ribbon Schur
operators U/ILamk and defines LLT polynomials. Section 3 introduces the combinatorics
needed for the proof of the main theorem. In Section 4, we state and prove a stronger, more
technical version of the main theorem, and we state and prove the full version of Corollary
1.2. In Section 5, we conjecture a strengthening of the main theorem and describe our
progress towards proving it.
2. Lam’s algebra and LLT polynomials
We introduce Lam’s algebra of ribbon Schur operators, reconcile a definition of LLT
polynomials from [3] with equivalence classes of words in this algebra, and reformulate
this definition in a way that is convenient for our main theorem.
2.1. Diagrams and partitions. A diagram or shape is a finite subset of Z≥1 × Z≥1.
A diagram is drawn as a set of square cells in the plane with the English (matrix-style)
convention so that row (resp. column) labels start with 1 and increase from north to south
(resp. west to east). The diagonal or content of a cell (i, j) is j − i.
A partition λ of n is a weakly decreasing sequence (λ1, . . . , λl) of nonnegative integers
that sum to n. The shape of λ is the subset {(r, c) | r ∈ [l], c ∈ [λr]} of Z≥1 × Z≥1. Write
µ ⊆ λ if the shape of µ is contained in the shape of λ. If µ ⊆ λ, then λ/µ denotes the skew
shape obtained by removing the cells of µ from the shape of λ. The conjugate partition λ′
of λ is the partition whose shape is the transpose of the shape of λ.
We will make use of the following partial orders on Z≥1 × Z≥1:
(r, c) ≤ց (r
′, c′) whenever r ≤ r′ and c ≤ c′,
(r, c) ≤ր (r
′, c′) whenever r ≥ r′ and c ≤ c′.
It will occasionally be useful to think of diagrams as posets for the order <ց or <ր.
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2.2. The algebra U . We will mostly work over the ring A = Q[qˆ, qˆ−1] of Laurent polyno-
mials in the indeterminate qˆ. Let U be the free associative A-algebra in the noncommuting
variables ui, i ∈ Z. We think of the monomials of U as words in the alphabet of integers
and frequently write n for the variable un. We often abuse notation by writing v ∈ U to
mean that v is a monomial of U .
2.3. The nil-Temperley-Lieb algebra. The nil-Temperley-Lieb algebra [4, 9] is the A-
algebra generated by si, i ∈ Z, and relations
s2i = 0,
si+1sisi+1 = 0,
sisi+1si = 0,
sisj = sjsi for |i− j| > 1.
The reduced words of 321-avoiding permutations of [n] form a basis for the subalgebra
generated by s1, s2, . . . , sn−1. Here and throughout the paper, [n] := {1, 2, . . . , n}.
Let P denote the set of partitions and writeAP for the freeA-module with basis indexed
by P. By [4] (see also [9]), there is a faithful action of the nil-Temperley-Lieb algebra on
AP, defined by
ν ◦ si =
{
µ if µ/ν is a cell of content i,
0 otherwise.
A skew shape with contents is an equivalence class of skew shapes, where two skew shapes
are equivalent if there is a content and <ց-order preserving bijection between their dia-
grams. By [4, §2], the map sending an element v = si1 · · · sit of the nil-Temperley-Lieb
algebra to those skew shapes µ/ν such that ν ◦v = µ defines a bijection from the monomial
basis of the nil-Temperley-Lieb algebra to skew shapes with contents.
2.4. Lam’s algebra of ribbon Schur operators. Lam defines [15] an algebra of ribbon
Schur operators, which gives an elegant algebraic framework for LLT polynomials. It
sets the stage for applying the theory of noncommutative symmetric functions from [9]
to the problem of computing Schur expansions of LLT polynomials. We have found it
most convenient to work with the following variant1 of Lam’s algebra. Set q = qˆ−2. Let
U/ILamk be the quotient of U by the following relations (let I
Lam
k denote the corresponding
two-sided ideal of U):
u2i = 0 for i ∈ Z, (3)
ui+kuiui+k = 0 for i ∈ Z, (4)
uiui+kui = 0 for i ∈ Z, (5)
uiuj = ujui for |i− j| > k, (6)
uiuj = q
−1ujui for 0 < j − i < k. (7)
We refer to (6) as the far commutation relations.
1There is an algebra antiautomorphism from Q(qˆ)⊗A U/ILamk to the algebra in [15], defined by sending
ui 7→ ui and setting q = qˆ−2, where qˆ denotes the q from [15].
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A k-ribbon is a connected skew shape of size k containing no 2× 2 square. The content
of a ribbon is the maximum of the contents of its cells. The spin of a ribbon R, denoted
spin(R), is the number of rows in the ribbon, minus 1. By [15], the following defines a
faithful right action of U/ILamk on AP:
ν · ui =
{
qˆspin(µ/ν)µ if µ/ν is a k-ribbon of content i,
0 otherwise.
For the variant of LLT polynomials we prefer to work with in this paper (see §2.6), it
is better to work with an action on k-tuples of partitions. We now describe this action
and its relation to the one just defined. Unfortunately, we only know how to relate these
actions at qˆ = 1.
We briefly recall the definitions of k-cores and k-quotients (see [14] for a more detailed
discussion). The k-core of a partition µ, denoted corek(µ), is the unique partition obtained
from µ by removing k-ribbons until it is no longer possible to do so. Let µ be a partition
with k-core ν. Then for each i = 0, 1, . . . , k−1, there is exactly one way to add a k-ribbon
of content ci ≡ i mod k to ν. The k-quotient of µ, denoted quotk(µ), is the unique k-tuple
γ = (γ(0), . . . , γ(k−1)) of partitions such that the multiset of integers k · c(z)+ ci for z ∈ γ
(i)
and i = 0, 1, . . . , k − 1 is equal to the multiset of contents of the ribbons in any k-ribbon
tiling of µ/ν.
Let U/ILamk |qˆ=1 denote the algebra U/I
Lam
k specialized to q = 1. It is equal to the k-fold
tensor product over Q of the nil-Temperley-Lieb algebra. For each d = (d0, . . . , dk−1) ∈ Z
n,
define an action of U/ILamk |qˆ=1 on k-tuples of partitions by
δ ◦d ui = (δ
(0), . . . , δ(ˆi−1), δ(ˆi) ◦ s(i−iˆ)/k−d
iˆ
, δ(ˆi+1), . . .),
where iˆ denotes the element of {0, 1, . . . , k − 1} congruent to i mod k. This action is
equivalent to the action of U/ILamk |qˆ=1 on partitions with k-core ν when di = (ci − i)/k
and the ci are determined by ν as above; the precise relation is ν · v = qˆ
aµ for some a ∈ Z
if and only if quotk(ν) ◦d v = quotk(µ), for any word v ∈ U .
2.5. Statistics on words and equivalence classes. Following [3], we introduce statis-
tics Des and inv on words and the set of k-ribbon words, which will prepare us to define
LLT polynomials. We then relate these to the algebra U/ILamk .
Given a word w of positive integers (not thought of as an element of U) and a weakly
increasing sequence of integers c of the same length, define the following statistics on pairs
(w, c)
Desk(w, c) = {(i, j) | i < j, wi > wj, and cj − ci = k},
invk(w, c) = |{(i, j) | i < j, wi > wj , and 0 < cj − ci < k}|.
These are called the k-descent set and the k-inversion number of the pair (w, c). Define
the corresponding statistics on words v ∈ U :
Des′k(v) = {(vi, vj) | i < j and vi − vj = k} (a multiset),
inv′k(v) = |{(i, j) | i < j and 0 < vi − vj < k}|.
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See Example 2.5. For a pair (w, c) as above with w a permutation, define v = (w, c)−1
by vi = cj where j is such that wj = i. Given c as above and a k-descent set D, let (c,D)
−1
denote the multiset {(cj, ci) | (i, j) ∈ D}. One checks that
Des′k((w, c)
−1) = (c,Desk(w, c))
−1 and inv′k((w, c)
−1) = invk(w, c). (8)
Definition 2.1 (Assaf [3]). A k-ribbon word is a pair (w, c) consisting of a word w and a
weakly increasing sequence of integers c of the same length such that if ci = ci+1, then there
exist integers h and j such that (h, i), (i+1, j) ∈ Desk(w, c) and (i, j), (h, i+1) 6∈ Desk(w, c).
In other words, ch = ci − k and wi < wh ≤ wi+1 while cj = ci + k and wi ≤ wj < wi+1.
We now relate k-ribbon words to the algebra U/ILamk .
Say that two words v, v′ of U are k-equivalent at q = 1 if v = qˆav′ in the algebra U/ILamk
for some a. Define q = 1 k-equivalence classes in the obvious way; we omit the k from
these definitions when it is clear. Note that v and v′ are equivalent at q = 1 if and only
if they are equal in the algebra U/ILamk |qˆ=1: given that U/I
Lam
k is defined by binomial and
monomial relations, the only way this can fail is if v 6= 0 in U/ILamk |qˆ=1 but fv = 0 in
U/ILamk for some nonzero f ∈ A (which must satisfy f |qˆ=1 = 0). However, if this occurs
then δ ◦0 v = γ for some k-tuples of partitions δ,γ. Therefore, letting ν, µ be shapes with
empty k-cores such that quotk(ν) = δ, quotk(µ) = γ, we have ν · fv = f qˆ
aµ for some
a ∈ Z, hence fv 6= 0 in U/ILamk . It follows that U/I
Lam
k is a free A-module and the nonzero
q = 1 equivalence classes form an A-basis for U/ILamk .
Proposition-Definition 2.2. The following are equivalent for a word v ∈ U :
(i) v 6= 0 in U/ILamk ,
(ii) v 6= 0 in U/ILamk |qˆ=1,
(iii) for every pair i < j such that vi = vj, there exists s, t such that i < s < t < j
and {vs, vt} = {vi − k, vi + k},
(iv) v = (w, c)−1 for some k-ribbon word (w, c) with w a permutation.
If v satisfies these properties, then we say it is a nonzero k-word.
Proof. By the discussion above, (i) and (ii) are equivalent. The equivalence of (ii) and
(iii) follows from the bijection between the monomial basis of the nil-Temperley-Lieb al-
gebra and skew shapes with contents (see §2.3). The equivalence of (iii) and (iv) is a
straightforward unraveling of definitions. 
We record the following immediate consequence of the equivalence of (i) and (iii) for
later use.
Corollary 2.3. Let v = v1 · · · vt ∈ U be a word such that v1 = vt. If either v does not
contain v1 + k or v does not contain v1 − k, then v = 0 in U/I
Lam
k .
A k-tuple of skew shapes with contents is a k-tuple β = (β(0), . . . , β(k−1)) such that each
β(i) is a skew shape with contents. The shifted content of a cell z of β is
c˜(z) = k · c(z) + i,
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when z ∈ β(i) and where c(z) is the usual content of z regarded as a cell of β(i). The
content vector of β is the weakly increasing sequence of integers consisting of the shifted
contents of all the cells of β (with repetition).
Definition 2.4. Define the following sets of words:
• WRibk(c,D) = the set of k-ribbon words (w, c) with k-descent set D.
• W′k(c,D
′) = the set of nonzero k-words v such that sorting v in weakly increasing
order yields c and Des′k(v) = D
′.
• W′k(β) = {v ∈ U | δ ◦0 v = γ} for any k-tuple β = γ/δ of skew shapes with
contents.
For a word v, the standardization of v, denoted vst, is the permutation obtained from v
by first relabeling, from left to right, the occurrences of the smallest letter in v by 1, . . . , t,
then relabeling the occurrences of the next smallest letter of v by t + 1, . . . , t+ t′, etc.
Example 2.5. Let β be the 3-tuple ( , , ) of skew shapes with contents. Its shifted
contents are (
3 , 4 7
1 4
, 8
2 5
)
.
The content vector c of β, a word v ∈W′3(β), and w = (v
st)−1 (note v = (w, c)−1):
w = 46715832
c = 12344578
v = 48714235.
The statistics defined above, on the pair (w, c) and on v:
Des3(w, c) = {(1, 4), (5, 7), (6, 8)}
Des′3(v) = {(4, 1), (7, 4), (8, 5)}
inv3(w, c) = inv
′
3(v) = 6.
We also have (w, c) ∈ WRib3(c,D) for D = Des3(w, c), and W
′
3(β) = W
′
3(c,D
′) for
D′ = Des′3(v).
Proposition 2.6. Let β be a k-tuple of skew shapes with contents and let c be its content
vector. Let c˜st be the function on the cells of β that assigns to the cells of shifted content
i the letters of cst that relabel the i’s in c, increasing in the ց direction.
(i) The rule β 7→ W′k(β) defines a bijection between k-tuples of skew shapes with
contents and nonzero q = 1 equivalence classes.
(ii) Suppose D′ is determined from β as follows: the number of pairs of cells z, z′
in β such that c˜(z) = c˜(z′) + k and z <ց z
′ is the multiplicity of (c˜(z), c˜(z′)) in D′.
Then W′k(β) = W
′
k(c,D
′).
(iii) Suppose D is such that WRibk(c,D) is nonempty and let D
′ = (c,D)−1. Then
we have the following bijection
{(w, c) ∈WRibk(c,D) | w a permutation} →W
′
k(c,D
′), (w, c) 7→ (w, c)−1,
with inverse given by ((vst)−1, c)← [ v.
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(iv) If β and D′ are related as in (ii), and D′ = (c,D)−1 as in (iii), then D is
determined from β as follows: D is the set of pairs (c˜st(z′), c˜st(z)) with z, z′ cells
of β such that c˜(z) = c˜(z′) + k and z <ց z
′.
If β is as in Example 2.5, then cst = 12345678 and c˜st is given by(
3 , 4 7
1 5
, 8
2 6
)
.
Proof. By the discussion before Proposition-Definition 2.2, (i) reduces to the case k = 1.
The case k = 1 follows from [4]. For (ii), the relations of U/ILamk preserve the statistic
Des′k(v) on nonzero k-words, hence W
′
k(c,D
′) is a union of q = 1 equivalence classes. That
W′k(c,D
′) is the single equivalence class W′k(β) follows from the observation that a skew
shape with contents is determined by its multiset of contents and, for each of its pairs of
diagonals G,G′ with the content of G 1 more than that of G′, the number of pairs of cells
(z, z′), z ∈ G, z′ ∈ G′ such that z <ց z
′. Statements (iii) and (iv) are straightforward from
definitions, Proposition-Definition 2.2, and (8). 
2.6. LLT polynomials. LLT polynomials are certain q-analogs of products of skew Schur
functions, first defined by Lascoux, Leclerc, and Thibon in [17]. There are two versions of
LLT polynomials (which we distinguish following the notation of [11]): the combinatorial
LLT polynomials of [17] defined using spin, and the new variant combinatorial LLT poly-
nomials of [14] defined using inversion numbers (we called these LLT polynomials in the
introduction). Although Lam’s algebra is well suited to studying the former, we prefer to
work with the latter because they can be expressed entirely in terms of words, and because
inversion numbers are easier to calculate than spin.
Let v = v1 · · · vt be a word. We write Des(v) := {i ∈ [t − 1] | vi > vi+1} for the descent
set of v. Let
QDes(v)(x) =
∑
1≤i1≤ ···≤it
j∈Des(v) =⇒ ij<ij+1
xi1 · · ·xit
be Gessel’s fundamental quasisymmetric function [10] in the commuting variables x1, x2, . . ..
The result [3, Corollary 4.3], which we take here as a definition, expresses the new variant
combinatorial LLT polynomials of [14] in terms of k-ribbon words.
Definition 2.7. Let β be a k-tuple of skew shapes with contents, and let c,D be the
corresponding content vector and k-descent set from Proposition 2.6 (iv). The new variant
combinatorial LLT polynomials are the generating functions
Gβ(x; q) =
∑
(w,c)∈WRibk(c,D)
w a permutation
qinvk(w,c)QDes(w−1)(x).
For this paper, we have found the following expressions for LLT polynomials to be the
most useful. The second involves only words and the statistics inv′k and Des
′
k. Also, as
will be seen in §4.2, these expressions allow for the application of the machinery of [9].
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Proposition 2.8. Let β be a k-tuple of skew shapes with contents and let c,D′ be deter-
mined from β as in Proposition 2.6 (ii). Then
Gβ(x; q) =
∑
v∈W′
k
(β)
qinv
′
k
(v)QDes(v)(x) =
∑
v∈W′
k
(c,D′)
qinv
′
k
(v)QDes(v)(x).
Proof. This follows from Definition 2.7, Proposition 2.6, (8), and the fact Des(vst) = Des(v).

Remark 2.9. The combinatorial LLT polynomials G
(k)
µ/ν(x; qˆ) are the qˆ-generating func-
tions over k-ribbon tableaux weighted by spin ([19, 15, 11] use spin, whereas [17] uses
cospin). We refer to [11] for their precise definition. Lam shows [15] that
G
(k)
µ/ν(x; qˆ) = 〈ν · Ω(x,u), µ〉,
where 〈·, ·〉 is the symmetric bilinear form on AP for which P is an orthonormal basis,
and
Ω(x,u) =
∞∏
j=1
∞∏
i=−∞
(1− xjui)
−1 =
∑
v∈U
QDes(v)(x)v
is a noncommutative Cauchy product in which the xj commute with the ui.
The two types of LLT polynomials are related as follows. Suppose µ/ν can be tiled by k-
ribbons. Let β be the k-tuple of skew shapes with contents obtained from quotk(µ)/quotk(ν) =
(γ(0)/δ(0), . . . , γ(k−1)/δ(k−1)) by translating each γ(i)/δ(i) east by (ci− i)/k, where the ci are
determined by the k-core of µ (= corek(ν)) as in §2.4. Then by [14] (see e.g. [11, Proposi-
tion 6.17]), there is an integer e such that (recall q = qˆ−2)
Gβ(x; q) = qˆ
eG
(k)
µ/ν(x; qˆ).
3. Reading words for Jλ(u) when k = 3
Here we introduce new kinds of tableaux and reading words that arose naturally in our
efforts to write Jλ(u) as a positive sum of monomials in U/I
Lam
3 . The main new feature
of these objects is that they involve posets obtained from posets of diagrams by adding a
small number of covering relations. We are hopeful that this will become part of a more
general theory that extends tools from tableaux combinatorics to posets more general than
partition diagrams.
In Sections 3 and 4, we write f ≡ g to mean that f and g are equal in U/ILamk , when
the value of k is clear from context (typically it is 3 or arbitrary).
3.1. Tableaux. Let θ be a diagram (see §2.1). A tableau of shape θ is the diagram θ
together with an integer in each of its cells. The size of a tableau T , denoted |T |, is the
number of cells of T , and sh(T ) denotes the shape of T . For a tableau T and a set of cells
S such that S ⊆ sh(T ), TS denotes the subtableau of T obtained by restricting T to the
diagram S. If z is a cell of T , then Tz denotes the entry of T in z. When it is clear, we
will occasionally identify a tableau entry with the cell containing it.
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If T is a tableau, m a letter, and z = (r, c) is a cell not belonging to sh(T ), then T ⊔ m r,c
denotes the result of adding the cell z to T and filling it with m.
A standard Young tableau (SYT) is a tableau T of partition shape filled with the entries
1, 2, . . . , |T | such that entries increase from north to south in each column and from west
to east in each row. The set of standard Young tableaux of shape λ is denoted SYTλ.
3.2. Restricted shapes and restricted square strict tableaux.
Definition 3.1. A restricted shape is a lower order ideal of a partition diagram for the order
<ր. We will typically specify a restricted shape as follows: for any weak composition α =
(α1, . . . , αl), let α
′ denote the diagram {(r, c) | c ∈ [l], r ∈ [αc]}. Now let λ = (λ1, . . . , λl)
be a partition and α = (α1, . . . , αl) a weak composition such that 0 ≤ α1 ≤ · · · ≤ αj′,
α1 < λ1, α2 < λ2, . . . , αj′ < λj′, and αj′+1 = λj′+1, . . . , αl = λl for some j
′ ∈ {0, 1, . . . , l}.
Then the set difference of λ′ by α′, denoted λ′ \α′, is a restricted shape and any restricted
shape can be written in this way.
Note that, just as for skew shapes, different pairs λ, α may define the same restricted
shape λ′ \ α′. An example of a restricted shape is
(65544444221)′ \ (01222223221)′ = .
Definition 3.2. A restricted tableau is a tableau whose shape is a restricted shape. A
restricted square strict tableau (RSST) is a restricted tableau such that entries
• strictly increase from north to south in each column,
• strictly increase from west to east in each row,
• satisfy Rz + 3 ≤ Rz′ whenever z <ց z
′ and z, z′ do not lie in the same row or
column.
For example,
1
3 4
5 6 7 8 9 10
7 8 9 10 11 12 13
8 10 12
11
is an RSST of shape (6554444)′ \ (0122223)′.
3.3. Square respecting reading words.
Definition 3.3. An arrow square S of an RSST R is a subtableau of R such that sh(S)
is the intersection of sh(R) with a 2× 2 square, and S is of the form
❅■
a b
a+2 a+3
❅■
a
a+2 a+3
❅❘
a b
a+1 a+3
❅❘
a
a+1 a+3
,
with b ∈ {a+ 1, a+ 2}. The first two of these are called տ arrow squares and the last two
are ց arrow squares. Also, an arrow of R is a directed edge between the two cells of an
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arrow square, as indicated in the picture; we think of the arrows of R as the edges of a
directed graph with vertex set the cells of R.
Definition 3.4. A reading word of a tableau R is a word w consisting of the entries of R
such that for any two cells z and z′ of R such that z <ր z
′, Rz appears to the left of Rz′ in
w.
A square respecting reading word w of an RSST R is a reading word of R such that for
each arrow of R, the tail of the arrow appears to the left of the head of the arrow in w.
There is no reason to prefer one square respecting reading word over another (see The-
orem 3.11), but it is useful to have notation for one such word. So we define, for any
RSST R, the word sqread(R) as follows: let D1, D2, . . . , Dt be the diagonals of R, starting
from the southwest. Let wi be the result of reading, in the տ direction, the entries of Di
that are տ arrow tails followed by the remaining entries of Di, read in ց direction. Set
sqread(R) = w1w2 · · ·wt. It is easy to check that sqread(R) is a square respecting reading
word of R.
Example 3.5. Here is an RSST drawn with its arrows:
R =
❅■
1
❅■
3 4
5 6
❅■
16 17 25
❅❘
31
❅❘
33
❅■
10 11 18 19 26 32 34 36
12 13 20
15
Of the following three reading words of R, the first two are square respecting, but the last
is not.
15 12 13 10 5 11 20 6 3 18 19 4 1 16 17 26 25 32 31 34 33 36 = sqread(R)
15 12 13 10 5 11 20 6 3 4 1 18 19 16 17 26 25 32 31 34 33 36 (square respecting)
15 12 10 13 11 20 18 19 26 5 6 3 4 1 16 17 25 32 34 36 31 33 (not square respecting)
A ր-maximal cell of a diagram is a cell that is maximal for the order <ր. A nontail
removable cell of an RSST R is a ր-maximal cell of R that is not the tail of an arrow of
R. The last letter of a square respecting reading word of R must lie in a nontail removable
cell of R.
Remark 3.6. If a tableau has no repeated letter, then its entries are naturally in bijection
with the letters in any of its reading words. We can force this to be true for tableaux with
repeated entries by adding subscripts to repeated entries and matching subscripts to the
letters of its reading words. We will abuse notation and do this without saying so explicitly.
So for example, if w is a reading word of R and z a cell of R, then by the letter Rz of w
we really mean the unique subscripted letter of w that is equal to the subscripted version
of Rz. Also, if vw is a reading word of R, then the canonical subtableau of R with reading
word v is the subtableau of R whose subscripted entries are the subscripted versions of the
letters of v.
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Remark 3.7. All of the results of §3.3 and §3.4 about restricted shapes and RSST can be
generalized to the following setting: a x-diagram is a diagram θ such that for any two cells
z = (r, c), z′ = (r′, c′) of θ such that z <ց z
′, the cell (r′, c) is also in θ. A x-tableau is a
tableau whose shape is a x-diagram, and a square strict x-tableau is a x-tableau satisfying
the three conditions from Definition 3.2. An arrow square of a x-tableau R is a subtableau
of R whose shape is an interval [z, z′] for the poset sh(R) with the order <ց such that z
and z′ do not lie in the same row or column and Rz′ − Rz = 3.
We have little use for this generality in this paper, so we do not discuss it further except
to note one useful application. Unlike restricted diagrams, the set of x-diagrams is closed
under the operation of reflecting across a line in the direction ր. Also, the set of square
strict x-tableaux with entries in [n] is closed under the operation of reflecting across a line
in the direction ր and sending the entry a to n+1−a. Arrows of a square strict x-tableau
are reflected along with the cells.
3.4. Combinatorics of restricted square strict tableaux. We assemble some basic
results about RSST, square respecting reading words, and the images of these words in
U/ILam3 . These are needed for the proof of the main theorem.
Proposition 3.8. The following configuration of arrows cannot occur in an RSST:
❅■
❅❘
Proof. Let z1, z2 be the two cells of R as shown.
❅■
z1
❅❘z2
If this configuration occurs, then Rz1 = Rz2 − 2, contradicting the definition of an RSST.

Lemma 3.9. Let R be an RSST and z a cell of R such that the only cells >ր z lie in the
same column as z, and z is not the tail of a ց arrow. Then R has a nontail removable cell
that is weakly north of z.
Similarly, if z is a cell of R such that the only cells >ր z lie in the same row as z, and
z is not the tail of a տ arrow, then R has a nontail removable cell that is weakly east of z.
As an example of the second statement, if R is as in Example 3.5 and z is the cell
containing 31, then there is exactly one nontail removable cell weakly east of z, the cell
containing 36.
Proof. We prove only the first statement. The second then follows from Remark 3.7. Let
D be the northeasternmost diagonal of R that has nonempty intersection with the cells of
R weakly north of z. Let G be the directed graph with vertex set D and edges given by
the arrows of R. Let DN be the cells of D that are weakly north of z. Then the underlying
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undirected graph of G is contained in a path and there is no edge from DN to vertices
not in DN . Hence DN contains a vertex that is not an arrow tail and hence is a nontail
removable cell of R. 
Lemma 3.10. Let R be an RSST and z a cell of R such that the only cells >ր z lie in the
same column as z, and z is not the tail of a ց arrow. Then there is a square respecting
reading word w of R such that the letters appearing to the right of Rz in w are < Rz.
Similarly, if z is a cell of R such that the only cells >ր z lie in the same row as z, and
z is not the tail of a տ arrow, then there is a square respecting reading word v of R such
that the letters appearing to the right of Rz in v are > Rz.
Proof. This follows by induction on |R| using Lemma 3.9. 
The next result gives a natural way to associate an element of U/ILam3 to any RSST.
Theorem 3.11. Any two square respecting reading words of an RSST R are equal in
U/ILam3 .
Proof. Let RR denote the graph with vertex set the square respecting reading words of
R and an edge for each far commutation relation. We prove that RR is connected by
induction on |R|. Let z1, . . . , zt denote the nontail removable cells of R (t ≥ 1 by Lemma
3.9). By induction, each RR−zi is connected. Hence the induced subgraph of RR with
vertex set consisting of those words that end in Rzi, call it RR−ziRzi , is connected. Let H
be the graph (with t vertices) obtained from RR by contracting the subgraphs RR−ziRzi.
We must show that H is connected.
It follows from the definition of an RSST that if z, z′ are ր-maximal cells of R, then
|Rz − Rz′| ≤ 3 if and only if there is an arrow between z and z
′. Hence the Rzi pairwise
commute. Since RR contains a word ending in RziRzj for every i 6= j, H is a complete
graph. 
Lemma 3.10 and Theorem 3.11 have the following useful consequence.
Corollary 3.12. If R is an RSST and z is a ր-maximal cell of R, then vRz = 0 in U/I
Lam
3
for every square respecting reading word v of R.
Proof. By Theorem 3.11, it suffices to exhibit a single square respecting reading word v of
R such that vRz ≡ 0. By Proposition 3.8 one of the two statements of Lemma 3.10 applies,
thus R has a square respecting reading word ending in Rz followed by letters all > Rz or
all < Rz. Hence Corollary 2.3 with repeated letter Rz yields vRz ≡ 0. 
Say that an RSST R is nonzero if any (equivalently, every) square respecting reading
word of R is nonzero in U/ILam3 (see Proposition-Definition 2.2). Although we will not need
the next proposition in the proof of the main theorem, it is useful because it constrains
the form of nonzero RSST.
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Proposition 3.13. If an RSST R contains an arrow square of the form
❅❘
a a+1
a+1 a+3
or ❅■
a a+2
a+2 a+3
, (9)
then every square respecting reading word of R is 0 in U/ILam3 .
Proof. By Remark 3.7, we may assume without loss of generality that R contains an arrow
square S of the form on the left of (9), with cells labeled as follows
S =
s1 s3
s2 s4
⊆ R.
It suffices to exhibit one square respecting reading word of R that is 0 in U/ILam3 .
By induction on |R|, we may assume s3 is the only nontail removable cell of R and S is
the only arrow square of R of either of the forms in (9). Since s3 cannot be the head of a
ց arrow of R, it follows from Lemma 3.9 that if R has a cell north of s1 and in the same
column as s1, then there is a nontail removable cell to the north of s1; we are assuming
there is no such cell, so any cell >ր s1 can only be in the same row as s1. By Proposition
3.8, s1 is not the tail of a տ arrow. Hence by Lemma 3.10 (with z = s1), there is a square
respecting reading word vRs1w of R such that the letters of w are > Rs1 = a; also we must
have Rs3 = a+ 1 and Rs4 contained in w.
Now observe that s2 is a ր-maximal cell of R
′, where R′ is the canonical sub-RSST of
R with reading word v. There is no տ arrow of R with tail s2 because this would force
an arrow square in R of the form on the right of (9), which we are assuming does not
exist. This implies by Lemma 3.10 that we can assume v ends in Rs2v
′ where v′ has letters
> Rs2 = a + 1. Hence Rs2v
′Rs1w ≡ 0 by Corollary 2.3 with repeated letter a+ 1, implying
that the square respecting reading word vRs1w of R is 0 in U/I
Lam
3 . 
4. Positive monomial expansion of noncommutative Schur functions
After some preliminary definitions, we recall the main theorem and use it to give an
explicit positive combinatorial formula for new variant q-Littlewood-Richardson coefficients
indexed by a 3-tuple of skew shapes. In §4.3, we prove a stronger, more technical version
of the main theorem.
4.1. Noncommutative flagged Schur functions. Here we introduce the noncommu-
tative Schur functions Jλ(u) from [9, 15] and their flagged generalizations. These general-
izations will be put in a broader context in a future paper.
The noncommutative elementary symmetric functions are given by
ed(S) =
∑
i1>i2>···>id
i1,...,id∈S
ui1ui2 · · ·uid,
for any subset S of Z and positive integer d; set e0(S) = 1 and ed(S) = 0 for d < 0. By
[15], ei(S)ej(S) = ej(S)ei(S) in U/I
Lam
k for all i and j.
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Given a weak composition α = (α1, . . . , αl) and sets S1, S2, . . . , Sl ⊆ Z, define the
noncommutative column-flagged Schur function by
Jα(S1, S2, . . . , Sl) :=
∑
π∈Sl
sgn(π) eα1+π(1)−1(S1)eα2+π(2)−2(S2) · · · eαl+π(l)−l(Sl). (10)
We also use the following shorthands
Jnα = Jα(n1, . . . , nl) = Jα([n1], . . . , [nl]),
where n = (n1, . . . , nl). These are related to the noncommutative Schur functions Jλ(u1, . . . , un)
of [9] by Jλ(u1, . . . , un) = J
nn ···n
λ′ . When the ui commute, Jλ(u1, . . . , un) becomes the ordi-
nary Schur function sλ in n variables, and J
n
λ becomes the column-flagged Schur function
S∗λ(1,n) studied in [22], where 1 denotes the all-ones vector of length l.
For words w1, . . . ,wl−1 ∈ U , we will also make use of the augmented noncommutative
column-flagged Schur functions, given by
Jα(S1 : w
1 :S2 : w
2 : · · · : wl−1 :Sl)
:=
∑
π∈Sl
sgn(π) eα1+π(1)−1(S1)w
1eα2+π(2)−2(S2)w
2 · · ·wl−1eαl+π(l)−l(Sl).
If wi is empty for all i ∈ [l], i 6= j, and Si = [ni], we also use the shorthand
Jnα (j
w) = Jα(S1 : w
1 :S2 : w
2 : · · · : wl−1 :Sl).
The (augmented) noncommutative column-flagged Schur functions will be considered
here as elements of U/ILamk , unless stated otherwise. Note that because the noncommuta-
tive elementary symmetric functions commute in U/ILamk ,
Jnα ≡ −J
n
α1,...,αj−1,αj+1−1,αj+1,...,αl
whenever nj = nj+1. (11)
In particular,
Jnα ≡ 0 whenever αj = αj+1 − 1 and nj = nj+1. (⋄)
More generally, (11) and (⋄) hold for the augmented case provided wj is empty and the
assumption nj = nj+1 is replaced by Sj = Sj+1.
We will make frequent use of the following fact (interpret [0] = {}):
ed([m]) = med−1([m− 1]) + ed([m− 1]) if m > 0 and d is any integer. (12)
Note that
ed([0]) =
{
1 if d = 0,
0 otherwise.
We will often apply this to Jnα and its variants by expanding eαj+π(j)−j(Sj) in (10) using
(12) (so that (12) is applied once to each of the l! terms in the sum in (10)). We refer to
this as a j-expansion of Jnα or simply a j-expansion.
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4.2. The main theorem. Let RSSTλ denote the set of restricted square strict tableaux of
shape λ. For a diagram θ contained in columns 1, . . . , l and nonnegative integers n1, . . . , nl,
let Tabn1n2···nlθ denote the set of tableaux of shape θ such that the entries in column c lie in
[nc]. Define Jλ(u) = Jλ′(Z, . . . ,Z). Recall from Definition 3.4 that sqread(T ) is a specially
chosen reading word of T . We have the following generalization of Theorem 1.1 from the
introduction to the noncommutative column-flagged Schur functions:
Theorem 4.1. If λ is a partition with l = λ1 columns and 0 ≤ n1 ≤ n2 ≤ · · · ≤ nl, then
in the algebra U/ILam3 ,
Jn1n2···nlλ′ =
∑
T∈RSSTλ, T∈Tab
n1n2···nl
λ
sqread(T ).
In the next subsection we will prove a stronger, more technical version of this theorem.
Recall that Theorem 1.1 states that
Jλ(u) =
∑
T∈RSSTλ
sqread(T ) in U/ILam3 .
This follows from Theorem 4.1 since Jλ′(Z, . . . ,Z) can be written as a sum of words in U ,
grouped according to the multiset of letters appearing in each word, and each group can
be computed using Theorem 4.1.
We now use this to deduce an explicit combinatorial formula for the coefficients of the
Schur expansion of new variant combinatorial LLT polynomials indexed by a 3-tuple of
skew shapes. This is a straightforward application of the Fomin-Greene machinery [9] (see
also [15, 6]).
Define the A-linear map
∆ : U → A[x1, x2, . . . ] by v 7→ QDes(v)(x).
Let 〈·, ·〉 be the symmetric bilinear form on U in which the monomials form an orthonormal
basis. Note that any element of U/ILamk has a well-defined pairing with any element of
(ILamk )
⊥. We need the following variant of Theorem 1.2 of [9] and results in Section 6 of
[15]; see [6] for a detailed proof.
Theorem 4.2. For any f ∈ (ILamk )
⊥,
∆(f) =
〈∑
v∈U
QDes(v)(x)v, f
〉
=
∑
λ
sλ(x)〈Jλ(u), f〉.
Recall that the new variant q-Littlewood-Richardson coefficients cλβ(q) are the coefficients
in the Schur expansion of the new variant combinatorial LLT polynomials, i.e.
Gβ(x; q) =
∑
λ
cλβ(q)sλ(x).
The new variant q-Littlewood-Richardson coefficients are known to be polynomials in q
with nonnegative integer coefficients [11], but positive combinatorial formulae for these
coefficients have only been given in the cases that k ≤ 2 and the diameter of β is ≤ 3 (see
(1)). Below is the first positive combinatorial interpretation in the k = 3 case.
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In order to give an expression for the cλβ(q) that does not depend on arbitrary choices of
square respecting reading words, we adapt the statistics Des′3 and inv
′
3 to RSST:
Des′3(T ) = {(Tz, Tz′) | z, z
′ ∈ sh(T ), Tz − Tz′ = 3,
and (z <ր z
′ or there is a տ arrow from z to z′ in T )},
inv′3(T ) = |{(z, z
′) | z, z′ ∈ sh(T ), 0 < Tz − Tz′ < 3, and z <ր z
′}|,
where T is any RSST and the first expression is a multiset. We refer to these as the
3-descent multiset and the 3-inversion number of T . One checks easily that
Des′3(T ) = Des
′
3(v) and inv
′
k(T ) = inv
′
k(v) (13)
for any square respecting reading word v of T . Recall that an RSST T is nonzero if any
(equivalently, every) square respecting reading word of T is nonzero in U/ILam3 .
Recall from Definition 2.4 that W′k(β) = {v ∈ U | δ ◦0 v = γ}, where β = γ/δ and ◦0
is an action of U on k-tuples of partitions.
Corollary 4.3. Let β be a 3-tuple of skew shapes with contents, and let c,D′ be the
corresponding content vector and multiset from Proposition 2.6 (ii). Then the new variant
q-Littlewood-Richardson coefficients are given by
cλβ(q) =
∑
v∈W′
3
(β)
v∈{sqread(T )|T∈RSSTλ}
qinv
′
3(v) =
∑
T∈RSSTλ, T nonzero
Des′3(T )=D
′, c = sorted entries of T
qinv
′
3(T ).
The advantage of the second expression is that it makes it clear that the answer depends
only on a set of RSST and not on choices for their square respecting reading words. In the
special case that c contains no repeated letter, this second expression is equal to∑
S∈SYTλ,Des
′′
3
(c,S)=D′
qinv
′′
3
(c,S),
where Des′′3 and inv
′′
3 are defined so that Des
′′
3(c, T
st) = Des′3(T ) and inv
′′
3(c, T
st) = inv′3(T )
whenever c is equal to the sorted entries of T ; here, T st denotes the SYT obtained from T by
replacing its smallest entry with 1, its next smallest entry with 2, etc. This reformulation is
essentially Haglund’s conjecture [12, Conjecture 3]. (Haglund’s conjecture is for those new
variant combinatorial LLT polynomials which appear in the expression for transformed
Macdonald polynomials as a positive sum of LLT polynomials [13]. In particular, all such
LLT polynomials correspond to a tuple of skew shapes that have a content vector with no
repeated letter.)
Proof of Corollary 4.3. If v = v1 · · · vt ∈ U and w = v1 · · · vi−1vi+1vivi+2 · · · vt with 0 <
vi+1− vi < 3, then v ≡ q
−1w by (7) and q−inv
′
3
(v)v− q−inv
′
3
(w)w ≡ 0. It follows from this and
Proposition 2.6 (i) that ∑
v∈W′3(β)
qinv
′
3
(v)v ∈ (ILam3 )
⊥.
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By definition of ∆ and Proposition 2.8,
∆
( ∑
v∈W′
3
(β)
qinv
′
3
(v)v
)
=
∑
v∈W′
3
(β)
qinv
′
3
(v)QDes(v)(x) = Gβ(x; q).
By Theorem 4.2, the coefficient of sλ(x) in Gβ(x; q) is
cλβ(q) =
〈
Jλ(u),
∑
v∈W′3(β)
qinv
′
3
(v)v
〉
=
∑
v∈W′3(β)
v∈{sqread(T )|T∈RSSTλ}
qinv
′
3
(v),
where the second equality is Theorem 1.1. The second expression for cλβ(q) follows from
this one by Proposition 2.6 (ii) and (13). 
Example 4.4. Let β = (2/1, 33/11, 33/21), v = 48714235, and c = 12344578 be as
in Example 2.5. Let D′ = Des′3(v) = {(4, 1), (7, 4), (8, 5)}. The coefficient c
(4,3,1)
β (q) is
computed by finding all the nonzero RSST T of shape (4, 3, 1) with 3-descent multiset D′.
These are shown below, along with their square respecting reading words and 3-inversion
numbers.
T
1 3 4 5
2 7 8
4
1 2 4 5
3 7 8
4
1 2 4 5
3 4 7
8
sqread(T ) 42173845 43172845 83412745
inv′3(T ) 4 5 5
Hence
c
(4,3,1)
β (q) = q
4 + 2q5.
4.3. Proof of Theorem 4.1. After three preliminary results, we state and prove a more
technical version of Theorem 4.1, which involves computing Jnλ inductively by pealing off
diagonals from the shape λ′. Recall that ≡ denotes equality in U/ILamk .
The following lemma is key to the proof of Theorem 4.1.
Lemma 4.5. If m < x, then in U/ILamk ,
J(a,a)([m]: x : [m]) = xJ(a,a)([m], [m]).
More generally, if m < x and α is a weak composition satisfying αj = αj+1 and n =
(n1, . . . , nl) with nj = nj+1, then in U/I
Lam
k ,
Jnα (j
x) = Jnα (j−1
x).
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Proof. Since the proofs of both statements are essentially the same, we prove only the first
to avoid extra notation. We compute
0 ≡ J(a,a+1)({x} ∪ [m], {x} ∪ [m])
= xJ(a−1,a+1)([m], {x} ∪ [m]) + J(a,a+1)([m], {x} ∪ [m])
= xJ(a−1,a)([m]: x :[m]) + xJ(a−1,a+1)([m], [m]) + J(a,a)([m]: x :[m]) + J(a,a+1)([m], [m])
≡ xJ(a−1,a+1)([m], [m]) + J(a,a)([m]: x :[m])
≡ −xJ(a,a)([m], [m]) + J(a,a)([m]: x :[m]).
The first congruence is by (⋄). The equalities are a 1-expansion and a 2-expansion (see
§4.1 for notation). The second congruence is by Corollary 2.3 with repeated letter x and
(⋄). The last congruence is by (11). 
The next lemma is a slight improvement on Lemma 4.5 needed to handle the case of
repeated letters.
Lemma 4.6. Let k be a positive integer. Suppose
(a) α is a weak composition with l parts and αj = αj+1,
(b) n = (n1, . . . , nl) satisfies 0 ≤ n1 ≤ n2 ≤ · · · ≤ nl, and nj−1 < nj+1 − 3, and
nj+1 = nj + 1,
(c) x is a letter such that x > nj+1 and x 6= nj+1 + k,
(d) v ∈ U is a word such that vnj+1 ≡ 0.
Then in the algebra U/ILamk ,
vJnα (j
x) = vJnα (j−1
x). (14)
Proof. Set α− = (α1, . . . , αj−1, αj−1, αj+1, . . . ) and n+ = (n1, . . . , nj−1, nj+1, nj+1, nj+2, . . .).
By Lemma 4.5,
vJn+α (j
x) ≡ vJn+α (j−1
x).
Apply a j-expansion to both sides to obtain
vJα−(n1, . . . , nj−1 : nj+1 :nj : x :nj+1, . . .) + vJ
n
α (j
x) (15)
≡ vJα−(n1, . . . , nj−1 : xnj+1 :nj , nj+1, . . .) + vJ
n
α (j−1
x). (16)
It suffices to show that the first term of (15) and the first term of (16) are ≡ 0. We only
show the latter, as the former is similar and easier. There holds
vJα−(n1, . . . , nj−1 : xnj+1 :nj , nj+1, . . .) ≡ q
avJα−(n1, . . . , nj−1 : nj+1x :nj , nj+1, . . .)
≡ qavnj+1J
n
α−
(j−1
x) ≡ 0,
where a ∈ {0, 1}. The first congruence is by (c) and the relations (7) and the far commu-
tation relations (6), the second congruence is by (b) and the far commutation relations,
and the last congruence is by (d). 
Corollary 4.7. Maintain the notation of Lemma 4.6 and assume (a)–(d) of the lemma
hold. Assume in addition
(e) w ∈ U such that w = xwR and the letters of wR are > nj+1 + k.
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Then in the algebra U/ILamk ,
vJα(n1, . . . , nj : w :nj+1, . . . ) = vJα(n1, . . . , nj−1 : x :nj : w
R :nj+1, . . . ).
Proof. We compute in U/ILamk ,
vJα(n1, . . . , nj : w :nj+1, . . . )
= vJα(n1, . . . , nj−1, nj : x :nj+1 : w
R : . . . )
= vJα(n1, . . . , nj−1 : x :nj, nj+1 : w
R : . . . )
= vJα(n1, . . . , nj−1 : x :nj : w
R :nj+1, . . . ).
The first and third equalities are by the far commutation relations and the second equality
is by Lemma 4.6 (the proof of the lemma still works with the word wR present). 
For a weak composition or partition α = (α1, . . . , αl), define αl+1 = 0.
Theorem 4.8. Let λ′ \ α′ be a restricted shape and let l be the number of parts of λ. Set
j = min({i | αi > 0, αi ≥ αi+1} ∪ {l+1}) and j
′ = max({i | αi < λi} ∪ {0}) (see Figure 1
and the discussion following Remark 4.9). Suppose
(i) α is of the form
(0, . . . , 0, 1, 2, . . . , a, a, a+ 1, a+ 2, . . . , αj′, λj′+1, λj′+2, . . . ), or
(0, . . . , 0, 1, 2, . . . , αj′, λj′+1, λj′+2, . . . ),
where αj′ ≥ αj′+1 − 1 = λj′+1 − 1, the initial run of 0’s may be empty, and on the
top line (resp. bottom line) j is < j′ and is the position of the first a (resp. j is j′
or j′ + 1).
(ii) R is an RSST of shape λ′ \α′ with entries r1 = Rα1+1,1, . . . , rj′ = Rαj′+1,j′ along
its northern border,
(iii) vw is a square respecting reading word of R such that w is a subsequence of
rj+1 · · · rj′ which contains rj+1 if rj+1 > rj + 1,
(iv) n = (n1, . . . , nl) is a tuple which satisfies 0 ≤ n1 ≤ n2 ≤ · · · ≤ nl, and
(v) nc = rc − 1 for c ∈ [j
′] with the exception that nj may be < rj − 1 if w is empty
or w1 6= rj + 1.
Then in the algebra U/ILam3 ,
vJnα (j
w) =
∑
T∈RSSTλ′ , Tλ′\α′=R
Tα′∈Tab
n
α′
sqread(T ). (17)
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To parse this statement, it is instructive to first understand the case when j ≥ j′ (which
implies w is empty) and α2 > 0. In this case the theorem becomes
Suppose λ′ \ α′ is a restricted shape with α1 = α2 − 1 = · · · = αj − j + 1 and
αj ≥ αj+1 ≥ · · · ≥ αl > αl+1 = 0. Let R be an RSST of shape λ
′ \ α′ with
entries r1, . . . , rj′ along its northern border. Suppose n = (n1, . . . , nl) satisfies
0 ≤ n1 ≤ n2 ≤ · · · ≤ nl, nc = rc − 1 for c ∈ [j − 1], and nj < rj. Then in U/I
Lam
3 ,
sqread(R)Jnα =
∑
T∈RSSTλ′ , Tλ′\α′=R
Tα′∈Tab
n
α′
sqread(T ).
Remark 4.9.
(a) Theorem 4.1 is the special case of Theorem 4.8 when α = λ (the λ and λ′ of
Theorem 4.1 must be interchanged to match the notation here).
(b) A reading word vw as in (iii) always exists—for instance take vw = sqread(R)
with w the subsequence of rj+1 · · · rj′ consisting of those entries which are not the
tail of a տ arrow of R.
(c) For any vw satisfying the the assumptions of the theorem, w does not contain
the tail of a տ arrow of R.
(d) It follows from the theorem that vJnα (j
w) = 0 if R cannot be completed to an
RSST of shape λ′, however we purposely do not make this assumption so that it
does not have to be verified at the inductive step.
The assumptions on j, j′, and α look complicated, but their purpose is simply to peal
off the entries of a tableau of shape λ′ one diagonal at a time, starting with the southwest-
ernmost diagonal, and reading each diagonal in the տ direction (see Figure 1). The proof
goes by induction, pealing off one letter at a time from Jnα , in the order just specified,
and incorporating them into R. The index j indicates the column of the next letter to be
removed.
The reader is encouraged to follow along the proof below with Example 4.10.
Proof of Theorem 4.8. Write J for Jnα (j
w). The proof is by induction on |α| and the ni. If
|α| = 0, Jnα is (a noncommutative version of) the determinant of an upper unitriangular
matrix, hence J = w. The theorem then states that vw ≡ sqread(R), which holds by
Theorem 3.11.
Next consider the case n1 = 0 and α1 > 0. This implies that J
n
α is (a noncommutative
version of) the determinant of a matrix whose first row is all 0’s, hence J = 0. The right
side of (17) is also 0 because Tabnα′ is empty for n1 = 0 and α1 > 0.
If ni = ni+1 for any i 6= j such that αi = αi+1 − 1, then J = 0 by (⋄). To see that the
right side of (17) is also 0 in this case, observe that if T is an RSST from this sum, then
ni + 1 = ri < Tαi+1,i+1 ≤ ni+1 = ni,
hence the sum is empty.
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By what has been said so far, we may assume |α| > 0, αj > 0, and 0 ≤ nj−1 < nj
if j > 1 and 0 < nj if j = 1. We proceed to the main body of the proof. There
are two cases depending on whether (w is empty or w1 > rj + 1) or w1 = rj + 1. Set
n− = (n1, n2, · · · , nj−1, nj − 1, nj+1, · · · , nl) and α− = (α1, . . . , αj−1, αj − 1, αj+1, . . . ).
Case w is empty or w1 > rj + 1.
There are three subcases depending on whether j = 1, (j > 1 and αj = 1), or (j > 1
and αj > 1). We argue only the last, as the first two are similar and easier. A j-expansion
yields
vJ = vJα−(n1, . . . , nj−1 : nj :nj − 1: w :nj+1, . . . ) + vJ
n−
α (j
w) (18)
≡ vJα−(n1, . . . , nj−1 : njw :nj − 1, nj+1, . . . ) + vJ
n−
α (j
w) (19)
≡
∑
T∈RSSTλ′ , Tλ′\α′−
=R⊔ nj
αj,j
Tα′−
∈Tab
n−
α′−
sqread(T ) +
∑
T∈RSSTλ′ , Tλ′\α′=R
T ′α∈Tab
n−
α′
sqread(T ), (20)
The first congruence is by the far commutation relations since the letters of w are > nj+2.
The second term of (19) is congruent (mod ILam3 ) to the second sum of (20) by induction.
The conditions of the theorem are satisfied here: (i)–(iii) are clear, (iv) holds since nj−1 <
nj , and (v) holds as w is empty or w1 6= rj + 1 so it is okay that (n−)j < rj − 1.
We next claim that either the first term of (19) satisfies conditions (i)–(v) of the theorem
(with α− in place of α, n− in place of n, R ⊔ nj αj ,j in place of R, njw in place of w, j − 1
in place of j), or (ii) fails and the first term of (19) is 0. This will show that the first term
of (19) is congruent to the first sum of (20) (by induction in the former case, and because
both quantities are ≡ 0 in the latter case). We now assume that (ii) holds, i.e. R ⊔ nj αj ,j
is an RSST, and we verify the remaining conditions. Conditions (i) and (v) are clear, and
(iv) follows from nj−1 < nj . Next we check (iii), which requires showing that njw is the end
of a square respecting reading word of R ⊔ nj αj ,j satisfying an extra condition. There are
two ways this can fail: either (I) R⊔ nj αj ,j has a ց arrow from nj to rj+1 and w1 6= rj+1, or
(II) R⊔ nj αj ,j has a տ arrow from rj+1 to nj and rj+1 = w1; (I) implies rj+1 > rj +1 so by
assumption (iii) of the theorem w1 = rj+1, thus (I) cannot occur; (II) implies w1 = rj + 1,
contradicting our assumption w1 > rj + 1, thus (II) cannot occur.
It remains to show that if (ii) does not hold, i.e. R⊔ nj αj ,j is not an RSST, then the first
term of (19) is ≡ 0. There are two ways R ⊔ nj αj ,j can fail to be an RSST: (A) nj ≤ rj−1,
or (B) nj = rj+1 − 2 (and j < j
′).
In the case (A) holds, we have nj ≤ rj−1 = nj−1+1; in fact, since nj−1 < nj , there holds
nj−1 + 1 = rj−1 = nj . By (18) and (19), it suffices to show vJ ≡ 0 since vJ
n−
α (j
w) ≡ 0
by (⋄) as (n−)j−1 = (n−)j and αj−1 = αj − 1. Let Rˆ be the canonical sub-RSST of R
with reading word v. Corollary 3.12 with RSST Rˆ and z the cell containing rj−1 implies
vrj−1 ≡ 0, hence
0 ≡ vrj−1J
n
α−ǫj−1
(j
w) ≡ vJα−ǫj−1(n1, . . . , nj−2 : rj−1 :nj−1, nj : w : . . .), (21)
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where the last congruence is by the far commutation relations since nj−2 = rj−2 − 1 ≤
rj−1− 4; here and throughout the proof, ǫi denotes the vector with a 1 in the i-th position
and 0’s elsewhere.
Next, we compute
0 ≡ vJα(n1, . . . , nj−2, nj, nj : w : · · · ) = vJα−ǫj−1(n1, . . . , nj−2 : rj−1 :nj−1, nj : w : . . .)+vJ ≡ vJ.
The first congruence uses (⋄), the equality is a j− 1-expansion, and the last congruence is
by (21).
In the case that (B) holds, we must have nj + 1 = rj = rj+1 − 1. This, together with
rj+2 ≥ rj+1 + 3, implies
rj+1 · · · rj′ does not contain rj + 3 or rj − 3, (22)
which will be important later. Apply a j +1-expansion twice to the first term of (19) and
for convenience set m = nj (note that nj+1 = rj+1 − 1 = nj + 1):
vJα−(n1, . . . , nj−1 : njw :nj − 1, nj+1, . . . )
= vJβ(n1, . . . , nj−1 : njw :nj − 1: nj+1(nj+1 − 1) :nj+1 − 2, . . . )
+ vJγ(n1, . . . , nj−1 : njw :nj − 1: nj+1 :nj+1 − 2, . . . )
+ vJγ(n1, . . . , nj−1 : njw :nj − 1: nj+1 − 1 :nj+1 − 2, . . . )
+ vJα−(n1, . . . , nj−1 : njw :nj − 1, nj+1 − 2, . . . )
= vJβ(n1, . . . , nj−1 : mw :m− 1: rjm :m− 1, . . . )
+ vJγ(n1, . . . , nj−1 : mw :m− 1: rj :m− 1, . . . )
+ vJγ(n1, . . . , nj−1 : mw :m− 1: m :m− 1, . . . )
+ vJα−(n1, . . . , nj−1 : mw :m− 1, m− 1, . . . ),
where β = α− − 2ǫj+1 and γ = α− − ǫj+1. The first and third terms are ≡ 0 by Corollary
2.3 with repeated letter m. The fourth term is ≡ 0 by (⋄). The second term is equal to
vJγ(n1, . . . , nj−1 : mwrj :m− 1, m− 1, . . . ) by Lemma 4.5. Since nj−1 = rj−1 − 1 ≤ rj − 4
and (22) holds, this is equal in U/ILam3 to an expression beginning with vrj times some
power of q.
We claim that vrj ≡ 0, as follows: by Theorem 3.11, v ≡ v
′w′, where v′w′ is a square
respecting reading word of R such that w′w is a permutation of rj+1 · · · rj′. Let R
′ be the
canonical sub-RSST of R with reading word v′ i.e. the RSST obtained from R by deleting
its northeasternmost diagonal. Now apply Corollary 3.12 with RSST R′ and z the cell
containing rj to obtain v
′rj ≡ 0, hence
vrj ≡ v
′w′rj ≡ q
av′rjw
′ ≡ 0,
where second congruence is by (22) (a is some integer). This completes the proof that the
first term of (19) is ≡ 0 when (B) holds. This, in turn, completes the proof that the first
term of (19) is congruent to the first sum of (20).
Now (20) is equal to the right side of (17) because (20) is simply the result of partitioning
the set {T ∈ RSSTλ′ | Tλ′\α′ = R, Tα′ ∈ Tab
n
α′} into two, depending on whether or not
Tαj ,j is equal to or less than nj. This completes the case w is empty or w1 > rj + 1.
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j = 3 j′ = 7
α′r1
r2
r3 r4
r5
r6
r7
λ′
R
Figure 1: The setup of the proof of Theorem 4.8 for λ = (9, 8, 8, 7, 7, 7, 7, 7, 7, 4, 4, 4, 3, 1), α =
(1, 2, 3, 3, 4, 5, 6, 7, 7, 4, 4, 4, 3, 1). A possibility for the arrows of R is shown. A possibility for w
is r4r5r7.
Case w1 = rj + 1.
We have w1 = rj+1 and nj = rj − 1 = w1 − 2 = nj+1 − 1. Note that (22) holds here as
well. We now verify the hypotheses (a)–(e) of Corollary 4.7. Conditions (a) and (b) are
clear from what has just been said and from nj−1 < rj−1 ≤ rj − 3 = nj+1 − 3. Conditions
(c) and (e) follow from (22). Condition (d) holds because the same argument given two
paragraphs above also applies here to give vnj+1 = vrj ≡ 0.
Set t = |w|. Corollary 4.7 yields
vJnα (j
w) ≡ vJα(n1, . . . , nj−1 : w1 :nj : w2 · · ·wt :nj+1, . . . )
≡ vw1J
n
α (j
w2···wt). (23)
The last congruence is by the far commutation relations if j > 1 since nj−1 < rj−1 ≤
rj − 3 = w1 − 4 (if j = 1 there is nothing to prove).
Finally, observe that the case (w is empty or w1 > rj + 1) applies to (23) (with vw1 in
place of v, w2 · · ·wt in place of w). Since the right side of (17) depends only on R and
not directly on v and w, (23) is congruent to this right side, and this gives the desired
statement in the present case w1 = rj + 1. 
Example 4.10. Figure 2 illustrates the inductive computation of J6 6(3,3) from the proof of
Theorem 4.8.
WriteA,B, . . . , G for 10, 11, . . . , 16. Let λ = (4, 4, 4, 4). LetR =
3
5 6
7 8 F
; then sqread(R) =
78563F. We illustrate several steps of the inductive computation of 78563FJ25EG(1,2,3,4) from
the proof of Theorem 4.8. After each step in which we add an entry to R, we record the
new values of R, j, and j′. We first apply the proof of the theorem to 78563FJ25EG(1,2,3,4)
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J6 6(3,3)
J5 6(3,3)
5
J4 6(2,3)
5 6
J4 5(2,2)
5 6
J3 5(2,2)
3
5 6
J2 5(1,2)
3
5 6
J2 4(1,2)
3 4
5 6
J2 3(1,1)
3 4
5 6
J1 3(1,1)
1
3 4
5 6
J0 3(0,1)
1
3 4
5 6
J0 2(0,1)
1 2
3 4
5 6
563412
5 6
J2 5(2,2)
2
5 6
J1 5(1,2)
2
5 6
J1 4(1,2)
2 4
5 6
J1 3(1,1)
1
2 4
5 6
J0 3(0,1)
1 3
2 4
5 6
562143
J4 6(3,3)
4
J3 6(2,3)
4 6
J3 5(2,2)
3
4 6
J2 5(1,2)
3 5
4 6
J2 4(1,1)
3 5
4 6
J1 4(1,1)
1
3 5
4 6
J0 4(0,1)
1
3 5
4 6
J0 3(0,1)
1
3 5
4 6
J0 2(0,1)
1 2
3 5
4 6
436152
4 6
J2 5(2,2)
2
4 6
J1 5(1,2)
2 5
4 6
J1 4(1,1)
1
2 5
4 6
J0 4(0,1)
1
2 5
4 6
J0 3(0,1)
1 3
2 5
4 6
426153
J3 6(3,3)
3
J2 6(2,3)
3 6
J2 5(2,2)
2
3 6
J1 5(1,2)
2 5
3 6
J1 4(1,1)
1
2 5
3 6
J0 4(0,1)
1 4
2 5
3 6
326154
Figure 2: The inductive computation of J6 6(3,3) from the proof of Theorem 4.8, depicted
with the following conventions: instead of writing vJnα (j
w), we write RJnα where R is an
RSST with square respecting reading word vw; the entries of R corresponding to w are in
bold. A left (resp. right) branch of the tree corresponds to the first (resp. second) term
of (18). All branches that eventually lead to 0 have been pruned. The words below the
leaves indicate the final square respecting reading words produced by this computation.
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(v = 78563F, w = ∅, R as above, j = 4, j′ = 3) and expand as in (18):
78563FJ(1,2,3,4)([2], [5], [E], [G])
= 78563F
(
J(1,2,3,3)([2], [5], [E]: G :[F ]) + J(1,2,3,4)([2], [5], [E], [F ])
)
(24)
Next, apply the theorem to the first term of (24) (v = 78563F, w = G, R =
3
5 6
7 8 F G
, j = 3,
j′ = 4). This is handled by the case w1 = rj + 1, hence the computation proceeds by
applying (23) and then a 3-expansion:
78563FJ(1,2,3,3)([2], [5], [E]: G : [F ])
≡ 78563FGJ(1,2,3,3)([2], [5], [E], [F ])
= 78563FG
(
J(1,2,2,3)([2], [5]: E : [D], [F ]) + J(1,2,3,3)([2], [5], [D], [F ])
)
.
The first term is ≡ 0 by the proof of Theorem 4.8 for the case that (B) holds. We expand
the second term as in (18) (j = 3):
78563FGJ(1,2,3,3)([2], [5], [D], [F ])
= 78563FG
(
J(1,2,2,3)([2], [5]: D : [C], [F ]) + J(1,2,3,3)([2], [5], [C], [F ])
)
.
Next, we proceed with the inductive computation of the first term above (R =
3
5 6 D
7 8 F G
,
j = 2, j′ = 4)
78563FGJ(1,2,2,3)([2], [5]: D :[C], [F ])
= 78563FG
(
J(1,1,2,3)([2]: 5 : [4]: D : [C], [F ]) + J(1,2,2,3)([2], [4]: D :[C], [F ])
)
.
By Proposition 3.13 and Theorem 4.8, this first term is 0. We continue the computation
with the second term:
78563FGJ(1,2,2,3)([2], [4]: D : [C], [F ])
= 78563FG
(
J(1,1,2,3)([2]: 4 :[3]: D :[C], [F ]) + J(1,2,2,3)([2], [3]: D : [C], [F ])
)
≡ 78563FG
(
J(1,1,2,3)([2]: 4D :[3], [C], [F ]) + J(1,2,2,3)([2], [3]: D :[C], [F ])
)
.
The input data to the theorem for this first term is v = 78563FG, w = 4D, R =
3 4
5 6 D
7 8 F G
,
j = 1, j′ = 4, α = (1, 1, 2, 3), n = (2, 3, C, F ).
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5. Strengthenings of the main theorem
Theorem 4.8 does not hold in U/ILamk for k > 3, nor does it seem likely that J
n
λ can
be computed positively in U/ILamk for k > 3 using a sequence of j-expansions and ma-
nipulations like that of Lemma 4.5. The papers [5, 6] discuss the difficulties that must
be overcome to apply the Fomin-Greene approach to this more general setting. Here we
discuss two extensions of the main theorem to quotients of U that are similar to U/ILam3
but have weaker relations. These relations were inspired by the work of Assaf [3, 2].
5.1. An easy strengthening. Define U/ILam≤k to be the quotient of U by the following
relations:
v = 0 if v ∈ U such that v = 0 in U/ILamk ,
uiuj = ujui for |i− j| > k,
(uauc − ucua)ub = ub(uauc − ucua) for a < b < c and c− a ≤ k.
All the results in Sections 3 and 4 hold this variant U/ILam≤3 of Lam’s algebra U/I
Lam
3 . All
the proofs in Sections 3 and 4 work for this variant with no essential change, except that
we require [6] to prove that the elementary symmetric functions commute in U/ILam≤3 . Since
U/ILam3 is a quotient of U/I
Lam
≤3 , this is a slight strengthening of the main theorem.
5.2. A conjectured strengthening. Most of our work on this project was towards prov-
ing Theorem 4.8 in the algebra U/IKR, st≤3 , where U/I
KR, st
≤k is the quotient of U by the
following relations
v = 0 if v ∈ U has a repeated letter, (25)
uaucub = ucuaub for a < b < c and c− a > k, (26)
ubuauc = ubucua for a < b < c and c− a > k, (27)
(uauc − ucua)ub = ub(uauc − ucua) for a < b < c and c− a ≤ k. (28)
The quotient of U by (26)–(28) has the plactic algebra and U/ILamk as quotients. Also,
the noncommutative elementary symmetric functions commute in this quotient of U by
(26)–(28) and hence in U/IKR, st≤k (see [6]). Note that for any a < b < c, the relation in (28)
is implied by either of the following pairs of relations
uaucub = ucuaub and ucuaub = uaucub (Knuth relations) (29)
uaucub = ubuauc and ucuaub = ubucua (rotation relations). (30)
A bijectivization of U/IKR, st≤k is a quotient of U/I
KR, st
≤k obtained by adding, independently
for every a < b < c such that c− a ≤ k, either (29) or (30) to its list of relations.
Remark 5.1. Let U/IAssaf, stk be the bijectivization of U/I
KR, st
≤k which uses only (30).
It is related to the graphs G
(k)
c,D defined in [3, §4.2] as follows (see [5, §5.3] and [6] for
further discussion): the bijection {(w, c) ∈ WRibk(c,D) | w a permutation} → W
′
k(c,D
′)
of Proposition 2.6 (iii) is a bijection between the vertex set of G
(k)
c,D and W
′
k(c,D
′) ⊆ U ;
if each word of W′k(c,D
′) contains no repeated letter, then this bijection takes connected
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components of G
(k)
c,D to nonzero equivalence classes of U/I
Assaf, st
k ; moreover, all the nonzero
equivalence classes of U/IAssaf, stk are obtained in this way. Here, a nonzero equivalence
class of an algebra U/I is a maximal set C of words of U such that v = w 6= 0 in U/I for
all v,w ∈ C.
We conjecture that Theorem 4.8 holds exactly as stated with U/IKR, st≤3 in place of U/I
Lam
3 .
We believe that the same inductive structure of the proof works in this setting, except some
of the steps are much more difficult to justify. In fact, we know how to prove the slightly
weaker statement—that Theorem 4.8 holds in any bijectivization of U/IKR, st≤3 —assuming
the following
Conjecture 5.2. Suppose m ≤ n1 ≤ · · · ≤ nt, ni < yi for i ∈ [t], m < x, y1 − x ≥ 3, and
yi+1 − yi ≥ 3 for i ∈ [t− 1]. Set α = (a, a, a+ 1, a+ 2, . . . , a+ t). Then in U/I
KR, st
≤3 ,
Jα([m]: xy1 · · · yt :[m], [n1], . . . , [nt]) = xJα([m]: y1 · · · yt : [m], [n1], . . . , [nt]).
This is a replacement of Corollary 4.7 and is needed because, without the far commuta-
tion relations, this corollary can no longer be deduced from Lemma 4.5. When t = 0 this
becomes Lemma 4.5 for U/IKR, st≤3 , and the given proof of this lemma carries over with no
essential change. We can also prove the t = 1 case, which takes about a page of delicate
algebraic manipulations. Conjecture 5.2 does not seem to be easy to prove even in the
quotient of the plactic algebra by the additional relation (25).
Another ingredient required to extend the proof of Theorem 4.8 to this setting is the
following variant of Theorem 3.11. The proof is substantial and requires identifying a
nonobvious binomial relation in U/IKR, st≤3 .
Theorem 5.3. Any two square respecting reading words of an RSST are equal in U/IKR, st≤3 .
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