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Abstract. The Minimum Vertex Cover Problem (MVCP) is a NP-Hard problem 
of great practical interest. Many real-world problems can be related to 
PCVM, for instance, job scheduling, VLSI chip design, bioinformatics 
problems, to name just a few. This paper reports the usage of the GRASP 
heuristic associated with the usage of a local optimization technique, named 
LOT. The resulting heuristic has been named GRASPlot. The aim of this paper 
is to report a series of computational experiments using GRASPlot for 
instances of graphs found in the library BHOSLIB, comparing the results of 
the proposed heuristic with the optimal solutions provided by the library. 
Keywords: GRASP, Minimum Vertex Cover, Heuristics.  
Resumo. O Problema da Cobertura Mínima de Vértices (PCVM) é um 
problema NP-Difícil de grande interesse prático. Muitos problemas do mundo 
real podem ser relacionados ao PCVM, por exemplo, escalonamento de 
tarefas, desenho de circuitos VLSI, problemas de bioinformática, para citar 
apenas alguns. Este artigo reporta o uso da heurística GRASP associada ao 
uso de uma técnica de otimização local, denominada LOT. A heurística 
resultante foi denominada GRASPlot. O objetivo deste artigo é reportar uma 
série de experimentos computacionais utilizando o GRASPlot para instâncias 
de grafos encontradas na biblioteca BHOSLIB confrontando os resultados da 
heurística proposta com soluções ótimas disponibilizadas pela biblioteca. 
Palavras-chave: GRASP, Cobertura Mínima de Vértices, Heurística.  
1. Introdução 
 
O Problema da Cobertura Mínima de Vértices (PCMV) é um conhecido problema de 
otimização combinatória. Uma cobertura de vértices em um grafo não direcionado G = 
(V, E) é um subconjunto V’ V tal que se (u,v) E, então u V’ ou v V’ (ou ambos) 
[Cormen et al. 2001]. Desta forma, cada vértice deve cobrir suas arestas incidentes e 
uma cobertura de vértices para um grafo G é um subconjunto de vértices que cobrem 
todas as arestas em E. O objetivo do PCMV é encontrar uma cobertura de vértices, em 
um grafo, que seja a menor possível. Além de seu interesse teórico, o PCMV possui 
grande interesse prático. Além disto, o PCMV é semelhante a outros problemas de 
otimização como, por exemplo, o Conjunto Independente Máximo (Maximum 
Independente Set - MIS) e o Problema do Clique Máximo (Maximum Clique - MC) [Cai 
2010]. Portanto, a solução deste problema é importante para auxiliar na solução de 
outros problemas correlatos como os de escalonamento e alocação. 
  
Nas últimas décadas várias pesquisas foram realizadas com o propósito de 
buscar soluções para o PCMV. [Karapostas 2009] mostrou que algoritmos 
aproximativos para o PCMV podem alcançar um coeficiente de aproximação de 
)log/1(2 n
. Em função disto, métodos suportados por heurísticas têm sido 
utilizados na tentativa de resolver o PCMV de maneira mais eficiente. Vários trabalhos 
tem mostrado a melhora de seus métodos aplicando heurísticas em suas abordagens e 
aplicações, como por exemplo, Algoritmos Evolutivos [Evans 1998], Colônia de 
Formigas [Shyu 2004], Simulated Annealing [Xu 2006], para citar apenas alguns. 
A formulação do PCMV induz à tentativa de uma solução puramente gulosa, 
uma vez que, busca-se um conjunto mínimo de nós que conecte todas as arestas. A 
estratégia gulosa mais simples corresponde a selecionar o nó de maior grau e remover 
todas as arestas incidentes, construindo, desta forma, iterativamente a solução do 
problema. A estratégia termina ao se verificar que todas as arestas do grafo foram 
removidas. [Papadimitriou 1982] demonstrou que esta estratégia não é eficiente. 
Embora a estratégia gulosa não seja a mais indicada, o objetivo deste artigo é 
reportar um experimento computacional utilizando a meta-heurística GRASP (Greedy 
Randomized Adaptive Search Procedure) [Feo 1995] que utiliza-se da estratégia gulosa. 
O GRASP utiliza a aleatoriedade como estratégia para tentar evitar soluções ótimas 
locais, sendo, portanto um método não puramente guloso. Como tentativa de aprimorar 
os resultados foi associada ao método GRASP outra heurística, denominada LOT (local 
optimization technique) que visa conduzir o GRASP a uma solução mais próxima da 
solução ótima. A heurística LOT é uma busca local realizada na solução obtida na fase 
de construção do GRASP. A heurística resultante da associação da LOT ao GRASP foi 
denominada como GRASPlot. 
Os resultados experimentais, reportados neste artigo, foram executados 
utilizando-se instâncias conhecidas de grafos da biblioteca BHOSLIB (Benchmark with 
Hidden Optimum Solutions) [Xu 2010]. Os resultados obtidos com o GRASPlot foram 
comparados com soluções ótimas reportadas na BHOSLIB. Os experimentos foram 
direcionados, portanto, na intenção de medir a qualidade de aproximação do GRASPlot 
às soluções ótimas. 
O artigo está estruturado da seguinte maneira. Na Seção 2 são apresentados 
conceitos básicos para o entendimento do problema a ser tratado, assim como a 
apresentação do método GRASP. A Seção 3 apresenta o algoritmo GRASPlot. 
Experimentos e resultados são apresentados na Seção 4. Por fim, a Seção 5 apresenta 
algumas conclusões. 
2. Referencial Teórico 
Muitos problemas encontrados no mundo real são NP-Difíceis [Chen 1999]. De acordo 
com a teoria da NP-Completude tais problemas não podem ser resolvidos em tempo 
polinomial a menos que P = NP [Garey and Johnson 1979]. Um problema NP-Difícil 
que possui grande interesse prático é o Problema da Cobertura Mínima de Vértices. O 
problema é definido como segue: 
Definição: O PCMV para um grafo não direcionado G = (V, E), onde V é o conjunto de 
vértices e E denota o conjunto de arestas, consiste em encontrar o menor subconjunto 
 V’ V tal que i,j E, i V’ ou j V’ (ou ambos). A Figura 1 ilustra um exemplo de 
uma instância do PCMV [Xu 2006], apresentando um grafo G = (V, E) no qual V = {1, 
2, 3, 4, 5} e E = { 1,2 , 1,3 , 1,4 , 1,5 , 2,4 , 4,5 }. O subconjunto V’= {1, 4} é tal 
que V’ V e toda aresta de E possui pelo menos uma extremidade em V’. 
O PCMV pode ser apresentado como um problema de decisão que é, por sua 
vez, NP-Completo [Garey 1979]. Dado um grafo G = (V,E) e um inteiro k, deseja-se 
verificar a existência de uma cobertura de vértices V’ V tal que |V’| = k. 
 
 
 
 
 
 
Figura 1. Instância do PCMV 
Um Clique em um grafo G = (V, E) é um subconjunto de vértices K  V tal que 
todos os vértices em K estão conectados entre si. Um conjunto independente em um 
grafo G = (V, E) é um subconjunto de vértices S V tal que nenhum dos vértices 
presentes em S estejam conectados. Um Clique Máximo (MC) e um Conjunto 
Independente Máximo (MIS) correspondem a um clique e um conjunto independente de 
cardinalidade máxima para um dado grafo [Richter 2007]. 
Cliques e conjuntos independentes estão estritamente relacionados à cobertura 
de vértices. Particularmente, um conjunto de vértices S é um conjunto independente de 
G se e somente se V \ S é uma cobertura de vértices para G e um conjunto de vértices K 
é um clique de G se e somente se K é um conjunto independente de um grafo 
complementar G no qual dois vértices estão conectados se somente se não estiverem 
conectados em G. 
O problema de computar cliques máximos ou conjuntos independentes máximos 
podem ser reduzidos à computação do PCMV. 
2.1. O Método GRASP 
O GRASP (Greedy Randomized Adaptive Search) é um procedimento de busca 
adaptativa gulosa e aleatória [Feo and Rezende 1995]. O GRASP atua como um método 
guloso aprimorado. A melhoria da solução ocorre aleatoriamente e não a cada iteração. 
O método computa e armazena a melhor solução encontrada a cada iteração e ao final 
das iterações a melhor solução de todas as encontradas é retornada como solução final. 
O GRASP é um método que se beneficia da abordagem gulosa, porém com algumas 
modificações que o tornam mais eficiente.   
O GRASP é constituído de duas fases: i) fase de construção e ii) fase de busca 
local. 
i) Fase de Construção. Durante a fase de construção, uma solução é construída, 
elemento a elemento, de forma iterativa. Cada iteração é composta de três subfases:  
i) Construção da Lista Restrita de Candidatos (LRC);  
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ii) Escolha aleatória e inclusão de elemento na solução; e  
iii) Adaptação da função gulosa. 
Os elementos candidatos à solução são inseridos em uma lista de candidatos 
ordenada segundo algum fator guloso. Desta lista é selecionado, aleatoriamente, um 
elemento e verifica-se se este é uma solução viável ao problema posto. Em caso positivo 
o elemento passa a pertencer ao conjunto de solução. Após a inserção de um elemento 
na lista de solução e sua respectiva retirada da lista de candidatos, ocorre uma adaptação 
da função gulosa.  
Os critérios que determinam quais elementos podem fazer parte da lista de 
candidatos podem mudar a cada iteração, após a atualização da função gulosa, por isso o 
GRASP é considerado um método adaptativo. O processo se encerra ao se obter uma 
solução viável ao problema ou até que o critério de parada do algoritmo seja satisfeito. 
ii) Fase de Busca Local. A solução obtida na fase de construção do GRASP não tem 
garantia de otimalidade e provavelmente está distante do ótimo global. Como tentativa 
de melhorar a solução o GRASP utiliza uma heurística de melhoramento, denominada 
busca local. 
A eficiência da busca local depende da qualidade da solução inicial construída e 
da estratégia utilizada na busca. As estratégias mais utilizadas são a descent Hill ou Best 
improvement e a first improvement [Blum 2003]. A estratégia descent hill realiza a 
exploração  de toda a vizinhança à procura da melhor solução. A estratégia first 
improvement encerra-se ao encontrar a primeira melhor solução no espaço de 
vizinhança. Como o GRASP melhora sensivelmente o desempenho médio do 
procedimento de busca local, a estratégia mais utilizada é a descent hill, uma vez que 
fornece sempre o ótimo local da vizinhança escolhida. O Algoritmo 1 descreve o 
funcionamento do método GRASP. 
Algoritmo 1.  GRASP 
Entrada: uma instância do problema e o número de iterações; 
Saída: uma solução (sub-ótima); 
01.  enquanto (critério de parada não for satisfeito) faça 
02. FaseConstrução(solução); 
03. BuscaLocal(solução, Vizinhança(solução)); 
04. AtualizaSolução(MelhorSoluçãoEncontrada, solução); 
05.  fim_enquanto 
06.  S  MelhorSoluçãoEncontrada; 
07.  retorne(S). 
Algoritmo 1. Pseucódigo do método GRASP 
3. Método GRASPlot 
Nesta seção é apresentado o algoritmo desenvolvido, denominado GRASPlot. O 
algoritmo recebeu esta denominação em função de incluir entre as tradicionais fases do 
GRASP, fase de construção e fase de busca local, uma heurística de otimização local 
denominada LOT [Kotecha 2003]. 
O algoritmo recebe como entrada um grafo G=(V,E) representado na forma de 
uma matriz de adjacência binária M composta de arestas (eij), onde e E. A matriz é 
 construída usando a seguinte regra: 
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Com isso, a matriz de adjacência armazena 1, no caso da existência de uma 
aresta entre os vértices (i,j) e 0 caso contrário. Como exemplo considera-se o grafo 
ilustrado na Figura 1. A matriz de adjacência correspondente a este grafo é ilustrada na 
Figura 2. 
M =    
01001
10011
00001
01001
11110
 
        Figura 2. Matriz de adjacência 
As demais entradas do algoritmo são a variável iterMax, que determina o 
número de iterações a serem efetuadas pelo método e um coeficiente  que varia entre 
um intervalo de [0,1], e que por sua vez serve para delimitar o tamanho da lista restrita 
de candidatos. 
O Algoritmo 2 descreve o pseudocódigo para o método GRASPlot. 
Algoritmo 2.  GRASPlot(G, iterMax, ) 
Entrada: uma instância do problema e o número de iterações; 
Saída: uma solução (sub-ótima); 
01.  S  { };  /* inicializa o conjunto de solução */ 
02.  enquanto (iteração  iterMax) faça 
03. FaseConstrução(S, ); 
04. FaseLOT(S); 
05. FaseBuscaLocal(S, N(S)); 
06. AtualizaSolução(MelhorSoluçãoEncontrada, S); 
07.  fim_enquanto 
08.  S’  MelhorSoluçãoEncontrada; 
09.  retorne(S’). 
Algoritmo 2. Pseudocódigo do método GRASPlot. 
3.1. Fase de Construção 
Na fase de construção uma solução inicial é construída levando-se em consideração, 
como escolha gulosa, o grau de um vértice. O grau de um vértice v V, denotado por d(v), é o 
número de arestas que incidem neste vértice. Como exemplo considera-se novamente o grafo da 
Figura 1. Os vértices do grafo da Figura 1 apresentam os seguintes graus: d(1) = 4, d(2) = 2, 
d(3) = 1, d(4)= 3 e d(5) = 2. 
O Algoritmo 2 ordena a lista de candidatos em função do grau de cada um destes. 
Com os graus definidos e a lista ordenada, o algoritmo utiliza o coeficiente  para delimitar 
quantos elementos desta lista estão aptos a fazer parte da Lista Restrita de Candidatos (LRC). 
Seja  o maior grau dos vértices presentes em Vk, ou seja,  = max{dv | v Vk}, a LRC será 
formada por:       LRC = { v Vk  | dv < . } 
Construída a LRC, o método GRASPlot escolhe de forma aleatória um de seus 
  
elementos que fará parte do conjunto de solução S. Ao retirar o vértice vi da lista de candidatos e 
inseri-lo no conjunto de solução, o algoritmo computa novamente o grau dos vértices restantes. 
Esta fase constitui a chamada fase de adaptação da função gulosa. O procedimento fase de 
construção continua até que todos os nós tenham grau igual a 0. 
O Algoritmo 3 ilustra as fases anteriormente descritas. 
 
Algoritmo 3.  FaseConstrução 
Entrada: uma instância do problema e o coeficiente ; 
Saída: uma solução (sub-ótima); 
01.  S  { }; 
02.  enquanto (houver nós com grau  > 0) faça 
03.        calcular o grau dos nós; 
04. ordenar a lista de candidatos em função do grau; 
05. LRC  { v Vk  | dv < . ; 
06 escolha aleatória de um vértice s; 
07.  S  S  {s}; 
08.        AdaptaçãodaFunçãoGulosa; 
09.  fim_enquanto 
10.  retorne(S). 
Algoritmo 3. Pseudocódigo do procedimento Fase de Construção. 
3.2. Fase de Otimização Local - LOT 
A fase LOT, inserida entre as fases de construção e busca local, é uma fase que visa à 
otimização da solução corrente sem, no entanto, explorar o seu espaço de vizinhança, ou 
seja, é uma busca local interna à solução atual obtida na fase de construção. 
Para se caracterizar uma cobertura de vértices é necessário que ao menos uma 
das extremidades de uma aresta esteja conectada a um vértice. Desta forma, ao se 
verificar que uma aresta possui suas duas extremidades conectadas, uma delas é uma 
potencial candidata a ser removida sem perda de conexão de arestas, desde que todas as 
arestas ligadas a esta também estejam duplamente conectadas. 
Em virtude do grafo ser não direcionado, uma matriz simétrica m é gerada e 
constitui um dos parâmetros de entrada para o algoritmo GRASPlot. Durante a fase de 
construção uma matriz assimétrica m’ é gerada. Ao se inserir um vértice vi V, de grau 
d(vi) ao conjunto S de solução, a matriz m’ é atualizada com a inserção da aresta d’[vi][i] 
= 1, ou seja, é computada uma aresta do vértice vi ao vértice i, porém não é computada a 
aresta (i,vi) que permanece com valor 0, tornando, desta forma, a matriz assimétrica. 
Ao realizar a fase de otimização do conjunto de solução S é verificado se um 
dado vértice vk V está conectado. Esta verificação é feita consultando-se a matriz m’. 
Ao se analisar o vértice vk e se constatar que todas as arestas ligadas a vk estão 
fortemente conectadas, isto é, possuem vértices em ambas as extremidades, este nó pode 
ser removido sem perda de conexão de arestas. Esta verificação é feita analisando as 
seguintes condições:  
   se m’[vk][i] = 1  e  m’[i][ vk] = 1,  nó pode ser removido, 
   se m’[vk][i] = 0 ou m’[i][vk] = 0,   nó não pode ser removido. 
O Algoritmo 4 ilustra os procedimentos realizados na fase de otimização local. 
 Algoritmo 4.  FaseLOT(matriz: m’) 
Entrada: Matriz m’ e solução atual S; 
Saída: uma solução (sub-ótima); 
01.  para cada  sk S faça 
02.  verifica  f(sk); 
03.         se (verifica = True) então 
04.      S  S\{sk}  /*remover vértice */; 
05.         fim_se; 
06.  fim_para; 
07.  S’  S; 
08.  retorne(S’). 
Algoritmo 4. Pseudocódigo de procedimento Fase LOT 
A função f:S  {True, False} é uma função booleana que verifica se um dado 
vértice s S pode ou não ser removido. 
3.3. Fase de Busca Local 
Um método de busca local atua iterativamente substituindo a solução corrente por uma 
solução existente na vizinhança da solução atual, desde que a substituição melhore o 
ganho da solução. O algoritmo encerra ao explorar todo o espaço de vizinhança. A 
estrutura de vizinhança N para um problema P relaciona uma solução s do problema a 
um subconjunto de soluções N(s). A solução s é dita ser um ótimo local se não houver 
solução melhor em N(s) [Feo and Rezende 1995]. O procedimento de busca local 
implementado neste trabalho utiliza o método da descida (descent hill ou best 
improvement).  
O algoritmo para o GRASPlot utiliza como critério de substituição de solução a 
estratégia das (k,a)-trocas, isto é, visa-se trocar k elementos da solução atual S por a 
elementos da vizinhança N(s). Considera-se, neste trabalho, k=2 e a=1. Portanto, a cada 
iteração o algoritmo procura trocar dois vértices da solução atual por um único vértice 
da vizinhança sem que haja desconexão de arestas. O Algoritmo 5 apresenta os 
procedimentos realizados na fase de busca local. 
Algoritmo 5.  FaseBuscaLocal(Solução, N) 
Entrada: solução obtida na Fase de Construção e vizinhança N; 
Saída: uma solução (sub-ótima); 
01.  enquanto (todo espaço de vizinhança não for explorado) faça 
02. EscolhaElementoSolução(s1  Solução e s2  Solução); 
03. EscolhaElementoVizinhança(v  N); 
04. troca  VerificaTroca((s1, s2), v); 
05. se (troca = True) então 
06.             trocar elementos s1 e s2 por  v; 
07.                  Solução  Solução \{s1, s2}  {v}   /* atualiza_lista_solução      */; 
08.                  N  N \{v}  {s1, s2}                        /* atualiza_lista_vizinhança */; 
09. fim_se 
10. fim_enquanto 
11. retorne (Solução); 
12. fim. 
Algoritmo 5. Pseudocódigo do procedimento Fase de Busca Local 
  
4. Experimentos e Resultados 
O algoritmo GRASPlot foi submetido a uma série de testes com algumas instâncias da 
biblioteca BHOSLIB (Benchmarks with Hidden Optimal Solutions) [Xu 2010]. As 
instâncias presentes na BHOSLIB são obtidas a partir de instâncias SAT, geradas 
aleatoriamente e são instâncias provadamente difíceis, tanto em termos teóricos como 
práticos [Xu 2006]. O benchmark BHOSLIB tem sido largamente utilizado na literatura 
atual como referência para experimentos de novas heurísticas para o PCMV, Máximo 
Conjunto Independente e Máximo Clique [Cai 2010]. 
Foram realizadas 100 execuções independentes do algoritmo para cada 
instância descrita na Tabela 1. Cada execução do algoritmo foi realizada com uma 
semente aleatória diferente. Os experimentos foram realizados em um computador com 
CPU de 2.30GHz e 4GB de memória RAM. 
Os experimentos realizados neste trabalho foram conduzidos com a intenção de 
comparar os resultados obtidos pelo GRASPlot com os valores ótimos conhecidos das 
instâncias da biblioteca BHOSLIB, centrando, portanto, a análise dos resultados na 
qualidade da resposta obtida e não no tempo de execução do algoritmo. 
A Tabela 1 ilustra o conjunto de instâncias testadas com seus respectivos 
nomes, quantidade de vértices |V|, quantidade de arestas |E|, solução ótima k*, a média 
kg das soluções obtidas com o método puramente guloso e a média k das soluções 
obtidas pelo GRASPlot e a média do tempo de CPU das execuções do GRASPlot. 
Tabela 1. Resultado exato vs. resultado heurístico 
Grafo Guloso GRASPlot 
Instância |V| |E| k* kg k CPU(s) 
frb30-15-1 450 17827 420 429 426 0.85 
frb35-17-1 595 27856 560 570 567 1.81 
frb40-19-1 760 41314 720 736 727 3.79 
frb45-21-1 945 59186 900 916 909 6.81 
frb50-23-1 1150 80072 1100 1119 1109 13.82 
frb53-24-1 1272 94227 1219 1239 1228 20.88 
frb56-25-1 1400 109676 1344 1367 1356 22.04 
frb59-26-1 1534 126555 1475 1496 1485 29.83 
frb100-40 4000 572774 3900 3946 3923 528.69 
Apesar do GRASPlot não atingir a solução ótima nos experimentos em nenhuma 
das instâncias testadas, pode-se destacar a boa proximidade da solução heurística obtida 
com a solução ótima. Para as instâncias com menor tamanho, o fator de aproximação é 
relativamente baixo aumentando gradativamente para as instâncias de maior tamanho. O 
gráfico da Figura 2 ilustra a proximidade dos resultados obtidos. 
Ressalta-se que outras soluções heurísticas encontradas na literatura apresentam 
resultados bem mais satisfatórios que os obtidos neste trabalho. Heurísticas como o 
EWLS [Cai 2010] e COVER [Richter 2007] conseguem atingir a solução ótima para 
todas as instâncias e nas instâncias menores (frb30 e frb35) o fazem para todas as 100 
execuções dos algoritmos. Para instâncias maiores, as referidas heurísticas, conseguem 
a solução ótima para um número bem expressivo de execuções de seus métodos. 
Porém, as heurísticas EWLS e COVER não foram confrontadas com o GRASPlot 
por não ser este o objetivo dos experimentos. Como mencionado anteriormente o 
objetivo deste trabalho foi confrontar a proximidade da solução GRASPlot e a heurística 
 puramente gulosa com a solução ótima das instâncias avaliadas para uma análise da 
qualidade da utilização de heurísticas gulosa e semi-gulosa (GRASP). 
 
Figura 2. Solução exata vs. Solução GRASPlot vs. Solução gulosa. 
5. Conclusões 
O Problema da Cobertura Mínima de Vértices (PCMV) é um conhecido 
problema de otimização combinatória. O PCMV é um problema da classe NP-Completo 
quando posto como um problema de decisão [Garey and Johnson 1979] e NP-Difícil 
quando busca-se uma solução numérica [Karp 1972]. 
Em função de seu interesse teórico e prático, o PCMV constitui um importante 
tema de pesquisa e ao longo dos últimos anos muitos trabalhos foram conduzidos com a 
finalidade de se buscar soluções eficientes ao PCMV.  
O presente artigo reportou uma solução heurística, que combina o método 
GRASP originalmente proposto por [Feo and Resende 1995], com uma técnica 
denominada LOT (local optimization technique). A heurística aqui denominada de 
GRASPlot foi aplicada a instâncias da biblioteca de benchmark BHOSLIB em função 
destas instâncias serem instâncias com soluções ótimas conhecidas. 
Pode-se se constatar, ao realizar os experimentos, que o método apresentado 
neste artigo apresenta uma convergência satisfatória para as soluções ótimas das 
instâncias testadas. O objetivo principal do artigo foi investigar a qualidade de um 
método que se utiliza de um fator guloso, porém, associado à aleatoriedade.  
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