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REJECTION AND SELECTION DECISIONS IN THE IT 
PORTFOLIO COMPOSITION PROCESS:
AN ENTERPRISE RISK MANAGEMENT BASED PERSPECTIVE
Prasanna P. Karhade (karhade@uiuc.edu)
Michael J. Shaw (mjshaw@uiuc.edu)
University of Illinois Urbana-Champaign
1206 South Sixth Street, Champaign, Illinois, 61820
This paper presents a model of the IT portfolio composition process for IT investments 
based on data collected from a Fortune-25 enterprise. We argue that IT project
rejection and IT project selection decisions are two distinct components of the IT 
Portfolio composition process and are governed by different factors. The risk factors 
we use in our study to explain the IT portfolio composition phenomenon are derived 
from the Enterprise Risk Management  — Integrated Framework published by the 
COSO of the Treadway Commission (COSO 2004). We find that maturity of the project 
idea, type of the idea and the process–readiness risk factors explain IT project rejection 
decisions where as technological characteristics (for e.g. technological complexity), 
timing considerations (for e.g. go live date for the project is less than a year away) and 
financial characteristics ( total investment for a project is less than hundred thousand 
dollars) explain IT project selection decisions. 
Keywords: Enterprise Risk Management, COSO, Enterprise IT Strategy Analysis, IT 
Portfolio Management
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Introduction
Enterprises in the past decade have been using and deploying Information Technology (IT) assets as strategic enablers to 
create sustained competitive advantages. To achieve these advantages, enterprises are making significantly large IT 
investments. It can be argued that if the corporate strategy of the firm is aligned with its IT investment strategy, superior 
financial performance is more likely. This paper is part of a much larger ongoing Enterprise IT Strategy Analysis (EISA)
(Shaw et al. 2007) project. Figure 1 identifies all the important components of the EISA project. Our methodology involves at 
least four key components: (1) developing an IT Governance framework (Weill and Ross 2004), (2) developing detailed 
Strategy Maps (Kaplan and Norton 2004)  (3) developing elaborate Aggregate Project maps (Christensen 1997)  and finally 
(4) detailed IT portfolio management (Maizlish and Handler 2005)  using inputs from the first three steps.
This methodology is being developed at the request of at least three large multi business multinational corporations that wish 
to objectify their IT investment decision making and strategic IT planning process. As indicated in Figure 1, following the 
development of a corporate strategy, organizations need to systematically manage at least three components that comprise the 
strategic IT planning process. Enterprise Risk Management involves identifying risks, understanding what risks can be 
accepted given a certain risk appetite and what investments are required to effectively manage other risk items. IT 
governance, stated very simply, deals with executives knowing about all IT related investments they are making and more 
importantly, justifying why these investments are necessary to serve strategic business needs of the organization. Thus, IT 
portfolio management is emerging as an area that addresses several different concerns raised by the strategic IT planning 
process. IT portfolio management plays a very important role: it can receive inputs from the enterprise risk management 
process and thus investments can be mapped to different risk items identified in the ERM process. Selecting and rejecting 
diverse sets of IT investments in an IT portfolio can enable executives and business leaders understand what investments are 
being made in IT and more importantly they can link these investments to their individual strategic business needs. The 
investments an organization makes in IT need to be aligned with its risk appetite.
Figure 1: Enterprise IT Strategy Analysis
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Thus Figure 1, not only briefly describes the components of the EISA methodology, but also describes how the methodology 
steps. For example, first a corporate strategy needs to be developed, identification of enterprise risks occurs next, developing 
a governance regime which might include creating a central repository or committee that analyzes all IT investments, etc. 
Thus collecting all IT projects in a portfolio is one of the first important step an organization can take to effectively manage 
its IT governance process.
“All management is risk management” is a quote that is attributed to the famous Canadian risk management pioneer, Douglas 
Barlow (Shaw 2005). This idea seems to be at the forefront nowadays in the IT context, especially as modern CIO offices of 
large IT-enabled enterprises are expected to justify their enormous investments in IT. It can be argued that most IT 
investments are guided by business needs and also by the rather illusive concept of the risk appetite of an enterprise. The 
recent publication from the COSO of the Treadway Commission, the Enterprise Risk Management (ERM) — Integrated 
Framework, suggests that this risk appetite of the enterprise along with the IT investments an organization makes, should be 
aligned with its strategy (COSO 2004). In spite of the frequent usage of the risk appetite term, measuring and quantifying this 
relatively important but latent construct seems to be a continuing challenge for IT researchers. 
We intend to contribute to the emerging area of strategic IT portfolio management summarized in (Wen and Shih 2006) with 
a focus on ERM-based risk factors. In particular we study the IT portfolio composition process and identify underlying 
factors that define two distinct decisions (IT project rejection decisions and IT project selection decisions) that comprise it. 
We are able to this based on a large, unique dataset collected from a large US based Fortune 25 company.
Background
Enterprise IT Risk Framework
In this study, we adopt a layered approach to conceptualize IT risk (Shaw et al. 2007). This framework conceptualizes IT 
Risk with four main components: (1) Technology-related risks, (2) IT-Enabled Process-related risks, (3) Vendor 
Dependence-related risks and finally (4) Compliance-related governance risks. All these risk factors included in our model, 
as described in Table 1, have been developed not only based on EISA research project, but also reflect ideas expressed in the 
ERM — Integrated Framework (COSO 2004). 
Table 1: Risk Factors included in our model
IT Risk Framework Steps recommended by 
COSO Framework
Risk Factors 
Level 1 Compliance-related Governance Risks Internal Control 
Environment
• Type of the Project
Level 2 Vendor Dependence-related Risks Event Identification • Vendor Dependence Risk
Level 3 IT  Enabled Process Risks Event Identification • Process Readiness Risk
Level 4 Technology Risks Risk Assessments • Technological Complexity
• Technological Obsolescence
• Age of the Technology
Additional Non IT Risk Factors: Time Horizon, Maturity of the Idea and Financial Risk Factors
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IT Portfolio Management
IT Investments need to made by modern CIO offices with multiple goals in mind. Meeting business expectations, matching 
risk appetite to the strategy (COSO 2004), ideally balancing the mix of short term and long term IT investments are just some 
of these goals. Maizlish and Handler (2005)  have argued that most IT portfolios are likely to contain up to three main sub-
portfolios: (1) IT Discovery Portfolio, (2) IT Project Portfolio and (3) IT Asset Portfolio. In the discovery portfolio, 
investments are classified as concepts or ideas; thus, value, costs benefits and risks associated with these concepts or ideas
are somewhat difficult to quantify. The IT discovery portfolio aligns, prioritizes, and balances new  emerging technologies 
that can form the basis of strategic enablers and transformation (Maizlish and Handler 2005) .
The second sub portfolio, the IT Project Portfolio, can also be called the new product development portfolio. The IT project 
portfolio takes input and direction from the corporate strategic plan, both external and internal requests, the discovery 
portfolio, and the IT asset portfolio. IT projects are evaluated based on the inputs and assumptions made in the business case
for these projects.
An IT asset is defined as (Maizlish and Handler 2005) anything in the operational baseline under the domain of IT (e.g. 
hardware, software, data and information, people and processes). The IT asset portfolio provides a framework to catalog and 
continuously monitor the value, risks, costs, benefits associated with IT assets. 
Enterprise Risk Management and the COSO Framework
Several trade publications have argued that all organizations today must be concerned with risk management issues (Shaw 
2005). ERM enables value creation by efficiently managing uncertainties and risks. In this study we are using the enterprise 
as the unit of analysis and applying ERM concepts to understand IT investment decisions. ERM concepts, ideally, could also 
be applied at the business unit level. The conceptual link between ERM and IT portfolio analysis is a very strong one as a 
recent publication from the COSO of the Treadway Commission advocates that ERM should adopt a portfolio view of risk
(THEIIA 2004).
ERM have several interrelated components (COSO 2004, THEIIA 2004) and below we summarize how these concepts relate 
to our study and how our variables measure some of these ideas expressed in the COSO framework.
1. Internal control environment is critical as it defines the risk culture, essentially the “tone” at the top management of the 
enterprise with regards to ERM.
2. An objective setting exercise defines the risk appetite of a given enterprise. In our understanding, this concept drives the 
investment decisions a firm makes in the context of ERM. 
3. Event identification addresses how internal and external factors need to be identified which are related to risk appetite of a 
given organization.
4. Risk assessment allows an entity to understand the extent to which these events identified in Step 3 can affect 
organizational objectives identified in Step 2. It is also important to note that risk assessment should relate time horizon to 
objectives identified in Step 2.
5. Risk response identifies and evaluates possible responses: Executives have several risk responses, they could (1) make IT 
investment decisions or (b) make idea rejection decisions, (c) sponsor IT projects that involve sharing the risk with an 
external vendor, (d) opt to diversify the business and additionally (e) could choose to invest in insurance. In  general, it is 
important to note that the selection of the responses is based on the evaluation of the entire portfolio of risks. Relevant 
Outcomes or decisions or risk responses included in the scope of this study include (1) IT projects rejected, (2) IT Projects
and IT Asset investments selected and are fully funded and finally (3) IT Project and IT Asset investments approved but only 
partially funded.
6. Control activities are essentially processes that need to be designed with regards to addressing risks. Our model 
incorporates such information in the form of process readiness risks (i.e. extra information executives generate related to the 
readiness of the  process that is going to be utilizing a particular IT investment).  
Research Questions and Model
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Composing the IT portfolio is more of an art than a science, as executives are often expected to balance multiple often 
conflicting dimensions. Decision making methodologies like Analytic Hierarchy Process (AHP) can be used to study 
complex decision making. But, we think it might be difficult to apply techniques such AHP or Analytic Network Process 
(ANP) to the IT portfolio composition problem as it is often not easy to generate pair-wise comparisons between multiple 
criteria which are necessitated by AHP or ANP.
Based on our extensive field studies and interactions with multiple industry collaborators, we propose that the IT portfolio 
composition process will involve at least two separate phenomena: 
(1) Managing the front end of innovation which might be often times difficult to quantify. We propose that this phase mainly 
involves the rejection or an indefinite postponement of ideas.
(2) The Selection and funding relatively more tangible IT ideas which can be more easily characterized as IT Project and IT 
asset sub portfolios (Maizlish and Handler 2005). By adopting an ERM based perspective we argue that these IT portfolio 
composition decisions are governed by various risk factors as indicated in the research model below. Our model not only 
includes certain software risk factors (Wallace et al. 2004) but also includes more comprehensive ERM-based risk factors.
Figure 2: Research Model
IT Project Rejection Decisions
Most executives will tend to reject ideas that are relatively nascent or immature. This makes projects in the very early 
stages of their development good candidates for rejection. Given a constrained budget, and given that executives are 
nowadays required to conform to varying kinds of regulatory pressures, we argue that most projects that do not deal 
with regulatory compliance are also good candidates for the rejection decisions.
Processes that use IT projects need to be sometimes redesigned to enable successful implementations of IT projects. 
To what extent this sort of analysis is done is particularly relevant to the IT investment decision makers. If managers 
exert extra effort, utilize business resources and redesign processes to effectively use IT applications, successful 
project outcomes are more likely. “How ready is a given process to use an IT application?” is a question that most 
executives would want to be answered before making IT investments. Thus projects for which such additional 
information is not available, executives will tend to not invest in such projects. The lack of such process related 
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information is likely to be perceived as a high risk measure, and thus such projects are more likely to be rejected 
(Lambert 1986). Though it is not possible to make directional claims, we argue that these factors are likely to have a 
(substantively) significant impact the project rejection decisions; thus with these arguments we present our first 
research question:
Research Question One: What are the ERM-based risk factors that explain the IT project
rejection decisions?
IT Project Selection Decisions
Executives are likely to respond to immediate needs, or need to “put out fires” and funds projects that are due 
immediately, within the next one year horizon. Various trade press articles have indicated that managers cannot 
accurately foresee more than two years in the future. Thus projects that have a scope defined such that they are due in 
the next one year time period can be argued to be good candidates for investment decisions for risk averse executives. 
The technological complexity of IT projects is likely to affect project selection and funding decisions (Wallace et al.
2004). A risk averse organization is likely to select projects of low or medium technological complexities. An 
organization is likely to select and fund highly complex project only if the think that they are likely to create business
value. Thus funding projects of high technological complexity could be the sign of a very risk taking enterprise. Thus 
directional hypothesis cannot be developed for this factor but nevertheless, we are predicting that there exists a 
(substantively) significant relationship between technological complexity and the project selection decision. Certain 
technologies might be going obsolete soon. Investing in such technologies might be perceived as being risky. But if 
some such technologies are embedded in the organizational processes, they might indeed demand continual 
investments. Thus we argue that this factor is also likely to have a (substantively) significant impact on the project 
selection decision. 
Certain projects might require depending on a IT artifact created by a external third party. Thus this creates the risk of 
dependence on an external vendor (Earl 1996). Sharing the risk of complex project with partners or IT vendors can be 
argued to be a risk minimizing technique in certain cases. But increased dependence on a vendor is also likely to 
create a holdup problem. Thus there are forces acting in both directions, making crafting directional hypothesis 
difficult. We thus argue that the dependence on external vendors is likely to be a significant factor in the IT project 
selection process. The same line of thinking also applies to legacy applications that exist within a organization.
Investment decisions are likely to depend on the size of the total investment. Small investments in certain IT projects 
could be perceived a being less risky. Given the fact that the research site is a large Fortune- 25 company, we think 
smaller projects are more likely to be funded. Thus smaller the size of the investment per project ( for instance, less 
than a hundred thousand dollars) the more likely that it will be fully funded. But arguments for a reverse causation can 
also be presented making developing directional hypothesis more difficult. With these arguments presented above, we
present our second research question:
Research Question Two: What are the ERM-based risk factors that explain the IT project 
selection decisions?
Methods
Data Description
Our EISA methodology identifies the critical role of IT portfolio management. Thus managing and analyzing the portfolio of 
investments of an organization (including all compliance related investments, investments intended for the short term time 
horizon and investments intended for the long term time horizon) can help instill a strong IT governance regime within the 
organization. In our research program, we have collected a lot of qualitative data in combination with IT project level data we 
collected from the organization. Given the complexity of the IT portfolio management problem, we believe that this 
methodology we choose is appropriate. Data used for this study was obtained from the IT metrics group within a large 
Fortune-25 enterprise headquartered in United States. This corporation (which wishes to remain anonymous) has also 
adopted one of the popular process improvement philosophies, namely the Lean Thinking philosophy (Nave 2002). This was 
the first year that efforts were made in this large organization to develop a enterprise wide IT portfolio management program 
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to oversee all their IT investment decisions. This data was collected within the enterprise after multiple rounds of data 
validation checks and corrections.
This large multi business diversified corporation competes in several businesses. Thus the IT needs of different businesses 
could be very diverse. Based on discussions of CIO’s within this organization, we realized that this organization is using IT 
in a supporting role. The executives at this organization indicated that they do not wish to be on the bleeding edge with 
regards to IT adoption and prefer to adopt a technology after about six to seven months. This observation in our 
understanding, reflects a low risk appetite of the organization with regards to investments in IT.
Independent Variables
Rejection Criteria
Maturity of the project: This construct measures the extent to which the idea for an IT project is mature and well thought out 
by the managers that are proposing the idea. Three values are assigned to this variable: nascent ideas or ideas in the very 
initial stages, ideas in the initial stages, relatively more mature ideas. Two dummies were created to capture these three 
values (Ideas in very initial stages and Ideas in the Initial Stages)
Type of the project: A Qualitative Classification of projects. This enterprise has adopted a IT typology to characterize all their 
IT project ideas. There are three main subgroups within this typology including (1) short term gain investments, (2) 
investments that yield benefits over a relatively longer time horizon and (3) investments required to manage immediate 
compliance related regulatory needs. Though this is a qualitative classification at the research site to characterize their IT 
projects, it is generic in nature and also matches the typology presented in (Maizlish and Handler 2005). Three dummies were 
created to measure these three types of IT project types (Short Term Gain Projects, Long Term Growth Projects, Regulatory 
Compliance Projects)
Process Readiness Risk: IT applications are more likely to be successful if the business process(es) that utilizes the IT 
application are well designed. Recently the adoption of various business process management philosophies (for instance: Six 
Sigma, Lean Thinking, Theory of Constraints) has helped managers optimize and improve the design of their business 
processes (Nave 2002). This construct measures the extent to which executives have exerted effort to collect information 
regarding the extent of effort necessary to improve business process designs before investing in IT projects. Several dummies 
were created capture this extent of effort exerted by business resources (for e.g. systems analysts and personnel from business 
teams) before making IT investment decisions. We created one dummy variable called Process Readiness Analysis 
Underway to measure to reflect the fact that accurate information regarding the extent of possible business process rework
required before making certain IT investments was missing.
Selection Criteria
Technological Risk Factors: Technological Complexity: The complexity of the IT project is an important risk factor. The 
technological complexity of the proposed project has been assigned three values: (1) Low complexity (if project involved 
simple functionality upgrades with standard technologies (2) Medium Complexity (if the project involved major functional 
enhancements) and (3) High Complexity (if the project involved developing an entirely new IT enabled process for operating 
with a business partner or customer). Three dummy variables were created to use this variable in the empirical analysis.
Age of the Technology: This construct measures if the project deals with investments in legacy applications. Given the vast 
size and age of research site and fact that IT applications have been deployed in the organization in the last two decades, this 
is arguably an important risk factor. One dummy variable was created to capture these IT projects related to legacy 
applications.
Vendor Dependence Risk: This risk factor measures if the IT project success is going to be dependent on some other third 
party IT vendor or partner. One dummy variable was created to measure this vendor dependence risk factor.
Technological Obsolescence: This construct is conceptually distinct from the age of the technology construct. This construct 
measures if a particular IT project deals with a technology that is going to be obsolete in the near time horizon. One dummy 
variable was created to measure this risk factor.
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Time Horizon: This construct measures the date by which this IT project is expected to be completed or is expected to “go-
live”. Three values were assigned to this variable: projects that are expected to go live within (a) less than a year, (b) less than
two years, finally (c) more than two years. Two dummy variables were created to capture these values.
Financial Risk Factors: Total Investment: The total size of the investment is also a key factor in deciding the amount of 
funding that will be approved for a particular project. Several dummies were created to measure these investment ranges, just 
one was used in the empirical model ( for e.g. total investment less than one hundred thousand).
Dependent Variables
The composition of IT portfolios involves two different types of decisions. Certain projects or ideas first get rejected or 
indefinitely deferred for future considerations. Of the ideas that survive the initial rejection stage, certain ideas are selected
and approved with a full level of funding (referred to as selected projects in this study). Ideas not approved in the second 
stage at the full level of funding are supported only partially. Thus we have created two dummy variables ( Rejected Projects 
and Fully Funded Projects) as our dependent variables. We used logistic regression for empirically analyzing both these 
dependent variables.
Results and Concluding Comments
Descriptive Statistics
Table 2 presents the descriptive statistics for the key variables used in our empirical analysis. All the variables used in our 
analysis, at this stage, are dummy variables.
Table 2: Descriptive Statistics
Number of observations = 690
Minimum value for all variables = 0
Maximum value for all variables = 1
Variable Mean Std. Dev.
Rejected Projects 0.06 0.24
Fully Funded Projects 0.88 0.32
Third Party Applications 0.27 0.45
Legacy Applications 0.04 0.19
Home Grown Applications 0.20 0.40
Low Complexity 0.68 0.47
Medium Complexity 0.25 0.43
High Complexity 0.04 0.20
Process Readiness Analysis Underway 0.07 0.26
Investment Less Than 100K 0.71 0.46
Go Live in One Year 0.62 0.49
Initial Stages 0.09 0.29
Very Initial Stages 0.63 0.48
Regulatory Compliance Project 0.27 0.44
Short Term Time Horizon Project 0.52 0.50
Long Term Time Horizon Project 0.21 0.41
Obsolescence Project 0.13 0.34
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IT Project Rejection Decisions: Discussion of Results
Results from the regression logistics analysis of rejected projects is given in the Table 3. We find that process readiness risk 
related factors have a statistically significant impact on deletion decisions. Process that are intended to use IT applications, 
need to be redesign to effectively use IT applications. When project ideas were proposed and when the process design or 
redesign work for such ideas was underway, in other words, when the extent of such process rework is not known, or when 
such rework related information is unavailable, such projects are more likely to be deleted when compared to projects for 
which this work has been completed. This suggests that managers tend to prefer not only good IT ideas, but also want 
managers to exert extra effort to estimate the amount of work that is needed to redesign or modify the business process that is 
intended to use this IT project. Long Term Growth projects and Short term gain projects both have a statistically significant 
impact on IT rejected projects. When compared to the reference (missing) category (compliance-related regulatory IT 
projects), other these kinds of projects ( long term growth projects, and short term gain projects) are more likely to be deleted. 
Given budget constraints, executives will tend to reject ideas for IT projects that are not immediate or necessarily 
“compulsory” (for instance compliance related or IT security related projects).
Table 3: Stage One: Drivers of Project Rejections: Results of Logistic Regression
Model Fit Characteristics
Number of obs   = 690
Log Likelihood = -147.41             LR chi2(5) = 16.18
Prob > chi2 = 0.0063
Pseudo R2 = .052
Variables Odds Ratio Coef. Std. Err. z
Process Readiness Analysis 
Underway
Long Term Time Horizon Project
Short Term Time Horizon Project
Initial Stages
Very Initial Stages
2.40
3.38
2.31
0.77
2.20
0.88  **
1.22 **
0.84 *
-0.25
0.79 *
0.45
0.54
0.50
0.83
0.45
1.93
2.25
1.65
-0.3
1.73
(* =0.10,** = 0.05, and *** = 0.01 level of significance)
We also find that very immature projects ( in the nascent stages of conception) are also more likely to be rejected when 
compared to ideas that are more mature and well developed. 
IT Project Selection Decisions: Discussion of Results
After certain projects have been deleted from the portfolio, managers focus on other factors or other pieces of information to 
make IT project selection decisions. This decision is largely a project funding decision. Thus certain projects are approved as 
is, (i.e. fully funded) where as some projects could get funding at a reduced level. 
Table 4: Stage Two: Drivers of Project Selection: Results from Logistic Regression: Model One
Model Fit Characteristics     Number of obs = 649
LR chi2(3) = 8.08
Prob > chi2 = 0.0445
Log likelihood = -146.16549               Pseudo R2 = 0.0269
Variable Odds Ratio Coef. Std. Err. z
Low Complexity 4.67 1.53 *** 0.59 2.56
Medium Complexity 3.32 1.19 * 0.63 1.88
High Complexity 1.35 0.3 0.77 0.39
(* =0.10,** = 0.05, and *** = 0.01 level of significance)
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Based on the results from the logistics regression presented in Table 4, we find that projects of low and medium complexity ( 
due to their statistically significant coefficient) are more likely to be completely funded when compared to projects with high 
technological complexity. Technological complexity is a multi-dimensional construct and often times it is perceived as a 
combination of several other factors such as the age of the technology, the obsolescence aspect of the technology, the size of 
the investment required and also the time allotted for the completion of a particular project. Thus owing to such multi-
collinearity issues, we do not include technological complexity and these other factors in the same model. Thus, we 
alternatively tested another model for project selection based on other factors such as the total investment required, the date 
when the project is expected to go live, etc.
Based on the results from the logistics regression presented in Table 5, we find that obsolescence related project are less 
likely to get funded completely when compared to projects that are not obsolescence related. This result suggests that this 
particular organization is trying to move away from technology that going obsolete and thus is not funding IT projects in 
certain obsolete areas at the full funding level. 
Table 5: Stage Two: Drivers of Project Selection: Results from Logistic Regression: Model Two
Model Fit Characteristics
Log likelihood = -140.23453
Number of obs = 649
LR chi2(6) = 19.94
Prob > chi2 = 0.0028
Pseudo R2 = 0.0664
Variable Odds Ratio Coef. Std. Err. z
Obsolescence Project 0.46 -0.76** 0.4 -1.91
Investment Less Than 100K 3.00 1.1*** 0.34 3.18
Go Live in One Year 1.92 0.65** 0.33 1.93
Legacy Applications 0.58 -0.53 0.81 -0.66
Home Grown Applications 1.23 0.21 0.52 0.41
Third Party Applications 0.93 -0.06 0.4 -0.17
(* =0.10,** = 0.05, and *** = 0.01 level of significance)
The total investment required for a particular project, is also arguably a considerable risk factor. We find that projects that 
require a total funding of less than hundred thousand dollars, are more likely to get funded fully when compared to projects 
that require more than one hundred thousand dollars. Projects that require a total investment of less than hundred thousand 
dollars are likely to be perceived a low risk investments and thus we believe that these projects are more likely to be funded 
at the complete level.
The time horizon of project is also likely to influence its funding level. Projects that are expected to go live within the next 
year could require immediate attention. We found that executives funded all such immediate needs and similar to the first 
rejection phase, did not reject projects that deal with immediate regulatory needs and pressures. Being immediate, these 
projects are likely to be more focused and thus the possibility of functionality scope creep is also less (Tiwana and Keil 
2006). Managers are better able to foresee their needs for the next one year. It can be argued that it is difficult for manager to 
foresee in the distant future, for example ( more than two years) and thus investing in such low risk, immediate projects can 
be perceived as being less risky. The impact of technology age of the project, (for e.g. if projects are legacy projects or not) 
does not have a statistically significant coefficient. The fact that a IT project requires interactions with a third party IT 
vendor, (for e.g. in terms of using third party applications), does not have a statistically significant coefficient and thus does 
not significantly explain project selection decisions. Similarly, the fact that a IT project involves completely home grown 
applications, also did not have a statistically significant impact on IT project selection decisions. 
Concluding Comments
With this study we intend to contribute to the emerging area of IT portfolio management and enterprise risk management. We 
have proposed that the IT portfolio composition process involves two separate kinds of decisions, IT project rejection 
decision and IT project selection decisions. We have also identified which factors affect these two types of decisions based 
on the empirical analysis of a large unique dataset obtained from a Fortune-25 corporation. This study is a part of a larger 
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ongoing EISA (Shaw et. al 2007) project and if given the opportunity, we would be happy to discuss emerging results from 
our ongoing studies at the AMCIS 2007 conference.
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