Abstract. We consider a standard model for mass transport across an evolving interface. The solution has to satisfy a jump condition across an evolving interface. We present and analyze a finite element discretization method for this mass transport problem. This method is based on a space-time approach in which a discontinuous Galerkin (DG) technique is combined with an extended finite element method (XFEM). The jump condition is satisfied in a weak sense by using the Nitsche method. This Nitsche XFEM-DG method is new. An error analysis is presented. Results of numerical experiments are given which illustrate the accuracy of the method. 
, be a convex polygonal domain that contains two different immiscible incompressible phases. The (in general, time dependent) subdomains containing the two phases are denoted by Ω 1 , Ω 2 , withΩ =Ω 1 ∪Ω 2 . For simplicity we assume that ∂Ω 1 ∩ ∂Ω = ∅, i.e., the phase in Ω 1 is completely surrounded by the one in Ω 2 . The interface Γ :=Ω 1 ∩Ω 2 is assumed to be sufficiently smooth. A model example is a (rising) droplet in a flow field. The fluid dynamics in such a flow problem is usually modeled by the incompressible Navier-Stokes equations combined with suitable conditions at the interface which describe the effect of surface tension. For this model we refer to the literature, e.g., [2, 9, 17, 23, 10] . By w we denote the velocity field resulting from these Navier-Stokes equations. We assume that div w = 0 holds. Furthermore, we assume that the evolution of the interface is determined by this velocity field, in the sense that V Γ = w · n holds, where V Γ is the normal velocity of the interface and n denotes the unit normal at Γ pointing from Ω 1 into Ω 2 . We consider a standard model which describes the transport of a dissolved species in a two-phase flow problem. In strong formulation this model is as follows: In many applications one has a homogeneous problem, i.e., f ≡ 0. The diffusion coefficient α = α(x, t) is assumed to be piecewise constant:
In general, we have α 1 = α 2 . The interface condition in (1.2) results from the conservation of mass principle. The condition in (1.3) is the so-called Henry condition; cf. [15, 21, 20, 3, 2] . In this condition the coefficient β = β(x, t) is strictly positive and piecewise constant:
In general we have β 1 = β 2 , since species concentration usually has a jump discontinuity at the interface due to different solubilities within the respective fluid phases. Hence, the solution u is discontinuous across the interface. In this paper we analyze a finite element discretization method for this problem.
Both for the mathematical analysis and numerical treatment of this transport problem there is a big difference between the case with a stationary interface and the one with a nonstationary interface.
In recent years it has been shown that for such a transport problem with an (evolving) interface the Nitsche-XFEM method is very well suited [11, 19] . In [12, 13, 14, 1, 5] the application of the Nitsche-XFEM to other classes of problems is studied. In [11] this method is analyzed for a stationary heat diffusion problem (no convection) with a conductivity that is discontinuous across the interface (α 1 = α 2 ) but with a solution that is continuous across the interface (β 1 = β 2 ). In [19] the method is studied for the parabolic problem described above, with β 1 = β 2 (discontinuous solution), and with a convection term in (1.1). It is assumed, however, that the transport problem is diffusion dominated. In the recent paper [18] the convectiondominated case, where the Nitsche XFEM method is combined with a streamline diffusion stabilization, is treated. In all of these papers, and in other literature that we know of, the Nitsche XFEM method is analyzed for a two-phase transport as in (1.1)-(1.5) with a stationary interface. In this paper a first analysis for the case of a nonstationary interface is presented. We restrict to the diffusion dominated case, i.e., no stabilization with relation to (w.r.t.) convection is needed.
For the weak formulation of the parabolic mass transport problem (1.1)-(1.5) with a nonstationary interface a space-time variational formulation is most natural; cf. chapter 10 in [10] . This suggests an XFEM approach combined with a suitable space-time discontinuous Galerkin method. As far as we know, this combination has been considered, without an error analysis, in the literature only in [6] . We explain this method, for the case of linear finite elements (in space and time), in section 2. In section 3 an error analysis for this discretization method is presented. To the best of our knowledge this analysis is new. A main result is an error bound as in Theorem 3.15. This result shows that for a transport problem as (1.1)-(1.5), with a solution that is discontinuous across an evolving interface, we have a full (i.e., in space and time) discretization that is second order accurate. The space-time XFEM-DG method is an Eulerian method in the sense that the spatial triangulation is not fitted to the interface. We are not aware of other Eulerian type discretization methods for this class of parabolic interface problems that have a guaranteed (i.e., based on an error analysis) second order convergence.
The discretization method, presented in section 2, that is considered in the analysis is often not feasible in practice, due to the fact that it is assumed that integrals over the space-time interface are evaluated exactly. In practice a quadrature rule will be necessary. This leads to a "variational crime." A study of the effect of these quadrature errors is the topic of ongoing research.
2. The Nitsche XFEM-DG discretization. In this section we derive the discretization method. This method will have the form of a variational problem in a certain space-time finite element space. The same space is used for both trial and test functions. We introduce the method for the case of piecewise bilinear spacetime functions (linear in space and linear in time). In Remark 2.2 we comment on generalizations. We introduce notation. The space-time domain is denoted by
A partitioning of the time interval is given by 0 = t 0 < t 1 < . . . < t N = T , with a uniform time step Δt = T /N . This assumption of a uniform time step is made to simplify the presentation, but is not essential for the method. Corresponding to each time interval I n := (t n−1 , t n ] we assume a given shape regular simplicial triangulation T n of the spatial domain Ω. In general, this triangulation is not fitted to the interface Γ(t). The triangulation may vary with n. Let V n be the finite element space of continuous piecewise linear functions on T n with zero boundary values on ∂Ω. The spatial mesh size parameter corresponding to V n is denoted by h n . Corresponding space-time finite element spaces on the time slab Q n := Ω × I n are given by
In the time slab Q n we define the subdomains Q n i := ∪ t∈In Ω i (t), i = 1, 2, and also
We will also use the notation v i := R i v. The space-time XFEM spaces are given by
The symbol Γ n * denotes the space-time interface in Q n , i.e., Γ n * := ∪ t∈In Γ(t), and Γ * := ∪ 1≤n≤N Γ n * . Remark 2.1. In literature on extended finite element spaces the XFEM space W Γ n introduced above is usually characterized in a different way [8] . We briefly explain this different characterization. Let {q j } j∈J be the nodal basis in the finite element space V n . The vertex corresponding to q j is denoted by x j . To each q j there correspond two space-time basis functions, namely q j,0 (x, t) := New basis functions are defined as follows:
The term H Γ n * (x j , t n− ) in the definition of Φ j, is constant and may be omitted (as it does not introduce new functions in the function space), but ensures that q Γ n * j, (x j , t n− ) = 0 holds in all space-time grid points (x j , t n− ). The space-time XFEM space on the time slab Q n = Ω × I n is given by
This characterization shows that the XFEM finite element space W Γ n is obtained by adding to the standard space W n new basis functions that are discontinuous across the space-time interface Γ n * ; cf. (2.4). We will treat the Henry condition [βu] Γ = 0 using the Nitsche technique (in space-time). For this we need suitable averages and jumps across Γ(t), that we now introduce. Take t ∈ I n , T ∈ T n and let T i := T ∩ Ω i (t). We define the weights
Note that those weights depend only on the spatial configuration at a given time t and there holds κ 1 (t) + κ 2 (t) = 1. We define the weighted average
This defines an averaging operator on the space-time interface denoted by
We use a similar notation for the jump operators:
In the discontinuous Galerkin method we need jump terms across the end points of the time intervals I n = (t n−1 , t n ]. We define u n−1
This scalar product is uniformly (w.r.t. n and N ) equivalent to the standard scalar product in L 2 (Ω). Note that we use a weighting with β in this scalar product, which is not reflected in the notation.
In the Nitsche bilinear form introduced below we also use another weighted L 2 scalar product. Related to this we note that the surface measure both on Γ(t) ⊂ R d and on Γ * ⊂ R d+1 play a role. Both measures are denoted by ds. The following transformation formula holds:
. We assume that the space-time interface is sufficiently smooth such that there is a constant c 0 > 0 with
Below in the Nitsche bilinear form we use a weighting with ν.
The notation introduced above is used to define a bilinear form B(·, ·), which consists of three parts, namely a term a(·, ·) that directly corresponds to the partial differential equation, a term d(·, ·) which weakly enforces continuity with respect to t at the time interval end points t k , and a term N Γ * (·, ·) which enforces in a weak sense the Henry condition [βu] Γ * = 0. These terms are defined per time slab Q n , i.e., a(·, ·) is of the form a(u, v) = N n=1 a n (u, v) and similarly for the other two terms. We now define the bilinear forms corresponding to each time slab Q n . The bilinear form a n (·, ·), 1 ≤ n ≤ N , is given by
with a parameter λ ≥ 0. Finally we introduce a right-hand side functional given by
with u 0 the initial condition from (1.4) and f the source term in (1.1). Corresponding global (bi)linear forms are obtained by summing over the time slabs:
These bilinear forms and the functional f are well-defined on the space-time XFEM space W Γ * . The Nitsche XFEM-DG discretization is defined as follows. Determine U ∈ W Γ * such that
Note that this formulation still allows us to solve the space-time problem time slab by time slab.
Remark 2.2. We comment on a generalization to a higher order method. On Q, instead of the P 1 -P 1 space W as in (2.1), a higher order space-time finite element space can be defined in an obvious manner; cf. [22] . A corresponding higher order XFEM space is then defined as in (2.2) and the higher order discretization is obtained by the variational problem (2.5) with W Γ * replaced by this higher order XFEM space. We conclude that the method (2.5) has a straightforward generalization to a higher order method. From an implementation point of view there is an important difference between the P 1 -P 1 method introduced above and a higher order method. In order to benefit from the higher order accuracy, one needs sufficiently accurate quadrature rules. For the case with an evolving interface such accurate approximations of the space-time integrals are difficult to realize.
3. Error analysis. In this section we present an error analysis of the Nitsche XFEM-DG discretization (2.5). In the subsections below we treat the following four topics: 1. consistency, i.e., a solution of the problem (1.1)-(1.5) satisfies the variational equation in (2.5); 2. stability of the bilinear form B(·, ·); 3. interpolation error bounds in the space W Γ * ; 4. discretization error bounds. In the next section we first collect some results that are used in the analysis.
Preliminaries.
Clearly, for the consistency analysis we have to substitute a suitable (weak) solution of the problem (1.1)-(1.5) into the variational formulation. In this paper we do not study a weak formulation of the problem (1.1)-(1.5); cf. [10] for an analysis of this problem. We only assume that a (weak) solution of this problem exists that has certain smoothness properties such that substitution into the bilinear form B(·, ·) is well-defined. For describing these smoothness properties it is natural to use anisotropic Sobolev spaces (also called t-anisotropic Sobolev spaces), which are known from the literature on the weak formulation of parabolic problems; cf. [16, 24] . Note that we do not use the (more standard) Bochner space L 2 (0, T ; H 1 0 (Ω)) since we have time-dependent subdomains Ω i (t). We need several Sobolev spaces that we now introduce. By H 2 (Q) and H 2 (Q 1 ∪ Q 2 ) we denote the standard Sobolev spaces, i.e., for functions from these spaces all second order derivatives (w.r.t. 
consisting of all functions that are zero on the lateral boundary ∂ l Q n := ∂Ω × I n (in the trace sense) is denoted by H
, and H
are defined in a similar way. Furthermore, the subspace of
is defined in a similar way. Under (mild) regularity assumptions on the interface Γ * functions u ∈ H 2,1 [16, 24] . Since the space H
is frequently used below we introduce the compact notation:
The bilinear forms a
In the analysis below, besides the XFEM space W Γ * we will also often use the space W Γ * + W reg . We introduce (semi-)norms and scalar products that are used in the analysis. These are well-defined on the space
with corresponding seminorms denoted by
. Note that in these scalar products and seminorms there is a scaling with the piecewise constant function β and that opposite to the standard norm | · | 1 on H 1 (Q) there is no first derivative w.r.t. time in (3.1).
In the analysis in the following sections we need space-time trace operators and a space-time Poincaré-Friedrichs inequality. Under mild smoothness conditions on Γ * the existence of a bounded trace operator [16] . In the remainder we assume that there exists such a trace operator that is bounded:
with u i = u |Qi . Furthermore, from standard results it follows that there is a trace operator
With respect to the Poincaré-Friedrichs inequality we first consider a fixed t ∈ [0, T ]. From the Petree-Tartar theorem it follows (cf. Lemma B.63 in [7] ) that there exists a constant c(t) such that
holds. In the remainder we assume that there exists a constant c P such that
holds. Note that this follows from the result in (3.4) if c(t) is uniformly bounded with respect to t ∈ [0, T ]. We expect that such a uniform boundedness result holds if the space-time interface Γ * is sufficiently smooth. 
Proof. From the definition of the bilinear form a n (u, v) we get
The normal velocity of the interface Γ(t) is given by V Γ = w · n. From this it follows that the unit normal on Γ * in R d+1 is given bŷ
Note thatn t + w ·n x = 0 holds. We apply partial integration to the first term on the right-hand side in (3.8). Take i = 1. We assumed ∂Ω 1 (t) ∩ ∂Ω = ∅ and thus the boundary of Q n 1 can be decomposed as
Hence, from partial integration we get
A similar result is obtained for i = 2 (we use that v 2 and u 2 are zero on ∂Ω). This yields
Combining this with the result in (3.8) proves (3.6). The result in (3.7) is a direct consequence of the one in (3.6). 
and thus the result holds.
Proof. From (3.6) it follows that
We consider the last term in (3.9). Using [v] n−1 = 0 and with u 0 := 0 we get
Combining this with the result in (3.9) proves the claim.
Consistency analysis.
We prove consistency of the variational problem in (2.5).
Theorem 3.4. Let u be a solution of (1.1)-(1.5), and assume that u ∈ H 2,1
For the Nitsche bilinear form we obtain, using [βu] Γ * = 0,
For the bilinear form a n (·, ·) we get
, we obtain (3.13)
and thus, using the differential equation for u in (1.1) it follows that
holds. From this, the results in (3.10), (3.11) , and the definition of the functional f (·), we obtain
which proves the consistency result.
Stability analysis.
In this section we study the stability of the bilinear form B(·, ·). We summarize the main assumptions that are used in the analysis in this and the following sections.
Assumption 3.1. The coefficients α i , β i , and w in the problem should be such that we have a diffusion dominated problem and that there are no singular perturbation effects caused by the Henry coefficient β. More precisely, we assume
with constants c L and c U that are of order one. The trace inequality (3.2) and the Poincaré-Friedrichs inequality (3.5) are assumed to hold. Furthermore, the shape regular triangulations T n are assumed to be quasi-uniform and all constants related to shape-regularity and quasi-uniformity are assumed to be uniformly bounded both with respect to the spatial mesh size h n and with respect to Δt (i.e., with respect to N ). We assume that the space-time interface Γ * is a smooth d-manifold and the space-time triangulation is sufficiently fine such that it can resolve Γ * . More precisely, for each ω = T × I n , with T ∈ T n and Γ ω := ω ∩ Γ * = ∅, we assume that there is a local orthogonal coordinate system y = (z, θ), z ∈ R d , θ ∈ R such that Γ ω is the graph of a smooth scalar function, say g, i.e., 
Proof. We recall the results in Lemmas 3.1 and 3.2:
with v 0 = 0. Summing these results over n = 1, . . . , N we obtain the result. For the analysis of the Nitsche bilinear form we introduce space-time variants of the norms used for the stationary case in [11] :
holds. The analysis of the Nitsche bilinear form uses essentially the same arguments as in [11] for the stationary case.
Lemma 3.6. There is a constant c, independent of h n and Δt, such that for all V ∈ W Γ * the following holds:
The interface Γ(t) can be decomposed as Γ(t) = ∪ T ∈T Γ(t) Γ T (t), with Γ T (t) = Γ(t) ∩ T , and T Γ(t) a subset of simplices of T n which have a nonzero intersection with Γ(t). Note that due to the dynamics of the interface the set of "interface simplices" T Γ(t) (i.e., those that contain the interface) depends on t. Consider T ∈ T Γ(t) . The functions φ 0 , φ 1 are linear on T and thus (∇V i ) |Ti =v 0 + tv 1 for certain vectorsv 0 ,v 1 ∈ R d . Thus we have
where the constant c is independent of t, Δt, and h n . In the last inequality we used that the interface is sufficiently resolved by the triangulation (cf. Assumption 3.1) and thus h n |Γ T (t)| ≤ c|T | holds. Summing over all T ∈ T Γ(t) we obtain
and thus
which proves the result in (3.16). The result in (3.17) follows after summation over n. Lemma 3.7. There exists a constant c 0 > 0, independent of h n and Δt, such that for all δ > 0
Proof. From the definition of N n Γ * and the Cauchy-Schwarz inequality, we get
we use Lemma 3.6 and obtain, with arbitrary δ > 0,
and thus with (3.18) we have 
From Lemma 3.5 we obtain, with α min = min{α 1 , α 2 },
In Lemma 3.7 we take δ = 
Combining this with (3.19) completes the proof. Note that in the stability result in Theorem 3.8 there are both jumps between time slabs (from DG) and jumps across the interface (Nitsche technique) that occur in the lower bound.
Corollary 3.9. Take c * as in Theorem 3.8 and λ > c * . Then the Nitsche XFEM-DG discretization (2.5) has a unique solution U ∈ W Γ * .
Interpolation error bounds.
A nice property of the Nitsche XFEM-DG method introduced above is that it allows us to use nonmatching simplicial triangulations T n in the time slabs I n , n = 1, . . . , N, i.e., T n = T m for n = m. For this general setting, consistency and stability results have been derived in the subsections above. For the discretization error analysis we also need suitable interpolation error bounds. This analysis is greatly simplified if we assume matching grids. Hence, since in this paper the emphasis is on the Nitsche XFEM space-time discretization, we restrict ourselves to the matching grid case, i.e., in addition to Assumption 3.1 we introduce the following assumption. Assumption 3.2. We assume that the spatial simplicial triangulation does not depend on n, i.e., we have a family of spatial triangulations {T h } h>0 of Ω and assume T n = T ∈ {T h } for all n.
In the analysis presented below, we assume that this assumption holds. Each triangulation T has a corresponding mesh size parameter h := max{ diam(T ) | T ∈ T }. Recall that we assume the family {T h } h>0 to be quasi-uniform.
We now introduce an interpolation operator. For the case T n = T the space-time finite element space as in (2.1) simplifies to
with V h the space of continuous piecewise linears on T with zero boundary values on ∂Ω. Below an index 0 used in the notation of spaces (e.g., C 0 (Q)) always denotes that the functions in this space have zero values on lateral boundary ∂Ω × I of Q. For v ∈ C 0 (Q) the piecewise linear nodal interpolation on T is denoted by v h (·, t) ∈ V h . The corresponding space-time linear interpolation is given by I W : C 0 (Q) → W :
Note that I W v ∈ C 0 (Q), and thus, in particular, [I W v] n = 0 holds for 1 ≤ n ≤ N − 1. Such a globally continuous interpolant would not be available if nonmatching triangulations T n are used. From standard interpolation theory we have
We recall that the norm · 1,Q in (3.20) and the (semi-)norm | · | 1,Q1∪Q2 that corresponds to the scalar product in (3.1) are different. The former is the standard norm on the Sobolev space H 1 (Q), and thus contains derivatives w.r.t. x and t, whereas the latter contains only derivatives w.r.t. x. Furthermore, in the latter case these weak x derivatives are w.r.t.
In view of the interpolation error bound (3.20) it is natural to introduce the following relation between h and Δt. We assume that there are generic constants c 2 ≥ c 1 > 0 such that c 1 ≤ h Δt ≤ c 2 holds. This assumption is not essential for the analysis, but is used to simplify the presentation. In the remainder error bounds are formulated in terms of the mesh size parameter h.
We now introduce an interpolation operator in the space-time XFEM space
This operator is analogous to the operator used in the analysis of the spatial XFEM; cf. [11, 10] . We assume we have linear extension opera-
is given by
In the remainder of this subsection we derive error bounds for this interpolation operator. These bounds are used in the discretization error analysis in subsection 3.6.
We need some further notations. The space-time triangulation of Q = Ω × [0, T ] consists of cylindrical space-time elements ω and is given by
Let T Γ * ⊂ T Q be the subset of cylindrical elements that have a nonzero intersection with the space-time interface Γ * . Hence Γ * can be partitioned as
For the cylindrical elements the following trace result holds (see [4, Thm. 1.1.6]), with a constant c that depends only on the shape regularity of T :
The following lemma is a space-time variant of a result derived in [11, 12] . For completeness we include a proof.
Lemma 3.10. There is a constant c, depending only on the shape regularity of T and the smoothness of Γ * , such that
If Γ ω coincides with one of the faces of ω, then (3.22) follows from (3.21). We consider the situation that the interface Γ ω divides ω into two nonempty subdo-
T be the unit outward pointing normal on ∂ω i . For v ∈ H 1 (ω) the following holds, where div y denotes the divergence operator in the y-coordinate system,
The normal n has direction (−∇ z g(z), 1) T and thus n d+1 (y) = ( ∇ z g(z) 2 + 1)
holds. From smoothness assumptions it follows that there is a generic constant c, depending only on the smoothness of Γ * , such that 1 ≤ n d+1 (z) −1 ≤ c holds. Using this we obtain
, where in the last inequality we used (3.21) .
In the next theorem we derive error bounds for the space-time XFEM interpolation operator I Γ * that will be used in the discretization error analysis in section 3.6. 
Proof. The result in (3.23) follows from the definition of the interpolation operator I Γ * and the result in (3.20) for the standard nodal interpolation operator I W :
The result in (3.24) follows from the trace operator bound in (3.3) and the result in (3.23) for = 1. For the proof of (3.25) we use the result in Lemma 3.10:
where in the last inequality we used (3.27)-(3.28). The result in (3.26) can be proved with similar arguments:
which completes the proof.
Continuity results. We derive continuity results for the bilinear forms a(·, ·), d(·, ·), and N Γ * (·, ·).
Theorem 3.12. There exists a constant c, depending only on w ∞,Q and α i ,
the following holds:
For all u, v ∈ W reg + W Γ * the following holds:
. From the definition of a n (·, ·) it follows that there exists a constant, depending only on w ∞,Q and α i , β i , such that
Summation over n and with
From this and using the Poincaré-Friedrichs inequality (3.5) we obtain the result in (3.29). Take u ∈ C(Q 1 ∪Q 2 ) and v ∈ W Γ * . From the continuity of u w.r.t. t it follows that 
Summation over n results in
,h,Γ * , and thus the result in (3.31) holds.
Discretization error bounds.
be the unique solution of the Nitsche XFEM-DG discretization (2.5); cf. Corollary 3.9.
In this section we derive bounds for the discretization error e := u − U . From the consistency result in Theorem 3.4 we obtain the Galerkin property
Based on the stability analysis we introduce the norm (with 
Proof. We decompose the error e = u − U as
Note that e u is continuous with respect to t and thus [e u ] n = 0 for n = 2, . . . , N, and [e u ] 1 = e u (·, 0). Hence,
Using the interpolation error bounds in Theorem 3.11 yields
For e W ∈ W Γ * we get, using the stability result in Theorem 3.8 and the Galerkin property,
The errors e u and e W have smoothness properties such that Theorem 3.12 can be applied. In combination with the interpolation error bounds in Theorem 3.11 this results in
≤ c e u 1,Q1∪Q2 + e u (·, 0) 0,t0 |||e W ||| ≤ ch u 2,Q1∪Q2 |||e W |||.
For the term N Γ * (e u , e W ) we use Theorem 3.12, Lemma 3.6 and the interpolation error bounds in Theorem 3.11, and obtain
The combination of these results yields
The application of the triangle inequality completes the proof.
In the following lemma we derive a result that will be used in a duality argument in Theorem 3.15.
Lemma 3.14.
with (û T ) |∂Ω = 0 be given. Assume that the homogeneous backward problem
Proof. For the Nitsche bilinear form we obtain, using [βû] Γ * = 0,
The solutionû satisfies [û]
n−1 = 0 for all 2 ≤ n ≤ N , and thus from Lemma 3.3 we get
Using [α∇û · n] t = 0 we obtain, with a partial integration as in (3.12)-(3.14), and with (3.35),
Combining this with the results in (3.41), (3.42) we obtain
which proves the result in (3.40). 
Proof. The error is denoted by e = u − U . In (3.38) we takeû T = e(·, t N ). Note thatû T ∈ H 1 Ω 1 (T ) ∪ Ω 2 (T ) and (û T ) |∂Ω = 0 holds. The induced solution is denoted byû. In (3.40) we take w = e. This yields, with eû :=û − I Γ * û , In the term d(e, eû) the second argument eû is continuous with respect to t, whereas this is not necessarily true for the first argument. Therefore the boundedness result in (3.30) is not applicable. Instead, however, we can apply Lemma 3.3 and thus, using the boundedness result in (3.29), the trace bound in (3.3), the interpolation error bound in (3.23) and the discretization error bound in Theorem 3.13, we obtain We comment on a few aspects related to the analysis presented in this section. In the main theorems, Theorems 3.13 and 3.15, we used the regularity assumption that (1.1)-(1.5) has a solution u ∈ H 2 0 (Q 1 ∪ Q 2 ). We consider this to be a reasonable assumption but we do not know of any literature where this regularity issue is studied. A similar statement holds for the regularity assumptionû ∈ H 2,1 0 (Q 1 ∪ Q 2 ) used in Lemma 3.14. Note that the functionû T used in that lemma is consistent with the homogeneous boundary condition on ∂Ω.
Furthermore, we note that the error bound derived in Theorem 3.13 for P 1 -P 1 space-time finite elements is of optimal order w.r.t. the space variable but suboptimal w.r.t. time, since the norm ||| · ||| contains no derivatives w.r.t. t. In Theorem 3.15 we derived a second order error bound. This result might be suboptimal, since for the standard P 1 -P 1 FEM-DG (not XFEM!) better bounds are known in the literature. In [22, Theorem 12.7] for the P 1 -P 1 DG-FEM method applied to the standard heat equation an error bound of the form
is derived, i.e., an error bound with third order convergence w.r.t. Δt. For other polynomial degrees, say k and m w.r.t. space and time, respectively, based on the analysis in [22] one expects that the bound in (3.47) can be generalized to c h k+1 + (Δt)
2m+1 . The analysis in [22] is very different from the one presented in this section. A key idea in the analysis in [22] is (as is usual in the derivation of error bounds of finite element methods for parabolic problems) to use an error splitting
with R h : H 1 0 (Ω) → V h the Ritz projection corresponding to the stationary (i.e., elliptic) problem andũ(x, t) is suitable space-time interpolant of u. For this idea to work it is essential that the space V h (and thus R h ) is independent of t. Although we did not investigate this, we expect that this analysis is applicable to the Nitsche XFEM-DG method for the case of a stationary interface, since then the XFEM space can be taken independent of t. This analysis, however, is not applicable to the (more interesting) case with a nonstationary interface, which explains why we present a different analysis. With our analysis, however, we are not able to derive a bound as in (3.47) with a term (Δt) 3 . The numerical experiments in section 4, which are for a spatially one-dimensional problem, yield only results which show an error behavior similar to the one in (3.47).
In Remark 2.2 we noted that the method has a straightforward extension to higher order finite elements. Concerning the analysis for higher order polynomials we note that all arguments used in the analysis above, except for the proof of Lemma 3.6, can be applied (with minor modifications) to higher order space-time finite elements as well. We claim that estimates as in Lemma 3.6 also hold for higher order finite elements. We sketch how this might be proved. For an arbitrary tetrahedron S and natural number k there exists a constant c, independent of the shape regularity of S,
2 dx for allx ∈ ∂S and all polynomials p of degree k.
From this one obtains (cf. proof of Lemma 3.6 for notation), for the case that T i is a tetrahedron,
for polynomials of degree k, which is the main estimate in the proof of Lemma 3.6. Finally, we recall that in order to derive useful interpolation error bounds we assumed matching triangulations T n = T m for all m, n; cf. the introduction to section 3.4. It is not clear whether the analysis can be extended to the nonmatching case, because we do not know how to construct an appropriate global interpolation of u in the XFEM-DG space W .
Numerical experiments.
In this section we present results of numerical experiments. We restrict ourselves to the spatially one-dimensional case. We illustrate the convergence behavior, in particular the order of convergence w.r.t. h and Δt for XFEM finite element spaces with different polynomial degrees. The results are consistent with the theoretical analysis presented above. The relatively simple onedimensional setting allows a very accurate approximation of the integrals that occur in the bilinear form and thus the method can be implemented in such a way that quadrature errors are negligible. For an efficient implementation, however, in particular in higher dimensions, one has to use a suitable quadrature rule for the approximation of the integrals over the space-time interface and of integrals over cylindrical elements cut by the space-time interface. Numerical experiments with the Nitsche XFEM-DG method in higher dimensions and a study of the effect of quadrature errors will be presented in a forthcoming paper.
Problem description.
We consider the spatial domain Ω = [−1, 1] and instead of the Dirichlet boundary conditions in (1.5) we consider periodic ones. The reason for this is that we want to avoid (nonphysical) effects caused by interfaces that intersect a Dirichlet boundary. We consider the following problem: w(r) dr. We consider three cases:
1. constant interface, no convection: w(t) = 0, s (t) = 0, 2. constant vel., Γ * is planar:
The moving interface is given by Γ(t) = {x a + s(t), x b + s(t)}. If t is such that one of these points intersects the boundary ∂Ω, one has to take the periodicity condition into account; cf. We construct a reference solution by using Lagrangian coordinates. First consider Ω = R (no boundary). Forx ∈ R the characteristic throughx is given by (x + s(t), t). Letû(x, t) be a function that satisfies ∂ tû − ∂x(α i ∂xû) = f on Ω i (0), t ∈ [0, T ], and the interface conditions (4.2) and (4.3) at Γ(0). Note thatû does not depend on the velocity function w. The function u(x, t) :=û(x − s(t), t) then satisfies (4.1), (4.2), (4.3). We choose the following reference solution (in (x, t) coordinates):
We set k = 2 (t), t) , where we corrected for periodicity. A corresponding right-hand side f is used as data in (4.1). The reference solution for the three velocity functions given above is displayed in Figure 4 .2.
Discretization.
We use an equidistant mesh in space and time with n s intervals in space and n t intervals in time and apply uniform refinements in space and time. The corresponding mesh sizes are denoted by h s (space) and h t (time). The polynomial degrees in space and time are denoted by p s and p t , respectively. We present results for p s = 1 and p t = 0, 1, 2. We recall that in spatial direction we use continuous (piecewise linear) finite elements, whereas in time direction the functions are allowed to be discontinuous at the mesh points. For the stabilization parameter in the Nitsche method we take the value λ = 2. We use sufficiently accurate quadrature rules such that quadrature errors are negligible. This is a delicate assumption, in particular, if we have a curved space-time interface as in the third example.
Numerical results.
We present results that illustrate the convergence behavior of the Nitsche XFEM-DG method for the three velocity functions introduced above. Already for this one-dimensional case it is interesting to study how convergence depends on the parameters p s , p t , n s , n t . Here we present only results for a small subset of such experiments. As already mentioned above, an elaborate numerical study of properties of this method will be presented in a forthcoming paper. For the first case (stationary interface) we (only) study the error dependence on h t , for a fixed h s sufficiently small. We fix p s = 1 and vary p t ∈ {0, 1, 2}. For the second case (constant nonzero velocity) we fix p s = p t = 1 and vary h s , h t . Finally, for the case with a curved space-time interface we consider only p t = p s = 1 and for a fixed small mesh size h s we study the error dependence on h t .
Stationary interface. This case is relatively easy and can be treated efficiently by other methods (e.g., method of lines with an XFEM space discretization [19] ) as well. As pointed out in Remark 3.1, for the case with a stationary interface, we expect that the L 2 (Ω)-error at time T can be bounded by We consider p s = 1 and a mesh with a sufficiently fine spatial resolution (n s = 1024) and a relatively large time step such that the temporal error dominates the total error. In Table 4 .1 and Figure 4 .3 the errors for p t = 0, 1, 2 are given. The observed convergence behavior is consistent with the O(h 2pt+1 t ) bound in (4.7). Constant velocity. We consider the case of a moving interface with velocity function w(t) = 1/2. We restrict ourselves to p t = p s = 1 and investigate both the temporal and the spatial error convergence. The numerical results for n s ∈ {8, 16, . . . , 1024} and n t ∈ {16, 32, . . . , 512} are displayed in Table 4 .2. If we consider the finest resolution in space or time we can assume that the corresponding other part of the total error is dominating. For the smallest time step (n t = 512) the estimated order of convergence w.r.t. h s (eoc(s)) is given in the last column in Table 4 .2. For the smallest spatial mesh size (n s = 1024) the estimated order of convergence w.r.t. h t (eoc(t)) is given in the last row. Note that the error at the (n s = 1024, n t = 512) entry is dominated by the temporal error and therefore the estimated order of convergence eoc(s) reduces to 1.15. The results in Table 4 Nonconstant velocity. In this last example we consider a space-time interface which is curved. The velocity is given by w(t) = previous two examples, we have to allow quadrature errors. This quadrature is based on a piecewise linear (in time) approximation of the interface. The resolution of this approximation is sufficiently high such that quadrature errors are negligible. Similar to the procedure before we use p t = p s = 1 and a small mesh size h s (n s = 1024) such that the error is dominated by the temporal error. In Table 4 .3 we give the resulting error u h − u ref 0,T for different time steps h t . Similar to the results in the preceding sections we observe a third order convergence w.r.t. h t .
We conclude with the following observation. If one compares the errors in the three examples for n s = 1024, p t = p s = 1 one sees that these are of the same size. Hence, at least in this one-dimensional test example, the method yields for the case with a curved space-time interface (w(t) = 1 4 cos( 1 2 πt)) a similar discretization accuracy as for the case with a stationary interface (w(t) = 0). In other words, the accuracy of this Nitsche XFEM-DG method is not very sensitive w.r.t. the location of the space-time interface. 
