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Abstract
Maintaining energy efficiency in large data centers depends on the ability to manage
workload routing and control server speeds according to fluctuating demand. The use
of dynamic algorithms often means that management has to install the complicated
software or expensive hardware needed to communicate with routers and servers. This
paper proposes a static routing and server speed scaling policy that may achieve energy
efficiency similar to dynamic algorithms and eliminate the necessity of frequent com-
munications among resources without compromising quality of service (QoS). We use a
robust queueing approach to consider the response time constraints, e.g., service level
agreements (SLAs). We model each server as a G/G/1 processor sharing (PS) queue
and use uncertainty sets to define the domain of random variables. A comparison with a
dynamic algorithm shows that the proposed static policy provides competitive solutions
in terms of energy efficiency and satisfactory QoS.
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1 Introduction
Demand for computing power has been skyrocketing to process exploding data from mobile
devices and associated cloud services. Global ICT companies such as Amazon, Google,
Facebook, have been aggressively building large-scale data centers to fulfill the demand
while pursuing energy efficiency to provide carbon-free services. Now, the sustainability of
the environment becomes one of the most critical issues for the survival of humanity, and
they think that data centers should contribute to improving it. A recent report by Google
[14] says that designing efficient data centers is one of its high priority contents. Data centers
consumed approximately 200 TWh of electricity consumption in 2018, which is nearly 1% of
total electricity consumption worldwide a year [17]. Cisco, a global ICT company, expects
that network traffic and workloads in data centers will increase 80% and 50% respectively
by 2021, which implies the rapid increase in energy consumption [10]. Current data center
operations, however, are still inefficient, and average CPU utilization remains low at around
20% [16, 11]. There is plenty of room for improving energy efficiency by striking energy-
inefficient operations. Furthermore, the fact that 86% of energy consumption in a data center
comes from servers and cooling systems [19] motivates us to focus on server energy efficiency.
The literature on energy efficiency in data centers approached the problem at two different
levels: planning and operation. Studies at the planning level focused on designing data
centers through static resource allocation (server virtualization, server clustering, etc). Once
the decision is made, and the setting is complete, it is difficult to modify the setting in real-
time. Xiong et al. [25] formulated an optimization model for server clustering and proposed
a meta-heuristics algorithm to solve the mixed integer non-linear programming. Urgaonkar
et al. [20], Arrubla et al. [12], and Cho and Ko [9] also belong to this category. Under
the setting by planning, research at the operation level studied the optimal load balancing
and server speed scaling to process real-time requests. Due to the real-time characteristic
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of operations, the majority of energy efficiency research at this level dealt with dynamic
load balancing and control algorithms. George and Harrison [13] and Ata and Shneorson
[3] proposed control methods based on quantitative mathematics such as Markov decision
process and queueing theory. Cho and Ko [9] and Andrew et al. [2] proposed heuristic
control methods. Bilal et al. [5] developed a power-aware scheduling algorithm to reduce
makespan and energy consumption simultaneously. Leading ICT companies like Google and
Amazon also are taking advantage of AI and machine learning techniques [14, 1].
In practice, however, implementing dynamic algorithms in data centers is difficult. Dy-
namic algorithms, including distributed ones, often require frequent communications among
network resources, e.g., routers and servers, manufactured by different vendors and running
different operating systems to share their current status. Even if the network resources
are equipped or retrofitted with universal software enabling all those communications, the
management of data centers may be more concerned with the reliability of their service and
reluctant to take a risk by adopting dynamic control algorithms. When we contacted a com-
pany operating many large data centers in Korea, the manager showed interest at first but
finally declined the use of dynamic algorithms for that reason.
In this regard, we investigate a static control policy that does not require frequent updates
of resources’ real-time status; we determine the routing probabilities and servers’ speed once
in a while, and resources autonomously run with the policy. Static control methods are
generally known to be less efficient than dynamic ones, especially for situations with high
variance and load fluctuations [7, 23]. Chen and Li [8], who investigated about interaction
between load balancing and speed scaling, pointed out that heterogeneity within a system
is the main cause of inefficiency regardless of the number of servers. We are aware of this
drawback and try to develop a static control policy that can show competitive performance
to the dynamic algorithm. We also explore situations under which the static policy works
well or not.
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This study is mainly motivated by the previous study of Ko and Cho [18]. Ko and Cho
[18] employed the solution of an optimization problem for workload routing and server speed
scaling. Their algorithm successfully reflected the real-time status of resources using an it-
erative method converging to the optimal solution of the optimization problem. One of the
most crucial advantages of such an approach is that it only required communications between
the load balancer and each server, not the inter-server communications, which enabled a dis-
tributed control. Their dynamic algorithm satisfied the response time constraints regarding
the SLA, but the solution seemed too conservative as they used a loose upper bound for the
constraints. For instance, as we will see later in Section 4, the delay probability with given
threshold 4 from simulation is 0.00005, i.e., P(S > 4) ≈ 0.00005, when the response time
constraint is set to be P(S > 4) ≤ 0.01 – delay time threshold 4 with violation probability
0.01.
We, therefore, pursue to derive a static policy with a tighter bound using optimization-
based robust queueing theory rather than probabilistic framework-based heavy-traffic ap-
proximation in Ko and Cho [18]. We describe the difference between the two approaches
in detail and justify the reason for taking a robust queueing approach in Section 3.1. Our
proposed static policy routes an incoming request to a server through a fixed probabilistic
rule without real-time communications and operates the server at a constant speed while
work is in presence.
The contributions of this paper can be summarized as follows.
• Our proposed static control policy satisfies response time constraints less conservatively
with competitive energy efficiency compared to the existing dynamic control algorithm.
We see that the proposed policy is more effective under weak constraint settings, i.e.
when allowing more delay time.
• To our best knowledge, this paper is the first to apply robust queueing theory to
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processor sharing queues (G/G/1/PS queues). Extending previous studies, i.e. Bandi
et al. [4] and Whitt and You [21, 22] of G/G/1 first-come-first-served (FCFS) queues,
we show that the uncertainty set’s definition may be adjusted differently according to
the disciplines or network structures.
The remainder of this paper is organized as follows. Section 2 describes the system
settings and constructs an optimization problem to obtain the static control policy. Section
3 briefly introduces the robust queueing theory and explains the steps to transform the
response (sojourn) time constraint into a simple quadratic inequality. Section 4 describes
the result of numerical experiments and compares the performance of the proposed static
policy and the dynamic control algorithm. Section 5 concludes and suggests future research
directions.
2 Problem Description
Section 2.1 describes the system with the probabilistic routing scheme. Section 2.2 constructs
an optimization model considering the response time related to the SLAs while minimizing
energy consumption.
2.1 System Description
In this paper we consider a data center consisting of I applications and J servers as shown
below in Fig. 2.1. The individual servers can have different power functions and handle
different applications. The server clusters and application assignments (virtualization) are
given. Routing service requests follows a time-invariant probabilistic rule with the probability
matrix P=[pij]. The arrival process of each application follows a renewal process, where inter-
arrival times and workloads constitute sequences of random variables following some general
distributions having finite mean and variance. When a service request of an application
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arrives, the router (or the load balancer) assigns the request to one of J servers according
to the predefined probability. Each server processes all requests in a round-robin fashion
with the same rate. That is, we model it as a processor sharing queue. Thus an analysis
of thinning and superpositioning of independent renewal processes is necessary to deal with
each server. The SLAs are defined in terms of response times; the probability that the
response time of a request – the time between arrival and service completion – exceeds a
specific threshold, must fall below a certain level.
Figure 2.1: System Model with Probabilistic Routing Scheme
2.2 Optimization Model
The objective of the optimization model is to minimize energy consumption in a data center.
The decision variables are the routing probability matrix P = [pij] and servers’ speed xj.
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We write the optimization model denoted by (M1) as:
(M1)
Min
∑
j∈S
Cj(xj)
s.t. 0 ≤ pij ≤ 1, ∀i ∈ A,∀j ∈ S (2.1)∑
j∈Si
pij = 1, ∀i ∈ A (2.2)
γj ≤ xj ≤ Γj, ∀j ∈ S (2.3)
P(Sj ≥ δj) ≤ j, ∀j ∈ S. (2.4)
In the objective function, Cj(·) denotes the power function of server j. A power function
is a convex function of server speed (xj), e.g., a cubic function in Wierman et al. [24]. We
use a more generic cubic representation, Cj(xj) = Kj + αjx3j as in Horvath et al. [15]. The
objective value of the optimization model is the total power consumption over the entire
server set denoted by S. Set A is the set of all applications. As shown in Fig. 2.1, each
arriving request of application i is assigned to server j with a probability of pij. Constraint
(2.1) is a basic probability proposition. Constraint (2.2) implies that the sum of routing
probabilities for each application should be 1. The set Si refers to the set of servers having
application i. Constraint (2.3) describes the feasible speed range of the servers. Constraint
(2.4) is the direct representation of the SLAs, stating that the probability of the response
time exceeding the threshold δj should be lower than the small probability j .
Constraint (2.4) sets a lower bound of server speed (or an upper bound of the response
time), and requires a queueing approximation. Making a lower bound as tight as possible
is critical, since a loose bound implies the server speed is unnecessarily high and causes
unnecessary waste of energy. The approximation of constraint (2.4), therefore, is an essential
part of this paper.
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3 Derivation of The SLA Constraint
In this section, we describe how robust queueing theory is used to reformulate the SLAs.
Section 3.1 briefly explains robust queueing theory, and Section 3.2 to Section 3.6 describe
the steps of the analysis procedure. Then Section 3.7 transforms constraint (2.4) into a
simple quadratic inequality consisting of xj and pij.
3.1 Robust Queueing Theory
Bandi et al [4] developed robust queueing theory as an alternative approach to queueing
analysis, based on robust optimization. Traditional queueing theory has limitations that
even simple queueing systems are not tractable when arrival processes or workloads are non-
Markovian. To avoid this difficulty, the analysis of non-Markovian queues relies on simulation
and approximation. Simulation provides highly accurate results, but mathematical intuition
is hard to obtain and it takes long time to compute the result, especially in heavy-tailed
systems. Approximation approaches often provide explicit mathematical expressions, but
are suitable only for limited situations.
Simulation does not fit in our scheme, since we need analytical expressions to embed them
into the optimization model. Also, the popular approximation method, known as a heavy-
traffic approximation, tends to underestimate our target performance measure, which causes
violation of the SLA. Therefore, we use robust queueing theory to construct an analytical
expression for constraint (2.4).
The key difference between the heavy-traffic approximation and robust queueing theory
is the treatment of random variables. The heavy-traffic approximation first derives the
distribution of the target performance measure such as response time, and then calculates
the quantile of the random variable using a cumulative distribution function. The robust
queueing theory reverses this order. We compare its use to the heavy-traffic approximation
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in Ko and Cho [18], who approximated the response time process as a reflected Brownian
motion using the steady state results for G/G/1/PS queue in Zhang and Zwart [26]:
S ≈ V˜ (∞) ≈ βZ˜(∞),
where V˜ is a virtual response time and Z˜ is a reflected Brownian motion with drift θ
βe
and
variance β(C
2
a+C
2
s )
β2e
. We refer the interested reader to Section 3 in Ko and Cho [18] for the
detailed explanation of other parameters. The probability of exceeding a threshold, δ is
given by:
P(S > δ) ≈ exp
(
− θ(1 + C
2
a)δ
β(C2a + C
2
s )
)
.
Note that the SLA constant  used for P(S > δ) <  is considered at the last moment.
In the robust queueing approach, however, the SLA constant  appears at the beginning
of the analysis. Therefore, we first restrict the probabilistic region for stochastic primitives
and then proceed with the analysis. Specifically, we define the uncertainty sets for stochastic
primitives such as inter-arrival times T and workloads X with probability 1−  as:
T ∈ Ua,X ∈ U s for P(Ua,U s) = 1− . (3.1)
Then we calculate the worst-case value of sojourn using T,X, and use it to substitute the
SLA by sufficient condition.
Sˆ(Ua,U s) = max
T∈Ua,X∈Us
S(T,X),
P(S > δ) ≤ ⇐= Sˆ(Ua,U s) ≤ δ. (3.2)
Although we intentionally omit some mathematical procedures here for better understanding,
the crucial point is that  is considered at the beginning of the analysis. We explain the
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rigorous details of the above equations in Section 3.2. The advantage of adopting robust
queueing theory is that it can provide analytical representations with reasonable accuracy
and ensure that the SLA is strictly satisfied without underestimating the response time.
3.2 Comparison of FCFS and PS queues
Before explaining the derivation of the bound, we review the robust queueing analysis for
FCFS queues and what we should modify under different disciplines such as processor shar-
ing. The robust queueing analysis for FCFS queues consists of four steps.
1. Construct uncertainty sets Ua and U s for inter-arrival time random variables Ti and
workload random variables Xi.
2. Express the exact response time, S(Ua,U s).
3. Express the exact worst-case response time, Sˆ(Ua,U s).
4. Generalize the result for the infinite number of arrivals, and derive its upper bound,
SUB(Ua,U s).
In steps (1) to (3), the target performance measure is bounded with desired probability, but
since the bound is valid only for situations with finite number of arrivals, step (4) generalizes
the result for an infinite number of arrivals. Having obtained the upper bound of the response
time, we have a sufficient condition of the SLAs. For a G/G/1/FCFS queue, we can
represent the exact expression of the response time in step (2) using a linear form of stochastic
primitives. For a G/G/1/PS queue, however, only a PDE-based expression is possible.
Equations (3.3) and (3.4) represent the response time expressions in the G/G/1/FCFS and
G/G/1/PS queues, respectively.
SFCFSn = max
1≤k≤n
(
n∑
i=k
Xi −
n∑
i=k+1
Ti
)
, (3.3)
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where SFCFSn , Xn and Tn denote the response time of the nth arriving job under the FCFS
discipline, the workload of the nth arriving job and the inter-arrival time between (n− 1)th
and nth arrivals respectively with T0 = 0.
Xn =
∫ An+SPSn
An
1
N(t)
dt
N(t) =
∞∑
i=1
1{Ai≤t} −
∞∑
i=1
1{Ci≤t}
Cn = An + S
PS
n
An =
n∑
i=1
Ti,
(3.4)
where SPSn , N(t), Cn and An denote the response time of the nth arriving job under the PS
discipline, the number of unfinished jobs in the queue at time t, and the departure time and
arrival time of the nth arriving job, respectively with A0 = 0.
For the processor sharing queue, the rate at which the remaining workload of each job
decreases is inversely proportional to N(t), so the response time cannot be expressed in a
linear form ofXn and Tn. If we use equation (3.4) to replace constraint (2.4), the optimization
problem becomes almost intractable. To avoid the PDE form, we integrate steps (2) and
(3) in the robust queueing analysis procedure by creating a loose worst-case upper bound
instead of seeking a heuristic solution. Although our approach loosens the inequality and
produces more conservative results, the experimental results in Section 4 below show that
the approach successfully satisfies constraint (2.4) without being overly conservative.
3.3 Uncertainty Sets
We take a similar approach to Bandi et al. [4] and Whitt and You [21] in constructing
uncertainty sets. Here, we apply the central limit theorem (CLT), i.e. for independent and
identically distributed random variables Ai with the same distribution as A, the quantity
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∑n
i=1 Ai−nEA√
nV ar(A)
becomes asymptotically standard normal as n goes to infinity. The uncertainty
sets in previous studies [4, 21], however, are suitable for the FCFS queue, and we cannot
directly use them to analyze the PS queue. We, therefore, modify the design to fit the
processor sharing discipline. As a result, the uncertainty set of the inter-arrival times remains
the same, but the set for workloads requires some modification.
We construct the uncertainty sets of inter-arrival times, Ua, and service workloads, U s,
as:
Ua =
{
(T1, ..., Tn)
∣∣∣∑ni=k Ti − n−k+1λ
(n− k + 1)1/2σa ≥ −γa, for 1 ≤ k ≤ n
}
=
{
(T1, ..., Tn)
∣∣∣∑ni=k Ti − n−k+1λ
(n− k + 1)1/2 ≥ −Γa, for 1 ≤ k ≤ n
}
.
(3.5)
Here, 1
λ
and σa are the mean ETi and standard deviation
√
V ar(Ti) of the inter-arrival times,
and γa is a constant which decides the probability of the uncertainty set as P(Z ≥ −γa),
where Z is a standard normal random variable. Γa = γaσa is called a variability parameter.
U s =
{
(X1, ..., Xn)
∣∣∣∑ni=kXi − n−k+1µ
(n− k + 1)1/2σs ≤ γs, for 1 ≤ k ≤ n
and
∑n−1
i=k Xi − n−kµ
(n− k)1/2σs ≤ γs, for 1 ≤ k ≤ n− 1
}
=
{
(X1, ..., Xn)
∣∣∣∑ni=kXi − n−k+1µ
(n− k + 1)1/2 ≤ Γs, for 1 ≤ k ≤ n
and
∑n−1
i=k Xi − n−kµ
(n− k)1/2 ≤ Γs, for 1 ≤ k ≤ n− 1
}
.
(3.6)
Similarly, 1
µ
and σs are the mean EXj and standard deviation
√
V ar(Xj) of the workloads,
and γs is a constant which decides the probability of uncertainty set as P(Z ≤ γs) where Z is a
standard normal random variable. Again, Γs = γsσs is a variability parameter. We note that
the worst-case response time is achieved when inter-arrival times are short and workloads are
large. We, therefore, construct the uncertainty sets with one-sided inequalities to consider
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situations with shorter inter-arrival times and larger workloads, in consistent with the CLT.
3.4 Response Time Bound
With the uncertainty sets in equations (3.5) and (3.6), we now derive the bound for the
response time. As described in Section 3.1, first we fix the scale of uncertainty sets using the
target probability level, . Since the inter-arrival times and workloads are independent, the
joint distribution in equation (3.1) is simply a multiplication of the marginal distributions.
In this paper we choose the same marginal probabilities which satisfy equation (3.1) as:
P(T ∈ Ua) = P(X ∈ U s) = √1− , (3.7)
so that P(T ∈ Ua,X ∈ U s) = P(T ∈ Ua) P(X ∈ U s) = 1 − . In this case, the variability
parameters are defined as Γa = γσa and Γs = γσs with γ satisfying P(Z ≥ −γ) = P(Z ≤
γ) =
√
1− , where Z is a standard normal random variable.
Then we calculate the response time bound. Our method develops an inequality and
directly obtains an upper bound rather than expressing the response time in an exact form
and its worst-case value, to merge steps (2) and (3) in Section 3.2. From Brandt and Brandt
[6], we have the following relationship between the response times of the nth arriving job
under the FCFS and PS disciplines:
SPSn +Xn = 2S
PS,∗
n ≤ 2SFCFSn , (3.8)
where SPSn , SFCFSn are the response times of the nth arriving job in the G/G/1/PS and
G/G/1/FCFS queues respectively. We refer the interested reader to Section 2 and Section
3.1 in Brandt and Brandt [6] for the definition of SPS,∗n and detailed explanation.
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From equations (3.3) and (3.8), we have:
SPSn ≤ 2SFCFSn −Xn
= 2max
1≤k≤n
(
n∑
i=k
Xi −
n∑
i=k+1
Ti
)
−Xn.
Given T = (T1, T2, ...Tn) ∈ Ua, the worst-case value of SPSn among all X = (X1, X2, ...Xn) ∈
U s is:
Sˆ|XPSn (T) ≤ max
X∈Us
SPSn (X,T)
= max
X∈Us
(
2max
1≤k≤n
(
n∑
i=k
Xi −
n∑
i=k+1
Ti
)
−Xn
)
= max
X∈Us
(
max
1≤k≤n
(
2
n−1∑
i=k
Xi +Xn − 2
n∑
i=k+1
Ti
))
≤ max
1≤k≤n
(
max
X∈Us
(
2
n−1∑
i=k
Xi +Xn
)
− 2
n∑
i=k+1
Ti
)
= max
1≤k≤n
(
max
X∈Us
(
n−1∑
i=k
Xi +
n∑
i=k
Xi
)
− 2
n∑
i=k+1
Ti
)
by the definition of U s
= max
1≤k≤n
(
2n− 2k + 1
µ
+ Γs((n− k + 1)1/2 + (n− k)1/2)− 2
n∑
i=k+1
Ti
)
.
(3.9)
The worst-case value in equation (3.9) is actually achievable (see Appendix A.1 for the
details). Next, we bound the worst-case value among entire uncertainty sets for all T ∈ Ua
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and X ∈ U s as:
SˆPSn (T,X) =max
T∈Ua
Sˆ|XPSn (T)
=max
T∈Ua
(
max
1≤k≤n
(
2n− 2k + 1
µ
+ Γs((n− k + 1)1/2 + (n− k)1/2)
)
− 2
n∑
i=k+1
Ti
)
≤max
1≤k≤n
(
2n− 2k + 1
µ
+ Γs((n− k + 1)1/2 + (n− k)1/2)− 2min
T∈Ua
n∑
i=k+1
Ti
)
=max
1≤k≤n
(
2n− 2k + 1
µ
+ Γs((n− k + 1)1/2 + (n− k)1/2)− 2(n− k)
λ
+ 2Γa(n− k)1/2
)
=max
1≤k≤n
(
1
µ
+ 2(n− k)
(
1
µ
− 1
λ
)
+ Γs(n− k + 1)1/2 + (Γs + 2Γa)(n− k)1/2
)
=
1
µ
+ max
0≤l≤n−1
l∈Z
(
2
λ
(
λ
µ
− 1
)
l + Γs(l + 1)
1/2 + (Γs + 2Γa)l
1/2
)
≤ 1
µ
+ max
0≤x≤n−1
x∈R
(
Γs(x+ 1)
1/2 + (Γs + 2Γa)x
1/2 − 2(1− ρ)
λ
x
)
,
where ρ = λ
µ
is a traffic intensity (see the Appendix A.2 for the proof for achievability).
We drop the arrival index n and bound the last term above by:
1
µ
+ max
0≤x≤n−1
x∈R
(
Γs(x+ 1)
1/2 + (2Γa + Γs)x
1/2 − 2(1− ρ)
λ
x
)
≤ 1
µ
+ max
0≤x≤n−1
x∈R
(
Γs(x+ 1)
1/2 + (2Γa + Γs)(x+ 1)
1/2 − 2(1− ρ)
λ
(x+ 1− 1)
)
=
1
µ
+
2(1− ρ)
λ
+ max
1≤x≤n
x∈R
(
2(Γa + Γs)x
1/2 − 2(1− ρ)
λ
x
)
=
2− ρ
λ
+ 2max
1≤x≤n
x∈R
(
(Γa + Γs)x
1/2 − 1− ρ
λ
x
)
≤2− ρ
λ
+ 2
(Γa + Γs)
2λ
4(1− ρ) .
The last equation is a result of simple calculus for calculating maximum value of a function
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f(x) = a
√
x− bx. The upper bound of worst-case response time, therefore, is derived as:
SUB(Ua,U s) = (Γa + Γs)
2λ
2(1− ρ) +
2− ρ
λ
.
Using the results above, the SLA can be converted into a sufficient condition as:
P(S > δ) ≤ 
⇐⇒ P(S ≤ δ) ≥ 1− 
⇐= SUB(X,T) ≤ δ, where P(T ∈ Ua,X ∈ U s) = 1− 
⇐⇒ (Γa + Γs)
2λ
2(1− ρ) +
2− ρ
λ
≤ δ.
(3.10)
Whether or not the inequalities include equality is not a concern because the response time
is a continuous random variable, and its point probability measure is zero. Given an arrival
process, server speed scaling only affects workload-related parameters Γs, µ, or indirectly, ρ,
in the above inequality.
The actual arrival process for each server is constructed by thinning and superposition.
The external arrivals of each application are probabilistically splitted or thinned by routing
rules (thinning process). This thinned process generates a flow of application i to server
j, and a particular server receives an aggregate incoming request from the various applica-
tions (superpositioning process). Section 3.5 discusses the thinning process, and Section 3.6
explains the superposition process.
3.5 Thinning Process
First we inverstigate the thinned arrival process of application i coming into server j. Server
j can take the request of application i with probability pij. We let Tij denote the inter-arrival
time of application i to server j. Then, Tij can be expressed using the inter-arrival time of
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application i to the system, Ti as:
Tij =P(1st arrival in external arrival process taken by server j) · T 1i +
P(2nd arrival · · · ) · (T 1i + T 2i ) + P(3rdarrival · · · ) · (T 1i + T 2i + T 3i ) + · · ·
=pijT
1
i + pij(1− pij)(T 1i + T 2i ) + pij(1− pij)2(T 1i + T 2i + T 3i ) + · · ·
=T 1i (pij + pij(1− pij) + pij(1− pij)2 + · · · )+
T 2i (pij(1− pij) + pij(1− pij)2 + pij(1− pij)3 + · · · ) + · · ·
=T 1i + (1− pij)T 2i + (1− pij)2T 3i + · · ·
=
∞∑
n=1
T ni (1− pij)n−1.
From the fact that E|Ti| and E(Ti)2 are finite, we derive the mean and variance of Tij
using the dominated convergence theorem (DCT) and independence of T ni as:
ETij = E
[ ∞∑
n=1
T ni (1− pij)n−1
]
=
∞∑
n=1
E[T ni (1− pij)n−1] (by D.C.T.)
=
ETi
pij
V ar(Tij) = V ar
[ ∞∑
n=1
T ni (1− pij)n−1
]
=
∞∑
n=1
V ar(T ni (1− pij)n−1) (by Independence)
= V ar(Ti)
∞∑
n=1
(1− pij)2(n−1)
=
V ar(Ti)
pij(2− pij) .
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Table 3.1: Notations for Thinning Process
Symbol Description
λi Arrival rate of application i
σa,i Standard deviation of inter-arrival time of
application i
1/µi Average workload of application i
σs,i Standard deviation of workload of application i
Γs,i Variability parameter of workload
uncertainty set for arrival of application i
P = [pij] Routing probability matrix
ωi Instant demand rate of application i
γij Service level related constant of application i
into server j
λij Arrival rate of application i into server j
σa,ij Standard deviation of inter-arrival time of
application i into server j
Γa,ij Variability parameter of inter-arrival time
uncertainty set for arrival of application i
into server j
In other words, with the necessary notations defined in Table 3.1:
λij = λipij, σa,ij =
σa,i√
pij(2− pij)
.
The uncertainty set of the inter-arrival times of the thinned process is given by:
Uaij =
{
Tij
∣∣∣∑nl=k T lij − n−k+1λij
(n− k + 1)1/2 ≥ −Γa,ij, for 1 ≤ k ≤ n
}
,
with Γa,ij = γijσa,ij.
The uncertainty set of the workloads of the thinned process is identical to the uncertainty
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set of workloads of application i:
U sij = U si =
{
Xi
∣∣∣∑nl=kX li − n−k+1µi
(n− k + 1)1/2 ≤ Γs,i, for 1 ≤ k ≤ n
and
∑n−1
l=k X
l
i − n−kµi
(n− k)1/2 ≤ Γs,i, for 1 ≤ k ≤ n− 1
}
,
with Γs,i = γijσs,i.
3.6 Superposition Process
Next, we aggregate multiple thinned processes in order to generate a superpositioned process,
which is an actual arrival process to server j, and derive its uncertainty sets. We can
try to build up the uncertainty sets by finding the mean and variance of superpositioned
process, but this method only gives approximate values of them if the aggregating arrival
processes have heterogeneous inter-arrival time distributions. Therefore, we use the method
of Bandi et al. [4] to directly derive the result from the uncertainty sets of processes to be
superpositioned.
By Bandi et al. [4], the superpositioning of arrival processes, characterized by the uncer-
tainty sets with a common tail coefficient, results in a merged arrival process which is then
characterized by the new uncertainty set. In our model, the uncertainty sets – Uaijs and U sijs
for ∀i ∈ Aj, the set of applications installed in server j– share the same tail coefficient α = 2,
i.e. denominator in the left-hand side of the inequality in definition of uncertainty set is a
form of (n− k)1/α with α = 2 . Therefore, we can merge them into new uncertainty sets, U¯aj
and U¯ sj for the server-wise aggregated process. Necessary notations are defined in Table 3.2.
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U¯aj =
{
T¯j
∣∣∣∑nl=k T¯ lj − n−k+1λ¯j
(n− k + 1)1/2 ≥ −Γ¯a,j, for 1 ≤ k ≤ n
}
U¯ sj =
{
X¯j
∣∣∣∑nl=k X¯ lj − n−k+1µ¯j
(n− k + 1)1/2 ≤ Γ¯s,j, for 1 ≤ k ≤ n
and
∑n−1
l=k X¯
l
j − n−kµ¯j
(n− k)1/2 ≤ Γ¯s,j, for 1 ≤ k ≤ n− 1
}
.
(3.11)
For the set U¯aj , the actual arrival rate and variability parameter are derived as:
λ¯j =
∑
i∈Aj
λij =
∑
i∈Aj
λipij
Γ¯a,j =
1
λ¯j
(∑
i∈Aj
(λijΓa,ij)
2
)1/2
=
1
λ¯j
(∑
i∈Aj
(λipijγijσa,ij)
2
)1/2
=
1
λ¯j
(∑
i∈Aj
(
λipijγij
1√
pij(2− pij)
σa,i
)2)1/2
(by setting γij = γj for ∀i ∈ Aj)
=
1
λ¯j
(
γ2j
∑
i∈Aj
pij
(2− pij)(λiσa,i)
2
)1/2
=
γj∑
i∈Aj λipij
(∑
i∈Aj
pij
(2− pij)C
2
a,i
)1/2
,
(3.12)
where C2a,i is a squared coefficient of variation of the inter-arrival time of application i.
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Table 3.2: Notations for Superposition Process
Symbol Description
λ¯j Arrival rate for server j
Γ¯a,j Variability parameter of inter-arrival time
uncertainty set of arrival into server j
1/µ¯j Average workload for server j
Γ¯s,j Variability parameter of workload
uncertainty set of arrival into server j
σ¯s,j Standard deviation of workload into server j
ω¯j Instant demand rate into server j
γj Service level related constant into server j
For the set U¯ sj , the actual workload and variability parameter are given by:
1
µ¯j
=
∑
i∈Aj λij
1
µi∑
i∈Aj λij
=
∑
i∈Aj pij
λi
µi∑
i∈Aj pijλi
Γ¯s,j = γσ¯s,j
σ¯2s,j =
∑
i∈Aj λijσ
2
s,i∑
i∈Aj λij
+
∑
i∈Aj λij
(
1
µ¯j
− 1
µi
)2∑
i∈Aj λij
=
∑
i∈Aj λij
(
σ2s,i +
(
1
µ¯j
− 1
µi
)2)∑
i∈Aj λij
.
(3.13)
3.7 Server-wise Analysis
With the uncertainty sets of the actual arrival process into server j derived in equation
(3.11), the SLAs in the optimization model can now be expressed in terms of the server
speed scaling. As in equation (3.10), we have a following sufficient condition to satisfy the
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server j’s SLA:
P(Sj > δj) ≤ j
⇐= SUB(X¯j, T¯j) ≤ δ
where P(T¯j ∈ U¯aj , X¯j ∈ U¯ sj ) = 1− j
⇐⇒
λ¯j
(
Γ¯a,j +
Γ¯s,j
xj
)2
2
(
1− ω¯j
xj
) + 2− ω¯jxj
λ¯j
≤ δj.
(3.14)
In equation (3.14), we see that Γs and ρ are replaced by
Γ¯s,j
xj
and ω¯j
xj
because we consider
the scalable server speed instead of the unit speed at which unit workload is processed per
unit time. The concept of traffic intensity ρ changes to the instant demand rate coming
into server j divided by the server speed, and the variability parameter proportional to the
standard deviation changes accordingly. The actual instant demand rate into server j, ω¯j,
is derived in terms of the instant demand rate of application i, ωi. Note that there are no
changes to the parameters related to the inter-arrival times.
ω¯j =
∑
i∈Aj
ωipij, ωi =
λi
µi
.
The last inequality in equation (3.14) is equivalent to the following quadratic inequality of
server speed xj:
⇐⇒ (λ¯2j Γ¯2a,j + 4− 2λ¯jδj)x2j + 2(λ¯2j Γ¯a,jΓ¯s,j + ω¯jλ¯jδj
− 3ω¯j)xj + (λ¯2j Γ¯2s,j + 2ω¯2j ) ≤ 0.
(3.15)
With a proper threshold δj, the left-hand side is a concave function with a positive value
at xj = 0. This observation is consistent with the fact that the server speed should be fast
enough to satisfy the SLA. Under some extreme settings such as very small j and δj, the
inequality can be infeasible. (See Section 4.1 for detailed discussion on this phenomenon)
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Based on the derivation result above, we construct a new optimization model (M2) as:
(M2)
Min
∑
j∈S
Cj(xj)
s.t. 0 ≤ pij ≤ 1, ∀i ∈ A,∀j ∈ S (3.16)∑
j∈Si
pij = 1, ∀i ∈ A (3.17)
γj ≤ xj ≤ Γj, ∀j ∈ S. (3.18)
λ¯j =
∑
i∈Aj
λij =
∑
i∈Aj
λipij, ∀j ∈ S (3.19)
Γ¯a,j =
γ∑
i∈Aj λipij
(∑
i∈Aj
pij
(2− pij)C
2
a,i
)1/2
, ∀j ∈ S (3.20)
1
µ¯j
=
∑
i∈Aj pij
λi
µi∑
i∈Aj pijλi
, ∀j ∈ S (3.21)
Γ¯s,j = γσ¯s,j, ∀j ∈ S (3.22)
σ¯2s,j =
∑
i∈Aj λij
(
σ2s,i +
(
1
µ¯j
− 1
µi
)2)∑
i∈Aj λij
, ∀j ∈ S (3.23)
(λ¯2j Γ¯
2
a,j + 4− 2λ¯jδj)x2j + 2(λ¯2j Γ¯a,jΓ¯s,j + ω¯jλ¯jδj − 3ω¯j)xj − (λ¯2j Γ¯2s,j + 2ω¯2j ) ≤ 0, ∀j ∈ S.
(3.24)
Constraints (3.16) - (3.18) are the same as constraints (2.1) - (2.3) in optimization model
(M1). The rest of the constraints in model (M2) replace the probabilistic constraint (2.4) in
model (M1). Constraints (3.19) and (3.20) are identical to the result in equation (3.12) which
denotes the mean and variability parameter of the inter-arrival uncertainty set of server j,
Uaj . Constraint (3.21) - (3.23) are the results from equation (3.13), which denotes the mean
and variability parameter of the workload uncertainty set of server j, U sj . Constraint (3.24)
is the result from equation (3.15), which is a sufficient condition derived from the SLA.
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The feasible region of the decision variables has shrunk, and the domain of model (M2)
becomes a subset of that of model (M1). One may have concerns that the trade-off between
tractability obtained by the analytical form in (M2) and the tightness of the SLA constraint
can make the proposed static policy more conservative. In the following section, we show
that the proposed policy is not too conservative and successfully achieves energy efficiency.
4 Numerical Experiments
We now show numerical results applying the static policy derived through solving model
(M2) in Section 3. We choose the dynamic speed scaling and load balancing algorithm in
Ko and Cho [18] as a benchmark model. For the meaningful comparison, we conduct exper-
iments with similar settings in Ko and Cho [18]. Section 4.1 explains the simulation results
of the proposed static policy and the reference dynamic control. We compare the power
consumption and the violation probability (constraint (2.4)) by changing the parameters,
δ, and  related to the SLA. We disscuss the performances under different SLA settings
and draw some implications. Section 4.2 briefly discusses the scalability of obtaining the
proposed static policy according to the size of the system.
4.1 Comparison with Dynamic Control
We consider a system with 5 applications and 10 servers as in Ko and Cho [18]. For illustrative
prupose we use a small-size problem for comparison and discuss the scalability issue of
solving a large-size problem later in Section 4.2. The settings for the arrival processes of
each application and servers are listed in Tables 4.1 and 4.2 respectively. SCOV means the
squared coefficient of variance.
The arrival processes of the applications are independent renewal processes consisting
of inter-arrival times and workloads following general distributions. We assume the servers’
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Table 4.1: Arrival Process Setting
Application type (i) Inter-arrival time random variable Workload random variable Instant demand rate(ωi)
Distribution Mean(1/λi) SCOV Distribution Mean(1/µi) SCOV
1 Lognormal 0.25 2 Lognormal 5 1.5 20
2 Lognormal 0.5 1.5 Lognormal 10 2 20
3 Exponential 0.25 1 Lognormal 5 1 20
4 Lognormal 0.1 0.8 Lognormal 2 0.8 20
5 Lognormal 0.2 2 Lognormal 3 0.5 15
Table 4.2: Server Setting
Server (j) γj Γj Kj αj n δj j Aj
1 5 100 150 1/3 3 δ  1
2 7 102 250 0.2 3 δ  1
3 6 99 220 1 3 δ  1,2
4 5 105 150 2/3 3 δ  1,2,3
5 7 100 300 0.8 3 δ  2,3
6 8 102 350 0.4 3 δ  2,3
7 6 100 220 3/7 3 δ  3
8 7 105 350 0.5 3 δ  4,5
9 8 102 400 0.6 3 δ  4,5
10 10 105 700 4/9 3 δ  5
Power function : Cj(xj) = Kj + αjx
nj
j , SLA : P(Sj ≥ δj) ≤ j
power functions are cubic functions (Cj(xj) = Kj+αjx3j). Each server can have its own speed
ranges ([γj, Γj]), parameters of the power function (Kj and αj), and a set of applications
they can handle (Aj). For simplicity, we use the same δ = δj and  = j for ∀j ∈ S as
in Ko and Cho [18]; note that having different δj and j does not affect the computational
complexity.
Table 4.3 summarizes the experiment result under the setting of δ = 4 and  = 0.01,
or the SLA being P(Sj ≥ 4) ≤ 0.01 for ∀j ∈ S. The routing probability matrix and the
server speeds of the static policy are obtained by solving the optimization model (M2) with
a commercial optimization solver IpOpt (version 0.5.4). The average power consumption per
unit time of the static policy is about 19% larger than that of the dynamic algorithm, but is
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Table 4.3: Comparison Result for δ = 4,  = 0.01
Dynamic control Static control
Average power
35016.42 41684.41consumption
(per unit time)
Server j Exj P(Sj ≥ 4) Exj P(Sj ≥ 4)
1 19.668 0 10.473 0.00043
2 24.190 0.00002163 12.577 0.00024
3 15.228 0 10.902 0.00041
4 15.792 0 10.455 0.00107
5 15.271 0 11.362 0.00150
6 17.803 0.00005388 15.930 0.00078
7 15.328 0 6.154 0
8 18.156 0 15.665 0.00306
9 16.814 0 14.670 0.00452
10 17.595 0 13.666 0.00034
still maintained at a comparable level; recall that we improved energy efficiency through the
robust queueing approach. The dynamic algorithm shows violation probabilities far smaller
than the target value of  = 0.01, whereas the proposed static control shows violation
probabilities that are not too low.
Figure 4.1 illustrates parts of server speeds from the simulation result. The dashed (red)
and solid (green) lines denote the server speeds from the dynamic control and the static
control speeds, respectively, over time. Under the proposed static policy, servers run at the
static speed derived from the optimization model only when there are jobs left, and run at
the lowest possible speed γj, otherwise. That is when the server is idle. Thus, the static
control speed looks like a step-wise function. On the other hand, the dynamic control speed
looks continuous because it changes according to the remaining workload at the moment.
In summary, the server speed in the dynamic control continuously varies, whereas the
static control speed switches only between two values similar to a bang-bang type control.
Because of this, we observe a counterintuitive result in table 5; lower average server speed
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Figure 4.1: Server Speed Comparison for δ = 4,  = 0.01
Exj but higher average power consumption in the static policy. This phenomenon makes
sense mathematically if we consider the cubic form of the power function.
Figure 4.2: Average Power Consumption for δ = 5, 8, 11
We also investigate how the relative performance of the static policy changes as δ and
 vary. Figure 4.2 shows the simulation result with several different δ and  values. As the
target threshold, δ, increases, or the violation probability limit, , increases, the static policy
performed better compared to the dynamic control algorithm. In the case of δ = 11, the
static policy always outperforms the dynamic control for any  values. Further, as shown
in Figure 4.3, the SLA is satisfied without being too conservative, i.e. the orange lines (the
violation probabilities of the static policy) fall below the target value  (the dotted green
lines) but not to close to 0. With the weaker SLAs (large δ or  values), the proposed
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static policy is more promising. Mathematically, it is related to the usage of heavy-traffic
approximation that the dynamic control algorithm use for the SLA. Weaker SLAs means
that servers do not have to run fast, which implies low traffic intensity. As the name implies,
the heavy-traffic approximation requires that the traffic intensity should be close to 1. So,
the heavy-traffic approximation is not accurate, and the performance degrades accordingly.
Figure 4.3: Violation Probability for δ = 8
The proposed static policy approach is similarly limited; under extreme conditions for
the SLA, its energy efficiency performance degrades and it may be impossible to apply our
method under some stringent SLAs. Note that a server speed of the static policy is obtained
by solving the optimization model (M2) and this optimization problem may be infeasible
under stringent conditions. We leave the rigorous mathematical identification of the exact
conditions as a future research agenda. Instead, we explain it based on the numerical results.
We found that the optimal solution for model (M2) can be obtained for δ = 10 even if  gets
as small as 10−5. Thus,  seems to have no restrictions. But, for the small threshold value
of δ, e.g. δ = 1, model (M2) has no solution, even with large  values such as  = 0.1. This
infeasibility occurs due to constraint (3.24) in model (M2) which is the equivalent condition
28
of the last inequality in equation (3.14). By Arithmetic Mean-Geometric Mean inequality,
the left-hand side of the last inequality in equation (3.14) has a lower bound as:
λ¯j
(
Γ¯a,j +
Γ¯s,j
xj
)2
2
(
1− ω¯j
xj
) + 2− ω¯jxj
λ¯j
=
λ¯j
(
Γ¯a,j +
Γ¯s,j
xj
)2
2
(
1− ω¯j
xj
) + 2
(
1− ω¯j
xj
)
λ¯j
+
ω¯j
λ¯jxj
≥2
√√√√√√ λ¯j
(
Γ¯a,j +
Γ¯s,j
xj
)2
2
(
1− ω¯j
xj
) 2
(
1− ω¯j
xj
)
λ¯j
+
ω¯j
µ¯jxj
=2(Γ¯a,j +
Γ¯s,j
xj
) +
ω¯j
µ¯jxj
.
(4.1)
The last line in equation (4.1) is a decreasing function of xj and converges to 2Γ¯a,j, twice
the variability parameter of the aggregated arrival process, as the server j’s speed goes to
infinity. We interpret that the variance from the inter-arrival time still survives even after
boosting the server speed to eliminate the variance of workload. Since Γ¯a,j is determined by
the routing probability matrix P = [p]ij, for model (M2) to be feasible, there should exist
a P where 2Γ¯a,j ≤ δj = δ should hold for ∀j ∈ S. In other words, the following inequality
must hold.
min
∀P=[p]ij
max
∀j∈S
2Γ¯a,j ≤ δ. (4.2)
The analytical expression for the left-hand side in equation (4.2) is not tractable, so we
obtain its empirical value by solving a min-max problem with a commercial optimization
solver (IpOpt). With  = 0.1, min
∀P=[p]ij
max
∀j∈S
2Γ¯a,j has a value of 1.4603. Theoretically, δ = 1
is not achievable value, and the static policy cannot be obtained in such a case. Numerical
experiments find that this phenomenon is relevant to the ratio, # of servers# of application types . The lower
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δ values become achievable as the ratio grows. We conjecture that the higher ratio leads
to the aggregation of more applications into a certain server, and the variance of actual
arrival process decreases. Consequently, 2Γ¯a,j also decreases and the tighter SLA with small
δ becomes feasible.
4.2 Discussion on Scalability
Since the dynamic algorithm in Ko and Cho [18] is designed as a distributed algorithm, it
requires only real-time monitoring of servers and communications between the servers and
the router without worrying about the scalability. The proposed static policy, however,
requires solving the optimization problem (M2). We need to justify that it can be applied
even when the size of the system becomes large. We measure the computation time to
obtain the static policy by solving the optimization problem (M2) with different numbers of
applications and servers, while maintaining the ratio # of servers# of application types = 10. We randomly
select the parameters related to the arrival processes and servers, similar to the settings in
Section 4.1. Figure 4.4 shows the computation time according to the number of servers.
We run experiments on a PC equipped with Intel i7-6700 CPU & 16.0GB RAM with Ipopt
Solver (v 0.5.4).
Figure 4.4: Computation Times under Different System Scale
We successfully obtain the optimal solution of the optimization problem and the corre-
sponding static policy in all cases. Note that as the scale grows, the process takes longer. It
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may not be a problem, however, because the proposed static policy, by its nature, does not
need to be updated frequently, and once it is set, we can use it for a long period of time.
Further, we obtain the optimal solution for 10,000 servers in an hour (3,600 seconds).
5 Conclusion
In this paper we proposed a methodology to derive an energy-efficient static policy while
maintaining a satisfactory level of service. We considered the SLAs restricting the tail
probability of the response time in the mathematical model. The proposed approach based
on the robust queueing theory, uses an uncertainty set to define the domain of stochastic
primitives: inter-arrival times and workloads. We modeled each server as aG/G/1/PS queue
and derived an upper bound for the response time. We translated the SLA that was initially
a probabilistic statement into a tractable quadratic inequality. We solved the reformulated
optimization model and obtained the static policy consisting of the routing probabilities and
servers’ speed.
The results of numerical experiments show that the proposed policy performed with
similar energy efficiency to the dynamic algorithm of Ko and Cho [18]. Under weak SLAs with
a generous response time threshold and violation probability, the static policy outperformed
the dynamic algorithm in terms of energy consumption while satisfying the SLA. Moreover,
the proposed static policy is also practically scalable to large systems.
Future research could consider a new design for uncertainty sets in different disciplines
(e.g. last come first served, shortest remaining time first, etc.). Subsequently, the analysis
procedure for various performance measures could also be devised. The static control policy
proposed in this paper could be extended to consider time-varying arrival processes. A dy-
namic control algorithm based on robust queueing theory that utilizes real-time information
in constructing uncertainty sets could also be investigated.
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A Proofs
A.1 Achievability of Sˆ|XPSn (T)
As described in equation (3.9), the worst-case value of SPSn among all X given T is achievable
if there exists X∗ = (X∗1 , X∗2 , ...X∗n) satisfying:
n−1∑
i=k
X∗i +
n∑
i=k
X∗i = max
X∈Us
(
n−1∑
i=k
Xi +
n∑
i=k
Xi
)
=
2n− 2k + 1
µ
+ Γs((n− k + 1)1/2 + (n− k)1/2),
for ∀k, 1 ≤ k ≤ n .
All we have to show is that this maximizer actually exists. By substituting the results of
the above equation for consecutive k, we can obtain:
X∗i =
1
µ
+
Γs
2
((n− i+ 1)1/2 − (n− i− 1)1/2),
for ∀i, 1 ≤ i ≤ n− 2.
Again, by substituting the maximizer obtained above, we obtain:
X∗n−1 =
1
µ
+
Γs
2
(11/2 + 21/2 + (n− 1)1/2 − n1/2)
X∗n =
1
µ
+ Γs(n
1/2 − (n− 1)1/2).
The existence of these maximizers hence ensures that the worst-case value in equation (3.9)
is achievable.
A.2 Achievability of SˆPSn (T,X)
Similar to A.1, the worst-case value of SPSn among all X and T is achievable if there exists
T∗ = (T ∗1 , T
∗
2 , ...T
∗
n) satisfying:
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n∑
i=k+1
T ∗i = min
T∈Ua
(
n∑
i=k+1
Ti
)
=
n− k
λ
− Γa(n− k)1/2,
for ∀k, 1 ≤ k ≤ n− 1.
All we have to show is that this maximizer actually exists. By substituting the results of
the above equation for consecutive k, we obtain:
T ∗i =
1
λ
− Γa((n− i+ 1)1/2 − (n− i)1/2),
for ∀i, 2 ≤ i ≤ n. The existence of these maximizers hence ensures that the worst-case value
is achievable. Note that T ∗i could be any value, which implies that the time until first arrival
occurs has no influence on sojourn times.
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