We construct new resolvable decompositions of complete multigraphs and complete equipartite multigraphs into cycles of variable lengths (and a perfect matching if the vertex degrees are odd). We develop two techniques: layering, which allows us to obtain 2-factorizations of complete multigraphs from existing 2-factorizations of complete graphs, and detachment, which allows us to construct resolvable cycle decompositions of complete equipartite multigraphs from existing resolvable cycle decompositions of complete multigraphs. These techniques are applied to obtain new 2-factorizations of a specified type for both complete multigraphs and complete equipartite multigraphs, with the emphasis on new solutions to the Oberwolfach Problem and the HamiltonWaterloo Problem. In addition, we show existence of some α-resolvable cycle decompositions.
Introduction
The graphs in this paper will be finite and undirected, often with parallel edges. Of particular interest are complete multigraphs and complete equipartite multigraphs; λK n and λK n×m will denote the complete λ-fold graph with n vertices and the complete λ-fold n-partite graph with m vertices in each part, respectively.
A set {G 1 , . . . , G t } of subgraphs of a graph G is called a decomposition of G if E(G) partitions into E(G 1 ), . . . , E(G t ); if this is the case, we write G = G 1 ⊕ . . . ⊕ G t . A cycle decomposition of G is a decomposition of G into cycles, or into cycles and a single 1-factor in case every vertex in G is of odd degree. A cycle decomposition consisting of k cycles of lengths c 1 , . . . , c k , respectively, is also called a (c 1 , . . . , c k )-cycle decomposition. A cycle decomposition of G is said to be resolvable if the set of cycles can be partitioned into subsets called parallel classes so that every vertex of G lies in exactly one cycle of each parallel class. A resolvable cycle decomposition can be viewed as a 2-factorization, that is, decomposition into 2-factors (spanning 2-regular subgraphs), or into 2-factors and a single 1-factor. This view is more convenient when we wish to specify not only cycle lengths, but also the types (isomorphism classes) of the 2-factors.
In 1980, Alspach [2] asked whether the obvious necessary conditions for K n to admit a (c 1 , . . . , c k )-cycle decomposition are also sufficient. In a recent breakthrough, this question was answered in the affirmative by Bryant et al [11] . More recently still, Bryant et al [10] extended this result to complete multigraphs, thus determining necessary and sufficient conditions for λK n to admit a (c 1 , . . . , c k )-cycle decomposition.
In contrast to general cycle decompositions, the problem of resolvable cycle decompositions of complete (multi)graphs is far from being completely solved. The focus in the literature is on 2-factorizations, where the types of the 2-factors, not merely cycle lengths, are specified. Thus, numerous particular 2-factorizations of complete graphs are known to exist or not exist [7] . By far the greatest number of results are known on two special cases, the Oberwolfach Problem, where each 2-factor is of the same type, and the Hamilton-Waterloo Problem, where each 2-factor is of one of two possible types. The most prominent results to these two problems will be summarized in later sections, where needed.
In an earlier paper [6] , the authors of the present paper developed a technique for constructing a (c 1 m, . . . , c k m)-cycle decomposition of λK n×m from a (c 1 , . . . , c k )-cycle decomposition of λmK n . This method, detachment, was applied to the decompositions guaranteed by [10] , resulting in many new cycle decompositions of complete equipartite multigraphs. In the present paper, we seek to extend our earlier work to the resolvable case. To our knowledge, only one earlier paper [23] used detachment to construct resolvable cycle decompositions.
In addition to detachment, which allows us to construct resolvable cycle decompositions of complete equipartite multigraphs from existing resolvable cycle decompositions of complete multigraphs, we develop second technique, layering, which allows us to obtain 2-factorizations of complete multigraphs from existing 2-factorizations of complete (multi)graphs. The combination of these two techniques provides a general framework that can be applied to a wide variety of problems on resolvable cycle decomposition. We use it to construct new resolvable decompositions of complete multigraphs and complete equipartite multigraphs into cycles of variable lengths, with the emphasis on new solutions to the Oberwolfach and HamiltonWaterloo Problems.
This paper is organized as follows. In Section 2, we introduce the required terminology, and in Section 3, the detachment technique is discussed. This is followed by an immediate application to α-resolvability (a generalization of resolvability), which yields the only known results on α-resolvable cycle decompositions of complete equipartite multigraphs to date. The layering technique is developed in Section 5, and new results on the Oberwolfach Problem for complete equipartite multigraphs with cycles of variable lengths follow in Section 6. No results on the Hamilton-Waterloo Problem for λK n with λ ≥ 2 have been known to date; in Section 7, the layering technique is further developed specifically for this problem, resulting in numerous solutions. In Section 8, applying detachment to these solutions, we generate related solutions to the Hamilton-Waterloo Problem for complete equipartite multigraphs. The layering technique is at its most powerful when used on bipartite 2-factorizations. In Section 9, building upon the results from [8] , we obtain the following results for bipartite 2-factors in complete multigraphs: a complete solution to the Oberwolfach Problem, as well as an almost complete solution to the Hamilton-Waterloo Problem. Again, detachment is applied in the following section to obtain related results for complete equipartite multigraphs. Finally, new results on 2-factorizations of specified types for complete multigraphs of small even order, as well as complete equipartite multigraphs with a small, even number of parts, are presented in Section 11. We conclude the paper with a brief mention of cycle frames.
Terminology
The multiset M consisting of mult M (x) copies of each element x of a given set S will be denoted by [x mult M (x) : x ∈ S]. The set supp(M) = {x ∈ M : mult M (x) ≥ 1} is called the support of M. The union of multisets M 1 and M 2 is the multiset For an integer n and a multiset M we define nM = [nx :
If G is a graph, then λG we denote the λ-fold graph G, obtained by replacing each edge of G with λ parallel edges.
An r-factor of G is a spanning r-regular subgraph of G, and an almost r-factor (sometimes called a near r-factor) of G is an r-factor of G − v for some vertex v in G. An (almost) rfactorization of G is a decomposition of G into (almost) r-factors. Additionally, when G is regular of odd degree, we define a 2-factorization of G as a decomposition of G into 2-factors and a single 1-factor. A holey r-factor of λK n×m is an r-factor of λK n×m − W for some part W of λK n×m , and a holey r-factorization of λK n×m is a decomposition of λK n×m into holey r-factors.
A 2-regular graph is said to be of 
such that each subgraph C∈D j C is a 2α j -factor of G; that is, every vertex of G lies in exactly α j cycles in D j , for all j ∈ {1, . . . , ℓ}. Note that, necessarily, C∈D j |E(C)| = α j n for all j ∈ {1, . . . , ℓ}, and G is regular of degree ℓ j=1 2α j or ℓ j=1 2α j + 1. An [α, . . . , α]-resolvable cycle decomposition is called simply α-resolvable, and a 1-resolvable cycle decomposition is also called resolvable. Observe that a resolvable cycle decomposition is equivalent to a 2-factorization, and its parallel classes correspond to the 2-factors.
Detachment
The following result of [6] will be needed in the development of our first technique, detachment. Here, mult G (u, v) denotes the multiplicity of an edge uv in a graph G, and for a given edge colouring of G, the symbol G(i) will denote the spanning subgraph of G containing all edges of colour i. 
is odd) such that for each each colour i ∈ {1, . . . , k}:
mn edges; and
Now, we are ready to prove the following. 
Proof. As in the proof of Theorem 3.1 [6, Theorem 1.4], we first construct a graph G n = (V, E) of order n and a function g n : V → Z + satisfying Properties (P1)-(P3) as follows:
G n ∼ = λm 2 K n and g n (v) = m for all v ∈ V . Next, we take the (c 1 , . . . , c k )-cycle decomposition D of λmK n . Replacing each edge in this decomposition by m parallel edges we obtain a decomposition of G n into m-fold cycles of lengths c 1 , . . . , c k , plus an m-fold 1-factor if λm(n − 1) is odd. For i = 1, . . . , k, let the i-th colour class G n (i) be the m-fold cycle of length c i in this decomposition, together with the remaining n − c i isolated vertices. If λm(n − 1) is odd, let G n (k + 1) be the m-fold 1-factor. Property (P4) of Theorem 3.1 then holds for G n and g n with this edge colouring as well.
In the proof of Theorem 3.1 [6, Theorem 1.4], for ℓ = n, . . . , mn − 1, a graph G ℓ+1 is obtained from G ℓ by choosing a vertex α with g ℓ (α) > 1, adjoining a new vertex β, and replacing certain edges αu (for some u ∈ V ) with edges βu. Note that β is placed in the same part of G ℓ+1 as α, so that all vertices in a part are offspring of the same vertex in G n . In addition, the k-edge-colouring or (k + 1)-edge-colouring of G ℓ+1 is inherited from the edge-colouring of G ℓ , and a suitable function g ℓ+1 is defined so that Properties (P1)-(P4) hold for G ℓ+1 and g ℓ+1 . A careful examination of the proof shows that Property (P4b) can be strengthened as follows:
For ℓ = mn, Theorem 3.1 then gives existence of an n-partite graph G mn = (V, E) of order mn and a function g mn : V → Z + that satisfy Properties (P1)-(P4), including (P4b') and (P4b"). As in [6, Theorem 1.4] , it can be shown that G mn ∼ = λK n×m and g mn (v) = 1 for all v ∈ V . In case λm(n − 1) is odd, colour class G mn (k + 1) is clearly a 1-factor of λK n×m , while in both cases, the unique non-trivial connected component of each colour class G mn (i) for i ∈ {1, . . . , k} is a 2-regular graph with c i m edges, and hence a c i m-cycle; call it C 
Take any j ∈ Z n and any u ∈ V j . By Property (P4b), deg Gmn(i) (u) ∈ {0, 2}, and by (P4b') and (P4b"), deg Gmn(i) (u) = 0 if and only if deg Gn(i) (j) = 0. Hence for all i ∈ {1, . . . , k}, either The following corollary will be among the most referred-to results of our paper. It describes how detachment applied to specific types of cycle decompositions of λmK n results in specific types of cycle decompositions of λK n×m . Proof. As in Theorem 3.2, let V (λmK n ) = Z n and V (λK n×m ) = ∪ i∈Zn V i , where V 0 , V 1 , . . . , V n−1 are the parts of λK n×m , each of size m. Theorem 3.2 then shows that V (C
(ii) Assume D is [α 1 , . . . , α ℓ ]-resolvable. Denote K = {1, . . . , k}, and let P = {P 1 , . . . , P ℓ } be a partition of K such that for all s ∈ {1, . . . , ℓ}, we have that i∈Ps C i is a 2α sfactor of λmK n . Fix s ∈ {1, . . . , ℓ} and let H s = i∈Ps C ′ i . It suffices to show that H s is a 2α s -factor of λK n×m . Take any j ∈ Z n and any u ∈ V j . By the assumption, vertex j has degree 2α s in i∈Ps C i , that is, it lies in α s cycles in {C i : i ∈ P s }. By Theorem 3.2, for any i, we have that 
. By the proof of (ii), F ′ s is a 2-factor of λK n×m , and by the proof of (i), for each i ∈ P s , C (iv) Let {F 1 , . . . , F ℓ } be an almost 2-factorization corresponding to D. Take any s ∈ {1, . . . , ℓ}, and let P s ⊂ K be such that F s = ∪ i∈Ps C i . Moreover, let j ∈ Z n be 7 such that F s is a 2-factor of λmK n − j. 
α-resolvable Cycle Decompositions
Before we move on to our second main technique, layering, we shall present an immediate application of detachment to obtain new α-resolvable cycle decompositions.
Recall that a cycle decomposition of G is α-resolvable if the set of cycles can be partitioned into parallel classes so that every vertex of G lies in exactly α cycles of each parallel class. Very little is known about existence of α-resolvable cycle decompositions (of any graph!) for α ≥ 2. Corollory 3.3(ii) yields the following general result. To exhibit the usefulness of Theorem 4.1, we present two applications. Corollary 4.2 Let α, λ, m, n be such that 3|αn, 2α|λm(n − 1), and 4|λm if (n, α) = (6, 1). Then λK n×m admits an α-resolvable 3m-cycle decomposition.
Proof. In [25] , it is shown that λK n with λ(n − 1) even admits an α-resolvable 3-cycle decomposition if and only if 3|αn, 2α|λ(n − 1), and 4|λ if (n, α) = (6, 1). Hence, with our assumption, λmK n admits an α-resolvable 3-cycle decomposition, and the results follows from Theorem 4.1. Proof. By [29] , for each α ≥ 1, the obvious necessary conditions for the existence of an α-resolvable 4-cycle decomposition of λK n with λ(n − 1) even -namely, 4|αn and 2α|λ(n − 1) -are also sufficient. Our assumption then yields existence of an α-resolvable 4-cycle decomposition of λmK n , and applying Theorem 4.1 completes the proof.
Layering
Observe that if G is a regular graph of even degree, then we can easily obtain a 2-factorization of µG by taking µ copies of a 2-factorization of G; we state this obvious fact more precisely in Lemma 5.1 below. When G is of odd degree, this approach does not work because of the additional 1-factor; however, for some graphs G, the additional 1-factors in the µ layers of G can be chosen to accommodate any bipartite 2-factor types. We shall refer to this technique as layering, and explain it more precisely for the complete multigraph in Theorem 5.3, and for the complete equipartite multigraph in Corollary 5.4 and Theorem 5.5.
The two basic ingredients of layering are described in the next two (rather obvious) lemmas.
Lemma 5.2 Let G be the graph K n for n even, or else K n,n for any n. Let T be any admissible bipartite 2-factor type for 2G. Then 2G admits edge-disjoint 1-factors I and I
Proof. Clearly, 2G admits a 2-factor F of type T . Since every cycle of F is of even length, F = I ⊕ I ′ for some edge-disjoint 1-factors I and I ′ .
Theorem 5.3 For
is odd}, and let µ be a positive integer. Then µK n admits a 2-factorization of type
and all admissible bipartite 2-factor types
⌋ is the number of bipartite 2-factors that we can fill in as desired. Hence take any admissible bipartite 2-factor types
be the x i copies of µ i K n on the same vertex set, and let F
, respectively, be their 2-factorizations of type
we can relabel the 1-factors so that
⌋, we can relabel the vertices in the graph G (j) i corresponding to the 1-factor I 2k so that
where
and
Next, we describe how to construct 2-factorizations of the complete equipartite multigraph from 2-factorizations of complete multigraphs by combining layering with detachment. Different results are obtained depending on whether layering (Corollary 5.4) or detachment (Theorem 5.5) is applied first. In the second case, additional 2-factor types with cycles of lengths not a multiple of m can be obtained when n is even and m is odd.
Corollary 5.4 For
is odd}, and let λ and m be positive integers. Then λK n×m admits a 2-factorization of type
and all admissible bipartite 2-factor types
Proof. Using Theorem 5.3, we first obtain a 2-factorization of λmK n of type
Corollary 3.3 then yields a 2-factorization of λK n×m of type
Theorem 5.5 Let n be even, and for i = 1, . . . , ℓ, assume µ i mK n admits a 2-factorization of type
is odd}, and let λ be a positive integer. Then λK n×m admits a 2-factorization of type
, and all admissible bipartite 2-factor types 
By Corollary 3.3, for each i ∈ {1, . . . , ℓ}, the graph µ i K n×m admits a 2-factorization of type [mT i,1 , . . . , mT i,k i ]. For each i ∈ {1, . . . , ℓ}, take x i copies of µ i K n×m and denote them by G
. We shall assume that each of these graphs has the same vertex set
Observe that i ∈ O if and only if the graphs G i , for all j, are of odd degree. For each i ∈ O and j ∈ {1, . . . ,
Since i∈O x i = β, we can relabel these 1-factors as
and the corresponding graphs as
so that each I s , for s = 1, . . . , β, is a 1-factor in G s . From the proof of Theorem 3.2 it can be gleaned that each I s = ∪ n 2 k=1 I s,k , where (after an appropriate relabeling of the parts) each
, which is isomorphic to K m,m . Observe that the graphs K m,m −Ĩ are pairwise isomorphic for all 1-factorsĨ of K m,m . This will allow us to arbitrarily relabel the vertices in each part V i , for each graph G s .
Fix any s ∈ {1, . . . , ⌊ β 2 ⌋} and k ∈ {1, . . . ,
}. In G 2s , relabel the vertices in part V 2k so that I 2s−1,k ⊕ I 2s,k is a 2-factor of type T s,k in the graph ( 
Observe that either H (if β is even) or H − I β (if β is odd) decomposes as H 1 ⊕ H 2 , where
It follows that, as claimed,
6 The Oberwolfach Problem for complete equipartite multigraphs For a uniform 2-factor type T ′ , OP (λK n×m ; T ′ ) has been completely solved [28] , so Theorem 6.1 yields no new results when T is uniform, however, it leads to simpler proofs of existing results. A large number of specific cases of the Oberwolfach Problem with non-uniform factors are known to have solutions (see [7] ), however, we shall limit our application of Theorem 6.1 to three of the most comprehensive results. The case of a bipartite 2-factor type is postponed to Section 9.
In our first example, we consider the case where the number parts in λK n×m is small.
Corollary 6.2 Let n be odd, n ≤ 40, and let T be an admissible 2-factor type for
Proof. Papers [19, 18, 1, 17] jointly prove that OP (K n ; T ) has a solution whenever n ≤ 40 and T ∈ {[3 2 ], [3 4 ], [4, 5] , [3 2 , 5]}. With our assumptions, Lemma 5.1 implies that OP (λmK n ; T ) has a solution, and hence OP (λK n×m ; mT ) has a solution by Theorem 6.1.
In our second example, we consider 2-factors consisting of two cycles. Proof. In [31] it is shown that for r, s ≥ 3 and n = r + s, OP (λK n ; r, s) has a solution except for OP (λK 6 ; 3, 3) with λ ≡ 0 (mod 4), and OP (K 9 ; 4, 5), none of which has a solution. Hence, with our assumptions, OP (λmK n ; r, s) has a solution, and hence OP (λK n×m ; rm, sm) has a solution by Theorem 6.1.
Our last example is perhaps the most interesting of the three.
Corollary 6.4 Let λ and m be positive integers. There are infinitely many primes n such that OP (λK n×m ; mT ) has a solution for any admissible 2-factor type T of K n .
Proof. By [12] , there are infinitely many primes n such that OP (K n ; T ) has a solution for all admissible 2-factor types T . By Lemma 5.1, the same statement holds for λmK n , and hence the results follows by Theorem 6.1.
The Hamilton-Waterloo Problem for complete multigraphs
The Hamilton-Waterloo Problem HW P (G; T 1 , T 2 ; α 1 , α 2 ) for the r-regular graph G, 2-factor types T 1 and T 2 , and non-negative integers α 1 and α 2 such that
⌋ asks whether G admits a 2-factorization of type [T
]. Note that HW P (G; T 1 , T 2 ; ⌊ r 2 ⌋, 0) is simply OP (G; T 1 ).
To our knowledge, no results on the Hamilton-Waterloo Problem for λK n with λ ≥ 2 are known to date. In this section, we utilize our layering technique to construct solutions to the Hamilton-Waterloo Problem for complete multigraphs from known solutions to the Hamilton-Waterloo Problem for complete graphs. We shall begin with a general result, and follow with concrete applications.
is odd}, and let λ be a positive integer. Take any (x 1 , . . . ,
(ii) IfT 1 is bipartite, then HW P (λK n ;T 1 ,T 2 ; 
(ii) AssumeT 1 is bipartite, and letᾱ,γ be nonnegative integers satisfying (a) and (b). Now we use Theorem 5.3 with [T 1 , . . . , T ⌊
In both cases, the result follows immediately.
In practice, the following corollary of Theorem 7.1 will be more convenient to use for n odd.
Corollary 7.2 Let T 1 and T 2 be admissible 2-factor types for K n with n odd, and let λ ≥ 2.
), and HW P (K n ; T 1 , T 2 ; α,
).
(ii) If HW P (K n ; T 1 , T 2 ; α,
− α) has a solution for all α ∈ {0, . . . ,
Proof.
(i) Take any α ′ ∈ {0, . . . , λ
). We apply Theorem 7.1(i) with all µ i = 1. Since n is odd, we have O = ∅ and β = 0. It suffices to find nonnegative integers α 1 , . . . , α ℓ and
− α i ) has a solution for all i.
Write α ′ = q n−1 2 + α so that 0 ≤ q ≤ λ. If q = λ, then α = 0, and we let ℓ = 1,
Hence we may assume q < λ. In this case, we let ℓ = 3,
−α) all have solutions, the result follows from Theorem 7.1(i).
(ii) This follows immediately from (i).
Since a complete solution to the Hamilton-Waterloo Problem for λK n with λ ≥ 2 and both 2-factor types bipartite will be given in Section 9, we shall limit the analogue of the above corollary for n even to the case when exactly one of the 2-factor types is bipartite. Corollary 7.3 Let T 1 and T 2 be admissible 2-factor types for K n with n even, where T 1 is bipartite and T 2 is not. Let λ ≥ 2.
⌋}.
). We apply Theorem 7.1(ii) with all µ i = 1. Since n is even, we'll have O = {1, . . . , ℓ} and β = λ, and since T 2 is not bipartite, we'll haveᾱ = ⌊ λ 2 ⌋ andγ = 0. It suffices to find non-negative integers α 1 , . . . , α ℓ and x 1 , . . . ,
+α. Observe that, since ⌊λ
, we have 0 ≤ q ≤ λ. Moreover, if q = λ, then α = 0. In this case, we let ℓ = 1,
Hence we may assume q < λ. Now let ℓ = 3,
, α 2 = α, α 3 = 0, x 1 = q, x 2 = 1, and x 3 = λ − q − 1.
Many solutions to the Hamilton-Waterloo Problem for K n are known for very specific uniform 2-factor types (see [7] ), hence we shall limit the application of our techniques to some of the most comprehensive results.
For odd n ≤ 17 it has been shown [1, 7] that HW P (K n ; T 1 , T 2 ; α, γ) has a solution for all admissible 2-factor types T 1 and T 2 , and all non-negative integers α and γ satisfying α + γ = n−1 2 except in the following cases, which are known to have no solution: 
except possibly in the following cases:
Proof. Let n ≤ 17 be an odd integer, T 1 and T 2 admissible 2-factor types for K n , and
, 0) and HW P (K n ; T 1 , T 2 ; 0,
) both have solutions. If n, T 1 , T 2 , and α do not fall into Case (C7) or (C15) above, then HW P (K n ; T 1 , T 2 ; α, n−1 2 − α) has a solution, and hence HW P (λK n ; T 1 , T 2 ; α ′ , λ
has a solution by Corollary 8.2(i). It remains to examine Cases (C7) and (C15). As in the proof of Corollary 8.2(i), it suffices to find non-negative integers α 1 , . . . , α ℓ and
, and α = 2. If α ′ = 3λ − 1, we may write α ′ = 3q + 2 = q · 3 + 2 · 1 and take α 1 = 3, α 2 = 1, α 3 = 0, x 1 = q, x 2 = 2, x 3 = λ − (q + 2).
(C15) Assume n = 15, [7, 8] }, and α = 6. If α ′ = 7λ − 1, we may write α ′ = 7q + 6 = q · 7 + 2 · 3 and take α 1 = 7, α 2 = 3,
), and HW P (K n ; T 1 , T 2 ; α, If α ′ ≤ 4λ, we write α ′ = λ i=1 α i with 0 ≤ α i ≤ 4 for all i. We then let ℓ = λ and
For even n ≤ 10 it has been shown [1, 7] that HW P (K n ; T 1 , T 2 ; α, γ) has a solution for all admissible 2-factor types T 1 and T 2 , and all non-negative integers α and γ satisfying α + γ = n−2 2 except in the following cases, which are known to have no solution:
Our layering technique, however, applies only to cases where at least one of the 2-factor types is bipartite, and since the case with two bipartite 2-factor types will be fully solved in Corollary 9.7, we shall limit the next result to the case with a single bipartite 2-factor type. 
Proof. Let n ≤ 10 be an even integer, T 1 and T 2 admissible 2-factor types for K n with T 1 bipartite and T 2 not, and
. Case 1: n = 6. Then HW P (K n ; T 1 , T 2 ; n−2 2
, 0) and HW P (K n ; T 1 , T 2 ; 0, n−2 2 ) both have solutions. If n, T 1 , T 2 , and α do not fall into Case (C8) above, then HW P (K n ; T 1 , T 2 ; α, n−2 2 − α) has a solution, and hence HW P (λK n ; T 1 , T 2 ; α ′ , ⌊λ ⌋ = 2q + α for 0 ≤ q ≤ λ and α ∈ {0, 1}. As in the proof of Corollary 7.3, it suffices to find non-negative integers α 1 , . . . , α ℓ and
Observe that the same results are obtained from Corollary 11.1 for y = 0 and only two 2-factor types, of which exactly one is bipartite.
Combining results on the Oberwolfach Problem for uniform 2-factors [4] with Theorem 7.1 in [16] , we can see that for odd integers n, s, t such that 3 ≤ s ≤ t, s and t divide n, and n = }. Our layering technique yields the following corollary.
Corollary 7.6 Let λ ≥ 2, and let n ≥ 11 be odd. Furthermore, let s and t be odd integers such that 3 ≤ s ≤ t, s and t divide n, and n = st gcd(s,t)
. Then HW P (λK n ; [
has a solution for all non-negative integers α ′ and γ
Proof. Take any integer α
− 1}. It suffices to find non-negative integers α 1 , . . . , α ℓ and
. If q = λ, then α = 0. In this case, let ℓ = 1, α 1 = n−1 2 , x 1 = q. Hence we may assume q < λ.
+ 3, and let ℓ = 4,
+3, and let ℓ = 4,
+ 2, and let ℓ = 4, ⌋} provided that 3 ≤ s < t, s|t, t|n, s is odd, t ∈ {2s, 6s}, n ∈ {t, 2t, 4t}, (s, n) = (3, 6t), α = 0 if (s, n) ∈ {(3, 6), (3, 12)}, α = 1, and α = 2 if t ≡ s (mod 4s). Our layering techniques yields the following corollary for t even. Keep in mind that by [3, 4, 24] , OP (K n ; [m * ]) has a solution if and only if m|n and (m, n) ∈ {(3, 6), (3, 12)}.
Corollary 7.7 Let λ ≥ 2, and let n, s, t, and α ′ be non-negative integers such that
s|t, t|n, s is odd, and t is even;
• t ∈ {2s, 6s}, n ∈ {t, 2t, 4t}, and (s, n) = (3, 6t);
Proof. Take any α ′ satisfying the assumptions. Write
+α, where 0 ≤ q ≤ λ and 0 ≤ α < n−2 2 . Case 1: α = 1 and (s, n) ∈ {(3, 6), (3, 12) − α) has a solution by [15] . Hence by Corollary 7.
Case 2: α = 1 and (s, n) ∈ {(3, 6), (3, 12)}. As in the proof of Corollary 7.3(i), it suffices to find non-negative integers α 1 , . . . , α ℓ and
⌋ + 1, we may then take
, and
for all i. Hence we may take ℓ = λ and x i = 1 for all i.
A somewhat more restrictive result on HW P (K n ; T 1 , T 2 ; α, γ) for uniform 2-factor types T 1 and T 2 , with exactly one of them bipartite, is proved in [27, Theorem 1.2]. The same authors also have solutions to HW P (K n ; T 1 , T 2 ; α, γ) for certain non-uniform 2-factor types [26, Corollary 10.9] , and some of these cases involve exactly one bipartite 2-factor type. Both of these results are of the following form: if the parameters satisfy some tedious arithmetic conditions, then HW P (K n ; T 1 , T 2 ; α, ⌊ n−1 2 ⌋ − α) has a solution for all α ∈ {0, . . . , ⌊ n−1 2 ⌋} except possibly for α ∈ {1, ⌊ n−1 2 ⌋ − 1}. We shall state the result of applying our layering technique to these solutions in a general form, without detailing the arithmetic conditions. Corollary 7.8 Let n ≥ 8 and λ ≥ 2 be integers, and T 1 , T 2 admissible 2-factor types for K n such that T 1 is bipartite and T 2 is not. Assume HW P (K n ; T 1 , T 2 ; α,
Proof. By the assumptions, HW P (K n ; T 1 , T 2 ; 0,
) and HW P (K n ; T 1 , T 2 ;
− α) has a solution by the assumption, and so by Corollary 7.3(i), HW P (λK n ; T 1 , T 2 ; α ′ , ⌊λ
Case 2: α ∈ {1, n−4 2 }. As in the proof of Corollary 7.3(i), it suffices to find nonnegative integers α 1 , . . . , α ℓ and
⌋ − 1, we have λ ≥ q + 2, and we may take
, α 3 = 2, α 4 = 0, x 1 = q, x 2 = x 3 = 1, and x 4 = λ − (q + 2).
8 The Hamilton-Waterloo Problem for complete equipartite multigraphs
We shall now apply our detachment technique to the results of the previous section to obtain new solutions to the Hamilton-Waterloo Problem for complete equipartite multigraphs. First, Corollary 3.3(iii) gives the following general result.
Theorem 8.1 If HW P (λmK n ; T 1 , T 2 ; α 1 , α 2 ) has a solution, then HW P (λK n×m ; mT 1 , mT 2 ; α 1 , α 2 ) has a solution.
Theorems 7.1 and 8.1 then immediately imply the following.
is odd}, and let λ and m be positive integers. Take any (x 1 , . . . ,
(ii) If T 1 is bipartite, then HW P (λK n×m ; mT 1 , mT 2 ;
has a solution for all nonnegative integersᾱ,γ such that
⌋ and
Many solutions to HW P (K n×m ; T 1 , T 2 ; α 1 , α 2 ) with T 1 and T 2 both of uniform types were found in [5, 14, 16, 27] . As far as we can tell, the only results for non-uniform 2-factors are found in [26] ; the authors obtained extensive solutions for the complete equipartite graphs K n×m with n odd, assuming the parameters satisfy some tedious arithmetic conditions. We obtain the following concrete results. (Note that the Hamilton-Waterloo Problem with bipartite 2-factors is considered in Section 10.) Corollary 7.4 and Theorem 8.1 immediately yield the following.
Corollary 8.3
For odd n ≤ 17 and m ≥ 2, HW P (λK n×m ; mT 1 , mT 2 ; α ′ , γ ′ ) has a solution for all admissible 2-factor types T 1 and T 2 for K n , and all non-negative integers α ′ and γ
Corollary 7.5 and Theorem 8.1 imply the following.
Corollary 8.4
For even n ≤ 10 and m ≥ 2, HW P (λK n×m ; mT 1 , mT 2 ; α ′ , γ ′ ) has a solution for all admissible 2-factor types T 1 and T 2 for K n , where T 1 is bipartite and T 2 is not, and all non-negative integers α ′ and γ
⌋ except possibly in the following cases:
From Corollary 7.6 and Theorem 8.1 we obtain the following.
Corollary 8.5 Let m ≥ 2, and let n ≥ 11 be odd. Furthermore, let s, t be odd integers such that 3 ≤ s ≤ t, s and t divide n, and n = st gcd(s,t)
. Then HW P (λK n×m ; [(ms
Applying Theorem 8.1 to Corollary 7.7 we have the following.
Corollary 8.6
Let m ≥ 2, and n, s, t, and α ′ be non-negative integers such that • 3 ≤ s < t, s|t, t|n, s is odd, and t is even;
• t ∈ {2s, 6s}, n ∈ {t, 2t, 4t}, and (s, n) = (3, 6t); (3, 12) }.
a signature for T . Since any refinement of A can be obtained from A by a sequence of such operations, any refinement of A is also a signature for T .
(ii) Assume G admits a 2-factorization of type T for every 2-factorization type T satisfying property P that admits signature A. Let T ′ be any 2-factorization type satisfying property P that admits signature A ′ . By (b), T ′ also admits signature A, and since it also satisfies property P, by assumption, G admits a 2-factorization of type T ′ .
A classic result by Häggkvist [22] shows that if n ≡ 2 (mod 4), then K n admits a 2-factorization of type T for every admissible bipartite 2-factorization type
with all α i even. A much more recent paper by Bryant and Danziger [8] extends this result to the case n ≡ 0 (mod 4); in this case, K n admits a 2-factorization of type T for every admissible bipartite 2-factorization type
] with α 1 ≥ 3 odd, and α i even for all i ≥ 2. In our terminology, these results can then be summarized as follows. ].
Then K n admits a 2-factorization of type T .
Using layering, we obtain the following extension for complete multigraphs. 
⌋, we may assume (taking a further refinement of [α 1 , . . . , α k ] if necessary) that for some t ≤ k we have that α 1 = . . . = α t = 2 and
] for all j = 1, . . . , λ. By Theorem 9.3, K n admits a 2-factorization of type
⌋ be 2-factor types such that
We now use Theorem 5.3 with ℓ = λ, µ i = x i = 1 for all i = 1, . . . , λ, O = {1, . . . , λ}, and β = λ to obtain a 2-factorization of λK n of type T .
(ii) Let n ≡ 0 (mod 4), so
is odd, and observe that n ≥ 8 since for n = 4, T has signature [1] . Given the assumptions on the number of indices i such that α i is odd, and replacing [α 1 , . . . , α k ] with an appropriate refinement if necessary, we may assume that {i : α i is odd, α i ≥ 3} = {i : α i = 3} = λ and {i :
is odd and at least 3, we may further assume that there exists t, λ ≤ t ≤ k, such that α 1 = . . . = α λ = 3, α λ+1 = . . . = α t = 2, and
. Then there is a partition
] for all j = 1, . . . , λ. Hence by Theorem 9.3, for each j = 1, . . . , λ, there exists a 2-factorization of K n of type [T
The proof is then completed using Theorem 5.3 just as in Case (i).
Note that in the statement of Theorem 9.4 we assumed that no 2-factor contains 2-cycles. However, the proof shows that the result can be extended as follows. (i) n ≡ 2 (mod 4) and
(ii) n ≡ 0 (mod 4),
Then λK n admits a 2-factorization of type T .
Theorem 9.4 yields the following new results on the Oberwolfach Problem and the Hamilton-Waterloo problem for λK n . Note that the cases with λ = 1 of Corollaries 9.6 and 9.7 have already been solved in [8] , but we shall include them here for completeness. Corollary 9.6 Let n be even, and T any admissible bipartite 2-factor type for K n . Then OP (λK n ; T ) has a solution.
Proof. If n = 4, then T is uniform, so the result follows from [21] . For n ≥ 6, we use Theorem 9.4 with
. If n ≡ 2 (mod 4), then α is even, and Condition (i) in Theorem 9.3 holds, and if n ≡ 0 (mod 4), then α is odd and α ≥ 3, so Condition (ii) in Theorem 9.3 holds. In both cases, the result follows.
Hence assume λ Corollary 9.7 Let T 1 , T 2 be any distinct admissible bipartite 2-factor types for K n . Then HW P (λK n ; T 1 , T 2 ; β 1 , β 2 ) has a solution for all positive integers β 1 , β 2 such that
⌋; and
• if λ = 1, then at most one of β 1 , β 2 is odd and 1 ∈ {β 1 , β 2 }.
Proof. For n ∈ {4, 6}, there is a unique bipartite 2-factor type for K n , so we must have n ≥ 8. Let β 1 , β 2 be any positive integers satisfying the conditions of the corollary. We shall use Theorem 9.4 with T = [T
. By the assumption, if n ≡ 2 (mod 4), then β 1 and β 2 are both even, and if n ≡ 0 (mod 4), then exactly one of β 1 and β 2 is odd, and neither is equal to 1. It follows that [β 1 , β 2 ] has a refinement satisfying one of (i) and (ii) in Theorem 9.3, and K n possesses a 2-factorization of type [T
]. Hence assume λ ≥ 2. Suppose first that n ≡ 2 (mod 4). We have {i : β i is odd} ≤ 2, so condition (i) of Theorem 9.4 holds whenever λ ≥ 4. If λ ∈ {2, 3}, then β 1 + β 2 is odd, so {i : β i is odd} = 1 = ⌊ λ 2 ⌋; again, Condition (i) holds and the result follows from Theorem 9.4. It remains to examine the case n ≡ 0 (mod 4).
Case 1: n = 8 or (λ, β 1 , β 2 ) ∈ {(2, 2, 5), (3, 2, 8) , (3, 5, 5) }. We seek to find a refinement of [β 1 , β 2 ] that satisfies Condition (ii) of Theorem 9.4. To that end, we show that we can write β 1 = 3x + 2y 1 + δ 1 and
for some non-negative integers x, y 1 , y 2 , and δ 1 , δ 2 ∈ {0, 1}. This is clearly possible if β 1 +β 2 ≥ 3λ + 2, however, it may not possible if β 1 + β 2 ≤ 3λ + 1 (for example, when β 1 = 3x + 2 and
(n − 1), and λ 2
(n − 1) ≥ 3λ + 2 is equivalent to λ(n − 7) ≥ 4. This clearly holds if λ ≥ 4 or n ≥ 12. If λ is odd, then β 1 + β 2 = 1 2 (λ(n − 1) − 1) and 1 2 (λ(n − 1) − 1) ≥ 3λ + 2 is equivalent to λ(n − 7) ≥ 5, which holds if λ ≥ 5 or n ≥ 12. The remaining case is n = 8 and λ ∈ {2, 3}. In this case β 1 + β 2 = 3λ + 1, and (1) ]. This refinement satisfies Condition (ii) of Theorem 9.4 if λ ≥ 4 or δ 1 + δ 2 ≤ 1. Suppose, to the contrary, that λ ∈ {2, 3} with δ 1 + δ 2 = 2. We thus have β 1 + β 2 = 3λ + 2(y 1 + y 2 ) + 2, so that β 1 + β 2 ≡ λ (mod 2). However, for λ = 2, we have that β 1 + β 2 = n − 1, which is odd, and for λ = 3, we have that
, which is even -a contradiction. Hence [β 1 , β 2 ] has a refinement satisfying Condition (ii) in Theorem 9.4, and so λK n admits a 2-factorization of type [T
]. Case 2: n = 8 and (λ, β 1 , β 2 ) ∈ {(2, 2, 5), (3, 2, 8) , (3, 5, 5) }. Recall from page 17 that HW P (K 8 ; T 1 , T 2 ; α, n−2 2 − α) has a solution for all 2-factor types T 1 and T 2 and all α, except in Case (C8); in particular, it has a solution for all bipartite 2-factor types T 1 and T 2 . We now use Theorem 7.1(ii) with all µ i = 1. We have O = {1, . . . , ℓ} and β = λ. It suffices to find non-negative integers α 1 , . . . , α ℓ and x 1 , . . . , x ℓ , as well asᾱ ∈ {0, . . . ,
− α i ) has a solution for all i. Such suitable integers are found as follows:
• for β 1 = 2, we take ℓ = 2, α 1 = 2, α 2 = 0,ᾱ = 0 x 1 = 1, x 2 = λ − 1, and
It then follows from Theorem 7.1(ii) that HW P (λK 8 ; T 1 , T 2 ; β 1 , β 2 ) has a solution.
Bipartite 2-factorizations of complete equipartite multigraphs
We shall now use detachment to extend the results of the previous section to λK n×m with 2-factors whose cycles have lengths that are even multiples of m. 
⌋;
(ii) n ≡ 0 (mod 4), {i : α i is odd} ≤ λm + ⌊ λm 2 ⌋, and {i : α i is odd, α i ≥ 3} ≥ λm. The following new result on the Oberwolfach Problem for complete equipartite multigraphs follows easily from our earlier observations. Corollary 10.2 Let n be even, and T any admissible bipartite 2-factor type for K n . Then OP (λK n×m ; mT ) has a solution.
Proof. By Corollary 9.6, OP (λmK n ; T ) has a solution, and hence by Theorem 6.1, OP (λK n×m ; mT ) has a solution.
For m even, a more general result is obtained as a corollary to a theorem by Bryant and Danziger [9] . Corollary 10.3 Let m be even, and T any admissible bipartite 2-factor type for K n×m such that (m, n, T ) = (6, 2, [6, 6] ). Then OP (λK n×m ; T ) has a solution.
Proof. By [9, Theorem 12] , OP (K n×m ; T ) with m even has a solution for every admissible bipartite 2-factor type T , except that OP (K 2×6 ; [6, 6] ) has no solution. With our assumptions, since K n×m is of even degree, it follows from Lemma 5.1 that OP (λK n×m ; T ) has a solution.
As far as we know, no results are known for the Hamilton-Waterloo Problem for the complete equipartite (multi)graph with bipartite 2-factors. We obtain the following.
Corollary 10.4 Let T 1 , T 2 be any distinct admissible bipartite 2-factor types for K n . Then HW P (λK n×m ; mT 1 , mT 2 ; β 1 , β 2 ) has a solution for all positive integers β 1 , β 2 such that 
⌋; and
• if λm = 1, then at most one of β 1 , β 2 is odd and 1 ∈ {β 1 , β 2 }.
Proof. Let β 1 , β 2 be any positive integers satisfying the conditions of the corollary. Then HW P (λmK n ; T 1 , T 2 ; β 1 , β 2 ) has a solution by Corollary 9.7, and hence HW P (λK n×m ; mT 1 , mT 2 ; β 1 , β 2 ) has a solution by Theorem 8.1.
11 2-factorizations of λK n and λK n×m for small even n For n odd, many 2-factorizations of λK n of specified types can be obtained by applying Lemma 5.1 to the 2-factorizations of K n guaranteed to exist by [7, Theorem 12.31] . However, these results are rather obvious, so we shall not state them here explicitly. Less obvious are 2-factorizations of λK n , for n even, obtained by applying Theorem 5.3 to [7, Theorem 12.33] .
In this section, we explicitly state and prove the results obtained for small even n.
We first briefly mention another application of detachment, namely, to cycle frames. A (L, λ)-cycle frame of type m n is a holey 2-factorization of λK n×m such that each holey 2-factor consists of cycles of a length in the set L. Thus, a holey 2-factorization of type [T 1 , . . . , T k ] for the graph of λK n×m is an (L, λ)-cycle frame of type m n , where L = {ℓ : ℓ ∈ T i for some i}. For uniform cycle frames, we write simply (ℓ, λ)-cycle frame instead of ({ℓ}, λ)-cycle frame. Note that an (ℓ, λ)-cycle frame of type m n is equivalent to a holey [20] on uniform almost 2-factorizations of complete multigraphs, we obtain (mℓ, λ)-cycle frames of type m n whenever λm is even and ℓ divides n − 1. This is not a new result, however, its proof is much simpler than the proof of [13] , which is heavily algebraic and relies on many previous results. It would be interesting to obtain other existence results on almost 2-factorizations of complete multigraphs, as these would immediately lead to new results on cycle frames. To summarize -in this paper, we developed a general framework for constructing new resolvable cycle decomposition of complete multigraphs and complete equipartite multigraphs by combining the techniques of detachment and layering. Numerous new resolvable cycle decompositions were obtained by applying this method to existing results. However, our approach does have some limitations. Layering of complete graphs inevitably leads to 2-factorizations with 2-factor types inherited from seed 2-factorizations, plus additional arbitrary bipartite 2-factor types when the order is even. Even more restrictive is detachment; applied to λmK n , it results in cycle decompositions of λK n×m with all cycles of length divisible by m. (The only exception is Theorem 5.5, where detachment is applied to complete equipartite multigraphs and combined with layering.) It would thus be desirable, and we think it might be possible, to modify our detachment technique so that it yields cycle decompositions of λK n×m without the restriction that the resulting cycle lengths all be multiples of m. We leave this idea as an open problem.
