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1. Introduction
The interval-valued analysis and interval differential equations (IDEs) are the particular cases of the set-valued analysis
and set differential equations, respectively. Some systematic studies in these areas are contained in [1–3]. The interval-
valued mappings are appropriate in modeling of many real-world phenomena, where some uncertainties arise due to
inexactness (e.g., in a measurement) and impreciseness (e.g., in a description). Instead of the exact value of investigated
quantity at the instant t , one considers an interval in which the exact value should be included. Thinking about a physical
problemwhich is transformed into a deterministic problemof ordinary differential equations,we usually cannot be sure that
thismodeling is perfect. Especially, if the data (e.g. initial value) are not knownexactly, but only through somemeasurements
the intervals which cover the data are determined. Hence, in the investigations of dynamical systems under uncertainty by
means of IDEs, the interval-valued mappings appear in a very natural way.
Stefanini and Bede [4] started the research of IDEs with two different concepts of the Hukuhara derivative. The first
concept is a classical one, i.e., the derivative is taken from the paper of Hukuhara [5], while the second one is a new form of
differentiation of interval-valuedmappings (in [4] it is denoted by the symbol (ii)-gH, and in this paper we call it the second
type Hukuhara differentiation). Let us mention that the classical Hukuhara’s differentiability notion has a property which
can be found as a shortcoming. Namely, the solutions of IDEs (which are the interval-valued mappings) with this concept
of Hukuhara derivative possess the non-decreasing length of their values. In other words the uncertainty, which is shown
by the solutions, can only grow as time goes by. However, if we consider the second type Hukuhara derivative the situation
changes. The second type Hukuhara differentiable solutions have non-increasing length of its values (see [4]). This is the
main advantage of the new approach in the issue of differentiation of interval-valued mappings. Therefore, in this paper we
focus our investigations on the IDEs with a second type Hukuhara derivative.
2. Preliminaries
Let I denote the family of all nonempty, compact and convex subsets of the real lineR (intervals). The addition and scalar
multiplication in I, we define as usual, i.e. for A, B ∈ I, A = [a−, a+], B = [b−, b+], a− ≤ a+, b− ≤ b+, and λ ≥ 0 we have
A+ B = [a− + b−, a+ + b+], λA = [λa−, λa+], (−λ)A = [−λa+,−λa−].
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Note that for A ∈ I, λ1, λ2, λ3, λ4 ∈ R, λ3λ4 ≥ 0 it holds:
λ1(λ2A) = (λ1λ2)A and (λ3 + λ4)A = λ3A+ λ4A.
The Hausdorff metric H in I is defined as follows:
H(A, B) = max |a− − b−|, |a+ − b+|
for A = [a−, a+], B = [b−, b+]. It is known (see e.g. [4]) that (I,H) is a complete, separable and locally compact metric
space. For the metric H the following properties hold:
H(A+ B, C + D) ≤ H(A, C)+ H(B,D),
H(λA, λB) = |λ|H(A, B)
for A, B, C,D ∈ I, λ ∈ R.
Let A, B ∈ I. If there exists an interval C ∈ I such that A = B+ C , then we call C the Hukuhara difference of A and B. The
interval C we denote by A⊖ B. Note that A⊖ B ≠ A+ (−1)B.
For A = [a−, a+] ∈ I denote the length and the magnitude of A by
len(A) := a+ − a− and ‖A‖ := H(A, {0}) = max{|a+|, |a−|},
respectively. It is known that A ⊖ B exists in the case len(A) ≥ len(B). Also one can verify the following properties for
A, B, C,D ∈ I:
– if A⊖ B, A⊖ C exist, then H(A⊖ B, A⊖ C) = H(B, C);
– if A⊖ B, C ⊖ D exist, then H(A⊖ B, C ⊖ D) = H(A+ D, B+ C);
– if A⊖ B, A⊖ (B+ C) exist, then there exists (A⊖ B)⊖ C and (A⊖ B)⊖ C = A⊖ (B+ C);
– if A⊖ B, A⊖ C, C ⊖ B exist, then there exists (A⊖ B)⊖ (A⊖ C) and (A⊖ B)⊖ (A⊖ C) = C ⊖ B.
Definition 2.1. We say that the interval-valued mapping F : [α, β] → I is continuous at the point t ∈ [α, β] if for every
ε > 0 there exists δ = δ(t, ε) > 0 such that, for all s ∈ [α, β] such that |t − s| < δ, one has H(F(t), F(s)) < ε.
If F : [α, β] → I is continuous at every point t ∈ [α, β], then we will say that F is continuous on [α, β].
Further we want to introduce the notions of differentiability and integrability which will be used in the paper.
Definition 2.2. Amapping F : [α, β] → I is second type Hukuhara differentiable at t0 ∈ [α, β] if there exists F ′(t0) ∈ I such
that the limits
lim
h→0+

−1
h

F(t0 − h)⊖ F(t0)

, lim
h→0+

−1
h

F(t0)⊖ F(t0 + h)

exist and are equal to F ′(t0). The interval F ′(t0) is said to be the second type Hukuhara derivative of interval-valuedmapping
F at the point t0.
The limits are taken in the metric space (I,H), and at the boundary points one considers only the one-sided derivatives. The
function F : [α, β] → I is called second type Hukuhara differentiable on [α, β] if F is second type Hukuhara differentiable
at every point t0 ∈ [α, β].
For an interval-valued function F : [α, β] → I, F(t) = [F−(t), F+(t)], one defines the integral by the expression∫ β
α
F(t)dt :=
[∫ β
α
F−(t)dt,
∫ β
α
F+(t)dt
]
.
By the Newton–Leibniz formula (see Theorem 30, Corollary 31, [4]) one can write: if an interval-valued function F is second
type Hukuhara differentiable on [α, β], then F(α) = F(β)+ (−1)  β
α
F ′(t)dt .
3. Interval initial value problem
In this paper, we consider the Cauchy problem for IDEs with the second type Hukuhara derivative, i.e.,
X ′(t) = F(t, X(t)), X(t0) = X0, (1)
where F : [α, β] × I → I, X0 = [X−0 , X+0 ] ∈ I with X−0 < X+0 are the data of the equation, and the symbol ′ denotes the
derivative from Definition 2.2.
Definition 3.1. By a local solution to the IDE (1) on the interval [t0, t0+p] ⊂ [α, β] (p > 0)wemean a continuously second
type Hukuhara differentiable mapping X: [t0, t0 + p] → I which satisfies X ′(t) = F(t, X(t)) for every t ∈ [t0, t0 + p], and
X(t0) = X0.
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Definition 3.2. A local solution X: [t0, t0 + p] → I is unique if
sup
t∈[t0,t0+p]
H(X(t), Y (t)) = 0
for any mapping Y : [t0, t0 + p] → I that is a local solution to (1) on [t0, t0 + p].
There is an equivalence between interval differential equations and interval integral equations.
Lemma 3.3 (Lemma 33, [4]). Amapping X: [t0, t0+p] → I is a local solution to the problem (1) if and only if X: [t0, t0+p] → I
is a continuous mapping and it satisfies the following interval integral equation
X0 = X(t)+ (−1)
∫ t
t0
F(s, X(s))ds for t ∈ [t0, t0 + p]. (2)
Let us remark that in (2) it is hidden the following statement:
for every t ∈ [t0, t0 + p] there exists Hukuhara difference X0 ⊖ (−1)
 t
t0
F(s, X(s))ds and
X(t) = X0 ⊖ (−1)
∫ t
t0
F(s, X(s))ds for t ∈ [t0, t0 + p].
For a comparison let us recall that if we consider (1) with the classical Hukuhara derivative, then the equivalent integral
equations which we work with are of the form X(t) = X0 +
 t
t0
F(s, X(s))ds and we do not have to utilize any Hukuhara
differences induced by integral equation.
Let B(X0, ρ) := {A ∈ I : H(A, X0) ≤ ρ}, ρ > 0. Assuming that F : [t0, t0 + p] × B(X0, ρ) → I, p > 0, satisfies the
Lipschitz condition with a constant L > 0, the authors of [4] obtained (using the Banach Fixed Point Theorem) the existence
and uniqueness of the local solution to (1) with the second type Hukuhara derivative. We want to present the result of the
same kind but we impose a more general assumption than the Lipschitz condition.
Theorem 3.4. Let F : [t0, t0 + p] × B(X0, ρ)→ I be continuous. Assume that a continuous function g: [t0, t0 + p] × [0, 2ρ] →
[0,∞) satisfies: g(t, 0) ≡ 0; there exists M > 0 such that for every (t, x) ∈ [t0, t0 + p] × [0, 2ρ] it holds g(t, x) ∈ [0,M]; for
every t ∈ [t0, t0 + p] the function g(t, ·) is non-decreasing; x(t) ≡ 0 is the unique solution (on the interval [t0, t0 + p]) to the
scalar initial value problem
x′(t) = g(t, x(t)), x(t0) = 0. (3)
Suppose that it holds
H

F(t, A), F(t, B)
 ≤ g(t,H(A, B)) for every t ∈ [t0, t0 + p] and every A, B ∈ B(X0, ρ).
Then there exists the only local solution X to the IDE (1) on some interval [t0, t0 + r], r ≤ p.
Proof. The metric space (I,H) is locally compact and the closed ball B(X0, ρ) is compact (see e.g. [4]). Since the mappings
len(F(·, ·)), ‖F(·, ·)‖: [t0, t0 + p] × B(X0, ρ) → [0,∞) are continuous on compact set, there exist some non-negative
constants M˜, Mˆ such that
len(F(t, A)) ≤ M˜, ‖F(t, A)‖ ≤ Mˆ for every (t, A) ∈ [t0, t0 + p] × B(X0, ρ).
Since X0 is a nontrivial interval, len(X0) > 0. Define a := min

p, len(X0)
M˜
,
ρ
Mˆ

and a sequence {Xn}∞n=0, Xn: [t0, t0 + a] →
B(X0, ρ) of successive approximations of (1) as follows:
X0(t) = X0, Xn+1(t) = X0 ⊖ (−1)
∫ t
t0
F(s, Xn(s))ds, n = 0, 1, 2, . . . .
Note that Xn’s are well defined. Indeed, proceeding recursively we obtain for t ∈ [t0, t0 + a]
len

(−1)
∫ t
t0
F(s, Xn(s))ds

≤
∫ t
t0
len

F(s, Xn(s))

ds ≤ M˜(t − t0) ≤ M˜a ≤ len(X0),
H(Xn+1(t), X0) =
(−1) ∫ t
t0
F(s, Xn(s))ds
 ≤ ∫ t
t0
‖F(s, Xn(s))‖ds ≤ Mˆ(t − t0) ≤ Mˆa ≤ ρ.
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Obviously, Xn’s are the continuous mappings. Observe also that the Hukuhara differences Xn+1(t − h)⊖ Xn+1(t), Xn+1(t)⊖
Xn+1(t + h) exist and
Xn+1(t − h)⊖ Xn+1(t) = (−1)
∫ t
t−h
F(s, Xn(s))ds,
Xn+1(t)⊖ Xn+1(t + h) = (−1)
∫ t+h
t
F(s, Xn(s))ds.
Hence we infer that X ′n+1(t) = F(t, Xn(t)) for t ∈ [t0, t0 + a].
Now we define r := min a, ρM  and the sequence {xn}∞n=0, xn: [t0, t0 + r] → [0, ρ] of successive approximations of (3)
as follows:
x0(t) = max{Mˆ,M}(t − t0), xn+1(t) =
∫ t
t0
g(s, xn(s))ds, n = 0, 1, 2, . . . .
Using the assumption that the function g(t, ·) is non-decreasing and proceeding recursively we obtain
0 ≤ xn+1(t) ≤ xn(t) ≤ ρ, t ∈ [t0, t0 + r], n = 0, 1, 2, . . . .
As |x′n+1(t)| = |g(t, xn(t))| ≤ M , the sequence {xn} is equicontinuous. Hence, by Arzela–Ascoli Theorem, there exists
subsequence {xnk} which converges uniformly to a continuous function x: [t0, t0 + r] → [0, ρ] and x(t) =
 t
t0
g(s, x(s))ds.
This fact together with the assumptions on solution to (3) imply that x(t) ≡ 0. Due to the Dini Theorem, the sequence {xn}
converges uniformly to the function constantly equal to zero.
Observe further that, by mathematical induction, we obtain
H

Xn+1(t), Xn(t)
 ≤ xn(t), t ∈ [t0, t0 + r], n = 0, 1, 2, . . . .
Applying this property we have, for n = 1, 2, . . . and for t ∈ [t0, t0 + r],
H

X ′n+1(t), X
′
n(t)
 = HF(t, Xn(t)), F(t, Xn−1(t)) ≤ gt,H(Xn(t), Xn−1(t)) ≤ g(t, xn−1(t)).
Form ≥ n it holds
H

X ′n(t), X
′
m(t)
 ≤ HX ′n(t), X ′n+1(t)+ HX ′n+1(t), X ′m+1(t)+ HX ′m+1(t), X ′m(t)
≤ gt,H(Xn(t), Xm(t))+ 2g(t, xn−1(t)).
Further, for small positive h,
H

Xn(t + h), Xm(t + h)
 = HX0 ⊖ (−1) ∫ t
t0
F(s, Xn−1(s))ds+ (−1)
∫ t+h
t
F(s, Xn−1(s))ds

,
X0 ⊖

(−1)
∫ t
t0
F(s, Xm−1(s))ds+ (−1)
∫ t+h
t
F(s, Xm−1(s))ds

= H

Xn(t)⊖ (−1)
∫ t+h
t
F(s, Xn−1(s))ds, Xm(t)⊖ (−1)
∫ t+h
t
F(s, Xm−1(s))ds

≤ HXn(t), Xm(t)+ H(−1) ∫ t+h
t
F(s, Xn−1(s))ds, (−1)
∫ t+h
t
F(s, Xm−1(s))ds

= HXn(t), Xm(t)+ HXn(t)⊖ Xn(t + h), Xm(t)⊖ Xm(t + h).
Hence for the Dini derivative D+ (see [6]) of the function H(Xn(·), Xm(·)): [t0, t0 + r] → [0, 2ρ]we have
D+H(Xn(t), Xm(t)) = lim sup
h→0+
1
h

H

Xn(t + h), Xm(t + h)
− HXn(t), Xm(t)
≤ lim sup
h→0+
1
h
H

Xn(t)⊖ Xn(t + h), Xm(t)⊖ Xm(t + h)

= lim sup
h→0+
H

−1
h

Xn(t)⊖ Xn(t + h)

,

−1
h

Xm(t)⊖ Xm(t + h)

= HX ′m(t), X ′n(t)
≤ gt,H(Xn(t), Xm(t))+ 2g(t, xn−1(t)).
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As the sequence of functions g(·, xn−1(·)): [t0, t0 + r] → [0,M] converges uniformly to 0, for arbitrary ε > 0 there exists a
natural number n0 such that
D+H(Xn(t), Xm(t)) ≤ g

t,H(Xn(t), Xm(t))
+ ε form ≥ n ≥ n0.
By virtue of the fact that H(Xn(t0), Xm(t0)) = 0 < ε and by Theorem 1.4.1 in [6] we obtain
H

Xn(t), Xm(t)
 ≤ xε(t), t ∈ [t0, t0 + r], m ≥ n ≥ n0, (4)
where xε(t) denotes the maximal solution (see Definition 1.3.1 in [6]) to the scalar initial value problem
x′ε(t) = g(t, xε(t))+ ε, xε(t0) = ε.
Due to Lemma 1.3.1 in [6] one can infer that {xε(·)} converges uniformly (as ε → 0) to the maximal solution of (3) on
[t0, t0 + r], which by assumption is constantly equal to zero. Hence, by virtue of (4), we infer that {Xn} converges uniformly
to a continuous function X: [t0, t0+r] → B(X0, ρ). Note that X is the desired solution to (1). Indeed, for every t ∈ [t0, t0+r],
H

X0, X(t)+ (−1)
∫ t
t0
F(s, X(s))ds

= H

Xn(t)+ (−1)
∫ t
t0
F(s, Xn−1(s))ds, X(t)+ (−1)
∫ t
t0
F(s, X(s))ds

≤ HXn(t), X(t)+ ∫ t
t0
H

F(s, Xn−1(s)), F(s, X(s))

ds.
The summands in the last expression converge to zero, in particular the second one—by Lebesgue Dominated Convergence
Theorem. Due to Lemma 3.3 the function X is the solution to (1). To see that X is the unique solution, assume that Y is
another local solution to (1) on the interval [t0, t0 + r]. Denote m(t) = H

X(t), Y (t)

. Then m(t0) = 0 and D+m(t) ≤
H

X ′(t), Y ′(t)
 ≤ g(t,m(t)). Hence by Theorem 1.4.1 in [6], we obtain that m(t) ≤ x(t) for t ∈ [t0, t0 + r], where x is
a maximal solution of initial value problem x′(t) = g(t, x(t)), x(t0) = 0. By assumption we have x(t) ≡ 0, therefore the
unicity of the solution X follows. 
Consider now the two IDEs of the form (1) with the same right-hand side but with the different initial values X0 ∈ I and
Y0 ∈ I, respectively. Denote their local solutions on [t0, t0 + p] (if they exist) by X and Y , respectively.
Theorem 3.5. Let F : [t0, t0 + p] × I→ I be continuous and satisfy
H

F(t, A), F(t, B)
 ≤ gt,H(A, B) for every t ∈ [t0, t0 + p] and every A, B ∈ I,
where g: [t0, t0+p]×[0,∞)→ [0,∞) is continuous and has the property that g(t, ·) is non-decreasing for every t ∈ [t0, t0+p].
Assume that there exists (on [t0, t0 + p]) the maximal solution x of the scalar differential equation x′(t) = g(t, x(t)), x(t0) =
x0 ≥ 0, and H(X0, Y0) ≤ x0. Suppose that the solutions X, Y : [t0, t0 + p] → I exist. Then
H

X(t), Y (t)
 ≤ x(t) for every t ∈ [t0, t0 + p].
Proof. Denotem(t) = HX(t), Y (t). Thenm(t0) = H(X0, Y0) ≤ x0, and for t ∈ [t0, t0 + p]
m(t) = H

X0 ⊖ (−1)
∫ t
t0
F(s, X(s))ds, Y0 ⊖ (−1)
∫ t
t0
F(s, Y (s))ds

≤ H(X0, Y0)+
∫ t
t0
H

F(s, X(s)), F(s, Y (s))

ds
≤ m(t0)+
∫ t
t0
g(s,m(s))ds.
Now applying Theorem 1.9.2 in [6] we get the assertion. 
The next result shows that we can skip the assumption on the monotonicity of the function g(t, ·) and still preserve the
conclusion of Theorem 3.5.
Theorem 3.6. Suppose that the assumptions of Theorem 3.5 are satisfied except the non-decreasing property of the function
g(t, ·). Then the conclusion of Theorem 3.5 is valid.
Proof. For h > 0, small enough, there exist the Hukuhara differences X(t − h) ⊖ X(t), Y (t − h) ⊖ Y (t). Also, since X is
the second type Hukuhara differentiable function, len(X(t − h))↘ len(X(t)) as h ↘ 0. Hence, for sufficiently small h > 0
there exists the Hukuhara difference X(t − h)⊖ (−h)F(t, X(t)). The similar property holds for Y .
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Denotingm(t) = HX(t), Y (t) ones again we have, for t ∈ [t0, t0 + p],
m(t)−m(t − h) = HX(t), Y (t)− HX(t − h), Y (t − h).
Observing that
H

X(t), Y (t)
 ≤ HX(t), X(t − h)⊖ (−h)F(t, X(t))+ HX(t − h)⊖ (−h)F(t, X(t)), Y (t)
≤ HX(t), X(t − h)⊖ (−h)F(t, X(t))+ HX(t − h)⊖ (−h)F(t, X(t)),
Y (t − h)⊖ (−h)F(t, Y (t))+ HY (t − h)⊖ (−h)F(t, Y (t)), Y (t),
and
H

X(t − h)⊖ (−h)F(t, X(t)), Y (t − h)⊖ (−h)F(t, Y (t))
= HX(t − h)+ (−h)F(t, Y (t)), Y (t − h)+ (−h)F(t, X(t))
≤ HX(t − h), Y (t − h)+ H−hF(t, X(t)),−hF(t, Y (t))
we can write
m(t)−m(t − h) ≤ HX(t), X(t − h)⊖ (−h)F(t, X(t))+ H−hF(t, X(t)),−hF(t, Y (t))
+HY (t − h)⊖ (−h)F(t, Y (t)), Y (t)
= HX(t − h)⊖ X(t),−hF(t, X(t))+ H−hF(t, X(t)),−hF(t, Y (t))
+HY (t − h)⊖ Y (t),−hF(t, Y (t)).
Consequently, for the Dini derivative D− of the functionm(·) at the point t we have
D−m(t) = lim sup
h→0+
m(t)−m(t − h)
h
≤ lim sup
h→0+
H

−1
h

X(t − h)⊖ X(t), F(t, X(t))
+HF(t, X(t)), F(t, Y (t))+ lim sup
h→0+
H

−1
h

Y (t − h)⊖ Y (t), F(t, Y (t))
≤ g(t,m(t)).
To complete the proof, it is enough to apply now the Theorem 1.4.1 in [6]. 
If we consider the proof of Theorem 3.5 with g(t, x) = L(t)x, where L(t) ≥ 0, then we obtain
m(t) ≤ m(t0)+
∫ t
t0
L(s)m(s)ds for t ∈ [t0, t0 + p],
where m(t) = HX(t), Y (t). Applying the Gronwall inequality, we obtain a more traditional estimation of the distance
between two solutions X and Y . Namely,
H

X(t), Y (t)
 ≤ H(X0, Y0) exp∫ t
t0
L(s)ds

for t ∈ [t0, t0 + p].
By virtue of this inequality it follows the continuous dependence on initial value of the solutions to (1) with the right-hand
side satisfying condition from Theorem 3.5 with g(t, x) = L(t)x.
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