Exploration, analysis of data and to know patterns from large data repository has become the need of an hour. Data Mining Technology provides the solution to meet the market trends. Mining association rule is one of the main application areas of Data Mining. It gives a set of customer transactions on items; the aim is to find correlations between the sales of items. At present there are various Association Rules Algorithms are in market. This paper define the survey done on various algorithms of Association Rules of Data Mining and also compare two main algorithms-Similis Algorithm and FPGrowth Algorithm depending upon the different criteria
INTRODUCTION
Data Mining is also called as Knowledge discovery in database (KDD).It helps to explore, analyze and then finally retrieve the data. Data Mining has many application areas. The Most important areas are Neural Networks, Association rules in Market Basket Analysis, Data Visualization, Rule Induction, Logistic Regression etc. Here the main focus is on Market Basket Analysis Association Rules using Data Mining technique.
The term Market Basket or commodity bundle refers to a fixed list of items used specifically to track the progress of inflation in an economy or specific market.
Market basket Analysis Method
There are several methods to do market basket analysis-
Association Rules MiningAssociation Rules was introduced by Agarwal et al in 1993.

Association Rule Mining is a popular and well researched method for discovering interesting relations between variables in large databases. Mining association rule is one of the main application areas of Data Mining. It gives a set of customer transactions on items; the aim is to find correlations between the sales of items.
Association rule is often written as X->Y meaning that whenever X appears Y also tends to appear. 
Confidence:
The confidence rule is defined by Conf(X->Y)
Lift:
-Lift is used to measure the power of association between items that are purchased together. Lift must be above 1.0 for the association to be of interest.
Lift is defined as-P (Y|X)/P(Y)
Conviction:
The conviction of a rule is defined as-.
It defines the ratio of the expected frequency that X occurs without Y.
Goals of Association Rule Mining-
The goal of Association rule Mining is to find all rules havingSupport ≥ minsup threshold Confidence ≥ minconf threshold Rules that satisfy both minsup and minconf are called strong rules.
Process for Association rules generation
Find all frequent item sets-Generate all item sets whose support >= minsup and then Generate strong association rules from the frequent item sets-Generate strong rules from each frequent item set. These rules must satisfy minsup and minconf.
LITERATURE REVIEW
Various research papers from different journals and conferences like ACM, Springer, IEEE etc related to Association Rule Algorithms have been collected and studied. The literature survey has two main parts. In the first part two important algorithms(Simlis and FP-Growth) is discussed and in the second part a survey 

The FP-tree is mined by calling FP growth (FP tree, null), which is implemented in Fig.2 
Survey Table
After doing study of survey papers on Association Rules Mining a table is prepared to analyze all papers easily. This analysis is shown in Table 1 .
Procedure FP growth (Tree, a)
(1) If Tree contains a single path P then A new and more optimized algorithm has been proposed for online rule generation. The advantage of this algorithm is that the graph generated in our algorithm has less edge as compared to the lattice used in the existing Algorithm.
Helps to remove redundant rules and in compact representation of association rules. Apriori algorithm is used to extract association rules from Xml data. An online algorithm which is independent of the size of the transactional data and the size of the pre processed data.
The algorithm supports technique for quickly finding out association rules from large data item sets also present the association rules in compact form and reduce redundancy also. Two new data structures T-tree and P-tree for association rules T-tree provides better time and space requirement than hash tree and P-tree offers better processing in terms of storage and time requirement than FP-tree 13 An Efficient Decision Tree Classification Method Based on Extended Hash The experiments were performed on SUNULTRA SPARC-II workstation clocked at 248 MHz and analyzed that all algorithms shows quite similar runtime behavior.
CASE STUDY
This paper performs a case study on an Academic Database to find out frequent elective sets chosen by M.Tech (C.S.E) students in their fourth and fifth semester and comparison is done between Similis Algorithm and FP-Growth Algorithm. Table 2 .
Table2: Database
Student_id
Elective Sets  01  I1,I5,I8  02  I2,I5,I8  03  I3,I6,I9  04  I4,I7,I9  05  I1,I5,I8  06  I2,I5,I8  07  I2,I6,I10  08  I1,I7,I8  09  I3,I5,I10  10  I2,I5,I8  11  I4,I5,I9  12  I3,I6,I9  13  I4,I6,I8  14  I2,I5,I8  15  I3,I5,I8  16  I1,I7,I9  17  I2,I5,I8  18  I3,I7,I10  19  I3,I6,I9  20  I2,I6,I9  21  I2,I5,I8  22  I4,I5,I9  23  I1,I5,10  24  I3,I7,I8  25  I2,I5,I8  26  I2,I7,I8  27  I3,I6,I9  28  I1,I5,I0  29  I3,I6,I9  30 I2,I5,I8
Similis Algorithm
First the database is solved using Similis algorithm. The minimum support count is 3.
Step 1-In the first step an Adjancey Matrix (Table-3) is created, which counts the frequency between nodes (electives). I3 I4 I5 I6 I7 I8  I9 I10   I1  ---4  -2  3  1  2   I2  ---8  2  1  9  1  1   I3  ---2  5  2  2  5  2   I4  ---2  1  1  1  3  -I5  ------11 2  3 I6 -
Step 2-The second step contains removal of entries from Adjancey Matrix which are smaller than minimum support Count ( Step 3-In the third step a weighted graph G (Fig.3 ) in which all nodes represents electives.
Fig 3: Weighted Graph G
Step 4-In fourth step the maximum weight clique is found. The electives which are the part of maximum weight cycle are the most frequent elective sets. 
FP-Growth Algorithm
Step 1: Arrange the electives in descending order of frequencies. Step2: Fig.4 shows the final FP-Tree after scanning the complete database.
Step3: After mining I5:16, I8:11, I2:7 is the most frequent pattern so {Data warehousing and Data Mining, Compiler Construction, Enterprise Resource Management} are most frequent elective subjects. 
RESULT ANALYSIS
CONCLUSION AND FUTURE SCOPE
This paper finds out the most frequent electives for thirty students. In future the results can be derived from large datasets. Lot of data in huge databases enforces to bring out knowledge from the patterns. Association rule mining is one of the techniques in data mining which helps to know about the patterns and trends from the database. In this paper, FPTree and Primal-Tabu Meta-Heuristic for the MaximumWeighted association rule mining algorithms have been studied and compared with the help of case study of post graduate students in knowing the patterns of Elective paper they choose. Further the same experiment and result analysis can be done on large datasets. 
S.No Characteristics Similis Algorithm
FP-Growth Algorithm
