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Abstract: This paper addresses the problem of multi-lingual text summarisation. 
The goal is to analyse three approaches for generat-ing summaries in four languages 
(English, Spanish, German and French), in order to determine the best one to adopt 
when tack-ling this issue. The proposed approaches rely on: i) language-independent 
tech-niques; ii) language-specific resources; and iii) machine translation resources ap-
plied to a mono-lingual summariser. The evaluation carried out employing the JRC 
corpus - a corpus specifically created for multi-lingual summarisation - shows that 
the approach which uses language-specific resources is the most appropriate in our 
comparison framework, performing better than state-of-the-art multi-lingual 
summarisers. Moreover, the readability assessment conducted over the resulting 
summaries for this approach proves that they are also very competitive with respect 
to their quality. 
Keywords: multi-lingual text, language-independent techniques, language-
specific resources, specific information, multi-lingual TS. 
 
In the current society, information plays a crucial role that brings competitive 
advantages to users, when it is managed correctly. However, due to the vast amount 
of available information, users cannot cope with it, and therefore research into new 
meth-ods and approaches based on Natural Language Processing (NLP) is crucial, 
thus resulting in con-siderable benefits for the society. Specifically, one of these NLP 
research areas is Text Summarisa-tion (TS) which is essential to condense informa-
tion keeping, at the same time, the most relevant facts or pieces of information. 
However, to pro-duce a summary automatically is very challeng-ing. Issues such as 
redundancy, temporal dimen-sion, coreference or sentence ordering, to name a few, 
have to be taken into consideration especially when summarising a set of documents 
(multi-document summarisation), thus making this field even more difficult 
(Goldstein et al., 2000). Such difficulty also increases when the information is stated 
in several languages and we want to be ca-pable of producing a summary in those 
languages, thus not restricting the summariser to a single lan-guage (multi-lingual 
summarisation). The gener-ation of multi-lingual summaries improves con-siderably 
"Science and Education" Scientific Journal June 2021 / Volume 2 Special Issue 2
www.openscience.uz 200
the capabilities of TS systems, allowing users to be able to understand the essence of 
doc-uments in other languages by only reading their corresponding summaries. 
Therefore, the aim of this paper is to carry out a comparative analysis of several 
approaches for generating extractive1 multi-lingual summaries in four languages 
(English, French, German and Spanish). These approaches comprise the use of: 
i) language-independent techniques; ii) language-specific resources; and iii) 
machine translation re-sources applied to a mono-lingual summariser. In this way, we 
can study the advantages and lim-itations of each approach, as well as to deter-mine 
which is the most appropriate to adopt for this type of summaries. Although the 
language-specific resources are limited and perform differ-ently for each language, 
the results indicate that this approach is the best to adopt, since for each language, 
more specific information could be ob-tained, benefiting the final summaries. 
The remaining of the paper is organised as fol-lows. Section 2 introduces 
previous work on multi-lingual TS. Section 3 describes the pro-posed approaches for 
generating multi-lingual summaries in detail. Further on, the corpus used, the 
experiments carried out, the results obtained together with an in-depth discussion is 
provided in Section 4. Finally, the conclusions of the pa-per together with the future 
work are outlined in Section 5. 
Related Work 
Generating multi-lingual TS is a challenging task, due to the fact that we have to 
deal with mul-tiple languages, each of which has its peculiari-ties. Attempts to 
produce multi-lingual summaries started with SUMMARIST (Hovy and Lin, 1999), a 
system which extracted sentences from docu-ments in a variety of languages, by 
using English, Japanese, Spanish, Indonesian, and Arabic prepro-cessing modules 
and lexicons. Another example of multi-lingual TS system is MEAD (Radev et al., 
2004), able to produce summaries in English and Chinese, relying on features, such 
as sentence po-sition, sentence length, or similarity with the first sentence. 
More recently, research in multi-lingual TS has been focused on the analysis of 
language-independent methods. For instance, in (Litvak et al., 2010b) a comparative 
analysis of 16 meth-ods for language-independent extractive summari-sation was 
performed in order to find the most efficient language-independent sentence scoring 
method in terms of summarisation accuracy and computational complexity across 
two different languages (English and Hebrew). Such methods relied on vector-, 
structure- and graph-based fea-tures (e.g. frequency, position, length, title-based 
features, pagerank, etc.), concluding that vector and graph-based approaches were 
among the top ranked methods for bilingual applications. From this analysis, MUSE - 
MUltilingual Sentence Ex-tractor (Litvak et al., 2010a) was developed, where other 
language-independent features were added and a genetic algorithm was employed to 
find the optimal weighted linear combination of all the sentence scoring methods 
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proposed. In (Patel et al., 2007) a multi-lingual extractive language-independent TS 
approach was also suggested. The proposed algorithm was based on structural and 
statistical factors, such as location or identification of common and proper nouns. 
However, it also used stemming and stop word lists, which were dependent on the 
language. This TS approach was evaluated for English, Hindi, Gujarati and Urdu 
documents, obtaining encouraging results and showing that the proposed method 
performed equally well regardless of the language. News-Gist (Kabadjov et al., 2010) 
is a multi-lingual summariser that achieves better performance than state-of-the-art 
approaches. It relies on Singular Value Decomposition, which is also a language-
independent method, so it can be applied to a wide range of languages, although at 
the moment, it has been only tested for English, French and German. 
Furthermore, Wikipedia2 is a multi-lingual re-source, which has been used for 
many natural lan-guage applications. It contains more than 18 mil-lion articles in 
more than 270 languages, which have been written collaboratively by volunteers 
around the world. This valuable resource has also been used for developing multi-
lingual TS approaches. For instance, (Filatova, 2009) took advantage of Wikipedia 
information stated across different languages with the purpose of creating summaries. 
The approach was based on the Pyra-mid method (Nenkova et al., 2007) in order to 
ac-count for relevant information. The underlying idea was that sentences were 
placed on different levels of the pyramid, depending on the number of languages 
containing such sentence. Thus, the top levels were populated by the sentences that 
ap-peared in the most languages and the bottom level contained sentences appearing 
in the least number of languages. The summary was then generated by taking a 
specific number of sentences starting with the top level, until the desired length was 
reached. Moreover, although the multi-lingual ap-proach proposed in (Yuncong and 
Fung, 2010) aimed at generating complete articles instead of summaries, it is very 
interesting and it can be per-fectly applied to TS. Basically, this approach took an 
existing entry of Wikipedia as content guide-line. Then, keywords were extracted 
from it, and translated into the target language. The translation was used to query the 
Web in the target language, so candidate fragments of information were ob-tained. 
Further on, these fragments were ranked and synthesised into a complete article. 
Different to the aforementioned approaches, in this paper we carried out a 
comparison between three approaches: i) a language-independent ap-proach; ii) a 
language-specific approach; and iii) machine translation resources applied to a mono-
lingual TS approach. Our final aim is to analyse them in order to find which is the 
most suitable for performing multi-lingual TS. The objective of this section is to 
explain the three proposed approaches for generating multi-lingual summaries in four 
languages (English, French, German and Spanish). We developed an extractive TS 
approach for each case. In particular, we anal-ysed: i) language-independent 
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techniques (Sub-section 3.1); ii) language-specific resources (Sub-section 3.2); and 
iii) machine translation resources applied to a mono-lingual summariser (Subsection 
3.3). Next, we describe each approach in detail. 
As a language-independent approach for tack-ling multi-lingual TS, we 
computed the relevance of sentences by using the term frequency tech-nique. Term 
frequency was first proposed in (Luhn, 1958), and, despite being a simple tech-nique, 
it has been widely used in TS due to the good results it achieves (Gotti et al., 2007), 
(Orasan,˘ 2009), (Montiel et al., 2009). 
The importance of a term in a document will be given by its frequency. At this 
point, it is worth mentioning that stop words, such as “the”, “a”, “you”, etc. are not 
taken into account; other-wise the relevance of sentences could be wrongly 
calculated. In order to identify them, we need a specific list of stop words, depending 
on the lan-guage used. The language-specific processing in this approach is minimal, 
so it can be considered language-independent, since given a new language it would 
be very easy to obtain automatic sum-maries through this approach. 
This paper presented a comparative analysis of three widespread multi-lingual 
summarisation ap-proaches in order to determine which one would be more suitable 
to adopt when tackling this task. In particular, we studied: i) a language-independent 
approach using the term frequency technique; ii) a language-specific approach, re-
lying on specific linguistic resources for each of the target language (named entities 
recognisers and semantic resources); and finally, iii) a mono-lingual text summariser 
for English, whose output was then inputted to a machine translation system in order 
to generate summaries in the remaining languages. The experiments carried out in 
En-glish, French, German and Spanish showed that by employing language-specific 
resources, the re-sulting summaries performed better than most of the state-of-the-art 
multi-lingual summarisers. 
In the future, we plan to extend our analysis to other languages as well as to 
investigate other ways of generating multi-lingual summaries, for instance, 
employing Wikipedia, as in (Filatova, 2009). This would be the starting point to 
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