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A B S T R A C T
This work is focused on the data based modelling and monitoring of a family of modular systems that havemultiple replicated structures with the same nominal variables and show temporal behaviour with certainperiodicity. These characteristics are present in many systems in numerous fields such as the construction orenergy sector or in industry. The challenge for these systems is to be able to exploit the redundancy in both timeand the physical structure.In this paper the authors present a method for representing such granular systems using N-dimensionaldata arrays which are then transformed into the suitable 2-dimensional matrices required to perform statisticalprocessing. Here, the focus is on pre-processing data using a non-unique folding–unfolding algorithm in a waythat allows for different statistical models to be built in accordance with the monitoring requirements selected.Principal Component Analysis (PCA) is assumed as the underlying principle to carry out the monitoring. Thus,the method extends the Unfold Principal Component Analysis (Unfold-PCA or Multiway PCA), applied to 3Darrays, to deal with N-dimensional matrices. However, this method is general enough to be applied in othermultivariate monitoring strategies.Two of examples in the area of energy efficiency illustrate the application of the method for modelling. Bothexamples illustrate how when a unique data-set folded and unfolded in different ways, it offers different modellingcapabilities. Moreover, one of the examples is extended to exploit real data. In this case, real data collected overa two-year period from a multi-housing social-building located in down town Barcelona (Catalonia) has beenused.
1. Introduction
One of main challenges in industry’s current transformation to the In-dustry 4.0 paradigm is to integrate, manage, process and exploit processdata to benefit business. While the internet of Things (IoT) paradigmprovides the infrastructure required for integration and management,data mining provides the background for processing according to therequired exploitation goals. This paper focuses on the goal of such mon-itoring and assumes that a multivariate data mining technique is usedfor that purpose. In fact, the paper assumes that Principal ComponentAnalysis (PCA) is the underlying principle to perform the monitoringand it focuses on the problem of organizing data to apply PCA. Thismethod is also general enough to be applied to other multivariatemonitoring strategies.PCA is a well-known multivariate statistical technique which is notonly widely used for dimensional reduction, but also for modellingand monitoring continuous processes based on observations providedby sensors (Russell et al., 2000; Edward Jackson and Mudholkar,
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1979). PCA helps to control the processes by using the Hotelling’s 𝑇 2and 𝑆𝑃𝐸 indices to provide charts to detect and analyse faults. Theisolation of those faults is made with the contribution analysis (Kourti,2005). However, as many other statistical methodologies, PCA requiresa 2D matrix organization of data where columns represent variablesand rows observations. Thus, models obtained with this techniquegather correlations between the variables according to the observations(conveniently organized into rows) and assume independence betweenthem. In monitoring applications, these observations usually refer toa single time instant (continuous processes). However, variations ofPCA for monitoring include extensions for batch process monitoringbased on Multiway PCA (MPCA, Nomikos and MacGregor, 1994) andother variants to address real-time (R-PCA, Yu et al., 2017), and outlierdetection in an IoT context (Peter He et al., 2017).The Multiway approach extends the concept of single instant ob-servations to observations that have a temporal extension (typicallythe duration of the execution of the batch process) and consequently,
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Fig. 1. Graphic representation of all the unfolding possibilities of a 3D matrix.
observations, instead of simple rows, are represented by 2D arrays(variables × samples acquired during the batch execution) and by addingone new dimension to the historic data structure, it now becomes a3D matrix. Thus, the dimensions of this 3D matrix, containing thehistoric data of a batch process, are defined by the number of variablesbeing monitored in the process, 𝐽 , the number of samples acquired ateach execution of the batch process, 𝐾, and the number of executionsincluded as historic data, 𝐼 . Again, the 𝐼 observations represented bythese 2D arrays (𝐼×𝐾) containing the data for the monitored variables ofa complete execution of a batch process, are assumed to be independent.Independent of how complex the observations are, the fundamentalprinciples of PCA do not change, but reorganizing (unfolding) the dataunder study (i.e. to be modelled) into a 2D matrix is required. Thisimplies that, in the case of batch processes, an unfolding preprocessingof the data is required to convert the 3D matrix into a 2D array beforeapplying PCA. This unfolding process is not unique and, depending onhow it is done, the interpretations of the results after applying PCA candiffer substantially. Thus, there are six known possible combinations tounfold a 3D matrix into a 2D matrix, (see Fig. 1) and not all of themprovide interpretable results. (NB: in fact, for the PCA purposes, thereare only really three combinations, because half of them are simply theother half transposed.) In batch process monitoring (Nomikos and Mac-Gregor, 1994) variable-wise unfolding (𝐼×𝐽 ×𝐾 → 𝐼𝐾×𝐽 , observationsin rows are all the samples acquired during the execution of batches) andthe batch-wise unfolding (𝐼 × 𝐽 × 𝐾 → 𝐾 × 𝐼𝐽 , where observations inrows represent completed batches and number of columns extends to thevariables at every time instant, 𝐼𝐽 , during the execution of a batch) arecommonly used. In other domains, such as monitoring energy in housingbuildings for example, time-wise unfolding can also be meaningful (see,for instance, Burgas et al., 2015) to identify singularities in the powerconsumption of dwellings.However, there are situations where 3D arrays are not suitable fororganizing historic observations and higher dimensional data arrays,or hypercubes, need to be used instead. The need to analyse andmodel this complex data as a whole, requires developing of a clearmethodology to manage the folding/unfolding procedures (as well asother preprocessing measures) for 𝑁-dimensional arrays to make themsuitable for building interpretable and exploitable PCA models. Thisoccurs, for example, when observations contain not only informationfrom continuous sensors, but also images or spectroscopic informationevolving through time where tensor-based dimension reduction tech-niques are used (Lu et al., 2008; Chen and Shapiro, 2009). A similarsituation transpires when considering processes, or systems in a generalway, with multiple replicated structures being monitored with the sameset of nominal variables (e.g. solar fields and wind farms, injection andassembly lines, cavities in a mould, inkwells in offset industrial printers,power consumers in a grid, or monitoring stores in a mall or rooms ina hotel, etc.). A new challenge appears, one that consists of monitoringnot only every subsystem, but also the interactions between them andthrough time.Consequently, this requires monitoring tools to be developed thatare not only capable of automatically detecting the significantly dif-ferently operating elements in any subsystem (e.g. sensor faults, faulty
components, performance reduction, misbehaviour detection, etc.) butthat also monitor the interactions between these elements and detectany emergent behaviours. By considering modular replication as a newdimension in the data structure this analysis can be carried out, butfirst requires the adequate pre-treatment and management of the data.Similarly, when an operating continuous system presents a repetitive orperiodic behaviour through time, this introduces a degree of redundancythat can be exploited when monitoring. This happens, for instance,in many systems that operate 24/7, but accommodate this operationaccordingly due to, for example, shifts, power prices, seasons, solarillumination, etc. Examples of systems with this kind of pseudo-periodictemporal pattern (daily, weekly, seasonally, etc.) are, again, solar fieldsand wind farms, process industries, or hotels and tertiary buildingsaffected by daily variations. Such repetitive operations allow models tobe built that can then be used as references for monitoring on differenttime scales or granularity (hourly, daily, weekly, etc.). An example ofa multivariate analysis considering this temporal pattern in academicbuildings is presented by the authors in Burgas et al. (2014).Thus, organizing data into multi-dimensional arrays (usually dimen-sion higher than four) is required for data from large systems built on theprinciple of repetitive modularity and periodic behaviour. This paperaims to provide a method for constructing multivariate models thatwill monitor such systems as a whole and allow MPCA methodologyto deal with 𝑁-dimensional arrays. Because the methodology proposedis focused on a previous stage of the PCA modelling itself, then it canbe useful not only for PCA modelling and monitoring, but also for otherData Mining tools, such as PLS (Partial least squares). Therefore, thiswork focuses on the pre-processing stage and, in particular, analysingthe significance of the models obtained once specific unfolding strategieshave been applied.This introduction is followed by a background section that includesrelated work. Following on form that, the methodology to deal with
𝑁-dimensional arrays is introduced and the procedure to follow beforeapplying PCA is explained step-by-step. The paper then describes anexample of the application and a complete, real exploitation use case isdepicted to illustrate the different models that can be obtained from aninitial data set and their interpretation and use for monitoring purposes.The paper ends with a section devoted to conclusions and future work.
2. Background and related work
PCA is a method that allows linear dependencies between the vari-ables of a system to be modelled (Russell et al., 2000; Edward Jacksonand Mudholkar, 1979). Data gathered during normal operating condi-tions (NOC) is usually used to obtain a reference model in a new spaceof lower dimensionality (for instance, waste-water treatment plants asin Aguado and Rosen, 2008). Once the system has been modelled, thenew observations projected onto the model’s subspace can be used toverify its consistency. Usually two statistics, Hotelling’s 𝑇 2 and 𝑆𝑃𝐸(Square Prediction Error), both defined in the model subspace, areused as the bounds of the model to check if any new observationsfall inside or outside the model’s thresholds. Hotelling’s 𝑇 2 indicateshow far an observation is from the centre of the model and 𝑆𝑃𝐸specifies to what extent the correlations mismatch the ones modelled.Those falling outside the model are considered faulty. Optionally, byusing a contribution analysis it is possible to isolate the variablesresponsible for the deviation outside the statistical thresholds (Kourti,2005). Currently, there are variations of PCA such as R-PCA (Recursiveprincipal component analysis) in Yu et al. (2017) for sensor outlierdetection or monitoring (Peter He et al., 2017) in an IoT scope, thatmeet the challenges that real-time presents. A complete comparison andstudy of PCA and its variations can be found in Camacho et al. (2008a,2008b) and González-Martínez et al. (2014).However, PCA itself, as with many other data modelling and miningtechniques, operates over two-dimensional data matrices organized as
𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠(𝑟𝑜𝑤𝑠) × 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠(𝑐𝑜𝑙𝑢𝑚𝑛𝑠). Some extensions of PCA (for
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batch process monitoring for example), known as Multiway PCA (MPCA)described in Nomikos and MacGregor (1994), were defined to dealwith three dimensional arrays. Multiway PCA can deal with batchprocesses (e.g. sequencing batch reactors (SBRs) in waste-water treat-ment facilities Haimi et al., 2016), thus allowing redundant informationstored in the historic data bases of the batch process containing cyclicalexecutions to be exploited. Each complete execution constitutes anobservation and supposes adding a new dimension into the input datato be used for modelling and monitoring. Thus, a single observationbecomes a 2D matrix containing a set of time series describing theevolution of every variable during the execution of the batch, insteadof a single vector containing the samples of variables at a single timeinstant.This temporal repetitiveness can be found in other domains. Forinstance, the power demands of a building present repetitive dailypatterns affected by occupancy and weather conditions (Burgas et al.,2014). In Burgas et al. (2015), the same authors extended this approachto deal with multi-entity systems such as buildings (e.g. malls, hotels,housing buildings, offices, etc.) or communities (e.g. neighbourhoods,residential districts, industrial or business parks, etc.), dealing with upto 4D arrays and offering a multi-view monitoring approach for housingbuildings when applying different unfolding processes.However, PCA is not the only methodology available to deal withmultivariate data. Other multi-way decomposition approaches that havebeen conceived for batch processes have their origins in PARAFAC(Harshman, 1970; Chang and Carroll, 1970), Tucker (1966). A surveyof previous multi-way decompositions including PARAFAC (or CAN-DECOMP), Tucker and two-way PCA, is reviewed in Bro (1997). Thesurvey discusses the similarities, constraints and links between themand notes that while a data-set that can be modelled adequately withPARAFAC can also be modelled by Tucker3 or two-way PCA, PARAFACrequires fewer degrees of freedom. On the other hand, Kiers (1991) saysthat two-way PCA will always fit better than a PARAFAC or Tucker3model, except in extreme cases where they may all fit equally well.The suitability of the three methods for batch processes is analysedin Westerhuis et al. (1999). None of the studies, however, propose amethod to systematically organize and unfold data.In the following sections the authors formalize and extend theunfolding methodology (Nomikos and MacGregor, 1994) to deal with
𝑁-dimensional arrays, taking into account the repeatability and gran-ularity (formal definition in Bettini et al., 1998) of modular systems.Working with folded 𝑁-dimensional data-sets allows for all the charac-teristics of the data to be preserved and for new modelling opportunitiesto be derived from the redundancy of data.
3. Methodology
3.1. Granular monitoring of multi-entity systems
This work focuses on pre-treating and organizing multidimensionaldata for monitoring, especially in the case of systems that presentrepetitive behaviour and/or structures. The method is applied to multi-entity or modular systems (e.g. housing buildings) where every sin-gle entity (e.g. a dwelling) is being monitored by the same nominalset of variables (e.g. power consumption, interior temperature, waterconsumption, occupancy, etc.). To exploit the method’s potential, it isexpected that there is some kind of interactions between these units(e.g. heat transfer through walls, shared areas, central heating, etc.).The method is general enough to consider multiple levels of modularityin a way that, for a given level, the monitoring variables in a modulecontain repetitions of those in the level immediately inferior. Thus, inthe previous example of a dwelling, this can be defined as the lower levelof modularity where five variables are being monitored. A second levelcould be a floor divided into four dwellings (20 sensors) and a third levelcould be defined by the whole six-storey building with four dwellings oneach floor (i.e. 120 variables in total). Thus, in the initial set of variables,
the dimension 𝐽 is 120 variables long, although this can be split intothree levels of modularity, resulting in a 3D array (𝐽1×𝐽2×𝐽3) of 5×4×6.The term granular monitoring refers to the possibility of organiz-ing observations on different levels of temporal detail and perform-ing monitoring accordingly. Thus, in batch process monitoring it iseasy to distinguish the minimum two levels of granularity (or multi-trajectories), i.e. sampling time and batch (time series acquired duringthe execution of the batch). Some continuous systems also present thiskind of repetitive behaviour. For example, fed-batch reactors or anyother calendar operated system that has repetitive behaviour on daily,weekly or yearly time scales. In all of these systems, the sampling timedefines the lowest level of granularity and the longest repetition periodsdefine the highest. For a given level, the information contained in asingle observation (a granule) does not overlap with any of the otherobservations on that same level. However, it does, of course, containmultiple observations from an inferior level (for a formal definition ofthe time granularity concept, the interested reader is referred to Bettiniet al., 1998).Imagine in the previous housing building example, that data sensorsgathered data hourly (sampling time) for three years. This will resultin a total of 𝐼 = 26 208 observations (samples acquired every hour).An accurate observation of daily and weekly shapes should show thatthey present repetitive behaviour that can be analysed on the followingfour granularity levels: hour, day, week and year. Thus, the initial setof hourly observations (𝐼 = 26 208) can now be reorganized into fourlevels of granularity: 𝐼1, hours a day; 𝐼2, days a week; 𝐼3, weeks a year;
𝐼4, available years of historic data. The initial data-set defined by the2D matrix (𝐼 ×𝐽 ), can in fact be organized into an 𝑁 dimensional array(𝐼1 × 𝐼2 × 𝐼3 × 𝐼4 × 𝐽1 × 𝐽2 × 𝐽3 with 𝑁 = 4+ 3 = 7), resulting in an arraysize of 24 × 7 × 52 × 3 × 5 × 4 × 6.The next section details the correspondence between elements inboth 2D and 𝑁-dimensional arrays and shows different ways to unfoldthis into a new 2D matrix with a different data distribution suitable formonitoring.
3.2. Basic pre-processing operations: folding, standardization, merging andunfolding
Acquisition systems usually gather information sequentially, re-sulting into long 2D matrices where columns represent every sensorinstalled and rows contain dated values acquired at every time-stamp.For this work, the initial 2D matrix is called 𝑋 and is assumed tocontain 𝐼 observations (rows) of 𝐽 variables (columns). The objectiveis to transform this matrix into a new 2D matrix, 𝑋′, with dimensions
𝐽 ′ × 𝐼 ′ (𝐽 ≠ 𝐽 ′ and 𝐼 ≠ 𝐼 ′), suitable for PCA. This PCA suitable matrixis obtained after reordering observations and variables conveniently toobserve the system at the convenient granularity and modularity leveldefined by the monitoring goals.Folding is the procedure that will be used to reorganize the datainto this 𝑁-dimensional folded array, 𝑋, by considering system gran-ularity and modularity. Specific dimensions in the N-folded array willcorrespond to different granularity levels, allowing the data acquired atdifferent sampling times to be merged by simply appending matrices inthe correct dimension (same granularity). Additionally, a standardiza-tion procedure, one which avoids variables with larger magnitudes andvariation range dominating, must be applied to make the data suitablefor PCA.Thus, to perform this transformation of 𝑋 into 𝑋′ there are fourbasic operations to carry out: folding, unfolding, standardization andmerging.
1. Folding. This is the procedure that allows the original 2D matrixto be transformed into an 𝑁-dimensional folded array, 𝑋, insuch a way that granularity and modularity are consistentlyrepresented.
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2. Standardization. This is data centring (zero mean) and equal-ization in terms of variance (unit variance in all the columns).The purpose is to avoid variables with large variances and biasdominating.3. Merging (Optional). This is only required when the original datais split into several arrays with sampling times on different timescales or distinct modularity. It consists of appending two distinct
𝑋′ matrices (when possible) to add more information to themodels at certain levels of modularity/granularity.4. Unfolding. This is the procedure that reshapes the folded 𝑋array into the best bi-dimensional matrix 𝑋′, according to themonitoring goals.
These operations are analysed in detail in the following subsections:
3.3. Folding
Folding is the transformation of the original 2D matrix (𝐼 observa-tions × 𝐽 variables) into an 𝑁-dimensional folded array, 𝑋, in such away that granularity and modularity are consistently represented. Atthis point, that there are other arrays to be merged is not considered(this issue will be discussed further) and it is assumed that the original
𝑋 matrix contains equally sampled data that has been aligned withoutblanks.If the system presents 𝑀 levels of modularity and 𝐿 levels ofgranularity, then it is possible to fold it into an N dimensional, 𝑋 array,with 𝑁 = 𝐿 + 𝑀 . Since granularity and modularity are defined in acontext of repeatability, the length of the observations and the groupingof the variables at a given level will be fixed and define a dimensionof 𝑋. These dimensions are labelled as 𝐼𝑙, with 𝑙 = 1…𝐿 and 𝐽𝑚, with
𝑚 = 1…𝑀 , respectively, and the product of their sizes equals the size ofthe original 2D matrix:∏ 𝐼𝑙 = 𝐼 and∏ 𝐽𝑚 = 𝐽 . Observe that if only thelowest levels of granularity and modularity are considered (𝐿 =𝑀 = 1),this will result in the original 2D matrix (𝐼1 × 𝐽1 = 𝐼 × 𝐽 ).The main problem when performing the folding procedure, is to havecontrol over how the samples are reorganized to facilitate applying thepre-possessing algorithms to the most convenient data organization. Toestablish a clear correspondence between elements in 𝑋 and 𝑋 Eqs. (1)and (2) have been established, where any observation in the 𝑋 matrix(𝑥𝑖,𝑗) is mapped to an observation in the folded array (𝑥𝑖1 ,..𝑖𝐿 ,𝑗1 ...𝑗𝑀 ),where 𝑖𝑙 (with 𝑙 = 1…𝐿) and 𝑗𝑚 (with 𝑚 = 1…𝑀) represent thecoordinates of the sample in 𝑋.
𝑖𝑙 =
⎢⎢⎢⎣ 𝑖 − 1∏𝑝=𝑙−1𝑝=0 𝐼𝑝
⎥⎥⎥⎦% 𝐼𝑙 + 1 (1)
𝑗𝑚 =
⎢⎢⎢⎣
𝑗 − 1∏𝑝=𝑚−1
𝑝=0 𝐽𝑝
⎥⎥⎥⎦% 𝐽𝑚 + 1. (2)The symbol for the reminder operator of the division performedbetween the left and right arguments is %, and the square brackets withmissing upper bars is the symbol to represent the integer part of thedivision inside. Where 𝑖 = 1… 𝐼 and 𝑗 = 1… 𝐽 are the coordinates of theobservation (𝑥𝑖,𝑗) in the original 𝑋 matrix; 𝑖𝑙 and 𝑗𝑚 are the coordinatesof the element in the 𝐼𝑙 or 𝐽𝑚 dimension of the folded array 𝑋; 𝐼𝑝 and
𝐽𝑝 are the length, or number of elements, in the 𝐼𝑝 and 𝐽𝑝 dimensionof the folded matrix. 𝐼0 = 1, 𝐽0 = 1 and non-existent dimensions (dueto nomenclature when distinct 𝑋 are folded for merging later) must beconsidered to be 1.To exemplify this relationship, suppose an 𝑋 matrix with 𝐼 = 100 800observations and 𝐽 = 110 variables where three levels of granularity areidentified in time (𝐿 = 3) and two levels of modularity in variables (𝑀 =
2) where 𝐼1 = 60 (min), 𝐼2 = 24 (h), 𝐼3 = 70 (days), 𝐽1 = 11 and 𝐽2 = 10.The 𝑋 matrix can be folded into an 𝑋 array with 𝑁 = 𝐿+𝑀 = 3+2 = 5dimensions. Eqs. (1) and (2) have been used to find the correspondence
between any 𝑥𝑖,𝑗 and the corresponding (𝑥𝑖1 ,𝑖2 ,𝑖3 ,𝑗1 ,𝑗2 ) resulting, for thisparticular case, in the following five corresponding Eqs. (3)–(7).
𝑖1 =
⌊ 𝑖 − 1
1
⌋%60 + 1 (3)
𝑖2 =
⌊ 𝑖 − 1
60 ∗ 1
⌋%24 + 1 (4)
𝑖3 =
⌊ 𝑖 − 1
24 ∗ 60 ∗ 1
⌋%70 + 1 (5)
𝑗1 =
⌊
𝑗 − 1
1
⌋%11 + 1 (6)
𝑗2 =
⌊
𝑗 − 1
11 ∗ 1
⌋%10 + 1 (7)
where 𝑖1, 𝑖2, 𝑖3, 𝑗1 and 𝑗2 are the corresponding indices of the element
𝑥𝑖,𝑗 in the 5-dimensional matrix 𝑋.
3.4. Unfolding
The unfolding procedure consists of reshaping a folded 𝑁-dimensional array, 𝑋, into a bi-dimensional one, 𝑋′, adequate forPCA modelling purposes. Depending on the unfolding process chosen,distinct 𝑋′ matrices can be obtained. Observe that for an 𝑁-dimensionaldata matrix, the number of unfolding possibilities doubles according tothe following expression:
𝑘=𝑁−1∑
𝑘=1
(
𝑁
𝑘
)
=
𝑘=𝑁−1∑
𝑘=1
𝑁!
𝑘!(𝑁 − 𝑘)!
. (8)
Thus, for 𝑁 = 3, 4, 5, 6, and 7, the unfolding possibilities are 6, 14,30, 62 and 126, respectively. The unfolding possibilities double (plustwo) each time N increases a unit. Notice that half of the unfoldingpossibilities is the transposition of the other half, so the progressionis divided by two. However, many combinations appear for large N.For example, Fig. 2 represents the 14 unfolding possibilities for a 4Dmatrix of lengths 𝐼 , 𝐽 , 𝐾, 𝐿. However, not all these unfoldings makesense in monitoring applications, and so the most appropriate ones mustbe chosen according to the monitoring goals that have been set. Thepossible 𝑋′ matrices that are obtained after unfolding 𝑋 have differentcorrelation structure and consequently the meaning of the PCA analysischanges. Being able to choose the appropriate unfolding process for eachmonitoring purposes is a critical point. Some indications to help decidewhich dimensions in 𝑋 will be unfolded as columns or rows are thefollowing:
∙ The dimension associated to the original variables (correspond-ing to the lower level of modularity, 𝐽1), should always be placedin the columns’ group (always part of 𝐽 ′). Unfolding resultswhere 𝐽1 are considered part of the set of rows to be analysed(part of 𝐼 ′) make no sense from a monitoring point of view.Therefore, half of the unfolding possibilities (those with 𝐽1 placedin the rows’ group) should be discarded.
∙ PCA will find linear correlations between the 𝐽 ′ variables, ex-plaining the variations in the 𝐼 ′ observations. So, dimensionssusceptible to holding correlations of interest in our systemshould be considered for being placed in the variables set (partof 𝐽 ′), i.e. in the classical batch approach, where I, J and Kdimensions are defined, only the Batch-Wise 𝐼 ′ × 𝐽 ′ = 𝐼 × (𝐽𝐾)and Variable-Wise 𝐼 ′ × 𝐽 ′ = (𝐼𝐾) × 𝐽 unfolding make sense.
∙ The order (position) of the row and column elements is notrelevant in terms of modelling, as the results will be the same, butit is highly recommendable to choose a meaningful organizationto easily visualize and understand the model results. This is espe-cially important for the composition of 𝐽 ′ dimension (variables).
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Fig. 2. Graphic representation of all the unfolding possibilities of a 4D matrix.
∙ Consider re-sampling or data aggregation, when the lower levelof granularity is not required, thus reduces the computationalcost of creating models and reduces the influence of noise has.
∙ As PCA studies the correlations between variables, uncorrelatedvariables can be avoided and computational costs reduced.
Considering this hints the user should be able to choose the bestunfolding for his problem and formulating the correspondence betweenelements in both matrices 𝑋 and 𝑋′.Thus, given an𝑁-dimensional array𝑋 and a desired unfolding struc-ture 𝐼 ′ × 𝐽 ′ (𝑅𝑜𝑤𝑠 × 𝐶𝑜𝑙𝑢𝑚𝑛𝑠), the correspondence between an element(𝑥′𝑖′ ,𝑗′ ) in the 𝑋′ matrix with the corresponding element (𝑥𝑖1 ,..𝑖𝐿 ,𝑗1 ...𝑗𝑀 ) in
𝑋 is given by the mapping Eqs. (9) and (10). Where 𝑖′𝑙 (with 𝑙 = 1…𝐿′)and 𝑗′𝑚 (with 𝑚 = 1…𝑀 ′) represent the coordinates of the samplein the 𝑁-dimensional folded array 𝑋 reordered according to the finalorganization of data in rows and columns of 𝑋′ required. Thus, thenotation (𝑥𝑖′1 ,..𝑖′𝐿′ ,𝑗′1 ...𝑗′𝑀′ ) represents the same element (𝑥𝑖1 ,..𝑖𝐿 ,𝑗1 ...𝑗𝑀 ) oncethis reordering of the coordinates has taken place in such a way thatthe first 𝐿′ coordinates will be unfolded as rows describing observationsand the last 𝑀 ′ will be unfolded as columns in the final matrix 𝑋′.
𝑖′ = 𝑖′1 +
𝑙=𝐿′∑
𝑙=2
(
(𝑖′𝑙 − 1)
𝑝=𝑙−1∏
𝑝=1
𝐼 ′𝑝
) (9)
𝑗′ = 𝑗′1 +
𝑚=𝑀 ′∑
𝑚=2
(
(𝑗′𝑚 − 1)
𝑝=𝑚−1∏
𝑝=1
𝐽 ′𝑝
) (10)
where 𝑖′𝑙 (𝑗′𝑚) is the index of the element in the 𝑙th (𝑚th) dimensionassigned to the rows’ (columns) group, 𝐼 ′𝑝 (𝐽 ′𝑚) is the length, or numberof elements in that dimension, 𝐿′ (𝑀 ′) is the number of dimensions inthe rows’ (columns) group and 𝑖′ (𝑗′) the corresponding index in thefinal unfolded matrix 𝑋′.To exemplify the correspondence given by the previous equations,suppose that the desired transformation is from a 5-dimensional array(𝐼1 × 𝐼2 × 𝐼3 ×𝐽1 ×𝐽2) into a 2D matrix distributed as (𝐽2𝐼1) × (𝐽1𝐼2𝐼3) =
(𝐼 ′1𝐼
′
2) × (𝐽
′
1𝐽
′
2𝐽
′
3) with sizes (𝐼1 = 60, 𝐼2 = 24, 𝐼3 = 70, 𝐽1 = 11 and 𝐽2 =
10). The correspondence equations that links any element 𝑥𝑖1 ,𝑖2 ,𝑖3 ,𝑗1 ,𝑗2 tothe corresponding 𝑥𝑖′ ,𝑗′ are given by the Eqs. (11) and (12).
𝑖′ = 𝑖′1 + (𝑖
′
2 − 1) ∗ 𝐼
′
1
𝑖′ = 𝑗2 + (𝑖1 − 1) ∗ 𝐽2
𝑖′ = 𝑗2 + (𝑖1 − 1) ∗ 10
(11)
𝑗′ = 𝑗′1 + (𝑗
′
2 − 1) ∗ 𝐽
′
1 + (𝑗
′
3 − 1) ∗ 𝐽
′
2 ∗ 𝐽
′
1
𝑗′ = 𝑗1 + (𝑖2 − 1) ∗ 𝐽1 + (𝑖3 − 1) ∗ 𝐼2 ∗ 𝐽1
𝑗′ = 𝑗1 + (𝑖2 − 1) ∗ 11 + (𝑖3 − 1) ∗ 264.
(12)
Thus, a given element in 𝑋, represented by 𝑥10,20,30,4,5 the 𝑖′ and 𝑗′indices of the corresponding 𝑥𝑖′ ,𝑗′ , will be computed with Eqs. (13) and
(14).
𝑖′ = 5 + (10 − 1) ∗ 10 = 95 (13)
𝑗′ = 4 + (20 − 1) ∗ 11 + (30 − 1) ∗ 264 = 7869. (14)
Therefore, the element 𝑥10,20,30,4,5 in the 5D array will be reallocatedas the element 𝑥′95,7869 in the unfolded 2D matrix 𝑋′.
3.5. Standardization
PCA requires variables being centred and with similar variance.To guarantee this, a standardization procedure should be applied.Standardization will consist of obtaining data with zero mean andunit variance. The procedure is simple: for each variable, its mean (𝜇)and standard deviation (𝜎) are obtained, once every sample has beenstandardized by subtracting 𝜇 and dividing by 𝜎, as in expression (15).For the sake of simplicity, 𝑥 is used for the standardized value and 𝑥𝑜for the original data.
𝑥 = 𝑥
𝑜 − 𝜇
𝜎
. (15)
In classical 3D unfold-PCA, depending on how 𝜇 and 𝜎 are obtained(which dimension is considered as the sample), the literature purposesfour main standardization procedures known as Continuous Scaling(CS), Auto-Scaling (AS), and Group-Scaling (GS) and Block Scaling. InContinuous Scaling (Esbensen et al., 1987), 𝜇 and 𝜎 are obtained for eachvariable during all the time instants (observations). Then, according tothe methodology proposed, this is equivalent to performing it at theinitial step, that is from 𝑋:
𝑥𝑖𝑗 =
𝑥𝑜𝑖𝑗 − 𝜇𝑗
𝜎𝑗
(16)
with
𝜇𝑗 =
∑𝑖=𝐼
𝑖=1 𝑥
𝑜
𝑖𝑗
𝐼
(17)
𝜎𝑗 =
√∑𝑖=𝐼
𝑖=1 (𝑥
𝑜
𝑖𝑗 − 𝜇𝑗 )2
𝐼 − 1
. (18)
When the initial data-set presents distinct granularity (differentsampling times, for example) or not all the modules have the samedegree of replication (for instance, the existence of common or globalvariables) the initial data-set must be divided into homogeneous subsets.The resulting subsets have to be able to be represented consistently asthe initial matrix 𝑋. After performing the previously described fold-ing/unfolding procedures, obtaining a set of matrices 𝑋′ with the samegranularity will then be possible. The following must be considered:
∙ The same nomenclature must be followed in the unfolded ma-trices (e.g. if 𝐼1=seconds in one folding then it cannot be 𝐼1 =hours in an other)
∙ Unfolded dimensions that result in rows in 𝑋′ must be consistentin granularity (sampling), units and order.
So, an 𝑋′ matrix coming from a (𝐼1𝐽2) × (𝐴𝑛𝑦𝐺𝑟𝑜𝑢𝑝) unfoldingprocedure can be added to any 𝑋′ matrix coming from a (𝐼1𝐽2) ×
(𝐴𝑛𝑦𝑜𝑡ℎ𝑒𝑟𝐺𝑟𝑜𝑢𝑝) unfolding procedure if 𝐼1 represents the same timeinstants and the same frequency in both matrices and 𝐽2 represents thesame variables or entities.A detailed explanation of the merging procedure can be found inCamacho et al. (2008b). Since the merging is performed with unfoldedmatrices, it is the same, independently of the dimension of the foldedmatrix.In Auto-Scaling (Westerhuis et al., 1999), 𝜇 and 𝜎 are obtainedfor each variable at each time instant of the batch (observations arenow the time series during the batch). Thus, according to the proposed
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methodology, this will be equivalent to performing it after unfolding, inthe matrix 𝑋′:
𝑥′𝑖′𝑗′ =
𝑥′𝑜𝑖′𝑗′ − 𝜇𝑗′
𝜎𝑗′
(19)
with
𝜇𝑗′ =
∑𝑖′=𝐼 ′
𝑖′=1 𝑥
′𝑜
𝑖′𝑗′
𝐼 ′
(20)
𝜎𝑗′ =
√∑𝑖′=𝐼 ′
𝑖′=1 (𝑥
′𝑜
𝑖′𝑗′ − 𝜇𝑗′ )
2
𝐼 ′ − 1
. (21)
Finally, Group Scaling and Block Scaling are used when data consistof several groups or blocks of variables with some given uniform feature(i.e. unit of measure). Different groups have different features. Groupand Block Scaling are performed by scaling each group or block bythe same standard deviation (i.e. the grand mean of their standarddeviations). Following the methodology proposed, an extension ofGroup or Block Scaling can be defined by allowing for the possibilityof obtaining the standard deviation from different unfold matrices (𝑋′′)and, once standardized, going back to the initial data format.
3.6. Merging
When the initial data-set presents distinct granularity (differentsampling times, for example) or not all the modules have the samedegree of replication (for instance, common or global variables exist),it must be divided into homogeneous subsets and the resulting subsetsmust be able to be represented consistently as the initial matrix 𝑋. Afterperforming the folding/unfolding procedures previously described, itwill now be possible to obtain a set of matrices 𝑋′ with the samegranularity. The following considerations should be taken into account:
∙ The same nomenclature must be followed in the unfolded matri-ces (e.g. if 𝐼1 = seconds in one folding then cannot be 𝐼1 = hoursin an other)
∙ Unfolded dimensions that result rows in 𝑋′ must be consistent ingranularity (sampling), units and order.
So, an 𝑋′ matrix coming from a (𝐼1𝐽2) × (𝐴𝑛𝑦𝐺𝑟𝑜𝑢𝑝) unfolding canbe added to any 𝑋′ matrix coming from a (𝐼1𝐽2) × (𝐴𝑛𝑦𝑜𝑡ℎ𝑒𝑟𝐺𝑟𝑜𝑢𝑝)unfolding if 𝐼1 represents the same time instants and the same frequencyin both matrices and 𝐽2 represents the same variables or entities.A detailed explanation about the merging procedure can be found inCamacho et al. (2008b). Since this is performed with unfolded matrices,it is the same, independently of the dimension of the folded matrix.
4. Application example
To illustrate the methodology, a case study monitoring a parabolictrough solar power plant is presented. In this case, the granularityin both the monitored variables and time can be used to reach newmodelling options. In the following sections these options are introducedand the proposed methodology is followed.
4.1. Data information
On the one hand, the plant being monitored (Fig. 3) consists of fouridentical solar fields, each with 50 parallel loops composed of four solarcollector assemblies. To generate electricity, the collectors capture thesolar radiation by heating a fluid to drive a turbine connected to anelectrical generator. In each collector assembly, three variables are mea-sured at the same frequency (transfer fluid temperature, volumetric flowrate, and solar irradiation). Moreover, three production plant variablesare provided (power, transfer fluid temperature and volumetric flowrate).
Table 1Dimensions summary for field, production and meteorological data.
Dimension Field Production Weather
𝐼1 Hours 24 24 24
𝐼2 Days 360 360 360
𝐽1 Variables 3 3 3
𝐽2 Collectors 4 (none) (none)
𝐽3 Parallel loop 50 (none) (none)
𝐽4 Solar field 4 (none) 4
On the other hand, as solar plant generation is highly correlated withweather, four weather stations,( one for each solar field), provide threeweather variables (temperature, wind, humidity) at an hourly rate.To summarize, the system has three variables that are replicated atevery collector assembly, three global variables from the plant and threeglobal weather variables.
4.2. Data folding
Since three different data sources are available, and to later mergethe unfolded matrices, a common nomenclature must be established.For time dimensions, 𝐼1 is used for hours and 𝐼2 for days in the threedata-sets. 𝐽1 is always used for the measured variables that are differentfor each data-set. Then, the 𝐽2 dimension will be used for the collectorassemblies of each parallel loop, 𝐽3 for parallel loops of each solar fieldand 𝐽4 for the solar fields of the power plant. The sizes of each dimensionfor each data source are indicated in Table 1. Note that the size of 𝐽1 is,by coincidence, the same for the three data sources, but this conditionis not really needed to later merge the unfolded matrices.Eq. (1) has been applied to the three data-sets known as 𝑋1, 𝑋2 and
𝑋3 matrices, to obtain three folded arrays 𝑋1, 𝑋2 and 𝑋3. Thus, 𝑋1results in a 6D (𝐼1 × 𝐼2 × 𝐽1 × 𝐽2 × 𝐽3 × 𝐽4) array of 24× 360× 3× 4× 50× 4for the collected power plant data, 𝑋2 a 3D (𝐼1 × 𝐼2 × 𝐽1) array of
24 × 360 × 3 for the production data and 𝑋3 a 4D (𝐼1 × 𝐼2 × 𝐽1 × 𝐽4)array of 24× 360× 3× 4 for the weather data. According to the proposedmethodology, these three 𝑁-dimensional arrays are suitable to beunfolded and then used for data-based modelling of the power plant.
4.3. Unfolding
Depending on the objective,the three 𝑋 matrices can be unfoldedin several ways following the indications in Section 3.4. Since the highdimensional matrix is 𝑋1, which contains the largest amount of data,this will be used as the basis for the unfolding. Next, 𝑋2 and 𝑋3will be optionally added by using the merging procedure described inSection 3.6. Considering that 𝑋1 is a 6D matrix, according to Eq. (8) andthe associated constraints, there will be up to 31 meaningful unfoldingoptions. To show the value of some of these possibilities, two differentmodelling objectives are defined: monitoring and benchmarking.
4.3.1. Unfolding for monitoringThe most common modelling objective is to monitor the wholesystem to detect faults and for diagnostic purposes. This correspondsto a classical data-based monitoring and is achieved by placing 𝐼1 and
𝐼2 in the Rows’ group and the rest of dimensions in the Columns’ group.In this way, the unfolded 𝑋1′ (𝐼1𝐼2) × (𝐽1𝐽2𝐽3𝐽4) matrix is the same asthe original one, 𝑋1. All the variables measured at each time instant(in this case hourly) are continuously monitored for fault detection anddiagnosis tasks.In addition, daily monitoring can be reached by placing only 𝐼2in the Rows’ group and the rest of dimensions in the Columns’ group
(𝐼2) × (𝐼1𝐽1𝐽2𝐽3𝐽4) for modelling. In this way, when monitoring, all themeasurements obtained during a day are used as inputs. This allows, asin batch processes, the repetitiveness (in this case daily) of the data tobe considered to perform more accurate fault detection and diagnosistasks, albeit only once a day. In both monitoring versions, weather and
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Fig. 3. Schema of monitored parabolic trough solar power plants. One solar field is marked in green, one loop in yellow and one solar collector assembly in pink.(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
production variables can be added by using the merging procedure.Weather data can be unfolded (𝐼2) × (𝐼1𝐽1𝐽4) or (𝐼1𝐼2) × (𝐽1𝐽4) fordaily and hourly monitoring, respectively. In this way, the correlationbetween the measured process variables and the weather variables isalso modelled and then used for monitoring. Likewise, the productiondata matrix can be unfolded (𝐼2) × (𝐼1𝐽1) or (𝐼1𝐼2) × (𝐽1) and mergedfor modelling. This will allow production plant variables to be used formonitoring.As a numerical example, consider that a daily monitoring of thewhole plant, including weather and production data, is going to becarried out. According to Table 1, the historical data matrix used formodelling will be 360 × (24 ∗ 3 ∗ 4 ∗ 50 ∗ 4 + 24 ∗ 3 + 24 ∗ 3 ∗ 4) = 360 ×
57 960. Then, with the monitoring system running on-line, the 57 960measurements obtained during a day, will be the input to obtain thedaily diagnostic of the plant. If the goal is an hourly on-line monitoringusing only plant and production data, the matrix with the historical dataused for modelling will be (360 ∗ 24) × (3 ∗ 4 ∗ 50 ∗ 4+ 3) = 8640 × 2403.Then, the 2403 measurements obtained hourly will be the input of theon-line monitoring system.Moreover, individual monitoring can be done for each specific partof the plant (i.e. each solar field, loop or collector assembly). In thiscase, models can be built by either taking advantage of the informationgathered from the whole plant or from only a specific part. For example,for online daily monitoring of a loop, it is clear that the 3 ∗ 4 ∗ 24 = 288measurements obtained each day in the loop should be used. However,at the modelling stage there are several possibilities. Directly, the 𝑋′matrix can be built from the dimension (𝐼2) × (𝐼1𝐽1𝐽2) and the size360 × 244 in such a way that only the historical data of that loop isused for modelling. However, other options are to build 𝑋′ from thedimension (𝐼2𝐽3) × (𝐼1𝐽1𝐽2) and the size 360 ∗ 50 × 244 = 18 000 × 244,or from (𝐼2𝐽3𝐽4) × (𝐼1𝐽1𝐽2) and 360 ∗ 50 ∗ 4 × 244 = 72 000 × 244,thus obtaining a unique model for all the loops in the same solar fieldor for the whole plant, respectively. In a similar way, specific modelscan be built for hourly monitoring, and for collector assembly or solarfield monitoring. In all the models proposed in this paragraph, boththe weather and the production data-sets can be merged. Then, whenmonitoring, the daily weather and/or production data should be used,and will likely obtain better results.
4.3.2. Unfolding for benchmarkingIn the same way that the granularity of the process behaviour canbe useful for monitoring, the modularity of the process structure, based
on historical data, could be used for benchmarking. In this case, timedimensions 𝐼1 and 𝐼2 are not in the rows of the unfolded matrix but in thecolumns. Depending on the dimensions put in the rows of the unfoldedmatrix, solar fields, loops or collector assemblies can be compared.In the case of solar fields, 𝑋′ will have the dimension (𝐽4) ×
(𝐼1𝐼2𝐽1𝐽2𝐽3) and a size of 4 × (360 ∗ 24 ∗ 3 ∗ 4 ∗ 50) = 4 ∗ 5 184 000,meaning that the 4 solar fields will be compared according to the5184000 measurements obtained for each one during the year. Sinceweather data is different for each solar field this can be merged, resultinga merged unfolded matrix of size 4 × (360 ∗ 24 ∗ 3 ∗ 4 ∗ 50 + 24 ∗ 360 ∗
3) = 4 ∗ 5 261 760.In the case of parallel loops, 𝑋′ will have the dimension (𝐽3𝐽4) ×
(𝐼1𝐼2𝐽1𝐽2) and a size of (4 ∗ 50) × (360 ∗ 24 ∗ 3 ∗ 4) = 200 × 103 380.this means that the 200 parallel loops of the plant will be compareddepending on the 103 380 measurements collected at each one duringthe year. Moreover, in this case, the four solar fields can be consideredas independent, so four unfolded matrices with the dimension (𝐽3) ×
(𝐼1𝐼2𝐽1𝐽2) and size 50 × 103 380 can be built to obtain four differentmodels that compare only the parallel loops in each solar field.In the case of collector assemblies, 𝑋′ will have the dimension
(𝐽2𝐽3𝐽4) ×(𝐼1𝐼2𝐽1) and a size of (4 ∗ 50 ∗ 4) ×(360 ∗ 24 ∗ 3) =
800× 25 920. This means that, the 800 collector assemblies of the plantwill be compared depending on the 25 920 measurements obtained ateach one during the year. As in the previous case, the four solar fieldscan be considered as independent, so four unfolded matrices of thedimension (𝐽2𝐽3) × (𝐼1𝐼2𝐽1) and the size 200 × 25 920 can be built toobtain four different models to compare only the collector assemblies ofeach solar field.In previous benchmarking examples, the production data cannot bemerged since it is common to all the elements compared. This meansthat, if it were to be used, a number of identical measurements wouldhave to be added at the end of each row. Something which makes nosense for benchmarking tasks. For the same reason, weather data shouldonly be merged in the case of solar fields.Finally, thanks to the folding and unfolding methodology proposed,some more sophisticated benchmarking possibilities can be analysed forbetter understand the plant. For example, consider that the structure ofthe four solar fields is identical and the unfolding is done to obtain an 𝑋′of the dimension (𝐽3𝐽2) × (𝐽1𝐽4𝐼1𝐼2). In this case, the matrix of the size
(50 ∗ 4) × (360 ∗ 24 ∗ 3 ∗ 4) = 200 × 103 380 will be useful to analyse theinfluence the location of the collector assemblies within the solar field
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Table 2Dwelling variables.
𝑆𝑎𝑛𝑖 (kWh) Heating energy for Hot water for sanitary use
𝐻𝑒𝑎𝑡 (kWh) Heating energy
𝐶𝑜𝑙𝑑 (kWh) Cooling energy
Table 3Production plant generation variables.
𝐺𝑙𝑠𝑎 (kWh) Energy for heating water for sanitary use in dwellings
𝐻𝑅𝐹 (kWh) Energy for radiant floor heating in dwellings
𝐻𝐹𝑎𝑛 (kWh) Energy for fan-coils heating in common areas
𝐶𝑅𝐹 (kWh) Energy for radiant floor cooling in dwellings
𝐶𝐹𝑎𝑛 (kWh) Energy for fan-coils cooling in common areas
𝐺𝑎𝑠 (kWh) Gas consumption
𝐸𝑙𝑒 (kWh) Electric consumption
𝑆𝑙𝑟 (kWh) Solar generation
has. Similar models can be built for collector assemblies with respect tothe parallel loop and/or for parallel loops with respect the solar field.
5. Exploitation example
To better illustrate the benefits of the proposed methodology, an-other case study using real data from a social building is presented. Thebuilding is located in downtown Barcelona (Catalonia) and consists of32 separated dwellings, common areas and a common generation plantwhich is used for heating and cooling. Three modelling options derivedfrom the different unfolding strategies from the same initial data-setand defined according to the monitoring goals will be illustrated. PCAhas been used as the statistical monitoring strategy following the sameprinciples as in Tucker (1966) (see the reference for further detailson applying PCA for multi-housing building monitoring). In the nextsubsection the data structure will be introduced. Then, following theproposed methodology, several models built from the same initial datawill be shown.
5.1. Data information
The social building consists of 32 dwellings. Dwellings are smallapartments between 35.58 and 41.24 m2 each, and each dwelling hasits own kitchen, bathroom and one bedroom. Radiant floors heat andcool the apartments and as each dwelling has their own thermostat,the occupants can set the temperature according to their needs. Thevariables monitored in each dwelling are summarized in Table 2. All thevariables being monitored are sampled hourly. The building has a singlegeneration plant that serves the whole building and includes a solarfield to generate hot water and three 110 kW Brotje Heizung EcothermPlus WGB condensation boilers. The generation plant provides hourlydata on consumption and generation. Table 3 summarizes the variablesmonitored in the production plant.Weather information during the period is also available through theCatalan public weather agency MeteoCat, and consist of the 11 variablessummarized in Table 4. These variables present a sample time of 1 day.
Therefore, the system has three variables that are replicated in everydwelling, eight common energy variables from the generation plant and11 weather variables.
5.2. Data folding
To be able to later merge the unfolded matrices produced any of thethree data sets,a common nomenclature must first be established. Thedimension 𝐼1 is used for Hours, 𝐼2 for Days, 𝐽1 for Variables and 𝐽2 forDwellings. The sizes of each dimension for each data-set are indicatedin Table 5.
Table 4Summary of weather variables.
𝑇𝑀 (◦C) Mean daily temperature
𝑇𝑋 (◦C) Maximum daily temperature
𝑇𝑁 (◦C) Minimum daily temperature
𝑃𝑃𝑇 24 h (mm) Daily precipitation
𝐻𝑅𝑀 (%) Mean daily humidity
𝑅𝑆24 h (MJ∕m2) Global irradiation
𝑉 𝑉𝑀10 (m/s) Mean daily wind velocity
𝐷𝑉𝑀10 (◦) Mean daily wind direction
𝑉 𝑉 𝑋10 (m/s) Maximum daily wind speed
𝐷𝑉 𝑋10 (◦) Maximum daily wind speed direction
𝑃𝑀 (hPa) Mean daily atmospheric pressure
Table 5Summary of dimensions for dwelling, generation and meteorological data.
Dimension Dwelling Production Weather
𝐼1 Hours 24 24 (none)
𝐼2 Days 621 621 621
𝐽1 Variables 3 8 11
𝐽2 Dwellings 32 (none) (none)
Finally, Eq. (1) has been applied to the three subsets considered as
𝑋 matrices, to obtain three folded matrices 𝑋. Thus, 𝑋 results in a 4D(24 × 621 × 3 × 32) matrix for dwelling data, a 3D (24 × 621 × 8) matrixfor generation data and a 2D (621 × 11) matrix for weather data.The three distinct data sources present different granularity andspatial receptivity. Thus, the first and second present granularity on twolevels (hour and day), while the weather data-set only has informationon a daily level. Similarly, the dimension corresponding to variables inthe first data-set has two levels of modularity (sensors or variables anddwellings), whereas the other two data-sets only have one (variables).Re-sampling or aggregating variables collected at hourly rates to adaily frequency could produce losses of significant information. Insteadof this, by applying the proposed methodology all the data sourcesare retained and used. They have been folded according to previousstructures and adequately unfolded further to be merged when possible.The main information is provided by the data from Dwellings. Thisdata source is then the basis of the proposed models, and the two data-sets will be used as complementary information sources when neededby applying the merging operation.
5.3. Unfolding
The three 𝑋 matrices can be unfolded in several ways, depending onthe monitoring goals and by following the indications in Section 3.4. Inthis application example, the following objectives were defined:
∙ Daily monitoring of the whole building
∙ Identify dwellings that behave similarly
∙ Daily monitoring of individual dwellings
The following subsections introduce three real use cases, where thecorresponding unfolding and merging are described, and some resultson using the methodology with these three distinct modelling scenariosare presented.
5.3.1. Unfolding for daily monitoring of the buildingIn the first use case, the aim is to model the building for supervisionpurposes to find sensor faults, leakages, poor configurations of thesystem, etc. This model aims to help the building manager easily obtaininformation about the building by using simple control charts likedashboard, and performing fault detection daily (𝐼2). The goal of themodel is to explain the differences in the building’s daily performance.Consequently, the unfolding is done by placing (𝐼2) in the Rows’ groupwhile 𝐼1, 𝐽1 and 𝐽2 are placed in Columns’ group. Thus, an initial modelwith the dwelling data unfolded as (𝐼2) × (𝐼1𝐽1𝐽2) is obtained and
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Fig. 4. Hotelling’s 𝑇 2 index vs. SPE index for daily monitoring using only dwellings data, each red point represents a summer day and each blue cross a winter day.
Fig. 5. Hotelling 𝑇 2 index vs. SPE index, for daily monitoring using a winter model and only dwellings data, each point represents a day in the system (onlydwellings).
studied. Later, production plant data is unfolded as (𝐼2) × (𝐼1𝐽1) andmerged, and finally weather data is unfolded as (𝐼2) × (𝐽1) and mergedto obtain more precise models by advantage of the correlations betweenall these variables.
5.3.1.1. Modelling only with dwelling data. A first result that can beeasily obtained by building the model with the whole data set, is that thewinter (blue dots) and summer (red dots) behaviour is totally different(see Fig. 4). This change in the behaviour is obvious, because in winterheating is consumed, whereas in summer this consumption is in cooling.Therefore, winter and summer models must be obtained and analysedseparately for more accurate results. In this use case, only the wintermodels are shown.Once the winter model has been obtained, classic PCA monitoringcharts are then used to detect faulty days (for example, days where thecorrelations between distinct dwellings change from the ones modelledor days with abnormal magnitudes). Later, when a faulty day is detected,contribution analysis can be used to discriminate the variables causingthe fault.As an example of the monitoring charts provided by PCA, theHotelling’s 𝑇 2 vs. 𝑆𝑃𝐸 graphic is shown in Fig. 5 and Scores in Fig. 6.Fig. 5 shows some days that surpass the limits. Such days are thosethat do not follow the normal behaviour modelled by PCA. Generally,days falling over Hotelling’s 𝑇 2 are magnitude faults and those fallingover 𝑆𝑃𝐸 are correlation faults.Fig. 6 shows the sore space (grey ellipsoid) and the location of eachmodelled day (a red point). In the Score space some groups can befound. These groups can usually be associated with distinct consumptionpatterns. In our case, one group with autumn and spring days can befound (generally located at the positive side of the first score (𝑇 (1)),
Fig. 6. Three first scores graph marked as T(Number of score)(% of variance),for daily monitoring using a winter model and only dwellings data, each pointrepresents a day in the system (only dwellings).
grouped and near the centre of the model), whereas winter days aremore dispersed.
5.3.1.2. Modelling with dwelling data merged with production plant andweather data. According to the methodology and by merging the datafrom the production plant using the merging procedure, it is possible toattain the same control charts (Figs. 5 and 6), but these now include
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Fig. 7. Hotelling’s 𝑇 2 index vs. SPE index, for daily monitoring using a winter model and dwellings+production data, each point represents a day in the system (onlydwellings and production plant).
Fig. 8. Three first scores graph marked as T(Number of score)(% of variance),for daily monitoring using a winter model and dwellings+production data, eachpoint represents a day in the system (only dwellings and production plant).
production plant consumption and generation. The resulting controlcharts are shown in Fig. 7 for Hotelling’s 𝑇 2 vs. 𝑆𝑃𝐸 chart and scores inFig. 8. The model now includes the data from dwellings and production.By introducing this data, it is now possible to detect poor configurationsor errors in the production area.In Fig. 7, some small changes occur when including the productiondata, limits are now a little bit lower, some of the previous days near thelimits now fall inside the control area while others fall outside. Thesesmall changes are due to the information from the production plantcalendar and the production settings have been indirectly introducedto the model. Days with errors in the production area or poor configura-tions are not present during the monitored period, so there are no greatchanges in the control chart.On the other hand, in Fig. 8 it is now possible to see distinct groupswithin the previous autumn and spring group (groups are also located inthe positive side of the first score (𝑇 (1)) axis as in the previous model),these groups are caused by the distinct production configurations.Finally, weather data is added using the methodology’s mergeprocedure. The model now includes the data from dwellings, productionand weather. Consequently, the control charts Hotelling’s 𝑇 2 vs. 𝑆𝑃𝐸and scores will also include the merged data. In this case, weather doesnot introduce any new detail into the model since the production plantgathers correlated behaviours. However, it can be used to differentiatefaults from extreme behaviours caused by weather variations.
5.3.2. Unfolding for identify dwellings similaritiesIn this second use case, the aim is to benchmark the consumption ofthe dwellings. Thus, the model does not aim to monitor dwellings on a
Fig. 9. Three first scores graph marked as T(Number of score)(% of variance),for identify dwellings similarities and using dwellings data, each point repre-sents a dwelling coloured for orientations. (For interpretation of the referencesto colour in this figure legend, the reader is referred to the web version of thisarticle.)
daily scale, but rather give global information to find the similaritiesand differences between them. This information can be useful forunderstanding the system and managing energy more efficiently. Usingthis model, it is possible to attain information about suspicious or abnor-mal user behaviours, similarities between users, and also informationabout the building itself, for instance, finding relationships betweenthe consumption of dwellings that have similar locations (orientation,floor, etc.). Thus, in this case (𝐽2) is placed in Rows’ group and therest of the dimensions in Columns’, resulting in the unfolding structure
(𝐽2) × (𝐼1𝐼2𝐽1). Note that weather and production plant matrices cannotbe appended as they do not have the 𝐽2 dimension.The scores chart obtained from this model is shown in Fig. 9.Apartments on the corners (two external sides) or with poor orientationtend to have behaviours distant from the centre of the model.In a similar plot, coloured according to floor (Fig. 10), it can be seenhow the first floor presents the most distant behaviour to the centre ofthe model. This is because of the influence of the facilities located onthe ground floor. Meanwhile, the second and third floors, except fora few outliers (probably due to the habits of the occupants), presentsimilar and statistically normal behaviours. Finally, the fourth floor alsopresents a behaviour more distant from the centre of the model. This last
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Fig. 10. Three first scores graph marked as T(Number of score)(% of variance),for identify dwellings similarities and using dwellings data, each marker repre-sents a dwelling differentiated by floors. Red circle first floor, blue cross secondfloor, green square third floor and grey triangle for fourth floor.
behaviour can be explained by the influence the roof isolation has ontheir consumption.
5.3.3. Unfolding for daily monitoring of dwellingsThis third use case, aims to monitor the building, but explains everydwelling separately albeit without losing sight of the whole building.Traditionally, modelling would be done separately for each dwelling,but here the same methodology will be applied without losing theinformation about the rest of the building. Initial data was dividedinto distinct 𝑋 matrices, preserving the singularities described in theprevious step (folding). Since the aim is to explain the differencesbetween dwellings, (𝐽2) is placed in Rows and (𝐼2) is also placed inRows to preserve the daily resolution. The others will be reorganizedas Columns, thus obtaining (𝐼2𝐽2)×(𝐼1𝐽1) as the desired unfolding. Notethat in this third use case, as in the second one, the unfolding can only bereached using the 4D matrix of the dwellings. Weather and productionplant matrices do not have the 𝐽2 dimension so they cannot be merged.Once unfolded, as in the first example, the model is focused onlyon winter so cooling production and consumption variables are deleted.Also, the non-winter days are avoided when building the model.By plotting their scores, this model allows how dwellings behave ona day scale to be compared. See Fig. 11 which shows the behaviour ofa first-floor corner apartment (dwelling 1 in red dots) in comparison toa third floor non-corner apartment (dwelling 18 in blue crosses). Thecorner dwelling presents a larger variability and more outliers than thenon-corner one over the winter period observed.
6. Conclusions
In this paper a new methodology to deal with𝑁-dimensional data formonitoring trough PCA models has been presented. First, it is assumedthat, from the monitoring point of view, multidimensional is caused bydata modularity (repetition of variables) and granularity (periodicityin time). From the point of view of granularity, the method deals withthe possibility of organizing detailed observations on different levelsand performing monitoring accordingly. In a similar way, the methodis general enough to consider multiple levels of modularity in a waythat, for a given level, the monitoring variables in a module containrepetitions of those contained in the level immediately inferior. To guideusers when choosing their desired unfolding data organization that doesnot lose any information and respects the original data structure,the
Fig. 11. Two first scores graph marked as T(Number of score)(% of variance),for daily monitoring of each dwelling using a winter model and dwellings data.Each point represents a day in a dwelling. Red dots are from dwelling 1 (firstfloor corner) and blue crosses are from dwelling 18 (third floor non corner).
methodology provides a step-by-step explanation of the process to beapplied before applying PCA. It also includes standardizations and thepossibility of merging data-sets with different granularity or modularity.The application example demonstrates how, by applying the method-ology to a single set of data from a parabolic trough solar power plan,many different models can be obtained. These models can have manydifferent purposes, including monitoring or even benchmarking theplant.The exploitation example, using real data from a social buildinglocated in down-town Barcelona (Catalonia), shows the possibilitiesthe proposed methodology has. From same data it is possible to reachdistinct unfolding (and then PCA models) that offer different monitoringpoints of view for the same system (the building). The three different usecases show how different models are obtained and how both classicaland new monitoring possibilities are achieved.
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