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Abstract
In this paper we propose a modular framework for program analysis, where multiple program
analysis tools are combined in order to exploit the particular advantages of each. This allows for
“plugging together” such tools as required by each veriﬁcation task and makes it easy to integrate
new analyses. Our framework automates the sharing of information between plugins using a ﬁrst
order logic with transitive closure, in a way inspired by the open product of Cortesi et al.. We show
how to use our framework for static assertion checking by adapting the interprocedural dataﬂow
analysis of Ball and Rajamani. We describe our implementation of a prototype checker for a subset
of Java which combines predicate abstraction, 3-valued shape analysis and a decidable pointer
analysis. We demonstrate through an example the increase in precision that our approach can
provide.
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1 Introduction
Finite-state model checking is a widely used method of formal veriﬁcation
in which one creates a ﬁnite model of some system’s behaviour and then
establishes properties of that system by exhaustively exploring the model’s
state space. Because all reachable states are examined, model checking gives
very strong assurances of correctness. Eﬃcient “symbolic” model checking
algorithms, based on BDDs, can now handle systems with upwards of 1020
states [3]. Traditional targets for model checking have been control systems
and communication protocols.
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But with the size and complexity of applications programs increasing all
the time, methods of ensuring their reliability are of paramount importance.
Thus it is unsurprising that recent work has explored the application of the
technique to inﬁnite-state software written in languages such as Java. The key
to this is the process of abstraction: from the source program we produce an
approximate, abstract program, which omits some of the detail of the original,
but has ﬁnite-state behaviour and is therefore amenable to model checking.
To obtain meaningful results, we insist that our abstract program be a
conservative approximation, or simulation, of the original, i.e. that all exe-
cution paths in the real program are possible in the abstract system (and
possibly more). This ensures that safety properties checked on the abstract
system “carry over” to the concrete one. Abstract Interpretation [6] provides
the necessary theoretical framework to show that such analyses are correct.
Checking software in this way has achieved some success: for example, de-
vice drivers, garbage collectors and libraries implementing data structures can
be veriﬁed. Well-known abstraction methods include interval analysis, pred-
icate abstraction [2], shape analysis [16], abstraction by linear programming
and various pointer analyses e.g. [19]. But although each of these methods
works well for particular classes of programs and properties, all have “blind
spots” where they are ineﬀective. Therefore it remains the case that “real”
(applications) programs as written by ordinary programmers are beyond the
scope of veriﬁcation. The problem is that designing abstraction schemes is
diﬃcult: retaining too much irrelevant information results in high computa-
tional cost, but if relevant facts are thrown away it will not be possible to
verify the desired property.
Contributions
In this paper we propose a modular framework for abstraction-based pro-
gram veriﬁcation, where multiple program analysis tools are combined in order
to exploit and amplify the particular advantages of each. This allows diﬀerent
subsets of the analyses to be “plugged together” as required by each veriﬁca-
tion task and makes it easy to integrate new ones.
It is known in theory that because the results produced by each analysis are
in general not independent, using them all at once can give more precise results
than running each separately. But these interactions can be subtle and hence
diﬃcult and time-consuming to implement. A key aspect of our framework
is that we seek to take advantage of such interactions automatically: inspired
by the open product [5] of Cortesi et al. we allow our plugins to exchange
information using a ﬁrst order logic with transitive closure.
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Outline of paper
Section 2 gives a brief account of the relevant background to our work. In
Section 3 we deﬁne our framework formally and discuss the interprocedural
analysis algorithm we use. Section 4 describes our implementation of a proto-
type assertion checker, for a subset of Java, which combines plugins for three
techniques: predicate abstraction, 3-valued shape analysis and a decidable
pointer analysis (as in [2,16,19] respectively). Section 5 traces the execution
of our assertion checker on an example fragment of Java code, demonstrating
the increase in precision that our approach can provide.
2 Background
2.1 Abstract Interpretation and veriﬁcation
The theory of Abstract Interpretation [6] is a general formal framework for
abstraction. It sets out conditions that an abstraction scheme ought to meet,
and provides an assortment of results and algorithms that apply whenever
these are satisﬁed.
Consider a program with a single integer variable. The state of the program
at any point of execution is an element of Z, and the set of possible states
reachable at any particular program point is an element of the complete lattice
P(Z). Finding the set of reachable states for each program point requires an
iterative, least-ﬁxed-point calculation, but this may never terminate because
P(Z) is inﬁnite. Abstract Interpretation tells us to approximate P(Z) with a
ﬁnite (or ﬁnite-height) lattice L, where we will have guaranteed termination.
One such lattice is the sign abstraction lattice Lsign shown in Figure 1 (left).
0+ − even odd
Fig. 1. The sign and parity abstraction lattices
The idea is that the elements {+, 0,−} retain the sign of the integer variable
while throwing away its exact value. The parity lattice on the right of Figure 1
is similar, recording only whether the integer is even or odd. Precise meaning is
given to the elements of the abstract lattice by giving a concretisation function
γ, in this case a function of type Lsign → P(Z):
γ(+) = {n : n > 0} γ(0) = {0} γ() = Z
γ(−) = {n : n < 0} γ(⊥) = ∅
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From γ we deﬁne the abstraction function α : P(Z) → Lsign which maps
each concrete state set to its best abstract representation. For instance,
α({1, 2}) = + but α({0, 1, 2}) = . Instructions such as assignments express
a transfer function on the concrete state space. For example, the transfer
function f : Z → Z associated with x := x - 1 is f(n) = n − 1. With each
such f we associate an abstract transfer function f# which operates on the
abstract lattice and mimics the eﬀect of f . For x := x - 1, we could have
f#(+) =  f#(0) = − f#() = 
f#(−) = − f#(⊥) = ⊥
These abstract transfer functions generate an abstract transition system
which (under appropriate safety conditions on γ and the f#s) is a conserva-
tive approximation of the program’s real behaviour. Now we can search the
abstract transition system for paths leading to “bad” or error states. In par-
ticular we can do assertion checking, by transforming each assertion into code
which tests the asserted condition and jumps to a special error label when it
fails to hold.
Having seen the general framework, we now consider some speciﬁc in-
stances of abstraction schemes.
2.2 Predicate abstraction
The idea of predicate abstraction is to group the concrete program states
into equivalence classes based on the values they give to a ﬁnite collection of
predicates. We choose abstraction predicates P1, . . . , Pn, and then abstract
each state s to the bit-vector b1, . . . , bn where
bi =
⎧⎨
⎩
1 if s |= Pi
0 if s  Pi
The meaning (concretisation) of a bit-vector b1, . . . , bn is simply the set of
states satisfying the formula Ψ1 ∧ . . . ∧ Ψn where Ψi is Pi if bi = 1 and ¬Pi
if bi = 0. Such formulae are called monomials. Transitions between these
abstract states can be calculated using a weakest precondition generator for
the programming language and a satisﬁability checker for the logic in which
the Φis are written. Hence, predicate abstraction combines model checking
with veriﬁcation by theorem proving.
SLAM [2] (now the basis of Microsoft’s Static Driver Veriﬁer [18]) and the
similar BLAST [9] implement predicate abstraction for C programs. Recursion
is handled properly by constructing a summary of each procedure, which is
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then shared across all call sites. These tools work well on control-dominated
programs such as device drivers and require no provision of invariants by the
user, but are ineﬀective when it comes to programs manipulating linked data
structures such as linked lists and trees. To treat such structures eﬀectively, we
need to reason about reachability in an object graph: when inserting a node
n into a list, for instance, the postcondition may state that “n is reachable
from program variable v by following a sequence of ‘next’ pointers”. It is well
known that ﬁrst order logic, on which SLAM and BLAST are based, is unable
to express such properties.
In the next subsection we look at one approach to describing object graphs,
namely using logics with reachability operators. Others include graph gram-
mars [7] and using judiciously chosen local invariants and “ghost ﬁelds” [17].
2.3 Describing object graphs – logics with reachability constructs
We can add reachability to ﬁrst order logic by allowing transitive closure for-
mulae of the form
TC[a,b] [Φ(a, b)] (x, y)
which are true just when there is some ﬁnite sequence of points starting at x
and ending at y, and such that for each point a in the sequence the point b
following it satisﬁes Φ(a, b). The resulting logic is called ﬁrst order logic with
transitive closure, or FO(TC) [22]. FO(TC) is desirable because it is very
expressive; we can write conditions like
• Only objects transitively reachable from x by f ﬁelds have had their g ﬁelds
modiﬁed (here and throughout, x0 denotes the previous value of x):
∀o select(g, o) = select(go, o) → TC[a,b] [select(f, a) = b] (x, o)
Although there exists no complete proof procedure for FO(TC), very re-
cent work [15] has shown that one can do eﬀective reasoning for FO(TC) using
a ﬁrst order theorem prover, by heuristically selecting a set of ﬁrst order ax-
ioms which soundly describe transitive closure. Alternatively, one can play
the customary game of carefully restricting the logic and/or the class of mod-
els, hoping to ﬁnd a logic which is decidable yet suﬃciently expressive to be
worthwhile. A variety of decidable logics with reachability are known, such as
• WS2S, essentially a weak second order logic for trees [11], can only handle
tree-like models and has high complexity, but is very expressive. The Pointer
Assertion Logic Engine (PALE) discussed in Section 2.4 is based on WS2S.
• ∃∀(DTC+[E]) [10], a decidable subset of FO(TC) where one is allowed to
take the transitive closure of a single binary relation symbol E, has the main
advantage that it can describe data structures more general than trees.
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• The guarded ﬁxed point logic µGF [8] (which includes the modal µ-calculus)
can also handle more general data structures, but can only express limited
kinds of reachability.
An issue not explored here is that in some of these logics we can derive
weakest preconditions for program statements, and in some we cannot.
Yet a third approach is to avoid theorem proving and decision procedures
altogether and take a model-based approach, using 3-valued models to repre-
sents sets of 2-valued ones. This is how the TVLA system discussed in Section
2.5 works.
2.4 PALE
The Pointer Assertion Logic Engine (PALE) [19] is used to verify that pro-
cedures manipulating graph type data structures preserve their consistency.
A graph type data structure [19] consists of some acyclic tree backbones aug-
mented by some well-behaved “extra” pointers governed by a datatype invari-
ant. A linked list with a pointer to the last node is a graph type, as is a binary
tree where the leaves are threaded into a cyclic list.
Graph type stores can be encoded conveniently as models of the tree logic
WS2S because the tree structure needed to handle the backbones is already
built in. PALE accepts programs in a C-like language, ignoring arithmetic
statements. The programmer must provide loop invariants and a special graph
type declaration for each type used, such as the following for linked lists:
type Node = {
bool value;
data next:Node;
pointer prev:Node[this^Node.next={prev}];
}
Here the ‘next’ ﬁelds form the backbone, and the ‘prev’ ﬁelds are extra
pointers, constrained by a formula to be the inverses of the ‘next’ ﬁelds. PALE
generates veriﬁcation conditions in WS2S and sends them to the MONA tool
[11] which decides them using automata. Thus – within its limited domain of
application – the shape analysis of PALE is utterly precise.
2.5 TVLA
TVLA [16], the Three-Valued Logic Analyser, is similar to PALE in that it
is a system for tracking the shapes of object graphs, abstracting away data
ﬁelds such as integers. TVLA gives only approximate results whereas PALE
is fully precise, but on the other hand it can handle arbitrary object graphs
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and can infer loop invariants so that these need not be provided.
TVLA treats an object graph as a model of a predicate logic with unary
and binary predicates. The domain of interpretation represents the set of
allocated objects. For each (object-typed) program variable v there is a unary
predicate V which holds only at the object pointed to by v. Similarly, pointer
ﬁelds are represented by binary predicates.
head next
next
next
v
Fig. 2. An abstract heap, representing a linked list of length three or more, with v pointing to the
ﬁrst or second element, or null
To give the semantics for an instruction I one provides an update rule for
each predicate that I changes. These rules express the values of the predicates
after execution of I in terms of their values beforehand and can use transitive
closure. For instance v := u.f has the update rule V (o) = ∃p(U(p)∧F (p, o)).
Abstraction is achieved by moving to a 3-valued logic, where there is an
extra truth value unknown in addition to the usual true and false. In abstract
states, such as the one in Figure 2, predicates may take the value unknown,
which is depicted as a dashed line. Summary nodes, drawn with a double
circle, represent a whole group of one or more concrete nodes. The abstract
heap in Figure 2 represents all linked lists of length three or more starting
at ‘head’ and where v points to the ﬁrst or second element or is null. Sound
abstract transfer functions are obtained automatically simply by interpreting
the update rules over three truth values rather than two.
2.6 Combinators for abstractions
This section outlines research on deﬁning and implementing combinations of
abstractions, properly called products. The general situation is that one has
two abstract lattices L1, L2 with concretisation functions γ1, γ2 and abstrac-
tion functions α1, α2. For the sake of illustration we consider the product of
the sign and parity lattices in Figure 1.
The simplest kind of product is the direct product, where one takes as ele-
ments of the product lattice all the pairs (a, b) ∈ A×B. The concretisation of
(a, b) is simply γ1(a) ∩ γ2(b). Unfortunately this may introduce many redun-
dant elements. What does (odd, 0) mean? Since the intersection of the odd
integers and {0} is empty, it means the same as (⊥,⊥). The latter is more
precise when taken one component at a time, so we want to use it instead
whenever we see (odd, 0). Similarly (, 0) should be reduced to (even, 0).
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Removing the redundant elements in this way gives the desirable and well-
behaved reduced product [6].
How should we construct the abstract transfer functions on the reduced
product? One possibility is to simply apply pointwise the transfer functions
provided by A and B, giving (a, b) → (f#1 (a), f
#
2 (b)). For x := x - 1 we
have f#1 (even) = odd and f
#
2 (0) = −, and hence (even, 0) → (odd,−). This
amounts (almost) to running the two analyses in parallel with no interaction
between them.
We can do better, however, if we allow A and B to interact cooperatively.
The pointwise method gives (even,+) → (odd,). But we know that if
an integer n is even and n > 0, then n ≥ 2. Therefore n − 1 must be
positive and odd, and the more precise (even,+) → (odd,+) is preferable.
Such cooperation is formalised by intersecting the concretisations from the
underlying lattices A and B, that is, by deﬁning
(a, b) →
(
α1(S), α2(S)
)
where S = f(γ1(a) ∩ γ2(b))
The key question is how to implement such cooperation. The preceding
deﬁnition does not tell us how – it is written in terms of operations on the
concrete lattices and in general we cannot compute with these. Implementing
the transfer functions directly is diﬃcult and non-modular:
• The implementor must have complete knowledge of the structures of all the
lattices, of which there may in general be n > 0
• The constraints encoded by elements of the various lattices may interact in
subtle ways, making the implementation hard to get right
• The implementation needs to be re-done every time we change the combi-
nation of analyses used.
2.7 Open products
The open product [5] attempts to combine abstractions automatically and mod-
ularly, which the reduced product does not, while still allowing cooperation
between them.
The fundamental idea is to allow abstraction schemes to exchange infor-
mation via a system of queries. We ﬁx a set Q of queries about the pro-
gram state. Each lattice L is now endowed with a query-answering function
I : Q × L → {true, unknown, false} where I(q, a) can be true (resp. false) if
the query q is true (resp. false) in all concrete states represented by a, and is
unknown otherwise. Abstract transfer functions now take the query-answering
function provided by the other lattice as an extra argument, and may use it
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term ::= var | int | Null | term + term | term − term | term × term
| select( term, term ) | store( term, term, term )
literal ::= term = term | term < term
| Integer( term ) | Map( term ) | ClassC( term )
Φ ::= literal | ¬Φ | Φ ∧ Φ | Φ ∨ Φ | Φ→ Φ | Φ↔ Φ | ∀xΦ | ∃xΦ
| TC[a,b] [Φ(a, b)] (x, y)
Fig. 3. Grammar of the common logic L used to exchange information
to produce more precise results. Open products have been applied in the logic
programming world [5], but seemingly not elsewhere.
Related work
[12] also describes the use of multiple analysis plugins for veriﬁcation, ap-
plying each where it is needed, and exchanging information between them
using a common logic. However in [12] exactly one plugin is used for each
“module” of the source program, and interaction occurs only at the module
boundaries and not for each instruction. Similar themes are found also in
[21,4].
3 A pluggable framework for veriﬁcation
We now describe our analysis framework which combines analyses in a modular
way, allowing them to exchange information via logical formulae. This enables
us to “plug together” diﬀerent subsets of the analyses as required by each
veriﬁcation task while maintaining precision, and makes it easy to integrate
new plugins as desired.
3.1 Common logic
We begin by deﬁning the common logic, which we call L , used by plugins to
exchange information. We have chosen to use a ﬁrst order logic with transitive
closure, or FO(TC), and its syntax is given in Figure 3. The logic is untyped,
in the style of [14], and its domain of interpretation contains:
• addresses of objects, from an inﬁnite set addr
• a special value null
• integers
• maps from addr to addr ∪ {null} ∪ Z, used to represent ﬁelds of classes
N. Charlton / Electronic Notes in Theoretical Computer Science 145 (2006) 131–150 139
The usual function symbols select and store are provided for accessing and
updating maps. Predicates are provided to restrict the set of domain ele-
ments one is talking about: Integer(x) and Map(x) mean respectively that x
is an integer or a ﬁrst order map. For each class C in the program, ClassC(a)
states that a is the address of an allocated object of class C. Note that be-
cause functions in FO(TC) are total, inappropriate application e.g. applying
the arithmetic operator + to non-integer arguments does produce a value.
However, nothing can be concluded about this value, and quantiﬁers will nor-
mally be guarded with the predicates Integer, Map and ClassC . Axioms for
reasoning in this logic include the standard ones relating select and store.
Formulae of L are always over pairs of states - the state before the exe-
cution of some instruction, method call or return, and the state afterwards.
0-subscripted variables refer to the earlier state, and ordinary variables to the
later one.
3.2 Interface for plugins
This section explains how a program analysis tool must be wrapped in order
to be used with our framework. Each plugin must implement the interface
shown in Figure 4. Informally the purpose of each interface component is as
follows:
• The datatype T is the type of the abstract values used by the plugin.
• The (notional) concretisation function γ gives meaning to the abstract val-
ues.
• Calling share(τ, i) asks the plugin to share an L -formula Φ which is valid
in all concrete states represented by the abstract state τ (i.e. Φ is entailed
by t) and might be useful to other plugins when computing successors for
the instruction i.
• Calling succ(τ, i,Φ) computes the set of abstract states the program may
reach by executing i in a concrete state represented by τ and satisfying the
formula Φ. In practice Φ will be the information gathered from the other
plugins by share.
• The functions shareC and succC are for handling method calls, and take a
list of actual parameters instead of an instruction.
• Returning from a method call is again treated similarly, except that two
abstract values must be supplied instead of one: one describing the callee’s
state at the return point, and one describing the caller’s state when the
call was made. Approximately, constraints on the heap after the return are
taken from the ﬁrst, whereas constraints on the caller’s local variables are
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(* datatype for abstract values *)
datatype T
(* concretisation function - gives meaning to abstract values *)
(* never actually implemented *)
fun γ : T → P(State)
(* get possible abstract states at start of execution *)
fun init : L → P(T )
(* ’share’ provides information for other plugins *)
(* ’succ’ computes the eﬀect of instruction execution *)
fun share : T × Instr→ L
fun succ : T × Instr× L → P(T )
(* similar but for handling method calls *)
fun shareC : T × Params→ L
fun succC : T × Params× L → P(T )
(* again similar but for handling method returns *)
fun shareR : T × T → L
fun succR : T × T ×L → P(T )
Fig. 4. Interface which must be implemented by analysis plugins
taken from second.
3.3 Example plugin: predicate abstraction
To illuminate the preceding subsection we show how to frame the monomial
predicate abstraction technique mentioned in Section 2.2 as a plugin. Given
abstraction predicates P1, . . . , Pn the plugin’s datatype for abstract values is
TPA =
{
∧
i=1..n
Ψi : each Ψi is Pi or ¬Pi
}
The concretisation function is simple; if [[−]] : L → P(State) gives the seman-
tics of L -formulae, then
γPA(Ψ1 ∧ . . . ∧Ψn) = [[Ψ1 ∧ . . . ∧Ψn]]
Deﬁning share is likewise simple 1 since elements of TPA are already formulae
1 Recall that formulae are over pairs of states: those before and after execution of an in-
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of L :
sharePA(Ψ1 ∧ . . . ∧Ψn, i) = Ψ1 ∧ . . . ∧Ψn [V \V0]
Transitions between monomials are computed with a satisﬁability checker
as usual. To see whether executing instruction i in a state described by Ψ
might leave us in a state described by Θ, i.e. to see whether Θ1 ∧ . . . ∧Θn ∈
succPA(Ψ1 ∧ . . . ∧Ψn, i, Φ), we check the satisﬁability of
(Ψ1 ∧ . . . ∧Ψn)[V \V0] ∧ Post(i) ∧Θ1 ∧ . . . ∧Θn ∧ Φ
The formula Post(i) expresses the eﬀect of instruction i; e.g. assuming x and
y are the only variables in scope,
Post (x: = x + 2)
∧
= x = x0 + 2 ∧ y = y0
(We write meta-equality as
∧
= when we wish to distinguish it from equality in
the logic, which remains written =). For method calls, the Post formula con-
nects the actual and formal parameters. For example, if a method declared
by void m(int a, int b) is called by m(x, 10) the Post formula will be
a = x0 ∧ b = 10. Note that satisﬁability of FO(TC) formulae is undecidable.
However, we can still get a safe analysis, by assuming that formulae are sat-
isﬁable when we cannot show otherwise. This means that, when we cannot
determine whether a given transition exists, we assume that it does.
3.4 Algorithm for interprocedural analysis
By using the concept of procedure summarisation we are able to analyse pro-
grams with recursive method calls without requiring that methods be anno-
tated with pre- and post-conditions. Our algorithm is a simple adaptation of
the one presented by Ball and Rajamani in [1] for use in the Bebop model
checker for boolean programs. Bebop’s dataﬂow facts are valuations to the
program’s (boolean) variables, i.e. bitvectors, and the transfer functions are re-
lations between bitvectors. We simply replace these bitvector-based dataﬂow
facts and transfer functions with plugin-based ones. To adapt the algorithm
of [1], we must provide:
• a set D of dataﬂow facts
• for each instruction i ∈ Instr, a transfer function Transferi : D → P(D)
• for each guard Φ on a conditional or iteration statement, two transfer func-
tions TransferΦ, False, TransferΦ, True : D → ℘(D), one for entering the
“true” branch and one for the “false” branch.
struction, call or return. Since the monomial Ψ holds before the execution of the instruction,
each variable v must be replaced by its corresponding “initial variable” v0.
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Similar transfer functions for method calls and returns are also necessary;
for the sake of brevity we shall not discuss them here. We “ﬁll in” these
requirements as follows. A dataﬂow fact is a tuple of abstract values, one
from each of the n plugins:
D := T1 × T2 × . . .× Tn
To compute the successors of a tuple (τ1, . . . , τn) under the instruction i, we
ﬁrst call share on each plugin. This asks each plugin to share any information
it can describing the execution of i, and we form the conjunction Φ of all the
results. We then call succ on each plugin, passing Φ as a parameter, and take
all possible tuples from the plugins’ individual successors:
Transferi(τ1, . . . , τm) :=
∏
j=1..n
succj(τj, i,Φ) where Φ := ∧
j=1..m
sharej(τj , i)
In an analogous way, we deﬁne the transfer functions for guards: we merely
conjoin the guard or its negation to the shared formulae; skip is the instruction
that has no eﬀect.
Transferv, T rue(τ1, . . . , τm) :=
∏
j=1..m
succj(τj , skip,Φ ∧Ψ)
Transferv, False(τ1, . . . , τm) :=
∏
j=1..m
succj(τj , skip,Φ ∧ ¬Ψ)
3.5 Soundness requirements
The analyses carried by our plugins will generally be approximate but conser-
vative, rather than precise. What conditions must each plugin satisfy in order
for the overall analysis to be sound? Here we will give only the conditions
for processing instructions; those for method calls and returns are similar.
Suppose we are going to execute the instruction i in abstract state τ ∈ T .
Let fi be the (concrete) transfer function for i, and let s ∈ γ(τ) be any of
the concrete states τ represents. The ﬁrst condition states that the formula
exported by the plugin really does describe the execution of i:
(s, fi(s)) ∈ [[sharej(τ, i)]]
(Recall that formulae are over pairs of concrete states.) The second condition
states that, provided the formula imported from the other plugins is correct,
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the new abstract state computed by succ conservatively models the eﬀect of
i:
If (s, fi(s)) ∈ [[Φ]] then fi(s) ∈ γj(succj(τ, i,Φ))
4 Implementation of a pluggable static assertion checker
We have realised the framework just described as a prototype static assertion
checker for a subset of Java. The assertion checker is pluggable and currently
provides three plugins: predicate abstraction, 3-valued shape analysis and a
decidable pointer analysis. In this section we report on our implementation.
We can compare our system to a compiler for a high-level language in
the following sense: using a compiler as opposed to programming in assembler
neither increases the range of algorithms that can be implemented in principle,
nor removes the need for human insight. What it does do is take over the
tedious and error-prone jobs such as allocating registers, thus allowing the
user to focus on higher-level concerns and achieve more.
4.1 Programming language
Our prototype veriﬁer consists of a generic algorithm for parsing and checking
programs and a number of analysis plugins which exchange formulae describing
program states. For simplicity the prototype handles a cut-down version of
Java: the principal omissions are inheritance, multi-threading and exceptions.
The abstract syntax of the language is shown in Figure 5. Using formulae of
L , the user may annotate the program (roughly in the style of JML [13]).
Currently two kinds of annotation are supported:
• Deﬁnitions introduce user-deﬁned predicates to be used in annotations e.g.
//@ define successor(x, y)
//@ by x <> null && y <> null && select(next, x) = y
• Assertions can appear anywhere a statement is expected, and demand
that the given condition holds whenever control reaches that location e.g.
//@ assert x <> null
4.2 Analysis plugins implemented
Three plugins are currently available, all making use of existing software:
Predicate abstraction: Using the theorem prover Simplify [20] this plu-
gin provides predicate abstraction as set out in section 3. A set of likely pred-
icates is guessed from the program and can be added to manually. Transitive
closure is handled with ﬁrst order axioms as in [15].
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program ::= classdecl*
classdecl ::= class ClassName { (ﬁelddecl | methoddecl)* }
type ::= void | int | ClassName
ﬁelddecl ::= type FieldName
methoddecl ::= type (static)? MethodName ( (type VarName)* ) { stmt* }
param ::= true | false | null | this | VarName | Integer
stmt ::= VarName = new ClassName()
| VarName (.FieldName)? = (simpleexpr | VarName.FieldName)
| { stmt* }
| if ( expr ) stmt (else stmt)?
| while ( expr ) stmt
| return (expr)?
| (VarName =)? MethodName( param* )
| (VarName =)? VarName.MethodName( param* )
| (VarName =)? ClassName.MethodName( param* )
simpleexpr ::= true | false | null | this | VarName | Integer
| ! simpleexpr
| simpleexpr ( + | − | × | && | | | = | <> | < | <=) simpleexpr
| ( simpleexpr )
expr ::= ... | VarName.FieldName
Fig. 5. Abstract syntax of the Java subset accepted by the prototype checker. The terminals
ClassName, VarName, MethodName and FieldName represent Java identiﬁers, and Integer repre-
sents integer literals.
TVLA: The TVLA plugin invokes the external TVLA tool to provide heap
shape analysis as described in Section 2.5. Elements of the datatype T are 3-
valued heaps as in Figure 2. Simple reachability instrumentation is generated:
for each ﬁeld f , we track whether or not a path of f -edges exists between each
pair of abstract heap nodes. More complicated instrumentation can be added
by hand if desired. By default, candidate formulae for sharing are, for each
pair of variables u, v in scope: (non)nullness of u and v, equality, disequality
and transitive reachability of u from v via each ﬁeld f . New sharing patterns
can be added manually. In the opposite direction, formulae of L which do
not mention integers can be translated into TVLA’s logic; since L represents
ﬁelds as functions whereas TVLA uses relations, this mostly involves adding
existential quantiﬁers. A shared formula can be used to reject an inconsistent
heap outright, or to sharpen the value of a predicate from unknown to true or
false; this step uses TVLA’s focus operation [22].
PALE: The interface to PALE makes available precise pointer analysis for
graph types. We give the plugin a graph type declaration as in Section 2.4, and
its type T contains two elements, ok and . ok signiﬁes that the declaration
has not been violated, and  means that it has. Simple reachability formulae
in L are translated into PALE’s own, second order logic.
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class ListNode {
int data;
ListNode next;
}
class Main {
static int main() {
ListNode x;
ListNode y;
...
y := y.next;
...
}
}
Fig. 6. A program fragment used to demonstrate the beneﬁt of exchanging formulae between
plugins
5 An example run of our framework
Here we study the execution of our assertion checker on a fragment of a Java
program, to animate the deﬁnitions of Section 3.4 and to demonstrate the
increase in precision which is gained by exchanging information between plu-
gins.
Suppose we analyse the “main” method in Figure 6 using the predicate
abstraction and TVLA plugins, and that we use three abstraction predi-
cates P1 := select(data, x) > select(data, y), P2 := y = Null and P3 :=
select(next, y) = Null. Suppose further that when execution reaches the in-
struction y = y.next the only possible dataﬂow fact is the pair
x
next
y
P1 ^ P2 ^ P3,
(we will call this heap h0). First we see what happens if we compute successors
without sharing information between plugins (which is achieved by passing
True as the shared formula). For predicate abstraction we get:
succPA(P1 ∧ P2 ∧ P3, y = y.next, True) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P1 ∧ P2 ∧ P3,
¬P1 ∧ P2 ∧ P3,
P1 ∧ P2 ∧ ¬P3,
¬P1 ∧ P2 ∧ ¬P3
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
For TVLA we have succTVLA(h0, y = y.next, True) = {h1, h2, h3} where
the heaps h1, h2 and h3 are
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xy
h1 h2 h3
y
x
x
y
Thus there are twelve successor tuples, some of which are inconsistent as we
will see shortly. On the other hand, when sharing is enabled, the analyser
invokes share on each plugin, leading to the shared information Φ:
shareTVLA(h0, y = y.next)
∧
= x0 = Null
sharePA(P1 ∧ P2 ∧ P3, y = y.next)
∧
= (P1 ∧ P2 ∧ P3)[V \V0]
∧
=
select(data0, x0) > select(data0, y0)
∧ y0 = Null ∧ select(next0, y0) = Null
Φ
∧
=
select(data0, x0) > select(data0, y0) ∧ y0 = Null
∧ select(next0, y0) = Null ∧ x0 = Null
The calls to succPA and succTVLA now include Φ. Although it does not “un-
derstand” integers, the TVLA plugin is able to conclude from the conjunct
select(data0, x0) > select(data0, y0) that x and y cannot point to the same ob-
ject, and thus the successor h1 can be eliminated, leaving
succTVLA(h0, y = y.next ,Φ) = {h2, h3}. This leaves eight successor tuples.
However, a further ﬁve of these are inconsistent, and will be eliminated at
the next iteration of sharing. Running skip on (P1 ∧ P2 ∧ P3, h3), for instance,
we get:
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sharePA(P1 ∧ P2 ∧ P3, skip)
∧
=
select(data0, x0) > select(data0, y0) ∧ y0 = Null
∧ select(next0, y0) = Null
shareTVLA(h0, skip)
∧
= x0 = Null ∧ y0 = Null ∧ x0 = y0
Φ
∧
=
select(data0, x0) > select(data0, y0) ∧ y0 = Null
∧ select(next0, y0) = Null
∧ x0 = Null ∧ y0 = Null ∧ x0 = y0
Now the theorem prover used for predicate abstraction detects the inconsis-
tency between x0 = y0 and select(data0, x0) > select(data0, y0), and the TVLA
detects the inconsistency between select(data0, x0) > select(data0, y0) and the
heap h3. Thus we get
succPA(P1 ∧ P2 ∧ P3, skip, Φ) = ∅
succTVLA(h3, skip, Φ) = ∅
and hence, as desired,
Transferskip ((P1 ∧ P2 ∧ P3, h3)) = ∅
Note that in this case both plugins returned an empty successor set, but this
is not always the case; one plugin returning ∅ suﬃces.
6 Conclusions and Future Work
In this paper we described a modular framework for abstraction-based pro-
gram veriﬁcation through interacting analysis plugins, and reported on the
implementation of a prototype system. We demonstrated through an exam-
ple the increase in precision which our approach can provide. Before we can
conclude that this is useful for veriﬁcation, there are two critical issues to
explore:
N. Charlton / Electronic Notes in Theoretical Computer Science 145 (2006) 131–150148
• Eﬃciency: The prototype currently suﬀers from being rather slow, and
this has prevented experimentation with larger programs. On the other
hand, to date little eﬀort has been expended on making it fast, and there
are plenty of obvious optimisations that could be undertaken.
A more important question, though, is that of the fundamental eﬃciency
of the approach. Running the analyses together but exchanging no formulae
should be no slower than running them separately, and may in fact be faster
because execution paths ruled out by one of the tools need not be considered
by the others. Exchanging information is necessarily more work, but how
much more remains to be seen.
• Making interaction more demand-driven: The way formulae are
currently shared is rather clumsy and arbitrary. The predicate abstraction
plugin shares entire monomials, whereas the TVLA plugin is given simple
templates for properties to share. Interaction needs to be demand-driven,
in the spirit of lazy abstraction [9], so that information is sent to where it
is useful. Obviously this issue is connected to eﬃciency.
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