Delineating reservoir units is still a challenge for seismic studies. In this paper, we propose to use seismic crosswell inversion with a new boundary-preserving constraint for delineating the ambiguous geometry of a reservoir. The advantage of boundary-preserving constrained inversion is to preserve the geologic boundary of target reservoir. Firstly, we use synthetic examples to verify the methodology in comparison with those of conventional smoothly constrained inversion. Then we apply this boundary-preserving inversion method to field data. We found that the boundary preserving constraints improve image quality by preserving the expected boundaries -top and base of reservoir.
INTRODUCTION
Cross-well seismic tomography as a high resolution imaging method is usually recruited to delineate and characterize the reservoir. Traditional tomographic approaches to invert traveltime data employ smoothness and/or flatness constraints (Constable et al., 1987) . Such methods are able to extract large scale geological structure and tend to produce smoothed models. Therefore sharp contrasts in the medium such as lithological boundaries are not easily identified and small targets are smeared out. For example, the reservoir boundaries in King mountain field in the Permian Basin of west Texas is ambiguous, in particular uncertainties about the bottom of reservoir, which critically influence the location of water well drilling. On the other hand, from previous studies, the lateral extent of reservoir is lost to track when massive carbonate reservoir had detected in another 640 ft well away (Langan et al., 1997) . For the further qualitative and quantitative assessment and development of reservoir, sufficient information about the lateral and vertical extent of reservoir is needed. In this case it is necessary to search for a method to improve the knowledge of reservoir boundaries.
To overcome this limitation of conventional smoothness regularization, the boundary-preserving regularization has been proposed because they are considered to preserve sharp boundary of target and still smooth small variation due to noise (Charbonnier et al., 1997) . Although boundary-preserving functionals were developed in image reconstruction to restore sharp edges and high contrast images (Charbonnier et al., 1997) , these schemes have been introduced in geophysical fields (e.g. Portniaguine and Zhdanov, 1999; Farquharson, 2008; Abubakar et al., 2008) . One of attractive boundary-preserving regularization is the minimum gradient support (MGS) proposed by Portniaguine and Zhdanov (1999) and then they successfully tested in gravity and magnetic data. Later, Zhdanov et al. (2006) proved its effectiveness in seismic cross-well tomography synthetic examples. This approach is barely applied to real datasets.
In this paper, we reformulate the traveltime inversion algorithm using the minimum gradient support (MGS) regularization. To solve the inversion problem, we employ a constrained Gauss-Newton minimization scheme. The final algorithm is tested on two synthetic cases. Then, we apply this algorithm on a field seismic dataset.
METHODOLOGY
The task of a geophysical inversion scheme is to find a approximate model of the subsurface that satisfies the measurements. Because of the incoherent noise of the measurements, the inverse problem usually is an ill-posed and must be regularized by additional constraints to reduce the non-uniqueness and stabilize the solution. The conventional way of solving this ill-posed inverse problem is the Tikhonov approach (Tikhonov and Arsenin, 1977) . Mathematical formulation of the Tikhonov regularized method is
where the first term φ d is the data residual and the second term R represents regularization. The parameter λ is the positive value regularization constant that moderates the goodness of fit to the measured data.
The objective function of linearized cross-well tomography is
where G is the forward operator that contains the ray distance through each cell and d is the travel-time vector, m = m (x, z) , is the slowness model vector, where x and
The mostly used regularizer is based on L 2 -norm minimization that can be written as
where · 2 represents an L 2 -norm, and all quantities written in bold represent vectors. The operator ∇ = (∇ x , ∇ z ) are the first order derivative operators with respect to x and z, respectively. It can also be the Laplacian operator ∇ 2 to produce smooth solutions. In order to capture potential dip structure, the gradient operator with diagonal gradients is naturally extended to Farquharson, 2008) . ∇ d1 and ∇ d2 mean the gradient in two diagonals.
The second type of regularization is the boundary-preserving stabilizer that attempts to minimize the size of the anomalous regions. The advantages of these are to overcome the significant non-uniqueness of the inversion problem and preserve sharp boundaries in the recovered model (Charbonnier et al., 1997) . We choose the minimum gradient support (MGS) Portniaguine and Zhdanov (1999) , which was written as
where
where the symbol xz dxdz denotes the area of the computational domain. β is a subjective factor that influences what solutions we obtain.
To minimize equation 2, we use a Gauss-Newton strategy where the gradient of the objective function is
and the approximate Hessian is
where the first derivative of the regularization functional R mgs (m) with respect to the model parameter is
where diagϕ (m) denotes the n × n matrix whose the ith diagonal entry is
and D is the n × (n + 1) matrix. This auxiliary variable b marks the location of discontinuities. b is equal to a large constant number (1/β 2 ) where the gradient is near zero or much less than β . The regularization works like L 2 -norm smooth regularization and tends to produce smooth the model. Another case is b has little effects when the gradient is large. Here, solutions are not to penalize the large gradients corresponding to a boundary that is preserved. We point out that the second regularization term R(m) is quadratic and convergent in m when the auxiliary variable b is fixed, which was proved by Charbonnier et al. (1997) .
During the iteration of the Gauss-Newton minimization process, the objective function reaches its minimum when the search direction δ m satisfies
This system is solved by using the conjugate gradient least squares (CGLS) technique. The model is updated via m i+1 = m i + αδ m, α is the step length to be determined by a line search algorithm (Pidlisecky et al., 2007) . To avoid unreasonable values during inversion, we implement bounds on the physical values for velocities using nonlinear transformation (Abubakar et al., 2008) . The stop criteria of inversion are the following two conditions: the total number of iterations exceeds a fixed maximum; the data misfit function value is within a fixed tolerance factor; the updated model values at iteration n is less than a tolerance factor. Either condition will stop the inversion procedure.
SYNTHETIC EXAMPLES
In this section, we demonstrate the effectiveness of our proposed method on two synthetic cross-well seismic data sets of increasing complexity and realism. The purpose of these model studies is to explore the potential of this approach for identifying reservoir geometry and even internal reservoir structure.
In the following synthetic examples, the starting models for the two inversions are homogeneous with mean values of true models. λ are selected visually to make solutions to be similar to the true model. All inversions converge within ten iterations.
In the first example, a true velocity model with two triangle anomalies, one with high velocity and one with low velocity, are shown in figure 1 . The model dimension is 300 m in horizontal direction and 600 m in vertical direction with uniform source and receiver spacing of 10 m. We set up 56 sources and receivers in two wells to collect the data. The distance between wells is 240 m. Synthetic data was computed by solving the Eikonal equation using finite-difference scheme (Vidale, 1990) . The inversion zone is discretized in 31 × 61 grids. In the second example, we built the complex model based on velocity model from the previous study in King mountain field in west Texas (Langan et al., 1997) . Figure 2a shows the true model. The velocity of objects are low and hierarchical as are imagined in a reservoir with variable porosity and saturation. Another low velocity anomaly is located in the left-bottom side. Synthetic dataset was computed by solving the viscoacoustic wave equation using finite-difference scheme (Zhu et al., 2012) . Synthetic data were used for inversion within 30 • degree aperture. Then, synthetic data was corrupted by Gaussian random noise (1% of mean data value). A β 2 value of 0.2 is used for the boundary-preserving inversion.
The model dimension is 400 m in horizontal direction and 500 m in vertical direction. There are 43 sources and receivers in two wells to collect the data, respectively. The well space is 350 m. The inversion grid size is identical to the forward computation size that is discretized in 41 × 51 grids. Figure 2 shows the inversion results using smooth constraints. The recovered model is acceptable. Except for the base and internal structure of reservoir, other features (reservoir body and small target in the left-bottom) are resolved. Observation from gradients of resultant model in Figure 2e and f is that the boundaries of target are smeared out and the parameter contrasts are too low, which bring troubles for interpretation.
In contrast, boundary-preserving inversion results in the last row of Figure 2 significantly sharpen the geometry of anomalies. We observe not only the clear top but also the base of reservoir in Figure 2h . Artifacts in gradient distributions (Figure 2h,i) are reduced much. The dipping internal interfaces appear, which is hidden in that of smoothly constrained inversion (Figure 2h,i) . The final data misfit of this approach (∼ 0.0034) is a slightly better than that (∼ 0.0035) of the smoothly constrained inversion.
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FIELD DATA
We apply this approach to a crosswell field dataset from King Mountain field in west Texas. The reservoir approximately located below 8700 ft contains massive carbonate. We expect to see the lateral and vertical extent of reservoir from our approach.
Data were collected with 201 sources spaced at 5 ft ( 1.5 m) depth intervals and 203 receivers, also spaced at 5 ft apart. A grid size 32 × 5 ft 2 is implemented for our forward modeling as well as inversion domain. The 2D inverse domain size is 21 × 206, for the total number of 4326 unknowns. The starting models for two inversions are constant velocity which is the average velocity value obtained from previous study. λ were selected ex-perimentally to make reasonable solutions for smoothness constrained inversion. We let the λ gradually decrease during the inversion. λ = λ /0.8 when the convergence rate
reduce by 1% or below. Accordingly, smaller singular values gradually gain influence on the solution. For boundary-preserving constrained inversion, we kept the same λ as that for smoothness constrained inversion. The β value of 0.02 was chosen. We ran 20 iterations for both inversions. Figure 3 displays the inversion results by smoothness (a) and boundary-preserving (b) constraints . Overall, a smoothness constrained inversion only roughly produces the average boundaries of reservoir, and does not exhibit a clear boundary at depth of about 8700 and 8900 ft (Figure 3a) . In contrast, the boundary-preserved results give much better delineation of reservoir volume shown in Figure 3b . Besides the top and bottom of reservoir, the lateral extent of reservoir between around 8700 and 8900 ft is better constrained. Other most striking features from Figure 3b are the boundaries at 8500 ft and 9700 ft, corresponds to the shale layer. Moreover, the velocity in the reservoir is better estimated in Figure 3b . The two inversions are converged to identical final data misfits shown in Figure 4 .
CONCLUSION
We have presented a seismic boundary-preserving inversion algorithm. We employed the constrained GaussNewton scheme to optimize the solution of boundarypreserving inversion. Application of the boundary-preserving regularization inversion was presented for delineating a west Texas reservoir. This boundary-preserving inversion generated an interesting result that gives clear reservoir boundaries and lateral changes structure inside reservoir, high velocity target above the shale layer (around 9100 ft), and lateral changes in the bottom layer. More importantly, the boundary-preserving inversion gives better estimation of the velocity in the reservoir. Similar observations were also made from synthetic examples. The boundary-preserving inversion is superior to smoothness constrained inversion when sharp contrasts exist in the medium. Accordingly, we suggest that this boundarypreserving inversion can be an additional tool to delineate reservoir boundaries and provide further information for quantitative characterization. 
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