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Intellectual disability (ID) and autism spectrum disorder (ASD) are two of the most
common developmental disorders affecting 3–5% of the population. These disorders have
a high burden on society with no efficient treatment options. This is complicated further
by the high comorbidity between ID and ASD, as well as epilepsy. Understanding the
aetiology and pathophysiology of ID and ASD is of vital importance in order to find
better treatment options for the patients and their families. Recent genomic studies
have identified hundreds of genetic variants contributing to the incidence of ID and ASD.
Many of these genes are important for synaptogenesis and maintenance of synaptic
function, such as the neuroligins (NLGN1-4 ), neurexin 1 (NRXN1 ), fragile x mental
retardation 1 (FMR1 ), Synaptic Ras GTPase-activating protein 1 (SYNGAP1 ), and SH3
And Multiple Ankyrin Repeat Domains 3 (SHANK3 ). Understanding how the proteins
of these genes operate, and how they influence synaptic development and function will
increase our understanding of what goes wrong in their absence.
In this thesis, the role of two synaptic proteins across development were examined
in principal cells of the amygdala: NLGN3 and SynGAP. Neuroligins are postsynaptic
cell adhesion molecules that bind to presynaptic neurexins, and are required for both
excitatory and inhibitory synapse maturation and function. The Nlgn3-/y rat model was
utilised to study the role of the NLGN3 isoform in this study. SynGAP is one of the
major constituents of the postsynaptic density (PSD). However, there are contrasting
hypotheses as to how SynGAP mediates its effects on synaptic morphology and function.
One hypothesis suggests that SynGAP plays a key role in regulating the structural com-
position of the PSD by sequestering PSD-95, and thereby modulating synaptic function.
The alternative hypothesis suggests that SynGAP regulates synaptic structure/function
through its GTPase activating activity of Ras/Rap and their downstream signalling
pathways. To test the relative roles of SynGAPs scaffolding and signaling functions in
disease pathophysiology, two genetically modified Syngap rat models were used; one
with a heterozygous deletion of the GAP-domain (Syngap+/∆GAP); and one with a
null-mutation (Syngap+/-).
It was found thatNlgn3-/y displayed an age-dependent increase in intrinsic excitability
compared to WT littermates, as well as an age-dependent increase in miniature inhibitory
postsynaptic currents (mIPSCs) amplitude. No change was observed on excitatory
postsynaptic currents in Nlgn3-/y. Furthermore, a deficit in long term potentiation
i
(LTP) at thalamic inputs to the lateral amygdala (LA) was found using a 30Hz induction
protocol.
No difference was found in intrinsic properties in either of the two SynGAP models
at two weeks of age, but at four weeks divergence were found between the two. In
the LA, Syngap+/- displayed an increase in excitability, whereas Syngap+/∆GAP was
comparable to WT. Conversely in the basal amygdala (BA), Syngap+/- did not present
with any changes in intrinsic properties, in opposition to Syngap+/∆GAP, which exhibited
a decreased firing rate compared to WT. Both models had a deficit in LTP from
thalamic input into the LA, but only Syngap+/- demonstrated a decrease in paired-pulse
facilitation. Taken together, this work shows that NLGN3 is important for development
of normal cellular and synaptic functions. Furthermore, this work helps to highlight the
different roles exerted by the functional domains of SynGAP.
ii
Lay Summary
The brain is a complex network composed of billions of nerve cells, called neurons,
forming intricate connections with each other. The neurons must communicate with each
other in order to maintain everyday activities, such as retaining information, speaking,
and processing emotions. In order to communicate, neurons use tiny connections between
each other, called synapses, to send electrochemical signals. When synapses are working
correctly, the neurons are able to communicate, and your brain can function normally.
When your synapses are not working properly, the communication is disrupted or altered,
and your brain cannot function the way it should. This can result in disorders such as
intellectual disabilities (ID) or autism spectrum disorder (ASD). At the moment, there
are no good treatment options for people with these disorders, and in order to develop
them, we must get a better understanding of how the synapses work and how neurons
communicate.
One way synapses can be disrupted is if they are missing a protein or a protein is
dysfunctional. My thesis concerns the function of two such proteins that are important
for normal synaptic function and that are associated with ID and ASD. People with ASD
often have altered emotional processing, functions relying on the brain region called the
amygdala. To assess how the synapses function in the amygdala, electrical activity was
recorded from individual neurons in this brain area. One of the proteins investigated is
involved in the physical scaffolding process across the synapse. The key findings from
this work are that when this scaffolding protein is missing from the synapse, the neurons
are in a state of hyperactivity when receiving signals from other neurons. Furthermore,
the synapses are not able to strengthen and learn as well in the absence of this protein.
The other protein also has a function in the physical scaffold of the synapse, but one
part of the protein is also important for relaying the electrochemical signal coming to the
synapse from another neuron. The key findings from this work are that the scaffolding
function of the protein is important for determining how a neuron responds to the signal
it receives, whereas the relaying part of the protein is important for the synapses to
strengthen and learn from the signals.
Altogether this research has given us a better understanding of how neurons com-
municate, and thus how the brain works. This helps us better understand disorders like
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Intellectual disability (ID) and Autism Spectrum Disorders (ASDs) are two debilit-
ating neurodevelopmental disorders (NDDs) that can have a severe impact on affected
individuals, their families, and society. Both conditions are heterogeneous, thereby cre-
ating an immense challenge both for clinicians searching for a diagnosis, but also in
terms of therapeutic interventions, of which there are none that significantly improve
quality of life.
Intellectual Disability is a disorder with onset during development and include
intellectual and adaptive functioning deficits. ID is highly prevalent and affect 1% of the
world-wide population (Maulik et al. (2011)). ID is characterized by deficits in general
mental abilities, such as reasoning, problem solving, planning, judgment, and learning
from experience. This results in impairments in adaptive behaviours. ID is defined by
three criteria: an intelligence quotient (IQ) of less than 70; limitations in two or more
adaptive behaviours; and onset before the age of 18 (Van Bokhoven (2011)). ID can
present alone or in combination with congenital malformations or other neurological
features such as epilepsy, ASD, anxiety, depression, and schizophrenia. (Cherry et al.
(1997); Matson et al. (1997); McGillivray et al. (2008))
Autism Spectrum Disorder comprises a group of disorders that includes autistic
disorders, Asperger syndrome, and pervasive development disorder not otherwise spe-
cified (American Psychiatric Association (2013)). The Centers of Disease Control and
Prevention (CDC) has recently reported the prevalence of ASD to be between 1-3%
(CDC (2018)). Affected individuals show deficits in reciprocal social communication and
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social interactions, including abnormal non-verbal communication like gaze-avoidance,
and restrictive, repetitive interests and behaviours (Murphy et al. (2016)). ASD has
widely varied behavioural manifestations, severity, and comorbid conditions, such as
attention deficit hyperactivity disorder, anxiety, ID, and epilepsy (Simonoff et al. (2008);
McCarthy (2007)).
Considerable overlap between ID and ASD is often seen (Matson and Shoemaker
(2009)) hinting at a related aetiology. ID is observed in about 30–50% of ASD patients,
and at least 10–30% of individuals with ID have ASDs (Srivastava and Schwartz (2014)).
1.1.1 Causes of ID/ASD
ID and ASD can be caused by numerous exogenous factors, such as intrauterine
infections, birth complications, and traumatic brain damage (Cooper and Van Der
Speck (2009); Lai et al. (2014)). Genetic variants are known to have an important
role in the aetiology and recent large-scale genetic studies have highlighted several
hundred genes as risk factors for ID and ASD (De Rubeis et al. (2014); Iossifov et
al. (2014); Sanders et al. (2015); Vissers et al. (2016)). Single gene mutations,
as well as copy number variants (CNVs), are associated with both conditions with
multiple large effect single-gene mutations identified. Furthermore, monogenic causes
account for about 60% of undiagnosed cases of individuals with severe NDDs, making
the genetic risk for severe NDD presentation very high (Deciphering Developmental
Disorders (2015)). The most common single-gene disorders of ID and ASD are Fragile X
Syndrome (FXS; FMR1 ), Tuberous Sclerosis (TSC1, TSC2 ), Rett syndrome (MECP2 ),
Phelan-McDermid syndrome (SHANK3 ), Autosomal mental retardation type 5 (MRD5;
SYNGAP1 ), and Neurexin (NRXN1 ). More rare single-gene mutations or CNVs include
the genes encoding for Neuroligins (NLGN1–4 ).
There are few if any effective treatment options for the most serious symptoms
associated with these disorders. In order to improve the lives of patients with ID/ASD,
an understanding of the underlying aetiology is needed in order to develop therapeutic
strategies. This is made difficult by the heterogeneity of ID and ASD, both clinically and
genetically. The identification of high-risk monogenetic causes (Ogden et al. (2016)),
has enabled the generation of many animal models of these disorders with face and
construct validity. This allows research into the underlying disease-relevant phenotypes.
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The significant co-occurrence in genetically caused ID and ASD, suggests the pos-
sibility of a common underlying pathophysiology. In the last decade, several proteins
involved in synaptic development, maintenance, and function have been associated with
ID, ASD, schizophrenia, and epilepsy (Zoghbi and Bear (2012); De Rubeis et al. (2014);
Bourgeron (2015)). These includes cell adhesion proteins (NRXN1, NLGN1–4, Syn-
CAM ), scaffolding proteins (SHANK2, SHANK3 ), ion channels and receptors (SCN2A,
GABRB3, GRIN2B), and synaptic signalling proteins (SYNGAP1, PTEN, TSC1–2 ).
This points towards commonalities in the pathological scenarios at the synapses and
in neuronal circuit formation (Chechlacz and Gleeson (2003); Kroon et al. (2013)).
Therefore in depth study of synaptic function in monogenetic ID/ASD models could
provide important insight into the pathophysiology of a range of disorders.
The focus of this thesis is the two synaptic proteins, Neuroligin-3 (NLGN3) and
Synaptic Ras GTPase-activating protein (SynGAP). NLGN3 and SYNGAP1 are both
candidate genes for ID/ASD. NLGN3 is a synaptic adhesion protein, whereas SynGAP
is an abundant PSD signalling and scaffolding protein. Both proteins have been shown
to play an important role in synaptic function — as will be described in more detail
below — but much is still to be determined about their functional role in the synapse,
and how mutations in these genes contribute to disease-relevant phenotypes.
1.2 The Synapse
Most synapses between excitatory neurons are located on spines, where the synaptic
contact is generally found at the tip of the spine. It is made up of three compartments: the
presynaptic active zone, which is the site for synaptic vesicle fusion and neurotransmitter
release; the synaptic cleft; and the postsynaptic density. Spines vary in both shape and
size, usually with larger spines containing stronger synapses. A stronger synapse is able
to elicited a larger depolarisation upon activation, and thus is more likely to generate
an action potential (Harris and Stevens (1989); Matsuzaki et al. (2001)).
1.2.1 The postsynaptic density
Within a glutamatergic synapse resides the post-synaptic density (PSD), a structure
about 1 µm in diameter. It is a fibrous cytoskeletal specialisation attached to the
postsynaptic membrane (Kennedy (1997)). The PSD is composed of hundreds of proteins
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including adhesion proteins, receptors, and enzymes, but the ”core” of PSD proteins
is more likely to be between 30 and 60 proteins that are present at nearly all PSD
structures (Kennedy (2018)). Proper assembly into multiprotein complexes is required
for normal synaptic function, which is enabled by an organised scaffold of proteins. The
central scaffold is comprised of four major classes of scaffolding proteins: the PSD-95
family (also called MAGUKs; membrane-associated guanylate kinases); SAPAPs (also
called GKAPs), the SHANKs; and the Homer family. PSD-95 and its related proteins
SAP97, SAP102, and PSD-93 link glutamate receptors in the membrane to the PSD
structure and to adjacent signalling proteins. Each MAGUK has several domains
that act as protein-docking sites: three PDZ domains; a SH3 domain; and a carboxy-
terminal degenerate guanylate kinase (GUK) domain. The PDZ domains binds to a
variety of synaptic proteins containing PDZ-binding motifs in their C-terminal, such
as N-Methyl-D-aspartic acid receptors (NMDARs), transmembrane AMPAR regulatory
proteins (TARPs), NLGNs, and Synaptic Ras GTPase-activating protein (SynGAP).
The GUK domain directly link GKAPs to the SHANKs. The SHANKs act as a
”scaffold of scaffolds” within the PSD, forming an interacting network to which more
proximal scaffold proteins are anchored. The Homers form rod shaped multimers that
link metabotropic glutamate receptors (mGluRs), IP3 receptors, and TRP channels to
the SHANK scaffold (Kennedy (2016)).
This highly dynamic scaffold provides the spatial organisation for the neuronal events
that modulate synaptic strength by coupling glutamatergic receptors to downstream sig-
nalling effectors, which organise the regulation of a cellular response (Frank et al. (2016,
2017)). Formation and specification of synapses is immensely important for appropriate
neural-circuit function. The development of appropriate synaptic connections requires a
series of steps: axonal pathway guidance; selection of appropriate targets; the formation
of organised and specific projections within the target; and synapse stabilization and
modulation.
1.2.2 Synapse development and maintenance
The formation of functional synapses involves a host of proteins to mediate co-
ordinated pre- and postsynaptic growth. The synapse is an asymmetric structure, and
thus requires heterotypic transsynaptic signaling to mediate synaptogenesis, and to spe-
cifically and differentially recruit pre- and postsynaptic proteins to their corresponding
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subcellular compartments. The presynaptic-postsynaptic coordination is the result of
regulated assembly of specific molecules on both sides of the synaptic cleft. Adding the
diversity of synapses, it is likely that a panoply of mechanisms exists for their formation,
which are still largely unknown. A general model for what is currently known about the
sequence of events that happen during synaptogenesis follows below.
There is evidence demonstrating both intrinsic assembly and partner-induced synaptic
assembly. Prior to synapse formation, pre- and postsynaptic proteins are already
expressed. The axon growth cone contains synaptic vesicles and neurotransmitters,
while the dendritic arbors express functional neurotransmitter receptors (Garner et al.
(2002)). The interaction between the axon growth cone with the soma or the dendritic
arbors of their target is what initiates the concentration and juxtaposition of the pre-
and postsynaptic elements, and is thought to be initiated by a diverse set of membrane
proteins and pathways, as well as astrocyte-secreted factors (Baldwin and Eroglu (2017)).
The initial contact often happens between filopodia extending from both the axon and the
dendrites, which are then thought to transform into synaptic structures. Synaptogenic
cues after initial contact are needed to guide further synapse assembly (Burden and
Scheiffele (2013)).
Target-derived retrograde signals, such as Wnts and fibroblast growth factors, are
believed to recruit pre-assembled units containing presynaptic components, like synaptic
vesicles, voltage-gated calcium channels (VGCCs), and syntaxin. Subsequently, the
axon releases anterograde signals, such as Pentraxins, driving accumulation of neur-
otransmitter receptors at the postsynaptic site with NMDARs being recruited first,
and α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) sub-
sequently. At the same time, several adhesion and signalling complexes are formed
across the synaptic cleft, which cooperate in the organisation of pre- and postsynaptic
components (Burden and Scheiffele (2013)). Among the many adhesion molecules in
the synapse that is thought to have synaptogenic activity, is a pair of transmembrane
proteins, the neurexins (NRXNs) and the NLGNs. Together they form a trans-synaptic
adhesion complex across the synaptic cleft, thereby directly connecting the pre- and
postsynapse (Südhof (2008)). Exogenous expression of NLGN in non-neuronal cells is
enough to induce accumulation of NRXN and presynaptic differentiation in contacting
axons (Scheiffele et al. (2000)). The synaptogenic activity of transsynaptic adhesion
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molecules, such as NLGN, is thought to be mediated through the synaptic scaffolding
complexes (Burden and Scheiffele (2013)). Postsynaptically, NLGN aggregation results
in the recruitment of PSD-95 and SAP102, as well as clustering of NMDARs (Graf et
al. (2004); Chih et al. (2005)).
At inhibitory synapses, scaffolding molecules play a similar role. The best studied
example is the scaffolding protein gephyrin, which recruits inhibitory glycine receptors
and gamma-Aminobutyric acid (GABA)A receptors to developing postsynaptic sites,
and links them to the cytoskeleton (Kneussel and Betz (2000)). NLGN2 is another
adhesion molecule, which localises to GABAergic synapses. It tethers gephyrin at the
postsynapse by activating the cytoskeletal protein, collybistin. Gephyrn in turn retains
glycine and GABAA-receptors at the postsynaptic site (Poulopoulos et al. (2009)).
Even though there is evidence showing the synaptogenic effect of scaffolding and
trans-synaptic protein, like gephyrin and NLGNs, whether these proteins are necessary
for initiating the pre- and postsynaptic specialisations in vivo is uncertain. Knock-out
mouse models of neurexin or neuroligin show only mild effects on synaptic formation
(Missler et al. (2003); Varoqueaux et al. (2006); Kim et al. (2008); Chen et al. (2017)),
and in C. elegans when neurexin is absent synapses are still present, but are smaller
and fail to recruit vesicles and active zone proteins (Kurshan et al. (2018)). This
could suggests that multiple proteins have synaptogentic effects at each synapse creating
a functional overlap between them, or that synaptic cell adhesion molecules promote
the process of maturation and specificity rather than initiating synapse formation and
assembly (Kurshan and Shen (2019)).
The exact mechanism for synaptic specification is still not clear. NLGNs are part
of a larger superfamily of post-synaptic adhesion molecules, which includes proteins
such as cadherins, synaptic cell adhesion molecules (SynCAMs), leucine-rich repeat
transmembrane neuronal proteins (LRRTMs), and NGLs/LRRC proteins (leucine-rich
repeat containing) (Bemben et al. (2015b)). Presynaptically, the primary adhesion
partner of NLGNs is the NRXN family. It is comprised of more than 1000 isoforms
created through alternative splicing (Ullrich et al. (1995)), contributing to the diversity
of adhesion proteins. The diversity of synaptic adhesion molecules suggests that they
act as molecular markers in the formation and specification of synapses.
Formation of new synapses can happen throughout the lifetime of an organism and
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can be induced by a range of experience-driven memory and learning, such as fearful
learning conditioning (Dalzell et al. (2011)). Though dendritic arbors and spines are
highly dynamic structures showing frequent additions and retractions, a subset of arbors
and dendritic spines are stable for long periods of time. Thus, mechanisms must exist
to maintain synapses and dendrites.
Like synapse development, synaptic maintenance relies on the structural support
and synaptic signalling provided by adhesion molecules and scaffolding proteins (Lin
and Koleske (2010)). The actin cytoskeleton provides essential structural support for
the long-term synapse maintenance. Actin undergoes continuous action polymerisa-
tion/depolymerisation, which requires tight regulation in order to maintain spine sta-
bility. A number of proteins are known to regulate actin structure, and thus synapse
stability.
One such protein is cofilin. Cofilin, an F-actin severing protein, controls the ratio
of G-actins (soluble monumers) to F-actin (actin filaments) by increasing the turnover
rate, and thereby works to control the dynamics and the length of actin filaments in
spines (Carlier et al. (1997)). Cofilin is inactivated by phosphorylation, a process that
is attenuated by SynGAP. A reduction in SynGAP causes increased phosphorylation of
cofilin and increased actin polymerisation, leading to spine head enlargement (Carlisle et
al. (2008)). Additionally, scaffolding proteins and adhesion molecules, such as PSD-95,
SHANK, and NLGN, have also been shown to be important for long-term maintenance
of synapses (Lin and Koleske (2010)). For example, knockdown of PSD-95 results in
reduction in spine density and size, and causes activity-dependent spine destabilization
(Ehrlich et al. (2007)).
1.2.3 Synaptic Plasticity
The ability for synapses to respond to neuronal activity by changing their strength
and size is as important for memory encoding, as the ability for synaptic structures
to maintain their stability. Glutamatergic signal transduction is highly controlled by
physical interactions amongst proteins within the PSD, and respond to distinct signal
input by controlling these interactions and initiating molecular programs that change
its future responsiveness, i.e. functional and structural changes of the synapse (Maletic-
Savatic et al. (1999); Malinow and Malenka (2002); Matsuzaki et al. (2004)). This
process is known as synaptic plasticity, and is believed to be the principal mechanism
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for memory formation in the brain (Lüscher et al. (2000)). Two well known models
of synaptic changes are long-term potentiation (LTP; strengthening of synapses) and
long-term depression (LTD; weakening of synapses).
Synaptic strengthening and weakening depend, in part, on exocytosis and endocytosis
of glutamatergic AMPARs, respectively (Malinow and Malenka (2002)). Three steps
are involved in trafficking AMPARs to and from the synaptic membrane in response
to activity: (1) exocytosis at extra- and perisynaptic sites of AMPARs that are tightly
bound to TARPs; (2) lateral diffusion into synapses; and (3) diffusional trapping in the
PSD through phosphorylation and subsequent binding of TARPs to PDZ domains on
PSD-95. During removal of AMPAR from the synapse the reverse order of events likely
takes place with (1) destabilisation of AMPARs from PSD-95 via dephosphorylation,
(2) followed by diffusion out of the synapse (3) where they undergo endocytosis (Opazo
and Choquet (2011)).
Exocytosis and endocytosis of AMPARs is regulated by the Ras and Rho families of
small GTPases (Zhu et al. (2002)). They regulate both homeostatic maintenance of the
synaptic structure, as well as activity-induced changes (Kennedy (2016)). The Ras-MEK-
ERK1/2 signalling pathway is important for the activity-induced increase in synaptic
AMPARs, whereas Rap activation of MAPK p38 facilitates endocytosis of AMPARs
(Zhu et al. (2002)). Ras GTPases are regulated by cycling between an inactive GDP-
bound state and an active GTP-bound state, which is facilitated by GTPase-activating
proteins (GAPs) or guanine nucleotide exchange factors (GEFs). Several mechanisms
exists for regulating Ras GTPases in spines (reviewed by Kennedy et al. (2005)). One
example of a negative regulator of Ras and Rap is SynGAP. Its GAP activity targets
both Ras and Rap, which is increased upon phosphorylation by CaMKII (Oh et al.
(2004); Krapivinsky et al. (2004)). How SynGAP regulates AMPAR trafficking through
small GTPases is discussed further later in this chapter.
1.3 Neuroligins
Neuroligins (NLGNs) are single-pass transmembrane proteins located in the post-
synaptic membrane of both glutamatergic and GABAergic synapses, where they act
as adhesion molecules bridging the synaptic cleft by binding to neurexins (NRXNs)
on the presynaptic side. They were originally discovered as binding partners to the
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presynaptic proteins β-neurexins (Ichtchenko et al. (1995)), and since then 5 human
genes have been identified encoding neuroligins (NLGN1, NLGN2, NLGN3, NLGN4X,
and NLGN4Y ). NLGN1 and NLGN2 are located on autocomal chromosomes, while
NLGN3 1 and NLGN4X are located on the X chromosome, and NLGN4Y on the Y
chromosome.
NLGN1, NLGN2, and NLGN3 are highly conserved in rodents, but no homologs of
NLGN4X or NLGN4Y has been found. A distant NLGN4 variant have been identified
in mice, Nlgn4l (Bolliger et al. (2008)).
1.3.1 Structure of the protein
The overall domain structure is well conserved between the NLGNs, and there
is substantial conservation in amino acid sequence. All neuroligin proteins have an
acetylcholinesterase-homology (AChE) domain in its extracellular domain lacking in
amino acids important for catalysis, and thus has no esterase activity. NLGNs have
a short cytoplasmic tail containing a class I PDZ binding sequence at the C-terminal,
which interacts with the N-terminal of PSD-95 and other PDZ containing proteins.
Furthermore, the NLGNs have a single transmembrane domain. (Ichtchenko et al.
(1995); Irie et al. (1997); Bolliger et al. (2001); Dean et al. (2003)).
NLGNs are further diversified by two alternative splice sites in their ectodomain,
site A and B, incorporating short alternative exons (20 and 9 amino acids in length).
All NLGNs are spliced at splice site A, while NLGN1 is spliced at both of these sites
(Ichtchenko et al. (1996); Scheiffele et al. (2000); Boucard et al. (2005); Chih et al.
(2006)). Alternative splicing of both NLGNs and NRXNs plays a central role in the
functional regulation of the NLGN-NRXN complex at glutamatergic and GABAergic
synapses. For NLGN, having the B splice site insertion restrict its function to glutama-
tergic synapses, whereas isoforms containing no insertion or only the A insert are found
at GABAergic synapses (Chih et al. (2006); Boucard et al. (2005)).
1.3.2 Expression and localisation of Neuroligins
NLGNs are found exclusively in the brain and are expressed in most neuronal pop-
ulations and astrocytes (Ichtchenko et al. (1995); Scheiffele et al. (2000); Varoqueaux
et al. (2004, 2006); Liu et al. (2017)). Expression of neuroligins are detected at low
1https://www.ncbi.nlm.nih.gov/gene/54413
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Figure 1.1: Structure of Neuroligins (A) NLGNs contain several functional domains: an Acet-
ylcholinesterase homology domain, which contains the portion necessary for NRXN binding; an O-
glycosylation region; a transmembrane domain; a cytoplasmic C-tail domain containing a PDZ-
interaction site and a gephyrin interacting domain. A and B are the NLGN splice sites. (B) The
structure of NLGNs and β-NRXNs showing their interaction domains and the NLGN dimerisation in-
terfaces. Green residue corresponds to residue 451 in NLGN3 (mutated in ASD). Red residues are part
of the AChE domain needed for binding to NRXN. Purple residues represent the NLGN dimerisation
interface. Splice sites are in yellow. Adapted from Dean and Dresbach (2006)
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levels at an early postnatal age and increase through development and into adulthood
(Scheiffele et al. (2000); Song et al. (1999); Varoqueaux et al. (2006)).
NLGN isoforms have unique subcellular localisation: NLGN1 is mainly concentrated
at glutamatergic synapses (Song et al. (1999)); NLGN2 are preferentially located in
GABAergic synapses (Chih et al. (2005); Graf et al. (2004); Varoqueaux et al. (2004));
NLGN3 are expressed in both glutamatergic and GABAergic synapses (Budreck and
Scheiffele (2007)); and NLGN4 is seemingly only expressed in the adult, and is localised
to GABAergic and glycinergic synapses (Varoqueaux et al. (2006); Hoon et al. (2011)).
1.3.3 Binding partners
NLGNs are associated as homo- or heterodimers via their AChE domain (Comoletti
et al. (2003); Araç et al. (2007); Poulopoulos et al. (2012)), and form a heterotetrameric
complex together with neurexin across the synaptic cleft (Araç et al. (2007)). NLGN
dimerisation is important for NLGNs to regulate synaptic function (Ko et al. (2009)). In
addition, dimerisation has been shown to be necessary for NLGN trafficking (Poulopoulos
et al. (2012)), though there is also evidence to the contrary (Shipman and Nicoll (2012b)).
The recognised association between NLGNs follow their expression pattern. The three
NLGNs 1–3 have each been shown to homodimerise, and NLGN3 to form heterodimers
with both NLGN1 and NLGN2 (Budreck and Scheiffele (2007); Shipman et al. (2011);
Poulopoulos et al. (2012)).
NLGN1 and NLGN2 bind to both α- and β-NRXN, whereas NLGN3 only binds
to β-NRXN (Boucard et al. (2005)). The distinction in NRXN binding partner is
regulated by alternative splicing of both NLGNs and NRXNs (Boucard et al. (2005)),
thus NLGN–NRXN binding depends on which principal isoforms are expressed and
which splice variants are used. Furthermore, binding of NLGN–NRXN is dependent on
presence of Ca2+ (Comoletti et al. (2003); Dean et al. (2003)). Apart from binding
to NRXNs, the extracellular domain in NLGN1, specifically, was shown to recruit and
retain NMDARs at glutamatergic synapses through extracellular coupling (Budreck et
al. (2013)).
The PDZ ligand in the cytoplasmic tail of NLGNs is conserved between all isoforms.
It binds to the third PDZ domain of PSD-95 (Irie et al. (1997)), as well as other
MAGUKs (Meyer et al. (2004)). NLGNs also bind to synaptic scaffolding molecule
(S-SCAM)(Meyer et al. (2004)), which is involved in synaptic clustering of NLGNs at
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both excitatory and inhibitory synapses (Iida et al. (2004); Sumita et al. (2007)). At
GABAergic synapses, NLGN2 has been shown to directly bind to gephyrin (Graf et al.
(2004); Varoqueaux et al. (2004)). As with the PDZ ligand motif, the gephyrin-binding
domain is conserved between all isoforms (Poulopoulos et al. (2009)). All NLGNs
are able to bind gephyrin and PSD-95, indicating that these binding domains do not
dictate differential localisation of NLGN subtypes (Irie et al. (1997); Poulopoulos et al.
(2009)). NLGN2 and NLGN4 has been shown to bind to collybistin, another important
inhibitory synapse molecule, possible through unique binding domains in these subtypes
(Poulopoulos et al. (2009); Hoon et al. (2011); Soykan et al. (2014)).
While the extracellular domain of NLGNs is important for the trans-synaptic bind-
ing to NRXNs, the cytoplasmic tail is thought to regulate synaptic specification and
transmission through association with other postsynaptic proteins. NLGN1 was shown
to strongly promote the recruitment of PSD-95 and NMDARs, and to a lesser extent
AMPARs to the postsynapse, which was perturbed when the cytolasmic tail was trun-
cated (Chih et al. (2005)). A mutation in the cytoplasmic tail of NLGN3 selectively
impaired AMPAR mediated synaptic transmission (Etherton et al. (2011b)), but the
same mutation in NLGN4 lead to increases in AMPAR- and NMDAR-mediated re-
sponses by enhancing their surface expression (Chanda et al. (2016)). In addition,
NLGNs form several small clusters within the synapse that co-localises closely with
AMPAR nanodomains and through binding to PSD-95 via its C-terminal PDZ motif
arranges these in close contiguity to the pre-synaptic release sites (Haas et al. (2018)).
These findings suggest that the cytoplasmic tail of NLGNs has a central role in synaptic
function.
1.3.4 Synaptic specification
NLGN subtypes show distinct subcellular localisation, but share the same protein-
interacting domains with similar binding affinity. Therefore, another mechanism must
exist to determine synaptic localisation and for NLGN promotion of synaptic specificity.
The exact mechanisms are still uncertain, but phosphorylation has been implicated
in isoform-specific regulation (Bemben et al. (2015b)). Phosphorylation of the C-
terminal region through Trk tyrosine kinases prevented binding of NLGN1 to gephyrin,
allowing it to assemble with excitatory molecules (Letellier et al. (2018)). Similarly, a
proline-directed phosphorylation of NLGN2 negatively regulated its binding to gephyrin
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(Antonelli et al. (2014)). These phosphorylation sites are present on all NLGN subtypes,
and could thus serve as a regulation site for determining which postsynaptic machinery
to recruit. This could be directed through NLGN-NRXN specific binding, which was
shown to be the case for NLGN1 tyrosine phosphorylation (Giannone et al. (2013)).
In addition to phosphorylation, differential glycosylation has been proposed to regulate
NLGN activity (Bemben et al. (2015b)), but still more research is needed on this subject.
1.3.5 Functions of Neuroligins
Despite much effort, the roles of NLGNs in synapse formation and function still
remain uncertain. The general picture emerging from overexpression and knockdown
studies both in vitro and in vivo, is that NLGNs are synaptogenic and play an important
role in synapse formation. Initially, NLGNs were linked to a role in synaptogenesis
from experiments showing that NLGNs expressed in non-neuronal cells were capable
of inducing presynaptic specialisation in co-cultured neurons (Scheiffele et al. (2000);
Dean et al. (2003)), and direct overexpression or downregulation of NLGNs in neurons
increased or decreased the number of synapses, respectively (Chih et al. (2004, 2005)).
Complimenting this, were findings showing that NRXNs could promote the formation
of postsynaptic specialisations in co-cultured neurons when expressed in non-neuronal
cells (Graf et al. (2004)). Several studies following these, have demonstrated similar
synaptogenic effects of NLGNs (Boucard et al. (2005); Dahlhaus et al. (2010); Shipman
et al. (2011); Shipman and Nicoll (2012a); Jiang et al. (2016)).
Genetic knock-out experiments, however, have suggested NLGNs to be implicated
in synaptic function, rather than formation (Varoqueaux et al. (2006); Chubykin et
al. (2007); Chanda et al. (2017)). These studies showed that NLGN1-3 knockout
mice showed severe impairments of excitatory and inhibitory synaptic transmission, but
displayed no alterations in synapse numbers or structure. Another more recent study,
found that NLGNs were not required for formation of excitatory synapses or functions
of AMPARs, but were necessary for normal NMDAR-mediated synaptic transmission.
However, this study also found that NLGNs, more specifically NLGN2, were needed
for typical inhibitory synaptic formation and transmission (Jiang et al. (2016)). It is
possible that NLGN isoforms have distinct roles in formation and function at excitatory
and inhibitory synapses. It is furthermore possible that alternative splicing of NLGNs
could help determine their synaptic function. Alternative splicing has been shown to
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affect synaptic formation in cultures (Boucard et al. (2005); Chih et al. (2006)), but
much less is known about the effect of splice variants in vivo.
To help identify what the core function of neruoligins is, species-to-species translat-
ability can be utilised, as you would expect the core functions of homologous genes to be
preserved across species. Most studies have been carried out in cultures and mice with
very little research on neuroligin function having been done in rat models. The model
used in this thesis, Nlgn3-/y, could help shed a light on key functions of this protein.
1.3.6 Regulation of NLGNs
NLGNs are negatively modulated by the Ig superfamily (IgSF)MDGA (meprin, A-
5 protein, and receptor protein-tyrosine phosphatase mu [MAM] domain-containing
glycosylphosphatidylinositol anchor). MDGAs can bind to all NLGNs, but with higher
affinity for NLGN1 and NLGN2 with splice site B weakening the affinity (Connor et
al. (2016); Clayton et al. (2017)). MDGA1 blocks the interaction between NLGN2 and
NRXN and supresses inhibitory synapse development in cultures (Pettem et al. (2013)),
while MDGA2 blocks the interaction of NLGN1 and NLGN2 with NRXN and can
suppress both excitatory and inhibitory synaptic development (Connor et al. (2016)).
NLGN3 undergoes isoform-specific cleavage on the cell surface by MMPs following
PKC activation, which reduces synaptic strength. Passive basal cleavage of NLGN3 is
led by ADAM10, and heterodimerization of NLGN1 or NLGN2 with NLGN3 renders
them sensitive to the same proteolytic cleavage as NLGN3 (Bemben et al. (2015a)).
1.3.7 Neuroligin mutations in humans with ASD
NLGN3 and NLGN4 were the first NLGNs to be described as candidate genes for
ASD (Jamain et al. (2003)), but since then all NLGN genes have been associated with
ASD. Clinical interest in NLGNs began when mutations in NLGN3 and NLGN4 were
reported in two Swedish families (Jamain et al. (2003)). The mutation in NLGN4 was
a de novo frameshift mutation resulting in a premature stop codon and was identified
in two affected brothers, one with typical autism and one with Aspergers. Another two
affected brothers, one with typical autism and the other with Aspergers, were found
to have a point mutation in NLGN3, causing a change to a highly conserved arginine
residue to a cysteine (R451C) within the esterase-homology domain of NLGN3. This
mutation resulted in intracellular retention of mutant protein, causing loss of synaptic
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function (Chih et al. (2004)). Since then several gene variants (frameshifts, missense
mutations, internal deletions, and microduplication) in NLGN3 and NLGN4 in humans
have been linked to autism (Laumonnier et al. (2004); Yan et al. (2005); Talebizadeh
et al. (2006); Sanders et al. (2011); Gumus (2019)).
In NLGN1, five mutations (a substitution and four missense) have been identified
in individuals with ASD. Three of these five mutations were predicted to be high-risk.
One of these variants were analysed in a mouse model (Nlgn1-P89L) and showed several
ASD-like phenotypes (Nakanishi et al. (2017)).
NLGN2-overlapping CNVs have been associated with a wide range of phenotypic con-
sequences, including autism, ID, and dysmorphic features (Deciphering Developmental
Disorders (2015)), and a nonsense variant was identified in a human patient with anxiety,
autism, ID, hyperphagia, and obesity (Parente et al. (2017)).
Not all NLGN variants are pathogenic mutations. 4 missense mutations (one NLGN3
and three NLGN4X variants) in the extracellular noncatalytic acetylcholinesterase ho-
mology domain essential for neurexin binding and triggering of synaptic activity were
investigated and found to not have any effect on protein expression levels or interaction
with NRXN. (Xu et al. (2017))
1.3.8 Animal models of NLGN3
Several knock-in (KI) mouse models of NLGN mutations have been created (Tabuchi
et al. (2007); Chadman et al. (2008); Etherton et al. (2011a,b); Jiang et al. (2018)). In
addition, knock-out (KO) rodent models of Nlgn1, Nlgn2, Nlgn3, and Nlgn4 as single
KOs or combinations of two of three genes have been generated (Varoqueaux et al.
(2006); Jamain et al. (2008); Hamilton et al. (2014); Tabuchi et al. (2007); Etherton et
al. (2011a)).
A higher number of studies have looked at the effect of the Nlgn3 missense mutation,
R451C, in mice compared to the Nlgn3 KO. The R451C KI mice and Nlgn3 KO animals
are viable and fertile, and exhibit no obvious abnormalities or premature mortality
(Tabuchi et al. (2007)), unlike Nlgn1-3 homozygous KO mice that die shortly after
birth (Varoqueaux et al. (2006)). The R451C consistently display divergent phenotypes
between brain regions (Tabuchi et al. (2007); Etherton et al. (2011a); Speed et al.
(2015); Hosie et al. (2018)). Moreover, The R451C KI causes gain of function effects not
observed in Nlgn3 (Tabuchi et al. (2007); Etherton et al. (2011a); Földy et al. (2013)).
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This is exemplified by an increase of excitatory synaptic strength, but no change in
inhibitory synaptic strength in the hippocampus of R451C KI mice, while the opposite
is observed in somatosensory cortex. Meanwhile, the Nlgn3 KO mice display a decrease
in excitatory synaptic strength but an increase in inhibitory synaptic strength in the
hippocampus.
The R451C KI mice show impaired social interaction, and enhanced spatial learning
and memory (Tabuchi et al. (2007); Etherton et al. (2011a); but see Chadman et
al. (2008)), whereas Nlgn3 KO mice exhibit impaired social memory (Radyushkin et
al. (2009)). Both models demonstrate enhanced formation of repetitive motor routines,
owing to an increased excitatory/inhibitory balance in the nucleus accumbens (Rothwell
et al. (2014)). The Nlgn3 KO rats display aberrant juvenile play, but otherwise normal
social interaction. Furthermore, the Nlgn3 KO rats show reduced anxiety, perseverative
behaviour, hyperactivity, and exhibit less prepulse inhibition to an auditory startle
stimulus (Hamilton et al. (2014); Thomas et al. (2017)).
1.4 SynGAP
SYNGAP, located on chromosome 6p21.32, encodes the 140 kDa protein, Synaptic
Ras GTPase activating protein (SYNGAP). SYNGAP is one of the most numerous
proteins in the PSD, and is a major regulator of synaptic strength and size.
1.4.1 Syngap structure, isoforms, and expression
Figure 1.2: Alternative splicing and protein domains of SynGAP. Map showing alternative
use of exons in the N- and C-terminal isoforms. Schematic below depicts the protein domains: PH
domain only found in isoform A and B; C2, GAP, SH3, and the CC domain are shared between all
isoforms; in the C-terminal, the α1 isoform contains a QTRV motif which is a PDZ ligand. Figure
adapted from Kilinc et al. (2018)
SynGAP is expressed exclusively in the brain (Chen et al. (1998); Kim et al. (1998)),
2https://www.ncbi.nlm.nih.gov/gene/8831
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more specifically in forebrain structures (Porter et al. (2005)). It localises mainly to
excitatory neurons (Chen et al. (1998); Kim et al. (1998); Moon et al. (2008)), but can
also be found at GABAergic neurons (Zhang et al. (1999); Moon et al. (2008)). SynGAP
reaches peak expression in neurons within the first two postnatal weeks, after which the
expression levels gradually decrease into adulthood (Porter et al. (2005); Clement et
al. (2012)). SynGAP is a complex gene generating multiple N- and C-terminal isoforms
each containing numerous functional protein domains, some isoform unique and some
shared by all (Fig. 1.2). N-terminal variants (A, B, and C) result from use of different
start codons located in exon 1, 4, or 7. Exon 4 is present only in isoform B. The
pleckstrin homology (PH) domain is found in all N-terminus isoforms bar SynGAP
C, where the domain is truncated. The PH domain is thought to act as signal-dependent
membrane adaptor important for membrane trafficking and protein-protein interactions
(Lemmon (2008)). C-terminal isoforms (α1, α2, β, and γ) arise from use of alternative
splice sites in exon 19 and 21, with exon 20 only being included in isoform γ. The α1
isoforms contains a QTRV motif, which is the PDZ-binding domain that mediates
binding to scaffolding proteins in the PSD, such as SAP102 and PSD-95 (Kim et al.
(1998)). Even though only α1 contains a PDZ-binding domain, α1, α2, and β are all
found in the PSD, suggesting multiple ways for SynGAP to get localised in the PSD
(Li et al. (2001); McMahon et al. (2012); Yang et al. (2013)). One way that has been
proposed is that SynGAP α2 gets to the PSD by forming heterotrimers with α1 via the
coiled-coil domain (Zeng et al. (2017)).
The core SynGAP domains shared by all isoforms include the C2, GAP, Src Homology
3 (SH3), and coiled-coil (CC) domains. In addition, multiple phosphorylation sites are
present downstream of the GAP domain. (Chen et al. (1998); Kim et al. (1998); Zeng et
al. (2016)). The C2 domain is thought to mediate binding of Ca2+ in a phospholipid-
dependent manner. Furthermore, the C2 domain is necessary for SynGAP’s role as
a RapGAP (Pena et al. (2008)). Additionally, The Ras-GAP domain negatively
regulates small GTPases by enhancing the intrinsic rate of GTP to GDP hydrolysis of
the small G proteins Ras, Rap, and Rab (Walkup et al. (2015); Pena et al. (2008);
Krapivinsky et al. (2004)). The Coiled coil (CC) domain in the C-terminal half
of SynGAP, has been proposed to facilitate SynGAP trimer formation that mediates
binding to PSD-95 (Zeng et al. (2016)).
Transcriptional regulation of SYNGAP1 is dependent upon neuronal activity. During
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increased network activity, SYNGAP1 isoforms B and C are upregulated, while isoform
A is downregulated (McMahon et al. (2012)).
1.4.2 Function of SynGAP
SynGAP is one of the most abundant proteins in the PSD (Sheng and Hoogenraad
(2007)). It binds strongly to all three PDZ domains of PSD-95 (Chen et al. (1998); Kim
et al. (1998); Walkup et al. (2016); Zeng et al. (2016)), putting it in close proximity to
NMDA- and AMPA-receptors. SynGAP regulates synaptic strength, size and plasticity,
which is evident from a number of studies (Kim et al. (2003); Vazquez et al. (2004);
Rumbaugh et al. (2006); McMahon et al. (2012)), but how SynGAP does this is under
debate. It has long been thought that the main mechanism was through its negative
regulation of small GTPases via the GAP domain, but it was recently proposed that
another important mechanism of SynGAP in regulating the postsynaptic membrane
composition is through its binding to PSD-95 (Walkup et al. (2016)).
The GAP domain model for SynGAP regulation
Ras and Rap are integral in the regulation of exocytosis and endocytosis of AMPARs
near the synapse. They have opposing regulatory effects on AMPAR trafficking, with
active Ras increasing exocytosis of AMPARs, while active Rap stimulates the endocytosis
of AMPARs (Zhu et al. (2002)). The activity of these GTPases is determined by the
balance of their activation by exchange of GDP for GTP and their inactivation by
hydrolysis of GTP to GDP. SynGAP promotes the intrinsic GTPase activity of Rap
and Ras, and thereby their inactivation (Walkup et al. (2015); Pena et al. (2008);
Krapivinsky et al. (2004)). Thus, SynGAP is in a position to finely control synaptic
strength by altering the ratio of Ras/Rap inactivation. Evidence suggests that the
activity of the GAP domain of SynGAP and its primary choice of small GTPase is
regulated by the phosphorylation of SynGAP. Phosphorylation by CaMKII accelerates
the rate of inactivation of Rap-GTPases more than that of Ras, whereas phosphorylation
by CDK5 and/or Plk2 increases the GAP inactivation of Ras-GTPases more than that
of Rap (Walkup et al. (2015, 2018)). CaMKII is activated rapidly when Ca2+ flows
through NMDA receptors during induction of LTP, whereas both Plk2 and CDK5 are
induced by activity-driven protein synthesis over a longer time scale, consistent with a
homeostatic role (Walkup et al. (2018)). The distinct phosphorylation of SynGAP by
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Figure 1.3: GAP domain model. Schematic diagram of how GAP domain model regulates synaptic
strength of the postsynaptic compartment during basal states (TOP) and the cellular changes after
increased neuronal activity (BOTTOM). Figure adapted from Araki et al. (2015)
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a combination of kinases could act like a rheostat by tightly controlling the number of
surface AMPARs depending on the type of synaptic input received.
The importance of the GAP domain for synaptic function was demonstrated by
the inability to decrease synaptic strength by overexpression of a SynGAP construct
with a non-functional GAP domain in cultured neurons in contrast to the decrease in
synaptic strength observed when overexpressing a functional GAP containing SynGAP
(Rumbaugh et al. (2006)). Furthermore, mutated GAP SynGAP was not able to rescue
dendritic spine abnormalities in SynGAP KO cultured neurons (Vazquez et al. (2004)).
The basic model for how SynGAP modulates synaptic strength through its GAP
domain is as follows (Fig. 1.3): At basal activity, SynGAP is present in the PSD.
Here it attenuates small GTPases, like Ras, and limits the trafficking of AMPARs to
the postsynaptic membrane. Upon increased neuronal activation, Ca2+ influx through
NMDARs triggers phosphorylation of SynGAP by CaMKII (Carlisle et al. (2008); Yang
et al. (2013)). This results in dispersion of SynGAP away from the PSD (Yang et al.
(2013); Araki et al. (2015)), relieving the Ras/ERK1 pathway from attenuation. As a
result, AMPAR exocytosis is expected to be enhanced (Zhu et al. (2002)) and synaptic
strength increased (Araki et al. (2015)).
The GAP domain model is complicated by SynGAPs GAP activity not being exclus-
ive to Ras. In fact, SynGAP produces a larger increase in GTPase activity of Rap than
of Ras (Krapivinsky et al. (2004); Walkup et al. (2015)). Upon a reduction of SynGAP,
you would therefore expect the activity of Rap to increase more than the activity of
Ras. This would result in a relative increase in endocytosis of AMPARs compared to
exocytosis (Zhu et al. (2002)), and hence fewer AMPARs at the synapse not more, as
observed in Syngap+/- (Kim et al. (2003); Vazquez et al. (2004)). This could indicate
that SynGAP has more than one way of regulating synaptic function, either acting in
conjunction with or independently of the GAP domain.
The PDZ ’slot’ model for SynGAP regulation
A new model has been proposed for an additional way for SynGAP to regulate
synaptic strength and size that is distinct from its function as a Ras/Rap GAP (Walkup
et al. (2016)). The model suggests that SynGAP plays an important role in limiting the
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Figure 1.4: PDZ ’slot’ model. Schematic diagram of the PDZ-domain ‘slot’ model and how SynGAP’s
sequestering of PDZ domains stops other proteins, such as AMPARs/TARPs from trapping in the PSD
during steady state (TOP). After increase neuronal activity, SynGAP disassociates with PSD-95
allowing for other proteins to bind (BOTTOM). Figure adapted from Walkup et al. (2016)
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size and strength of excitatory synapses by restricting the available PDZ domain ’slots’
on PSD-95 that can bind AMPAR complexes, thereby regulating the overall protein
composition of the PSD. Activation of NMDARs and CaMKII leads to phosphorylation
of SynGAP, followed by its dispersion from the PSD. This renders it incapable of
competing with other proteins for binding to PSD-95, thereby freeing up PDZ ’slots’ for
AMPARs to bind to, leading to an increase in synaptic strength (Fig. 1.4).
During activity-induced AMPAR trafficking to the postsynaptic membrane, AM-
PARs from the perisynapse laterally diffuse and become trapped in the postsynaptic
density by binding to ’slots’ that are believed to consist mainly of PDZ domains on
PSD-95 (Opazo and Choquet (2011); Opazo et al. (2012)). The rate of trapping is
rapid (Makino and Malinow (2009)), and matches the rate of SynGAP dispersal from
the PSD after CaMKII phosphorylation (Yang et al. (2013); Araki et al. (2015)),
aligning with the notion that activity-induced reduction of SynGAP–PSD-95 association
opens up binding slots for AMPAR complexes. Exocytosis of AMPARs on the other
hand, does not contribute to the increased trapping of AMPARs after synaptic stimula-
tion (Makino and Malinow (2009)). Exocytosis restores AMPARs surface expression in
dendrites and perisynaptically, and at a slower rate than AMPAR trapping, suggesting
that SynGAP–PSD-95 dissociation and AMPAR trapping is the method used for initial
increase of synaptic strength.
A SynGAPα1 construct with its PDZ motif missing, failed to rescue aberrant spine
morphology in SynGAPα1 KO hippocampal cultures (Vazquez et al. (2004)). In
addition, the PDZ binding motif was found to be necessary for SynGAP to decrease
synaptic strength when overexpressed in cultured neurons (Rumbaugh et al. (2006)).
This supports the model that SynGAPs ability to compete for binding of PSD-95 is
important for regulating the composition of the PSD.
Furthermore, SynGAP isoforms have been shown to have opposing effects when
expressed in primary forebrain cultures. SynGAPα1 expression caused the neurons
to be silent i.e. with the postsynaptic density containing no AMPA-type glutamate
receptors, whereas SynGAPα2, which lacks the PDZ binding motif, had no effect on the
proportion of silent neurons (McMahon et al. (2012)). The differences exerted by these
isoforms could be explained by the PDZ ’slot’ model in that SynGAPα1 overexpression
stops the trapping of AMPARs at the PSD, resulting in silent synapses.
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Walkup et al. (2016) supported their model by demonstrating that phosphorylation
by CaMKII and PLK2 of several sites on SynGAP reduces the affinity of the PDZ-
binding domain to all three PDZ-domains on PSD-95. In addition, they showed that in
Syngap+/- mice less SynGAP was associated per molecule PSD-95, and more copies of
other proteins that bind PSD-95. Supporting this, a recent study found that following
NMDAR activation, SynGAP dissociates from the PSD-95 synaptic complex, followed
by an increase in association between PSD-95 and AMPARs (Lautz et al. (2018)).
1.4.3 SYNGAP in neurodevelopmental disorders
SYNGAP is a high-risk locus for several neuropsychiatric disorders, including ID,
ASD, epilepsy, and schizophrenia (Hamdan et al. (2009, 2011); Carvill et al. (2013);
Purcell et al. (2014); Deciphering Developmental Disorders (2015, 2017)). SYNGAP
haploinsufficiency causes a genetically defined form of ID termed autosomal mental
retardation type 5 (MRD53). Common phenotypes include early developmental delay,
cognitive impairment, severely impaired expressive and receptive language, sensory
processing impairments, behavioural deficits, and epilepsy (Berryer et al. (2013); Parker
et al. (2015); Mignot et al. (2016); Weldon et al. (2018)). In addition, ASD is often
co-diagnosed in MRD5 individuals (Pinto et al. (2010); De Rubeis et al. (2014); Iossifov
et al. (2014)). SYNGAP variants are amongst the most commonly found in ID patients,
causing 0.5–1.0% of all ID cases (Berryer et al. (2013); Deciphering Developmental
Disorders (2015, 2017)).
Most of the identified mutations associated with MRD5 are frameshift deletions
and nonsense mutations. Pathogenic mutations are distributed throughout the gene,
especially in exon 5, 8, and 15 (Mignot et al. (2016)). Almost all reported cases have
resulted from de novo mutations, except one inherited case from a mildly affected father,
who was found to be mosaic for the mutation (Berryer et al. (2013)).
1.4.4 Rodent models of Syngap1
Several rodent models of SYNGAP haploinsufficiency have been created (Komiyama
et al. (2002); Kim et al. (2003); Vazquez et al. (2004); Muhia et al. (2010)). Homozygous
mutants appear normal at birth but do not survive for more than a week. (Komiyama
3https://www.omim.org/entry/612621
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et al. (2002); Kim et al. (2003); Barnett et al. (2006)). SynGAP+/- animals appear
normal and survive into adulthood, and display no gross brain abnormalities (Komiyama
et al. (2002)). SynGAP+/- have higher average numbers of AMPARs at their synapses
(Kim et al. (2003); Vazquez et al. (2004)), and accelerated excitatory synapse formation
(Vazquez et al. (2004); Clement et al. (2012)), resulting in a shift in excitatory/inhibitory
balance, thereby restricting critical developmental period efficacy (Clement et al. (2013)).
Examination of spine morphology has suggested abnormal spines, but more recent
findings have found the alterations in spine morphology to be minimal (Vazquez et al.
(2004); Carlisle et al. (2008); Barnes et al. (2015))
Behaviourally, SynGAP+/- mutant mice display hyperactivity, learning and memory
deficits, altered social interaction, impaired cued fear conditioning, enhanced startle
response, and impaired sensory motor gating (Komiyama et al. (2002); Guo et al.
(2009); Muhia et al. (2010)). However, because SynGAP+/- mice display hyperactivity,
caution should be made when interpreting behavioural data, as altered behaviours could
be confounded by the hyperactivity, i.e. the mice might be able to distinguish between
a familiar and novel object or mouse, but the hyperactivity could mask preference.
Furthermore, SynGAP+/- mice are susceptible to audiogenic seizures and have reduced
seizure threshold (Clement et al. (2012); Ozkan et al. (2014)), resembling the prominent
clinical epilepsy feature observed in SYNGAP1 human patients.
1.5 Amygdala
The amygdala is an essential brain structure in emotional processing and learning
of both positive and negative valence, including negative emotions such as fear and
anxiety (LeDoux (2003)). The amygdala has long been a region of interest investigating
the pathology of ID and ASD, given its role in modulating anxiety, social behaviour,
and emotional states. Individuals with ASD have difficulties interpreting the social
behaviours of other people, interaction in complex social groups, to empathize with
others, and to predict how people will think and act, i.e. impaired social intelligence.
The neural basis of social intelligence has been proposed to involve three brain regions:
the amygdala, the orbito-frontal cortex (OFC), and the superior temporal sulcus and
gyrus (STG) (Kling and Brothers (1992); Adolphs (2010)). This prompted the amygdala
theory of autism which “...proposes that the amygdala is one of several neural regions
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that are necessarily abnormal in autism” (Baron-Cohen et al. (2000)).
There is a range of evidence of abnormal amygdala function in ASD from humans
supporting this theory. Anatomical abnormalities have been observed in ASD individuals,
where the volume of the amygdala in children with ASD is larger, but then does not
undergo the same age-dependent increase in volume as seen in normally developing
children (Schumann et al. (2011)). Cognitively, amygdala abnormalities are associated
with alterations in familiar and unfamilar face processing. Individuals with autism show
gaze avoidance, combined with hyperactive amygdala response to face processing and
gaze fixation (Pierce et al. (2001); Dalton et al. (2005); Nacewicz et al. (2006); Kleinhans
et al. (2009)). This could suggest that ASD patients perceive social interactions as
fearful or anxiety inducing given the role of amygdala in fear and anxiety (Schumann et
al. (2011)).
One way to measure fear states in rodents is by using fear conditioning — a con-
ditioned learning paradigm — which has served as a model for emotional learning in
animals for decades. The circuitries involved in fear and anxiety related behaviours are
complex, and it is beyond the scope of this thesis to go into the details of them all. A
brief description will follow from an amygdalo-centric view.
1.5.1 Anatomy
The amygdala is a complex collection of heterologous nuclei and cortex-like structures.
Most of these structures have been divided into two or more subnuclei each exhibiting
distinct cytoarchitecture, histochemistry, and connections. This section will only detail
the components thought to be involved in conditioned fear acquisition and extinction;
the basolateral complex (BLA), a cortical like structure; the central amygdala (CeA); a
nuclei reminiscent to striatum; and the intercalated cell masses (ICM) (Mahanty and
Sah (1999)).
Basolateral complex
The basolateral complex, BLA, can be further divided into the lateral (LA) and
the basal (BA) amygdala. The BLA consist of 80% spiny glutamatergic (principal)
neurons and 20% sparsely spiny GABAergic interneurons with most of the latter being
local-circuit cells. Morphologically, principal neurons in the BLA have pyramidal-like
somata with three to seven dendrites arising from the soma into large dendritic arbors.
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In general, neurons in the BA are larger than in the LA, but otherwise no clear mor-
phological distinctions exist. Principal neurons are randomly organised within the BLA,
particularly close to the nuclei borders (McDonald and Augustine (1993); Sah et al.
(2003); Spampanato et al. (2011)).
In the LA principal neurons fire broad action potentials, and show a continuum
of spike frequency adaptation. Action potentials are followed by a prolonged (1–5 s)
afterhyperpolarisation (AHP). Principal neurons in the BA can be divided into two
main groups, burst firing and repetitive firing. Burst firing cells fire one or two action
potentials, while repetitive firing neurons fire throughout a current injection with little
accommodation. Repetitive firing neurons diverge from LA principal neurons by a delay
in firing during depolarising current injections. Burst firing cells have significantly larger
AHP than repetitively firing neurons. Principal neurons in the BLA receive both cortical
and thalamic inputs, which form asymmetrical glutamatergic synapses. AMPA- and
NMDA- receptors are present at both these synapses, but it has been suggested that
NMDARs at thalamic inputs have lower levels of Mg2+, and thus are active at resting
membrane potentials. In addition, the principal neurons also express kainate receptors
and metabotropic glutamate receptors (mGluRs) (Sah et al. (2003); Duvarci and Pare
(2014)).
Two main classes of interneurons exist in BLA, parvalbumin (PV+) and somatostatin
(SOM+). They show fast spiking in response to current injection with short duration
action potentials and little frequency adaptation. PV+ and SOM+ are involved in
feedback and feedforward inhibition, respectively (Sah et al. (2003); Duvarci and Pare
(2014)).
Central Amygdala
The central amygdala is commonly divided into two nuclei, lateral (CeL) and medial
(CeM), each having one main GABAergic cell type. CeL neurons resemble striatal
medium spiny neurons, whereas CeM neurons are larger with sparing dendritic branching
and low spine density. CeA neurons can be grouped into three types; regular spiking cells
with firing throughout a prolonged current injection with little frequency adaptation;
late firing displaying large outward rectification; and bursting cells giving rise to low-
threshold spike bursts. CeA neurons exhibit both medium and slow AHP (Sah et al.
(2003); Duvarci and Pare (2014)).
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Intercalated cell masses
The ICM form small densely packed clusters of neurons found in fibre bundles around
the amygdala. The ICM in the external capsule project to the BLA, whereas the ICM
in the intermediate capsule project to CeL or CeM depending on location. Intercalated
neurons are mostly GABAergic that display a regular firing pattern and modest frequency
adaptation (Duvarci and Pare (2014)).
1.5.2 Amygdala circuitry
Extrinsic connectivity of the Amygdala
Afferents to the amygdala are distinguished by their origin. Cortical and thalamic
inputs bring sensory and memory information of every modality, while brain stem
and hypothalamic afferents bring information from behavioural and autonomic systems.
Whereas the LA is the main recipient of sensory input coming from the sensory cortices,
thalamic and prethalamic inputs reach LA, BA, and CeA with some pathways completely
bypassing the LA (Turner and Herkenham (1991); Mcdonald (1998)). The sensory input
received is generally not direct, but has undergone a cascade of processing elsewhere
first (Pape and Pare (2010)).
The outputs from the amygdala are very diverse with extensive connections to
the cortical, striatal, thalamic, and hypothalamic nuclei, as well as brain stem areas
and various mid brain areas (Sah et al. (2003)). The CeM is considered the main
output of the amygdala, but projections arise in all subnuclei. BLA and CeA generally
project to different regions. The projections to the striatum, thalamus, and cerebral
cortices originate from the BLA, while the CeA supplies the brainstem nuclei with
most of the efferents from the amygdala. Here behavioural and visceral correlates of
fear are generated. However, BLA and CeA send overlapping projections to the lateral
hypothalamus, basal forebrain regions, and to bed nucleus of the stria terminalis (BNST)
(Sah et al. (2003); Pape and Pare (2010)). The BLA is reciprocally connected to both
the ventral hippocampus and the medial prefrontal cortex (mPFC) (Sah et al. (2003)).
Intrinsic Connectivity of the Amygdala
In the original model of the amygdala intranuclear circuitry of fear conditioning,
LA was contemplated as the main input nuclei of the amygdala, and the CeA as the
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main output for fear responses with direct connections between the two (Davis (1993);
LeDoux (1993)). While the reality is a bit more complex, such as no direct connection
existing between LA and CeM, the basic idea still holds true.
Figure 1.5: Intrinsic connectivity of the amygdala Simplified schematic of the local microcircuit
of the amygdala. The major internuclear connections are colour coded: Red depicts glutamatergic
neurons; blue depicts GABAergic. ICMD: Dorsal ICM; ICMV: Ventral ICM. Figure adapted from
Duvarci and Pare (2014)
The amygdala has extensive intra- and internuclear connectivity (Mahanty and Sah
(1999)). Principal neurons preferentially target interneurons in their near proximity
and other principal cells at a distance. This avoids runaway excitation locally while
still allowing connections to neurons further away. The internuclear projections are
mostly one directional with not many reciprocal connections (Duvarci and Pare (2014)).
Figure 1.5 shows a simple schematic of the amygdala microcircuit: within the BLA, LA
projects to the BA. From here, BLA has two ways of regulating the CeA: via direct
connections from LA and BA to the CeL, and from the BA nuclei to CeM (Note there
is no direct connection between the main input and the main output of the amygdala);
or indirectly from LA and BA by forming glutamatergic synapses onto intercalated cells
in the dorsal and ventral mass, respectively, generating feedforward inhibition in CeA
neurons. It has been proposed that learned fear is regulated by altering the efficacy of the
direct versus the indirect branches of this microcircuit. Within an ICM, neurons form
non-reciprocal inhibitory synapses with other intercalated neurons. The dorsal most
ICM in the intermediate capsule sends connections to the ventral intermediate capsule.
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The ICM in the external capsule projects to the BLA, while the dorsal and ventral
intermediate capsule ICM sends connections to the CeL and the CeM, respectively
(Pare and Duvarci (2012); Duvarci and Pare (2014); Tovote et al. (2015)).
1.5.3 Associative fear conditioning
The standard paradigm for assessing learned fear behaviour in rodents is Pavlovian
fear conditioning and extinction. It involves repeated presentations of a previously
innocuous stimulus (conditioned stimulus; CS), such as a tone or flashing light, paired
with an aversive unconditioned stimulus (unconditioned stimulus; US) like a foot shock.
After repeated pairings, the CS when presented alone will come to elicit a fearful response.
Over time if the CS no longer predicts a US, extinction learning occurs and the fearful
response will diminish.
Figure 1.6: Amygdala fear circuits. Simplified models of the intra-amygdala circuit involved in fear
recall (A) and fear extinction (B). The asterisk denote hypothetical connections. Figure adapted from
Pare and Duvarci (2012).
The CS and US has multiple routes into the amygdala: direct subcortical routes,
through dorsal thalamus, and via the cerebral cortex. Upon convergence of synaptic
CS and US inputs in LA (Romanski et al. (1993)), synapses transmitting CS undergo
potentiation (Quirk et al. (1995); McKernan and Shinnick-Gallagher (1997); Rogan
et al. (1997)). Only about 20% of LA neurons show increased responsiveness to the
CS after fear conditioning (Han et al. (2007)), suggesting a competitive recruitment
of neurons to the fear memory trace, thought to be preferential towards neurons with
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higher intrinsic excitability (Han et al. (2007, 2009); Kim et al. (2013); Duvarci and
Pare (2014)). From the LA there are two main ways of transmitting CS information to
the fear output neurons in CeM; through facilitation of CeM via the BA; or through
disinhibition of CeM via ICM and CeL. Once recruited to the fear circuit, BA neurons
are necessary for relaying the CS-evoked LA response to CeM, but without the BA,
CS information reaching the CeM through the CeL is enough to elicit fear responses
(Duvarci and Pare (2014)).
In the BA, during fear conditioning two types of neurons develop with activity
oppositely correlated with high (’Fear’ neurons) and low (’Extinction’ neurons) fear
states. ’Fear’ neurons exhibit a selective increase in CS evoked activity during and after
fear conditioning, which is reversed by extinction (Herry et al. (2008); Amano et al.
(2011)). The activity of ’fear’ neurons are required for eliciting normal fear responses
during fear recall (Amano et al. (2011)). ’Extinction’ neurons are switched on during
extinction training in response to CS. A rapid switch between the balance of ’fear’ and
’extinction’ neuron activity is essential for behavioural transitions during extinction and
context-dependent fear renewal (Herry et al. (2008)). Similarly, two populations of cells
are found in the CeL with opposing responsiveness to the CS. CeL-ON neurons display
excitatory responses to the CS, whereas CeL-OFF neurons display inhibitory responses
(Ciocchi et al. (2010)).
In the BLA a type of principal neurons exists with a unique relationship to inhibitory
interneurons. Their activation results in recruitment of interneurons and the consequent
inhibition of principal neurons in the BA (Popescu and Paré (2011)). The target of the
local-circuit interneurons has been hypothesised to be the ’exctinction’ neurons, and this
help regulate the behavioural transition during recall and extinction (Pare and Duvarci
(2012)).
Amygdala microcircuit in fear recall
The level of fear expressed during fear recall is associated with the responsiveness
of the CeM to the CS (Pare and Duvarci (2012)). CeM neurons exhibit a continuous
increase in firing during CS presentations (Ciocchi et al. (2010)). During low fear states
the CeM is under tonic inhibition from the CeL and the ICMV, thus disinhibition from
these is needed to elicit a fear response. The potentiation of LA neurons by the CS leads
to an increased recruitment of ICMV and CeL-ON neurons, which inhibits CeL-OFF
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neurons. Together with inhibition of ICMD by ICMV cells, this result in disinhibition
of the CeM and elevation of CeM output. Additionally, the CeM output is facilitated
further by excitation from BA ’fear’ neurons (Fig. 1.6A).
Amygdala microcircuit in fear extinction
Extinction is considered a new type of learning. The circuit involved in extinction
overlaps with the one involved in fear conditioning. The conditioned-stimulus-recruited
networks in the amygdala are reduced during extinction, likely through recruitment of
local interneurons by a distinct extinction-specific circuit (Tovote et al. (2015)).
To extinguish the fear expression, the reduced CeM responsiveness to the CS would
depend on increased feedforward inhibition and CeM disfacilitation. During extinction,
the responsiveness of the LA to CS rapidly decreases. This results in reduced recruitment
of BA ’fear’ neurons and disfacilitation of CeM. Additionally, it is thought to lead to
a reduced recruitment of interneurons inhibiting BA ’extinction’ neurons. This in turn,
causes an increase in inhibition of ’fear’ neurons diminishing their response to the CS.
Furthermore, an increase in feedforward inhibition to the CeM happens as a result of
reduced LA responsiveness causing a disfacilitation of the ICMD cells. Consequently,
disinhibition of ICMV and CeL-OFF neurons occurs. This ultimately leads to the
increased feedforward inhibition of CeM, and the decreased CeM responsiveness to the
CS (Fig. 1.6B).
Amygdala microcircuit in anxiety
Fear and anxiety are two distinct evoked defensive behavioural responses. Fear is
elicited upon actual, acute sensory input. Anxiety, on the other hand, can be elicited by
hidden, incidental, and anticipated threats. Many areas of the brain are involved in fear
and anxiety responses. Evidence is emerging that the circuitries involved in processing
fear and anxiety are overlapping, but separate (Tovote et al. (2015)). However much
less is known about the circuitry involved in anxiety and how it distinguishes from that
involved in fear. BLA-CeL specific projections have been shown to bidirectionally affect
acute anxiety (Tye et al. (2011)). General activation of BLA neurons elevated anxiety-
like behaviour. However, selective activation of BLA–CeL had acute anxiolytic effects,
whereas inhibiting these projections increased anxiety-related behaviours, suggesting that
specific BLA-CeL connections are critical for acute anxiety control (Tye et al. (2011)).
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The target neurons in the CeL were later identified as CeL-OFF (Cai et al. (2014)).
Another study, identified distinct neuronal populations in the LA signalling generalised
versus cue-specific association during fear conditioning. Upon fear generalisation cue-
specific neurons lost their specificity tilting the balance toward generalising neurons
(Ghosh and Chattarji (2015)). Generalised fear was shown to also affect the CeA
microcircuit. Tonic activity was seen in CeL-OFF neurons after fear condition in animals
exhibiting generalised fear, while CeM neurons showed an inverse correlation (Ciocchi et
al. (2010)). These findings could suggest generalised fear/anxiety has a distinct network,
but it also recruits neurons involved in fear circuit.
1.5.4 Synaptic plasticity underlying associative fear learning
A necessity for learning and memory encoding is activity-dependent plasticity. For
conditioned fear learning, the LA is believed to be the site of associative plasticity (Pape
and Pare (2010)).
LA is the major hub for sensory input, and it is where afferents carrying CS and
US information converge onto single neurons (Romanski et al. (1993)). Transmission of
the CS through thalamic afferents into the LA is a key segment of the fear conditioning
circuit. The ability of this pathway to support LTP implicates it as a potential site
for associative plasticity. Early studies showed that fear conditioning increased the
magnitude of CS evoked responses in the LA similarly to electrical LTP induction,
which prevented electrically induced synaptic plasticity (Quirk et al. (1995); Rogan
and LeDoux (1995); Rogan et al. (1997); McKernan and Shinnick-Gallagher (1997);
Tsvetkov et al. (2002)). This demonstrates that fear conditioning induces changes in
efficacy of sensory afferent input. However, LA as a driver of conditioned fear behaviour
was demonstrated by showing that conditioning-induced plasticity preceded increases
in responsiveness in the cortex and thalamus; it developed faster than the behavioural
response; and optogenetic activation of LA can instruct associative fear learning (Quirk
et al. (1997); Repa et al. (2001); Johansen et al. (2010)). LTP at sensory inputs to the
amygdala has been shown to share a common set of molecular mechanisms with fear
conditioning. Pharmacological infusion of NMDAR antagonist blocks the acquisition of
conditioned fear in vivo and induction of LTP in vitro (Miserendino et al. (1990); Kim
et al. (1991); Huang and Kandel (1998); Bauer et al. (2002)). Furthermore, voltage-
gated Ca2+ activation has been suggested to contribute to fear conditioning during
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stronger induction protocols (Bauer et al. (2002); Schroeder and Shinnick-Gallagher
(2004); Humeau et al. (2005)).
Together these findings indicate that LTP at sensory efferents is the cellular correlate
of associative plasticity. Recording LTP at thalamic afferents in vitro has therefore often
been used to assess the cellular function of fear conditioning and how it might be affected
during disease.
1.6 Aims of this thesis
The overarching aim of this thesis is to further our understanding of the two synaptic
proteins, NLGN3 and SynGAP, and how they contribute to the aetiology of ID and
ASD. This will not only provide valuable information about the pathophysiology of the
ID/ASD cases specifically associated with NLGN3 and SYNGAP, but hopefully also to
a range of disorders linked to synaptic dysfunction.
Both proteins were investigated at two age ranges to get a sense of the developmental
effect of these proteins. To enable comparison between models and examine if they share
common pathologies, a set of electrophysiological protocols were used to investigate the
impact of NLGN3 (Chapter 3) and SynGAP (Chapter 4) on amygdala intrinsic and
synaptic physiology. Furthermore, Chapter 4 provides a unique opportunity to gain
insight into the function of SynGAP, and the roles of its functional domain. This was
enabled by the use of two new Syngap rat models: one with a null deletion, and one with
a deletion of the GAP domain. Finally, Chapter 5 aims to establish a methodology to





The experiments for this thesis were done either at the Centre for Discovery Brain
Sciences (CDBS, University of Edinburgh), or at the Centre for Brain Development
and Repair (CBDR, InStem, NCBS, Bangalore). Great care was taken to keep the
experiments done at the two sites as similar as possible. If the experimental setup
differs, it will be noted under the description in the relevant section.
All experiments performed at the CDBS were done in accordance with The University
of Edinburgh Animal Welfare committee and performed under a UK Home Office project
license. All procedures complied with the Animals (Scientific Procedures) Act, 1986,
and were approved by the Named Veterinary Surgeon. All experiments performed at
CBDR were conducted in accordance with the guidelines of the CPCSEA, Government




All animals were group housed, and colonies were maintained in facilities with a
12:12hrs light:dark cycle with food and drink ad libitum. All animals used for experiments
were male, and littermate controls were used when possible. Experiments and analyses
were performed blind to genotype.
For the preparation of rat brain slices, animals were anaesthetised using isoflurane.
Decapitation were done with either sharp scissors or with a guillotine.
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2.1.2 CBDR experiments
All animals were group housed, and colonies were maintained in facilities with a
16:8hrs light:dark cycle with food and drink ad libitum. All experimental animals were
male, and littermate controls were used when possible. Experiments and analyses were
performed blind to genotype.
For the preparation of rat brain slices, animals were anaesthetised using halothane.
Decapitation were done with either sharp scissors or with a guillotine.
All experiments done on the Nlgn3-/y rats were performed at CBDR. mEPSCs and
intrinsic properties of the p14 age group of Syngap+/∆GAP were performed at CBDR. The
AMPA/NMDA ratios and the paired pulse facilitation for Syngap+/∆GAP were collected
at both CDBS and CBDR and compiled into one dataset. All other experiments were
done at CDBS.
2.1.3 Nlgn3-/y deletion Sprague Dawley rat
Nlgn3-/y is a knockout mutation of Nlgn3 bred on the sprague dawley background.
The rat model was designed and engineered by Sigma Advanced Genetic Engineering
(SAGE) Labs (A Horizon Discovery Group Company, St. Louis, Missouri, USA) using
Zinc finger Technology. The Zinc finger nuclease target was within exon 5 and led to a
58bp deletion and a loss of the Nlgn3 gene protein product.
Figure 2.1: Validation of the Nlgn3-/y rat model. Western blots with homogenates from WT and
Nlgn3-/y rats show absence of NLGN3 protein in the homozygous KOs (Western blots was supplied by
Dr. Sarfaraz Nawaz, unpublished data).
2.1.4 Syngap+/∆GAP deletion Long Evans Hooded rats
Syngap+/∆GAP rats are missing the GAP domain and part of the C2 domain of
SynGAP. They were designed in consultation with the Patrick Wild Centre (University
of Edinburgh) and provided by Sage Labs (A Horizon Discovery Group Company, Saint-
Louis, Missouri, USA), and were engineered using Zinc Finger nuclease with motifs to
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delete exons 8-12. This resulted in an in-frame deletion encompassing amino acids 255
to 705. Syngap+/∆GAP were outbred on a Long Evans Hooded background. Reduction
of SynGAP expression was confirmed through western blots and synaptosome preps of
hippocampal homogenates (Fig. 2.2).
Figure 2.2: Confirmation of Syngap+/∆GAP rat model. (A) Schematic diagram of the Syngap
gene with the deletion covering exon 8-12 in red. Below are the functional protein domains and their
corresponding exon locations. (B) Western blot with hippocampus homogenates and synaptosome
labelled with pan SynGAP antibody shows a 50% reduction in SynGAP expression in Syngap+/∆GAP
heterozygous animals. Note that the SynGAP GAP domain deletion protein is also expressed in the
heterozygous animals, and the truncated protein also reaches the synaptosome. WT band 134-140
kDA and truncated SynGAP band 95-100 kDA. (Western blots provided by Dr. Sarfaraz Nawaz,
unpublished data).
2.1.5 Syngap+/- Long Evans Hooded rat
Syngap+/- is a null-deletion of SynGAP. It was generated by Horizon Discovery
using CRISPR-Cas9 technology. A sgRNA target site was designed within exon 8 to
insert 1bp at location 15589 in the genomic sequence. This resulted in several early
stop codons after the insert, and no functional protein being translated. Reduction of
SynGAP expression was confirmed through western blots and synaptosome preps of
hippocampal homogenates (Fig. 2.3).
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Figure 2.3: Validation of Syngap+/- rat model (A) Schematic diagram of the SynGAP gene with
the 1bp insert shown in exon 8. (B) Western blot with hippocampus homogenates labelled with pan
SynGAP antibody shows a 50% reduction in SynGAP expression in Syngap+/- heterozygous animals.
WT band 134-140 kDA (Western blot provided by Shinjini Basu, unpublished data).
2.2 Genotyping
Genotyping was done either in house using the protocols described below, or sent
to Transnetyx, inc., (Memphis, Tennessee, USA) who uses a real-time PCR method for
genotyping.
2.2.1 DNA extraction
Tail or ear clips for genotyping were collected at weaning for animal identification or
at the time of experimental culling. DNA extraction was done using the DNeasy Blood
& Tissue kit (QIAGEN, Netherlands) following their provided protocol.
2.2.2 Nlgn3-/y Primers
A single assay was used for Nlgn3-/y genotyping using the following primers





This genotyping protocol was designed using two assays - Assay 1 with primers on
either side of the deletion to confirm the absence of the deletion (i.e. WT alleles). A
positive result is only achieved in heterozygotes, since the distance between the primers
is too great in the WTs; and Assay 2 with primers within the deletion giving a product
in both WT and heterozygotes. The primers for the assays were as follows.
Syngap+/∆GAP Primers Sequence - 5’-3’
Assay 1 Forward primer GGCACCTTCCCCAAGTAAGTReverse primer TCACTTGGTGAGTGAGTGCC
Assay 2 Forward primer ACTGCGAGTTATGCCTGGACReverse primer CTCATTGTCTGGTAACGGGC
2.2.4 Polymerase Chain Reaction (PCR)
The PCR reaction mix for all primers were as listed in Table 2.1. The thermo-
cycling conditions for Nlgn3-/y primers are shown in Table 2.2, and the conditions for
Syngap+/∆GAP primers are shown in Table 2.3. The PCR products were run on a 2%
agarose gel made in TBE buffer containing EtBr at 140V for 30min with a GeneRuler
100bp DNA ladder (Thermo Scientific, MA, USA).
Reagent Concentration (µL)
Dream Green 6
Nuclease free water 3
10 µM Forward primer 1
10 µM Reverse primer 1
DNA 1
Table 2.1: PCR reaction mix
Cycle Step Temp (◦C) Time
1 95 5 min
2 95 30 s
30 s
45 s
 x 35 cycles3 604 68
5 68 5 min
Table 2.2: Thermocycling conditions for Nlgn3-/y
primers
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Cycle Step Temp (◦C) Time
1 95 5 min
2 95 30 s
30 s
60 s
 x 35 cycles3 604 68
5 68 50 min




All chemicals used for electrophysiological experiments were purchased from Sigma-
Aldrich (St Louis, MO, US), Abcam biochemicals (Cambridge, UK), Fisher Scientific
(Hampton, NH, US), Tocris (Abingdon, UK), or HelloBio (Bristol, UK).
External solutions









Table 2.4: External solutions. External solutions were continuously
carbogenated with 95% O2/5% CO2










Table 2.5: Cs-Gluconate internal. Solution was adjusted to pH 7.30
with CsOH and osmolarity was ∼280-300 mOsm.L-1
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Table 2.6: Cs-Cl internal. Solution was adjusted to pH
7.30 with CsOH and osmolarity was ∼280-300 mOsm.L-1








Table 2.7: K-Gluconate internal. Solution was adjusted to pH 7.30
with CsOH and osmolarity was ∼280-300 mOsm.L-1
2.3.2 Tissue Slicing
Animals were used at two different ages p12-p16 (p14) and p25-p32 (p28). To prepare
acute coronal rat slices, rats were decapitated and the brains were rapidly dissected and
placed in ice-cold carbogenated cutting artificial cerebral spinal fluid (ACSF) (Table
2.4). The cerebellum was removed before mounting the brain to the stage of the Leica
VT12000S vibrating blade microtome (Leica Biosystems, Milton Keynes, UK). 400
µm thick coronal slices were prepared, while immersed in ice-cold carbogenated cutting
ACSF. After slicing, the slices recovered at 34◦C for 30 min after which they were stored
at room temperature for at least 30 min before the start of experimentation.
2.3.3 Intracellular recordings
For whole-cell recordings, slices were transferred to a submerged recording chamber of
an upright microscope (S-SCOPE-II, Scientifica, UK). Slices were continuosly perfused
with carbogenated recording ACSF (Table 2.4) at a rate of 5 mL/min using a peristaltic
pump. The temperature was managed using a HPT-2 inline heater (ALA Scientific,
NY, US) and ranged from 24–30◦C depending on the experimental design. Recordings
were made using a MultiClamp 700B amplifier and a Digidata digitiser (CDBS: series
1440a; CBDR: series 1550a, Molecular Devices CA 94089 USA). Samples were digitised
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at 20 kHz and low pass filtered at either 2 kHz for voltage clamp recordings or 10 kHz
for current clamp recordings. Clampex Version 10 (Molecular Devices) was used as
acquisition software.
Borosilicate Capillary glass with filament (OD 1.5 mm, ID 0.86 mm, Harvard Ap-
paratus, UK) were used to pull patch pipettes (1.8-5 MΩ) on a horizontal puller (P-97
or P-1000 Flaming Brown, Sutter Instrument, US). These were then filled with the
appropriate internal solution (Tabel 2.5-2.7).
Cells were visualised using IR-DIC video microscopy using a CCD camera (CDBS:
SciCam Pro, Scientifica, UK; CBDR: IR-1000, Dage-MTI, US). After a principal cell
was visually identified, a whole-cell recording was executed. Positive pressure was applied
to the pipette, and using a micromanipulator (Patchstar, Scientifica, UK) the pipette
was advanced through the tissue towards the cell. Pipette resistance was continuously
monitored using the membrane test function in Clampfit (-5mV test step at 10 Hz).
Positive pressure was released, when an small increase in pipette resistance was observed
and a dimple on the cell could be visualised. Immediately hereafter, negative pressure
was applied if necessary to form a giga-ohm seal (>1GΩ). Before breaking into the cell,
pipette capacitance was compensated for. Short, sharp suctions of negative pressure
were employed to rupture the cell membrane. Throughout the experiment, the access
resistance was monitored, and a cell was accepted if it had a resting membrane potential
lower than -55 mV and an access resistance <25 MΩ. If any of these properties changed
by more than 25% during the recording, the recording was aborted.
2.3.4 Recording Paradigms
Passive membrane properties
To examine the intrinsic properties of cell (passive and active membrane properties),
the following protocols were run after establishing whole-cell. The internal solution
used for these experiments was a Potassium based internal (Table 2.7). A 1 minute of
gap-free recording was done to measure the resting membrane potential (RMP) of the
cell by switching the amplifier to the I=0 configuration. RMP was measured as the
mean membrane voltage during this 1 min recording. Afterwards, the recording was
switched to current clamp mode and the cell maintained at a set membrane potential
at -70 mV for the remaining of the recording.
A series of small depolarising 500 ms steps of 25 pA was injected to calculate the
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input resistance, capacitance, and membrane time constant of the cell. Input resistance,




where V corresponds to the mean steady state voltage response during the 500 ms current
injection, and I is the 25 pA current injection step. The membrane time constant, τM ,
was measured by fitting a single exponential curve between 10–90% of the rising phase




The depolarising ’sag’ potential seen at hyperpolarising currents is the result of
activation of HCN channels, and is a measure of Ih. A series of -250 pA hyperpolarising
steps was applied to calculate the sag ratio using the peak hyperpolarised potential and





A series of depolarising current steps were applied in triplicate to investigate the
neurons firing characteristics. The size of the steps depended on the age of the animal.
For animals in the p14 age-group: 500 ms steps, 0 pA to +200 pA, 10 pA increments; For
p28: 500 ms steps, 0 to +400 pA, 25 pA increments. The number of action potentials
fired during the 500 ms was plotted against the injected current to get an F-I plot. The
rheobase of the cell was taken as the first current step injection that evoked at least one
action potential (AP). The rheobase current injection step was also used to measure AP
waveform properties. AP threshold was defined as the voltage at which the derivative
of the upsweep of the spike exceeded 10 ms.mV-1. AP amplitude was determined as the
maximal voltage peak measured from the threshold of the AP. AP half width was taken
as the width at half the maximal spike response.
Next, post action potential currents were investigated. A train of 5 pulses of 2 nA,
2 ms at several fixed frequencies (20–100 Hz) was executed to measure the medium afte-
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rhyperpolarisation (mAHP). The mAHP was quantified at the peak hyperpolarisation
during the first 200 ms after the final AP. The slow afterhyperpolarisation was evoked
using a train of 15 action potentials at 50 Hz elicited by 2 nA, 2 ms pulses and measured
as the membrane potential deflection at 1 s after the current step. Lastly, to examine
the afterdepolarisation (ADP) following an action potential, a single action potential
was evoked using a 2 ms, 2 nA current pulse, and ADP was measured as the maximum
depolarised potential following the AP.
Intrinsic properties were analysed using StimFit or using a custom made Matlab
script (Dr. Adam Jackson, University of Edinburgh).
Synaptic events
After breakthrough and stable access was established, the cell was given 5 min to
stabilise before mEPSCs/mIPSCs were acquired. During this time 300 nM Tetrodotoxin
(TTX) was washed in with the recording ACSF and either 50 µM picrotoxin (PTX) for
mEPSCs or 10 µM CNQX for mIPSCs. mEPSCs were recorded at a holding potential
of -70 mV in voltage clamp mode using Cs-Gluconate internal (Table 2.5). mIPSCs
were recorded at -70 mV using a high chloride Cs internal (Table 2.6). Stimfit was
used to isolate individual mPSC events by using a template scaling matching algorithm
(Guzman et al. (2014)). Events were extracted to excel, where mean amplitude and
frequency was calculated. Only events with amplitudes exceeded 2×SD of baseline noise
were included.
Synaptic currents
AMPA/NMDA ratios were collected by recording EPSCs in whole-cell voltage clamp
mode by delivery of a single pulse. Test pulses were delivered to thalamic inputs to
the LA at 0.05 Hz using a bipolar stimulating electrode placed in the internal capsule.
Bipolar stimulating electrodes were made with twisted nickel/chromium (80%/20%) wire,
and pulses were delivered by a DS3 Isolated Constant Current stimulator (Digitmer Ltd).
First, AMPA EPSCs were recorded at -70 mV, followed by recordings at +40 mV to get
the NMDA EPSCs. 15 trials for each were acquired which were averaged before analysis.
The AMPA/NMDA ratios were calculated by dividing the average peak AMPA EPSC
amplitude by the average NMDA amplitude measured at 50 ms after stimulation. All
the recordings were done in the presence of 50 µM PTX.
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Paired pulse facilitation
Paired pulse facilitation was recorded in whole-cell voltage clamp by delivering a pair
of pulses with an interstimulus interval of 50 ms to the internal capsule and was recorded
in the LA. The recordings were done in the presence of 50 µM PTX. The amplitude
of the second EPSC was divided by the amplitude of the first to get the paired pulse
ratios.
Synaptically induced LTP
5 to 6 weeks old animals were used for the LTP experiments. For synaptically induced
LTP experiments were done in the lateral amygdala using high frequency stimulation
consisting of two trains of 100 pulses at 30 Hz or 100 Hz with interstimulus interval of 20
s. Experiments were done in current clamp using K-Gluconate internal (Table 2.7) and
with 50 µM PTX in the recording ACSF. Test pulses were delivered to thalamic inputs
to the LA at 0.05 Hz using a bipolar stimulating electrode placed in the internal capsule.
The baseline evoked EPSP was ≤10 mV to ensure that the cell did not fire action
potentials during the LTP induction protocol. After the cell was broken into, a 5 min
baseline was established and LTP was induced less than 11-12 min after breakthrough to
avoid too much of the intracellular machinery needed for LTP to be washed out by the
internal solution. LTP was quantified by normalising the slope (10–90%) of the EPSP
to the average of the EPSP slopes of the 5 min baseline preceding LTP induction.
2.3.5 Data analysis and statistics
Data was analysed offline using Clampfit software (Molecular Devices, CA, US),
Stimfit software 0.9.2–0.14 (Guzman et al. (2014)), GraphPad Prism 7 (GraphPad
Software, CA, USA) or Excel 2013 (Microsoft).
Statistical analysis was carried out in GraphPad Prism7. Data is presented as animal
mean ± SEM. Data was not tested for normality. Statistical comparison between groups
was performed using unpaired two-tailed Student’s t-test or two-way repeated measure
ANOVA with Sidak post hoc analysis with animal numbers used as sample size. P values
<0.05 were considered statistically significant and set as follows: *P<0.05; **P<0.01
and ***P<0.001. No statistical methods were used to predetermine the sample size,
but the sample sizes are generally consistent with the literature. For power calculations
2-sample, 2-sided equality power analysis was performed using a power of 0.80 and Type
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Neuronal excitability and synaptic deficits across
development in amygdala of Nlgn3-/y rats
3.1 Introduction
NLGNs have distinct distributions at excitatory and inhibitory synapses, barring
NLGN3 that can be found at both types (Song et al. (1999); Graf et al. (2004);
Varoqueaux et al. (2004); Budreck and Scheiffele (2007)). At the synapse, the neurexin-
neuroligin complex forms a trans-synaptic bridge that facilitates pre–post synaptic
alignment, and thus regulates synaptic efficacy by aligning pre-synaptic release sites
with post-synaptic AMPAR nanodomains (Haas et al. (2018)). The role of NLGNs in
synapses has been studied, since NLGN1 was first identified as a binding partner to
NRXN (Ichtchenko et al. (1995)), though there are still some discrepancies regarding
what that role might be. There is a large body of evidence, primarily from culture work,
indicating that NLGNs has a key role in the initial formation of synapses (Scheiffele et
al. (2000); Chih et al. (2004); Graf et al. (2004); Chih et al. (2005); Ko et al. (2009);
Shipman et al. (2011); Kwon et al. (2012)), whereas others hypothesise that NLGNs
specify and validate synapses and maintain their function after initial formation, instead
of promoting synapse formation (Chubykin et al. (2007); Kim et al. (2008); Blundell et
al. (2010); Liang et al. (2015); Zhang et al. (2015); Jiang et al. (2016); Chanda et al.
(2017)). All of the NLGN isoforms have now been associated with ASD (Jamain et al.
(2003); Deciphering Developmental Disorders (2015); Nakanishi et al. (2017); Parente
et al. (2017)), and the importance of NLGNs for normal brain function is thus hard
to dispute, whether that be in formation of synapses, specifying and maintaining their
function, or both.
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The amygdala plays a key role in fear learning, anxiety and general processing of
emotional states, which are some of the characteristic behavioural measures that are
altered in individuals with ASD. One way to examine emotional behaviours in animals
models of ASD is by measuring fear states elicited by auditory fear conditioning. The
thalamic input to the LA brings in auditory afferents involved in fear response, and
synaptic plasticity at these synapses is thought to be the cellular mechanism underlying
auditory fear conditioning (Pape and Pare (2010)). Given the role of NLGNs in synaptic
function, you might expect their absence to have an effect on synaptic plasticity, and
on the behavioural outcomes dependent on it. Knock-down or knock-out of NLGN1 in
the amygdala results in an abolishment of LTP in thalamo-amygdala synapses of LA
principal neurons, and a reduction in freezing during cued fear recall (Kim et al. (2008);
Jung et al. (2010)), confirming that NLGNs play an important role in amygdala function
and amygdala-dependent behaviour. However, how NLGN3 functions in the amygdala,
and what its absence might lead to has not been studied previously. Based on the known
functional role of NLGN1 in this brain area, and NLGN3’s strong association with ASD,
I hypothesise that a reduction in NLGN3 will result in altered basal synaptic function,
and that Nlgn3-/y rats will display deficits in LTP at thalamo-amygdala synapses in LA.
To test this hypothesis, I investigated intrinsic excitability and synaptic transmission
of principal neurons in developing and more mature synapses in the BLA in the Nlgn3-/y
rat model. Furthermore, I explored the actions of NLGN3 on long term potentiation at
thalamic synapses onto the LA.
3.2 Results
3.2.1 No changes were observed in intrinsic excitability in Nlgn3-/y
LA principal neurons at p14.
Intrinsic cell properties were assessed by a range of current injection protocols in LA
principal neurons at p12 to p16 (hereafter denoted as p14) in WT and Nlgn3-/y rats.
Several passive membrane properties were examined (RPM, membrane time constant,
input resistance, capacitance, and sag). Nlgn3-/y LA principal neurons showed compar-
able passive properties to that of their WT littermates on all of these parameters (Fig.
3.1).
Next, intrinsic cell excitability was examined by injecting a sequence of depolarising
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Figure 3.1: Passive membrane properties are comparable between WT and Nlgn3-/y LA
principal neurons at p14. (A) Resting membrane potential measured during 1 min of I=0 shows
that Nlgn3-/y LA neurons have a comparable RMP to WT (WT: -64.26 ± 0.75 mV, n=25 cells/8
animals; KO: -65.64 ± 1.08 mV, n=20 cells/7 animals; p=0.30, Student’s unpaired t-test). (B) The
membrane time constant, τ , was not significantly different between the genotypes (WT: 43.53 ± 2.03
ms, n=25 cells/8 animals; KO: 43.12 ± 3.26 ms, n=20 cells/7 animals; p=0.92, Student’s unpaired
t-test). (C) The input resistance of Nlgn3-/y LA neurons was comparable to that of WT (WT: 256.90
± 15.18 MΩ, n=25 cells/8 animals; KO: 248.30 ± 17.51 MΩ, n=20 cells/7 animals; p=0.71, Student’s
unpaired t-test). (D) The capacitance of the cells was comparable between genotypes (WT: 173.00
± 9.15 pF, n=25 cells/8 animals; KO: 178.40 ± 11.14 pF, n=20 cells/7 animals; p=0.71, Student’s
unpaired t-test). (E) Nlgn3-/y LA neurons showed a comparable sag to WT (WT: 2.52 ± 0.55 %, n=25
cells/8 animals; KO: 2.67 ± 0.50 %, n=20 cells/7 animals; p=0.84, Student’s unpaired t-test).
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current steps ranging from 0 to +200 pA in 10 pA increments. This revealed a similar fir-
ing frequency between WT and Nlgn3-/y LA principal neurons (Fig.3.2B). The rheobase,
i.e. the amount of current needed to elicit at least one action potential during a step,
was also similar between the two genotypes (Fig. 3.2C). Analysing the action potential
waveforms and kinetics revealed significant differences in AP amplitude (Fig. 3.2E; WT:
73.46 ± 0.92mV, n=25 cells/8 animals; KO: 77.19 ± 1.28mV, n=20 cells/7 animals;
p=0.03) and the AP maximum rise rate (Fig. 3.2H; WT: 213.70 ± 20.57mV/ms, n=25
cells/8 animals; KO: 286.70 ± 17.7mV/ms, n=20 cells/7 animals; p=0.02), however no
other measurements were significantly different. Given that no changes were observed
in firing frequency or other AP waveforms and kinetics, these changes were taken with
reservation.
After a train of action potentials follows a hyperpolarising current, called afterhyper-
polarisation (AHP), which is important in regulating cell excitability (Alger and Nicoll
(1980); Hotson and Prince (1980)). AHP has two components defined by their timings,
medium and slow AHP. The medium AHP (mAHP) follows immediately after the train
and decays within 200 ms. The slow AHP (sAHP) peaks after the mAHP and decays
within several seconds (Sah and Faber (2002)). Since mAHP can be affected by both the
number of action potentials in the train and the frequency of them (Abel et al. (2004)),
the mAHP was investigated by using a train of 5 pulses at several fixed frequencies
covering 20–100 Hz.
The mAHP increased initially at higher frequencies before plateauing in WT with
similar levels of mAHP observed in Nlgn3-/y LA principal neurons at all frequencies (Fig.
3.3B). sAHP was evoked with a train of 15 action potentials at 50 Hz and measured 1 s
after the current step to ensure that the mAHP had decayed. No difference was observed
in sAHP between WT and Nlgn3-/y (Fig. 3.3D). To investigate the afterdepolarisation
(ADP) following an action potential, a single action potential was elicited, and the
ADP measured as the peak depolarisation following an action potential. This showed no
differences in ADP between the two genotypes (Fig. 3.3F). Thus, the absence of NLGN3
in LA principal neurons has no measurable effect on post action potential currents.
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Figure 3.2: Intrinsic excitability are unaltered in Nlgn3-/y LA principal neurons at p14.
(A) Example traces of WT and Nlgn3-/y neuron voltage responses to rheobase and +200 pA current
steps. Scale 100ms, 20 mV. (B) LA Nlgn3-/y neurons firing frequency to a series of depolarising current
injections (0-200pA) are comparable to that of WT ((F(1,13)=2.354; p=0.15, 2way RM-ANOVA). (C)
Rheobase was comparable between genotypes (WT: 108.50 ± 7.52pA, n=25 (continued on next page)
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Figure 3.2: (continued) cells/8 animals; KO: 108.60± 6.47pA, n=20 cells/7 animals; p=0.99. Student’s
unpaired t-test). (D) The AP threshold of LA neurons was not significantly changed in Nlgn3-/y
compared to WT (WT: -29.92 ± 0.91 mV, n=25 cells/8 animals; KO: -31.30 ± 1.01 mV, n=20 cells/7
animals; p=0.33, Student’s unpaired t-test). (E) Nlgn3-/y AP amplitude was significantly larger than
WT (WT: 73.46 ± 0.92 mV, n=25 cells/8 animals; KO: 77.19 ± 1.28 mV, n=20 cells/7 animals; p=0.03,
Student’s unpaired t-test). (F) The AP half width was similar between genotypes (WT: 1.24 ± 0.03 ms,
n=25 cells/8 animals; KO: 1.17 ± 0.05 ms, n=20 cells/7 animals; p=0.19, Student’s unpaired t-test).
(G) Phase plot of action potential in WT (black) and Nlgn3-/y(purple) LA neuron. (H) Max dvdt is
significantly increased in Nlgn3-/y LA neurons compared to WT (WT: 213.70 ± 20.57 mV/ms, n=25
cells/8 animals; KO: 286.70 ± 17.7 mV/ms, n=20 cells/7 animals; p=0.02, Student’s unpaired t-test),
but (I) min dvdt was similar between genotypes (WT: -46.82 ± 4.58 mV/ms, n=25 cells/8 animals;
KO: -55.63 ± 2.46 mV/ms, n=20 cells/7 animals; p=0.13, Student’s unpaired t-test).
3.2.2 LA principal neurons at p28 are hyperexcitable in Nlgn3-/y
NLGNs are expressed at low levels at early postnatal age and upregulated in parallel
during postnatal development (Song et al. (1999); Varoqueaux et al. (2006)). Peak
expression is reached >3 weeks after birth, and it is therefore possible that changes in
cellular and synaptic function will emerge later in postnatal development. I therefore
repeated the experiments above at p25 to p32 (hereafter denoted as p28), to investigate
what the long term effect of absence of NLGN3 would be. A slightly different protocol
was used for the F/I plot. The neurons at p28 are more mature, and thus have a lower
input resistance and higher capacitance. This means they need more current before
firing, and you can inject more current into the cell before it goes into depolarising
block. I therefore chose a set of depolarising steps going from 0 to +400 pA in 25 pA
increments. This would allow me to get more information about the firing pattern of
the cells, than if I had used the same protocol for the p14 neurons.
Similarly to p14, Nlgn3-/y LA neurons at p28 displayed no significant changes in
any of the passive membrane properties measured (Fig. 3.4). However, when measuring
the frequency of firing upon increasing depolarising current steps, a hyperexcitability
was observed in these neurons (Fig. 3.5B; 2way RM-ANOVA show effect of interaction
F(16,304)=9.994; p<0.001). This was not reflected in a significantly lower rheobase
using Student’s t-test (WT: 150.8 ± 13.85 pA, n=31 cells/11 animals; KO: 125 ±7.76
pA, n=29 cells/10 animals; p=0.13, Student’s unpaired t-test).
No changes were observed in the AP waveform or kinetics (Fig.3.5D-I), indicating
that changes in the active cation currents underlying the AP does not contribute to the
increased firing observed in these neurons.
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Figure 3.3: Post burst AHP are not changed in Nlgn3-/y LA principal neurons at p14. (A)
Example traces of the maximum mAHP evoked by a train of 5 pulses at 100 Hz in WT (black) and
Nlgn3-/y (purple) BA neurons. Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5 pulses at
varying frequencies shows no significant differences between genotypes (F(1,13)=0.009; p=0.93, 2way
RM-ANOVA). (C) Example traces of sAHP measured 1 s after the train of 15 action potentials at 50
Hz. Scale 100 ms, 5 mV. (D) No significant difference was observed in sAHP between the two genotypes
(WT: -1.20 ± 0.22 mV, n=24 cells/8 animals; KO: -0.97 ± 0.18 mV, n=20/7 animals; p=0.44, Student’s
unpaired t-test). (E) Example traces of ADP following a single action potential. Scale 10 ms, 20 mV.
(F) The ADP after a single action potential is comparable between WT and Nlgn3-/y LA neurons (WT:
29.21 ± 1.70 mV, n=25 cells/8 animals; KO: 28.32 ± 1.11 mV, n=20 cells/7 animals; p=0.68, Student’s
unpaired t-test.)
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Figure 3.4: Passive membrane properties are comparable between WT and Nlgn3-/y LA
principal neurons at p28. (A) Resting membrane potential measured during 1 min of I=0 shows
that Nlgn3-/y LA neurons have a comparable RPM to WT (WT: -69.41 ± 0.95 mV, n=30 cells/11
animals; KO: -70.80 ± 0.86 mV, n=29 cells/10 animals; p=0.29, Student’s unpaired t-test). (B) The
membrane time constant, τ , was not significantly different between the genotypes (WT: 41.73 ± 2.26
ms, n=30 cells/11 animals; KO: 43.54 ± 2.50 ms, n=29 cells/10 animals; p=0.60, Student’s unpaired
t-test). (C) The input resistance was comparable between genotypes (WT: 170.90 ± 12.99 MΩ, n=30
cells/11 animals: KO: 200.90 ± 8.54 MΩ, n=29 cells/10 animals; p=0.08, Student’s unpaired t-test).
Power analysis revealed that a sample size of 19 WTs/21 KOs is needed to reach significance. (D)
Membrane capacitance was not significantly different in Nlgn3-/y compared to WT (WT: 256.80 ±
12.45 pF, n=30 cells/11 animals: KO: 223.80 ± 12.33 pF, n=29 cells/10 animals; p=0.08, unpaired
t-test). Power analysis revealed that a sample size of 20 WTs/23 KOs is needed to reach significance.
(E) Sag, a measure of Ih, was similar between genotypes (WT: 5.72 ± 0.69%, n=30 cells/11 animals:
KO: 7.41 ± 1.49%, n=29 cells/10 animals; p=0.32, unpaired Welch’s t-test). Power analysis of the sag
data revealed that a sample size of 61WTs/68 KOs is necessary for the change in Ih to be significantly
increased in Nlgn3+/-
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Figure 3.5: Nlgn3-/y LA principal neurons at p28 have an increased firing rate compared
to WT. (A) Example traces of WT and Nlgn3-/y neuron voltage responses to rheobase and +400 pA
current steps. Scale 100ms, 20 mV. (B) LA Nlgn3-/y neurons firing frequency to a series of depolarising
current injections (0-400pA) are increased to that of WT (Effect of interaction: F(16,304)=9.994;
p<0.001, 2way RM-ANOVA with Sidak’s post hoc test). (C) Rheobase was not significantly lower in
Nlgn3-/y(continued on next page)
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Figure 3.5: (continued) compared to WT (WT: 150.8 ± 13.85 pA, n=31 cells/11 animals; KO: 125
±7.76 pA, n=29 cells/10 animals; p=0.13, Student’s unpaired t-test). Power analysis showed that 25
WTs/28 KOs are needed to reach significance. (D) AP threshold was comparable between the two
genotypes (WT: -34.97 ± 1.05 mV, n=31 cells/11 animals; KO: -36.32 ± 1.19 mV, n=29/10 animals;
p=0.40, Student’s unpaired t-test). (E) AP amplitude from threshold was not different in Nlgn3-/y
(WT: 81.14 ± 1.32 mV, n=31 cells/11 animals; KO: 83.23 ± 1.42 mV, n=29/10 animals; p=0.29,
Student’s unpaired t-test). (F) AP half width was similar between the two genotypes (WT: 1.27 ± 0.03
ms, n=31 cells/11 animals; KO: 1.27 ± 0.03 ms, n=29/10 animals; p=0.91, Student’s unpaired t-test).
(G) Phase plot of action potential in WT (black) and Nlgn3-/y (purple) LA neuron. (H) Max dvdt
was not significantly different between WT and Nlgn3-/y (WT: 247.00 ± 10.05 mV/ms, n=31 cells/11
animals: KO: 251.30 ± 8.15 mV/ms, n=29 cells, 10 animals; p=0.75, Student’s unpaired t-test), nor
was min dvdt (I) (WT: -57.32 ± 1.58 mV/ms, n=31 cells/11 animals; KO: -59.62 ± 1.70 mV/ms, n=29
cells/10 animals; p=0.33, Student’s unpaired t-test).
As described above, the post AP currents can affect the excitability of a cell, so these
were measured to see if they were contributing to the increase in firing rate seen in the
Nlgn3-/y p28 LA neurons. Neither mAHP, sAHP, or ADP (Fig. 3.6) showed an effect
of genotype. Thus, the post action potential currents are not underlying the changes in
firing frequency in these neurons.
3.2.3 Intrinsic properties are unaltered in BA principal neurons at
p14
Despite the fact that LA and BA are often grouped together as one overall nuclei,
they are two distinct nuclei exhibiting different properties and exerting different roles in
fear learning and memory (Rainnie et al. (1993); Faber et al. (2001); LeDoux (2003)).
Thusly, I wanted to investigate the effect the absence of NLGN3 would have on the
development of the principal neurons of the BA as well.
Looking at the passive membrane properties revealed slight trends, but no significant
differences between WT and Nlgn3-/y BA neurons (Fig. 3.7). The firing rate upon
depolarising current steps was slightly lower in Nlgn3-/y compared to WT, but no
significant genotype effect was observed (Fig. 3.8B). Rheobase was also comparable
between WT and Nlgn3-/y BA principal neurons (Fig. 3.8C), as were the AP waveform
and kinetics (Fig. 3.8D-I).
Next I looked at the post AP currents in the Nlgn3-/y BA principal cells at p14,
and found that mAHP, sAHP, and ADP were all comparable to WT (Fig. 3.9). Thus,
absence of NLGN3 has no apparent effect on intrinsic cell properties in BA principal
neurons.
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Figure 3.6: Post burst AHP are not changed in Nlgn3-/y LA principal neurons at p28. (A)
Example traces of the maximum mAHP evoked by a train of 5 pulses at 100 Hz in WT (black) and
Nlgn3-/y (purple) BA neurons. Scale 100ms, 5 mV. (B) Average mAHP after a train of 5 pulses at
varying frequencies shows no significant differences between genotypes (F(1,19)=0.3974; p=0.54, 2way
RM-ANOVA). (C) Example traces of sAHP measured 1s after the train of 15 action potentials at 50
Hz. Scale 100 ms, 5mV. (D) No significant difference was observed in sAHP between the two genotypes
(WT: -0.54 ± 0.13 mV, n=30 cells/11 animals; KO: -0.54 ± 0.12 mV, n=29 cells/10 animals; p=0.97,
Student’s unpaired t-test). (E) Example traces of ADP following a single action potential. Scale 10
ms, 20 mV. (F) The ADP after a single action potential is comparable between WT and Nlgn3-/y
LA neurons (WT: 21.76 ± 0.74 mV, n= 30 cells/11 animals; KO: 19.78 ± 1.12 mV, n=29 cells/10
animals; p=0.15, Student’s unpaired t-test.). Power analysis revealed that 31 WTs/35 KOs are needed
for statistical significance.
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Figure 3.7: Passive membrane properties are comparable between WT and Nlgn3-/y BA
principal neurons at p14. (A) Resting membrane potential measured during 1 min of I=0 shows
that Nlgn3-/y BA neurons have similar RPM to WT (WT: -66.89 ± 1.32mV, n=25 cells/8 animals; KO:
-65.61 ± 0.69 mV, n=22 cells/7 animals; p=0.43, Student’s unpaired t-test). (B) The membrane time
constant, τ , was comparable between the genotypes (WT: 31.72 ± 2.57 ms, n=25 cells/8 animals; KO:
26.03 ± 2.22 ms, n=22 cells/7 animals; p=0.12, Student’s unpaired t-test). (C) The input resistance
of Nlgn3-/y LA neurons was not significantly different to WT (WT: 127.10 ± 9.92 MΩ, n=25 cells/8
animals; KO: 103.80 ± 11.27 MΩ, n=22 cells/7 animals; p=0.14, Student’s unpaired t-test). (D) The
capacitance of the cells was comparable between genotypes (WT: 258.60 ± 14.43 pF, n=25 cells/8
animals; KO: 257.60 ± 16.56 pF, n=22 cells/7 animals; p=0.96). (E) Nlgn3-/y LA neurons showed
similar level of sag to WT (WT: 4.82 ± 0.55 %, n=25 cells/8 animals; KO: 4.36 ± 0.47 %, n=22 cells/7
animals; p=0.54, Student’s unpaired t-test).
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Figure 3.8: Intrinsic properties are unaltered in Nlgn3-/y BA principal neurons at p14. (A)
Example traces of WT and Nlgn3-/y neuron voltage responses to rheobase and +200 pA current steps.
Scale 100 ms, 20 mV. (B) BA Nlgn3-/y neurons firing frequency to a series of depolarising current
injections (0-200pA) are comparable to that of WT ((F(1,13)=0.1819; p=0.68, 2way RM-ANOVA). (C)
Rheobase was similar between genotypes (WT: 153.10 ± 12.35 pA, (continued on next page)
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Figure 3.8: (continued) n=25 cells/8 animals; KO: 174.9 ± 11.07pA, n=22 cells/7 animals; p=0.22,
Student’s unpaired t-test). (D) The AP threshold of BA neurons was comparable between genotypes
(WT: -35.68 ± 1.37 mV, n=25 cells/8 animals; KO: -37.09 ± 0.75 mV, n=22 cells/7 animals; p=0.40,
Student’s unpaired t-test). (E) Nlgn3-/y AP amplitude was not significantly different to WT (WT:
82.70 ± 1.22 mV, n=25 cells/8 animals; KO: 84.53 ± 1.2 mV, n=22 cells/7 animals; p=0.38, Student’s
unpaired t-test). (F) The AP half width was similar between genotypes (WT: 1.17 ± 0.04 ms, n=25
cells/8 animals; KO: 1.13 ± 0.06 ms, n=22 cells/7 animals; p=0.57, Student’s unpaired t-test). (G)
Phase plot of action potential in WT (black) and Nlgn3-/y (purple) BA neuron. (H) Max dvdt is
comparable in Nlgn3-/y BA neurons to WT (WT: 275.90 ± 9.42 mV/ms, n=25 cells/8 animals; KO:
304.00 ± 21.39 mV/ms, n=22 cells/7 animals; p=0.23, Student’s unpaired t-test), as is (I) min dvdt
(WT: -62.57 ± 3.21 mV/ms, n=25 cells/8 animals; KO: -62.91 ± 3.38 mV/ms, n=22 cells/7 animals;
p=0.94, Student’s unpaired t-test).
3.2.4 BA principal neurons at p28 display increased firing rate in
Nlgn3-/y
As with the LA, I also investigated what a longer term consequence of NLGN3
absence would be on BA principal neurons. Similar to p14 BA principal neurons, no
changes were observed in passive membrane properties (Fig. 3.10A-D), except for sag,
which was increased in Nlgn3-/y compared to WT (Fig. 3.10E; WT: 7.28 ± 0.64%,
n=27 cells/10 animals: KO: 10.04 ± 0.89%, n=30 cells/10 animals; p=0.02, Student’s
unpaired t-test).
Unlike Nlgn3-/y BA principal neurons at p14 that showed a slight, though not signi-
ficant decrease in firing rate compared to WT (Fig.3.8B), Nlgn3-/y BA principal neurons
at p28 displayed an increase in firing compared to WT with significance for interaction
(Fig. 3.11B; F(16,288)=2.17; p<0.01, 2Way RM-ANOVA). Rheobase was compar-
able between the two genotypes (Fig. 3.11C), as were AP waveform and kinetics (Fig.
3.11D-I).
Ih has been found to assist in the generation of mAHP (Oswald et al. (2009)), thus
one might expect to find a change in mAHP in Nlgn3-/y BA principal neurons, since a
difference was observed in sag in these neurons (Fig. 3.10E). A decrease in mAHP was
seen across all frequencies tested in the Nlgn3-/y, but no significant effect of genotype
was found with 2way ANOVA (Fig. 3.12B; F(1,18)=2.119; p=0.16, Student’s unpaired
t-test). sAHP was found to be comparable between Nlgn3-/y and WT (Fig. 3.12), as
were ADP (Fig. 3.12F).
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Figure 3.9: Post burst AHP are not changed in Nlgn3-/y BA principal neurons at p14. (A)
Example traces of the maximum mAHP evoked by a train of 5 pulses at 100 Hz in WT (black) and
Nlgn3-/y (purple) BA neurons. Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5 pulses at
varying frequencies. No significant difference was observed between genotypes (F(1,13)=0.5055; p=0.50,
2way RM-ANOVA). (C) Example traces of sAHP measured 1s after the train of 15 action potentials at
50 Hz. Scale 100 ms, 5 mV. (D) Average sAHP are comparable between the two genotypes (WT: -0.62
± 0.14 mV, n=25 cells/8 animals; KO: -0.64 ± 0.18 mV, n=20/7 animals; p=0.92, Student’s unpaired
t-test). (E) Example traces of ADP following a single action potential. Scale 10 ms, 20 mV. (F) The
ADP after a single action potential is not altered in Nlgn3-/y BA neurons (WT: 22.82 ± 1.10 mV, n=25
cells/8 animals; KO: 22.15 ± 1.00 mV, n=22 cells/7 animals; p=0.65, Student’s unpaired t-test.)
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Figure 3.10: Passive membrane properties are comparable between WT and Nlgn3-/y BA
principal neurons at p28. (A) Resting membrane potential measured during 1 min of I=0 shows that
Nlgn3-/y BA neurons have a comparable RPM to WT (WT: -69.61 ± 0.95 mV, n=27 cells/10 animals;
KO: -69.78 ± 0.79 mV, n=30 cells/10 animals; p=0.89, Student’s unpaired t-test). (B) The membrane
time constant, τ , was not significantly different between the genotypes (WT: 27.33 ± 2.99 ms, n=27
cells/10 animals; KO: 31.30 ± 2.27 ms, n=30 cells/10 animals; p=0.30, Student’s unpaired t-test).
(C) The input resistance was comparable between genotypes (WT: 82.46 ± 8.10 MΩ, n=27 cells/10
animals: KO: 104.20 ± 6.53 MΩ, n=30 cells/10 animals; p=0.05, Student’s unpaired t-test). Power
analyses showed that 18 animals/genotype is needed to reach significance. (D) Membrane Capacitance
was not significantly different in Nlgn3-/y compared to WT (WT: 348.80 ± 17.31 pF, n=27 cells/10
animals: KO: 316.50 ± 19.46 pF, n=30 cells/10 animals; p=0.23, Student’s unpaired t-test). Power
analyses showed that 51 animals/genotype is needed to reach significance. (E) Sag, a measure of Ih,
was significantly differant between genotypes (WT: 7.28 ± 0.64%, n=27 cells/10 animals: KO: 10.04
± 0.89%, n=30 cells/10 animals; p=0.02, Student’s unpaired t-test).
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Figure 3.11: Firing rate is increased in Nlgn3-/y BA principal neurons at p28. (A) Example
traces of WT and Nlgn3-/y neuron voltage responses to rheobase and +400 pA current steps. Scale
100 ms, 20 mV. (B) BA Nlgn3-/y neurons firing frequency to a series of depolarising current injections
(0–400 pA) was not significantly different to that of WT ((F(1,18)=2.96; p=0.10, 2way RM-ANOVA).
(C) Rheobase was not significantly altered in Nlgn3-/y(continued on next page)
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Figure 3.11: (continued) compared to WT (WT: 212.5 ± 18.22 pA, n=27 cells/10 animals; KO:
180 ±16.33 pA, n=30 cells/11 animals; p=0.20, Student’s unpaired t-test). Power analysis revealed
that 56 WTs/51 KOs are needed for significance . (D) AP threshold was comparable between the two
genotypes (WT: -42.26 ± 1.16 mV, n=27 cells/10 animals; KO: -41.66 ± 1.20 mV, n=30/11 animals;
p=0.73, Student’s unpaired t-test). (E) AP amplitude from threshold was not different in Nlgn3-/y
(WT: 89.35 ± 0.82 mV, n=31 cells/11 animals; KO: 89.75 ± 1.40 mV, n=29/10 animals; p=0.80,
Student’s unpaired t-test). (F) AP half width was similar between the two genotypes (WT: 1.13 ± 0.04
ms, n=31 cells/11 animals; KO: 1.20 ± 0.02 ms, n=29/10 animals; p=0.11, Student’s unpaired t-test).
(G) Phase plot of action potential in WT (black) and Nlgn3-/y (purple) BA neuron. (H) Max dvdt
was not significantly different between WT and Nlgn3-/y (WT: 311.20 ± 15.57 mV/ms, n=27 cells/10
animals: KO: 303.30 ± 12.68 mV/ms, n=30 cells/11 animals; p=0.70, Student’s unpaired t-test), nor
was min dvdt (I) (WT: -75.48 ± 3.29 mV/ms, n=27 cells/10 animals; KO: -72.07 ± 1.72 mV/ms, n=30
cells/11 animals, p=0.37, Student’s unpaired t-test).
3.2.5 Nlgn3-/y BLA principal neurons mEPSCs show similar proper-
ties to WT at both p14 and p28
From what is currently known about neuroligins, NLGN3 could play an important
part in synapse formation or it could have an essential role in synaptic maintenance, or
both. In development, neuroligins appear to have a notable role in synapses. Presence of
NLGNs can promote synapse formation, and alteration to the expression of NLGNs can
change the number of synapses in a bidirectional manner (Fu et al. (2003); Varoqueaux et
al. (2006)). I hypothesised that Nlgn3-/y BLA principal neurons would display a change
in number of synapses if NLGN3 is involved in synaptic formation, and a change in
synaptic strength if it is mainly involved in synapse maintenance and function. Synaptic
strength can be modulated both pre- and postsynaptically, and can be measured by
recording miniature excitatory postsynaptic currents (mEPSCs). mEPSCs are thought
to correspond to the response elicited by a single vesicle of transmitters onto AMPARs at
the postsynapse, and occurs without a presynaptic action potential. The characteristics
of mEPSCs are broadly used to derive information about synaptic properties. mEPSCs
frequency is dependent upon vesicular release and gives you information about the
probability of release and the readily releasable vesicle pool size at the presynapse, but
the frequency can also reflect the number of functional synapses. mEPSC amplitude is
dependent on postsynaptic receptor activation and gives an estimate of the number of
AMPA receptors present on the postsynapse (Malenka and Nicoll (1997); Murthy et al.
(2001)). mEPSC frequency and amplitude are not independent, so care should be taken
when interpreting changes in these characteristics.
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Figure 3.12: Post burst AHP are not changed in Nlgn3-/y BA principal neurons at p28.
(A) Example traces of the maximum mAHP evoked by a train of 5 pulses at 100 Hz in WT (black) and
Nlgn3-/y (purple) BA neurons. Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5 pulses at
varying frequencies. No significant difference was observed between genotypes (F(1,18)=2.119; p=0.16,
2way RM-ANOVA). (C) Example traces of sAHP measured 1 s after the train of 15 action potentials
at 50 Hz. Scale 100 ms, 5 mV. (D) Average sAHP are comparable between the two genotypes (WT:
-0.10 ± 0.08 mV, n=25 cells/10 animals; KO: -0.05 ± 0.13 mV, n=28/10 animals; p=0.76, Student’s
unpaired t-test). (E) Example traces of ADP following a single action potential. Scale 10 ms, 20 mV.
(F) The ADP after a single action potential is not altered in Nlgn3-/y BA neurons (WT: 18.04 ± 0.79
mV, n=25 cells/10 animals; KO: 17.30 ± 0.88, n=28 cells/10 animals; p=0.53 mV, Student’s unpaired
t-test.)
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Figure 3.13: mEPSCs amplitude and frequency are unaltered in Nlgn3-/y LA principal
neurons at p14. (A) Example traces of mEPSCs in WT and Nlgn3-/y LA neurons. Scale 200ms, 30
pA. (B) LA Nlgn3-/y neurons mEPSC amplitude is comparable to that of WT (WT: 14.89 ± 0.56
pA, n=29 cells/11 animals; KO: 16.07 ± 1.70 pA, n=16 cells/7 animals; p=0.53, Welch’s t-test). (C)
mEPSC frequency is not significantly different between KO and WT (WT: 4.11 ± 0.55 Hz, n=29
cells/11 animals; KO: 5.42 ± 1.00 Hz, n=16 cells/7 animals; p=0.23, Student’s unpaired t-test). Power
analysis of mEPSC frequency data revealed that 64 WTs/96 KOs animals/genotype would be required
to see a significant increase. (D) Series resistance was comparable between genotypes (WT: 15.31 ±
0.85 MΩ, n=29 cells/11 animals; KO: 15.68 ± 1.07 MΩ, n=16 cells/7 animals; p=0.79, Student’s
unpaired t-test)
mEPSC were recorded in the presence of TTX (300 nM) to block action potential
formation and propagation and PTX (50 µM) to block any GABAA receptor currents.
As can be seen in Fig. 3.13, no changes were found in the amplitude or frequency of
the mEPSCs in Nlgn3-/y LA principal neurons at p14. Similarly, in the p28 age group
no significant differences were observed between the two genotypes in either mEPSC
amplitude or frequency (Fig. 3.14).
mEPSCs were also recorded from the BA principal neurons at both p14 and p28.
The Nlgn3-/y BA principal neurons at p14 had comparable mEPSC amplitude to WT
(Fig. 3.15B), as well as similar mEPSC frequency (Fig. 3.15C). The same was observed
at p28 in the Nlgn3-/y BA principal cells. Both mEPSC amplitude and frequency were
of similiar levels (Fig. 3.16).
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Figure 3.14: No changes in mEPSCs amplitude and frequency were found in Nlgn3-/y LA
principal neurons at p28. (A) Example traces of mEPSCs in WT and Nlgn3-/y LA neurons. Scale
200 ms, 20 pA. (B) LA Nlgn3-/y neurons mEPSC amplitude is comparable to that of WT (WT: 13.06
± 0.58 pA, n=25 cells/9 animals; KO: 15.15 ± 1.07 pA, n=25 cells/10 animals; p=0.11, Student’s
unpaired t-test). (C) mEPSC frequency is not significantly different between KO and WT (WT: 4.13 ±
0.43 Hz, n=25 cells/9 animals; KO: 5.10 ± 0.75 Hz, n=25 cells/10 animals; p=0.29, Student’s unpaired
t-test). (D) Series resistance was comparable between genotypes (WT: 16.25 ± 1.25 MΩ, n=25 cells/9
animals; KO: 14.84 ± 0.77 MΩ, n=25 cells/10 animals; p=0.34, Student’s unpaired t-test)
3.2.6 Nlgn3-/y LA principal neurons have mIPSCs of greater amp-
litude at p14 and p28
As the only NLGN isoform, NLGN3 is expressed at both excitatory and inhibit-
ory synapses. Changes to inhibitory synaptic transmission has been discovered as a
consequence of NLGN absence (Rothwell et al. (2014); Jiang et al. (2016); Hosie et
al. (2018)). I therefore hypothesised that Nlgn3-/y rats would display altered basal
inhibitory synaptic transmission in the BLA. One measure of a neuron’s inhibitory
input is the miniature inhibitory postsynaptic potentials (mIPSCs), which are GABAA
receptor-mediated inhibitory currents. These were measured in the presence of TTX
(300 nM) and CNQX (10 µM) to block any AMPAR-mediated currents. A high chloride
(140 mM Cl−) internal recording solution was used, thereby reversing the flow of Cl−
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Figure 3.15: mEPSCs amplitude and frequency are unchanged in Nlgn3-/y BA principal
neurons at p14 (A) Example traces of mEPSCs in WT and Nlgn3-/y BA neurons. Scale 200 ms, 30
pA. (B) BA Nlgn3-/y neurons mEPSC amplitude is comparable to that of WT (WT: 16.73 ± 0.60 pA,
n=29 cells/11 animals; KO: 15.58 ± 0.90 pA, n=14 cells/6 animals; p=0.53, Student’s unpaired t-test).
(C) mEPSC frequency is not significantly different between KO and WT (WT: 4.96 ± 0.62 Hz, n=29
cells/11 animals; KO: 5.58 ± 1.58 Hz, n=14 cells/6 animals; p=0.23, Student’s unpaired t-test). (D)
Series resistance was comparable between genotypes (WT: 13.49 ± 0.94 MΩ, n=29 cells/11 animals;
KO: 14.94 ± 1.96 MΩ, n=16 cells/7 animals; p=0.47, Student’s unpaired t-test)
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Figure 3.16: mEPSCs amplitude and frequency are unchanged in Nlgn3-/y BA principal
neurons at p28. (A) Example traces of mEPSCs in WT and Nlgn3-/y BA neurons. Scale 200 ms,
20 pA. (B) BA Nlgn3-/y neurons mEPSC amplitude is comparable to that of WT (WT: 15.33 ± 0.49
pA, n=14 cells/6 animals; KO: 15.72 ± 0.62 pA, n=13 cells/6 animals; p=0.64, Student’s unpaired
t-test). (C) mEPSC frequency is not significantly different between KO and WT (WT: 5.59 ± 0.93 Hz,
n=14 cells/6 animals; KO: 5.10 ± 0.61 Hz, n=13 cells/6 animals; p=0.67, Student’s unpaired t-test).
(D) Series resistance was comparable between genotypes (WT: 11.41 ± 0.62 MΩ, n=14 cells/6 animals;
KO: 10.94 ± 0.50 MΩ, n=13 cells/6 animals; p=0.56, Student’s unpaired t-test)
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across the membrane, allowing me to record the mIPSCs at -70 mV.
At p14 Nlgn3-/y LA principal neurons had larger mIPSC amplitudes than WT (Fig.
3.17B; WT: 20.36 ± 2.50pA, n=19 cells/8 animals; KO: 29.44 ± 1.93 pA, n=24 cells/9
animals; p=0.01, Student’s t-test), but comparable mIPSC frequency levels (Fig. 3.17C;
WT: 2.52 ± 0.38 Hz, n=19 cells/8 animals; KO: 2.67 ± 0.40 Hz, n=24 cells/9 animals;
p=0.79, Student’s t-test).
At p28, the mIPSC frequency was not significantly different from WT (Fig. 3.18C).
The Nlgn3-/y LA principal neurons still had larger average mIPSC amplitude, though
this was not significant using Student’s t-test (Fig.3.18B; WT: 28.31 ± 3.46 pA, n=12
cells/6 animals; KO: 33.55 ± 2.65 pA, n=18 cells/7 animals; p=0.25). Power analysis
of this data revealed that 27 WTs/25 KOs are needed for the mIPSC amplitude to be
significantly increased in Nlgn3-/y LA principal neurons at p28. That is a substantially
bigger sample size, and arguably unethical. Furthermore, uncontrollable variance exist in
the dataset, and thus to take all the data into account, a generalised linear mixed model
(GLMM) was performed. A GLMM takes random effects into account when testing for
a fixed variable effect. The data followed a normal distribution (Sup. Fig. S1), and
a GLMM could be used. The fixed effect was genotype, and the random variable was
‘Slice’ which makes the model take into account the variance from day of experiment,
animal litter, animals, and slice. Type II Wald Chi-square test was used to measure
the effect of genotypes, and showed that the effect of genotype on mIPSC amplitude
was significantly different (χ2(1)=10.355, p<0.01), but was not significant for mIPSC
frequency (χ2(1)=0.037, p=0.85). This analysis shows that taking the experimental
variable effects into account, the Nlgn3-/y LA principal neurons show an increase in
mIPSC amplitude, and thus it appears, that NLGN3 is necessary for normal function
of inhibitory synapses throughout development.
Next, I recorded the mIPSCs in the BA principal neurons at the two age points. The
Nlgn3-/y BA principal neurons did not exhibit any differences in the mIPSC amplitude
or frequency (Fig. 3.19), in contrast to the LA at this age point. No changes had
developed in the mIPSC properties, when looking at these neurons two weeks later (Fig.
3.20). This data would suggest that NLGN3 play a small role in the development and
maintenance of inhibitory synapses in the BA, in contrast to its function in LA.
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Figure 3.17: Nlgn3-/y LA principal neurons have larger mIPSCs amplitude at p14 (A)
Example traces of mIPSCs in WT and Nlgn3-/y LA neurons. Scale 200ms, 40 pA. (B) LA Nlgn3-/y
neurons mIPSC amplitudes are larger than their WT littermates (WT: 20.36 ± 2.50 pA, n=19 cells/8
animals; KO: 29.44 ± 1.93 pA, n=24 cells/9 animals; p=0.01, Student’s unpaired t-test). (C) mIPSC
frequency is not significantly different between KO and WT (WT: 2.52 ± 0.38 Hz, n=19 cells/8 animals;
KO: 2.67 ± 0.40 Hz, n=24 cells/9 animals; p=0.79, Student’s unpaired t-test). (D) Series resistance
was comparable between genotypes (WT: 9.49 ± 0.34 MΩ, n=19 cells/8 animals; KO: 9.40 ± 0.31 MΩ,
n=24 cells/9 animals; p=0.83, Student’s unpaired t-test)
3.2.7 Impaired thalamoamygdala LTP in Nlgn3-/y LA principal neur-
ons
Neuroligins were first associated with ASD when a substitution mutation in NLGN3
was found in two brothers in a Swedish family (Jamain et al. (2003)). Since then,
mutations in all of the neuroligins have been found in ASD patients, strongly linking
this family of proteins to ASD. ASD is characterised by variable cognitive impairments
and behavioural disturbances, such as excessive fear and anxiety. The amygdala is a key
brain structure implicated in processing of emotional states, such as fear and anxiety,
and dysfunctions of the amygdala have been linked to ASD in human patients (Baron-
Cohen et al. (2000)). Synaptic plasticity in the LA is important for acquiring emotional
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Figure 3.18: Nlgn3-/y LA principal neurons at p28 show increased mIPSCs amplitude
compared to WT (A) Example traces of mIPSCs in WT and Nlgn3-/y LA neurons. Scale 200 ms,
40 pA. (B) LA Nlgn3-/y neurons mIPSC amplitudes are significantly different to their WT littermates
(WT: 28.31 ± 3.46 pA, n=12 cells/6 animals; KO: 33.55 ± 2.65 pA, n=18 cells/7 animals; effect
of genotype: χ2(1)=10.355, p<0.01, Type II Wald Chi-square test). (C) mIPSC frequency is not
significantly different between KO and WT (WT: 3.32 ± 0.43 Hz, n=12 cells/6 animals; KO: 4.42 ±
0.65 Hz, n=18 cells/7 animals; effect of genotype: χ2(1)=0.037, p=0.85, Type II Wald Chi-square test.
(D) Series resistance was comparable between genotypes (WT: 9.61 ± 0.88 MΩ, n=12 cells/6 animals;
KO: 10.39 ± 0.79 MΩ, n=18 cells/7 animals; p=0.52, Student’s unpaired t-test)
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Figure 3.19: mIPSCs amplitude and frequency are unchanged in Nlgn3-/y BA principal
neurons at p14. (A) Example traces of mIPSCs in WT and Nlgn3-/y BA neurons. Scale 200 ms, 40
pA. (B) BA Nlgn3-/y neurons mIPSC amplitude is comparable to that of WT (WT: 28.24 ± 2.17 pA,
n=12 cells/5 animals; KO: 29.52 ± 1.39 pA, n=20 cells/8 animals; p=0.61, Student’s unpaired t-test).
(C) mIPSC frequency is not significantly different between KO and WT: 3.66 ± 0.51 pA, n=12 cells/5
animals; KO: 3.77 ± 0.53 pA, n=20 cells/8 animals; p=0.89, Student’s unpaired t-test). (D) Series
resistance was comparable between genotypes (WT: 8.32 ± 0.77 MΩ, n=12 cells/5 animals; KO: 9.27
± 0.40 MΩ, n=20 cells/8 animals; p=0.25, Student’s unpaired t-test)
associative learning (Pape and Pare (2010)), particularly at thalamo-amygdala synapses
in the LA. Nlgn1 KD in mice has been shown to impair thalamo-amygdala LTP in
the LA (Kim et al. (2008)), but it is unknown how NLGN3 alter activity-dependent
reshaping of the synapse. With NLGN3s known association with ASD, and with the
known functions of other NLGNs at the these synapses, I hypothesised that LTP at
thalamo-amygdala synapses would be impaired.
I investigated LTP at thalamo-amygdala synapse in Nlgn3-/y LA principal neurons
from p35–p42 rats using a standard protocol in the field (Rodrigues et al. (2002)). The
recordings were done in whole cell current clamp, and the protocol used to induce LTP
was two trains of 100 pulses at 30 Hz with a 20 s interstimulus interval. This protocol
produced normal summation during induction in both WT and Nlgn3-/y, but failed to
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Figure 3.20: mIPSCs amplitude and frequency are unchanged in Nlgn3-/y BA principal
neurons at p28. (A) Example traces of mIPSCs in WT and Nlgn3-/y BA neurons. Scale 200 ms, 40
pA. (B) BA Nlgn3-/y neurons mIPSC amplitude is comparable to that of WT (WT: 27.31 ± 1.32 pA,
n=14 cells/6 animals; KO: 29.43 ± 1.65 pA, n=18 cells/7 animals; p=0.61, Student’s unpaired t-test).
(C) mIPSC frequency is not significantly different between KO and WT: 6.87 ± 0.65 pA, n=14 cells/6
animals; KO: 7.54± 0.77 pA, n=18 cells/7 animals; p=0.89, Student’s unpaired t-test). (D) Series
resistance was comparable between genotypes (WT: 8.22 ± 0.39 MΩ, n=14 cells/6 animals; KO: 8.38
± 0.38 MΩ, n=18 cells/7 animals; p=0.78, Student’s unpaired t-test)
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Figure 3.21: Long term potentiation at thalamic input to the LA is impaired at 30Hz. (A)
Schematic of the placement of stimulating electrode (Stim) and the intracellular recording electrode
(Intracell rec). (B) Example traces of WT and Nlgn3-/y LA neuron EPSPs at baseline and 30 min after
induction. Scale 50 ms, 5 mV. (C) Failure to induce was defined as trials with a <10% increase over
baseline after 30 min. The numbers above the bars are number of failures over the total number of cells.
(D) LA Nlgn3-/y neurons LTP timecourse show impaired thalamic LTP with two trains of 100 pulses at
30 Hz. (E) Bar graph of the last 5 min of recording. EPSP is normalised to baseline before induction.
Nlgn3-/y have significantly less LTP compared to WT (WT: 1.65 ± 0.28, n=10 cells/6 animals; KO:
1.19 ± 0.05, n=10 cells/6 animals; p=0.17, Welch’s t-test).
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Figure 3.22: Long term potentiation at thalamic input to the LA using a stronger induction
protocol produces an equal level of potentiation in Nlgn3-/y. (A) Schematic of the placement
of stimulating electrode (Stim) and the intracellular recording electrode (Intracell rec). (B) Example
traces of WT and Nlgn3-/y LA neuron EPSPs at baseline and 30 min after induction. Scale 50 ms, 5
mV. (C) Time course of LTP using two trains of 100 pulses at 100 Hz induced in WT and Nlgn3-/y LA
neurons. (D) Bar graph of the last 5 min of recording. EPSP is normalised to baseline before induction.
Nlgn3-/y have a comparable level of LTP to WT (WT: 1.85 ± 0.30, n=10 cells/5 animals; KO: 1.84 ±
0.23, n=10 cells/4 animals; p=0.99, unpaired t-test).
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induced LTP in Nlgn3-/y LA principal neurons, and was significantly different compared
to WT (Fig. 3.21; WT: 1.54 ± 0.17, n=18 cells/11 animals; KO: 1.11 ± 0.04, n=19
cells/11 animals; p<0.05, Student’s t-test). The LTP protocol used is well established
in other lab and in ours, however even a high number of WTs failed to induce LTP (Fig.
3.21C).
To investigate whether the Nlgn3-/y LA principal neurons were incapable of potenti-
ation at their thalamic synapses or if it was a matter of an increased induction threshold,
I decided to use a stronger induction protocol. This protocol still used two trains of
100 pulses at 20 s interstimulus interval, but at 100 Hz instead of 30 Hz. This protocol
induced potentiation in both genotypes, and the level of LTP was comparable in the
Nlgn3-/y to WT (Fig. 3.22). This data could indicate that the Nlgn3-/y neurons have
the capacity for potentiation, but their threshold for induction is higher than in WT.
Table 3.1: Summarising table of intrinsic and synaptic properties in Nlgn3-/y
LA BA
p14 p28 p14 p28
Intrinsic properties
Passive membrane properties – – – ↑
Excitability – ↑↑↑ – ↑↑↑
AP properties ↑ – – –
Post AP currents – – – –
Synaptic properties
mEPSC amp – – – –
mEPSC fre – – – –
mIPSC amp ↑ ↑↑ – –
mIPSC fre – – – –
LTP 30 Hz/100 Hz ND ↓/– ND ND
ND: not determined, ↑: p<0.05, ↑↑: p<0.01, ↑↑↑: p<0.001
3.3 Discussion
In this chapter, the effect on intrinsic and synaptic properties by the absence of
NLGN3 was assessed at two developmental time points in the LA and BA. I found an
age-dependent increase in intrinsic firing rate in both LA and BA principal neurons in
Nlgn3-/y. Nlgn3-/y displayed no changes in mEPSC amplitude or frequency at any age,
however Nlgn3-/y LA principal cells showed an increase in mIPSC amplitude, but not
frequency. Furthermore, a 30 Hz LTP protocol failed to induce LTP at thalamic input to
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the LA in Nlgn3-/y, but a stronger induction protocol of 100 Hz induced a potentiation
equal to that of WT littermates.
3.3.1 The role of NLGN3 across development
ASD is a neurodevelopmental disorder, so in order to understand how mutations in
neuroligins can lead to ASD, it is important to understand the implications a dysfunc-
tional protein or absence of a protein has across development. By looking at several
time points, we might also get a better insight into when therapeutic interventions could
be possible.
One study looked at behavioural phenotypes in juvenile and adult of Nlgn3 point
mutation R451C KI mice, where small changes in their behaviour emerged with age
(Chadman et al. (2008)). The developmental effects on GABAergic signalling by the
R451C KI was investigated by Pizzarelli & Cherubini. They found phenotypes that were
present at all developmental time points, but also some emerging at later developmental
stages (Pizzarelli and Cherubini (2013)) . These studies would suggest that NLGN3
does indeed have different temporal roles to play.
As shown in this chapter, I found an age-dependent increase in firing, which shows
how important it is to study NLGN3 temporally to get a full picture of what functions
NLGN3 has, or what compensations happen in the brain in its absence. Most other
studies on the function of neuroligins have looked at the effects of KI or KO at one
time point. Thus, there is a gap in the literature that needs filling. The age-dependent
increase in firing in principal cells in the BLA at p28 observed here could be a direct
effect of the loss of NLGN3 in these neurons, but it could also be a compensatory
mechanism to another deficit, such as the increase in basal inhibitory transmission. To
test if this was the case, a conditional KO could be utilised. Conditional KOs allow
for spatial and temporal manipulation of protein expression, and thus to test if the
age-dependent increase in intrinsic firing rate is a compensatory effect, cKO at a later
point in development, could help shed a light on this question.
3.3.2 Hyperexcitability in BLA principal neurons
NLGN3 is a postsynaptic adhesion protein. For this reason, you would not necessarily
expect it to have a direct impact on intrinsic excitability, but more likely through indirect
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means. The change in excitability could be an indication that the Nlgn3-/y LA principal
neurons have undergone intrinsic plasticity leading to their hyperexcitability. This
could be a homeostatic response to restore the overall firing rate or excitability within
the network (Turrigiano and Nelson (2004)) in response to the increase in inhibitory
transmission. Perhaps the increased excitability is a metaplastic mechanism caused by
amygdala-dependent experiences (Zhang and Linden (2003)), such as stress, which has
been shown to induce hyperexcitability in BLA (Sharp (2017)).
Modulation of intrinsic excitability can allow neurons to enter a "learning mode"
that can enhance their learning capability (Saar et al. (1998)). Neurons with greater ex-
citability are more likely to be included in a new memory engram, and hence excitability
can modulate the strength of learning. This was shown in an olfactory discrimination
task that transiently enhanced intrinsic excitability of hippocampal neurons. During
this period of increased excitability, the acquisition of another hippocampus-dependent
task was enhanced (Zelcer et al. (2006)).
The LA is the gateway to the rest of the amygdala, and is in a position to modulate
various output structures, and hence behavioural responses to emotional input. Increased
excitability in LA principal neurons could result in enhanced amygdala-dependent learn-
ing and altered behavioural outcomes. Anxiety due to hyperexcitability of the amygdala
and BLA has been shown in several psychiatric disorders, including autism (Kleinhans
et al. (2009); Martin et al. (2014)). Reduced anxiety has been found in Nlgn3-/y rats
(Hamilton et al. (2014)), and therefore the excitability in LA principal neurons is un-
likely to be linked to changes in anxiety levels in Nlgn3-/y. More thorough investigations
into which subpopulations show altered excitability is needed to make an inference to
its behavioural consequences.
The hyperexcitability in the LA was not associated with any significant changes
in passive membrane properties indicating that subthreshold conductances were not
affected in these neurons (Fig.3.4). However, both the input resistance and the membrane
capacitance were trending towards significance. A change in both input resistance and
membrane capacitance would indicate a change in cell morphology. Power analysis
revealed that between 19–23 animals are needed for the differences to be significant. It is
therefore possible that Nlgn3-/y LA principal neurons are smaller, leading to an increase
in input resistance and thereby an increase in firing. A change in cell morphology was
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not expected in these neurons, and the cells were therefore not filled with biocytin to
reconstruct their morphology. Further experiments are therefore required to confirm the
potential change in morphology.
Similarly, BA neurons had trending changes in input resistance and membrane
capacitance. Power analysis showed that 18 animals/genotype is needed for the input
resistance to be significant, suggesting that this increase might be real. However, 51
animals/genotypes is needed for the membrane capacitance to reach significance, making
it unlikely to reflect a true change. The change in input resistance could be caused by a
decrease in leak channels, making it easier for the membrane to maintain a charge, or
from changes in Ih (Park et al. (2007)).
No changes were observed in action potential threshold, waveform or kinetics (Fig.3.5D-
I), which would suggest that the underlying currents are unchanged in Nlgn3-/y LA
principal neurons.
The intrinsic excitability can be regulated in several ways. A-type K+ channels can
affect excitability by altering action potential threshold, resting membrane potential,
and action potential shape (Carrasquillo et al. (2012)). Neither of these properties
were observably changed in Nlgn3-/y LA or BA principal neurons, suggesting that K+
conductances are unaffected in these neurons. Since these parameters are not direct
measures of K+ currents, further experiments would be needed to confirm that K+
conductances do not underlie the changes in excitability.
Ih, or HCN channels, are important for regulating the resting membrane potential,
input resistance, and are known to alter neuronal excitability in the amygdala (Park
et al. (2007); Shah (2018)). Ih in Nlgn3-/y LA principal neurons was not significantly
different to WT (Fig.3.4E), and thus does not appear to contribute to the change in
excitability. The Ih was measured as the voltage deflection to the current, instead of the
current itself, and even though it is a primary readout for HCN-mediated Ih currents,
the correlation is not absolute. Ih also contributes to mAHP following a burst of action
potentials (Gu et al. (2005); Oswald et al. (2009)), so if Ih was indeed changed in
Nlgn3-/y, one would suspect that to affect the mAHP. mAHP was comparable between
Nlgn3-/y and WT (Fig.3.6), suggesting that Ih is not altered and does not contribute to
the hyperexcitability in these neurons, though changes in dendritic HCN channels that
may affect the excitability cannot be ruled out based on these experiments.
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Since mAHP was not altered, other channels contributing to AHP, like Kv7- and
SK-channels (Sah and Faber (2002); Gu et al. (2005)), could be assumed to be unaffected
as well, but a more thorough investigation would be needed to confirm this.
Unlike LA neurons, BA neurons showed an increase in Ih, suggesting an increase
in HCN channels expression. However, opposite to here a decrease in HCN channels
is normally associated with an increased in intrinsic firing (Park et al. (2007); Shah
(2018)), which would suggest that something else is contributing to the hyperexcitability.
The input resistance of were trending towards in increase in these cells in Nlgn3-/y, which
could explain the increase in intrinsic firing.
3.3.3 Changes to synaptic transmission in Nlgn3-/y
From what is currently known about neuroligins, NLGN3 could play an important
part in synapse formation or it could have an essential role in synaptic maintenance,
or both. NLGN3 is found at both excitatory and inhibitory synapses, and changes in
excitatory and inhibitory synaptic transmission and strength have been observed in both
culture and rodent models (Chih et al. (2005); Varoqueaux et al. (2006); Etherton et al.
(2011a); Rothwell et al. (2014); Jiang et al. (2016); Hosie et al. (2018)). These findings
show that NLGN3 plays an important role in synaptic function at both excitatory and
inhibitory transmission, and I therefore expected to find changes to either mEPSC or
mIPSC or both.
I found that NLGN3 is dispensable for the formation and maintenance of excitatory
synaptic connections and basal excitatory transmission in the BLA, as neither mEPSC
amplitude or frequency was altered in Nlgn3-/y. This is in disagreement with the
increase in mEPSC amplitude observed in BLA in the NLGN3-R451C mouse (Hosie
et al. (2018)). However, the R451C point mutation is a gain-of-function mutation
(Elegheert et al. (2017)), which could explain the discrepancy between the two models.
The comparable frequency between Nlgn3-/y and WT indicated normal presynaptic
release function and no increase in functional synapses. This is consistent with normal
presynaptic release probability previously reported in NLGN3 KO (Chanda et al. (2013);
Jiang et al. (2016)), and several studies reporting no changes in number of synapse
(Jiang et al. (2016); Zhang et al. (2015); Chanda et al. (2017)).
Unlike excitatory synapses, I found that NLGN3 was necessary for normal inhibitory
81
synaptic function. I observed an increase in mIPSC amplitude in LA at p14, which
persisted onto p28. (Fig. 3.17 and Fig. 3.18), and no changes were observed in mIPSC
frequency. This suggests that NLGN is important for regulating inhibitory synaptic
function, but not its formation since a change in mIPSC frequency would be expected
if more or less synapses are present. Most other studies have found a change in mIPSC
frequency rather than amplitude. An increase in mIPSC frequency was detected in
the hippocampus (Etherton et al. (2011a); Jiang et al. (2016)), whereas a decrease
in frequency was found in D1-MSNs (Rothwell et al. (2014)). I cannot completely
rule out a change in mIPSC frequency in Nlgn3-/y. Because of space clamp — the
spacial limitation for controlling the membrane voltage — I am getting a read-out of
the proximal frequency, while there could be a change in basal transmission at distal
dendrites. However, GABAergic synapses are mainly located on soma and proximal
dendrites on BLA principal neurons (Klenowski et al. (2015)), so I do not suspect a
distal mIPSC frequency to be present. Contrary to here, a decrease in mIPSC amplitude
was reported in the BLA of NLGN3-R451C KI mice (Hosie et al. (2018)). As mentioned
above, the R451C mutation is a gain-of-function mutation, and differences in phenotypes
between these two models have been reported before (Tabuchi et al. (2007); Földy et
al. (2013)), some even showing opposing changes (Etherton et al. (2011a)), which could
explain the divergence between the two models.
Neuroligins are found as both homodimers and heterodimers at the synapse, and
NLGN3 has been shown to form heterodimers with both NLGN1 and NLGN2 (Araç
et al. (2007); Budreck and Scheiffele (2007); Comoletti et al. (2007); Shipman et al.
(2011); Poulopoulos et al. (2012)). Furthermore, the different neuroligin isoforms have
overlapping expression throughout the brain, both spatially and temporally. Thus, when
one isoform is absent another isoform might compensate. This could explain the increase
in inhibitory synaptic transmission. In the Nlgn3-/y, NLGN2 could take the place of
NLGN3 at inhibitory synapses, and since NLGN2 is involved in regulation of inhibitory
synaptic strength and transmission (Zhang et al. (2015); Babaev et al. (2016); Chanda
et al. (2017)), this could alter inhibitory synaptic transmission in Nlgn3-/y. It would be
interesting to analyse the synaptic proteome in the amygdala to see if NLGN2 protein
levels are elevated in Nlgn3-/y. NLGN3 expression is upregulated by 30% in Nlgn1-/y
brain homogenate (Blundell et al. (2010)), showing that NLGN isoforms compensate
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for each other, which support the hypothesis that NLGN2 expression could be increased
in Nlgn3-/y.
Altogether, these findings would suggest that in the amygdala NLGN3 is important
for normal inhibitory synaptic function, but does not appear to be essential for excitatory
synaptic function in the amygdala.
3.3.4 Nlgn3-/y show a deficit in thalamo-amygdala LTP
Tetanic stimulations at 30 Hz is a tried- and tested induction protocol for LTP at
thalamo-amygdala synapses across many labs (Bauer et al. (2002); Rodrigues et al.
(2002); Suvrathan et al. (2010)), including ours. Despite this, the success rate for
induction was fairly low even for WT animals (Fig. 3.21). Thalamic inputs to the LA
principal neurons were capable of potentiating (as is seen in Fig. 3.22), where a stronger
tetanic stimulation of 100 Hz could reliably induce LTP. This would suggest that the
cellular machinery for LTP is intact in these neurons.
An explanation for the lower success rate of induction in the WTs could be the
background strain. As you will see in the following chapter, I also performed the same
experiments in a different rat model with successful induction of LTP with 30 Hz tetanic
stimulation in the WTs. The experiments were done using the same stringent criteria for
induction and using the same extracellular and intracellular solutions, but the Nlgn3-/y
were bred on a Sprague-Dawley (SD) background, whereas the other WTs were on the
Long-Evans Hooded (LEH) background strain. Studies have shown strain differences in
behavioural outcomes between SD rats and LEH rats, including amygdala-dependent
behaviour (Turner and Burne (2014); Gökçek-Saraç et al. (2015)). Looking at synaptic
plasticity, it has been shown that SD rats produce significantly less hippocampal LTP
compared to LEH (Bowden et al. (2012); Cao and Harris (2014)), though one study
found no difference between SD and LEH in LTP induction in the CA1 (Hölscher (2002)).
To my knowledge, no investigations have been done into the strain differences on synaptic
plasticity in the LA.
Despite the high rate of failure to induce, LTP at thalamic inputs to the LA appears
to be impaired in Nlgn3-/y. This form of LTP is dependent on both NMDA-receptors
and mGlu5-receptors (Bauer et al. (2002); Rodrigues et al. (2002)), and is gated by
inhibitory transmission (Tsvetkov et al. (2004)). The LTP experiments are performed
in the presence of PTX, which excludes any contribution of inhibitory transmission to
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the LTP deficit.
The impairment in LTP in Nlgn3-/y LA principal neurons at 30 Hz could be due to
an inability to reach threshold for induction caused by insufficient rise in intracellular
Ca2+ concentrations. This could be caused by a decrease in abundance of synaptic
NMDARs or a change in receptor composition. NMDAR-dependent LTP has been
found to be impaired in NLGN KO models (Kim et al. (2008); Blundell et al. (2010);
Jung et al. (2010); Etherton et al. (2011a); Budreck et al. (2013); Jiang et al. (2016)),
though NMDAR-dependent LTP in CA1 pyramidal neurons has also been reported as
normal in several NLGN3 KO/KD mouse model (Etherton et al. (2011a); Shipman
and Nicoll (2012a); Jiang et al. (2016)). Additionally, no alterations to NMDA/AMPA
receptor ratios have been observed in Nlgn3-/y (Varoqueaux et al. (2006); Etherton
et al. (2011a); Jiang et al. (2016)), suggesting that NMDAR function is normal in
absence of NLGN3. It therefore seems unlikely that NLGN3 modulates NMDARs in the
amygdala. NMDAR function could be measured in several ways to confirm if the LTP
deficit is caused by NMDAR dysfunction: investigating NMDAR currents and kinetics;
measurement of AMPAR/NMDAR; or recording of NMDAR mEPSCs would all reveal
if NMDAR function is aberrant in Nlgn3-/y.
Lack of NLGN1 in the amygdala leads to a selective decrease in NMDAR EPSCs
(Kim et al. (2008); Jung et al. (2010)), and a decrease in NLGN1 protein levels are seen
in forebrain from NLGN3 R451C KIs (Tabuchi et al. (2007)). Perhaps an indirect effect
on NMDAR transmission is seen in Nlgn3-/y LA principal neurons mediated through a
decrease in NLGN1 expression. Additional investigations into the expression levels of
NLGN1 and NMDARs in the amygdala, as well as examination of NMDAR-mediated
synaptic transmission are needed to test this hypothesis.
The deficit in LTP could also be caused by a dysfunction of mGluR5. mGluR5-
dependent LTD was found to be exaggerated in hippocampus in a NLGN1 mouse model
(Dang et al. (2018)), but was not altered in hippocampus in the Nlgn3-/y rat (Natasha
Anstey, University of Edinburgh, personal communication). A Nlgn3-/y mouse did
exhibit an increase in the expression of mGluR1 in the cerebellum, which was associated
with an impairment in mGluR-dependent LTD (Baudouin et al. (2012)). From this
it appears that NLGNs’ regulation of mGluRs is isoform and location-dependent, and
mGluR5s could be dysfunctional in the amygdala of Nlgn3-/y rats. To test if this is
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the case, mGluR-LTP or mGluR-LTD at cortico-amygdala synapses in the LA could
be investigated (Cho et al. (2012); Chen et al. (2017)) to clarify if a deficit in mGluR-
dependent plasticity is present at these synapses.
3.3.5 Consequences on behaviour
During fear conditioning, the LA is essential for the acquisition and long-term storage
of fearful memories, as well as coordinating expression of behaviour through the BA
and the CeA (Shin and Liberzon (2010); Tovote et al. (2015); Manassero et al. (2018)).
A central component of associative fear learning is activity-dependent plasticity within
the amygdala. Accumulating evidence suggests that LTP at synaptic inputs carrying
information about the CS to the LA serve as the cellular mechanism underlying the
increase in fear responsiveness to that CS. (Pape and Pare (2010)).
Here I found that thalamo-amygdala LTP was impaired in Nlgn3-/y rats using a 30
Hz tetanus protocol, while LTP was comparable to WT using 100 Hz tetanus. Thalamo-
amygdala synapses in the LTP has been found to potentiate after fear conditioning in
a similar way to potentiation after electrical stimulations at these synapses (Quirk et
al. (1995); Rogan et al. (1997); McKernan and Shinnick-Gallagher (1997)). Therefore,
given the deficit in thalamo-amygdala LTP in Nlgn3-/y, one would expect to find changes
in freezing during condition and recall.
Recently in the lab, an auditory fear conditioning paradigm on the Nlgn3-/y rats was
carried out, which showed that the Nlgn3-/y rats showed a non-significant reduction in
freezing during conditioning, and significantly reduced freezing behaviour during recall
and extinction (Sup. Fig. S2). This could suggest that the Nlgn3-/y rats have problems
with associative learning, consistent with the LTP deficit. However, if the rats were
presented with both cue and context during fear recall, they exhibited a similar freezing
behaviour to WT (Sup. Fig. S2). The rats did not freeze in the context alone indicating
that the Nlgn3-/y rats are capable of associative fear learning, but they need both the
cued and the contextual input to recall the association. The apparent impairment in
cued fear response could be related to the presumed increase in LTP threshold. The LA
principal neurons are capable of potentiation, but need a stronger induction protocol.
This could suggest that Nlgn3-/y would display normal associative learning if given a
stronger association, like a stronger foot shock.
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During fear conditioning, both cortical and thalamic inputs arising from the auditory
cortex and auditory thalamus, respectively, deliver CS information to the LA. Either
pathway alone has been shown to be sufficient as CS transmission routes to facilitate
fear association (Romanski and Ledoux (1992)). It is therefore possible that deficit in
thalamo-amygdala LTP does not translate to a decrease in freezing during conditioning,
because the cortico-amygdala pathway is unaffected in Nlgn3-/y. Futhermore, coactiv-
ation of thalamic and cortical pathways induces input-timing dependent plasticity at
cortical-amygdala synapses (Cho et al. (2012)). So even though the thalamo-amygdala
pathway has a reduced ability for potentiation, it is still able to facilitate the potentiation
at cortico-amygdala synapses, and hence acquire the associative fear learning. This hypo-
thesis could easily be tested by doing paired stimulation of thalamic and cortical inputs
with the thalamic stimulation being delivered 15 ms earlier than the cortical stimulation.
This mimics the temporal pattern of activation in behaving animals during auditory
fear conditioning (Cho et al. (2012)). The expectation would be that cortico-amygdala
potentiation Nlgn3-/y is inducible and comparable to that of WT.
The BA is important for fear avoidance behaviour (Manassero et al. (2018)). In-
terestingly, subsequent fear behaviour experiments have uncovered that Nlgn3-/y rats
express their fear through flight rather than freezing, i.e. the animals will try to escape
from the fear inducing context by running and jumping out the box if able (N. Anstey,
University of Edinburgh, personal communication). The BA principal neurons exhibit
increased firing in the Nlgn3-/y, which could alter their fear expression, leading to rats
trying to avoid the danger instead of freezing. It would be interesting to investigate if
optogenetic inactivation of BA neurons during fear recall would change the Nlgn3-/y’s
behaviour from avoidance to freezing.
3.4 Summary
In summary, the findings in this chapter show that NLGN3 is important for normal
amygdala function demonstrated through a variety of experiments. The loss of NLGN3
results in age-dependent increase in intrinsic excitability of BLA principal neurons.
Whereas NLGN3 displays no involvement in basal excitatory synapse function, it is
important for regulating inhibitory synaptic function in the LA. These findings support
the theory that NLGNs are involved in regulating synapse maintenance, rather than
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formation. Interestingly, the change in inhibitory transmission was restricted to the LA
showing that NLGN3 loss can have distinct effects on closely associated brain regions.
Finally, the loss of NLGN3 results in failure to induce LTP at a major sensory input






SynGAP is well known for its role in regulating glutamatergic synapses through
modulation of GTPase signaling in the PSD (Chen et al. (1998); Kim et al. (1998);
Vazquez et al. (2004); Rumbaugh et al. (2006); Ozkan et al. (2014); Araki et al. (2015)),
however it has been proposed by Walkup et al. (2016) that an important function of
SynGAP is its ability to regulate the composition of the PSD, and thereby synaptic
strength, through its association with PSD-95 — a role that is independent of the
GTPase activity. The ’slot’ hypothesis proposed by Walkup et al. (2016) suggests that
SynGAP binds to and sequesters PDZ slots in the PSD-95, and that this sequestering
is essential for structural and functional organisation of the PSD. Synaptic strength is
then enhanced when SynGAP is reduced, either genetically or during activity-induced
dispersion, and the PDZ binding slots become available. Other PDZ binding proteins
are allowed to take the place of SynGAP, proteins that may stabilize and/or recruit
AMPARs at the synapse, resulting in strengthening of the synapse.
A reduction in SynGAP expression results in an increased number of AMPARs at the
synapse (Kim et al. (2003); Vazquez et al. (2004)) and accelerated synapse formation
(Vazquez et al. (2004); Clement et al. (2012)) leading to a shift in excitatory/inhibitory
balance (Clement et al. (2013)). Furthermore, aberrant synaptic plasticity is observed
in Syngap haploinsufficiency (Komiyama et al. (2002); Kim et al. (2003); Carlisle et al.
(2008); Ozkan et al. (2014); Barnes et al. (2015)). Moreover, Syngap haploinsufficient
rats display enhanced fear recall after fear conditioning (Sup. Fig. S3; Dr. Sally Till,
University of Edinburgh, unpublished).
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It is likely that the reduction in SynGAP and the resulting decrease in its ability
to compete for PDZ domains contribute to disease-relevant phenotypes as significantly
as the reduction in synaptic Ras/Rap GAP activity. Dissecting the distinct molecular
functions of SynGAP, and how they contribute to individual phenotypes, is necessary
to further our understanding of this critical neurodevelopmental gene. Until now, the
effects of a reduction of SynGAP in animal models has been restricted to null-mutations.
It is therefore unclear how the distinct functions of SynGAP influence the phenotypes
associated with Syngap loss-of-function. This thesis is the first study seeking to dissect
the distinct molecular functions of SynGAP, and how they contribute to disease-relevant
phenotypes by dissociating phenotypes observed in a null mutation and GAP deletion
model of SynGAP haploinsufficiency.
In this chapter, I will seek to decipher the relative contributions of the two functional
roles of SynGAP to the cellular physiology of principal neurons in amygdala. Two rats
models have been developed for this purpose; a heterozygous null deletion of Syngap,
Syngap+/-; and a heterozygous Syngap with its GAP domain deleted, Syngap+/∆GAP.
The Syngap+/∆GAP rat model has an in-frame deletion in exon 8–12 — the exons
partly encoding the GAP domain — thereby creating a SynGAP protein without a
functional GAP domain. This truncated protein still gets transported to the postsynaptic
compartment (Fig. 2.2), where it can potentially execute its GAP-independent functions.
Syngap+/-, on the other hand, is a null allele resulting in a 50% reduction of functional
SynGAP protein. These two models can be used in unison to elucidate what roles the
functional domains play in the synapse.
Based on the presumed functional roles of SynGAP, and studies in culture and
Syngap+/- mice models, I hypothesised that a reduction in SynGAP would lead to
increased excitability and excitatory synaptic transmission in Syngap+/-, and that
Syngap+/∆GAP would display the same phenotypes if the GAP domain is necessary
and not only sufficient for the increase in synaptic strength. I postulated that the
changes could be restricted to an earlier post-natal developmental stage, as studies in-
dicate that SynGAP controls the trajectory of synapse maturation during development
(Clement et al. (2012, 2013)). To test this, I investigated the intrinsic excitability of
BLA principal neurons in p14 and p28 in the two Syngap rat models. Moreover, I ex-
amined the effect on basal excitatory and inhibitory synaptic transmission, in addition
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to measuring activity-induced synaptic transmission at thalamo-amygdala synapses.
4.2 Results
The Syngap+/- and Syngap+/∆GAP rats were bred in separate colonies, and therefore
each have their own WT control groups. The WTs are both denoted as Syngap+/+, but
with distinct colours: Syngap+/- WTs are light grey; whereas Syngap+/∆GAP WTs are
black. To make comparison between models easier, a similar set of protocols to those
done in Nlgn3-/y were performed in the two SynGAP models.
4.2.1 Comparable intrinsic properties of principal neurons of the BLA
in Syngap haploinsufficiency models
SynGAP expression in the amygdala is very strong from p4–p14 (Porter et al. (2005)),
suggesting that this period of brain development can be sensitive to reduced SynGAP
protein expression. In agreement with this, an increased intrinsic excitability phenotype
in hippocampus was observed in Syngap+/- mice at p8–9, though this had normalised
by p14–16 (Clement et al. (2012)). I hypothesised that principal neurons in LA and BA
would display an increase in intrinsic excitability at p14 as a consequence of SynGAP
reduction.
To investigate the role of SynGAP on intrinsic cell physiology, a range of intrinsic
properties were measured. Passive membrane properties (RMP, membrane time con-
stant (τ), input resistance (Ri), membrane capacitance (CM), and sag) were examined
in p14 LA principal neurons and were found to be comparable between Syngap+/-,
Syngap+/∆GAP, and their respective WT controls (Fig. 4.1). A series of incremental
depolarising current injections revealed no changes in intrinsic firing in Syngap+/- nor
in Syngap+/∆GAP (Fig. 4.2). As expected from the normal intrinsic excitability, no
changes were observed in action potential properties between either groups (Fig. 4.3),
nor were any post action potential currents altered in LA from neither Syngap+/- or
Syngap+/∆GAP at p14 (Fig. 4.4).
Similarly to LA, no changes were found in passive membrane properties in p14 BA
principal neurons in Syngap+/- or in Syngap+/∆GAP (Fig. 4.5). Syngap+/- displayed
comparable intrinsic excitability and rheobase to Syngap+/+ (Fig. 4.6). The voltage
threshold for AP initiation was found to be significantly different in Syngap+/- compared
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Figure 4.1: Passive membrane properties were not affected by a decrease in SynGAP or
lack of the GAP domain in LA principal neurons at p14. (A) Resting membrane potential
measured during 1 min of I=0 shows that Syngap+/- LA neurons have a comparable RPM to Syngap+/+
(WT: -65.72 ± 1.14 mV, n=17 cells/7 animals; Syngap+/- : -66.78 ± 1.33 mV, n=16 cells/7 animals;
p=0.56, Student’s unpaired t-test), as were the case between Syngap+/∆GAP and their WT littermates
(Syngap+/+: -68.01 ± 0.54 mV, n=32 cells/14 animals; Syngap+/∆GAP: -69.19 ± 0.98 mV, n=20 cells/8
animals; p=0.26, Student’s unpaired t-test). (B) The membrane time constant, τ , was not significantly
different between the genotypes (Syngap+/+: 37.50 ± 3.04 ms, n=17 cells/7 animals; Syngap+/-: 39.33
± 1.82 ms, n=16 cells/7 animals; p=0.61, Student’s unpaired t-test; Syngap+/+: 44.73 ± 1.87 ms, n=32
cells/14 animals; Syngap+/∆GAP: 44.53 ± 1.97 ms, n=20 cells/8 animals; p=0.95, Student’s Student’s
unpaired t-test.) (C) The input resistance was comparable between genotypes (Syngap+/+: 169.9 ±
4.99 MΩ, n=17 cells/7 animals; Syngap+/-: 175.3 ± 9.91 MΩ, n=16 cells/7 animals; p=0.63, Student’s
unpaired t-test; Syngap+/+: 248.5 ± 16.51 MΩ, n=32 cells/14 animals; Syngap+/∆GAP: 226.4 ± 12.27
MΩ, n=20 cells/8 animals; p=0.37, Student’s unpaired t-test.) (D) Membrane capacitance was not
significantly different in Syngap+/- or Syngap+/∆GAP compared to their respective WT littermates
(Syngap+/+: 195.9 ± 8.57 pF, n=17 cells/7 animals; Syngap+/-: 195.0 ± 5.02 pF, n=16 cells/7 animals;
p=0.92, Student’s unpaired t-test; Syngap+/+: 188.2 ± 6.55 pF, n=32 cells/14 animals; Syngap+/∆GAP:
200.5 ± 5.49 pF, n=20 cells/8 animals; p=0.22, Student’s unpaired t-test.) (E) Sag, a measure of Ih,
was similar between genotypes (Syngap+/+: 7.1 ± 1.01%, n=17 cells/7 animals; Syngap+/-: 8.45 ±
1.54%, n=16 cells/7 animals; p=0.48, Student’s unpaired t-test; Syngap+/+: 11.94 ± 1.83%, n=32
cells/14 animals; Syngap+/∆GAP: 13.33 ± 2.63%, n=20 cells/8 animals; p=0.66, Student’s unpaired
t-test.)
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Figure 4.2: SynGAP+/- and SynGAP+/∆GAP LA principal neurons at p14 exhibit a com-
parable firing rate to WT littermates. (A) Example traces of Syngap+/- and Syngap+/∆GAP and
their respective WT littermates, Syngap+/+ voltage responses to rheobase and +200 pA current steps.
Scale 100 ms, 20 mV. (B) Syngap+/- and Syngap+/∆GAP LA neurons firing frequencies to a series
of depolarising current injections (0-200pA) are comparable to that of WT (Syngap+/+/ Syngap+/-:
F(1,12)=0.48; p=0.50, 2-way RM-ANOVA; Syngap+/+/ Syngap+/ GAP: F(1,15)=1.41; p=0.25, 2way
RM-ANOVA)). (C) Rheobase was not significantly changed in either genotype (Syngap+/+: 129.2 ±
10.19 pA, n=17 cells/7 animals; Syngap+/-: 120.5 ±7.19 pA, n=16 cells/7 animals; p=0.50, Student’s
unpaired t-test; Syngap+/+: 100.4 ± 5.1 pA, n=32 cells/14 animals; Syngap+/ GAP: 95.05 ±6.09 pA,
n=20 cells/9 animals; p=0.51, Student’s unpaired t-test ).
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Figure 4.3: Action potential properties in SynGAP+/- and SynGAP+/∆GAP LA principal
neurons at p14 are comparable to their WT littermates. (continued on next page)
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Figure 4.3: (contiued) (A) AP threshold was comparable between genotypes (Syngap+/+: -32.02 ±
1.44 mV, n=17 cells/7 animals; Syngap+/-: -30.69 ± 0.82 mV, n=16 cells/7 animals; p=0.44, Student’s
unpaired t-test; Syngap+/+: -34.23 ± 0.65 mV, n=32 cells/14 animals; Syngap+/∆GAP: -36.09 ± 0.93
mV, n=20 cells/8 animals; p=0.11, Student’s unpaired t-test). (B) AP amplitude measured from
threshold was not different to WT littermates in neither Syngap+/- nor Syngap+/∆GAP (Syngap+/+:
70.74 ± 1.41 mV, n=17 cells/7 animals; Syngap+/-: 69.51 ± 1.19 mV, n=16 cells/7 animals; p=0.52,
Student’s unpaired t-test; Syngap+/+: 79.12 ± 0.96 mV, n=32 cells/14 animals; Syngap+/∆GAP: 79.55
± 1.21 mV, n=20 cells/8 animals; p=0.79, Student’s unpaired t-test). (C) AP half width at half AP
height was similar between genotypes (Syngap+/+: 1.11 ± 0.04 ms, n=17 cells/7 animals; Syngap+/-:
1.16 ± 0.06 ms, n=16 cells/7 animals; p=0.54, unpaired Student’s unpaired t-test; Syngap+/+: 1.36
± 0.04 ms, n=32 cells/14 animals; Syngap+/∆GAP: 1.34 ± 0.05 ms, n=20 cells/8 animals; p=0.73,
Student’s unpaired t-test). (D) TOP: Phase plot of action potential in Syngap+/+ (grey) and Syngap+/-
(light blue) LA neuron. BOTTOM: Phase plot of action potential in Syngap+/+ (black) and Syngap+/-
(dark blue) LA neuron. (E) Max dv/dt was comparable between genotypes (Syngap+/+: 256.6 ±
14.55 mV/ms, n=17 cells/7 animals; Syngap+/-: 251.6 ± 12.04 mV/ms, n=16 cells/7 animals; p=0.80,
Student’s unpaired t-test; Syngap+/+: 241.0 ± 7.80 mV/ms, n=32 cells/14 animals; Syngap+/∆GAP:
244.9 ± 11.36 mV/ms, n=20 cells/8 animals; p=0.77, Student’s unpaired t-test), as was min dv/dt (F)
(Syngap+/+: -56.15 ± 3.74 mV/ms, n=17 cells/7 animals; Syngap+/-: -53.28 ± 3.22 mV/ms, n=16
cells/7 animals; p=0.57, Student’s unpaired t-test; Syngap+/+: -49.53 ± 1.86 mV/ms, n=32 cells/14
animals; Syngap+/∆GAP: -51.03 ± 3.50 mV/ms, n=20 cells/8 animals; p=0.68, Student’s unpaired
t-test).
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Figure 4.4: Post AP currents are not changed in SynGAP+/- or SynGAP+/∆GAP LA
principal neurons at p14. (continued on next page)
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Figure 4.4: (continued) (A) Example traces of the maximum AHP evoked by a train of 5 pulses at 100
Hz in (TOP) Syngap+/+ (grey) and Syngap+/- (light blue) LA neurons, and (BOTTOM) Syngap+/+
(black) and Syngap+/∆GAP (dark blue). Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5
pulses at varying frequencies (20–100Hz) shows no significant differences between genotypes (Syngap+/+/
Syngap+/-: F(1,11)=0.28; p=0.60, 2way RM-ANOVA; Syngap+/+/ Syngap+/ GAP: F(1,20)=0.66;
p=0.43, 2way RM-ANOVA). (C) Example traces of sAHP after a train of 15 action potentials at 50
Hz in (TOP) Syngap+/+ (grey) and Syngap+/- (light blue), and (BOTTOM) Syngap+/+ (black) and
Syngap+/∆GAP (dark blue) LA neurons. Scale 100ms, 5mV. (D) No significant difference was observed
between either genotypes in sAHP (Syngap+/+: -0.74 ± 0.10mV, n=17 cells/7 animals; Syngap+/-: -1.02
± 0.18ms, n=16 cells/7 animals; p=0.19, Student’s unpaired t-test; Syngap+/+: -1.68 ± 0.12mV, n=28
cells/13 animals; Syngap+/∆GAP: -1.40 ± 0.12mV, n=20 cells/8 animals; p=0.14, Student’s unpaired
t-test). (E) Example traces of ADP following a single action potential in (TOP) Syngap+/+ (grey)
and Syngap+/- (light blue), and (BOTTOM) Syngap+/+ (black) and Syngap+/∆GAP (dark blue) LA
neurons. Scale bar 10ms, 20mV. (F) ADP after a single action potential was similar between genotypes
Syngap+/+: 24.43 ± 1.57mV, n=17 cells/7 animals; Syngap+/-: 25.93 ± 3.72ms, n=16 cells/7 animals;
p=0.72, Student’s unpaired t-test; Syngap+/+: 25.14 ± 0.88mV, n=32 cells/14 animals; Syngap+/∆GAP:
22.30 ± 1.20mV, n=20 cells/8 animals; p=0.07, Student’s unpaired t-test).
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Figure 4.5: Passive membrane properties were not affected by a decrease in SynGAP or
lack of the GAP domain in BA principal neurons at p14. (A) Resting membrane potential
measured during 1 min of I=0 shows that Syngap+/- BA neurons have a comparable RPM to Syngap+/+
(WT: -66.42 ± 0.56 mV, n=13 cells/6 animals; Syngap+/- : -65.13 ± 0.74 mV, n=18 cells/7 animals;
p=0.20, Student’s unpaired t-test), as were the case between Syngap+/∆GAP and their WT littermates
(Syngap+/+: -68.16 ± 0.70 mV, n=34 cells/14 animals; Syngap+/∆GAP: -68.79 ± 0.90 mV, n=17 cells/8
animals; p=0.59, Student’s unpaired t-test). (B) The membrane time constant, τ , was not significantly
different between the genotypes (Syngap+/+: 24.11 ± 2.13 ms, n=13 cells/6 animals; Syngap+/-: 23.62
± 1.64 ms, n=16 cells/7 animals; p=0.86, Student’s unpaired t-test; Syngap+/+: 32.70 ± 1.07 ms, n=34
cells/14 animals; Syngap+/∆GAP: 31.56 ± 1.57 ms, n=17 cells/8 animals; p=0.54, Student’s unpaired t-
test.) (C) The input resistance was comparable between genotypes (Syngap+/+: 88.51 ± 3.67 MΩ, n=13
cells/6 animals; Syngap+/-: 95.15 ± 11.6 MΩ, n=18 cells/7 animals; p=0.61, Student’s unpaired t-test
with Welch’s correction; Syngap+/+: 134.0 ± 5.80 MΩ, n=34 cells/14 animals; Syngap+/∆GAP: 123.5
± 6.27 MΩ, n=17 cells/8 animals; p=0.26, Student’s unpaired t-test). (D) Membrane Capacitance was
not significantly different in Syngap+/- or Syngap+/∆GAP compared to their respective WT littermates
(Syngap+/+: 288.0 ± 8.75 pF, n=13 cells/6 animals; Syngap+/-: 266.8 ± 11.64 pF, n=18 cells/7 animals;
p=0.19, Student’s unpaired t-test; Syngap+/+: 249.7 ± 7.54 pF, n=34 cells/14 animals; Syngap+/∆GAP:
260.2 ± 9.01 pF, n=17 cells/8 animals; p=0.40, Student’s unpaired t-test.) (E) Sag, a measure of Ih,
was similar between genotypes (Syngap+/+: 16.41 ± 1.67%, n=13 cells/6 animals; Syngap+/-: 16.84
± 1.44%, n=18 cells/7 animals; p=0.85, Student’s unpaired t-test; Syngap+/+: 15.47 ± 1.36%, n=34
cells/14 animals; Syngap+/∆GAP: 15.9 ± 0.81%, n=17 cells/8 animals; p=0.79, Student’s unpaired
t-test with Welch’s correction).
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Figure 4.6: SynGAP+/- and SynGAP+/∆GAP BA principal neurons at p14 exhibit a com-
parable firing rate to WT littermates. (A) Example traces of Syngap+/- and Syngap+/∆GAP and
their respective WT littermates, Syngap+/+, voltage responses to rheobase and +200 pA current steps.
Scale 100 ms, 20 mV. (B) Syngap+/- and Syngap+/∆GAP BA neurons firing frequencies to a series
of depolarising current injections (0–200pA) are comparable to that of WT (Syngap+/+/ Syngap+/-:
F(1,8)=0.27; p=0.62, 2-way RM-ANOVA; Syngap+/+/Syngap+/∆GAP: F(1,15)=1.39; p=0.26, 2way
RM-ANOVA)). (C) Rheobase was not significantly changed in either genotype (Syngap+/+: 158.7 ±
8.34 pA, n=8 cells/5 animals; Syngap+/-: 154.1 ±7.47 pA, n=7 cells/5 animals; p=0.50, Student’s
unpaired t-test; Syngap+/+: 138.3 ± 7.16 pA, n=34 cells/14 animals; Syngap+/∆GAP: 132.5 ±8.58 pA,
n=20 cells/9 animals; p=0.62, Student’s unpaired t-test ).
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to Syngap+/+, however all other action potential properties were found to be comparable
(Fig. 4.7). Since no other changes to intrinsic properties were found, the significant
differences in voltage threshold was considered to be a false positive.
Similar post action potential currents were found to Syngap+/- compared to its WT
control (Fig. 4.8). Syngap+/∆GAP BA principal neurons showed a decrease in number
of action potentials fired, though this was not significantly different (Fig. 4.6). Action
potential properties were not affected in Syngap+/∆GAP BA principal neurons at p14
(Fig. 4.7), and no significant changes were observed in post action potential currents
between Syngap+/∆GAP and Syngap+/+ (Fig. 4.8).
Taken together, this data suggests that a reduction of whole SynGAP or loss of
its GAP domain has little to no consequences on intrinsic properties in LA and BA
principal neurons at p14.
4.2.2 SynGAP+/- display an increase in firing in LA principal neurons
at p28
SynGAP expression peaks between p4 and p14, followed by a decrease in expression
with age (Porter et al. (2005)). You might therefore expect to see physiological changes
emerge at an early post natal age, but development of phenotypes later in development
has also been observed (Ozkan et al. (2014)). The latter could be compensatory to
correct for more direct effects following SynGAP reduction.
Similarly to p14 LA principal neurons, no significant changes were found in passive
membrane properties in LA principal neurons from p28 animals between Syngap+/-,
Syngap+/∆GAP, and their respective WT controls (Fig. 4.9). In response to depolar-
ising current steps, Syngap+/∆GAP demonstrated a similar rate of firing to Syngap+/+
in LA (Fig. 4.10). However, Syngap+/- showed a significant increase in firing at in-
creasing depolarising current steps (Fig. 4.10B; effect of interaction: F(16,192)=6.15;
p<0.001, 2way RM-ANOVA). A decrease in rheobase was seen in Syngap+/- compared
to Syngap+/+, albeit this was not significant (Fig. 4.10C). Measuring the action po-
tential waveform and kinetics revealed no significant differences in either model (Fig.
4.11), suggesting that the active cation currents underlying APs are not causing the
changes observed in firing rate in Syngap+/- LA principal neurons. The post action
potential currents (mAHP, sAHP, and ADP) were all found to be comparable between
Syngap+/-, Syngap+/∆GAP, and their respective WT controls (Fig. 4.12), hence these
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Figure 4.7: Action potential properties in SynGAP+/- and SynGAP+/∆GAP BA principal
neurons at p14 are comparable to their WT littermates. (continued on next page)
101
Figure 4.7: (continued) (A) AP threshold was significantly different between Syngap+/- and Syngap+/+
(Syngap+/+: -37.3 ± 0.59 mV, n=8 cells/5 animals; Syngap+/-: -33.39 ± 1.42 mV, n=7 cells/5 animals;
p=0.04, Student’s unpaired t-test), but comparable between Syngap+/- and Syngap+/+ Syngap+/+:
-37.99 ± 0.73 mV, n=34 cells/14 animals; Syngap+/∆GAP: -39.77 ± 1.22 mV, n=20 cells/8 animals;
p=0.19, Student’s unpaired t-test). (B) AP amplitude measured from threshold was not different to WT
littermates in neither Syngap+/- nor Syngap+/∆GAP (Syngap+/+: 76.3 ± 1.58 mV, n=7 cells/5 animals;
Syngap+/-: 72.54 ± 2.66 mV, n=7 cells/5 animals; p=0.26, Student’s unpaired t-test; Syngap+/+:
83.24 ± 0.74 mV, n=34 cells/14 animals; Syngap+/∆GAP: 85.04 ± 0.88 mV, n=20 cells/8 animals;
p=0.14, Student’s unpaired t-test). (C) AP half width at half AP height was similar between genotypes
(Syngap+/+: 1.03 ± 0.03 ms, n=8 cells/5 animals; Syngap+/-: 1.09 ± 0.06 ms, n=7 cells/5 animals;
p=0.42, Student’s unpaired t-test; Syngap+/+: 1.36 ± 0.06ms, n=34 cells/14 animals; Syngap+/∆GAP:
1.33 ± 0.06ms, n=20 cells/8 animals; p=0.70, Student’s unpaired t-test). (D) Phase plot of action
potential in (TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and
Syngap+/- (dark blue) BA neurons. (E) Max dv/dt was comparable between genotypes (Syngap+/+:
286.2± 11.3mV/ms, n=8 cells/5 animals; Syngap+/-: 278.1± 28.76mV/ms, n=7 cells/5 animals; p=0.80,
Student’s unpaired t-test; Syngap+/+: 255.9 ± 9.88mV/ms, n=34 cells/14 animals; Syngap+/∆GAP:
268.1 ± 16.23mV/ms, n=20 cells/8 animals; p=0.50, Student’s unpaired t-test), as was min dv/dt (F)
(Syngap+/+: -64.13 ± 2.04mV/ms, n=8 cells/5 animals; Syngap+/-: -59.0 ± 5.61mV/ms, n=7 cells/5
animals; p=0.42, Student’s unpaired t-test; Syngap+/+: -53.22 ± 2.76mV/ms, n=34 cells/14 animals;
Syngap+/∆GAP: -53.52 ± 3.36mV/ms, n=20 cells/8 animals; p=0.95, Student’s unpaired t-test).
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Figure 4.8: Post AP currents are not changed in SynGAP+/- or SynGAP+/∆GAP BA
principal neurons at p14. (continued on next page)
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Figure 4.8: (continued) (A) Example traces of the maximum AHP evoked by a train of 5 pulses
at 100 Hz in (TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and
Syngap+/∆GAP (dark blue) BA neurons. Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5
pulses at varying frequencies (20–100Hz) shows no significant differences between genotypes (Syngap+/+/
Syngap+/-: F(1,11)=0.18; p=0.68, 2way RM-ANOVA; Syngap+/+/ Syngap+/ GAP: F(1,20)=0.90;
p=0.35, 2way RM-ANOVA). (C) Example traces of sAHP after a train of 15 action potentials at 50 Hz in
(TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP
(dark blue) BA neurons. Scale 100 ms, 5 mV. (D) No significant difference was observed between either
genotypes in sAHP (Syngap+/+: -0.31 ± 0.09 mV, n=13 cells/6 animals; Syngap+/-: -0.38 ± 0.05 ms,
n=18 cells/7 animals; p=0.49, Student’s unpaired t-test; Syngap+/+: -0.89 ± 0.09 mV, n=30 cells/13
animals; Syngap+/∆GAP: -0.79 ± 0.15 mV, n=16 cells/8 animals; p=0.56, Student’s unpaired t-test).
(E) Example traces of ADP following a single action potential in (TOP) Syngap+/+ (grey), Syngap+/-
(light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark blue) BA neurons. Scale bar 10
ms, 20 mV. (F) ADP after a single action potential was similar between genotypes Syngap+/+: 17.95 ±
0.62 mV, n=13 cells/6 animals; Syngap+/-: 19.32 ± 0.80 ms, n=18 cells/7 animals; p=0.21, Student’s
unpaired t-test; Syngap+/+: 18.99 ± 0.79 mV, n=31 cells/14 animals; Syngap+/∆GAP: 17.23 ± 1.00
mV, n=17 cells/8 animals; p=0.07, Student’s unpaired t-test).
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Figure 4.9: Passive membrane properties were not affected by a decrease in SynGAP or
lack of the GAP domain in LA principal neurons at p28 (A) Resting membrane potential
measured during 1 min of I=0 shows that both Syngap+/- and Syngap+/∆GAP LA neurons have a
comparable RPM to their WT littermates (Syngap+/+: -66.19 ± 1.51 mV, n=22 cells/6 animals;
Syngap+/-: -65.72 ± 0.81 mV, n=29 cells/8 animals; p=0.77, Student’s unpaired t-test; Syngap+/+:
-72.56 ± 1.04 mV, n=24 cells/8 animals; Syngap+/∆GAP: -71.43 ± 1.02 mV, n=24 cells/9 animals;
p=0.45, Student’s unpaired t-test). (B) The membrane time constant, τ , was not significantly different
between the genotypes (Syngap+/+: 35.65 ± 2.72 ms, n=22 cells/6 animals; Syngap+/-: 36.22 ± 1.48
ms, n=29 cells/8 animals; p=0.85, Student’s unpaired t-test; Syngap+/+: 44.77 ± 2.34 ms, n=24 cells/8
animals; Syngap+/∆GAP: 43.36 ± 3.41 ms, n=24 cells/9 animals; p=0.74, Student’s unpaired t-test.)
(C) The input resistance was comparable between genotypes (Syngap+/+: 163.0 ± 13.57 MΩ, n=22
cells/6 animals; Syngap+/-: 176.5 ± 8.87 MΩ, n=29 cells/8 animals; p=0.40, Student’s unpaired t-test;
Syngap+/+: 189.7 ± 11.66 MΩ, n=24 cells/8 animals; Syngap+/∆GAP: 185.1 ± 15.5 MΩ, n=24 cells/9
animals; p=0.82, Student’s unpaired t-test.) (D) Membrane Capacitance was not significantly different
in Syngap+/- or Syngap+/∆GAP compared to their respective WT littermates (Syngap+/+: 231.4 ±
9.55 pF, n=22 cells/6 animals; Syngap+/-: 215.2 ± 9.74 pF, n=29 cells/8 animals; p=0.27, Student’s
unpaired t-test; Syngap+/+: 245.5 ± 12.63 pF, n=24 cells/8 animals; Syngap+/∆GAP: 243.4 ± 19.26
pF, n=24 cells/9 animals; p=0.93, Student’s unpaired t-test.) (E) Sag, a measure of Ih, was similar
between genotypes (Syngap+/+: 7.53 ± 0.61%, n=22 cells/6 animals; Syngap+/-: 7.91 ± 0.78%, n=29
cells/8 animals; p=0.72, Student’s unpaired t-test; Syngap+/+: 5.92 ± 0.88%, n=24 cells/8 animals;
Syngap+/∆GAP: 8.33 ± 1.88%, n=24 cells/9 animals; p=0.28, Student’s unpaired t-test.)
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Figure 4.10: SynGAP+/- p28 LA principal neurons have an increase in firing rate compared
to WT littermates. (A) Example traces of Syngap+/- and Syngap+/∆GAP and their respective WT
littermates, Syngap+/+, voltage responses to rheobase and +400 pA current steps. Scale 100 ms, 20
mV. (B) Syngap+/- p28 LA principal neurons show an increase in firing rate compared to Syngap+/+
(F(16,192)=6.15; p<0.0001, 2way RM-ANOVA with Sidak post hoc correction), whereas Syngap+/∆GAP
LA neurons firing rates are comparable to that of WT (F(1,15)=0.22; p=0.65, 2-way RM-ANOVA).
(C) Rheobase was not significantly changed in either genotype (Syngap+/+: 172.9 ± 13.80 pA, n=22
cells/6 animals; Syngap+/-: 149.7 ± 9.26 pA, n=29 cells/8 animals; p=0.17, Student’s unpaired t-test;
Syngap+/+: 166.5 ± 4.9 pA, n=24 cells/8 animals; Syngap+/ GAP: 178.4 ±11.1 pA, n=24 cells/9
animals; p=0.35, Student’s unpaired t-test ).
106
Figure 4.11: Action potential properties in SynGAP+/- and SynGAP+/∆GAP LA principal
neurons at p28 are comparable to their WT littermates. (continued on next page)
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Figure 4.11: (continued) (A) AP threshold was comparable between genotypes (Syngap+/+: -30.28 ±
1.09 mV, n=22 cells/6 animals; Syngap+/-: -32.1 ± 1.03 mV, n=29 cells/8 animals; p=0.26, Student’s
unpaired t-test; Syngap+/+: -30.49 ± 1.00 mV, n=24 cells/8 animals; Syngap+/∆GAP: -31.63 ± 1.21
mV, n=24 cells/9 animals; p=0.49, Student’s unpaired t-test). (B) AP amplitude measured from
threshold was not different to WT littermates in neither Syngap+/- nor Syngap+/∆GAP (Syngap+/+:
71.9 ± 2.08mV, n=22 cells/6 animals; Syngap+/-: 75.08 ± 1.06mV, n=29 cells/8 animals; p=0.17,
Student’s unpaired t-test; Syngap+/+: 63.62 ± 1.30mV, n=24 cells/8 animals; Syngap+/∆GAP: 63.9
± 1.65mV, n=24 cells/9 animals; p=0.90, Student’s unpaired t-test). (C) AP half width at half AP
height was similar between genotypes (Syngap+/+: 0.99 ± 0.04ms, n=22 cells/6 animals; Syngap+/-:
1.00 ± 0.01ms, n=29 cells/8 animals; p=0.97, Welch’s unpaired t-test with; Syngap+/+: 1.19 ± 0.04ms,
n=24 cells/8 animals; Syngap+/∆GAP: 1.15 ± 0.02ms, n=24 cells/9 animals; p=0.26, unpaired t-test).
(D) (TOP) Phase plot of action potential in Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM)
Syngap+/+ (black), and Syngap+/- (dark blue) LA neurons. (E) Max dv/dt was comparable between
genotypes (Syngap+/+: 252.0 ± 17.95 mV/ms, n=22 cells/6 animals; Syngap+/-: 256.0 ± 10.46 mV/ms,
n=29 cells/8 animals; p=0.84, Student’s unpaired t-test; Syngap+/+: 204.0 ± 5.09 mV/ms, n=24 cells/8
animals; Syngap+/∆GAP: 209.1 ± 11.16 mV/ms, n=24 cells/9 animals; p=0.69, Student’s unpaired
t-test), as was min dv/dt (F) (Syngap+/+: -67.38 ± 2.91 mV/ms, n=22 cells/6 animals; Syngap+/-:
-69.75 ± 1.43 mV/ms, n=29 cells/8 animals; p=0.44, Student’s unpaired t-test; Syngap+/+: -57.91
± 1.25 mV/ms, n=24 cells/8 animals; Syngap+/∆GAP: -59.29 ± 2.94 mV/ms, n=24 cells/9 animals;
p=0.68, Student’s unpaired t-test).
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Figure 4.12: Post AP currents are not changed in SynGAP+/- or SynGAP+/∆GAP LA
principal neurons at p28 (continued on next page)
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Figure 4.12: (continued) (A) Example traces of the maximum AHP evoked by a train of 5 pulses
at 100 Hz in (TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and
Syngap+/∆GAP (dark blue). Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5 pulses at varying
frequencies (20-100Hz) shows no significant differences between genotypes (Syngap+/+/ Syngap+/-:
F(1,12)=0.08; p=0.78, 2way RM-ANOVA; Syngap+/+/ Syngap+/ GAP: F(1,15)=0.0003; p=0.99,
2way RM-ANOVA). (C) Example traces of sAHP after a train of 15 action potentials at 50 Hz in
(TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP
(dark blue) LA neurons. Scale 100ms, 5mV. (D) No significant difference was observed between either
genotypes in sAHP (Syngap+/+: -0.95 ± 0.11 mV, n=22 cells/6 animals; Syngap+/-: -0.98 ± 0.12 mV,
n=29 cells/8 animals; p=0.88, Student’s unpaired t-test; Syngap+/+: -1.00 ± 0.19 mV, n=24 cells/8
animals; Syngap+/∆GAP: -0.96 ± 0.21 mV, n=24 cells/9 animals; p=0.88, Student’s unpaired t-test).
(E) Example traces of ADP following a single action potential in (TOP) Syngap+/+ (grey), Syngap+/-
(light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark blue) LA neurons. Scale bar 10
ms, 20 mV. (F) ADP after a single action potential was similar between genotypes Syngap+/+: 25.05 ±
1.16 mV, n=22 cells/6 animals; Syngap+/-: 23.52 ± 0.68 mV, n=29 cells/8 animals; p=0.25, Student’s
unpaired t-test; Syngap+/+: 22.46 ± 0.76 mV, n=24 cells/8 animals; Syngap+/∆GAP: 24.12 ± 1.05 mV,
n=24 cells/9 animals; p=0.23, Student’s unpaired t-test).
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do not contribute to the changes in excitability in Syngap+/- LA principal neurons.
In the BA, Syngap+/- principal neurons at p28 presented with similar passive mem-
brane properties to Syngap+/+ (Fig. 4.13). Syngap+/∆GAP BA principal neurons dis-
played no significant changes in passive membrane properties, though both the mem-
brane time constant and the input resistance were trending to a decrease compared to
Syngap+/+. Whereas Syngap+/- principal neurons in the LA displayed an increase in
firing, BA principal neurons from Syngap+/- had a comparable firing rate to that of
Syngap+/+ (Fig. 4.14). Syngap+/∆GAP BA principal neurons, on the other hand, were
hypoexcitable compared to Syngap+/+ (Fig. 4.14B; effect of interaction F(16, 256)=6.75;
p<0.001, 2way RM-ANOVA), which was associated with a significant increase in rheo-
base (Fig. 4.14C; Syngap+/+: 205.1 ± 8.7 pA, n=24 cells/8 animals; Syngap+/∆GAP:
240.4 ±12.36 pA, n=29 cells/10 animals; p=0.04, Student’s unpaired t-test).
The decrease in firing in Syngap+/∆GAP BA principal neurons could not be explained
by changes to action potential waveforms or kinetics, as these were all comparable to
Syngap+/+ (Fig. 4.15). Additionally, post action potential currents were not altered in
Syngap+/∆GAP (Fig. 4.16), and thus does not underlie the hypoexcitability. Syngap+/-
displayed comparable action potential properties and kinetics to Syngap+/+ (Fig. 4.15),
as well as similar post AP currents in BA principal neurons at p28 (Fig. 4.16).
In sum, divergent Syngap model and nuclei distinct alterations to intrinsic excitability
was detected after longer term reduction in SynGAP and its GAP domain, supporting
the theory of several functionally important domain in SynGAP.
4.2.3 No effects on mEPSC amplitudes or frequencies were associated
with loss of SynGAP or its GAP domain
SynGAP has been shown to regulate AMPAR trafficking (Kim et al. (2003); Vazquez
et al. (2004)). As a result of this, changes to AMPAR expression levels and excitatory
synaptic transmission is generally seen in SynGAP KO or haploinsufficiency models
(Clement et al. (2012, 2013); Wang et al. (2013); Ozkan et al. (2014)). Given this, I
therefore expected to see an increase in mEPSC amplitude/frequency in both Syngap+/-
and Syngap+/∆GAP.
Basal excitatory synaptic transmission was examined by recording of mEPSCs from
principal neurons in the LA and BA. In the LA, contrary to what was expected, neither
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Figure 4.13: Passive membrane properties were not affected by a decrease in SynGAP
or lack of the GAP domain in BA principal neurons at p28 (A) Resting membrane potential
measured during 1 min of I=0 shows that both Syngap+/- and Syngap+/∆GAP BA neurons have a
comparable RPM to their WT littermates (Syngap+/+: -62.71 ± 1.21 mV, n=20 cells/6 animals;
Syngap+/-: -65.81 ± 0.98 mV, n=28 cells/8 animals; p=0.07, Student’s unpaired t-test; Syngap+/+:
-70.61 ± 1.30 mV, n=24 cells/8 animals; Syngap+/∆GAP: -69.93 ± 0.50 mV, n=29 cells/10 animals;
p=0.64, Welch’s Student’s unpaired t-test). (B) The membrane time constant, τ , was not significantly
different between the genotypes (Syngap+/+: 19.44 ± 1.26 ms, n=20 cells/6 animals; Syngap+/-: 21.12
± 1.22 ms, n=28 cells/8 animals; p=0.36, Student’s unpaired t-test; Syngap+/+: 32.9 ± 3.02 ms, n=24
cells/8 animals; Syngap+/∆GAP: 27.18 ± 1.78 ms, n=29 cells/10 animals; p=0.11, Student’s unpaired
t-test.). (C) The input resistance was comparable between genotypes (Syngap+/+: 76.96 ± 6.50 MΩ,
n=20 cells/6 animals; Syngap+/-: 73.54 ± 6.73 MΩ, n=28 cells/8 animals; p=0.73, Student’s unpaired
t-test; Syngap+/+: 117.1 ± 8.98 MΩ, n=24 cells/8 animals; Syngap+/∆GAP: 95.92 ± 5.69 MΩ, n=29
cells/10 animals; p=0.05, Student’s unpaired t-test.) (D) Membrane Capacitance was not significantly
different in Syngap+/- or Syngap+/∆GAP compared to their respective WT littermates (Syngap+/+:
265.3 ± 17.19 pF, n=20 cells/6 animals; Syngap+/-: 295.6 ± 13.56 pF, n=28 cells/8 animals; p=0.19,
Student’s unpaired t-test; Syngap+/+: 295.8 ± 26.25 pF, n=24 cells/8 animals; Syngap+/∆GAP: 282.8
± 12.16 pF, n=29 cells/10 animals; p=0.64, Student’s unpaired t-test.) (E) Sag, a measure of Ih, was
similar between genotypes (Syngap+/+: 19.61 ± 0.83%, n=20 cells/6 animals; Syngap+/-: 17.68 ±
1.39%, n=28 cells/8 animals; p=0.30, Student’s unpaired t-test; Syngap+/+: 6.95 ± 1.33%, n=24 cells/8
animals; Syngap+/∆GAP: 6.55 ± 0.51%, n=29 cells/10 animals; p=0.78, Student’s unpaired t-test.)
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Figure 4.14: SynGAP+/∆GAP p28 BA principal neurons have a decrease in firing rate
compared to WT littermates. (A) Example traces of Syngap+/- and Syngap+/∆GAP and their
respective WT littermates, Syngap+/+, voltage responses to rheobase and +400 pA current steps.
Scale 100 ms, 20 mV. (B) Syngap+/- and p28 BA principal neurons show a comparable firing rate
to WT littermates (Genotype: F(1,12)=0.90; p=0.36, 2way RM-ANOVA), whereas Syngap+/∆GAP
show a decrease in firing in response to current injections compared to Syngap+/+ (Interaction: F(16,
256)=6.75; p<0.0001, 2-way RM-ANOVA with Sidak post hoc correction). (C) Rheobase in Syngap+/-
BA neurons was similar to WT (Syngap+/+: 270.8 ± 23.08 pA, n=20 cells/6 animals; Syngap+/-: 259.1
± 13.77 pA, n=28 cells/8 animals; p=0.65, Student’s unpaired t-test), whereas in Syngap+/ GAP
rheobase was significantly higher compared to WT (Syngap+/+: 205.1 ± 8.7 pA, n=24 cells/8 animals;
Syngap+/∆GAP: 240.4 ±12.36 pA, n=29 cells/10 animals; p=0.04, Student’s unpaired t-test ).
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Figure 4.15: Action potential properties in SynGAP+/- and SynGAP+/∆GAP BA principal
neurons at p28 are comparable to their WT littermates. (continued on next page)
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Figure 4.15: (continued) (A) AP threshold was comparable between genotypes (Syngap+/+: -36.22 ±
0.89 mV, n=20 cells/6 animals; Syngap+/-: -37.16 ± 0.81 mV, n=28 cells/8 animals; p=0.45, Student’s
unpaired t-test; Syngap+/+: -35.01 ± 1.38 mV, n=24 cells/8 animals; Syngap+/∆GAP: -36.05 ± 1.00
mV, n=29 cells/10 animals; p=0.54, Student’s unpaired t-test). (B) AP amplitude measured from
threshold was not different to WT littermates in neither Syngap+/- nor Syngap+/∆GAP (Syngap+/+:
82.76 ± 1.35 mV, n=20 cells/6 animals; Syngap+/-: 84.99 ± 0.55 mV, n=28 cells/8 animals; p=0.12,
Student’s unpaired t-test; Syngap+/+: 68.19 ± 1.87 mV, n=24 cells/8 animals; Syngap+/∆GAP: 68.24
± 1.40 mV, n=29 cells/10 animals; p=0.98, Student’s unpaired t-test). (C) AP half width at half AP
height was similar between genotypes (Syngap+/+: 0.87 ± 0.03 ms, n=20 cells/6 animals; Syngap+/-:
0.86 ± 0.02 ms, n=28 cells/8 animals; p=0.73, Student’s unpaired t-test; Syngap+/+: 0.99 ± 0.02
ms, n=24 cells/8 animals; Syngap+/∆GAP: 0.99 ± 0.03 ms, n=29 cells/10 animals; p=0.99, Student’s
unpaired t-test). (D) (TOP) Phase plot of action potential in Syngap+/+ (grey), Syngap+/- (light
blue), (BOTTOM) Syngap+/+ (black), and Syngap+/- (dark blue) LA neurons. (E) Max dv/dt was
comparable between genotypes (Syngap+/+: 311.1 ± 28.61 mV/ms, n=20 cells/6 animals; Syngap+/-:
340.2 ± 9.2 mV/ms, n=28 cells/8 animals; p=0.37, Welch’s unpaired t-test; Syngap+/+: 244.5 ± 16.63
mV/ms, n=24 cells/8 animals; Syngap+/∆GAP: 239.6 ± 15.01 mV/ms, n=29 cells/10 animals; p=0.83,
Student’s unpaired t-test), as was min dv/dt (F) (Syngap+/+: -86.85 ± 6.48 mV/ms, n=20 cells/6
animals; Syngap+/-: -92.56 ± 2.12 mV/ms, n=28 cells/8 animals; p=0.43, Student’s unpaired t-test;
Syngap+/+: -77.52 ± 3.6 mV/ms, n=24 cells/8 animals; Syngap+/∆GAP: -81.7 ± 2.84 mV/ms, n=29
cells/10 animals; p=0.37, Student’s unpaired t-test).
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Figure 4.16: Post AP currents are not changed in SynGAP+/- or SynGAP+/∆GAP BA
principal neurons at p28 (continued on next page)
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Figure 4.16: (continued) (A) Example traces of the maximum AHP evoked by a train of 5 pulses
at 100 Hz in (TOP) Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and
Syngap+/∆GAP (dark blue). Scale 100 ms, 5 mV. (B) Average mAHP after a train of 5 pulses at varying
frequencies (20-100Hz) shows no significant differences between genotypes (Syngap+/+/ Syngap+/-:
F(1,12)=0.03; p=0.86, 2way RM-ANOVA; Syngap+/+/ Syngap+/ GAP: F(1,16)=0.48; p=0.50, 2way
RM-ANOVA). (C) Example traces of sAHP after a train of 15 action potentials at 50 Hz in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue) BA neurons. Scale 100 ms, 5 mV. (D) No significant difference was observed between either
genotypes in sAHP (Syngap+/+: -0.45 ± 0.05 mV, n=20 cells/6 animals; Syngap+/-: -0.54 ± 0.13
ms, n=28 cells/8 animals; p=0.52, Welch’s Student’s unpaired t-test; Syngap+/+: -0.40 ± 0.11 mV,
n=24 cells/8 animals; Syngap+/∆GAP: -0.26 ± 0.07 mV, n=29 cells/10 animals; p=0.32, Student’s
unpaired t-test). (E) Example traces of ADP following a single action potential in (TOP) Syngap+/+
(grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark blue) BA
neurons. Scale bar 10 ms, 20 mV. (F) ADP after a single action potential was similar between genotypes
(Syngap+/+: 21.27 ± 0.82 mV, n=20 cells/6 animals; Syngap+/-: 20.71 ± 0.45 mV, n=28 cells/8 animals;
p=0.54, Student’s unpaired t-test; Syngap+/+: 19.6 ± 0.95 mV, n=24 cells/8 animals; Syngap+/∆GAP:
20.33 ± 0.53 mV, n=29 cells/10 animals; p=0.49, Student’s unpaired t-test).
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Syngap+/- or Syngap+/∆GAP p14 principal neurons presented with shifts in mEPSC
amplitudes or frequency (Fig. 4.17). Similarly in the BA, mEPCS amplitudes in
Syngap+/- and Syngap+/∆GAP were comparable to their respective WTs (Fig. 4.18B).
Syngap+/- presented with an increase in mEPSC frequency, however due to a small
Syngap+/- sample size this was not significant (Fig. 4.18C). Power analysis showed that
15 Syngap+/+/6 Syngap+/- are needed to reach significance.
Examining the longer term effects of the reduction of whole SynGAP levels or its GAP-
domain revealed no changes to basal excitatory synaptic transmission in LA principal
neurons. Syngap+/- and Syngap+/∆GAP both showed comparable mEPSC amplitude
and frequency to their respective WTs (Fig. 4.19). In BA, mEPSC amplitude was
similar in both Syngap+/- and Syngap+/∆GAP compared to WT (Fig. 4.20B). Whereas
Syngap+/- showed no changes in mEPSC frequency (Fig. 4.20C), Syngap+/∆GAP showed
an increase in mEPSC frequency, although not significant. Power analysis determined
that 12 animals/genotype is needed for significance.
This data would suggest that, contrary to hypothesised SynGAP does not regulate
the basal excitatory synaptic strength in the BLA at any of the time points investigated
here.
4.2.4 SynGAP does not regulate basal inhibitory synaptic transmis-
sion in LA or BA
SynGAP is expressed mainly in excitatory synapses (Chen et al. (1998); Kim et
al. (1998); Moon et al. (2008)), but also localises to inhibitory synapses (Zhang et al.
(1999); Moon et al. (2008)). In interneurons SynGAP appears to promote formation of
inhibitory synapses onto glutamatergic neurons (Berryer et al. (2016)). It is therefore
possible that inhibitory synaptic transmission is affected in Syngap haploinsufficiency.
Opposing changes in inhibitory transmission has been observed in Syngap+/- mice;
mIPSC frequency and amplitude was increased in hippocampus (Clement et al. (2012)),
whereas a decrease was reported in mIPSC amplitude in mPFC L2/3 neurons (Ozkan
et al. (2014)). This could indicate that SynGAP exerts distinct functions depending on
its location.
I therefore hypothesised to find changes to inhibitory synaptic transmission in the
BLA. Basal inhibitory synaptic transmission was assessed by recording mIPSC in
LA and BA principal neurons from p14 Syngap+/- and Syngap+/∆GAP. Contrary to
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Figure 4.17: mEPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP LA principal neurons at p14. (A) Example traces of mEPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 20 pA. (B) LA neuron mEPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 16.40 ± 0.81 pA, n=20 cells/9 animals; Syngap+/-:
15.08± 1.55 pA, n=10 cells/4 animals; p=0.42, Student’s unpaired t-test; Syngap+/+: 14.11 ± 1.13
pA, n=14 cells/5 animals; Syngap+/∆GAP: 15.07± 0.87 pA, n=19 cells/7 animals; p=0.51, Student’s
unpaired t-test). (C) mEPSC frequency is not significantly different between genotypes (Syngap+/+:
5.07 ± 0.79 Hz, n=20 cells/9 animals; Syngap+/-: 6.89 ± 0.85 Hz, n=10 cells/4 animals; p=0.20,
Student’s unpaired t-test; Syngap+/+: 3.47 ± 0.63 Hz, n=14 cells/5 animals; Syngap+/∆GAP: 3.55±
0.42 Hz, n=19 cells/7 animals; p=0.92, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 15.72 ± 0.50 MΩ, n=20 cells/9 animals; Syngap+/-: 13.79 ± 1.29 MΩ,
n=10 cells/4 animals; p=0.11, Student’s unpaired t-test; Syngap+/+: 16.37 ± 1.70 MΩ, n=14 cells/5
animals; Syngap+/∆GAP: 17.57 ± 1.55 MΩ, n=19 cells/7 animals; p=0.62, Student’s unpaired t-test).
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Figure 4.18: mEPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP BA principal neurons at p14. (A) Example traces of mEPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 20 pA. (B) BA neuron mEPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 15.31 ± 0.91 pA, n=18 cells/8 animals; Syngap+/-:
16.89± 0.66 pA, n=8 cells/3 animals; p=0.34, Student’s unpaired t-test; Syngap+/+: 17.01 ± 0.75
pA, n=13 cells/5 animals; Syngap+/∆GAP: 15.69± 0.68 pA, n=19 cells/7 animals; p=0.23, Student’s
unpaired t-test). (C) mEPSC frequency is not significantly different between genotypes (Syngap+/+:
5.57 ± 0.83 Hz, n=18 cells/8 animals; Syngap+/-: 8.27 ± 0.85 Hz, n=8 cells/3 animals; p=0.10, Stu-
dent’s unpaired t-test; Syngap+/+: 3.00 ± 0.12 Hz, n=13 cells/5 animals; Syngap+/∆GAP: 2.63± 0.44
Hz, n=19 cells/7 animals; p=0.45, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 14.62 ± 1.62 MΩ, n=18 cells/8 animals; Syngap+/-: 12.79 ± 1.08 MΩ,
n=8 cells/3 animals; p=0.53, Student’s unpaired t-test; Syngap+/+: 11.66 ± 1.70 MΩ, n=13 cells/5
animals; Syngap+/∆GAP: 13.96 ± 1.37 MΩ, n=19 cells/7 animals; p=0.32, Student’s unpaired t-test).
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Figure 4.19: mEPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP LA principal neurons at p28. (A) Example traces of mEPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 20 pA. (B) LA neuron mEPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 17.73 ± 0.92 pA, n=17 cells/7 animals; Syngap+/-:
16.11± 0.77 pA, n=10 cells/5 animals; p=0.23, Student’s unpaired t-test; Syngap+/+: 13.45 ± 1.14
pA, n=14 cells/7 animals; Syngap+/ GAP: 14.54± 1.32 pA, n=13 cells/5 animals; p=0.55, Student’s
unpaired t-test). (C) mEPSC frequency is not significantly different between genotypes (Syngap+/+:
8.49 ± 1.44 Hz, n=17 cells/7 animals; Syngap+/-: 8.68 ± 0.89 Hz, n=10 cells/5 animals; p=0.92,
Student’s unpaired t-test; Syngap+/+: 4.53 ± 1.39 Hz, n=14 cells/7 animals; Syngap+/∆GAP: 3.81±
0.75 Hz, n=13 cells/5 animals; p=0.69, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 12.89 ± 0.99 MΩ, n=17 cells/7 animals; Syngap+/-: 13.32 ± 0.97 MΩ,
n=10 cells/5 animals; p=0.77, Student’s unpaired t-test; Syngap+/+: 16.68 ± 1.34 MΩ, n=14 cells/7
animals; Syngap+/∆GAP: 14.52 ± 1.21 MΩ, n=13 cells/5 animals; p=0.28, Student’s unpaired t-test).
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Figure 4.20: mEPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP BA principal neurons at p28. (A) Example traces of mEPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 20 pA. (B) BA neuron mEPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 16.71 ± 1.16 pA, n=18 cells/7 animals; Syngap+/-:
18.13± 1.20 pA, n=12 cells/5 animals; p=0.42, Student’s unpaired t-test; Syngap+/+: 15.44 ± 0.91
pA, n=22 cells/7 animals; Syngap+/∆GAP: 16.83± 0.45 pA, n=23 cells/7 animals; p=0.20, Student’s
unpaired t-test). (C) mEPSC frequency is not significantly different between genotypes (Syngap+/+:
8.39 ± 1.01 Hz, n=18 cells/7 animals; Syngap+/-: 9.10 ± 1.38 Hz, n=12 cells/5 animals; p=0.68,
Student’s unpaired t-test; Syngap+/+: 6.04 ± 0.90 Hz, n=22 cells/7 animals; Syngap+/∆GAP: 9.50±
1.33 Hz, n=23 cells/7 animals; p=0.05, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 11.39 ± 0.82 MΩ, n=18 cells/7 animals; Syngap+/-: 11.75 ± 0.55 MΩ,
n=12 cells/5 animals; p=0.75, Student’s unpaired t-test; Syngap+/+: 13.71 ± 0.94 MΩ, n=22 cells/7
animals; Syngap+/∆GAP: 14.13 ± 0.88 MΩ, n=23 cells/7 animals; p=0.75, Student’s unpaired t-test).
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hypothesised, LA principal neurons from neither Syngap+/- or Syngap+/∆GAP showed
any changes in mIPSC amplitudes or frequency compared to WT (Fig. 4.21). Similarly
in p14 BA principal neurons, mIPSCs of comparable size and frequencies were observed
in both Syngap+/- and Syngap+/∆GAP compared to WT (Fig. 4.22).
Additionally, SynGAP was found not to be required for normal basal inhibitory
synaptic transmission in LA or BA principal neurons at p28, as no changes were observed
in mIPSC amplitude or frequency in Syngap+/- nor Syngap+/∆GAP compared to their
respective WTs (Fig. 4.23 and Fig. 4.24).
4.2.5 Thalamo-amygdala LTP in LA is impaired in Syngap+/- and
Syngap+/∆GAP
The visual input to the LA comes from the visual cortical areas through cortico-
amygdaloid afferents (Turner and Herkenham (1991); Mcdonald (1998)) and from visual
thalamic nuclei through thalamo-amygdala afferents (Doron and LeDoux (1999)). The
visual input from the thalamus is a fast, direct visual route that is thought to be essential
for visual cued fear conditioning (Doron and LeDoux (1999)). Work done in the lab show
that both Syngap+/- and Syngap+/∆GAP show enhanced fear recall and fear extinction
deficits in response to visually cued fear conditioning (Sup. Fig. S3).
I therefore expected to see changes in the ability of thalamo-amygdala synapses to
undergo synaptic plasticity. The same protocol used to assess thalamic LTP in LA
in Nlgn3-/y was employed here. Two trains of 100 pulses at 30 Hz were delivered
to the thalamic afferents in the internal capsule to elicit LTP at thalamo-amygdala
synapses in the LA from p35–p45. This protocol elicited little to no LTP in LA principal
neurons from Syngap+/-, which was significantly different to Syngap+/+ (Fig. 4.25;
Syngap+/+: 1.85 ± 0.21, n=7 cells/6 animals; Syngap+/-: 1.13 ± 0.05, n=13 cells/7
animals; p<0.01, Welsch’s t-test). Similarly, the protocol failed to induce LTP in
Syngap+/∆GAP LA principal neurons (Fig. 4.26; Syngap+/+: 1.76 ± 0.17, n=9 cells/7
animals; Syngap+/∆GAP: 1.11 ± 0.10, n=13 cells/6 animals; p<0.01, Student’s unpaired
t-test). This would suggest that the GAP domain of SynGAP is important for regulating
synaptic plasticity at thalamo-amygdala synapses.
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Figure 4.21: mIPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP LA principal neurons at p14. (A) Example traces of mIPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 40 pA. (B) LA neuron mIPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 30.89 ± 2.24 pA, n=18 cells/9 animals; Syngap+/-:
28.07± 2.05 pA, n=6 cells/3 animals; p=0.51, Student’s unpaired t-test; Syngap+/+: 30.44 ± 4.93
pA, n=7 cells/3 animals; Syngap+/∆GAP: 33.74± 3.42 pA, n=18 cells/7 animals; p=0.61, Student’s
unpaired t-test). (C) mIPSC frequency is not significantly different between genotypes (Syngap+/+:
3.75 ± 0.59 Hz, n=18 cells/9 animals; Syngap+/-: 4.9 ± 0.66 Hz, n=6 cells/3 animals; p=0.32, Stu-
dent’s unpaired t-test; Syngap+/+: 4.39 ± 1.43 Hz, n=7 cells/3 animals; Syngap+/∆GAP: 3.63± 0.69
Hz, n=18 cells/7 animals; p=0.61, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 13.75 ± 1.10 MΩ, n=18 cells/9 animals; Syngap+/-: 16.81 ± 1.24 MΩ,
n= 6 cells/3 animals; p=0.17, Student’s unpaired t-test; Syngap+/+: 14.73 ± 2.80 MΩ, n=7 cells/3
animals; Syngap+/∆GAP: 13.52 ± 1.33 MΩ, n=18 cells/7 animals; p=0.67, Student’s unpaired t-test).
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Figure 4.22: mIPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP BA principal neurons at p14 (A) Example traces of mIPSCs in (TOP) Syngap+/+
(grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark blue). Scale
200 ms, 40 pA. (B) BA neuron mIPSC amplitude in Syngap+/- and Syngap+/∆GAP is comparable
to their WT littermates (Syngap+/+: 29.6 ± 2.37 pA, n=20 cells/9 animals; Syngap+/-: 31.72± 6.31
pA, n=7 cells/3 animals; p=0.70, Student’s unpaired t-test; Syngap+/+: 34.64 ± 3.49 pA, n=6 cells/3
animals; Syngap+/∆GAP: 33.14± 2.33 pA, n=17 cells/7 animals; p=0.73, Student’s unpaired t-test).
(C) mIPSC frequency is not significantly different between genotypes (Syngap+/+: 5.73 ± 0.66 Hz,
n=20 cells/9 animals; Syngap+/-: 6.63 ± 0.55 Hz, n=7 cells/3 animals; p=0.47, Student’s unpaired
t-test; Syngap+/+: 6.20 ± 1.92 Hz, n=6 cells/3 animals; Syngap+/∆GAP: 6.62± 1.49 Hz, n=17 cells/7
animals; p=0.88, Student’s unpaired t-test). (D) Series resistance was comparable between genotypes
(Syngap+/+: 13.32 ± 0.75 MΩ, n=20 cells/9 animals; Syngap+/-: 12.95 ± 1.89 MΩ, n= 7 cells/3 animals;
p=0.83, Student’s unpaired t-test; Syngap+/+: 12.24 ± 1.58 MΩ, n=6 cells/3 animals; Syngap+/∆GAP:
14.15 ± 1.16 MΩ, n=17 cells/7 animals; p=0.38, Student’s unpaired t-test).
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Figure 4.23: mIPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP LA principal neurons at p28. (A) Example traces of mIPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and Syngap+/∆GAP (dark
blue). Scale 200 ms, 40 pA. (B) LA neuron mIPSC amplitude in Syngap+/- and Syngap+/∆GAP is
comparable to their WT littermates (Syngap+/+: 38.91 ± 7.38 pA, n=14 cells/6 animals; Syngap+/-:
37.65± 6.69 pA, n=10 cells/5 animals; p=0.90, Student’s unpaired t-test; Syngap+/+: 27.23 ± 7.14
pA, n=10 cells/4 animals; Syngap+/∆GAP: 26.83± 3.46 pA, n=12 cells/6 animals; p=0.96, Student’s
unpaired t-test). (C) mIPSC frequency is not significantly different between genotypes (Syngap+/+:
5.65 ± 1.29 Hz, n=14 cells/6 animals; Syngap+/-: 6.79 ± 2.02 Hz, n=10 cells/5 animals; p=0.63,
Student’s unpaired t-test; Syngap+/+: 4.24 ± 1.34 Hz, n=10 cells/4 animals; Syngap+/∆GAP: 3.49±
0.52 Hz, n=12 cells/6 animals; p=0.57, Student’s unpaired t-test). (D) Series resistance was comparable
between genotypes (Syngap+/+: 15.34 ± 0.90 MΩ, n=10 cells/4 animals; Syngap+/-: 16.19 ± 1.86 MΩ,
n=12 cells/6 animals; p=0.68, Student’s unpaired t-test; Syngap+/+: 11.2 ± 1.87 MΩ, n=10 cells/5
animals; Syngap+/∆GAP: 10.17 ± 1.17 MΩ, n= 14 cells/6 animals; p=0.63, Student’s unpaired t-test).
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Figure 4.24: mIPSCs amplitude and frequency are unaltered in SynGAP+/- and
SynGAP+/∆GAP BA principal neurons at p28. (A) Example traces of mIPSCs in (TOP)
Syngap+/+ (grey), Syngap+/- (light blue), (BOTTOM) Syngap+/+ (black), and SynGAP+/∆GAP (dark
blue). Scale 200 ms, 40 pA. (B) BA neuron mIPSC amplitude in Syngap+/- and SynGAP+/∆GAP is
comparable to their WT littermates (Syngap+/+: 28.66 ± 1.82 pA, n=21 cells/9 animals; Syngap+/-:
33.29± 6.37 pA, n=16 cells/7 animals; p=0.45, Unpaired t-test; Syngap+/+: 35.29 ± 4.91 pA, n=15
cells/6 animals; SynGAP+/∆GAP: 27.22± 2.56 pA, n=12 cells/5 animals; p=0.20, Unpaired t-test). (C)
mIPSC frequency is not significantly different between genotypes (Syngap+/+: 12.45 ± 1.52 Hz, n=21
cells/9 animals; Syngap+/-: 10.22 ± 2.04 Hz, n=16 cells/7 animals; p=0.39, Unpaired t-test; Syngap+/+:
18.48 ± 1.20 Hz, n=15 cells/6 animals; SynGAP+/∆GAP: 14.79± 3.13 Hz, n=12 cells/5 animals; p=0.27,
Unpaired t-test). (D) Series resistance was comparable between genotypes (Syngap+/+: 14.99 ± 1.33
MΩ, n=21 cells/9 animals; Syngap+/-: 15.25 ± 1.59 MΩ, n= 16 cells/7 animals; p=0.90, Student’s
unpaired t-test; Syngap+/+: 13.66 ± 1.50 MΩ, n=15 cells/6 animals; Syngap+/∆GAP: 14.63 ± 1.22
MΩ, n=12 cells/5 animals; p=0.64, Student’s unpaired t-test).
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Figure 4.25: Long term potentiation at thalamic input to the LA is impaired at 30 Hz
in SynGAP+/-. (A) Schematic of the placement of stimulating electrode (Stim) and the intracellular
recording electrode (Intracell rec). (B) Example traces of Syngap+/+ (grey/light grey) and Syngap+/-
(blue/light blue) LA neuron EPSPs at baseline and 30 min after induction. Scale 50 ms, 5 mV. (C)
LA Syngap+/- neurons LTP time course show impaired thalamic LTP with two trains of 100 pulses at
30 Hz. (D) Bar graph of the last 5 min of recording. EPSP is normalised to the baseline preceding
induction. Syngap+/- have significantly less LTP compared to WT littermates (Syngap+/+: 1.85 ±
0.21, n=7 cells/6 animals; Syngap+/-: 1.13 ± 0.05, n=13 cells/7 animals; p<0.01, Welsch’s t-test).
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Figure 4.26: Long term potentiation at thalamic input to the LA is impaired at 30Hz in
SynGAP+/∆GAP. (A) Schematic of the placement of stimulating electrode (Stim) and the intracellular
recording electrode (Intracell rec). (B) Example traces of Syngap+/+ (black/grey) and Syngap+/∆GAP
(blue/light blue) LA neuron EPSPs at baseline and 30 min after induction. Scale 50ms, 5mV. (C) LA
Syngap+/∆GAP neurons LTP timecourse show impaired thalamic LTP with two trains of 100 pulses at
30 Hz. (D) Bar graph of the last 5 min of recording. EPSP is normalised to the baseline preceding
induction. Syngap+/∆GAP have significantly less LTP compared to WT littermates (Syngap+/+: 1.76
± 0.17, n=9 cells/7 animals; Syngap+/∆GAP: 1.11 ± 0.10, n=13 cells/6 animals; p<0.01, Student’s
unpaired t-test).
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4.2.6 PPR at thalamo-amygdala synapses is decreased in SynGAP+/-
Since the mEPSC amplitude and frequency were found to be comparable in both
Syngap+/- and Syngap+/∆GAP to WT (Fig. 4.17–4.24), suggesting normal basic syn-
aptic transmission, I therefore wanted to investigate the strength of activity-dependent
synaptic transmission to clarify if this was underlying the deficits in synaptic plasticity.
This was assessed by examining the AMPA/NMDA receptor ratio at thalamo-amygdala
synapses in LA principal neurons at p35–p45. Neither Syngap+/- or Syngap+/∆GAP
exhibited any changes in AMPA/NMDA receptor ratios compared to their WT controls
(Fig. 4.27), suggesting that the postsynaptic strength is unaffected by the absence of
SynGAP or its GAP domain.
In addition, presynaptic release probability was examined at thalamo-amygdala
synapses by measuring the paired-pulse ratio (PPR). The PPR was found to be signi-
ficantly decreased in Syngap+/- compared to Syngap+/+ (Fig. 4.28; Syngap+/+: 1.71
± 0.13, n=14 cells/7 animals; Syngap+/-: 1.35 ± 0.06, n=22 cells/7 animals; p<0.05,
Student’s unpaired t-test), indicating dysfunctional presynaptic release at these syn-
apses. Syngap+/∆GAP, however, showed a comparable PPR to Syngap+/+ (Fig. 4.28).
This could suggest that abberant presynaptic function is an underlying cause of the
impairment in LTP in Syngap+/-, however not in Syngap+/∆GAP.
4.3 Discussion
In this chapter, I sought to decipher how the different functional domains of SynGAP
contribute to the amygdala pathophysiology of Syngap haploinsufficiency. Increased
intrinsic excitability was observed in LA of Syngap+/-, whereas Syngap+/∆GAP showed
a decrease in excitability in BA. Unexpectedly, no changes were detected in basal
excitatory or inhibitory synaptic transmission in either Syngap model. Both Syngap+/-
and Syngap+/∆GAP showed a deficit in thalamo-amygdala LTP, while only Syngap+/-
displayed a decrease in presynaptic release probability (Table 4.1).
4.3.1 Differences between WTs
The two different Syngap models were bred in separate colonies, and thus were
compared to WT controls from within that colony. If you compare the two WTs
with each other, there are clear differences in intrinsic and synaptic properties. The
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Figure 4.27: AMPA/NMDA ratios in thalamic input to LA neurons in SynGAP+/- and
SynGAP+/∆GAP were comparable to that of their WT littermates. (A) Schematic of the
placement of stimulating electrode (Stim) and the intracellular recording electrode (Intracell rec). (B)
Example traces of Syngap+/+ (grey/light grey) and Syngap+/- (blue/light blue) LA neuron showing
AMPAR currents measured at -70 mV and NMDAR currents measured at +40 mV. Scale 200 ms,
100 pA. (C) Neither Syngap+/- or Syngap+/∆GAP neurons show a difference in AMPA/NMDA ratios
compared to their WT littermates (Syngap+/+: 3.21 ± 0.41, n=14 cells/7 animals; Syngap+/-: 3.70 ±
0.68, n=19 cells/7 animals; p=0.55, Student’s unpaired t-test; Syngap+/+: 2.60 ± 0.43, n=16 cells/8
animals; Syngap+/ GAP: 2.38 ± 0.43, n=11 cells/5 animals; p=0.73, Student’s unpaired t-test).
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Figure 4.28: Presynaptic release probability at thalamic input to LA neurons in
SynGAP+/- is reduced compared to WT littermates. (A) Schematic of the placement of stim-
ulating electrode (Stim) and the intracellular recording electrode (Intracell rec). (B) Example traces
of Syngap+/+ (grey/light grey) and Syngap+/- (blue/light blue) LA neuron paired pulse EPSCs at 50
ms interpulse intervals measured at -70 mV. Scale 200 ms, 100 pA. (C) Paired-pulse ratio, measured
as second pulse over first, is significantly reduced in Syngap+/-, but normal in Syngap+/∆GAP neurons
(Syngap+/+: 1.71 ± 0.13, n=14 cells/7 animals; Syngap+/-: 1.35 ± 0.06, n=22 cells/7 animals; p<0.05,
Student’s unpaired t-test; Syngap+/+: 1.38 ± 0.13, n=9 cells/4 animals; Syngap+/∆GAP: 1.18 ± 0.17,
n=8 cells/3 animals; p=0.38, Student’s unpaired t-test).
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Table 4.1: Summary of intrinsic and synaptic properties in SynGAP+/- and SynGAP+/∆GAP
Syngap+/- vs. Syngap+/∆GAP
LA BA LA BA
p14 p28 p14 p28 p14 p28 p14 p28
Intrinsic properties
Passive membrane properties – – – – – – – –
Excitability – ↑↑↑ – – – – – ↓↓↓
AP properties – – – – – – – –
Post AP currents – – – – – – – –
Synaptic properties
mEPSC amplitude – – – – – – – –
mEPSC frequency – – (↑) – – – – (↑)
mIPSC amplitude – – – – – – – –
mIPSC frequency – – – – – – – –
AMPA/NMDA – – – – – – – –
PPR ND ↓ ND ND ND – ND ND
LTP ND ↓↓ ND ND ND ↓↓ – –
ND: not determined, ↑: p<0.05, ↑↑: p<0.01, ↑↑↑: p<0.001.
experiments were not done simultaneously, though experimental conditions were kept
the same for both group of experiments. The most parsimonious explanation for the
WT differences is genetic variance. Both colonies are outbred on a LEH background, but
even though the background is the same, the outbreeding or genetic drift can genetically
differentiate the colonies. This can cause animals from the same original outbred stock
to respond very differently to experiments if they come from different isolated colonies
(Brekke et al. (2018)).
The differences between the WTs could act as a confounding factor, leading to
confounding bias, and hence over- or underestimating the effect size. To eliminate this,
the two lines are now being cross bred, and future experiments will be performed using
the cross line. For the sake of this discussion, it is assumed that the WT differences is
not a confounding variable, and the observed effects are true.
4.3.2 Changes to intrinsic excitability
Action potential generation is one of the most fundamental processes in neuronal
activity, and modulation of intrinsic excitability can therefore have significant impact.
An increase in intrinsic excitability has previously been reported from p8–9 hippocampus
in Syngap+/- mice (Clement et al. (2012)) — around the time SynGAP expression peaks
(Porter et al. (2005)) — suggesting that SynGAP expression can alter the excitability of
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these neurons. By the age of p14 and >6 weeks this phenotype had resolved (Clement
et al. (2012)). Based on these findings, I expected to find an increase in excitability in
the youngest age group, and that this change might be resolved with development.
Instead, a decrease was observed in the number of action potentials fired in p14 BA
principal neurons, though this was not statistically significant (Fig. 4.6). The protocol
that was initially used to examining intrinsic excitability in p14 was the same as the
protocol used at p28 with depolarising currents going from 0–400 pA (data not shown).
The first handful of animals would go into depolarising block using this protocol, and the
protocol was therefore revised to go from 0–200 pA when recording from p14 neurons.
This protocol generated fewer action potentials, particularly in BA principal neurons,
where the WTs fire less than 5 APs during the largest depolarising current steps (Fig.
4.6). This makes it difficult to detect any potential differences there might be in intrinsic
excitability, when the effect sizes are of smaller scale. Using a different protocol to
examine the intrinsic firing in these neurons might reveal if a true decrease in firing is
present in Syngap+/∆GAP BA principal neurons at p14.
LA principal neurons from Syngap+/- rats exhibit increased excitability, whereas
Syngap+/∆GAP BA neurons displayed a decrease in excitability. Both these phenotypes
emerged in the p28 age group, in contrast to the observation by Clement et al. (2012).
This would suggest that the changes in excitability observed here are not the direct
result of SynGAP reduction, but rather a compensatory mechanism to another more
direct consequence.
To determine the cellular mechanism underlying the change in excitability, proxies
for underlying currents can be measured through passive membrane properties, AP
kinetics, and post-AP currents. However, none of these were measurably different
in Syngap+/- or Syngap+/∆GAP. The changes in excitability are observed at higher
current injections, which could indicate that conductances activated at higher voltages
are abnormal. Examples of such are those mediated by voltage gated calcium channels
(VGCCs), such as T-type Ca2+ currents and high-voltage activated (HVA) calcium
currents. These currents are important for regulating excitability (Iftinca (2011); Simms
and Zamponi (2014)). VGCCs have been shown to be involved in fear associative learning
(Chen et al. (2012); Temme and Murphy (2017)), and changes in T-type Ca2+ channels
and other VGCCs are associated with different types of epilepsy (Kim et al. (2001);
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Eckle et al. (2014); Casillas-Espinosa et al. (2015)). Furthermore, there is a high
prevalence of epilepsy in people with MRD5 (Weldon et al. (2018)), making VGCCs
candidates for contributing to the change in intrinsic excitability. Interestingly, deletion
of L-type VGCCs results in enhanced excitability, but impaired long term potentiation
within the amygdala (McKinney et al. (2009)). Moreover, L-type VGCCs mediate fear
extinction, and Cav1.2 knockout mice are incapable of extinction learning (Temme and
Murphy (2017)). These phenotypes are very similar to those observed in the Syngap+/-,
both cellularly and behaviourally. This could suggest that L-type VGCCs are reduced
in Syngap+/-. Measuring L-type VGCCs protein expression levels in the amygdala, and
directly measuring their currents through pharmacological isolation would clarify if this
hypothesis is true.
4.3.3 No changes observed in mPSCs
SynGAP has been shown to regulate excitatory synaptic strength by regulating
AMPAR trafficking (Kim et al. (2003); Rumbaugh et al. (2006); Vazquez et al. (2004);
Carlisle et al. (2008); Araki et al. (2015)). I therefore hypothesised an increase in
excitatory synaptic strength in BLA as a result of heterozygous deletion of SynGAP.
The two SynGAP mechanisms believed to be involved in regulating synaptic strength
are (1) the control of Ras/Rap activation in the PSD by SynGAP’s GAP domain; and
(2) the association/disassociation of SynGAP with PSD-95 through its C-terminal PDZ
motif. If SynGAP’s GTPase activity is necessary for regulating synaptic strength, and
SynGAP–PSD-95 dissociation is only sufficient, you would expect to see a change in
synaptic transmission in the Syngap+/∆GAP model. If SynGAP–PSD-95 dissociation is
a required factor as well, you would not expect to see a change in Syngap+/∆GAP, but
you would see changes in synaptic strength in Syngap+/-.
Unexpectedly, basal synaptic transmission was not found to be different in BLA in
either Syngap+/- or Syngap+/∆GAP (Fig. 4.17-4.24). SynGAP is expressed as several
different isoforms (Li et al. (2001); Moon et al. (2008); McMahon et al. (2012)) that
have been shown to have opposing effects on synaptic functions (McMahon et al. (2012))
with SynGAP Aα2 showing minimal regulation of synaptic strength. The absence of
changes in synaptic strength in Syngap+/- and Syngap+/∆GAP could be explained by
isoform specific expression profiles in the BLA. If SynGAP Aα2 is the main isoform
being expressed in the BLA, reducing its expression would not lead to alterations in the
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AMPAR levels, and thus no observable changes in mEPSCs. No thorough investigation
has been done into the N- and C-terminal isoform expression profiles, though the C-
terminal isoforms α1 and β have been shown to differentially distribute between brain
regions, as well as subcellularly (Moon et al. (2008)). It is therefore possible that
SynGAP display a differential isoform expression pattern, which would then give rise to
distinct phenotypes upon its reduction. Investigation the SynGAP isoform expression
profile in the amygdala would help explain the observed results, in addition to increasing
our understanding of their distinct role in cellular physiology.
4.3.4 SynGAP regulates thalamo-amygdala LTP in LA
SynGAP is part of the NMDAR-complex through its direct association with the
PDZ domains of PSD-95 (Chen et al. (1998); Kim et al. (1998)) and is in a position to
regulate synaptic transmission and plasticity, and thereby the encoding of new memories.
Thalamo-amygdala LTP was impaired in both Syngap+/- and Syngap+/∆GAP. This is
consistent with other findings, that show impairment of hippocampal LTP in Syngap+/-
(Komiyama et al. (2002); Kim et al. (2003); Carlisle et al. (2008); Ozkan et al. (2014)).
The presence of this phenotype in both Syngap models would indicate that this form of
plasticity is regulated by the GAP domain in SynGAP. The LTP deficits occurred in
the absence of any clear changes in basal synaptic transmission and NMDAR function.
Furthermore, the experiments were completed in the presence of picrotoxin, eliminating
any contribution of inhibitory synaptic transmission in LTP induction.
SynGAP can control protein synthesis (Wang et al. (2013)) which in turn can regulate
mGluR-dependent signalling in a Ras/ERK dependent manner (Barnes et al. (2015)).
Furthermore, altered mGluR-dependent signalling was observed in the hippocampus
of Syngap+/- mice (Barnes et al. (2015)), implicating SynGAP as an effector of the
mGluR downstream signalling pathway. Thalamo-amygdala LTP in LA is dependent on
both NMDARs and mGluRs (Bauer et al. (2002); Rodrigues et al. (2002)), and since
no changes were observed in basal synaptic transmission in LA principal neurons, it is
possible that the LTP deficit is partly caused by abnormal mGluR-dependent signalling
in these neurons. The Syngap+/- mice have been shown to have convergent exaggerated
hippocampal mGluR-dependent LTD with Fmr1 -/y mice (Barnes et al. (2015)). It is
therefore possible that Syngap+/- will share other phenotypes with FXS. Fmr1 -/y rats
display a deficit in thalamo-amygdala LTP, like Syngap+/- rats, but they also exhibit
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impaired mGluR-LTP at cortico-amygdala synapses (Dr. Adam Jackson, University
of Edinburgh, unpublished). It is therefore likely that Syngap+/- could be replicating
the mGluR-dysfunction seen in FXS. To confirm if this is true, investigation of other
mGluR-dependent forms of synaptic plasticity, like mGluR-LTP and mGluR-LTD at
cortico-amygdala synapses is needed. This would confirm if there is convergence of the
cellular pathophysiology between FXS and MRD5, and could give an insight into the
functional interplay of mGluRs and SynGAP.
An decrease in paired pulse ratio was observed in Syngap+/-, which would indicate
an increase in transmitter release probabilities at the presynaptic site. Since this was
not observed in Syngap+/∆GAP, this would indicate that this change is a consequence of
SynGAP–PSD-95 disassociation, rather than an effect mediated by a reduction of GAP
GTPase activity. No evidence supports a presynaptic presence of SynGAP, suggesting
a retrograde mechanism for the observed change in PPR. The reduction of SynGAP
associated with PSD-95 seen in Syngap+/- mice (Walkup et al. (2016)) allows for other
postsynaptic proteins to bind to PSD-95, like LRRTM, Cadherins, NGLs, and NLGNs,
changing the composition of the PSD. Changing the levels of these proteins at the
synapse can have a retrograde effect on the presynaptic release probability (Futai et al.
(2007); Sylwestrak and Ghosh (2012); Blackman et al. (2013); Matsukawa et al. (2014);
Um et al. (2016)). For example, overexpression of NLGNs reduces paired-pulse ratio in
hippocampal slice cultures (Futai et al. (2007)). Measuring the protein expression levels
of common PSD proteins in the BLA in the Syngap+/- and WT would confirm if this was
true, and which proteins are upregulated specifically in the amygdala. The decrease in
paired pulse ratio could have an impact on LTP, since presynaptic mechanisms for LTP
at these synapses exists (Shin et al. (2010)), however since a similar deficit is observed
in Syngap+/∆GAP without the accompaniment of a decrease in PPR another mechanism
is likely to play a major role.
The Ras family GTPases and their downstream signalling pathways, ERK, JNK,
p38MAPK, and PI3K, control a range of physiological processes, including synaptic
plasticity (Thomas and Huganir (2004)). Both hypo- and hyperactivity of small GTPase
can impair the capacity of synaptic plasticity (Stornetta and Zhu (2011)). Several
Rasopathies — conditions caused by mutations in genes of the Ras-MAPK pathway
— display hyperactive Ras pathway activity that leads to deficits in synaptic plasticity
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(Costa et al. (2002); Denayer et al. (2008); Lee et al. (2014); Schreiber et al. (2017)).
Similarly, increased levels of active ERK has been observed in hippocampus of Syngap+/-
mice (Komiyama et al. (2002); Carlisle et al. (2008); Ozkan et al. (2014); Barnes et al.
(2015)), as well as impaired LTP in the hippocampus (Komiyama et al. (2002); Kim et
al. (2003); Carlisle et al. (2008); Ozkan et al. (2014)), suggesting that hyperactivity
of the Ras pathways could underlie the impairments in synaptic plasticity in Syngap
haploinsufficiency. It is unknown whether the Ras-ERK-MAPK pathway is overactive
in the BLA in Syngap+/- and Syngap+/∆GAP. However, the ERK/MAPK signalling
pathway is required for thalamo-amygdala LTP in the LA and for LTP in BA, as well
as for fear memory consolidation (Brambilla et al. (1997); Schafe et al. (2000)), making
it likely that hyperactive Ras underlies the impairment in LTP in LA observed in both
Syngap rat models.
Downregulation of hyperactive Ras pathways with inhibitors of this cascade, such
as lovastatin, has been shown to be effective for restoring multiple cellular phenotypes,
like impaired synaptic plasticity and elevated protein synthesis, but also for restoring
learning and attention deficits (Costa et al. (2002); Li et al. (2005); Lee et al. (2014);
Barnes et al. (2015); Schreiber et al. (2017)). If the thalamo-amygdala LTP deficit in
Syngap is caused by hyperactive Ras pathways, then genetic or pharmacologic disruption
of the Ras-ERK-MAPK signalling pathway should rescue the phenotype. If so, the Ras
pathway could prove to be a suitable therapeutical target for treating individuals with
MRD5.
4.3.5 Consequences on behaviour
A panoply of molecular mechanisms in the LA mediate the acquisition and consolida-
tion of fear memories (Puzzo et al. (2016)). This include NMDAR-dependent signalling
(Miserendino et al. (1990); Kim et al. (1991)) and the ERK/MAPK kinase pathways
(Schafe et al. (2000)) — both cascades that can involve SynGAP. It is therefore expected
that Syngap+/- and Syngap+/∆GAP rats will display abnormal fear behaviour. Given
that thalamo-amygdala LTP is thought to be the cellular correlate of fear conditioning,
the predicted outcome on fear behaviour based on the findings shown in this chapter
would be attenuation in fear acquisition and fear recall. However, both Syngap+/- and
Syngap+/∆GAP rats present with normal fear acquisition, but enhanced fear recall and
slower extinction (Sup. Fig. S3).
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Two major pathways carry CS information to the LA: the thalamic pathway entering
LA through the internal capsule, and the cortical pathway entering the LA through the
external capsule. Either pathway alone is sufficient in the acquisition of fear memory
(Romanski and Ledoux (1992)). However, post-training lesions of the cortical input
leads to loss of fear memory, while fear memory remains after lesions of the thalamic
pathway. This suggests that the cortical pathway performs a more dominant role in
fear conditioning (Campeau and Davis (1995); Boatman and Kim (2006)), however
this is not uncontested: more rapid plastic changes in thalamic afferents during fear
conditioning suggest that the thalamic pathway plays the primary role (Quirk et al.
(1997)). The electrophysiological data here together with the behavioural data, would
suggest that the cortical pathway is sufficient to overcome the failure to induce thalamo-
amygdala synaptic potentiation and acquire the fear memory. Testing the ability of
cortico-amygdala synapses to potentiate would clarify if plasticity in this pathway is
intact, and if it is compensating for the thalamo-amygdala synapses.
Another possibility is that the deficit in thalamo-amygdala LTP prevents the animals
from acquiring fear extinction. The circuit involved in fear extinction is similar but
distinct from fear acquisition and recall (Duvarci and Pare (2014)). Extinction of fear is
considered a new type of learning rather than forgetting (Pape and Pare (2010)), and as
with fear acquisition, synaptic plasticity in the BLA is necessary for its learning (Falls
et al. (1992); Walker et al. (2002); Herry et al. (2006); Sotres-Bayon et al. (2007)).
Particularly, NMDAR-dependent synaptic plasticity via the ERK/MAPK pathway in
the LA has been proposed as the likely mechanism underlying extinction learning (Sotres-
Bayon et al. (2007)) — a signalling pathway involving SynGAP, and which is necessary
for thalamo-amygdala LTP (Schafe et al. (2000); Bauer et al. (2002)). It is therefore
possible that this form of synaptic plasticity is contributing more to fear extinction
learning rather than the initial fear memory acquisition. The inability for Syngap+/-
and Syngap+/∆GAP rats to induce synaptic plasticity at thalamo-amygdala synapses
could therefore result in failure to extinguish the fear memory during the fear recall
protocol, and thus enhance freezing during recall and extinction (Sup. Fig. S3B).
In addition to enhanced recall, Syngap+/- and Syngap+/∆GAP rats show increased
freezing during pre-tone (Sup. Fig. S3B), and are unable to discriminate CS from no CS
(data not shown). This could be an indication that the animals are prone to generalise
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fear, though this has not been confirmed with a generalised fear protocol. During fear
conditioning, distinct neuronal populations in the LA are recruited to the CS+ and CS–
(Ghosh and Chattarji (2015)). The total number of LA principal neurons recruited to
the CS+ signifies the strength of the fear memory, whereas the ratio of CS+ to CS–
recruited neurons determines the animals ability to distinguish between CS+ and CS–.
Animals with fear generalisation show relatively enhanced firing to the CS– and are
therefore unable to discriminate (Ghosh and Chattarji (2015)). LA principal neurons in
Syngap+/- display an increase in excitability. Neurons with greater excitability are more
likely to get recruited in new memory traces (Zelcer et al. (2006); Kim et al. (2013)).
Therefore, the enhanced excitability could lead to more neurons being recruited to the
CS–, leaving the animals unable to fear discriminate, and longer to extinguish.
Increased intrinsic excitability was only observed in LA neurons in Syngap+/- and
not in Syngap+/∆GAP. This would mean that Syngap+/∆GAP’s inability to extinguish is
due to something else, or that the increased excitability in Syngap+/- is unrelated to this
phenotype. To confirm that the two Syngap models truly show divergent excitability
phenotypes, their intrinsic excitability would have to be confirmed in the Syngap+/- ×
Syngap+/∆GAP cross line, thereby eliminating the possible confounding bias of colony
differences.
4.4 Summary
The findings in this chapter has expanded our knowledge of SynGAP protein function
and amygdala pathophysiology associated with Syngap haploinsufficiency. Distinct
changes were observed in excitability of BLA principal neurons in the two Syngap
models. This would suggest that SynGAP has an important role in regulating neuronal
function through both GAP-dependent and -independent mechanisms. Moreover, these
changes were nucleus specific indicating that SynGAP have distinct functions depending
on its location, even in closely associated brain areas. Unexpectedly, SynGAP reduction
did not affect basal excitatory or inhibitory synaptic transmission. Syngap+/- showed a
decrease in paired-pulse ratio, indicating that the SynGAP–PSD-95 association, and not
the GAP domain, controls short-term presynaptic plasticity. However, LTP at thalamo-
amygdala synapses was impaired in both models, suggesting a major regulatory role by
the GAP domain in this form of plasticity.
140
Chapter 5
Establishing methodology to study circuit
function in amygdala
5.1 Introduction
The value of single cell electrophysiological recordings contributes more than just
increasing our understanding of how neurons process information and how the brain
works. It also gives insight into neurological disorders, the underlying pathology, and
potential use of therapeutical compounds. The most important limitation to single cell
physiology is that the brain functions in an orchestrated fashion by a large ensemble
of cells. Networks of cells exhibit diverse activity patterns, such as oscillations, waves,
avalanches, and songs (Engel et al. (2001); Ermentrout and Kleinfeld (2001); Beggs and
Plenz (2003); Ikegaya et al. (2004)), which cannot be understood from the activity of
single neurons. Thus, to get a complete understanding of higher brain function we must
also look beyond the individual cell, and look at how they work together in a circuit.
In the previous chapter, I showed that Syngap heterozygous animals display changes
in their intrinsic excitability and are unable to induce LTP at thalamo-amygdala syn-
apses. I wanted to determine how this would affect excitability at the amygdala circuit
level. Altered circuit excitability has been found in other brain regions of Syngap+/-
mice. Signal propagation in the hippocampus was dramatically amplified in young
Syngap+/- mice (Clement et al. (2012)). Similar results were found in adult mPFC,
where significantly larger signals were observed in response to stimulation (Ozkan et al.
(2014)). Furthermore, altered amygdala circuits have been detected in another model
of autism. Mice lacking Pcdh10 show a specific reduction in gamma band coherence in
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the BA in response to high frequency LA stimulations (Schoch et al. (2017)). Taken
together, I would therefore predict nuclei distinct changes in circuit activity that could
translate into changes in signal propagation.
As described earlier, the amygdala microcircuit has a crucial role in regulating ac-
quisition, specificity, and extinction of conditioned fear, and also for regulating anxiety.
In addition to investigating basal amygdala circuit activity in Syngap haploinsufficient
animals, I want to determine how the circuit responds to fear conditioning and to a fear
generalisation paradigm. Work done in the lab by colleagues have shown that Syngap
heterozygous animals display increased freezing during fear recall (Sup. Fig. S3). In
addition, the animals are unable to discriminate between CS and no CS presentations,
suggesting that these animals might display generalised fear. In animals with generalised
fear, more neurons in the LA show responses to CS– presentations and consequently
are unable to discriminate between CS+ and CS– (Ghosh and Chattarji (2015)). Fur-
thermore, changes in tonic activity in the CeA microcircuit is seen in animals with
generalised fear (Ciocchi et al. (2010)). Similarly, a study in trait anxiety found a
positive correlation between increasing levels of anxiety and increased activity in CeA
compared to LA (Avrabos et al. (2013)).
Based on this, I therefore hypothesize that Syngap haploinsufficient animals will
display an increased response in the LA to auditory evoked stimuli after fear conditioning
with altered propagation of the signal from BLA to CeA, and changes in the tonic activity
in the CeA. To investigate this, I will use imaging to determine the spatial and temporal
pattern of the propagation of membrane potential change when electrically stimulating
thalamic input in the internal capsule, as well as determine the level of activity in the
circuitry. To examine how fear conditioning would alter this circuit, these experiments
would be carried out pre and post fear conditioning.
In order to do this, I needed to establish an in vitro optical imaging assay in the lab.
The purpose of this chapter will be to describe the optical imaging techniques considered,
the advantages and limitations of these, and the process of establishing the methodology.
Moreover, a preliminary data set is presented from the Syngap haploinsufficiency rat
model, as well as a discussion of how the optical imaging assay can be improved.
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5.2 Optical imaging of neuronal activity
There are several ways to look at circuit function, one being conversion of the neuronal
physiological signal into an optical signal by using a molecular probe. These probes
can be sensitive to the fluctuations of the membrane potential, i.e. voltage-sensitive,
or sensitve to changes in ion concentrations such as Ca2+, i.e. calcium-sensitive. Both
probes are available as organic dyes and genetically encoded, but this chapter will
mainly be discussing the organic dyes. These two types of molecular probes, voltage-
sensitive dyes and calcium-indicator dyes, measure neuronal activity in a direct and
indirect way, respectively. Voltage-sensitive dyes create a signal that is directly related
to the membrane potential changes, whereas calcium-indicator dyes are an indirect
measure of neuronal activity by reporting on changes in intracellular [Ca2+]. These two
complementary methodologies each has their limitations and advantages as discussed
below.
5.2.1 Voltage-sensitive Dye Imaging
VSDs bind to the external membrane of a cell, presumably without disrupting
normal cellular function (as discussed below, this is not always true). VSDs have a
hydrophobic element embedded in the membrane that senses changes in trans-membrane
potential. Fluctuations in membrane potential causes subtle conformational or electronic
rearrangements leading to a shift in the excitation or emission spectrum of the dye, in
turn altering the intensity of the fluorescence/absorption at a particular wavelength
(Stuart and Palmer (2006)).
The changes in voltage are expressed as fractional intensity change (∆I/I or ∆F/F).
Stimulus evoked normalised fractional intensity changes in brain slice preparations have
been shown to reflect neuronal action potentials as well as EPSPs (Ross et al. (1977);
Zecevic (1996); Tominaga et al. (2000)). From the data obtained from VSD imaging,
it is possible to visualise where activity occurs, how large the events are, and how they
move through the slice in time.
Voltage-sensitive dyes
The two most commonly used types of voltage-sensitive dyes are absorption dyes and
fluorescent dyes. Absorption dyes require light at the wavelength that is maximally
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absorbed by the dye, and usually require trans-illumination. Alterations in membrane
potential is measured as a change in light absorption (Jin et al. (2002); Hochman
(2009)).
Fluorescence dyes are excited at one wavelength of light and fluoresce at a dis-
tinctly different wavelength. Changes in emission fluorescence correspond to membrane
potential fluctuations. Fluorescent dyes can be further divided into ‘fast’ and ‘slow’
dyes. Fast dyes, such as the hemicyanine/styryl dyes, respond to changes in membrane
potential by intramolecular redistribution of electrical charge changing their fluorescent
properties (Yan et al. (2012)). This gives them rapid optical responses allowing for
measurements in a timescale of miliseconds. The slow dyes, such as the rhodamine,
merocyanine, and oxonol dyes, are subjected to voltage-dependent changes in their in-
tramembrane distribution giving rise to fluorescent changes, which is signicanlty slower
than the fast dyes. However, the fast dyes have smaller changes in fluorescence com-
pared to the slow dyes (Hochman (2009); Loew (2015)). FRET-pair membrane potential
sensors also belong to the slow-response dyes, but their mechanism of responding to
membrane potential changes is through fluorescence resonance energy transfer (FRET)
from a lipophilic anion in the membrane interior and static donor fluorphore on the
membrane surface. The fluorescence change in FRET-pair voltage-sensitive dyes is su-
perior to any of the other, showing >25% increase per 100 mV, but because of their slow
response time, they are still not widely used.
Comparing fluorescent and absorption dyes, fluorescent dyes have larger fractional
changes than absorption dyes, but absorption dyes can give a better signal-to-noise ratio
(Jin et al. (2002)). Whereas, the absorption dyes are not easily obtainable, both fast
and slow voltage-sensitive dyes are commercially available, including hemicyanine dyes
(di-4-ANEPPS, di-8-ANEPPS, RH237, RH795) and oxonol dyes (Oxonol V, DiBAC4(3)).
Voltage-sensitive dyes can be measured either ratiometrically or non-ratiometrically.
5.2.2 Calcium-sensitive Imaging
Intracellular calcium is integral to a range of physiological processes, including neur-
otransmitter release, ion channel gating, and second messenger pathways. In neurons,
electrical activity is linked to intracellular signalling through calcium, thus changes in
calcium concentrations can act as an indirect measure of electrical activity (Grienberger
and Konnerth (2012)).
144
As opposed to voltage-sensitive dyes, calcium-dyes function intracellularly in the
axoplasm, where they report the presence of freely diffusible Ca2+ through a direct
binding-induced change in fluorescence. Like VSDs, calcium-imaging is reported as
fractional changes in fluorescence intensity/ratio of fluorescence intensity.
Calcium indicator dyes
Organic calcium indicator dyes can be categorised into ratiometric dyes or non-
ratiometric dyes. Ratiometric dyes have different excitation or emission wavelengths
depending on whether they have Ca2+ bound or not. Data is obtained by alternating
excitation between two distinct wavelengths, and taking the ratio of the measurements.
Ratiometric dyes can be used quantitatively with a calibration curve. Measurements are
dye-concentration independent, and are unaffected by illumination intensity, probe load-
ing, bleaching, or optical path length. Drawbacks are more complicated data acquisition
and manipulation. Additionally, UV/near UV-wavelengths needed for ratiometric dyes
can lead to production of reactive oxygen species, which can lead to non-physiological
effects (Paredes et al. (2008)).
Non-ratiometric dyes show a large change in either excitation or emission fluor-
escence intensity upon direct binding to Ca2+. Non-ratiometric dyes are mainly used
for qualitative imaging, since a quantitative measure is unreliable. Non-ratiometric dyes
are prone to detect changes to fluorescence intensity based on dye concentration and
experiment specific conditions that are unrelated to [Ca2+] (Paredes et al. (2008)).
Three types of Ca2+ indicator dyes are commercially available: salts, dextran con-
jugates, and acetoxymethyl (AM) esters. Salts are the simplest, but are membrane
impermeable because of their hydrophilic nature, and therefore need invasive loading
procedures. Dextran conjugates of Ca2+ indicators have high solubility, low toxicity,
and are less prone to compartmentalization. Like salts, dextran conjugated dyes are
membrane impermeable. AM ester dyes were made to enable loading of hydrophilic
dyes into cells, and can be passively loaded. Once inside, the AM group is cleaved by
esterases and the dye is trapped inside the cell. Because of the AM group, the dyes have
low solubility, and therefore need DMSO and F-127 Pluronic to dissolve. (Paredes et al.
(2008))
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5.2.3 Advantages and limitations to optical imaging
General Advantages
Using optical imaging to measure neuronal activity can offer advantages over other
methods looking at populations or small circuits of neurons. Voltage- and Calcium-
sensitive dyes allow measurements of activity in a large population of neurons at once,
and from several areas at once. Multisite recordings combined with the high spatial
resolution achieved with these methodologies can offer information about action potential
initiation and propagation, including velocity and direction (Baker et al. (2005)).
In addition, optical imaging is principally noninvasive. This leaves the intracellular
milieu intact, including signal transduction pathways underlying synaptic plasticity,
which are normally lost during whole-cell patch recordings.
Furthermore, simultaneous electrophysiological recordings from neurons can facilitate
the correlation of optical signals from a population of cells to activity in a single cell
(Carlson and Coulter (2008)).
General limitations
For the purpose of this study, the dyes would be extracellularly applied to stain the
whole slice. Extracellularly applied dyes stain all cells indiscriminately, including glial
and vasculature. This can result in high background signals, lowering the signal-to-noise
ratio, and masking the optical signals originating from neurons (Konnerth et al. (1987);
Kriegler and Chiu (1993)). In addition, the optical signal is weighted towards dendritic
potentials, since the area of dendritic membranes exceeds that of soma and axon.
Most current setups for wide-field optical imaging uses CCD or CMOS cameras. CCD
and CMOS cameras have relatively high individual pixel noise, and it can therefore be
necessary to average over a number of pixels in 10-14 trials to achieve good signal-to-noise
ratios.
Light scattering or other intrinsic signals can cause changes in wavelength signals,
that are wavelength independent. Ratiometric dyes can control for this, and for non-
ratiometric dyes signals can be distinguised from this by measuring illumination at a
minimum signal wavelength (Yuste and Katz (1991); Jin et al. (2002)).
Furthermore, dye bleaching and phototoxicity can be a limiting factor in optical
imaging. After long exposure, or exposure at high intentisty, dye bleaching can occur,
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which is the reduction of optical signal, while electrical activity remains unchanged.
Bleaching can be corrected for by subtracting an area unaffected by the stimulation or
a trial with no electrical stimulation. Phototoxicity is irreversible damage to the stained
tissue caused by exposure to light, and causes a decrease in both optical and electrical
activity (Ross et al. (1977); Jin et al. (2002)). Recording a field EPSP simultaneously
with your optical recording can act as a control for slice health and the phototoxicity
effect. Both bleaching and phototoxicity can be reduced by limited and intermittent
exposure to light.
Both VSDs and calcium-indicators have dyes that have low solubility in aqueous
solutions, because of hydrophobic groups in their structure (Paredes et al. (2008);
Canepari and Zecevic (2010)), which can render them less practical in use. This can be
circumvented by using a DMSO and the non-ionic surfactant F-127 Pluronic, however
these are not entirely harmless to cells ( Cavaletti et al. (2000); Brunet-Maheu et al.
(2008); Yuan et al. (2014)), and their concentrations should be kept as low as possible.
There are two kinds of noise in optical measurements that can cause complications:
Shot noise (the statistical fluctuation of the photon flow), which is irreducible and
inherent to the measurement of light; and extrinsic noise resulting from mechanical
vibrations, disturbances in the optical path, instability of the light source, and dark
noise/dark currents in the measurement system. Dark noise/dark currents can be
reduced by choice of equipment, but if it is smaller than the shot noise, it is not the
limiting factor. Several measures can be taken to reduce mechanical vibrations and
other disturbances like bolting the microscope and amplifiers to a vibration isolation
table; avoiding air bubbles in the solution; and minimising vibrations at the saline-air
interface.
Shot noise is proportional to the square root of light intensity reaching the detector,
and is the physical limit for the signal-to-noise ratio. The relative size of the shot noise
can be reduced by improving the light collection efficacy.
Advantages of Voltage senstitive dyes
The strength of VSD imaging is its ability to measure fast electrical signals at high
spatial and temporal resolution, which allows for analysis of synaptic integration in
circuits (Jin et al. (2002)). Under the presumption that neurons are evenly stained by
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Table 5.1: Comparison between voltage-sensitive dyes and calcium-indicators
Voltage-sensitive dyes vs. Calcium-indicators
Direct measure of neuronal activity Indirect measure of neuronal activity
Small optical signal with fractional changes of
0.1–10% per 100mV
Large optical signal with fractional changes of 10-
20% per AP
AP driven activity & Subthreshold potential de-
tection
AP driven activity
Differentiation between excitatory and inhibitory
transmission
Indistinguishable excitatory and inhibitory trans-
mission
Narrow dynamic range Large dynamic range
Sensitive to noise/Limited signal-to-noise High signal-to-noise ratio
Internalisation of dyes decreases signal Leakage of dye decreases signal
Pharmacological side effects Acts as Ca2+ buffer
the VSD, the amplitude of the signal should be linear to the synchrony of the activity, and
the area under the waveform linear to the number of spikes during an event. In addition
to measuring spiking activity, it is possible with VSD imaging to detect subthreshold
synaptic potentials (Jin et al. (2002)).
Another strength of VSDs is their ability to measure both excitatory and inhibitory
synaptic transmission (Carlson and Coulter (2008)). The decrease and increase in
the fluorescent intensity from the preparation corresponds to membrane depolarisation
and hyperpolarisation, respectively. In fact, VSD imaging has proven very useful in
examining responses with large inhibitory elements (Fujieda et al. (2015); Colavita et
al. (2016); Nixima et al. (2017)). This is particularly useful when investigating circuit
function in the amygdala, as inhibitory circuits within the amygdala control the strength
of sensory input and can exert a gating action over neural activity during fear acquisition,
expression and extinction (Ehrlich et al. (2009); Pape and Pare (2010); Fujieda et al.
(2015)).
Limitations of Voltage sensitive dyes
VSDs are limited by their sensitivity to changes in voltage, and produce only small
fractional changes in absorption or fluoresence. The fractional intensity change (∆I/I or
∆F/F) is in the range of 10-2–10-5 of the resting light intensity per 100 mV. That being
said, with good signal-to-noise ratio, the small fractional change in light intensity does
not have to be limiting, and it is possible to achieve a decent signal-to-noise in a single
recording trial (Momose-Sato et al. (1999); Jin et al. (2002)). It is therefore vital to
limit noise to reliably detect a signal, and increase the signal as much as possible.
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Given that the amplitude of the VSD signal is proportional to the light intensity, and
the shot noise is proportional to the square root of the light intensity, the signal-to-noise
ratio is proportional to the square root of the light intensity, hence higher light intensity
levels can increase the sensitivity of the measurement. The light intensity cannot be
increased without limitations. While shot noise is proportional to the square root of
the light intensity, vibration noise is proportional to the light intensity. Therefore, at
increasing light intensity vibration noise starts to become dominant.
Furthermore, the dyes can be prone to internalisation of dyes, which causes rapid
degradation of the signal-to-noise ratio.
A premise for using voltage sensitive dyes is that they do not interfere with the
parameters they are meant to measure, whether in a direct or indirect manner. Several
commonly used VSDs were shown to have potentiating effects on GABAA receptors
in vitro and ex vivo (Mennerick et al. (2010)), and some to have pharmacological side
effects in vivo (Grandy et al. (2012)), though the ex vivo and in vivo pharmacological
effects were shown to be transient for some of the dyes. This indicates that caution is
needed when choosing dyes and designing experiments to avoid modulation of network
activity by your dye.
Advantages to calcium-sensitive dyes
The major strength of calcium-indicators, and the reason they are more commonly
used for optical imaging, is the generation of large optical signals of between 10–20% per
AP. Because of their large signal, they can provide large signal-to-noise ratios, making
calcium-indicators easier to implement.
Given that Ca2+ concentrations can vary >100 fold during physiological activity
(Muri and Knöpfel (1994)) coupled with high sensitivity of calcium-indicators, Calcium-
imaging can have a much larger dynamic range compared to VSDs. The dynamic range
of the calcium-indicator, Fluo-3, can be seen in Fig. 5.1A.
Limitations to calcium-indicator dyes
The major limitation to using calcium-indicator dyes is their speed. Calcium-
indicator dyes are limited by calcium ion dynamics in the neurons, which are significantly
slower than membrane voltage changes and are usually too slow to follow oscillations
at frequencies above 10 Hz (Antic et al. (2016)). Fig. 5.1B shows a comparison of the
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time course of voltage- and calcium-imaging signals, and the slower dynamics of the
calcium-signal is indisputable.
A caveat of calcium-indicators is that the signal is an indirect measure of neuronal
activity, and only of that which triggers a large enough change in calcium concentration,
unlike sub-threshold synaptic currents, which are not measurable with calcium-indicators
(Mao et al. (2001)).
Another caution with using calcium-sensitive dyes is that, because they bind to
Ca2+, they contribute to the buffering of intracellular Ca2+ and homeostasis. This will
limit the magnitude of changes in [Ca2+] and slow down the dynamics of this. This can
disrupt Ca2+-dependent signalling and cellular function, and alter the pattern of neuronal
activity they are meant to study (McMahon and Jackson (2018)). A compromise must
be made between the strength of the indicator signal and the problems associated with
increasing calcium-indicator concentrations.
Opposite to VSDs, where dyes can get internalised and decrease signal-to-noise,
calcium-indicators can leak out of the cell. This will lead to a decrease in excitation, and
hence a decrease in signal-to-noise. Ratiometric dyes allow you to correct for, or at least
detect, dye leakage, since it will be visible as a decrease at both excitations wavelengths.
In addition, some dyes get compartmentalised, which degrades the Ca2+ measurements
within the cytosol. For shorter recordings of 30 min to an hour, this is generally not an
issue.
Figure 5.1: Properties of calcium-indicator dyes(A) Fluorescence intensity with increasing [Ca2+]
shows a high relative change in intensity with increasing concentrations, indicative of its large dynamic
range. (B) Time course comparison of the voltage and calcium dye signal from the same location in the
olfactory bulb in response to electric stimulation shows that the voltage-sensitive dye signal is much
faster compared to the calcium-indicator signal. Figure adapted from Canepari and Zecevic (2010).
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5.2.4 Choice of methodology
I wanted to use optical imaging to study the spatiotemporal dynamics of the intra-
nuclear circuitry of the amygdala. Given that inhibitory synaptic transmission plays
a vital role in this microcircuit (Ehrlich et al. (2009); Pape and Pare (2010); Fujieda
et al. (2015)), my first approach was to use VSD imaging, as this method enables
the investigator to distinguish between excitatory and inhibitory synaptic transmission,
unlike calcium-imaging. VSD imaging also has a far superior temporal resolution, albeit
it suffers from small optical signals, making it a tougher methodology to implement.
As is evident below, a VSD optical imaging assay proved harder to establish, hence a
calcium-indicator dye was used to get an initial protocol up and running.
5.3 Methods
5.3.1 Animals
The two Syngap rat lines used in chapter 4, Syngap+/∆GAP and Syngap+/-, were
crossed to get one colony generating both models as well as WT littermate controls.
Any weak/runt pups suspected to be homozygotes were culled before postnatal day
6, because Syngap homozygosity is lethal. Syngap+/∆GAP, Syngap+/-, and WT were
maintained for experiments, and only male animals were used for experiments.
5.3.2 Staining protocol
Acute slice preparation
Acute coronal slices were prepared as described in Chapter 2. After cutting, slices
were allowed to recover at 34◦C for 30 min and then stored at room temperature for 30
min before staining commenced.
Staining with the voltage-sensitive dye, di-8-ANEPPS
A di-8-ANEPPS (Invitrogen, Fisher Scientific UK) stock was prepared by dissolving
5 mg of dye in 1686 µL DMSO to achieve a 5 mM stock concentration. The stock was
stored at 4◦C, and when needed, was warmed slightly and vortexed to dissolve crystals.
Loading solution was prepared by diluting 60 µL di-8-ANEPPS stock into 30 mL
of ACSF to achieve a final concentration of 10 µM (0.2% DMSO). As di-8-ANEPPS is
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highly lipophilic, F-127 pluronic acid (0.05%) was added to the loading solution to aid
with solubilisation of the dye. The loading solution was added to the staining chamber
and continuously carbogenated, and was placed on a shaking table during staining. Slices
were staining between 15 min and 2 hrs, and were shielded from light while staining.
After staining, slices were washed in recording ACSF for 2×15 min to remove excess
dye, and imaging would follow.
Staining with the calcium-indicator dye, Fluo-4
50 µg of Fluo-4 was dissolved in 8 µL DMSO and 2 µL F-127 pluronic acid (5% in
DMSO) and vortexed for 15–20 min. Any dye left over was kept in the fridge, and used
within a couple of days.
For calcium-indicator dye staining, an interface staining chamber (Fig.5.2) was as-
sembled using instructions from Dawitz et al. (2011). 2.5 mL ACSF was added to the
chamber with continuous carbogenation. Slices were transfered to the interface dish in
the staining chamber and 5 µL dye was pipetted directly over the amygdala divided
between 2 or 3 slices. This resulted in a high initial concentration over the slices, but
achieved a final concentration of 10 µM Fluo-4 (0.2% DMSO, 0.02% F-127 Pluronic).
The staining chamber was incubated at 34◦C protected from light, and slices were stained
for 10 min + postnatal age in min, i.e. a slice from a p40 rat would get stained for
50 min, as recommended by MacLean and Yuste (2009). After staining, slices were
transferred back to a holding chamber for at least 30 min before imaging commenced.
5.3.3 Imaging setup
Fluorescence images were acquired using an upright Leica DM LFS microscope
equipped with a 1.25x (NA=0.05; Leica) objective and a CMOS camera (OptiMOS,
QImaging) with LED-based illumination (pE300,CoolLED). Turning the LEDs on/off
was used in place of a shutter, which would help minimise mechanical noise.
A filter cube was used to separate excitation and emission. For di-8-ANEPPS, a
cube containing an excitation band-pass filter centred at 470nm and 40nm wide and
emission filter centred at 630nm and 75nm wide (ET470/40x, ET630/75m; Chroma).
For Fluo-4, a single band filter set with an excitation filter centred at 470nm with 40nm
bandwidth and emission filter centred at 525nm with 50nm bandwidth (FITC/Cy2,
Chroma). ImageJ was used for the optical image data acquisition. The frame rate was
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Figure 5.2: Cross-section of Calcium-indicator dye staining chamber. Staining chamber was
made from instruction given in Dawitz et al. (2011). Top section shows slice incubation with carbogen
coming in at the bottom to carbogenate the ACSF, as well as through a hole in the lid. Bottom section
shows how application of dye is done over the region of interest on each slice. Figure from Dawitz et al.
(2011).
100 frames per second with an exposure time of 10 ms. Each time lapse recording was
1.5 sec.
5.3.4 Recording
Slices were transferred to a submerged recording chamber of an upright micro-
scope, and was continuously perfused with carbogenated recording ACSF at a rate
of 3–5mL/min using a peristaltic pump. The temperature was kept at 27–29◦C using
an inline heater.
Field EPSPs (fEPSPs) were recorded with a micropipette filled with ACSF (1-3 MΩ)
made from borosilicate glass capillaries (OD 1.5 mm, ID 0.86 mm, Harvard apparatus,
UK) using a horizontal puller (P-97 Flaming Brown, Sutter Instrument, US). Test
pulses were delivered at thalamic or cortical inputs to the LA using a bipolar stimulating
electrode placed in the internal or external capsule, respectively. A single pulse or a
train of 5 pulses at 20 Hz were used to elicit synaptic responses. Stimulations were
elicited every 20 secs.
Onset of electrical stimulation would trigger the light to go on, and imaging to com-
mence. For some experiments, stimulations trials were interleaved with non-stimulation
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trials. For each experiment, between 7-25 trials were done.
5.3.5 Confocal Imaging
Confocal imaging was used to assess the level of di-8-ANEPPS dye staining at high
magnification. Slices were put into 4% PFA for 1 hr at RT immediately after the
staining wash cycles or after VSD imaging was completed. The slices were washed in
PBS (Phosphate-buffered saline: 0.025M PB, 0.9% NaCl) for 3×15 min, and mounted
on glass slides using Fluoromount (Sigma-Aldrich, UK) and sealed with varnish. Images
were acquired using a Zeiss Axiovert LSM 510 inverted confocal microscope with a 63×
objective (1.5 NA) in 1 µm steps.
5.3.6 Analysis
The optical data format was a 150 frame-long time lapse sequence of TIFF images,
which was analysed on ImageJ and MATLAB R2017b. As noise and bleaching are
inherent parts of fluorescence imaging, a background of averaged pixels from an area
not affected by the stimulation was subtracted from each other pixel. Because the
fluorescence signals are small and to reduce noise, particularly for VSD imaging, 7–25
trials were averaged together. The averaged image was then filtered with a digital 2D
Gaussian kernel (5 × 5; x × y; σ=1.5)
The fluorescence intensity emitted by the slice prior to stimulation (50–100 ms prior)
was averaged and used as the reference intensity (F0).
The change in fluorescence (∆F = Ft - F0) was normalised by the reference to obtain
the fractional fluorescence (∆F/F), which was used as the optical signal. The normalised
fractional fluorescence intensities were analysed using a MATLAB VSD analysis toolbox
developed by and described in (Bourgeois et al. (2014)). This toolbox allows the user to
visualise and statistically compare activity across the full spatiotemporal range of the
fluorescence dataset.
The three-dimensional optical data (x × y × time) is first geometrically trans-
formed into a two-dimensional spatiotemporal rasterised image of activity (anatom-
ical position× time; Fig. 5.7A), guided by user-defined anatomical regions of interest
in the slice. The anatomical boundaries of the LA, BA, and CeA are clearly vis-
ible in an acute coronal slice, and can be used to draw region boundaries (Fig. 5.3).
For the purpose of establishing the methodology, only the LA was used for raster
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plot construction, as this region was expected to elicit the strongest optical signal.
Figure 5.3: Amygdala anatomical bound-
aries. Grey scale image of an acute coronal
slice with clear anatomical boundaries of the
LA, BA, and CeA.
The toolbox automatically divides the re-
gions into fixed-width polygonal segments (Fig.
5.8A), and the average fractional fluorescence
signal within each segment is calculated. The
signal from each segment is depicted as a row
in the raster.
To allow for direct comparison between
slices, the toolbox interpolates rasters along
the y-axis to a standard number of polygonal
segments and stretches or compresses each ras-
ter to be the same size. Within a group, rasters
are then averaged. From here, statistical tests
can be performed between groups at each spa-
tiotemporal site using a non-parametric per-
mutation test (t = 1000) giving you a two-
dimensional heatmap of spatiotemporally sig-
nificant differences (Fig. 5.12D). The toolbox
can also measure the velocity of the spread of activity and test for anatomical differences,
but these measurements were not carried out on this dataset.
5.4 Preliminary findings
5.4.1 Optimizing staining protocol
I selected a fast-response voltage-sensitive dye to fully exploit the advantages of VSD
imaging. Amongst the fast VSDs, the ANEPPS are the most commonly used, with
di-4-ANEPPS being the most common. Furthermore, they are some of the most sensitive
of the fast-response dyes exhibiting around 10% per 100 mV changes in fluorescence
intensity. I chose the di-8-ANEPPS over di-4-ANEPPS due to its higher resistance to
internalisation, better photo stability, and lower phototoxicity.
When examining staining protocols from other studies using ANEPPS dyes, I found
no clear consensus on dye concentration, staining time, or conditions for staining. Con-
centrations could vary from 0.2 µM–200 µM; duration of staining was from 10 s to 90
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Figure 5.4: Dye staining was improved by incubation on shaker The image to the left shows
a z-stack average from 5–11 µm from the surface of a slice stained for 30 min at RT. Little to no dye
was observable at depths beyond 11 µm from the surface. The right image shows a slice stained for 30
min on a shaking table. The z-stack is from 18–26 µm average from the surface, but dye could be seen
down to 31 µm from the surface.
min; and temperature ranged from 10–30◦C, but most commonly room temperature was
used for dye incubation (Bedlack et al. (1992); Bourgeois et al. (2014); Fujieda et al.
(2015); Colavita et al. (2016); Nixima et al. (2017); Takesian et al. (2018)). I decided
to use a concentration of 10 µM di-8-ANEPPS, and staining at room temperature at
varying lengths of time (15 min–2 hrs). I opted for a lower dye concentration to minimise
pharmacological side effects (Mennerick et al. (2010)), and because more even staining
is associated with lower concentrations and longer staining time (Baker et al. (2015)).
I found that longer staining time allowed for the dye to perfuse deeper into the tissue,
but the staining was still superficial. To get better penetration of the dye into the tissue,
the slices were stained while on a shaking table, which greatly improved the staining
(Fig. 5.4).
As evident in Fig. 5.5A, only sparse staining was seen after 15 min. Deeper penetra-
tion of the dye was observed after 30 min of staining (Fig. 5.5B), but the fluorescence
intensity appeared to decrease slightly with staining of 1 and 2 hours (Fig. 5.5C+D).
The decrease in staining seen at longer incubation times could be caused by internalisa-
tion of the dye, or variability in efficiency of staining. As will follow below, the optical
imaging was mostly unsuccessful, so how staining time and optical signal amplitude
correlate is unknown.
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Figure 5.5: The effect of time on dye staining. (A) 15 min of staining resulted in staining down
to 14 µm from the surface. (B) 30 min of staining improved the diffusion of the dye. Dye was detectable
down to 31 µm. (C)+(D) 1 hr and 2hrs of dye incubated resulted in a similar staining of the dye. The
images are average z-projections from the indicated depths below the images. Brightness and contrast
levels were adjusted to be the same between z-projections from the same staining time duration.
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5.4.2 Autofluorescence
When doing optical imaging, autofluorescence can interfere with your signal, particu-
larly green tissue autofluorescence (Shibuki et al. (2003); Coutinho et al. (2004); Reinert
et al. (2004)). To investigate how much autofluorescence contributed to the total fluores-
cence signal, imaging was done on an acute brain slice that had not undergone staining
with a fluorescence dye. Comparison of fluorescence measured in tissue with no dye
to tissue stained with Di-8-ANEPPS demonstrated that tissue autofluorescence levels
accounts for less than 17% of the fluorescence measured in stained tissue. Furthermore,
the autofluorescence show no activity dependent changes in fluorescence (Fig. 5.6).
Figure 5.6: Contribution of autofluorescence to the fluorescence intensity (A) Very little
autofluorescence was measured from the slice when illuminating with blue light with no dye present
(Average intensity from a 50x50 pixel ROI in the LA: No dye=317.20, Di-8-ANEPPS=1917.59). (B)
Time course of changes in ∆F/F after electrical stimulation illuminated with blue light shows that
autofluorescence does not contribute to the stimulated signal.
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5.4.3 VSD imaging
The majority of the VSD imaging experiments that were performed had no obvious
VSD signal upon stimulation (Fig. 5.7). Neither a single pulse or a train of 5 pulses at 10
Hz elicited a detectable change in fluorescence intensity, nor did a longer staining time.
Apart from an undetectable change in fluorescence upon stimulation, some experiments
showed artefacts (see Fig. 5.7A+B+F). These were possibly caused by uneven staining,
extraneous noise, or physical effects from handling the slice, which partly obscured the
optical signal. Some of the slices were fixed after imaging to assess the staining by
confocal microscopy, and as seen in Fig. 5.7C+E+G dye is present in the tissue, but
whether the amount of staining is enough to cause a detectable change in fluorescence
is not clear. Most likely a VSD signal was undetectable because of poor signal-to-noise
ratio.
One experiment appeared to be successful (Fig. 5.8). Fig. 5.8A shows the polygonal
segmentations of the LA. Each segment corresponds to a line in the raster plot in fig.
5.8A. The raster plot is an average of 7 trials, and shows a decrease in membrane
potential following electrical stimulation. The stimulation protocol was a train of 5
pulses at 10 Hz, but it is only the first pulse in the train, that is detected as a change in
∆F/F. Seeing that the amplitude of the fEPSP is decreasing in the subsequent pulses
in the train (Fig. 5.8B), this is likely because the evoked responses are not large enough
to be differentiated by the noise. From the detectable signal, the maximal signal-to-
noise ratio was calculated to be 10.7 (Maximum signal amplitude divided by root mean
square of the baseline), which is in the lower range of what has been reported by others
(Momose-Sato et al. (1999); Preuss and Stein (2013)).
The lack of a detectable optical signal made it difficult to optimise the assay. I
therefore decided to attempt calcium-imaging to see if a protocol could be established
using a calcium-indicator, before returning to VSD imaging.
5.4.4 Calcium imaging
The calcium-indicator Fluo-4 was chosen because it shows minimal fluorescence at
resting Ca2+ levels, and an increase in fluorescence intensity >100-fold with increasing
Ca2+ concentration. In addition, Fluo-4 is available with an AM ester, making it cell
permeant and easy to apply to acute slices.
As the age of the animal can influence the uptake of the dye (MacLean and Yuste
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Figure 5.7: Absence of stimulation induced optical signal. (A+B+D+F) Slices were stained
with Di-8-ANEPPS for 1 hr (B) or 2 hrs (A+D+F). Either a single pulse was delivered to the thalamic
input to the LA (B+D) or a train of 5 pulses at 10 Hz (A+F). (C+E+G) After optical imaging slices
were fixed and imaged under a confocal microscope.
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Figure 5.8: Depolarisation in the LA following stimulation of thalamic input (A) Grey scale
image of the LA overlaid with polygonal segments, each corresponding to a row in the raster. The
raster displays the spatiotemporal change in ∆F/F in response to a train of 5 pulses at 10Hz with the
pseudocolour key below. To the right of the raster is an average time course of the area within the
box. Scale bar: 0.01%; 200 ms. (B) Simultaneous recording of field EPSP recorded from the dorsal LA.
Scale bar: 0.5 mV; 50 ms. (C) Grey scale fluorescence image with the anatomical boundaries drawn on
top. The raster shows the spatiotemporal changes in ∆F/F in the absence of electrical stimulation.
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Figure 5.9: Fluorescence intensity decreases with age (A) Left: Grey scale image with polygonal
segment overlay corresponding to the rows in the raster plot. The raster plots shows the spatiotemporal
response to a train of 5 pulses at 20 Hz in an acute slice from a p23 rat. (B) Raster of the ∆F/F in
response to a 5x20 Hz stimulation in a p42 rat. (C) Comparison of the timecourse of the ∆F/F between
p23 and p42 show a larger change in fluorescence in response to stimulation in p23. The pseudocolour
code is the same for both raster plots.
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Figure 5.10: Fluorescence signal driven by action potential firing (A) The raster plots shows
the spatiotemporal response to a train of 5 pulses at 20 Hz in an acute slice. Right: Grey scale image
with polygonal segment overlay corresponding to the rows in the raster plot. (B) Raster of the ∆F/F
in response to a 5x20 Hz stimulation in the same slice as in (A) after a 10 min wash-in of TTX (300
nM). (C) Comparison of the timecourse of the ∆F/F with and without TTX show an abolishment of
the fluorescence in response to stimulation. The pseudocolour code is the same for both raster plots.
(2009); Hamad et al. (2015)), I first tested out Fluo-4 on a p23 animal. Upon stimulation
a clear rise in fluorescence intensity was seen followed by a slow decay back towards
baseline intensity. Next, I repeated the experiment at the intended experimental age
p42. Here I observed a similar increase in fluorescence intensity following electrical
stimulation, though the amplitude of the signal was lower compared to that of p23 (Fig.
5.9).
To confirm that the rise in fluorescence intensity was caused by activity-induced
changes in [Ca2+], 300 nM TTX was washed onto the slice. This abolished the stimulus
induced change in fluorescence, confirming that the signal was driven by AP firing (Fig.
5.10).
Different types of stimulation protocols were tried to gauge which protocol would
work better. Fig. 5.11 shows the change in fluorescence following a single pulse and
the change following a train of 5 pulses at 20 Hz. The single pulse only elicited a small
change in fluorescence, whereas the train evoked a larger signal that spread further
in the LA (Fig. 5.11). Since the 5x20 Hz stimulation protocol produced a relatively
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Figure 5.11: Comparison of different stimulation protocols (A) Raster plot of ∆F/F in response
to a single stimulation protocol. Right: Grey scale image with polygonal segment overlay. (B) Raster
plot displaying the change in ∆F/F evoked by a train of 5 pulses at 20 Hz. To the right is a time course
comparison of the ∆F/F responses between the two stimulation protocols.
good optical response, this was chosen to acquire a preliminary dataset from WT and
Syngap+/-.
Fig. 5.12A and B show the average responses from 3 WT and Syngap+/- animals,
respectively, at 5-6 weeks old. Imaging was also done in Syngap+/∆GAP animals, but
these were mostly unsuccessful. Statistical analysis was performed using a permutation
test in two steps. First, an empirical null distribution was generated for each site in
the spatiotemporal domain. Then, a two-sample t-test was performed between WT
and Syngap+/- at each spatiotemporal site, which is seen as a heatmap of p-values
(Fig. 5.12C). Finally, the T-statistic for each site was compared to the empirical null
distribution, and a map was generated showing only the sites where the null hypothesis
was rejected (Fig. 5.12D). The number of sites identified as significantly different in
recordings of thalamic evoked activity in LA (0.76%) is lower than the expected difference
by chance (5% for α=0.05). Therefore, this preliminary dataset indicates that there is
no difference in thalamic input evoked activity between WT and Syngap+/-.
The preliminary dataset between WT and Syngap+/- did not reveal a difference in
activity in response to stimulation of the thalamic input into the amygdala. However,
given the low sample size and that this data was acquired with an non-optimised protocol,
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Figure 5.12: Statistical analysis of responses to thalamic stimulation to the LA (A)+(B)
Rasters from multiple recordings show overall trends in activity in the WT (A) and Syngap+/- (B).
Visual inspection could suggest a potential difference in activity between the two groups. (C) A two-
sample t-test was done between WT and Syngap+/- at each spatiotemporal site, the result of which is
shown in the heatmap. Statistically different values (p<0.05) are shaded purple. The T-statistics for
each site is then compared to an empirical null distribution, and only the sites where the null hypothesis
gets rejected is shown (D). Significant difference was measured at 29 sites out of 3819 (0.76%).
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it would therefore need repeating. Moreover, the Ca-indicator dye is not discriminative
between excitatory and inhibitory transmission. Hence, possible changes in inhibitory
transmission could be missed, or could mask potential changes in excitatory transmission.
5.5 Future Directions
5.5.1 Improvements on the optical imaging assay
The major issue that needs improvement for this technique to work is the signal-to-
noise ratio, i.e. increase the signal and decrease the noise. There are several ways to
potentially increase the intensity of the fluorescence signal:
Improving the staining of the cells
Both DMSO and F127 Pluronic are essential for dye loading, but their concentration
can also influence the efficacy of loading. A gradual decrease in fluorescence intensity is
seen with increasing F-127 Pluronic concentrations, and increasing DMSO concentrations
can affect loading efficacy and tissue penetration depth (Hamad et al. (2015)). This
study was done on calcium-indicators, but it is possible that DMSO and F-127 Pluronic
has the same effect on loading efficacy of voltage-sensitive dyes. Increasing the DMSO
concentration slightly to 0.25–0.5%, and decreasing the F-127 Pluronic concentration
to 0.0025% could possibly increase the effectiveness of dye staining, and hence the
fluorescence intensity. I also noticed a tendency for foam to form on the ACSF caused
by the F-127 Pluronic. Dyes are prone to concentrate on the air-water interface, and thus
the foaming could decrease the actual concentration of the dye in solution. Lowering
the F-127 Pluronic concentration would help address that issue as well.
As mentioned above, there is no real consensus on the optimal staining conditions
for VSDs. I chose to stain the slices at RT, since this seemed to be the most prevalent
temperature used, but it is possible that better staining could be obtained with either
higher or lower incubation temperatures. Calcium-indicator dyes tend to be incubated
at higher temperatures (MacLean and Yuste (2009); Dawitz et al. (2011); Hamad et
al. (2015); Cameron et al. (2016)), suggesting that higher temperatures might be more
optimal.
Another factor that influences the efficacy of staining is age. The age of the animal
influences how well the tissue takes on the dye (Fig. 5.9, Peterlin et al. (2002); MacLean
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and Yuste (2009); Hamad et al. (2015)). Performing the experiments at a younger age
would increase the intensity of the fluorescence signal, aiding in protocol optimisation.
Once optical imaging is consistently obtained, the experimental age could be increased.
Increasing signal amplitude
Given that the signal-to-noise ratio is proportional to the square root of the light
intensity, increasing the intensity of light could increase the sensitivity of the recording.
Increasing the light intensity will also exacerbate any vibration noise, thus finding the
optimal light intensity will require some adjusting.
Some dyes show time-dependent changes in the optical signal after staining, i.e. there
is an enlargement of signal obtained in the 60 min after staining (Momose-Sato et al.
(1999)). This suggests that leaving more time after the staining and before imaging
begins could increase the amplitude of the fluorescence signal.
Di-8-ANEPPS is a ratiometric dye. Signal-to-noise ratio could be improved by using
a different excitation/emission wavelength where the signal amplitude is larger, or by
implementing a dual-wavelength ratio detection scheme. The primary advantage of
ratiometric measurements is that the sensitivity of the ratio is approximately equal to
the additive absolute sensitivities at each wavelength, though this does require a more
complicated image acquisition setup.
Trying a different dye is also an option. In solution di-8-ANEPPS and di-4-ANEPPS
display similar fluorescence, but the cellular accumulation between di-4-ANEPPS and
di-8-ANEPPS is significantly different. A retention assay showed that di-4-ANEPPS
displayed a >5-fold higher fluorescence in the plasma membrane than di-8-ANEPPS,
though di-4-ANEPPS was also strongly internalized (Mennerick et al. (2010)). Trying
di-4-ANEPPS instead of di-8-ANEPPS could yield better results. Alternatively, using
a genetically encoded voltage sensor would improve the signal-to-noise ratio, but this
would add increased complexity and cost to the experimental design.
Finally, the signal-to-noise ratio could be improved by using a higher power objective
with a better numerical aperture.
Decrease the noise
The signal-to-noise ratio can also be improved by minimising the level of noise.
The current setup uses a submerged recording chamber, which is more sensitive to noise
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introduced by the water flow. It also scatters the light more, decreasing the quantal yield.
Changing the recording chamber to an interfase chamber will reduce the mechanical





An immense genetic heterogeneity is associated with ID and ASD, yet individuals
with these disorders can display similar behavioural features. This raises the question
whether ID/ASD are caused by a spectrum of pathologies or a single common one. The
convergence on common molecular pathways can help explain why a group of genetically
heterogeneous individuals, can display similar behavioural outcomes. Understanding of
the neuropathology is critical for identifying potential therapeutic targets. Great effort
has gone into answering this question, through genetic investigations, transcriptomic
analysis, and by modelling these disorders in animals. These studies have highlighted
synaptic function as a point of convergence in ID/ASD (Zoghbi and Bear (2012); Quesnel-
Vallières et al. (2019)).
6.1.1 Convergence and divergence of amygdala phenotypes
One thing to consider when studying ID/ASD is the different roles specific brain
regions play. Not all brain regions are strongly associated with the ID/ASD, and the
most frequently associated are the cerebellum, cortex, and the amygdala (Amaral et al.
(2008)). A wealth of human studies continuously implicate the amygdala as one of the
major brain regions impacted in ASD (Pierce et al. (2001); Baron-Cohen (2004); Amaral
et al. (2008); Kleinhans et al. (2009); Shen et al. (2016); Hrybouski et al. (2016);
Weir et al. (2018); Ibrahim et al. (2019)). Whereas amygdala related behavioural
deficits are commonly observed in ID/ASD models, the role ID/ASD associated genes
has on synaptic function and plasticity in the amygdala is scantily investigated. In order
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to bridge the gap between the findings of amygdala dysfunction in humans, and the
observed amygdala-dependent behavioural abnormalities in rodent models, we need to
get a better understanding of the molecular, cellular, and circuit dysfunction of this key
brain area.
When examining what is known about the amygdala pathophysiology in ID/ASD
models a complex picture emerges. Starting with the data presented in this thesis,
convergence and divergence of cellular phenotypes were found between Nlgn3-/y and
the two Syngap models (Table 6.1). Intrinsic excitability of LA neurons was enhanced in
both Nlgn3-/y and Syngap+/-, but not in Syngap+/∆GAP. Basal synaptic transmission
was similar to controls in all three, whereas basal inhibitory synaptic transmission was
increased in Nlgn3-/y.
Most notably, all three models shared a deficit in thalamo-amygdala LTP. Inter-
estingly, the rat model of FXS, Fmr1 -/y, shows a similar deficit in thalamo-amygdala
LTP in the LA (Dr. Adam Jackson, University of Edinburgh, unpublished data) — a
deficit also observed in the Fmr1 -/y mouse model (Suvrathan et al. (2010)). Moreover,
the reduction of NLGN1 also results in impaired thalamo-amygdala LTP (Kim et al.
(2008); Jung et al. (2010)), making this a highly convergent amygdala phenotype
in ASD models, supporting the idea of pathological pathway convergence. However,
some ID/ASD models report no impairments in thalamo-amygdala LTP (Houbaert et
al. (2013); Jayachandran et al. (2014)), but display deficits in cortico-amygdala LTP
instead (Jayachandran et al. (2014)). This indicates that synaptic plasticity at major
sensory input associated with the formation of fear memories is impaired and could be
a convergent pathway for amygdala pathology in ID/ASD.
Synaptic plasticity at these synapses is important for fear memory consolidation.
However, while the cellular phenotypes for fear conditioning appear to show convergence
in a subset of ID/ASD models, the behavioural phenotypes seem more complicated.
All three rats models investigated in our lab display distinct fear responses during fear
recall: Nlgn3-/y exhibit normal acquisition of fear during conditioning, but need both
cue and contextual input to recall the fear association. Furthermore, Nlgn3-/y express
their fear behaviour through flight, rather than freezing (Natasha Anstey, University of
Edinburgh); Syngap+/- show normal acquisition of fear memory but increased freezing
during recall and slower acquisition of extinction. Additionally, these animals show little
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discrimination between CS and no CS; while Fmr1 -/y display normal acquisition but
impaired fear recall (Dr. Sally Till, University of Edinburgh, unpublished).
The complexity of behavioural outcomes in these rat models highlight the need for
better phenotyping and reporting of these. Most papers studying fear conditioning
report either a decrease or increase in freezing without dissecting the finer behavioural
expression patterns of the animals, thereby missing a lot of valuable information about
the cellular and circuit dysfunction underlying it.
Table 6.1 shows a comparison of a range of ID/ASD models, where amygdala dys-
function has been examined. This shows that while some deficits are shared amongst
models of ASD, such as impaired synaptic plasticity, other phenotypes manifest in dif-
ferent ways. The heterogeneity of behavioural outcomes challenges the idea of cellular
convergence leading to similar behavioural outcomes in ASD. More importantly, it
highlights the necessity of integrative physiology and looking at these disorders from a
range of perspectives to be able to connect all the dots — especially in order to find
possible convergence between models.
One neglected area of study is local network and circuit activity, particularly for
the amygdala. ID/ASD are generally considered as circuit syndromes (Belger et al.
(2011); Fernández et al. (2018)), and abnormal circuit function is commonly observed
in models of these disorders. Increased hyperexcitability is observed in hippocampal
and cortical circuit in Syngap+/- mice (Clement et al. (2012); Ozkan et al. (2014)),
and studies from Fmr1 -/y mice display increased neuronal hyperactivity and network
synchrony in cortical areas (Hays et al. (2011); Gonçalves et al. (2013)). Similarly,
cortical hyperactivity was reported in Shank3 -/- mice (Peixoto et al. (2016)), whereas
Pcdh10+/- mice exhibit a reduction in gamma band activity in the BLA (Schoch et al.
(2017)).
The local amygdala network excitability has not been examined in any of the models
from Table 6.1. An important next step will be to determine how the changes in cellular
excitability and synaptic plasticity translate to network excitability in these models of
ID/ASD, and how this correlates with the amygdala-dependent behaviours.
171
Table 6.1: Amygdala phenotypes in ID/ASD
Model FC Cued Fear Recall TA-LTP CO-LTP mEPSC mIPSC Intrinsic excitability Reference
Nlgn3-/y rat ↔ ↓/↔ ↓ – ↔ ↑ ↑ [1] [2]
Syngap+/- rat ↔ ↑ ↓ – ↔ ↔ ↑ [1] [3]
Fmr1 -/y rat ↔ ↓ ↓ ↓ Freq ↓ ↔ ↔ [3] [4]
Fmr1 -/y mouse – ↔/↓ ↓ – ↓ Amp+Freq↓ ↑ [5] [6] [7]
Nlgn1 KO mouse ↔ ↓ ↓ ↔ ↔ – – [8] [9]
NL3-R451C mouse – – – – Amp ↑ Amp ↓ – [10]
Coronin 1 KO mouse – ↓ ↔ ↓ – – – [11]
il1rapl1 KO mouse ↓ ↓ ↔ – ↔ – ↓ [12]
Mecp2-/y mouse – ↓ – ↔ ↔ – – [13] [14]
Tsc2+/- mouse ↔ ↔ – – – – – [15]
–: unknown; ↑: increased compared to control; ↓: decreased compared to control; ↔: comparable to control
[1]: This thesis; [2]: Ms Natasha Anstey, University of Edinburgh; [3]: Dr. Sally Till, University of Edinburgh; [4]: Dr. Adam Jackson, University of Edinburgh;
[5]: Suvrathan et al. (2010); [6]: Spencer et al. (2006); [7]: Olmos-Serrano et al. (2010); [8]: Kim et al. (2008); [9]:Jung et al. (2010);[10]:Hosie et al. (2018)
[11]: Jayachandran et al. (2014); [12]: Houbaert et al. (2013); [13]: Stearns et al. (2007); [14]: Gambino et al. (2010); [15]: Waltereit et al. (2011)
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6.2 Future directions
The work in this thesis has shown the existence of cellular deficits in the amygdala
in a basic physiological state. However, how these deficits affect the cellular and cir-
cuit responses to changes in emotional states in Nlgn3-/y and Syngap+/- is unknown.
Understanding how the neurons and the circuit will respond to emotional changes is
particularly important to gain a complete understanding of the pathology of ID/ASD,
since ASD patients in particular have difficulty with social intelligence.
Fear conditioning and extinction has been shown to modify the intrinsic excitability
of neurons in the prefrontal cortex, hippocampus, and amygdala (Santini et al. (2008);
McKay et al. (2009); Sehgal et al. (2014)). Given the changes in excitability and
alterations in fear response behaviour in Nlgn3-/y and Syngap+/-, you would therefore
expect to see different modifications to intrinsic excitability in these models compared
to controls. To determine whether the intrinsic excitability is enhanced differently in LA
neurons inNlgn3-/y and Syngap+/- by fear conditioning and extinction, whole-cell patch-
clamp recordings of the intrinsic excitability would be done from naive, conditioned,
and conditioned-extinguished rats. This would help dissect how the different forms
of associative learning during fear conditioning modulate the intrinsic plasticity. The
behavioural data would indicate that the differences between genotypes for both models
would be found during extinction rather than during initial fear conditioning. Moreover,
once the optical imaging protocol is fully optimised, examining the inter-amygdala circuit
function in basal emotional states and in response to fear conditioning and extinction
would follow.
The work presented in this thesis has had an amygdala-centric viewpoint. The
amygdala is a key brain structure in emotional processing, but it is also part of a bigger
team and the interplay between players in this circuit is as crucial as the individual
players themselves. Several studies of ASD patients have revealed hypo-connectivity
between the amygdala and cortical areas, particularly the prefrontal cortex (Shen et
al. (2016); Gibbard et al. (2018); Ibrahim et al. (2019); Iidaka et al. (2019)). The
mPFC is reciprocally connected with the BLA, in particular to the prelimbic (PL) and
infralimbic (IL) area (Sah et al. (2003)). Whereas the PL area supports fear expression
and receives projection from BA ’fear’ neurons, the IL is involved in extinction and
receives projections specifically from ’extinction’ neurons (Duvarci and Pare (2014)).
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Furthermore, inactivation of the IL hinders the acquisition of extinction (Sierra-Mercado
et al. (2011)). The possibility therefore exists that hypo-connectivity between the BLA
and the IL is contributing to the impaired acquisition of extinction seen in Syngap+/-.
This could be investigated in several ways: one could be to inject retrobeads into the
BLA–IL and record the intrinsic and synaptic properties from IL projection neurons in
the BLA, and vice versa; another approach is to optogenetically stimulate IL projections
in the BLA coupled with VSD imaging to record the inter-amygdala circuit response.
In conclusion, my findings encourage further experiments, especially with the aim
to elucidate amygdala circuit function in models of ID and ASD. Furthermore, under-
standing the neuronal activity and circuitry in response to changes in emotional states
is important for our understanding of these disorders. From this we will gain a more
comprehensive understanding of how genetic changes lead to abnormal behavioural out-
comes, and with that, hopefully, the insight needed to develop target pharmacological
treatment options for these debilitating disorders.
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Appendix A
Figure S1: QQ plot show normal distribution. To perform a GLMM, the data needs to follow a
normal distribution. A quantile-quantile (QQ) plot shows that both mIPSC amplitude and frequency
follow a normal distribution, meaning a GLMM can be used. Data analysis performed by Zrinko Kozic,
University of Edinburgh.
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Figure S2: Nlgn3-/y rats exhibit freezing behaviour when presented with both tone and
context. On day 1 and 2 rats were habituated to context A. This context was where tone habituation
and conditioning was performed on day 3. On day 4 the rats were tested for cued fear recall in a different
context B, and on day 5 fear recall was tested in the context of conditioning. Nlgn3-/y rats show an
impairment in freezing when presented to cue alone during recall, but when presented with both cue
and context Nlgn3-/y rats exhibit comparable freezing behaviour to WT controls. Figures supplied by
Natasha Anstey, University of Edinburgh
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Figure S3: Enhanced fear recall in rat models of SYNGAP haploinsufficiency. (A) The
visual cued conditioning paradigm consisted of initial habituation, followed by fear conditioning training
in a different context to the habituation. The conditioning consisted of 6 CS–US pairings. On day
5 fear recall was tested in the original context with 12 CSs. (B) Syngap+/∆GAP exhibit normal fear
acquisition during fear conditioning training. (C) Syngap+/- and Syngap+/∆GAP show enhanced freezing
during before CS presentation during recall testing, and enhanced freezing during CS presentations.
Furthermore, Syngap+/- and Syngap+/∆GAP are unable to distinguish between CS and no CS, i.e. rats
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