Abstract. We give a negative answer to the Newman-Shapiro problem on weighted approximation for entire functions posed in 1966 and motivated by the theory of operators on the Fock space.
Introduction and the main results
Let F be the classical Bargmann-Segal-Fock space, that is,
where m stands for the area Lebesgue measure. This space serves as a model of the phase space of a particle in quantum mechanics and so plays an important role in theoretical physics. Moreover, this space appears in time-frequency analysis, as a spectral model of L 2 (R) via the Bargmann transform (see, e.g., [7] ). Note also that the complex exponentials eλ z are the reproducing kernels of F , i.e.,
where k λ (z) = eλ z . In 1966, D. J. Newman and H. S. Shapiro posed the following problem about the structure of the operator adjoint to a multiplication operator in Fock space. Let F be an entire function such that, for any A > 0,
for some constant C = C(A). Then F (z)eλ z ∈ F for every λ ∈ C and we can define the multiplication operator M F : G → F G on the linear span of exponentials
The natural domain of the operator M F is given by
Thus, we can consider the adjoint operator M * F as well as the operator adjoint to the restriction M F L , which we (following [9] ) denote by F where P * (z) = P (z) and
) is understood in the usual sense as a differential operator. In this case it is easy to see that M *
. The Newman-Shapiro question (related to a much earlier work of E. Fischer [6] ) is whether M *
in the general case. In [9] Newman and Shapiro proved that this is the case when F is an exponential polynomial (i.e. F (z) = n k=1 P k (z)e λ k z , where P k are polynomials and λ k ∈ C) and for some other special cases (i.e. F has no zeros or F (z) = sin z/ z). Moreover, they revealed some connections of this problem with the weighted polynomial approximation in F . More precisely, they proved the following (to avoid inessential technicalities we assume that F has simple zeros only). (
Newman and Shapiro posed the problem whether the equivalent conditions of Theorem 1.1 hold for all F satisfying (1.1). This problem remained open since 1966. Several similar questions were studied, e.g., in [8] (see also [5, Chapter X.8] ). For related questions on the Toeplitz operators on the Fock space see [4] and the references therein.
In this article we prove that the answer to the Newman-Shapiro problem is in general negative. Theorem 1.2. For any α ∈ (1, 2), there exist two entire functions F and G such that GF ∈ F and for every entire function h of order at most α we have hF ∈ F , but
It is possible to prove that under more restrictive growth and regularity conditions on the function F the answer to the Newman-Shapiro problem becomes positive. The details of these results will appear elsewhere.
It should be mentioned that the Newman-Shapiro problem is closely related to the spectral synthesis (hereditary completeness) problem for systems of reproducing kernels in the Fock space (or of Gabor-type expansions with respect to time-frequency shifts of the Gaussian). In the Paley-Wiener space setting the spectral synthesis problem was solved in [1] , whereas for the reproducing kernels of the Fock space the solution (in general, also negative) was recently given in [2] .
Proof of Theorem 1.2
Step 1: Construction of F . We fix β such that 1 < α < β < 2.
Consider the function
with the principal branch z β (1) = 1. Function f is bounded in ∂Ω. Moreover,
Next, set
It is well known that f 1 extends to an entire function. Indeed, f 1 is analytic in C \ Ω. Put
is an analytic continuation of f 1 to C \ Ω R . In this way, when R → ∞, f 1 extends to an entire function.
By the Sokhotski-Plemelj theorem we get
We fix δ such that β < δ < 2 and define Proof. By (2.1),
, − π 2δ
Step 2: Key estimate.
Claim 2.2. Define by P the family of the polynomials P such that
Then for some C > 0 and γ ∈ (β, δ) we have
Proof. The estimates (2.2) and (2.3) yield that x>0, |y|≤1
In the same way, x>0, |y|≤1
By the Fubini theorem, for every P ∈ P we can find
Since the point evaluations are locally uniformly bounded in the Fock space, by the maximum principle we obtain that sup P ∈P, |z|≤2
Note that the lines {(x + iy(P ))e iπ/(2δ) : x ∈ R} and {(x − iy(P ))e −iπ/(2δ) : x ∈ R} intersect at the point −y(P )/ tan π 2δ
. Therefore, if we set
, then we have
Then Q 1 is bounded and analytic in the right half-plane, and
Therefore,
x ≥ 1, and as a result,
Step 3: Construction of G. Next we fix σ and η such that δ < η < σ < 2. We consider the function
with the principal branch z σ (1) = 1. Then
Then G extends to an entire function, and Step 4: End of the proof. Now, we argue as in [3] . Suppose that P n are polynomials such that P n F F → F G. Then for some C 1 > 0, {P n /C 1 } n≥1 ∈ P, and by Claim 2.2,
Since P n F → F G uniformly on compact subsets of the complex plane, this contradicts to (2.4). Thus, F G ∈ Clos F {PF }.
