Abstract. We consider the extremal problem of maximizing a point value |f (z)| at a given point z ∈ G by some positive definite and continuous function f on a locally compact Abelian group (LCA group) G, where for a given symmetric open set Ω ∋ z, f vanishes outside Ω and is normalized by f (0) = 1.
Introduction
In this work we consider the following fairly general problem. Problem 1.1. Let Ω ⊂ G be a given set in the Abelian group G and let z ∈ Ω be fixed. Consider a positive definite function f : G → C (or → R), normalized to have f (0) = 1 and vanishing outside of Ω. How large can then |f (z)| be?
The analogous problem of maximizing Ω f under the same hypothesis was recently well investigated by several authors under the name of "Turán's extremal problem", although later it turned out that the problem was already considered well before Turán, see the detailed survey [20] . The problem in our focus, in turn, was also investigated on various classical groups (the Euclidean space, Z d and T d being the most general ones) and was also termed by some as "the pointwise Turán problem", but the paper [11] traced it back to Boas and Kac [2] in the 1940's and even to the work of Carathéodory [3] and Fejér [5] [6, I, page 869] as early as in the 1910's.
So based on historical reasons to be further explained below, this problem we will term as the Carathéodory-Fejér type extremal problem on G for z and Ω. This clearly requires some explanation, since Carathéodory and Fejér worked on their extremal problem well before the notion of positive definiteness was introduced at all. Positive definite functions on R were introduced by Matthias in 1923 [14] . For Abelian groups positive definite functions are defined analogously [21, p. 17] by the property that (1.1) ∀n ∈ N, ∀x 1 , . . . , x n ∈ G, ∀c 1 , . . . , c n ∈ C n j=1 n k=1 c j c k f (x j − x k ) ≥ 0.
In other words, positive definiteness of a real-or complex valued function f on G means that for all n and all choice of n group elements x 1 , . . . , x n ∈ G, the n × n square matrix [f (x j − x k )] k=1,...,n j=1,...,n is a positive (semi-)definite matrix. We will use the notation f ≫ 0 for a short expression of the positive definiteness of a function f : G → C or G → R.
Perhaps the most well-known fact about positive definite functions is the celebrated Bochner theorem, later extended to locally compact Abelian groups (LCA groups for short) in several steps and in this generality termed as the Bochner-Weil theorem. This states that a continuous function f : G → C on a LCA group G is positive definite if and only if on the dual group G there is an essentially unique (positive) Borel measure dµ(γ) such that f is the inverse Fourier transform of dµ: f (x) = G γ(x)dµ(γ) (∀x ∈ G), see e.g. [21, page 19 ].
We will not need this general theorem in its full strength, but only the special case of positive definite sequences, obtained actually in Carathéodory's and Fejér's time, preceding the introduction and general investigation of positive definite functions. ψ(n) = T e 2πint dµ(t) (n ∈ Z).
Furthermore, in case supp ψ ⊂ [−N, N] we have ψ ≫ 0 if and only if T (t) :=ψ(t) =
N n=−N ψ(n)e 2πint ≥ 0 (t ∈ T), and then dµ(t) = T (−t)dt and ψ(n) = T T (t)e −2πint dt.
Proof. The fact that any sequence represented in the form of (1.2) is necessarily positive definite directly follows from the definition, as the reader can easily check. (The same direct verification works in any LCA group, too).
The existence of such a representation for an arbitrary positive definite sequence on Z was first proved by Herglotz in [9] , preceding the later analogous result of Bochner on R and the development of the theory of positive definite functions. The general proof on all LCA groups belongs to Weil [24] ; for the proof and further details see also [21, 1.4.3] .
The special case of finitely supported sequences can be fully proved by a simple direct calculation.
For further use we also introduce the extremal problems
which is called in [11] the Carathéodory-Fejér type trigonometric polynomial problem and
which is termed in [11] ≥ 0, while for M(Ω) the restriction is T (t) ≥ 0 (∀t ∈ T).
Let us recall that Carathéodory and Fejér solved the following extremal problem. Let n ∈ N be fixed, and assume that the 1-periodic trigonometric polynomial T : T → R of degree (at most) n is nonnegative. Under the normalization that the constant term a(0) = T T = 1, what is the possible maximum of a(1) (solved already in [3] ), and what are the respective extremal polynomials (solved -at all probability independently -in [5] )?
Clearly the original Carathéodory-Fejér extremal problem is a special case of the above M(Ω) problem -just take Ω := [0, n], and observe that the possible odd part of T (i.e. the sine series part of the trigonometric expansion) can be neglected, for a(1) is the same for a general T (x) and for 1 2 (T (x) + T (−x)), the even part of T . Let us now consider Problem 1.1 on G := Z, with Ω := [−n, n], but with real valued functions (instead of general complex valued ones). Denote a function from the admissible class (that is, a finite sequence of real values on [−n, n]) as ψ and assume that ψ ≫ 0 on Z. As Z = T, this is equivalent to say (in view of Theorem 1.2) that the trigonometrical polynomial T (t) :=ψ(t) := n k=−n ψ(k) exp(2πikt) is nonnegative, so also real. It follows that T (t) = T (t), that is, ψ(k) = ψ(−k). (Note that positive definiteness of ψ in itself implies that ψ(k) = ψ(−k), as is seen from the general introduction below, see (2.2), and so in case ψ is real-valued, we end up with the same relation). Take now a(0) := ψ(0), a(k) := 2ψ(k) (k = 1, . . . , n). Then the extremal problem translates to the M([0, n]) problem, showing that for real valued functions Problem 1.1 on Z with Ω := [−n, n] is just the same as the M([0, n]) problem (with a factor 2 between the resulting extremal quantities). Below in Proposition 3.1 (ii) we show the easy fact that considering real or complex valued functions does not matter (in this case of sequences on Z) -therefore, we obtain that the original Carathéodory-Fejér extremal problem is a (very) special case of Problem 1.1. This explains our terminology.
2.
A short overview of basics about positive definite functions Definition 1.1 has some immediate consequences 1 , the very first being that f (0) ≥ 0 is nonnegative real (just take n := 1, c 1 := 1 and x := 0).
For any function f : G → C the converse, or reversed function f (of f ) is defined as
E.g. for the characteristic function χ A of a set A we have χ A = χ −A (where, as usual, −A := {−a : a ∈ A}), because −x ∈ A if and only if x ∈ −A. Now let f : G → C. Then in case f is positive definite we necessarily have
Indeed, take in the defining formula (1.1) of positive definiteness x 1 := 0, x 2 := x and c 1 := c 2 := 1 and also c 1 := 1 and c 2 := i: then we get both 0 ≤ 2f (0) + f (x) + f (−x) entailing that f (x) + f (−x) is real, and also that 0 ≤ 2f (0) + if (x) − if (−x) entailing that also if (x)−if (−x) is real. However, for the two complex numbers v := f (x) and w := f (−x) one has both v + w ∈ R and i(v − w) ∈ R if and only if v = w.
Next observe that for any positive definite function f : G → C and any given point z ∈ G
and so in particular if f (0) = 0 then we also have f ≡ 0. Indeed, let z ∈ G be arbitrary: if |f (z)| = 0, then we have nothing to prove, and if |f (z)| = 0, let c 1 := 1, c 2 := −f (z)/|f (z)| and
Therefore, all positive definite functions are bounded and f ∞ = f (0). That is an important property which makes the analysis easier: in particular, we immediately see that the answer to our extremal problem formulated in Problem 1.1 cannot exceed 1.
Note also that similar elementary calculations show that continuity of a positive definite function on a LCA group holds if and only if the function is continuous at 0 c.f. [21, (4) , p. 18] This we will not use, however.
For LCA groups, characters play a fundamental role, so it is of relevance to mention that all characters γ ∈ G of a LCA group G are positive definite. To see this one only uses the multiplicativity of the characters to get
for all choices of n ∈ N, c j ∈ C and x j ∈ G (j = 1, . . . , n). Similarly, for any f ≫ 0 and character γ ∈ G also the product f γ ≫ 0 since for all choices of n ∈ N, c j ∈ C and x j ∈ G (j = 1, . . . , n) applying (1.1) with a j := c j γ(x j ) in place of c j (j = 1, . . . , n) gives
It is equally easy to see directly from the definition that for a positive definite function f also f ≫ 0, f ♯ (x) := f (−x) ≫ 0 and ℜf ≫ 0, and that for f, g ≫ 0 and α, β > 0 also αf + βg ≫ 0.
The perhaps most fundamental tool in topological groups is the Haar measure, which is a non-negative regular and translation invariant Borel measure µ G , existing and being unique up to a positive constant factor in any LCA group, see [21, p. 1,2] with a full proof. As a direct consequence of uniqueness, we also have µ G (E) = µ G (−E) for all Borel measurable set E, [21, 1.1.4] .
Following standard notations, in particular that of Rudin, we simply write dx, dy, dz etc. in place of dµ G (x), dµ G (y), dµ G (z) etc. Throughout the sequel we will consider the convolution of functions with respect to the Haar-measure µ G , that is We will consider convolution of (bounded, complex valued, regular Borel) measures and convolution of such measures and functions as well. Rudin defines convolution of bounded regular measures µ and λ in [21, 1.3.1] with reference to the product measure µ × λ on
In particular this also means that for E ⊂ G a Borel set we have -see [21, (1) page 17] -the formula
With this construction, convolution of any two (bounded, regular, complex valued) measures is defined and yields another such measure, moreover, convolution is commutative and associative on any LCA group G, 
Indeed, let the set of complex valued continuous functions with compact support be denoted as C 0 (G): then, by the Riesz representation theorem, the set M(G) of all regular Borel bounded (i.e. of finite total variation) measures is the topological dual of C 0 (G) and thus can be written as
, then their convolution µ⋆λ is defined according to (2.7) for all f ∈ C 0 (G), which then extends easily also to all f ∈ L ∞ (G). Note that (2.6) can be regarded as the special case of
Convolution of functions can then be regarded as a special case of convolution of measures, for f ⋆g is the density function w.r.t. µ G of the measure ν⋆σ with dν := f dµ G and dσ := gdµ G . Also convolutions of measures with functions or functions with measures can be obtained the same way. It is easy to see that for any f ∈ L 1 (µ G ) and ν ∈ M(G) we have the formula
Another way to obtain this is to approximate f by simple functions and then use linearity and (2.6) for each characteristic functions. It is then immediate that the formula extends to L ∞ (G), too. Also, analogously to (2.1) the converse measure µ(
For further use let us record here a few concrete formulae with convolutions. By (2.7) for any u, v ∈ G the formula δ u ⋆ δ v = δ u+v holds true (where δ u ∈ M(G) denotes the Dirac measure (unit point mass) at u ∈ G):
∞ (G) and u ∈ G, then we have in view of (2.8)
If for some Borel measurable A we put φ := χ A , we obtain similarly
As (2.5) holds for all L 1 functions, it also holds for χ A , χ B with A, B Borel measurable sets with finite measure, yielding (2.11)
The same obtains also from calculating the measure convolution
In this paper a particular role is played by the case of G = Z, where µ Z = # is just the counting measure, and thus all locally finite measures ν are absolutely continuous and can as well be represented by their "density function" ϕ ν (k) := ν({k}), and conversely, any function ϕ defines the respective measure ν ϕ with ν ϕ ({k}) :
In particular for ϕ, ψ ∈ ℓ 1 , ρ := ϕ ⋆ ψ is the density function of the measure τ ∈ M(G) with τ = ν ⋆ σ and with ν := ϕ ν d#, σ := ψd# being the measures with density ϕ, ψ respectively.
We will need the next well-known assertion (which we will use only in the special case of compactly supported step functions, however). Although it is very useful when it holds, in general this statement cannot be reversed. Even for classical Abelian groups, it is a delicate question when a positive definite continuous function has a "convolution root" in the above sense. For a nice survey on the issue see e.g. [4] . We will however be satisfied with a very special case, where this converse statement is classical.
Lemma 2.2. (i) Let ψ : Z → C be a finitely supported positive definite sequence. Then there exists another sequence
Note the slight loss of precision in (ii) -it does not provide also localization, i.e. we cannot bound the support of θ in terms of a control of the support of ψ. This is natural, for the same finitely supported sequence can be positive definite on Z m more easily than on Z, as the equivalent restriction T (2πn/m) ≥ 0 can be satisfied more easily than T (t) ≥ 0 (∀t ∈ T). However, here the support remains finite anyway, which is the only essential fact we need in our arguments below.
Proof of Part (i).
Here we invoke the special case of Bochner's Theorem as formulated in Theorem 1.2 to get that T (t) :=ψ(t) ≥ 0 (∀t ∈ T = Z). Since ψ is finitely supported, T is a 1-periodic trigonometrical polynomial (with complex coefficients ψ(k)).
Let n stand for deg T , so that supp
This is of course obvious also from the usual trigonometric version of the coefficient formulas:
Now the well-known classical theorem of L. Fejér and F. Riesz, see [23, Theorem 1.2.1], [5] , or [6, I, page 845], applies: there exists another trigonometrical polynomial P (t) of degree n and with complex coefficients -more precisely, an algebraic polynomial p(z) of degree n with P (t) = p(e 2πit ) -such that T (t) = |P (t)| 2 . However, |P | 2 = P · P and by the well-known properties of the Fourier transform, this means that there exists a finitely supported θ : Z → C, (the coefficient sequence of P ; whence actually it can be written as θ : [0, n] → C, otherwise vanishing) such thatθ(t) = P (t) (and thus alsoˇ θ = P ) and ψ = θ ⋆ θ. Note that supp θ = [0, n] ⊂ [0, N], as needed. ). Then we obtain
Proof of Part (ii). Consider ψ(ν)
Clearly, here we have found a convolution squareroot θ, but it is not guaranteed here that
On the other hand this can still suffice, as Z m , whence all supports, are a priori finite, hence compact.
Function classes and variants of the Carathéodory-Fejér type extremal problem
Already the above introductory discussion exposes the fact that Problem 1.1 may have various interpretations depending on how we define the exact class of positive definite functions what we consider, and also on what topology we use on G, if any (which determines what functions may be continuous, Borel measurable, compactly supported, Haar summable, etc.). Fixing the meaning of positive definiteness as in (1.1), similarly to [12] , in principle we may consider many different function classes and corresponding extremal quantities. With respect to f "living" in Ω only, three immediate possibilities are that f (x) = 0 (∀x / ∈ Ω), that supp f ⊂ Ω and that supp f ⋐ Ω (the latter notation standing for compact inclusion). For "nicety" of the function f one may combine conditions of belonging to C(G) (continuous functions), L 1 (G) (summable functions), L 1 loc (G) (locally summable functions) etc. In case of the analogous "Turán problem" one maximizes the integral G f dµ G rather than just a fixed point value |f (z)|. In this question considerations of various classes are more delicate, and although several formulations were shown to be equivalent, see [12, Theorem 1] , the authors call attention to cases of deviation as well. In the Carathéodory-Fejér extremal problem, however, we will find that the solution is largely indifferent to any choice of these classes, a somewhat unexpected corollary of our general approach. So instead of formally introducing all kind of function classes and corresponding extremal quantities, let us restrict to the two extremal cases, that is the possibly widest and smallest function classes, and define here only
Let us note, once again, that the first formulation is absolutely free of any topological or measurability structure of the group G. On the other hand, equipping G with the discrete topology the latter gives back a formulation close to the former but with restricting f to have finite support only.
The respective "Carathéodory-Fejér constants" are then
In view of (2.
We will work out this for the general case, too, in Proposition 3.2 below, as later this may be instructive for comprehending the proofs of our main results. However, preceding it we discuss another issue.
By the above general definition, for G = Z and G = Z m := Z/mZ the Carathéodory-Fejér constants (3.3) with z := 1 -and denoting by H the fundamental set in place of Ω in this case and writing
Similarly to discussion of various function classes, at this point also discussion of the issue whether we consider functions f : G → C or just real valued functions, occurs naturally.
Note that in case of maximization of the integral Ω f in place of the single function value |f (z)| (that is, in case of the "Turán problem") the paper [12] easily concludes that even in the generality of LCA groups the restriction to real valued functions does not change the extremal quantity. Indeed, S := supp f ⋐ Ω is always symmetric (for f ≫ 0 implies f = f ) and so S f = (−S) f = S f , whence S f = S ℜf , too.
However here, while extremalizing in various function classes are generally easier to compare and remain equivalent, the issue of real-or complex valued functions becomes more interesting and in fact it splits in some cases while it remains equivalent for others. In this preliminary section we consider only the fundamental cases of Z and Z m for various m ∈ N. For a more concise notation first let us write similarly to the complex valued case
where naturally we write for any group, (and so in particular for G = Z and G = Z m ) 
Proof. As regards (i), M(H) = 2K
c (H) is quite easy and was already discussed in the final part of Section 1. The analogous relation M m (H) = 2K m (H) (m ∈ N) is seen the same way.
It remains to compare the respective extremal quantities for the cases of real-and complex valued functions. The obvious direction is that
For proving some estimate in the other direction, let now G = Z m or Z and ψ ∈ F c G (H) be arbitrary. Let further γ t ∈ G be the character belonging to the parameter t, i.e. γ t (k) := exp(2πitk), where t ∈ T in case G = Z, and t := j/m with j ∈ Z m in case G = Z m .
As said above, together with ψ, also ψγ t ≫ 0 and even ϕ := ℜ{ψγ t } ≫ 0-see (2.4) and around-while belonging to the same function class F c G (H), as we also have ϕ(0) = ψ(0) and supp ϕ ⊂ supp ψ =: 
Such a V exists for all three functions (x, y) → x − y, (x, y) → x − y − z, (x, y) → x − y + z are continuous from G × G to G mapping 0 to 0, −z, z, respectively, while all these images 0, ±z lie in U. (Or, saying it a bit differently: this is equivalent to
, which is still an open neighborhood of 0 and is thus such that there is V with V × V → U ′ under (x, y) → x + y.) So formally with the characteristic function χ V of V we now take Φ := χ V + χ V +z = χ V ⋆ (δ 0 + δ z ) and accordingly Φ = χ V + χ V +z = χ −V + χ −V −z , so that using (2.11)
By Lemma 2.1, F ≫ 0, F is continuous, and obviously supp
, and similarly F (z) = 2β+α+γ. It follows that F (z)/F (0) = 1/2 + (β + γ)/(2α + 2β) ≥ 1/2, as we wanted.
Note that the construction also shows that if o(z) = 2, i.e. 2z = 0, then γ = α and F (z) = F (0) = 1, i.e. K G (Ω, z) = 1 taking into account the trivial estimate from above, too.
We have noted in Proposition 3.1 (v) that in Z 2 , when m = 2 (and thus in particular o(1) = 2) and also in Z 3 , the trivial choice of f ≡ 1 proves C Z 2 (H, z) = 1, C Z 3 (H, z) = 1. Now we obtained also this in quite a larger generality.
Next let us mention a continuity-type result.
Proposition 3.3. Let H ⊂ Z be a fixed symmetric finite set containing 0 and 1. Then
Proof. Consider first only the statement that lim m→∞ K m (H) = K c (H), that is, restrict to real-valued positive definite functions only. Note that even the existence of the limit must be proved.
Since we deal with m → ∞, we can assume m > 2 max H. Then obviously Next let η > 0 be arbitrary, and assume that for n > N we already have |ψ mn (j) − ψ(j)| < η. For an arbitrary t ∈ T let us choose a suitable k n ∈ Z with |k n /m n − t| < 1/m n : then we findψ
≥ 0, and thus we are led tǒ
Letting n → ∞ and noting that η > 0 was arbitrary yieldsψ(t) ≥ 0, which shows ψ ≫ 0 on Z in view of Theorem 1.2. Furthermore, clearly ψ(0) = 1 and supp ψ ⊂ H, hence ψ ∈ F cR Z (H), while by construction ψ(1) = lim n→∞ ψ mn (1) ≥ (1 − ε) lim sup m→∞ K m (H) for any ε > 0.
So it follows that
Note that according to Proposition 3.1 (ii), K c (H) = C c (H). However, the positive sequences K m (H) and C m (H) must be equivalent regarding convergence in view of Proposition 3.1 (iii), so the first, and hence also the last equality of (3.6) holds true. Proposition 3.4. We have
Therefore, taking into account also Proposition 3.1 (ii) we can put C(
Proof. Clearly the supremum is taken on a smaller set in 
Also, it easily follows from the fact that This underlies the importance of carefully distinguishing between the cases when we work in Z or in any Z m , which explains why we formulated separately the two, otherwise rather similar theorems in §5.
Previous work on Carathéodory-Fejér type extremal problems
For general domains in arbitrary dimension d the problem was formulated in [11] . With our above notations and general definition we can now recall it simply as follows. [2] , a fact which seems to have been unnoticed in [1] .
These problems are not only analogous, but also related to each other, and, in fact, Problem 4.1 is only a special, limiting case of the more complex Problem 4.2, see [11, Theorem 6.6] . On the other hand, Boas and Kac have already observed, that Problem 4.1 (dealt with for R in [2] ) is connected to trigonometric polynomial extremal problems. In particular, from the solution to the interval case they deduced the value M([0, n]) = 2 cos 2π n+2 of the original extremal problem due to Carathéodory [3] and Fejér [5] or [6, I, page 869]. They also established a connection (see [2, Theorem 6] ) what corresponds to the one-dimensional case of the first part of [11, Theorem 2.1].
Our results will extend these results together with the until now most general results of [11] , comprising all these and much more. So first let us record these results here. The most important aspect of it is perhaps the understanding that the above point-value extremal problems depend only on the set H(Ω, z) and the order of z itself, and are in fact equivalent to the trigonometric polynomial extremal problems given in (1.3) and (1.4). In other words, the result is transferring information to the given more general problem from the corresponding equivalent other problem in Z or in Z m in all cases. Until that work the equivalence remained unclear in spite of the fact that, e.g., Boas and Kac found ways to deduce the solution of the trigonometric extremal problem (1. Let us remark, however, that even with the above equivalence result, the actual calculation of the extremal values may still take considerable work and innovation, see e.g. [10] . For the numerous applications see the original paper [11] and the references [1, 2, 16, 17, 18] .
Ending this section, let us recall that investigation of so-called Turán-type problems started with keeping an eye on number theoretic applications and connected problems. The interesting papers of Gorbachev and Manoshina [7, 8] mention [13] and character sums; applications to van der Corput sets were mentioned by several authors and in particular by Ruzsa [22] . Here we recall another question of a number theoretic relevance, open for at least two decades by now, and also mentioned in [11] . 
Formulation of the main results
For points z ∈ G with infinite order the problem becomes equivalent to the trigonometric polynomial extremal problem of the sort (1.3). 0 such that V ⊂ G \ {kz : k ∈ S, k = 0}, then choose a compact neighborhood W ′ ⊂ G of 0 satisfying W ′ − W ′ ⊂ V (which can again be done according to the continuity of (x, y) → x − y), and then take W := W ′ ∩ W * . So we arrive at f ≫ 0, f ∈ C 0 (G), supp f ⋐ Ω, with supp f ⊂ ∪ k∈S supp f k and supp f k ⋐ (W − W + kz). It remains to compute the function values of f at 0 and at z. First, as supp h ⊂ W − W ⊂ V , h vanishes on all kz with k ∈ S \ {0} by construction, so from f (0) = k∈S ψ(k)h(−kz) we get f (0) = ψ(0)h(0) = 1 · χ W ⋆ χ −W (0) = µ G (W )(> 0), according to (2.11) . Second, completely similarly we have f (z) = k∈S ψ(k)h(z − kz) = ψ(1)µ G (W ).
In all, we can take F := 1 µ G (W )
