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Abstract—Research in collaborative music learning is subject
to unresolved problems demanding new technological solutions.
One such problem poses the suppression of the accompaniment
in a live recording of a performance during practice, which can
be for the purposes of self-assessment or further machine-aided
analysis. Being able to separate a solo from the accompaniment
allows to create learning agents that may act as personal tutors
and help the apprentice improve his or her technique. First, we
start from the classical adaptive noise cancelling approach, and
adjust it to the problem at hand. In a second step, we compare
some adaptive and Wiener filtering approaches and assess their
performances on the task. Our findings underpin that adaptive
filtering is inapt of dealing with music signals and that Wiener
filtering in the short-time Fourier transform domain is a much
more effective approach. In addition, it is very cheap if carried
out in the frequency bands of auditory filters. A double-output
extension based on maximal-ratio combining is also proposed.
Index Terms—Adaptive noise cancelling, pre-whitening, short-
time Fourier transform, Wiener filtering, spatial diversity.
I. INTRODUCTION
PRACTICING a musical instrument is usually associatedwith professional supervision and personalized feedback
when it comes to an unskilled apprentice. This is particularly
true for a novice. Otherwise, fatigue may set in quickly, and
even the most talented student can lose interest in continuing
with practice or even in learning music as such. But yet, not
everybody is willing to pay a personal tutor, especially if the
outcome is unclear. Other factors, such as dispensability, can
also influence one’s decision. A reasonable compromise may
consist in learning agents that take the role of the tutor. And
to avoid further spendings on expensive hardware, the agents
would preferably be installed on a tablet computer, which as
of today is equipped with a speaker and a microphone.
Practicing, e.g., the jazz guitar, one of the main obstacles
one would surely encounter from a signal processing point of
view is the isolation of the solo from the recording, which as
a rule contains the solo and the accompaniment. The latter is
generated by the computer and can be deemed known. Thus,
the challenging nature of the task stems from the fact that the
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accompaniment signal is altered by the speaker, the acoustic
channel, and the microphone. Furthermore, the high spectral
dynamics of musical signals and their high bandwidth render
the task problematic for classic solutions. Adaptive filtering,
e.g., is to be questioned whether it is capable of keeping pace
with the music signal dynamics. Wiener filtering, then again,
is probably very expensive given the high system order. The
question is whether there is a compromise solution that could
allow to bypass the pragmatic headphones solution, which is
hostile to self-assessment and self-adjustment during play.
Prior to elaborating the accompaniment cancellation task,
we revisit the main principles of adaptive noise cancellation,
which is pertinent to our problem. We develop as a reference
the corresponding asymptotically optimal Wiener filter in the
time domain. Beyond that, it is shown how the subtraction of
the accompaniment can be carried out in the frequency or the
spectral domain. Then, we devote ourselves to the main task
and propose an efficient solution, which is based on a simple
transmission model. Subsequently, we extend our solution to
the imaginary case where we possess custom hardware in the
form of a tiny two-element microphone array, and propose a
method to combine its outputs. The different approaches and
their derivatives are simulated on a jazz guitar solo recording
and compared with each other against four metrics. Beyond,
the proposed algorithm is thoroughly evaluated and discussed
in a separate task. We conclude the paper by showing up our
major findings. Other issues such as noise reduction, etc., are
not considered in this work.
II. ADAPTIVE NOISE CANCELLATION
Adaptive noise cancellation, or cancelling, is a known signal
processing technique widely used to suppress additive noise in
a corrupted signal [1], [2]. It requires a reference noise input
that is strongly correlated with the corrupting noise signal to
work properly. In this section, we revisit the main principles
of the underlying idea before establishing a connection to our
actual problem, which is accompaniment cancellation.
A. Signal Model
Fig. 1 depicts the operation of an adaptive noise canceller in
the form of a block diagram. The reference noise n0 is fed to
the adaptive least mean squares (LMS) filter, which produces
the estimate y and subtracts it from the noisy input s+n. As
ar
X
iv
:1
61
1.
08
90
5v
1 
 [c
s.S
D]
  2
7 N
ov
 20
16
2it was mentioned before, n0 and n are correlated, whereas s
and n are uncorrelated. All variables are Gaussian with zero
mean. From the filter’s point of view, the noisy input x is the
desired response while the output acts as the error that drives
the adaptation. By minimizing the error e in the least-squares
sense, the adaptive filter provides the best fit of n0 for n in x.
At the same time, the error, or output, e converges to the best
least-squares estimate for the signal s.
LMS
filter
n0 y
x = s + n e
outputinput
reference
error
Fig. 1. Adaptive noise cancellation as a block diagram.
B. Adaptive LMS Filtering
The LMS filter is given by the following recurrence relation:
w(k+1) = w(k)+µ n0(k)e(k) with
e(k) = x(k)−wT(k)n0(k)︸ ︷︷ ︸
y(k)
, (1)
where w(k) ∈ RM is the weight vector at time instant k, and
w(k+1) is the anticipated weight vector, respectively, e(k) is
the adaptation error, i.e., the difference between the observed
signal x(k) and the noise estimate y(k), n0(k) ∈ RM is thus
the input noise sequence, and µ is a design parameter, which
determines stability, rate of convergence, etc. [2]. The scale-
invariant version of the LMS filter, which is insensitive to the
scaling of the input, n0(k), is obtained by replacing
n0(k)← n0(k)‖n0(k)‖22
(2)
in the upper equation of (1). Hence, this variant is also called
the normalized LMS (NLMS) filter. The LMS filter produces
an output signal that is the best least-squares estimate of n(k)
in x(k). It uses gradient descent to adjust the filter weights.
C. Pre-Whitening
The adaptive LMS filter operates best in presence of white
noise. Any correlation between the elements in n0(k) results
in a slower convergence rate due to the associated correlation
between the filter coefficients. The convergence rate for non-
white, i.e., colored noise improves substantially if the data in
n0(k) is decorrelated. Thus, on the assumption that n0(k) is
an autoregressive process of order P, we may resort to linear
prediction to find a corresponding inverse filter, which can be
then used to flatten the noise spectrum. This is accomplished
as follows. The pre-whitened reference noise signal is
n˜0(k) = n0(k)− nˆ0(k) = vTn0(k), (3)
where nˆ0(k) is a weighted sum of the past values of n0(k),
nˆ0(k) =
P
∑
p=1
ap n0(k− p), (4)
and ap, p = 1,2, . . . ,P, are the predictor’s coefficients. The
inverse filter, accordingly, has the following form
v =
[
1 −a1 −a2 · · · −aP
]T. (5)
For the sake of consistency, we proceed in the same way with
the noise residual in the error signal using the same weights:
e˜(k) = e(k)−
P
∑
p=1
ap e(k− p) = vT e(k). (6)
Finally, the update rule for the LMS filter in (1) becomes
w(k+1) = w(k)+µ n˜0(k) e˜(k). (7)
It should be noted that the error signal e(k) in (1) is left as it,
i.e. untouched.
What we achieve by decorrelating the elements in n0(k) is
a more circular mean-square-error (MSE) function, which, as
an immediate consequence, speeds up the convergence. It is
equivalent to normalizing and rotating the hyperboloid in a
way that its principal axes align with the (orthogonal) axes of
the parameter space RM of w(k). Orthogonalization, or pre-
whitening, also helps with non-stationary noise. In that case,
however, the inverse filter must be tracked over time. Further
details on pre-whitening and the LMS filter’s efficiency with
non-stationary inputs can be found in [3], [4].
D. Moving-Average Wiener Filtering
The corresponding optimal filter is calculated as shown. It
represents the solution to which the adaptive filter converges
after a sufficiently large number of iterations under stationary
conditions. Since the data sequence may be of infinite length,
we calculate a different filter for each new block of data.
Let M successive samples of a reference noise, n0(k), be
stored as a vector
n0(k) =
[
n0(k) n0(k−1) · · · n0(k−M+1)
]T (8)
with n0(k) ∈ RM . Convolving n0(k) with
w(k) =
[
w0(k) w1(k) · · · wM−1(k)
]T, (9)
where w(k) ∈ RM is a transversal finite impulse response or
FIR filter of order M−1, we obtain
y(k) = wT(k)n0(k). (10)
Now, extending this principle to a block of size N, we have
y(k) =
[
y(k) y(k+1) · · · y(k+N−1)] (11)
with y(k) ∈ R1×N , which is obtained according to
y(k) = wT(k)N0(k), (12)
where N0(k) ∈ RM×N , M < N, is a Toeplitz matrix, i.e.
N0(k) =[
n0(k) n0(k+1) · · · n0(k+N−1)
]
.
(13)
3The estimation error, or the output, is the difference
e(k) = x(k)− y(k), (14)
and respectively
e(k) =
[
e(k) e(k+1) · · · e(k+N−1)] (15)
with e(k) ∈ R1×N . Equally,
x(k) =
[
x(k) x(k+1) · · · x(k+N−1)] (16)
with x(k) ∈R1×N . Given (10) and (14), we see that the signal
sˆ(k) in an arbitrary data block is given by the sequence
e(k) = x(k)−wT(k)N0(k)≡ sˆ(k). (17)
The LMS filter coefficients are adapted via minimization
of e2(k), which corresponds to the minimization of the mean
error power when s(k), n(k), and n0(k) are stationary. This
on the other hand is equivalent to minimizing the mean noise
power by matching the correlated noise n0(k) to n(k) which
is accomplished through w(k). The optimal weights are thus
given by the Wiener–Hopf solution
wo(k) = R−1n0n0(k)pn0x(k), (18)
where Rn0n0(k) is an auto-covariance matrix and pn0x(k) is a
cross-covariance vector between n0(k) and x(k) [5].
In order to compute (18), one would typically replace the
variables Rn0n0(k) and pn0x(k) by their sample estimates
R̂N0N0(k) =
1
N
N0(k)NT0 (k) (19)
and
pˆN0x(k) =
1
N
N0(k)xT(k). (20)
This means that the filter wo(k) is computed over a window
of the size M+N− 1. As the signal model presumes weak
stationarity and ergodicity for n(k), the hop size L for k can
be set equal to N to minimize computational cost. If n(k) is
non-stationary, however, the hop size, and so the size of x(k)
and y(k), should be reduced to a number that corresponds to
the size of a segment over which n(k) is stationary. In audio,
L can also be chosen according to the temporal resolution of
the human ear. Note that it may appear that it is necessary
to compute the filter itself using M+N−1 samples, whereas
the estimated sequence, sˆ(k), might be L samples long. That
would be the case, e.g., if M L, and thus N  L to make
sure that N >M for computational reasons. In the extremest
case, L= 1, i.e. the filtering is carried out sample-wise.
From the considerations above, it should become evident
that this technique is very expensive for non-stationary noise
and for a high-order filter. And even though algorithms exist
that do efficiently solve (18) via the Cholesky decomposition
e.g., they still possess a considerable computational load and
also require a great amount of memory. As a general rule, the
order of the filter scales with the spectral dynamics of n(k).
E. Spectral Subtraction
One of the issues related to the above technique is that when
s(k) and n(k) are (locally) correlated, y(k) will be estimated
with a higher amplitude than the actual noise. This may lead
to audible artifacts after subtracting y(k) from x(k). Another
issue are abrupt changes, or jumps, of filter weights between
consecutive blocks, which may cause clicks and pops. Linear
interpolation is one possible approach to handle this. A more
effective way to tackle both issues simultaneously is to carry
out the subtraction in the the spectral domain according to
|E(ω)|= p
√
|X(ω)|p−|Y (ω)|p if |X(ω)|> |Y (ω)|,
0 otherwise.
argE(ω) = argX(ω),
(21)
where ω is the frequency, |·(ω)| refers to the magnitude, and
arg ·(ω) refers to the argument or phase at ω . The spectra are
computed using the short-time Fourier transform, e.g., and p
is typically set to 2. The time-domain signal e(k) is obtained
by applying the inverse of the transform to (21).
III. ACCOMPANIMENT CANCELLATION
And now, based on the preceding considerations, we draw
a parallel between adaptive noise cancellation and the related
accompaniment cancellation problem. Although it appears to
be technically similar to the echo cancellation problem, there
is a difference. Put simply, echo is a natural phenomenon and
echo cancellation is a two-way communication problem. Our
case is a one-way communication problem, which serves the
purpose of simultaneous self-assessment during practice and
also enables a machine analysis of the solo performance.
A. Extended Signal Model
The previous signal model is adapted and further amended
in order to comply with the use case. The recorded signal is
x(k) = h(k)∗ [d(k)+ s(k)], (22)
where d(k) is the desired solo, s(k) the accompaniment, and
h(k) the impulse response of the microphone. The asterisk ∗
denotes convolution. More precisely, we consider s(k) to be
approximately equal to
s(k)≈ Ag(k)∗ s0(k−κ), (23)
i.e. the result of the colorization of the reference s0(k) by the
speaker g(k), which is attenuated and delayed by κ samples
on its path to the microphone through the acoustic channel.
Modifications of the solo that are induced by the channel
are ignored or are considered as being part of the signal. Any
kind of additive white noise is omitted due to short distances
between the sound sources and the microphone. We measure
a signal-to-noise ratio (SNR) near 50 dB for the solo, e.g. As
before, we postulate statistical independence for the solo and
the accompaniment. In addition, the propagation between the
speaker and the microphone first and foremost takes place in
and over the direct path, see (23) and Fig. 2.
4r2
r1
object
a enua!on and delay
speaker mic
ΔLp
Fig. 2. Accompaniment cancellation problem.
B. Convergence Analysis
Applying the optimum solution from (18) to (22), we have
wo(k) = R−1s0s0(k)ps0x(k). (24)
Now, the sample cross-covariance vector writes
pˆs0x(k) =
1
N
S0(k)xT(k) (25)
=
1
N
S0(k)
[
DT(k)+ST(k)
]
h,
and so
ps0x(k) =
[
Rs0d(k)+Rs0s(k)
]
h, (26)
where
h =
[
h0 h1 · · · hM−1
] ∈ RM (27)
is the microphone’s finite impulse response of order M− 1.
The two Toeplitz matrices D(k) and S(k) are constructed in
line with Fig. 3. Using (26), (24) becomes
wo(k) = R−1s0s0(k)
[
Rs0d(k)+Rs0s(k)
]
h. (29)
From (29) it can be seen that if E{s0(k)d(k)} = 0∀k and
if E{s0(k)s(k)} = E{s0(k)s0(k)}∀k, i.e. if the channel has
no influence on the accompaniment, the optimum filter wo is
equal (converges) to the microphone’s impulse response h. It
also means that the filter should be as long as h. However, in
practice, the filter must be computed using a finite sample, as
indicated by the time index k and the sample size N. And so,
depending on the sample covariance between d(k), s(k), and
s0(k), the filter may locally vary. Thus, the hop size between
two samples must be kept sufficiently small to avoid artifacts
at transition points. It should also be taken into consideration
that the sample size N should be about ten times longer than
the filter length for it to converge towards the optimum. This,
inevitably, comes along with a high computational load.
The solo estimate is equal to the estimation error, i.e.
e(k) = x(k)−wTo (k)s0(k) (30)
(29)
= hT [d(k)+ s(k)]
−hT [Rs0d(k)+Rs0s(k)]R−1s0s0(k)s0(k)
= hT
[
d(k)−Rs0d(k)R−1s0s0(k)s0(k)
]︸ ︷︷ ︸
=d(k) iff E{s0(k)d(k)}=0
+hT
[
s(k)−Rs0s(k)R−1s0s0(k)s0(k)
]︸ ︷︷ ︸
=0 iff E{s0(k)s(k)}=E{s0(k)s0(k)}
. (31)
Eq. (31) can be interpreted as follows. If the guitar player is
mute, i.e. d(k) = 0, and there is no difference between s0(k)
and s(k), i.e. the speaker and the room are negligible, e(k) is
zero and so is the estimate dˆ(k). If the speaker and the room
are not negligible, the error depends on how strongly s(k) is
correlated with s0(k). The stronger, the smaller the error. If,
however, the player is performing, the error is further subject
to the correlation between the solo d(k) and s0(k). Since the
cross-correlation between independent sources is never zero
for finite samples, we can expect the solo estimate dˆ(k) to be
additionally degraded to the extent of the correlation between
the solo and the reference accompaniment. Either way, it can
be seen that the signature of the microphone (colorization) is
part of the estimate, i.e. it is not equalized.
C. Delay Compensation
Delay compensation is an important issue because it helps
ameliorate the result of the cancellation via maximization of
the empirical cross-covariance between s(k) and s0(k). Delay
compensation can be done manually or also automatically in
a preceding calibration procedure. One option is to play back
and record the accompaniment without the solo and to check
where the cross-correlation function attains its maximum. In
the case at hand, where a tablet computer is utilized for both
the playback and the recording, the microphone’s distance is
about 25 cm from the speaker. Given that the speed of sound
in dry air at 20 ◦C is around 343 m/s, the time delay amounts
to 0.72 ms or 32 samples at a sampling rate of 44.1 kHz. But
as the delay in this case is much smaller than the sample size,
which counts several thousands of observations, it also can be
ignored. A much greater time offset between x(k) and s0(k)
is due to the hardware—and generally it cannot be neglected.
The exact latency of the speaker and the microphone usually
can be found in the system preferences.
D. Short-Time Subband Wiener Filtering
As an alternative to the standard technique from Section
II-D, we present a different technique for computing (24). It
is not only much faster, but also requires much less memory.
More importantly, the technique is real-time capable [6].
We resort to the short-time Fourier transform (STFT) and
compute the local spectra S0(ω) and X(ω). Then we form Z
5A(k) =

a(k) a(k−1) · · · a(k−M+1) · · · a(k−N+1)
... a(k) · · · a(k−M+2) · · · a(k−N+2)
...
...
. . .
...
...
...
0
...
. . .
...
...
...
0 0 · · · a(k) · · · a(k−N+M)

∈ RM×N , M < N (28)
Fig. 3. Structure of a Toeplitz matrix used to formulate convolution as a matrix multiplication.
subbands on the equivalent rectangular bandwidth rate scale,
which is given by [7]
ERBS( f ) = 21.4 · log10 (1+4.37 · f ), (32)
where f is the frequency in kHz. In the continuous case, ω is
equivalent to f . The spectral components in the ζ th subband
can be represented by the corresponding centroids S0(ζ ) and
X(ζ ), ζ = 1,2, . . . ,Z. This would be equivalent to making a
sequence of N samples pass through a non-uniform complex
filter bank consisting of Z auditory filters. The big advantage
of the STFT is the availability of many optimized libraries to
compute the underlying fast Fourier transform (FFT).1
The computation of the filter from (24) is as follows. The
auto-covariance of S0(ω) in subband ζ is
RS0S0(ζ ) =
1∣∣Ωζ ∣∣
supΩζ
∑
infΩζ
|S0(ω)|2 ∀ω ∈Ωζ (33)
and the cross-covariance between S0(ω) and X(ω) is
PS0X (ζ ) =
1∣∣Ωζ ∣∣
supΩζ
∑
infΩζ
|S∗0(ω)X(ω)| ∀ω ∈Ωζ , (34)
where superscript ∗ denotes complex conjugation. And so,
Wo(ζ ) =
PS0X (ζ )
RS0S0(ζ )
∀ζ . (35)
Accordingly, the matched accompaniment is
Y (ω) =Wo(ζ )S0(ω) ∀ω ∈Ωζ . (36)
The error E(ω) is calculated in accordance with (21), where
p = 1, and transformed back to time domain using either
the overlap-add or the overlap-save method [8]. It should be
evident that the proposed technique is much more efficient,
because:
• the block size of the STFT N is relatively small,
• the filter order Z (number of subbands) is low,2
• no matrix inversion is required, only division.
IV. DIVERSITY COMBINING
Now if we depart from the condition of being restricted to
the use of the built-in mic of a tablet computer, we may also
consider other forms of external hardware. One alternative is
a microphone array. So, let us focus on the case where there
are two identical microphones. They shall be placed in close
1See, e.g., http://www.fftw.org/.
2Z is equivalent to M from before.
proximity. According to the Nyquist–Shannon theorem, if we
were to apply spatial filtering, their distance must be shorter
than or equal to half the wavelength of the signal component
with the highest frequency fmax. In regard to our test data, a
frequency of 8 kHz would be the upper limit.3 And thus, the
corresponding wavelength λmin and distance ∆ are
λmin =
c
fmax
 ∆= λmin
2
=
c
2 fmax
, (37)
where c is the speed of sound. Accordingly, the spacing ∆ is
2.1 cm for an fmax of 8 kHz. So, if we place the second mic
along the line between the first mic and the solo instrument,
the delay time between the two microphones amounts to 1/16
of a millisecond, or 3 periods at 44.1-kHz sampling. Also, if
we presume that the instrument is 1 m (or more) away from
the array, the impinging solo, in good approximation, has the
same amplitude at both microphones. The resulting geometry
is depicted in Fig. 4.
Δ
Δ sin θ 
θ 
wavefront
Fig. 4. Angle of arrival θ , spacing ∆, and spatial shift ∆ sinθ .
A. Single-Input-Double-Output Signal Model
Based on the above reflections, we amend (22) as follows:[
x1(k)
x2(k)
]
= h(k)∗
[
d1(k)+ s1(k)
d1(k−κ)+ s2(k)
]
, (38)
where x1(k) and x2(k) are the signals captured by the array.
Only the delay between the two versions of the solo d(k) is
taken into account, as it is the signal we seek to enhance. In
the Fourier domain, due to the shift theorem, (38) becomes[
X1(ω)
X2(ω)
]
= H(ω) ·
[
D1(ω)+S1(ω)
WωκN D1(ω)+S2(ω)
]
(39)
with WN = e−j2pi/N , where e · is the exponential function and j
is the imaginary unit. The time shift is equivalent to a phase
shift in the Fourier domain, which is a function of ω .
3The maximum frequency audible to the human ear is said to be 20 kHz.
In many perception-related algorithms, however, it is reduced to 16 kHz.
6B. Delay Estimation
Looking at (39), one can see that if only the instrument is
active, i.e. there is no accompaniment, the two output signals
exhibit the following relation in the Fourier domain:
X2(ω) =WωκN X1(ω). (40)
In practice, when using the discrete Fourier transform, which
is cyclic, (40) still holds largely true. It is because the delay
κ is much smaller than the transform size, which is 2048 or
4096 points in the general case. And so, the delay κ may be
estimated by taking the median of the below observations:
κˆ = median
ω
[
−arg X2(ω)
X1(ω)
N
2pi ω
]
∀ω . (41)
Alternatively, the delay may be found by selecting the value
with the highest number of occurrences in the corresponding
histogram. Fig. 4 also shows that the delay can be associated
with an angle of arrival θ . The relation is
κ
fs
=
∆ sinθ
c
 θ = arcsin
(
fmax
fs/2
κ
)
, (42)
where fs is the sampling frequency and fmax 6 fs/2.
C. Maximal-Ratio Combining
Maximal-ratio combining (MRC) is one known method of
receiver diversity combining. It yields the optimum combiner
for independent Gaussian interference. MRC is equivalent to
the least-squares (LS) solution of the normal equations([
1
WωκN
]H[ 1
WωκN
])
Dˆ(ω) =
[
1
WωκN
]H[Dˆ1(ω)
Dˆ2(ω)
]
, (43)
where superscript H denotes the Hermitian transpose and[
Dˆ1(ω)
Dˆ2(ω)
]
=
[
E1(ω)
E2(ω)
]
, (44)
i.e., it is the output of cancelling the accompaniment in each
channel independently according to Section III-D. The MRC
solution can thus be formulated more explicitly as
Dˆ(ω) =
1
2
[
1 W−ωκN
][E1(ω)
E2(ω)
]
. (45)
Eq. (45) tells us that the signal from the second microphone
is counter-rotated by the phase shift, so that the signals from
both microphones are combined into a single estimate Dˆ(ω),
which yields the maximum ratio between the solo signal and
the accompaniment residuals after subtraction [9].
V. COMPARISON
In this section, we simulate the accompaniment cancellation
problem using prerecorded guitar solos in order to assess and
compare the solutions that are elaborated in the previous two
sections. We consider the speaker to be 25 cm away from the
microphone and the sound object, i.e. the guitar amplifier, to
be in 100 cm distance. According to the distance law,
Lp2 −Lp1 = 20 log10
r1
r2
, (46)
we conclude that the sound pressure level (SPL) between the
speaker and the guitar amp differs by ∆Lp ≈ 12.0 dB. Now, if
we postulate that the SPL of the accompaniment is 6.02 dB
below the SPL of the guitar amp, the root-mean-square value
of the accompaniment in the recorded signal must be 6.02 dB
higher than the level of the solo. Such a setting should allow
the guitar player, who is deemed to be in the proximity of the
amp, to hear his own performance. Note, however, that in the
recorded mixture the accompaniment is twice as loud. Other
phenomena, such as reverberation or noise, are neglected due
to the short distances between the sound sources and the mic
and also for the sake of simplicity. The remaining parameters
in (22) and (23) are chosen as follows: the channel delay κ is
equivalent to 0.72 ms, g(k) is ignored, and A is arbitrary but
distinct from the accompaniment level in the mixture. Sony’s
C37-FET condenser microphone with a reverberation time of
13.7 ms or 606 samples at 44.1-kHz sampling is modeled by
the impulse response h(k). Respectively, we choose the filter
length M as the next larger power of 2 to leave a margin. As
for the reference solo, it is obtained by convolving h(k) with
a prerecorded solo signal d(k), see (22). The simulations are
run in MATLAB under Windows 8.1 on 20-s mixtures. With
respect to the case where we simulate the use of an array of
two microphones, their distance is 2.14 cm and the angles of
arrival are 21.3◦ and 90.0◦, for the solo and accompaniment,
respectively.
A. Algorithms
For comparison, we employ the following algorithms with
the following settings. The chosen values were found to give
subjectively the best result for each of the algorithms.
ANC adaptive noise cancellation (see Section II-B),
M 1023 (filter order)
µ 0.10 (step size)
ANC′ ANC with inverse filtering (see Section II-C),
M 1023 (filter order)
µ 0.01 (step size)
P 15 (inverse filter order)
MAW moving-average Wiener filtering (see Section II-D),
M 1023 (filter order)
N 16384 (sample size)
L 64 (hop size)
MAW′ MAW with spectral subtraction (see Section II-E),
M 1023 (filter order)
N 16384 (sample size)
L 64 (hop size)
NFFT 4096 (FFT size)
LFFT 2048 (FFT hop size)
SBW subband Wiener filtering (see Section III-D), and
NFFT 4096 (FFT size)
LFFT 2048 (FFT hop size)
Z 39 (number of subbands)
SBW′ single-input-double-output SBW (see Section IV).
NFFT 4096 (FFT size)
LFFT 2048 (FFT hop size)
Z 39 (number of subbands)
7B. Metrics
As far as an objective quality assessment is concerned, it can
be said that there is no consensus across the domain about an
ever applicable metric for audio enhancement algorithms. As
for the various metrics that exist to assess speech quality, one
should be aware that they apply only with restrictions. Music
is much more complex than speech, to put it crudely. Metrics
that came out from the source separation community are still
far from the reality of perceived audio quality. Partially, they
show a weak correlation or even contradict our perception as
indicated in [10]. For these reasons, we resort to the following
metrics. They have shown a certain degree of consistency on
numerous occasions. These (and some other) metrics are:
RMSD the mean root-mean-square deviation averaged over
non-overlapping data blocks of 23 ms duration,
RMSD =
1
T
√
N
T
∑
τ=1
{
N−1
∑
k=0
[
dˆ(k,τ)
−h(k)∗d(k,τ)]2
}1/2
,
(47)
where N is the block size and T is their number,
SNRF a mean frequency-weighted signal-to-noise ratio [6],
[11] averaged over frequency bands and segments,
SNRF =
10
T Z
T
∑
τ=1
Z
∑
ζ=1
log10
ΨS(ζ ,τ)
ΨN(ζ ,τ)
, (48)
where
ΨS(ζ ,τ) =
1∣∣Ωζ ∣∣
supΩζ
∑
infΩζ
|H(ω)D(ω,τ)|2 (49)
∀ω ∈Ωζ and
ΨN(ζ ,τ) =
1∣∣Ωζ ∣∣
supΩζ
∑
infΩζ
{[∣∣Dˆ(ω,τ)∣∣
−|H(ω)D(ω,τ)|]2
} (50)
∀ω ∈Ωζ , respectively,
MOS a mean opinion score computed with a basic version
of PEAQ4 [12], [13], and finally
RTF the real-time factor, defined as the execution time of
the algorithm divided by the signal’s duration.5
C. Results
The results for one mixture are listed in Table I. It can be
seen that with pre-whitening the numerical similarity slightly
improves for adaptive filtering. This, however, has not such a
significant impact on the perception-related SNRF metric and
the objective MOS, which is the same. The RTF, on the other
hand, increases by a factor of 20 and the algorithm no longer
runs in real time. Although numerically closer to the original
than adaptive filtering, moving-average Wiener filtering in its
basic form has a lower perceptual quality. A significant jump
4Acronym for “Perceptual Evaluation of Audio Quality”.
5Measured on an Intel Core i7-4510U CPU operating at 2.00 GHz.
TABLE I
SIMULATION RESULTS FOR “ALL BLUES”. BEST VALUES ARE PRINTED IN
BOLD.
ANC ANC′ MAW MAW′ SBW SBW′
RMSD [dB] −31.0 −31.7 −32.3 −36.4 −37.7 −37.8
SNRF [dB] −10.6 −10.5 −11.4 −3.50 4.30 4.40
MOS 1.089 1.089 1.087 1.092 1.155 1.165
RTF 0.53 11.0 475 449 0.06 0.15
both numerically and perceptually can be observed when the
matched signal is subtracted from the mixture in the spectral
domain. But yet, the improvement surely does not justify the
awfully long run time, which is around 400–500 times longer
than real time. By far, the clear winner here is the ERB-band
Wiener filtering algorithm. It shows the best accompaniment
suppression performance, the highest perceptual quality, and
it also has a virtually negligible run time. Diversity improves
the estimate only by a narrow margin at the cost of a double
execution time (still faster than the adaptive noise canceller).
It can be explained by the fact that for the greater part MRC
corrects the phase of the estimate, which then again is much
less critical as an error source than the magnitude, especially
in terms of our perception. As a final remark, we would like
to draw the reader’s attention to the consistency between the
SNRF and MOS trends over all algorithms. Fig. 5 illustrates
the results from Table I in a bar diagram.
VI. EVALUATION
Here in this section, we carry out a thorough evaluation of
the proposed approach that is based on short-time ERB-band
Wiener filtering plus spectral subtraction. For this, and if not
otherwise specified, we use the following parameters.
SISO Single-input-single-output:
• 4096-point fast Fourier transform,
• 2048-point overlap (50 %),
• 4096-point Kaiser-Bessel derived (KBD) window,
• Standard window shape,
• Classical Wiener filter,
• Equivalent-rectangular-bandwidth (ERB) scale,
• Manhattan distance (1-norm),
• Equal RMS levels for solo and accompaniment,
• 32-sample channel delay (uncompensated).
SIDO Single-input-double-output:
• 2.14-cm distance between microphones,
• Directional alignment with the instrument,
• Solo coming from the front (90◦) and accompaniment
from the side (0◦).
The SIDO case is an extension of the SISO case, and so, all
the SISO parameters are the same for both cases. The results
of the evaluation are summarized in Figs. 6–9. Only the first
two metrics, the RMSD and the SNRF, are further used.
A. Time and Frequency Resolution
Fig. 6(a) gives rise to the impression that the similarity of
the estimate increases with the length of the transform. If we
8ANC ANC´ MAW MAW´ SBW SBW´
−40
−35
−30
−25
−20
R
M
S
D
ANC ANC´ MAW MAW´ SBW SBW´
−15
−10
−5
0
5
S
N
R
F
ANC ANC´ MAW MAW´ SBW SBW´
1
1.05
1.1
1.15
1.2
M
O
S
ANC ANC´ MAW MAW´ SBW SBW´
0.01
0.1
1
10
100
1000
R
T
F
(a) (b)
(c) (d)
Fig. 5. Comparison between various filtering approaches w.r.t. the chosen performance metrics for “All Blues”. Best values correspond to black bars.
look at the SNRF alone, however, we notice that it begins to
saturate after a value of 4096. If we listen to the estimate, it
is clearly audible that the attacks of the played notes largely
disappear if we further increase the window. For this and for
the reason of memory requirements, we suggest a 4096-point
DFT. The shape of the window appears to be a minor issue.
Thus, we recommend to use the standard value for its shape
parameter, which is 4, see also Fig. 6(b).
With regard to the division of the frequency axis into non-
uniform subbands, we may say the following: the number of
subbands depends on one’s preference and the application. A
lower number preserves more of the original signal, but also
lets more interference leak in. A higher number, on the other
hand, deals better with interference, yet takes away the crisp
details from the original sound. For this reason, a too low or
too high number of subbands should be avoided. We suggest
to use the standard ERB scale that has 39 bands at 44.1-kHz
sample rate and 16-kHz cutoff, see also Fig. 6(c).
B. Filtering and Subtraction
What is said in the preceding paragraph also applies to the
Wiener filter, i.e., there is a compromise to make. If the goal
is to reduce the estimate’s spectrum to its fewer components
with a higher signal-to-interference ratio, the filter should be
taken to a power lower than 1, see Fig. 7(a). However in our
opinion, the classical Wiener filter is a safer bet, since it can
sufficiently attenuate interference, while keeping most of the
signal’s fine structure intact.
On the contrary, Fig. 7(b) leaves no doubt about the most
performant distance metric. It is the 1-norm, which is known
as the Manhattan distance. Note that the 1-norm outperforms
the 2-norm perceptually, even though the 2-norm is naturally
associated with the underlying statistical model.
C. Distance and Channel Delay
Fig. 8(a) simply confirms the blatantly obvious: the quality
of the estimate is much higher, when the instrument is closer
to the microphone or louder than the speaker. This leads to a
higher solo-to-accompaniment ratio in the recording, and so,
the subtracted accompaniment estimate leaves less traces.
More interesting, however, is Fig. 8(b). It says that as long
as the channel delay between the speaker and the microphone
is much shorter than the transform length, its impact is null.
This can be assumed to be the case for a tablet computer. It
should still be noted that hardware delay may have a (much)
greater impact depending on its latency time.
D. Spatial Alignment
Looking at Fig. 9(a) it seems that in the case where a pair
of microphones is utilized to capture the composite signal in
conjunction with maximal-ratio combining, the spacing is of
vital importance. In our test, MRC performed best when the
spacing between the microphones was equal to half the wave
length of an 8-kHz signal. Especially w.r.t. transient artifacts,
the enhancement was clearly noticeable.
Finally, Fig. 9(b) shows that a significant deviation in the
angle estimate (related to the position of the guitar amplifier)
is detrimental to sound quality. Nevertheless, a small error is
certainly tolerable in most cases.
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Fig. 6. Algorithm performance as a function of (a) the FFT size, (b) the shape of the Kaiser-Bessel derived window w.r.t. its free parameter, and (c) the
number of non-uniform subbands on a (pseudo-)ERB scale. Suggested values are underlined. On each box, the central mark is the median and the edges of
the box are the 25th and 75th percentiles. The whiskers extend to the most extreme data points including outliers.
E. General Remarks
While the RMSD indicates a numerical deviation between
the estimated and the desired signal, the SNRF is capable of
capturing the perceptual component of an audio signal. If we
look at the figures where we underlined the values for which
we think the algorithm works best, we may observe that our
perception correlates with the SNRF metric quite strongly. In
consequence, we propose to employ the SNRF as a standard
metric for similar tasks. Nevertheless, we would like to point
out that the SNRF has a tendency to give a high score to an
estimate in which the noise or interference is suppressed to a
very high degree. The corresponding signal may be perceived
as condensed or less natural by the listener. From a machine
perspective then again, the signal might be easier to analyze,
since it contains the most dominant components, and what is
more, the latter are associated with a low error.
In regard to the improvement that is achievable with a pair
of microphones, or a microphone array in general, we would
like to add the following. MRC as a post-processor is meant to
correct the phase of the estimate after the accompaniment was
subtracted from each channel separately. This has for effect a
reduction of transient interference. As a rule, these transients
are suppressed insufficiently by the core algorithm, because
• the transform is applied to a long window and
• the sample covariance between the spectra of a note and
a percussive hit has a high magnitude.
Altering the phase of the estimate, MRC essentially destroys
the phase of the transient residual, which hence becomes not
so or simply less prominent. For this to work, the array must
be aligned with the spatial acoustics, as shown in Fig. 9. The
achievable gain appears to be meager, particularly in view of
the fact that additional hardware is necessary. The pragmatic
solution would consist in using a guitar pickup or placing an
external microphone close to the instrument or the amplifier,
so that the recording exhibits a low interference. This would
improve the estimate more than MRC, see Fig. 8(a). A more
sophisticated solution, which is yet to be found, would be to
carry out the accompaniment cancellation during the optimal
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(b) Spectral p-norm
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Fig. 7. Algorithm performance as a function of (a) the exponent of the Wiener filter and (b) the spectral p-norm of the estimate, see (21). An exponent equal
to 1.0 yields the Wiener filter in (35). An exponent equal to 0.5 yields the square-root Wiener filter. A p-value of 2 represents the Euclidean distance and a
p-value of 1 represents the Manhattan distance, respectively. Suggested values are underlined. On each box, the central mark is the median and the edges of
the box are the 25th and 75th percentiles. The whiskers extend to the most extreme data points including outliers.
(a) RMS level difference
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(b) Delay mismatch
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Fig. 8. Algorithm performance as a function of (a) the RMS level (or SPL) difference in decibel between the recorded solo and accompaniment and (b) the
delay (samples) mismatch in the channel model. On each box, the central mark is the median and the edges of the box are the 25th and 75th percentiles. The
whiskers extend to the most extreme data points including outliers.
combination of the signals coming from the array. VII. CONCLUSION
Music signals pose a true challenge for the existing theory
on statistical signal processing. This is due to its band width,
its spectral dynamics, and its non-stationarity. Our paper shows
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(b) Angular mismatch
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Fig. 9. Algorithm performance as a function of (a) the distance between the microphones and (b) the angular mismatch in degrees between the true and the
estimated direction of arrival of the solo. The underlined value corresponds to half-wave spacing for a frequency of 8 kHz at 44.1-kHz sample rate. On each
box, the central mark is the median and the edges of the box are the 25th and 75th percentiles. The whiskers extend to the most extreme data points including
outliers.
that the convergence rate of the LMS filter is not fast enough
to keep pace with transient music signals. Inverse filtering is
a help but costs too much and the result is not satisfactory. A
Wiener-type filter is better, but only if the difference signal is
computed in the frequency domain. It is, however, intractable
from a computational point of view. A short-time Wiener can
be viewed as the best and the cheapest solution, especially if
the filtering is carried out in ERB-bands. Any other Bayesian
estimator may also be employed, of course.
When using a microphone array, maximal-ratio combining
can reduce the audible artifacts due to residual transients that
reside in the solo after accompaniment cancellation. For this,
the array should be aligned with the instrument. The spacing
between the array elements is also important. The quality of
the solo mainly depends on the distance of the sound source
w.r.t. the sink: The closer the instrument to the mic or, more
generally speaking, the louder the instrument in the recorded
signal, the higher the quality of the solo. On a final note, the
SNRF appears to be sufficiently correlated with perception to
predict relative tendencies. Therefore, we recommend it as a
reference metric for the assessment of quality for speech and
audio.
REFERENCES
[1] B. Widrow, J. R. Glover, Jr., J. McCool, J. Kaunitz, C. S. Williams, R. H.
Hearn, J. R. Zeidler, E. Dong, Jr., and R. C. Goodlin, “Adaptive noise
cancelling: Principles and applications,” Proc. IEEE, vol. 63, no. 12, pp.
1692–1716, Dec. 1975.
[2] B. Widrow and S. D. Stearns, Adaptive Signal Processing. Englewood
Cliffs, NJ, USA: Prentice Hall, 1985.
[3] S. V. Vaseghi, Advanced Digital Signal Processing and Noise Reduction,
4th ed. Chichester, West Sussex, UK: John Wiley & Sons Ltd, 2008.
[4] B. Widrow and E. Walach, “On the statistical efficiency of the LMS
algorithm with nonstationary inputs,” IEEE Trans. Inf. Theory, vol. 30,
no. 2, pp. 211–221, Mar. 1984.
[5] S. Haykin, Adaptive Filter Theory, 5th ed. Upper Saddle River, NJ,
USA: Prentice Hall, 2013.
[6] S. Gorlow and S. Marchand, “Informed audio source separation using
linearly constrained spatial filters,” IEEE Trans. Audio, Speech, Lan-
guage Process., vol. 21, no. 1, pp. 3–13, Jan. 2013.
[7] B. R. Glasberg and B. C. J. Moore, “Derivation of auditory filter shapes
from notched-noise data,” Hearing Research, vol. 47, pp. 103–138, Aug.
1990.
[8] A. V. Oppenheim and R. W. Schafer, Discrete-Time Signal Processing,
3rd ed. Upper Saddle River, NJ, USA: Prentice Hall, 2009.
[9] D. G. Brennan, “Linear diversity combining techniques,” Proc. IRE,
vol. 47, no. 6, pp. 1075–1102, Jun. 1959.
[10] S. Gorlow and S. Marchand, “Informed separation of spatial images of
stereo music recordings using second-order statistics,” in Proc. IEEE
MLSP, Sep. 2013, pp. 1–6.
[11] J. M. Tribolet, P. Noll, B. J. McDermott, and R. E. Crochiere, “A study
of complexity and quality of speech waveform coders,” in Proc. IEEE
ICASSP, vol. 3, Apr. 1978, pp. 586–590.
[12] P. Kabal, “An examination and interpretation of ITU-R BS.1387: Per-
ceptual evaluation of audio quality,” McGill University, Tech. Rep., Dec.
2003.
[13] ——, “PQevalAudio,” http://www-mmsp.ece.mcgill.ca/Documents/
Downloads/PQevalAudio/, version 1.0.
