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The objective of this paper is to study inverse scheduling problems. It will be shown that these problems can be formulated as linear programming (LP) problems even when, in some cases, the corresponding forward scheduling problems are not solvable in polynomial time. Specific applications of inverse scheduling (other than the ones mentioned above) will also be presented like the use of inverse scheduling to generate benchmark optimal solutions for certain NP-hard forward scheduling problems.
A related subject in the scheduling literature is the sequencing problem with controllable job parameters. Vickson (1980) considered a single-machine problem with controllable job processing times and his objective was to determine a job sequence and actual processing times that minimize the schedule cost. The survey by Nowicky and Zdrzalka (1990) reviews subsequent work with controllable job processing times. Panwalkar et al. (1982) , Chand and Chhajed (1992) , and the references therein consider scheduling problems with controllable job due dates. More recent contributions on scheduling with controllable job parameters include the work of Trick (1994) on scheduling multiple variable-speed machines and the work of Alidaee and Kochenberger (1996) . The objective in these papers is to determine job parameter values and job sequences to minimize some function of the job due dates and/or completion times. The main difference between the above forward scheduling problems and the inverse scheduling problem studied in this paper is that the latter assumes a given job sequence and is concerned with converting that sequence to an optimal one by minimally perturbing the controllable job parameters.
There is also literature on other inverse optimization problems, like inverse linear programming (Ahuja and Orlin, 2001) , inverse assignment and minimum cost flow problems (Zhang and Liu, 1996) , inverse minimum cut problems (Yang et al., 1997) , and inverse shortest path problems (Xu and Zhang, 1995) among others.
To our knowledge, there is no literature on inverse scheduling problems except for the literature mentioned above on the related forward scheduling problems with controllable job processing times and/or due dates.
The rest of the paper is organized as follows. Section 2 is concerned with singlemachine inverse scheduling problems. Multiple-operation (flow shop) inverse scheduling problems are considered in section 3. Some concluding remarks are stated in section 4.
2.
SINGLE-MACHINE INVERSE SCHEDULING PROBLEMS
Consider an arbitrary n -job sequence on a single machine. Each job j , , where the first field defines the machine environment, the middle field is reserved for special job parameters/problem characteristics and the third field denotes the objective function. In the rest of the paper, we will enter INV in the middle field to define inverse scheduling problems. It is well known (Smith, 1956 ) that the C // 1 problem is solved optimally by sequencing the jobs in the shortest processing time (SPT) order. Consequently, the
problem is solved by determining the minimum total perturbation to the job processing times so that a given sequence is converted into an SPT . In the rest of the paper, we use the superscript "*" to define perturbed job parameters. The above formulation is flexible enough, since it allows for an arbitrary job processing time j p not be perturbed at any cost by setting the corresponding unit cost j c to a very large number. LP1a is not a linear programming problem but can be converted into one by using a standard transformation. It is well known that minimizing
. Using this transformation, problem LP1a can be restated as follows:
Problem LP1b: Formulation LP1b can also be used to solve other inverse single-machine sequencing problems that require the perturbation of just one job parameter. Furthermore, the LP1b formulation can be used to solve a broad category of inverse single-machine scheduling problems as long as the optimal sequence for the corresponding forward 
FLOW SHOP INVERSE SCHEDULING PROBLEMS.
In this section, we turn our attention to multiple operation scheduling problems.
Their main characteristic is that each job requires 2 ≥ m operations to be processed in
any order (open shops) or in the same pre-specified order for all jobs (flow shops), or in some predetermined order that differs among jobs (job shops). The most commonly used optimization criterion in multiple operation scheduling problems is the minimization of the makespan
where mj C is the completion time of the m (last) operation of job j , n j ,..., 1 = .
In the rest of this section, we will study two representative inverse scheduling shop problems, namely, the two-machine flow shop 
Problem LP2 must be solved n times since there are n possible values for the critical job k . 
The
