Abstract-Auto-scaling features enable cloud applications to maintain enough resources to satisfy demand spikes, reduce costs and keep performance in check. Most auto-scaling strategies rely on a predefined set of rules to scale up/down the required resources depending on the application usage. Those rules are however difficult to devise and generalize, and users are often left alone tuning auto-scale parameters of essentially blackbox applications. In this paper, we propose a novel fuzzy reinforcement learning controller, FQL4KE, which automatically scales up or down resources to meet performance requirements. The Q-Learning technique, a model-free reinforcement learning strategy, frees users of most tuning parameters. FQL4KE has been successfully applied and we therefore think that a fuzzy controller with Q-Learning is indeed a promising combination for auto-scaling resources.
I. INTRODUCTION
Elasticity is a key characteristic of cloud platforms enabling both cloud providers and end-users to set policies to satisfy demand spikes, minimize costs, and increase platform utilization and application performance [14] , [19] . Despite the advantages, however, the dynamic acquisition and release of resources remains a challenge due to the inherent uncertainty introduced by workloads, costs and user constraints (e.g., response time).
A large number of approaches have been proposed with varying degree of success [19] , [20] , [8] . Scaling rules based on predefined thresholds are often simple and intuitive to set up, see for instance Amazon EC2 [1] , Microsoft Azure [2] and OpenStack [3] . This thresholding mechanism, one size fits all approach, however, makes it difficult to generalize and quickly adapt to different scenarios. As the applications grow in complexity, the interference among components and the frequency by which hardware and software failures arise impose new challenges [19] , [21] , [11] . In the remaining sections we introduce a novel fuzzy controller which together with Q-Learning automatically updates fuzzy rules to learn optimal elasticity policies at runtime.
We have previously shown that a fuzzy auto-scaling controller can successfully enhance the user experience by allowing intuitive auto-scaling decisions [15] . The key strength of fuzzy logic is their ability to translate human knowledge into a set of basic and understandable rules. During the design process of a fuzzy controller, a set of IF-THEN rules must be defined. These rules represent the mapping of the input received from monitoring to the output scaling decisions entangled with the actuator in linguistic terms. Although users are more comfortable with defining fuzzy auto-scaling rules using linguistic variables [15] , the rules have to be defined at design-time based on limited knowledge available. Here is where learning strategies could be employed to ease the burden at design time.
In this paper we propose a fuzzy online learning mechanism, FQL4KE that adjusts auto-scaling policies at runtime. More specifically, we combine fuzzy control and Fuzzy Q-Learning (FQL) [13] in order to connect human expertise to continuous evolution machinery. The main implication of this work is that users need not rely on unreliable guesswork, but rather FQL4KE automatically adjusts application resources, with no apriori knowledge on the auto-scaling actions. It mean the auto-scaling controller can indeed start working with an empty knowledge base and adjusting it on the fly.
The rest of the paper is organized as follows. Section II presents our approach. Section III gives the experimental results. Section IV discusses the related work, and finally Section V concludes the paper.
II. THE PROPOSED APPROACH
This section presents our approach FQL4KE to cloud autoscaling with machine learning 1 . By combining fuzzy logic and Q-Learning, our approach deals with uncertainty caused by the incomplete knowledge of cloud users. Expert knowledge, if available, is encoded in terms of fuzzy rules. The fuzzy rules are continually tuned through learning from the data collected by monitoring runtime executions. In case there is no knowledge available at design time to provide the initial fuzzy rules, FQL4KE is still able to learn the rules at runtime. Figure 1 illustrates the main building blocks of FQL4KE. While the application runs on a cloud platform that provides the demanded resource, FQL4KE monitors the application and guides resource provisioning. More precisely, FQL4KE follows the autonomic MAPE-K loop [17] , where different characteristics of the application (e.g. workload and response time) are continuously monitored, the satisfaction of system goals are checked and accordingly the resource allocation is adapted in case of deviation from goals. The goals (i.e., SLA, cost, response time) are reflected in a reward function. The monitoring component collects low-level performance metrics and feed both cloud controller as well as the knowledge learning component. The actuator issues adaptation commands that it receives from the controller at each control interval to the underlying cloud platform. Two components of knowledge learning and cloud controller are incorporated for this purpose. The cloud controller is a fuzzy controller that takes the observed data, and generates scaling actions. The learning component continuously updates the knowledge base of the controller by learning appropriate rules. These two components are described in Sections II-B and II-C respectively. Finally, the integration of these two components is discussed in Section II-D.
A. FQL4KE Architecture

B. Fuzzy Logic Controller
Fuzzy inference is the process of mapping a set of control inputs to a set of control outputs through fuzzy logic rules and operations. This mapping provides a basis from which control output can be derived. The key benefit of fuzzy controllers is for types of problems that cannot be represented by explicit mathematical models due to high non-linearity of the system. Instead, the potential of fuzzy logic lies in its capability to approximate that non-linearity by expressing the knowledge in a similar way to the human perception and reasoning.
The explicit knowledge base component is one of the unique aspects of such type of controllers. Instead of sharp switching between modes based on thresholds, control output changes smoothly from different region of behavior depending on the dominant rule [15] . Since our goal is to build a cloud controller to adjust the number of computing machines with regard to the response time and workload, our fuzzy controller is designed based on a model that a set of input signals are mapped on an output control action. More precisely, the input to the controller is the current workload (w) and response time (rt) and the output is the scaling action (sa) in terms of increment (or decrement) in the number of virtual machines (VMs).
C. Fuzzy Q-Learning
Fuzzy Q-Learning component is to learn/adjust/adapt the auto scaling policies used by the controller. The implication is that we do not anymore rely on user-defined policies, instead we let the controller learn the policies. As the controller has to take an action in each control loop, it should try to select those actions taken in the past which produced good rewards.
Fuzzy logic version of Q-learning algorithm has been proposed first in [13] with the aim to optimize the consequents of the rules in fuzzy controllers. Fuzzy Q-learning (FQL) has some critical benefits over its traditional algorithm. First and most importantly, for some application areas in which the number of states and the potential action that the agent can take in those states are high then the q-values 2 need to be stored in large look up tables. As a result, the Q-learning becomes unpractical and even impossible to solve in continuous state spaces [13] . By employing fuzzy variables, continuous state spaces can be discretized into states represented by all the combinations of inputs. In addition, FQL can be speed up by embedding prior knowledge via fuzzy rules.
D. FQL4KE for Dynamic Resource Allocation
FQL4KE starts with controlling the allocation of resources with no priori knowledge. After enough explorations, the consequents of the fuzzy rules can be determined by selecting those actions that corresponds to the highest q-value in each row of the Q table. Although FQL4KE do not rely on designtime knowledge, if even partial knowledge is available (i.e., operator of the system is confident with providing some of the elasticity policies) or there exists data regarding performance of the application, FQL4KE can exploit such knowledge by initialing q-values with more meaningful data instead of initializing them with zero. This implies a faster learning convergence.
III. EXPERIMENT
FQL4KE has been implemented on top of Microsoft Azure, as a promising commercial Cloud platform. The cloud controller deployed in a delayed-feedback environment came to know the reward after a non-negative integer indicating the number of time-steps between taking an scaling action and actually receiving its feedback (the state observation and reward). In each monitoring cycle, which happens every 10 seconds, the controller knows about its state but in order to receive the reinforcement signal, it has to wait for example for 8-9 minutes for "scaling out" actions and 2-3 minutes for "scaling in" actions to be enacted. These numbers vary depending on the Cloud platform. Such kind of delayed feedback environments introduce some challenges for learning convergence. Therefore, finding an optimal balance between exploration and explotation is vital. Following an intuitive strategy, FQL starts with exploration phase and after a first learning convergence happened, it enters the balanced exploration-exploitation phase. In other words, after initial learning by high exploration, we increase the exploitation rate to fully exploit the learned knowledge.
In practice, a finite rounds of learning steps (in machine learning terminology called epochs) should be passed to ensure the learning has been converged. In our experiment, the exploration lasts 80 epochs, ensuring that all state-action pairs are sufficiently visited. The temporary evolution of the qvalues associated to each state-action pairs for the learning strategy is shown (for partial set of pairs) in Figure 2 . Note that the change in the q-values occurs when the corresponding rule is activated, i.e., when the system is in state S(t) and take specific action a i . As the figure shows, some q-values changed to a negative value during exploration phase. It means that these actions are basically punished and as a result are not appropriate to be taken in the future. The optimal consequent for each rule in the rule base is determined by the most highest q-value at the end of the learning phase. For instance, action a 5 is the best consequent for rule number 9 in learning strategy.
In accordance to the change in the q-values, the control surface of the fuzzy controller is also evolving. Figure 3 shows the temporal evolution in control surface of the fuzzy controller. The initial design-time surface is not shown as it is a constant plane at point zero. The surface is evolved until the learning has been converged. Note that the first surface is the one in the lower left, then lower right, upper right and the final surface is located at the upper left corner when the learning has been converged.
IV. RELATED WORK Auto scaling problem has been extensively studied in the recent years [19] [7] [10][12] [4] . However, prior to this work there has been no technique to tune and improve auto scaling policies. In this section, we overview the works, which apply kind of learning techniques in the area of resource allocation, and distinguish our approach from them.
Xu et al. [24] , [6] present an approach to learning appropriate auto-configuration in virtualized resources. It uses multiple agents, each of which apply reinforcement learning to optimize auto-configuration of its dedicated environment. Barrett et al. [5] investigate the impact of varying performance of cloud resources on application performance. They show that a resource allocation approach, considering this aspect, achieves benefits in terms of performance and cost. To reduce the learning time, a parallelized reinforcement learning algorithm is proposed through which multiple agents are employed to deal with the same tasks to speed up the procedure to explore the state space. The reward values are calculated by combining the accumulated experience of different agents. In a similar approach [9] appropriate initialization of the q-values are proposed to speedup the learning convergence. Tesauro et al. [23] demonstrate how to combine the strengths of both RL (model-free) and queuing models (model-based) in a hybrid approach, in which their RL needs to be trained at design time while at runtime a queuing model policy controls the system.
In [22] , a multi-layer approach is presented to handle multi-objective requirements such as performance and power in dynamic resource allocation. The lower layer focuses on each objective, and exploits a fuzzy controller proposed earlier in [25] . The higher layer is to maintain a trade-off by coordinating the controllers. Lama et al. [18] integrate Neural Networks (NNs) with fuzzy logic to build adaptive controllers for autonomic server provisioning. Similar to our approach, NNs define a set of fuzzy rules, and the self-adaptive controller adapts the structure of the NN at runtime, therefore automatically updating rules. Unlike the above approaches, FQL4KE offers a seamless knowledge evolution through fuzzy control and RL, putting aside the burden that was on the shoulder of users.
V. CONCLUSIONS AND FUTURE WORK
This paper presents a novel knowledge evolution strategy for the dynamic resource provisioning of cloud-based applications. The scenario under study assumes no a priori knowledge regarding elasticity policies. More precisely, instead of specifying elasticity policies as a typical case-by-case scenario in auto-scaling solutions, system operators and users are only required to provide the importance weights in the reward functions. A fuzzy rule-based controller together with a QLearning algorithm will then iterate to learn optimal elasticity policies at run-time. The main contributions of the proposed approach are as follows: 1) FQL4KE is robust to highly dynamic workload intensity due to its self-adaptive and self-learning capabilities. 2) FQL4KE is model-independent. The variations in the performance of the deployed applications and the unpredictability of dynamic workloads do not affect the effectiveness of the proposed approach. 3) FQL4KE is capable of automatically constructing the control rules and keeping control parameters updated through fast online learning. It executes resource allocation and learns to improve its performance simultaneously. 4) Unlike supervised techniques that learn from the training data, FQL4KE does not require off-line training that saves significant amount of time and efforts. We are currently extending our prototype in a number of ways, for instance: (i) extending FQL4KE to perform in the environments where only partially observable (for this we will exploit partially observable Markov decision processes) data exist; (ii) exploiting clustering approaches to learn the membership functions of the antecedents in fuzzy rules; and (iii) integrating FQL4KE with advanced data sensors to profit from the underlying hardware platform and ensure it runs exceptionally well on Intel architecture. The association of low-level features and resource allocation, eg seen through the scheduler, can drive the knowledge evolution towards optimal policies that factor in hardware features and coprocessors. Elastic policies could then be reused by the service orchestrator on similar workloads (eg via scheduler hints) to speed up the overall learning convergence.
Overall, initial experiments show that our approach can be successfully applied to cloud auto-scaling. We therefore expect our work can bring attention to this concept in which adaptive, self-tuning applications automatically optimize the resource allocation in cloud environments.
