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In the Chapters 3, 4, and 5 the assumption holds that the regime is observed. This makes the hybrid system a time-varying control system. The results are therefore not so surprising, there is no learning effect.
Chapter 6 treats filtering and detection problems. Consider the model in which the observation consists of a signal and noise, where the signal is linear in the state of the control system, and the proportional term dependent on the regime. The problem is to filter the state of the hybrid system given only the past of the observations. The result is a stochastic differential equation for the regime estimate and one for the first-order conditional moment of the state of the control system. It is not yet known whether a finite-dimensional filter exists for this model. Another example is that in which the observation process is a counting process, the rate of which depends on the regime. Simulations of the filters for numerical examples are provided.
Chapter 7 treats the most complex model. The hybrid system consists of a deterministic control system in which the parameters depend on the regime. The observation equation is drived by noise. The control law depends only on the past observations, it may not depend on the regime. The control objectives are to stabilize the control system and to minimize a cost function. The adaptive control problem is to synthesize a control law that satisfies the control objectives and keeps track of the uncertainty of the hybrid system. As is well known the control has two tasks: minimization of the cost criterion and reducing the uncertainty about the regime. For these tasks the term dual control has been introduced by Feld'baum in 1960. The approach of the author to this problem is to enforce separation between regime estimation and control. (The author calls this certainty equivalence, but to this reviewer this term is not in accordance with the synthesis procedure used.) Thus attention is restricted to a control law consisting of a detection algorithm for the regime derived under the assumption of a fixed control law, and of a control law derived under the assumption that the regime equals its detection estimate.
Two special cases are covered. In the first case an additional simplification is made. The Markov chain is reduced in complexity by partitioning its state space in several clusters and by aggregating each cluster into a new state. The information available to the control law on the regime is to which cluster the regime belongs but not the actual regime. In addition the control law has information on the past of the state of the control system. The optimal control law is shown to be an afiine function of the state in which the parameters depend on the cluster regime. The controlled system meets the control task of reducing uncertainty about the regime only to a limited extent.
In the second case another simplifying assumption is made. It is assumed that the regime estimate produced by the detection algorithm will after a jump of the regime and after a random time, jump to the true value. The random time is assumed to have an exponential distribution. In addition attention is restricted to passive learning, it is assumed that the input cannot influence the uncertainty about the regime. The deterministic nonlinear control system is linearized around the regime dependent equilibrium state. The control law is allowed to depend only on past states and past outputs. The passive learning assumption implies that the regime estimate depends only on past outputs. The filter for the regime estimate derived in Chapter 6 may then be used. According to the separation principle, a control law is synthesized assuming that the regime equals its estimate. After further simplifications the optimal control law is shown to be an affine function of the state. The control law also depends on the error in the regime detection, it reflects the degree of uncertainty about the regime. It is an interesting aspect of the effect of uncertainty on control. An overview of the literature on related approaches concludes the chapter. Chapter 8 briefly discusses several extensions of the model.
The exposition of the book is quite reasonable. The author has made an effort to introduce the models and the assumptions in detail. The main results are illustrated by low order numerical examples often with response figures that are obtained by simulation. The proofs are compact, not very technical, and easily accessible for a reader with knowledge of dynamic programming. No application to a practical control process is treated in detail.
The reviewer cautions the reader that the model and the approach discussed in the book may be appropriate only in special circumstances. A control engineer would have to seriously study the suitability of the model for the control process considered before applying the results presented. The book definitely contributes to the theory of system identification, adaptive filtering, and adaptive control. The research area of adaptive control remains full of interesting problems. The concept of dual control should be a source of inspiration.
In summary, the book is a worthwhile though specialized contribution to the literature on system identification, adaptive fitering, and adaptive control. 
Control of Machines with Friction* Brian Armstrong-H61ouvry
Reviewer: Dr R. W. DANIEL Dept. of Engineering Sciences, Oxford University, Parks Road, Oxford OX1 3PJ, U.K. BANDWIDTH IS CENTRAL tO the design of controllers for servo systems. Many an engineer has struggled with an awkward Nyquist diagram to coax those few more radians per second out of a system, achieving that small difference between that which is adequate and that which is "optimal". Here we are asked to pause: "Is our aim always to obtain good step responses, large bandwidths, or robustness to high-frequency unmodelled dynamics?" Armstrong-H61ouvry asks "Is there
