Abstract-Data association, the problem of reasoning over correspondence between targets and measurements, is a fundamental problem in tracking tracking. This paper presents a graphical model formulation of data association and applies an approximate inference method, belief propagation (BP), to obtain marginal association probabilities. We prove that BP is guaranteed to converge, and bound the number of iterations required for convergence. Experiments reveal a favourable comparison to prior methods in terms of accuracy and computational complexity.
I. INTRODUCTION
In recent years, graphical models have emerged as a powerful tool for inference and learning in large scale systems. The promise of graphical models in tracking problems was demonstrated in [1] , [2] , [3] . The formulation in the former focused on sensor networks, in which each sensor had a narrow field of view. Non-overlapping regions were defined and association variables were instantiated to hypothesise joint association events for all targets and measurements within a region. Graphical models were studied in a similar application in [4] .
In the present study, we consider the classical data association problem, in which a single sensor surveils a large number of targets. Each target may give rise to at most one measurement, and each measurement is related to at most one target. We focus on an approximate solution of a core problem in data association: calculating marginal association probabilities such as those used in joint probabilistic data association (JPDA) [5] , multi-target mixture reduction [6] , [7] , and related methods [8] , [9] .
Calculation of marginal association probabilities is closely related to computation of the permanent of a non-negative matrix [10] , a key problem in the definition of the #P-complete complexity class [11] . Brute force, exact calculation of these quantities is intractable for all but the smallest problems. Until recently, practical applications of these methods have relied on simple heuristics such as those outlined in [12] . Significant improvements have been made over the past decade. The efficient hypothesis management (EHM) method [13] , [14] exploits redundancy present in many problems to provide exact evaluation with reduced complexity. In many cases, however, complexity remains exponential. Monte Carlo Markov chain data association (MCMCDA) [15] provides a randomised, fully polynomial time approximation scheme (FPTAS) for calculating the probabilities, but the computational complexity of the method limits its practical use. Subsequent to our initial publications [16] , [17] , a related correlation decay method [18] has been proposed, providing a deterministic FPTAS. As we show in Section V, the computational complexity of this approach remains problematic.
This paper develops a practical approximation approach to data association based on belief propagation (BP), demonstrating remarkable accuracy, and proving convergence of the algorithm, despite the presence of cycles in the graphical model formulation.
A. Contributions
In this paper, we examine an emerging method for approximating the marginal association probabilities. Motivated by the success of [19] , the method was first proposed in [20] , and subsequently studied in [21] , [22] . It was developed independently and evaluated in the tracking context in our preliminary paper [16] . The contributions of this paper are as follows:
• Proof of convergence of the method for the most common case in tracking where the probability of detection is nonunity, and the false alarm rate is non-zero. A preliminary version of this result was published in [17] . A more general proof (effectively admitting cases with unity probability of detection and/or zero false alarm rate), developed in parallel, was announced in [23] , and is available in [24] .
• Analysis of the computational complexity of the method, providing guarantees on the number of iterations required as a function of the problem parameters, and interpretation of these parameters in the tracking context.
• A thorough experimental evaluation of the accuracy of the approximation in challenging tracking problems, and comparison (including computation time) to other state-of-the-art methods in the tracking literature. The comparison reveals the unique position of the proposed approximation in the accuracy vs computation time tradeoff.
B. Outline of paper
In Section II, we introduce the problem of data association and the particular formulation we utilise (Section II-A), before introducing the formalism of graphical models (Section II-B). In Section III, we derive our approach, prove convergence, bound computation time, and examine practical stopping criteria. In Section IV, we compare and contrast our method to two closely related approaches. In Section V, we present a thorough experimental comparison of our approach to stateof-the-art alternatives.
II. BACKGROUND

A. Data association model
We analyse a variant of the classical model (e.g., [5] ) which incorporates uncertainty in target existence using the random finite set (RFS) formalism of [25] . The focus of this paper is approximate calculation of the marginal association probabilities; we describe the model for concreteness, and in order to provide intuition for how the model parameters (Section III-E) impact the number of iterations required for convergence. Details of the model and derivation of RFS filters which use the present algorithm may be found in [9] .
Assume that at time t there are n t targets with states
Each target may give rise to at most one measurement (with detection probability P d (x t )), and each measurement may result from at most one target (false alarms occur according to a Poisson point process with intensity λ fa (z t )). New targets arrive at each time according to a Poisson point process with intensity λ n (x t ).
1 Target dynamics models (including death) are not important to the analysis we wish to perform. The measurement likelihood is f (z t |x t ). The complete set of measurements up to and including time t is denoted as Z t = (Z 1 , . . . , Z t ). Under these assumptions, measurements from either false alarms or new targets will be a Poisson point process with intensity
The relationship between targets and measurements is described via a set of latent association variables, comprising: 1) For each target i ∈ {1, . . . , n t }, an association variable a i t ∈ {0, 1, . . . , m t }, the value of which is an index to the measurement with which the target is hypothesised to be associated (zero if the target is hypothesised to have not been detected) 2) For each measurement j ∈ {1, . . . , m t }, an association variable b j t ∈ {0, 1, . . . , n t }, the value of which is an index to the target with which the measurement is hypothesised to be associated (zero if the measurement is hypothesised to be either a false alarm or a new target) Note that the two sets of association variables are entirely redundant: given the information from either set, the other can be reconstructed perfectly. As we will see in the following sections, this choice of formulation results in an approximate algorithm with guaranteed convergence, and remarkable accuracy.
In essence, JPDA and related methods seek to calculate the posterior distribution f (x where Z t = (Z 1 , . . . , Z t ). This is accomplished approximately by observing that if the prior distribution is approximated as
then, under the model stated,
Subsequently, by approximating the joint distribution of association events by the product of its marginals
an approximation of the full posterior can be obtained:
Target existence can be incorporated similarly as in [9] , [26] , or using the related methods [27] . The hypothesis-conditioned updated distribution f (x i t |a i t , Z t ) may be calculated using simple state estimation methods such as a Kalman filter [28] , unscented Kalman filter [29] or particle filter [30] depending on the model in use. The challenging problem is computation of the marginal probability p(a i t |Z t ); this computation is #P complete. Under the assumptions stated, the joint distribution can be expressed as
where the factors
collectively ensure that the redundant sets of association variables (a 1 t , . . . , a n t ) and (b 1 t , . . . , b mt t ) are consistent, i.e., that any event in which the collections are inconsistent has zero probability. An example of an inconsistent event is one in which the target association variable a i t indicates that target i is associated with measurement j, but the measurement association variable b j t does not indicate that measurement j is associated with target i; this implicitly excludes cases in which the same measurement is associated with two targets, or the same target is associated with two measurements. The factors ψ i encode the problem data, with ψ i (a i t = 0) = 1 and for a i t = j > 0,
where q i t is the probability of existence of the i-th track prior to incorporation of the new measurement. 2 We reinforce that the details of this model are not the topic of this paper; for the present context, the model is a minor variation of previous works such as [5] , [7] , [8] . The topic of interest is how we might tractably estimate the marginal association probabilities
B. Graphical models
Graphical models [31] , [32] , [33] aim to represent and manipulate the joint probability distributions of many variables efficiently by exploiting factorisation. The Kalman filter [34] and the hidden Markov model (HMM) [35] are two examples of algorithms that exploit sparsity of a particular kind (i.e., a Markov chain) to efficiently conduct inference on systems involving many random variables. Inference methods based on the graphical model framework generalise these algorithms to a wider variety of state spaces and dependency structures. Graphical model methods have been developed for undirected graphical models (Markov random fields), directed graphical models (Bayes nets) and factor graphs. In this work we consider a subclass of pairwise undirected models, involving nodes (i.e., random variables) n ∈ N , and edges (i.e., dependencies) e ∈ E ⊂ N × N , and where the joint distribution can be written as:
It should be immediately clear that (1) is in this form. As another example, a Markov chain involving variables (x 1 , . . . , x T ) may be formulated by setting ψ 1 (x 1 ) = p(x 1 ) for the initial prior, ψ t (x t ) = 1 for t > 1, and edges ψ t−1,t (x t−1 , x t ) = p(x t |x t−1 ), t ∈ {2, . . . , T } representing the Markov transition kernels, although other formulations are possible.
Optimal inference can be conducted on tree-structured graphs using belief propagation (BP). BP proceeds by passing messages between neighbouring nodes. We denote by µ i→j (x j ) the message sent from node i ∈ N to node j ∈ N where (i, j) ∈ E. The iterative update equations are then: 2 We do not consider update equations for this quantity, hence we do not require notation for the post-update probability of existence. 3 In the general setting, the joint distribution is a product of maximal cliques [32, p9] . Since the graph is undirected, we assume that E is symmetric, i.e., if (i, j) ∈ E then (j, i) ∈ E. We need only incorporate one of these two factors in the distribution.
For obvious reasons, the algorithm is also known as sumproduct. If the summations are replaced with maximisation operations, then we arrive at max-product BP, which generalises the well-known Viterbi algorithm [36] , providing the MAP joint state of all variables in the graph. At convergence of sum-product BP, the marginal distribution at a node n can be calculated as:
In the case of a Markov chain, if all nodes are jointly Gaussian, then BP is equivalent to a Kalman smoother. Similarly, if all nodes are discrete, then BP is equivalent to inference on an HMM using the forwards-backwards algorithm. BP unifies these algorithms, and extends them from chains to trees. Inference in cyclic graphs (graphs that have cycles, i.e., that are not tree-structured) is far more challenging. Conceptually, one can always convert an arbitrary cyclic graph to a tree by merging nodes (e.g., so-called junction tree representations) [31] , [33] , but in practical problems, the dimensionality of the agglomerated variables may be prohibitive. BP may be applied to cyclic graphs; practically, this simply involves repeated application of (6) until convergence occurs (i.e., until the maximum error between subsequent messages is less than a pre-set threshold). Unfortunately, this is neither guaranteed to converge to the right answer, nor to converge at all. Nevertheless, and perhaps surprisingly, it has exhibited excellent empirical performance in many practical problems [37] . For example, the popular iterative turbo decoding algorithm has been shown to be an instance of BP applied to a cyclic graph [38] .
The current understanding of BP in cyclic graphs stems largely from [39] . It has been shown (e.g., [32, Theorem 3.4] ) that one can recover exact marginal probabilities from an optimisation of a convex function known as the Gibbs free energy, one term of which is the joint entropy of the distribution. While this optimisation is intractable, it points to a family of variational inference methods that approximate the objective function and the feasible set to enable calculation of marginal probability estimates without ever manipulating the full joint distribution [40] , [32] . It has been shown [39] that BP (when it converges) solves one such approximation, in which the objective is approximated by the Bethe free energy (replacing the joint entropy with a series of differences of pairwise edge entropies and node entropies), and the feasible set (i.e., the set of all valid probability distributions) is approximated as the distributions for which the pairwise joint distributions along edges are consistent with node marginals [32, 4.1.1]. The BP message iterates can be viewed as a general iterative method for solving a series of fixed point equations derived from the optimality conditions of the Bethe free energy variational problem [32, 4.1.3] .
The two approximations made by BP each lead to difficulties in certain circumstances. Firstly, whereas the Gibbs free energy is convex (since entropy is concave), the Bethe free energy is, in general, neither concave nor convex. The practical behaviour is that errors are often either very small or very large, and the general intuition is that failure of convexity leads to large errors; this has led to new families of algorithms such as tree re-weighted sum product [41] , which replace the Bethe free energy with a convex surrogate. Secondly, the approximation of the feasible set may admit points which do not correspond to any valid probability distribution, hence the solution may be infeasible. Methods seeking to tighten the feasible set include [42] .
In the case in which the graph is a tree, Bethe free energy is equivalent to Gibbs free energy (and hence convex), and the feasible set is exact. Not surprisingly, then, BP is optimal on trees. In recent years, a number of other cases have emerged in which there are guarantees on aspects of the algorithm; this paper studies one of these cases. In [19] , it was shown that max-product LBP can be used to optimally solve 2D assignment problems in time comparable to the well-known auction algorithm. This paper concerns the calculation of marginal probabilities on the same model, and utilises the same graph formulation. In [24] , it was shown that, in this model, Bethe free energy can be parameterised by the doubly stochastic matrix of marginal target-measurement probabilities, and is convex with respect to this parameterisation. Furthermore, the Birkhoff-von Neumann theorem states that any doublystochastic matrix is a convex combination of permutations [24] (e.g., different association configurations), hence infeasibility is also ruled out. 4 In the following section, we state the model, and derive results relating to convergence and complexity of BP in this model.
III. BELIEF PROPAGATION DATA ASSOCIATION
In this section, we consider the use of BP to approximate the association probabilities in (1). We commence in Section III-A by explicitly stating the BP update equations, and then (in Section III-B) obtain an equivalent form that reduces computation complexity from O(n
The reduction is effectively a sum-product version of the simplified algorithm in [19] , and an equivalent form was provided in [20] . In Section III-C we use the simplified update equations to prove convergence of the algorithm, and then, in Section III-D, bound the number of iterations required for convergence. In Section III-E we calculate the expected value of the quantity involved in the bound on the number of iterations required, providing intuition into the practical behaviour of the method. In Section III-F we provide a criterion for terminating the BP computation with a guarantee of the deviation from the converged solution.
A. Formulation
The model we study is that of (1). As illustrated in Fig. 1 Fig. 1 . Graphical model formulation employed for data association. The value of the random variable a i t is the index of the measurement with which target i is hypothesised to be associated, while the value of the random variable b j t is the index of the target with which measurement j is hypothesised to be associated.
Naïvely, the complexity per iteration of this procedure is
, since each iteration involves sending a message from each of the n t target association variables to each of the m t measurement association variables (and vice versa), and each message involves (m t + 1) (respectively (n t + 1)) values, each of which requires O(n 2 t ) (respectively O(m 2 t )) calculations.
B. Simplified algorithm
As shown in [19] , [20] , [17] , these computations can be dramatically simplified by observing that in (9) (and (11)), while the message consists of (n t + 1) (respectively (m t + 1)) values there are only two distinct values (i.e., b (11)). Further, since we are free to renormalise messages, we may divide by one of these two values (µ i→j (b j t = i) and µ j→i (a i t = j) respectively) to obtain a scalar representation of the message. The message update equations in terms of these scalars become:
where we have exploited the choice that ψ i (a i t = 0) = 1 to reinforce that the denominator is greater than zero. Upon convergence, the approximate marginal association probabilities can be obtained bŷ
where µ 0→i 1 and µ 0→j
1. An O(n t m t ) (per iteration) Matlab implementation of these update equations was given in [17] .
C. Proof of convergence
Most previous work on convergence of BP (such as [43] ) requires the factors of the graph to satisfy conditions on dynamic range (e.g., max a,b ψ i,j (a, b)/ min a,b ψ i,j (a, b)). These methods do not apply to the present case since the factor ψ i,j (a, b) has infinite dynamic range. Nevertheless, we show here that it is possible to establish that the simplified expressions in Eqs. (12) and (13) are contractions, thus guaranteeing convergence of the method. The property we exploit in the proof is the same as the correlation decay property utilised in the recent work [18] .
A function f : X → X operating in a metric space X with distance metric d :
If f is a contraction on a complete metric space, then any sequence resulting from repeated application of f will converge to the same fixed point [44, 9.23] . Following [43] , we use the distance metric
where we use the convention 0 0 = 1. 5 To show that this satisfies the triangle inequality, note that
Other properties of a distance metric are trivially satisfied.
Let µ = f (ν) be the update defined in (12) in vector form with ν = (µ j→i ) i∈{1,...,nt},j∈{1,...,mt} , µ = (µ i→j ) i∈{1,...,nt},j∈{1,...,mt} , and ν = g(µ) be the update defined in (13) . We now prove a preliminary result relating to the form of the contraction factor that we use. 
is strictly less than one, and is monotonically increasing in L. 5 In our problem setup, elements will either be bounded below by a strictly positive constant, or zero at all points in the sequence (when ψ i (j) = 0), hence we will never measure the distance between a zero element and a nonzero element (which would be infinite).
Proof: First note that
This gives the first result. For the second result, it suffices to show that
Proof: Assume that, ∀ (i, j), 0 < µ j→i ≤ 1 and 0 < µ j→i ≤ 1; this is not restrictive as it is guaranteed to be satisfied for any (ν,ν) resulting from (13) . Let
1. Otherwise, consider the quotient
where c = j =j,j >0 ψ i (j )µ j →i ≤ W i ≤ W * , and the final step uses the second result of Lemma 1. Following similar steps,
After combining these two cases, taking logs and observing that they apply for all (i, j), we are done. We now show the same result for the equation in the alternative step, (13).
Lemma 3. For all (µ,μ) with d(µ,μ) ≤ logL, the message update g(·) is a contraction with respect to the distance metric d(·, ·) with factor α(L, W * ), where
Proof: Assume that, ∀ (i, j), 0 ≤ µ i→j ≤ ψ i (j) and 0 ≤μ i→j ≤ ψ i (j), and that µ i→j = 0 orμ i→j = 0 if and only if ψ i (j) = 0 (in which case µ i→j /μ i→j 1). Again, this is not restrictive as it is guaranteed to be satisfied for any (µ,μ) resulting from (12) . Consequently,
Then, following the same steps as in the previous proof,
Since this is true for all (i, j), we take logs, combine cases, and obtain the desired result.
Theorem 1. The loopy BP fixed point iteration f (·), g(·) converges to the same stationary point regardless of the initialisation.
We omit the proof of the theorem since it is a straightforward application of contraction mapping results; see [44, Sect 9.23] , and note that the message iterates are contained in a compact subset of the space (i.e., with elements either being zero for all k, or being bounded below and above by strictly positive finite constants) hence establishing completeness.
D. Bound on complexity
Having proven convergence of the algorithm, we now switch to analysing the computational complexity involved in attaining convergence. Since we are ultimately interested in the marginal probability estimates, we start with a lemma that relates the deviation in the BP messages from their final values to the deviation in the marginal probability estimates (we use the term deviation to describe the difference between the current iterate and the converged solution). For convenience we define the shorthand
Lemma 4. If log µj→ĩ µj→i ≤ ∀ (i, j) and p andp are calculated from µ andμ via (14) , then |p
Proof: We seek to bound
Trivially, exp(− ) ≤ µj→ĩ µj→i ≤ exp( ). The second term can be bounded similarly since
Substituting these bounds into (18) we find
The desired result is then obtained by observing that 0 ≤ 1 − exp(−2 ) ≤ exp(2 ) − 1. Finally, note that exp(2 ) − 1 = 2 + O( 2 ) for small , so that the error is well-approximated as 2 .
Using the previous lemma, we now show that the number of iterations required for the deviation to be less than a desired level is bounded through a simple closed-form expression. In what follows, we denote by µ i→j,k and µ j→i,k the k-th iterate of the messages from (12) and (13), and by µ i→j, * and µ j→i, * the messages upon convergence.
Theorem 2. Starting from µ j→i,0 = 1 and given W * and W * , deviation between the marginal probabilities and the approximations obtained at convergence is guaranteed to be no more than if the number of iterations k satisfies
Looser bounds that only consider the contractions corresponding to one half-message also apply:
Proof: First, we bound the distance between the messages at initialisation. The point which we choose to bound is the message µ i→j,0 which results from a single application of (12) from the initialisation µ j→i,0 = 1. We examine the ratio
It is clear that any µ j→i resulting from (13) will satisfy 0 < µ j→i ≤ 1. Consequently,
Thus, after half an iteration, log µ i→j,0 µ i→j, * ≤ log(1 + W * )
Thus we setL = 1 + W * , to obtain a contraction factor α = α(1 + W * , W * )α(1 + W * , W * ) (combining the two half-iterations). After one more half-iteration (neglecting the contraction that this introduces for convenience), we obtain:
After (k − 1) subsequent iterations, the deviation will be bounded by
In order to obtain the desired bound on the marginal probability deviation, we seek k such that
Bound on number of iterations versus W *
Number of iterations
Convergence parameter, W * 0 500 1000 0 5000 10000 15000 Fig. 2 . Bounds on the number of iterations required for convergence (i.e., to guarantee that the resulting marginal estimates are within 10 −3 of their final values). The blue line shows the closed-form bound of (19) , while the green line shows the tighter bound computed using Corollary 1.
The first loosened bound is obtained by observing that α ≤ α(1 + W * , W * ), i.e., only incorporating the contraction factor for one of the two half-iterations. The second is obtained by observing that 1 1 + W * ≤ µ j→i, * ≤ 1 and following similar subsequent steps.
The analysis in Theorem 2 can be tightened via a bound that is computed numerically. As iterations progress, we are guaranteed to be closer to the optimal solution. Correspondingly, the contraction factor reduces, hastening convergence. The closed-form analysis does not exploit this fact, rather assuming that the contraction factor remains at its original, worst-case value. The tighter, computable bound is described in Corollary 1. Corollary 1. Assume that we commence from µ j→i,0 = 1, so that
Fig . 2 shows the number of iterations k required to guarantee deviation δ = 10 −3 in the marginal estimates for various W * ranging in [0, 1000]. The green line shows the computable bound from Corollary 1, while the blue line shows the closedform bound from Theorem 2 (i.e., the first loosened bound, which depends only on W * ). The computable bound is wellapproximated as being log-log-linear, while the closed-form bound is well-approximated as being log-linear.
E. Interpretation of complexity
The previous section showed that the number of iterations required depends on the parameters W * = max i W i and/or W * = max j W j . In this section, we evaluate the expected value E Z|X [W i ] when the true target positions are X = {x 1 , . . . , x n } in order to provide intuition on how this parameter relates to the problem parameters. Modifying notation to explicitly incorporate the measurement set Z,
Simplifying the model to a uniform probability of detection, false alarm density and new target density, the weights ψ i (z) become
The sum in W i is over all measurements; accordingly its expected value can be calculated using the first moment of the measurement distribution [45] , [25] to obtain
where f i (z|Z t−1 ) is the distribution of the measurement for the i-th track, and λ(z|X) is the first moment of the measurement distribution given the true multi-target state X:
Accordingly, we interpret (22) as being the expected measurement intensity in the vicinity of the predicted measurement distribution for the track i. This provides useful intuition on the dependence on various problem parameters:
• W i decreases as the false alarm intensity increases. The reduction is (approximately) linear when the false alarm intensity is a small contributor to the overall measurement intensity. When the false alarm intensity is the dominant contributor to the intensity, little reduction will occur.
• W i decreases as the probability of existence and detection decreases. This occurs both due to the leading factor, and due to the reduction in the overall measurement intensity. As the probability of existence and detection approaches unity, the quantity increases rapidly, due to the term q
in the leading factor.
• W i increases as targets become closely spaced, as multiple targets contribute to the measurement intensity in the region for the track of interest. Highly accurate measurements and dynamic models will reduce W i if the additional accuracy permits targets to be distinguished, i.e., it reduces the contribution of other targets. If the spacing of the targets is such that the additional accuracy does not separate the targets, an increase in accuracy will increase W i , increasing convergence time.
In summary, if additional SNR permits disambiguation of measurement-target association then it will aid convergence; in other cases, lower SNR cases will yield better convergence. Empirically, we will see in Section V that the marginal probability estimates also become closer to their exact values in lower SNR conditions. A similar analysis will show that the quantities W * and W j depend on the intensity of tracks in the vicinity of measurements, although the quantities involved are not as easily interpreted.
F. Stopping criterion
The emphasis of the previous sections has been on bounding the number of iterations required to obtain an error less than a particular threshold. Practically, this will lead to an algorithm that performs a pre-determined number of iterations. The more common approach in LBP is to compare messages to previous iterates and terminate when convergence is detected. The following theorem, which is a well-known application of contraction mapping results, provides a stopping criterion with a guaranteed bound on error.
Proof: Let µ k denote the vector form of the messages at iteration k and
By repeated application of the triangle inequality,
The BP algorithm is summarised in Fig. 3 . The algorithm incorporates the results of Lemma 4 and Theorem 3 in order to test convergence. Convergence checks are performed every N iterations in order to avoid the computational overhead involved. In practice, we suggest values in the range N ∈ {5, . . . , 20}.
IV. RELATIONSHIP TO OTHER METHODS
A. Junction tree
The junction tree algorithm [46] , [33] is the standard method for conducting exact inference in a cyclic graph. The algorithm provides a systematic procedure for merging 6 variables into hyper-nodes in order to convert the cyclic graph into a tree, and then executes BP on that tree to conduct exact inference. As previously described, the complexity of the algorithm can be problematic, as the computation increases exponentially in Require: Number of tracks n t , number of measurements m t , single-target association weights ψ i (j) ∀ i ∈ {1, . . . , n t }, j ∈ {1, . . . , m t } (assumes ψ i (0) = 1), convergence criterion δ, number of iterations between convergence checks N Ensure: Marginal probability estimates p ij ∀ i ∈ {1, . . . , n t }, j ∈ {0, . . . , m t } η := 1 2 log(1 + δ) {For convergence criterion} W * := max i j>0 ψ i (j) {For convergence criterion} µ j→i := 1 ∀ i, j > 0 repeat {Perform N iterations without checking convergence} for k := 1 to N do for i := 1 to n t do {Calculate L-R messages} the number of nodes that need to be merged together in order to yield a tree-structured graph.
Junction trees can be applied to data association using the graph described in Fig. 1 , but this would be quite inefficient, since the redundant use of target association variables and measurement association variables is of no benefit in the exact case, and it increases the number of variables over which inference must be conducted. Instead, we use the simpler, yet equivalent representation of (1): Fig. 4 . Example of graphical formulation used as an input to the junction tree algorithm. In this case, there is no measurement with non-zero weight for both target 1 and target 4, hence there is no edge between the corresponding nodes.
where
We assume that the node potentials ψ i (j) have been thresholded such that they are zero for infeasible associations. This in turn creates the sparsity in E which is exploited by the junction tree algorithm. While BP could also be applied directly to the cyclic graph in this formulation (as proposed in [47] , [33, Box 12 .D]), it was shown in [16] that it performs poorly (in both accuracy and convergence) in comparison to the bipartite formulation in (1) . An example of this graph is show in Fig. 4 . The efficient hypothesis management method (EHM-2) [13] , [14] exploits a similar tree-based inference, gaining additional efficiency by effectively reducing the alphabet within the junction tree hyper-nodes (i.e., eliminating elements of the hyper-node alphabet which violate mutual exclusion constraints).
The experiments in Section V compare the accuracy and computation time of the method proposed in this paper to the junction tree algorithm with various thresholds applied to ψ i (j), yielding various levels of sparsity in the resulting graph. The experiments were conducted using the implementation of junction tree contained in the library for discrete approximate inference [48] .
B. Correlation decay
The recently proposed method of [18] utilises the correlation decay property of statistical physics to obtain a deterministic FPTAS for the marginal association probabilities. The algorithm involves a recursion of the form
where T (respectively, M) is the set of tracks (respectively, measurements) remaining in the recursion, and t is the maximum number of recursion steps to perform. Close inspection reveals that these equations are almost identical to (12) and (13); the difference is that the recursion in (28) and (29) never revisits nodes in its recursion; consequently it is exact, but has exponential complexity. The theoretical analysis in [18] shows that if the number of nodes in the graph grows, but the maximum connectivity and maximum single-target association weight remains constant, t may be chosen such that the error is bounded yet complexity is polynomial in the number of tracks and measurements. The proof of this theorem, which is based on the earlier work [49] , exploits similar properties to the convergence proof in Section III-C.
The experiments in Section V compare the accuracy and computation time of the correlation decay algorithm to the method proposed in this paper.
V. EXPERIMENTS
We consider a series of single time-step problems involving targets on a regularly spaced grid. Although the experiment involves only a single time step, the track covariances are preinitialised by simulating 30 time steps of the standard constant velocity model:
with
T = 1, q = 0.01, H = I 2×2 ⊗ 1 0 , and R = rI 2×2 , commencing with P 0|0 equal to zero. The track estimates were initialised to the true target positions, corrupted with additive Gaussian noise with covariance distributed according to the prior covariance for the target, generated through independent simulation of each target. Gating was performed with a threshold such that the probability of excluding the target-derived measurement was 10 −4 . The area populated with false alarms was sufficiently large to cover these gates.
Three groups of experiments were conducted: 1) Six targets (arranged in a regular 2 × 3 grid), varying target spacing between 0 and 10 units, considering cases with P d ∈ {0.3, 0.6, 0.9}, λ fa ∈ {0.01, 0.0316, 0.1}, and r ∈ {0.1, 1, 10} 2) Targets in a n × 3 regular grid (with n ∈ {2, . . . , 30})
with target spacing set to 3 units, P d = 0.6, λ fa = 0.01 and r = 1 3) Targets in a n × n regular grid (with n ∈ {2, . . . , 10})
with target spacing set to 3 units, P Carlo trials performed for each algorithm was 395, 000. The experiments were performed using a dual processor Intel Xeon E5-2670 server with Matlab Parallel Computing Toolbox, utilising 12 worker threads.
To evaluate the various algorithms compared, we calculated the average maximum error in the marginal probabilities calculated by each algorithm, and the average computation time. The comparison is performed on the basis of the accuracy of the marginal estimates in order to exclude down-stream effects such as coalescence, mixture reduction, etc. While these effects are significant, they are separate issues to the approximation of the marginal probabilities, and any conclusion reached in an experiment including these effects is specific to the full gamut of approximations made in the tracking system. We define the average maximum error as being the average value of the largest element of the difference between the marginal distribution of a target association variable estimated by the algorithm under test, and the corresponding reference value, thus averaging is performed over both Monte Carlo trials and over targets in those trials. In the first experiment, the reference value is the exact marginal distribution, calculated using the junction tree algorithm with a threshold of 10 −4
(which is applied to the weights utilised in all algorithms). The size of the problems in the second and third experiments prevented exact computation, thus the reference values were calculated using MCMCDA with 10 7 samples. A second instance of this algorithm was included as a test, providing an estimate of the expected error in the reference values.
A. Comparison algorithms
The algorithms compared in the experiments were:
• The BP algorithm detailed in Fig. 3 . A vectorised, Matlab-based implementation was utilised.
• The junction tree algorithm described in Section IV-A, with weights thresholded to 10 −3 , 10 −2 and 10 −1 , inducing varying degrees of sparsity, and thus exploring the accuracy versus computation time trade-off. The algorithm was implemented using the general-purpose libDAI system [48] .
• The MCMCDA algorithm of [15] , using 10 5 , 10 6 and 10 7 MCMC steps. The algorithm was initialised with the MAP association (calculated via an auction) to avoid the need for burn-in. The implementation was written in Matlab and compiled into C++ using the Matlab Coder.
• The correlation decay algorithm described in Section IV-B, using t ∈ {3, 5, 7}. The implementation was written in C++.
• The linear multitarget integrated existence PDA (LMIPDA) algorithm of [50] . The track existence probabilities were set to unity for comparison to non-IPDA methods. A vectorised, Matlab-based implementation was utilised.
• The approximate Bakhtiar-Alavi-Amoozegar (BAA) algorithm from [51] , which was shown to be the approximation of choice in [12] . A vectorised, Matlab-based implementation was utilised. The preliminary version of this paper [16] included results for PDA (i.e., ignoring the presence of adjacent targets), and BP applied directly to the cyclic graph in the alternative formulation in Fig. 4 (as discussed in Section IV-A). These were excluded from this comparison as the errors they committed were considerably worse than the algorithms we are comparing.
B. Results and discussion
The results of the comparison are shown in Fig. 6 . The rows of plots alternate between average marginal error, and average computation time (per simulation). Plots with shaded backgrounds correspond to the second and third experiments (i.e., varying numbers of targets), while the remaining plots correspond to the six target experiments. The x-axis in the six-target experiments shows the spacing of the true positions of the targets in the regular grid, varying between 0 and 10 units. The first two rows of plots show results varying the false alarm rate with λ fa ∈ {0.01, 0.0316, 0.1}, with P d = 0.6 and r = 1. The first case λ fa = 0.01 is the baseline, to which the following cases compare. The second two rows show the effect of lowering or raising the P d , i.e., P d ∈ {0.3, 0.9}. The final two rows show the effect of raising or lowering the measurement noise, i.e., r ∈ {0.1, 10}. The top two plots in the shaded box show the second experiment (with 3 × n targets varying n ∈ {2, . . . , 30}, where the x-axis shows the total number of targets), and the third experiment (with n × n targets varying n ∈ {2, 10}, again with the x-axis showing the total number of targets). In each of these latter cases, the target spacing is fixed to 3 units, and baseline parameters apply.
We make the following observations:
• BP (blue) exhibits excellent performance, with average errors of 0.015 or less in most cases, except for the high P d case (P d = 0.9) and the low measurement noise case (r = 0.1); in these two cases, the errors are in the 0.02 − 0.04 range. Note that these two cases correspond to high SNR. The large scale problems (3 × n and n × n) show little or no indication that the accuracy of BP deteriorates as the number of targets increases.
• BP (blue) significantly outperforms LMIPDA (magenta) and BAA (cyan), exhibiting errors reduced by a factor of ten in most cases. The computational complexity of BP is only a few times that of LMIPDA and BAA, averaging fractions of a millisecond in all of the six-target problems, and a little over a millisecond even in the 90 and 100 target problems.
• LMIPDA (magenta) and BAA (cyan) appear perform similarly to each other across the board. BAA performs significantly better in high false alarm and high measurement noise cases, while LMIPDA performs better in low measurement noise cases. The computation time is comparable.
• Junction tree (black) exhibits excellent performance with smaller thresholds, but at a high computational cost. With the threshold set to 0.1 (black dash-dotted), the error is globally worse than BP, and often much worse. The computational complexity in this case is 1-2 orders of magnitude higher than BP, and the 9 × 9 and 10 × 10 experiments were unable to be completed due to the high memory requirements of the algorithm. With the threshold set to 0.01 or 0.001, the accuracy of junction tree is generally much better than BP, but the computation time is 2-4 orders of magnitude higher than BP. Most experiments in the 3 × n and n × n cases were unable to be completed due to excessive memory requirements.
• The performance of MCMCDA (green) with 10 5 iterations (dot-dashed) is generally comparable to BP in the six-target cases, but it performs progressively worse in cases with larger number of targets. In the larger cases, iterations. The complexity of MCMCDA is 2-4 orders of magnitude higher than BP depending on the number of samples used.
• BP generally outperforms the correlation decay method (red) with t = 3 (dot-dashed) and t = 5 (dashed).
With t = 7, BP generally performs better for tighter target spacings, and correlation decay performs better with larger target spacings. The correlation decay method performs particularly poorly in the case with P d = 0.9. The computational complexity of the correlation decay method varies greatly through the experiments. In some cases (e.g., r = 0.1) it is slightly faster than BP. In many other cases its complexity is 2-3 orders of magnitude slower, and in the large scale problems, it is 4-5 orders of magnitude slower.
VI. CONCLUSION
This paper has introduced a new approximate method for solving data association problems using BP on a particular graphical model formulation. While BP is generally not guaranteed to converge on cyclic graphs, we have proven convergence on the formulation studied, and bounded the computation required to attain convergence. While the method is approximate, the experiments in Section V reveal an highly favourable comparison with state-of-the-art methods in the accuracy versus computation time trade-off.
