ABSTRACT. We report on the construction of a database of nonhyperelliptic genus 3 curves over Q of small discriminant.
INTRODUCTION
Cremona's tables of elliptic curves over Q have long been a useful resource for number theorists, and for mathematicians in general [7] . The most current version of Cremona's tables, and similar tables of elliptic curves over various number fields, can be found in the L-functions and modular forms database (LMFDB) [22] . Motivated by the utility of Cremona's tables, the LMFDB now includes a table of genus 2 curves over Q whose construction is described in [1] . The goal of this article is to describe the first steps toward the construction of a similar table of genus 3 curves over Q.
Thanks to the modularity theorem, elliptic curves over Q can be comprehensively tabulated by conductor, as described in [7] . Tabulations by conductor are useful for several reasons, most notably because this invariant can be directly associated to the corresponding L-function. Unfortunately, no comparable method is yet available for higher genus curves, or more generally, for abelian varieties of dimension greater than one. However, one can instead organize curves by discriminant. The discriminant of a curve is necessarily divisible by every prime that divides the conductor of its Jacobian, and it imposes bounds on the valuation of the conductor at those primes. In particular, if the discriminant is prime, it is necessarily equal to the conductor (every abelian variety over Q has bad reduction at some prime [10] ), and if the discriminant is small, then the conductor must also be small.
Curves of small discriminant (and hence of small conductor) are interesting for several reasons. First, with enough effort one can obtain a reasonably comprehensive list by exhaustively enumerating curves with bounded coefficients, as noted in [1, §3] . Another reason is practical: it is only for such curves that one has reasonable hope of computing certain invariants, such as the analytic rank of the Jacobian, or special values of its L-function. Finally, there is the phenomenon of small numbers: many interesting types of exceptional behavior arise from unlikely collisions that are more likely to be found early in the tabulation. To give just one example of this phenomenon, the smallest prime conductor we found in our search is 8233. This is also the smallest known prime conductor of a Jacobian of a genus 3 hyperelliptic curve over Q, and in fact, the two Jacobians appear to be isogenous. Examples of hyperelliptic and nonhyperelliptic curves with isogenous (even isomorphic) Jacobians have been previously constructed [18] , but these constructions involve abelian varieties with extra structure (typically products of elliptic curves). In our conductor 8233 example the Jacobians are generic and admit no extra endomorphisms, not even over Q; see §6 for details.
The methods used in [1] extend fairly easily to genus 3 hyperelliptic curves and have been used to construct a list of genus 3 hyperelliptic curves over Q of small discriminant, and to compute their conductors, Euler factors at bad primes, endomorphism rings, and Sato-Tate groups. We plan to make this data available in the LMFDB later this year (2018); a preliminary list of these curves can be found at the author's website. In this article we focus on the more difficult case of (nonsingular) nonhyperelliptic curves of genus 3, which represent the generic case of a genus 3 curve and always have a model of the form f (x, y, z) = 0, where f is a ternary quartic form.
In order to keep the length of this article reasonable, and in recognition of the fact that there is still work in progress to compute some of the invariants mentioned above, we focus only on the first step in the construction of this database: an enumeration of all smooth plane quartic curves with coefficients of absolute value at most in an unpublished preprint [24] , and later verified by Elsenhans in the published paper [9] . These 13 invariants are collectively known as the Dixmier-Ohno invariants and have been studied by many authors [9, 12, 20, 21] . Algorithms to compute the Dixmier-Ohno invariants of a given ternary quartic are described in [9, 12, 21] , and Magma [2] implementations of these algorithms are available [9, 12, 26] . For our application we want to explicitly compute ∆ 4 uniquely determined by the following properties:
• R d is irreducible and has content 1; 
Proof. Up to sign this is implied by [11, Prop. 13.1.7] . To verify the sign, we note that
Proposition 2.4 implies that to compute ∆ d it suffices to compute R d−1 . In fact we only need to compute
, 
We now define a second linear operator
of the dual basis, where u ∈ E d−1 . For each u ∈ E d−1 we may write f i in the form
i0 has no terms divisible by x u 0 +1 0 and
i1 has no terms divisible by x
i j are uniquely determined. We then define
Finally, we define the linear operator
and observe that its domain and codomain both have dimension
Proof. This follows from Lemma 4.9 and Theorem 4.10 in [11, §3] . 
, each of which we can identify with an element of E d−2 or E d−1 . For each u ∈ E d−2 we get 3 rows, the coefficient vectors of x u f 0 , x u f 1 , x u f 2 and for each
Example 2.7.
, and let f 0 , f 1 , f 2 be its partial derivatives with respect to x, y, z respectively. If we order our monomial bases lexicographically (so x 3 comes first) and put the 3 rows of 2 at the top and the 3 rows corresponding to D f 0 , f 1 , f 2 at the bottom, we have
, and therefore
which matches the discriminant of the elliptic curve
See [5, Ex. 3.15] and the magma script in [27] for further details and more examples. det B ∈ Z[a] 18 . Computing the determinants of all the submatrices A and B takes only a few minutes. We then computed the 220 products in parallel on a 64-core machine and summed the results to obtain ∆ 4 ; in total this computation took about 8 core-hours. The resulting polynomial ∆ 4 can be downloaded as a 2GB text file from the author's website [27] .
COMPUTING DISCRIMINANTS USING A MONOMIAL TREE
In this section we describe our method for enumerating ternary quartic forms
, for some coefficient bound B c , along with their discriminants ∆ 4 ( f ).
As explained in the introduction, our goal is to select from this list all such forms with nonzero discriminants satisfying |∆ 4 ( f )| ≤ B ∆ , for some discriminant bound B ∆ . Rather than separately computing each discriminant via Sylvester's method (which would not require ∆ 4 ), we will instead enumerate values of ∆ 4 ( f ) in tandem with our enumeration of values of f , using a monomial tree, a data structure introduced in [1, §3.2].
In the computation described in [1] , the discriminant polynomial has only 246 terms, and the corresponding monomial tree has 703 nodes and fits in 8KB of memory. In particular, the monomial tree easily fits in L1-cache, and there is very little overhead in recomputing it as required in a parallel computation (indeed, in the computation described in [1] each thread builds and maintains its own private monomial tree). In our case the discriminant polynomial ∆ 4 is several orders of magnitude larger, and the implementation of the monomial tree merits further discussion, particular in view of the need to support a massively parallel computation that needs to be fault tolerant.
The monomial tree is based on data structure known in the computer science literature as a trie (or prefix tree). This data structure represents a set of (key, value) pairs using a tree whose paths correspond to keys with values stored at the leaves; in addition to supporting lookup operations, a trie allows one to efficiently enumerate all keys with a common prefix (it is commonly used to implement the auto-complete feature found in many user interfaces), but we will exploit it in a different way.
In a monomial tree, the keys are exponent vectors e := (e 0 , . . . , e n ) and the values are coefficients c u . Each leaf of the tree represents a term c e a e of a polynomial in the variables a := (a 0 , . . . , a n ). We are free to choose any ordering of the variables, and there are thus many monomial trees that represent the same polynomial; in this case we prefer the tree on the right (both because it has fewer nodes, and because the maximum degree appearing at the top level is smaller). Once we fix an ordering of the variables, there is no need to actually identify the variable in each node, since this will be implied by its level in the tree; we only need to store the exponent. For polynomials that are fairly dense, such as ∆ 4 , we can make the exponent implicit as well by simply using an array of fixed size determined by the maximum degree of the variable in the next level, using null values to indicate the absence of a child of a given degree.
To evaluate a polynomial represented by a monomial tree we work from the bottom up (the opposite of the typical usage pattern for a trie). Using the monomial tree listed on the right in Figure 1 , let us partially evaluate it by first making the substitution a 0 = 2, and then the substitution a 1 = −1; this yields monomial trees for the polynomials g (2, a 1 , a 2 ) and g(2, −1, a 2 ) , as shown in Figure 2 . for g(a 0 , a 1 , a 2 ), g(2, a 1 , a 2 ), and g(2, −1, a 2 ).
With each substitution we evaluate nodes one level above the leaves (so 3a
We ultimately obtain a univariate polynomial in whichever variable we choose to put at the top of the tree; in this example that variable is a 2 and we have g(2, −1, a 2 ) = 14 + 7a 1 2 , which we could then evaluate on any value of a 2 that we wish.
For the sake of illustration we have depicted the monomial tree as "shrinking" as we make these substitutions, but in reality substitutions are performed by updating auxiliary values attached to each node of the tree, the structure of which is not modified. At any point in the computation we can undo the most recent substitution by simply incrementing a level pointer, a variable that identifies the level of the tree where a variable substitution was most recently made (these are depicted as leaves in the diagrams above). More generally, we can immediately revert to any prefix of the variable substitutions that have been made by updating the level pointer; this feature is critical to the parallel implementation discussed in the next section.
One can thus view the monomial tree as an arboreal stack. The top of the stack is at the leaves, variable substitutions are "pushed" on to the stack by updating nodes at the current level, and we can "pop" any number of variable substitutions off the stack by updating the level pointer (which acts as a stack pointer).
For the discriminant polynomial ∆ 4 there are 2 in a ternary quartic form. After accounting for the symmetries corresponding to permutations of x 0 , x 1 , x 2 , there 15!/3! distinct monomial trees we could use to represent ∆ 4 , depending on how we choose to order the variables. The polynomial ∆ 4 has total degree 27, but its degree in the variables a i jk varies: it has degree 9 in a 400 , a 040 , a 004 , degree 16 in a 211 , a 121 , a 112 , and degree 12 in each of the remaining variables. One might expect that an optimal approach would have the variables sorted by degree (lowest at the top of the tree, highest at the bottom), but this is not quite true. After a lot of experimentation we settled on the following variable ordering (working from the top of tree down): a 310 , a 301 , a 220 , a 202 , a 130 , a 040 , a 103 , a 004 , a 031 , a 013 , a 022 , a 211 , a 121 , a 112 .
This yields a monomial tree with a total of 246 798 264 nodes and level sizes as shown in Table 1 Remark 3.1. As implied by the last four entries of Table 1 , at the bottom several levels of the tree each node has only one child. Indeed, fixing the exponent for all but the 3 variables a 211 , a 121 , a 112 of degree 16 uniquely determines a term in ∆ 4 . There does not appear to be an easy way to compute the exponents of a 211 , a 121 , a 112 directly from the exponents of the other 12 variables, but such a function exists.
Our implementation uses 16 bytes of storage for each node in the monomial tree. This includes a 64-bit integer value to store substitution results modulo 2 64 and a 32-bit integer that identifies the parent node by its index in an array that holds all the nodes in the tree; the total amount of memory required is about 4GB. Loading the terms of ∆ 4 from a suitably prepared binary file and constructing the tree in memory takes less than 10 core-seconds on the machines we used (see the next section for details). Modulo parallelization and optimizations discussed below, our strategy to enumerate ternary quartic forms with their discriminants is given by the following recursive algorithm, in which we use v n to denote the variable a i jk at level n of the tree, with v 1 = a 400 at the top and v 15 = a 112 at the bottom, and view ∆ 4 := ∆ 4 (v 1 , . . . , v 15 ) as a polynomial in these variables. After constructing the monomial tree T for ∆ 4 as above, we invoke the following algorithm with n = 15 (the bottom of the tree).
Algorithm TERNARYQUARTICFORMENUMERATION(T ,n) Given a monomial tree T for ∆ 4 We assume that in the process of applying the substitution v n ← c n the value of c n is stored in T so that it can be accessed later in step 1.a.iii if needed (so the data structure for T includes an auxiliary array that holds c 1 , . . . c n ). We now note the following optimizations and implementation details:
• We are interested in PGL 3 (Z)-isomorphism classes of ternary quartic forms represented by a form within our coefficient bounds. Permutations of variables and sign changes do not change the absolute value of the discriminant, so we can restrict our enumeration to 0 ≤ c 15 ≤ c 14 ≤ c 13 . This saves a factor of 48.
• In the recursive call at level n, we can completely ignore levels of the tree below n. In a parallel implementation, we can fork the execution at any level and divide the work among child processes that only need the upper part of the tree. As described in the next section, we forked at level n = 10, at which point the upper part of the tree fits in 700MB of memory.
• In our implementation we use loops, not recursion, and completely unwind the inner loop, making each integer value c 1 ∈ [−B c , B c ] fully explicit.
• With the coefficient bound B c = 9 we only need to compute g(c 1 ) for 19 values of c 1 . This makes the finite differences approach of [19] that was used in [1] less attractive, as there is an initial setup cost and we cannot as easily take advantage of the fact that the values of c 1 (and their powers) are known at compile time. Instead, we write With B c = 9, benchmarking shows that on average we spend less than 22 clock cycles computing each value of g(c 1 ) and comparing the result with 0 and B ∆ (steps 1.b.ii and 1.b.iii of the algorithm), which is consistent with the operation counts above. Overall, the average time per iteration of the inner loop is about 33 clock cycles; this includes the cost of maintaining the monomial tree T , performing variable substitutions, iterating values of c n , extracting the coefficients of g(v 1 ) from T , and time spent computing ∆ 4 (c 1 , . . . , c n ) ∈ Z using Sylvester's formula and multi-precision arithmetic (but step 1.b.iii is executed so rarely that its impact is negligible).
Remark 3.2.
Another advantage of unrolling the inner loop so that powers of c 1 are available at compile time (thereby turning polynomial evaluation into a dot product), is that the multiplications can be performed in parallel. Although we did not take direct advantage of this in our implementation, it allows the compiler to minimize instruction latency via pipelining. The AVX-512 instruction set supported on newer Intel CPUs (Knights Landing and Skylake) provides SIMD instructions that support simultaneous 8-way 64-bit multiplication and 8-way 64-bit additive reduction, which in principle should reduce the cost of evaluating g(c 1 ) by close to a factor of 4. At the time we performed the computations described in this article these newer processors were not yet widely available, but we plan to exploit this feature in future computations.
DISTRIBUTED PARALLEL IMPLEMENTATION
We performed our computations using preemptible compute instances on Google's Compute Engine [13] , which is part of the Google Cloud Platform (GCP). We used the n1-highcpu-32 virtual machine type, each instance of which has 32 virtual CPUs (vCPUs) and 28.8GB memory; the 32 vCPUs correspond to hyperthreads running on 16 physical cores. This machine type is widely available on all GCP regions (geographical areas) and generally offers an optimal price/performance ratio for CPU intensive tasks.
With preemptible compute instances, computations are not allowed to run for more than 24 hours, and the computation may be halted by GCP at any time. Preempted computations can be restarted if and when the computational resources become available, and the restarted instance will have access to any information that was saved to disk, so in our implementation of the TERNARYQUARTICFORMENUMERATION algorithm we incorporated a checkpointing facility that tracks the current state of progress by writing the values of c 15 , c 14 , . . . , c m to disk at regular intervals (we used m = 7). To restart we simply read the most recently checkpointed values of c 15 , . . . , c m , rebuild the monomial tree, perform the corresponding variable substitutions v n = c n , and resume where we left off (restarting typically takes 10-15 seconds).
To efficiently distribute the computation across multiple instances using the coefficient bound B c = 9 we divide the work into To utilize the 32 virtual CPUs on each instance in parallel, after constructing the monomial tree and applying substitutions using the values of c 15 , . . . , c 11 assigned to the job, we fork the process into 32 child processes. As noted in the previous section, after performing this substitutions the relevant part of the monomial tree (levels n ≤ 10) only requires 700MB of memory, allowing each child process to have a private copy of this portion of the tree while staying within our 28.8GB memory footprint. Each child process then iterates over values of c 10 , c 9 , c 8 as usual, but only proceeds to c 7 , . . . , c 1 when (2B c + 1) 2 c 10 + (2B c + 1)c 9 + c 8 ≡ i mod 32, where i ∈ [0, 31] is an integer that distinguishes the child process among its 32 siblings. With this approach it takes a typical 32-vCPU instance between 3000 and 4000 seconds of wall time to complete one job (just under an hour, on average). The physical machine types vary, but most of the machines we used were either 2.5GHZ Intel Xeon E5v2 (Ivy Bridge) CPUs or 2.2GHz Intel Xeon E5v4 (Broadwell) CPUs. The total time to complete all 79,420 jobs was about 290 vCPU-years. One might assume 2 vCPUs = 1 core, but with our computational load vCPUs do substantially better than this. It is difficult to make an exact comparison due to the variety of machines used, but none of our GCP CPUs had a clock speed above 2.5GHz and the majority were 2.2GHz. If one estimates the total number of vCPU clock cycles (≈ 10 19.33±0.3 ) and divides by the number of ternary quartic forms processed (≈ 10 17.69 ), the average throughput is 44 ± 3 vCPU clock cycles per form, versus 33 clock cycles for a single thread on an idle core. One explanation for this is that while 22 of the 33 average clock cycles represent processor bound low latency arithmetic operations in the inner loop that are unlikely to benefit from hyperthreading, the remainder are spent on memory bound activity (maintaining the monomial tree), which can be overlapped with processor bound activity by another vCPU.
We ran the computations described above on Sunday June 11, 2017, distributing the work across 24 GCP zones located in 9 regions (4 in North America, 2 in Europe, and 3 in Asia). We run the computation in two stages, one in the morning and one in the afternoon, each involving approximately 20 000 preemptible 32-vCPU instances. Figure 3 shows the CPU utilization over the course of the day; each color represents one of the 24 zones we used. As can be seen in the chart, our CPU utilization peaked around 9:00, at which point we were utilizing the equivalent of 580,000 vCPUs at full capacity (the total number of active vCPUs was well over 600,000, but not all were running at full capacity at the same time, due to preemption and startup/restart latency).
IDENTIFYING ISOMORPHISM CLASS REPRESENTATIVES
With coefficient bound B c = 9 and discriminant bound B ∆ = 10 7 , the enumeration of ternary quartic forms described in the previous sections produces a list of more than 10 7 forms f (x, y, z). But our goal is to construct a list of smooth plane quartic curves C f : f (x, y, z) = 0 that we distinguish only up to isomorphism over Q. The coefficient constraints that we added to optimize the search eliminate some obvious isomorphisms (at least for curves where the coefficients of x yz 2 , x y 2 z, x 2 yz are distinct), and in some cases this does result in a unique isomorphism class representative appearing in our enumeration. But in the vast majority of cases it does not. Indeed, among the 1378 forms f (x, y, z) we identified with absolute discriminant |∆ 4 ( f )| = 3 9 5 2 , only two Q-isomorphism classes of curves are represented:
and in general, among the more than ten million curves we found, only 82 241 distinct Q-isomorphism classes are represented. Our goal in this section is to briefly explain how we efficiently reduced our initial list of more than 10 7 ternary quartic forms to a list of 82 241 unique Q-isomorphism class representatives.
We first note that this computation cannot be easily accomplished using any of the standard computer algebra packages. Even if one of them supported reliable isomorphism testing of smooth plane curves over Q (to the author's knowledge, none do), pairwise isomorphism testing is expensive and we would need to perform hundreds of millions of such tests. We want a strategy that can be applied in bulk and efficiently reduce a large set of smooth plane curves to a subset of unique isomorphism class representatives.
Given an equation f (x, y, z) in our list S of ternary quartic forms satisfying the coefficient bound B c and discriminant bound B ∆ , let S f denote the set of ternary quartic forms g for which C g is Q-isomorphic to C f . The set S f is finite, and if we could efficiently compute it, our problem would be solved. Rather than computing S f , we will compute successively larger subsets of it and use them to reduce the size of S by removing all elements of S ∩ S f distinct from f (or distinct from a chosen representative of S f that we happen to like better than f ).
Let us fix the following set of generators for GL 3 (Z): 4. If V is empty then output S f ,b := U ∪ {−g : g ∈ U} and terminate. 5. Set U ← U ∪ V and return to step (2).
Our strategy is to start with b = B c and for each f ∈ S remove every element of S f ,b from S except for f , and then increase b and repeat. With b = B c and our initial set of over ten million forms S an efficient implementation of the algorithm above takes only ten minutes and reduces the number of curves to around 125 000. The algorithm becomes slower as b increases, but even with b = B 2 c = 81 it takes just eight core-hours, yielding a list of 82 241 curves that appear to be non-isomorphic.
We are now left with the task of trying to prove that the remaining set of curves S are all non-isomorphic. Here again we adopt a bulk strategy and compute two sets of invariants for every f ∈ S. First we use the Magma package [26] which implements the algorithms described in [21] to compute the Dixmier-Ohno invariants of C f ; these uniquely identify the Q-isomorphism class of C f . Second, we compute a vector of point counts of C f A computation in Magma shows that among the maximal subgroups of Sp 6 (Z/5Z) (ten, up to conjugacy), none contain a pair of elements that realize these two characteristic polynomials; see the Magma scripts in [27] for details. This proves that the mod-5 Galois image contains Sp 6 (F 5 ); as argued above, this implies that the MumfordTate groups of the Jacobians of the curves C 1 and C 2 are both maximal, and the curves are thus generic.
