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Zusammenfassung
In der Arbeit werden Bezeichnungssysteme fu¨r unendliche Herleitungen zur beweistheoretischen
Behandlung der Mengenlehre von Kripke-Platek mit Π3-Reflexionsschema (KP +Π3−Refl) ange-
geben. Mit Hilfe dieser Bezeichnungssysteme werden die beweisbar rekursiven (beweisbar totalen)
Funktionen von KP + Π3 − Refl als <-rekursive Funktionen erkannt, wobei < die Ordnung auf
dem Rathjenschen Ordinalzahlbezeichnungssystem T (K) ist.
Daru¨berhinaus wird ein Konservativita¨tsresultat fu¨r Π02-Sa¨tze erzielt:
Beweist KP +Π3 −Refl den Satz
∀z(′′z = HF ′′ −→ ∀x ∈ z∃y ∈ zφ(x, y)),
dann beweist PRA+ PRWO(<)
∀x∃yU(φ(x, y)).
Dabei ist φ ∈ ∆0, ′′z = HF ′′ dru¨ckt aus, daß es sich bei z um die Menge der erblich endlichen
Mengen handelt. PRA ist die von Skolem eingefu¨hrte, beweistheoretisch schwache Theorie Primitiv
Rekursive Arithmetik. PRWO(<) besagt, daß es in T (K) keine unendlich absteigenden primitiv
rekursiven Folgen gibt und U(φ(x, y)) ist eine naheliegende U¨bersetzung der mengentheoretischen
Formel φ in eine arithmetische Formel.
Das letzte Kapital entha¨lt außerdem einen Beweis dafu¨r, daß gegen primitive Rekursion abge-
schlossene Funktionenklassen auch gegen mehrfache ungeschachtelte Rekursionen abgeschlossen
sind.
Schlagwo¨rter: Endliche Beweistheorie, Ordinalzahlanalyse, Impra¨dikative Theorien
Mathematics Classification Scheme 2000: 03F03, 03F05, 03F07, 03F15, 03F25, 03F35, 03D20
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Abstract
In this work Denotation systems for infinitary derivations for the proof theoretic treatment of
Kripke-Platek set theory with Π3-Reflection (KP + Π3 − Refl) are developed. The provably re-
cursive functions of KP + Π3 − Refl are characterized as <-recursive functions, where < is the
ordering on Rathjen’s Ordinal denotation system T (K).
Further a conservativity result for Π02 sentences is shown:
Proves KP +Π3 −Refl the sentence
∀z(′′z = HF ′′ −→ ∀x ∈ z∃y ∈ zφ(x, y)),
then proves PRA+ PRWO(<)
∀x∃yU(φ(x, y)),
where φ ∈ ∆0 and ′′z = HF ′′ means that z is the set of hereditarily finite sets. PRA is the theory
primitive recursive arithmetic, PRWO(<) is the scheme ∃yf(x, y) 6< f(x, y + 1), where f runs
about all primitive recursive functions and < is the ordering on T (K), and U(φ(x, y)) is a natural
translation of the set theoretical formula φ(x, y) into arithmetic.
The last chapter contains a proof of the fact that the primitive recursive functions are closed
under multiple recursion.
Key words: Finitary Proof Theory, Ordinal Analysis, Impredicative Theories
Mathematics Classification Scheme 2000: 03F03, 03F05, 03F07, 03F15, 03F25, 03F35, 03D20
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Einleitung
Die Entdeckung einer Reihe von Antinomien, deren popula¨rste wohl die Russelsche Antinomie der
Menge der Mengen, die sich nicht selbst als Element enthalten, ist, lo¨ste zu Beginn des 20. Jahrhun-
derts eine Grundlagenkrise in der Mathematik aus. Die Entdeckungen dieser Antinomien hatten
deshalb so dramatische Auswirkungen auf die Mathematik, weil erst kurz vorher Cantors Men-
genlehre ihren Siegeszug angetreten hatte und nun ein gemeinsames Fundament der verschiedenen
mathematischen Teilgebiete bildete. Mit der neuen abstrakten Sichtweise hielten neue Methoden
Einzug in die Mathematik, die zu neuen Ergebnissen und einer starken Vereinheitlichung fu¨hr-
ten. Diese mengentheoretischen Methoden erzeugten aber auch eine allgemeine Verunsicherung. So
mißtraute Lebesque seinem, mit Hilfe eines einfachen Kardinalita¨tsargumentes gefu¨hrten Beweis
der Existenz einer nicht analytisch darstellbaren reellen Funktion, da ihm dieser Beweis nicht er-
laubte, eine derartige Funktion auch anzugeben, und Zermelos Beweis der Wohlordenbarkeit des
Kontinuums rief scharfe Reaktionen unter den Mathematikern hervor.
In der nun enstandenen Diskussion um die in der Mathematik erlaubten Methoden vertraten eine
Anzahl ernstzunehmender Mathematiker und Philosophen Standpunkte, die die Mittel, mit denen
die neuen Ergebnisse erzielt wurden, stark angriffen. Damit waren Teile des Gesamtbestandes der
Mathematik in Frage gestellt, da nicht klar war, ob sich die Ergebnisse auch mit den eingeschra¨nk-
ten, von den Kritikern als zula¨ssig erachteten, Methoden erzielen lassen.
Diese Arbeit ist der Beweistheorie zuzurechnen. Die Beweistheorie entstand Anfang des 20. Jahr-
hunderts auf Initiative David Hilberts. Ihre urspru¨ngliche Zielsetzung war die U¨berwindung der
mathematischen Grundlagenkrise und die Verteidigung der Mathematik in ihrem vollen mengen-
theoretischen Umfang:
”Fruchtbaren Begriffsbildungen und Schlußweisen wollen wir, wo immer die geringste
Aussicht sich bietet, sorgfa¨ltig nachspu¨ren und sie pflegen, stu¨tzen und gebrauchsfa¨hig
machen. Aus dem Paradies, das Cantor uns geschaffen, soll uns niemand vertreiben.“1
wobei es no¨tig ist,
”... durchweg dieselbe Sicherheit des Schließens herzustellen, wie sie in der gewo¨hnlichen
Zahlentheorie vorhanden ist ...“2
Dazu mußte gekla¨rt werden, in welcher Form aktual unendliche Gesamtheiten in der Mathematik
verwendet werden. Schien Weierstraß mit seiner ”Epsilontik“ das aktual Unendliche aus der Ana-
lysis verbannt und die Infinitesimalrechnung auf eine feste Grundlage gestellt zu haben, so fu¨hrte
Cantor mit seinen Mengen diese aktual unendlichen Gesamtheiten wieder in die Mathematik ein,
und ein genauerer Blick offenbarte, daß sie auch in der Analysis in Form unendlicher Zahlenfolgen
oder Dedekindscher Schnitte, welche die reellen Zahlen definieren oder in Form der Gesamtheit der
reellen Zahlen nie verschwunden waren.
Hilberts Antwort auf die Frage nach der Verwendung des aktual Unendlichen in der Mathema-
tik bestand darin, die in der Mathematik gemachten Aussagen in zwei disjunkte Teile zu teilen:
Seiner Auffassung nach wird die Mathematik ”zu einem Bestande von Formeln und zwar erstens
1Hilbert, David. U¨ber das Unendliche. Mathematische Annalen Bd. 95. 1925.
2Ebd.
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solchen, denen inhaltliche Mitteilungen finiter Aussagen entsprechen und zweitens von weiteren
Formeln, die nichts bedeuten und die idealen Gebilde unserer Theorie sind.“3 Finite Aussagen sind
nach dieser Auffassung Aussagen, in denen keine aktual unendlichen Gesamtheiten vorkommen.
Insbesondere du¨rfen keine unbeschra¨nkten Existenzquantoren auftreten.
”Allgemein hat vom finiten Standpunkt eine existentiale Aussage, von der Form: es
gibt eine Zahl von der und der Eigenschaft, nur als Partialaussage einen Sinn, d.h.
als Teil einer na¨her bestimmten Aussage, deren Inhalt jedoch fu¨r viele Anwendungen
unwesentlich ist.“4
Da in den Formeln andererseits ”Mitteilungszeichen“ (freie Variablen) zugelassen sind, lassen sich
finite Aussagen in moderner Terminologie als Π01-Aussagen auffassen, d.h. Aussagen der Form
∀xR(x), wobei R ein primitiv rekursives Pra¨dikat ist. Finite Aussagen sind demnach die rea-
len Aussagen der Mathematik, denen eine Bedeutung zukommt. Typische Beispiele sind Fermats
Satz, die Goldbachsche Vermutung, der Vierfarbensatz, aber auch die Widerspruchsfreiheit der
Mengenlehre, da Formeln endliche Objekte darstellen. Die in diesen Behauptungen auftretenden
Existenzquantoren ko¨nnen durch beschra¨nkte Quantoren ersetzt werden.
Da Aussagen, in denen unbeschra¨nkte Existenzquantoren auftreten, nach Hilberts Auffassung im
allgemeinen keine finiten Aussagen darstellen, gibt es finite Aussagen, die ”vom finiten Standpunkt
nicht negationsfa¨hig“ sind. Damit verlieren aber die einfachsten logischen Gesetze ihre Gu¨ltigkeit:
”Wenn wir im Bereiche der finiten Aussagen bleiben, wie wir doch mu¨ssen, so walten
da sehr unu¨bersichtliche logische Verha¨ltnisse ob, und diese Unu¨bersichtlichkeit steigert
sich zur Unertra¨glichkeit, wenn das ”alle“ und ”es gibt“ kombiniert und in eingeschach-
telten Sa¨tzen auftritt. Jedenfalls diejenigen logischen Gesetze, die die Menschen, seit
sie denken, stets gebraucht haben, und die eben Aristoteles gelehrt hat, gelten nicht.“5
Um nun ”die formal einfachen Regeln der u¨blichen Aristotelischen Logik zu erhalten“ haben wir ”zu
den finiten Aussagen die idealen Aussagen zu adjungieren.“6 Ideale Aussagen sind alle Aussagen,
in denen aktual unendliche Gesamtheiten auftreten. Dies ko¨nnen z.B. Hilbertra¨ume, Filter oder
Ideale sein. Abstrakte Methoden sind nun nur ein Mittel, eine fac¸on de parler, um Beweise elegant
zu formulieren. Sie sind dann zula¨ssig, wenn sich mit ihrer Hilfe keine falschen realen Aussagen
herleiten lassen. Die abstrakten Methoden in den Beweisen realer Aussagen sollten sich (zumindest
theoretisch) durch finite Methoden ersetzen lassen7. Mit anderen Worten, die abstrakten Methoden
sollten sich als konservativ u¨ber den finiten Methoden nachweisen lassen: Mit ihrer Hilfe sollten
sich nicht mehr reale Aussagen beweisen lassen als mit finiten Mitteln. Dies ist aber a¨quivalent
dazu, mit finiten Methoden nachzuweisen, daß sich mit den gewa¨hlten Prinzipien kein Widerspruch
erzeugen la¨ßt. Nehmen wir na¨mlich an, wir ha¨tten dies nachgewiesen und mit unseren abstrakten
Prinzipien die reale Aussage ∀xR(x) bewiesen, dann wu¨rde die Existenz einer natu¨rlichen Zahl n
mit ¬R(n) im Widerspruch zur Konsistenz der Prinzipien die Beweisbarkeit der Aussage ∃x¬R(x)
nach sich ziehen.
Das Hilbertsche Programm la¨ßt sich also wie folgt zusammenfassen:
1. Formalisiere die Axiome und Schlußweisen, auf denen die Mathematik beruht.
2. Zeige mit finiten Mitteln, daß sich durch die Anwendung der Schlußweisen auf die Axiome
kein Widerspruch herleiten la¨ßt.
Der erste Punkt dieses Programmes ist heute komplett durchgefu¨hrt. Es ist heutzutage selbst-
versta¨ndlich, fu¨r jedes neue mathematische Gebiet Axiome aufzustellen, und diese axiomatische
3Ebd.
4Ebd. Dem entspricht es, daß in schnittfreien Beweisen die einzige Mo¨glichkeit der Einfu¨hrung eines ∃-Quantors
der Partialaussage ∃xR(x) darin besteht, bereits vorher eine bestimmte Aussage R(n) hergeleitet zu haben. Vgl.
Gentzen [Ge35].
5Hilbert, David. U¨ber das Unendliche.A.a.O.
6Ebd.
7Vgl. auch [Smo77] und die Einleitung von [Gir87].
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Methode hat sich als eine der fruchtbarsten Methoden in der Mathematik erwiesen, obwohl sie
ha¨ufig den Blick auf das urspru¨ngliche Problem verstellt und Neueinsteigern die Motivation der
Axiome zuna¨chst oft verborgen bleibt.
Der zweite Punkt erwies sich sehr schnell als nicht durchfu¨hrbar. 1931 zeigte Go¨del in seiner
beru¨hmt gewordenen Arbeit ”U¨ber formal unentscheidbare Sa¨tze der Principia Mathematica und
verwandter Systeme“[Goe31], daß eine widerspruchsfreie Theorie, die einen Grundbestand an
Arithmetik umfaßt, nicht in der Lage ist, ihre eigene Widerspruchsfreiheit zu beweisen. Dennoch
publizierte Gerhard Gentzen 1935 [Ge35] und 1938 [Ge38b] in Kenntnis der Go¨delschen Sa¨tze
einen Widerspruchsfreiheitsbeweis fu¨r die Zahlentheorie8. Die von Gentzen analysierte Theorie
wird heute meist als Peanoarithmetik PA bezeichnet. Das bemerkenswerte am Gentzenschen Be-
weis war, daß er nur an einem einzigen Punkt u¨ber den finiten Standpunkt hinausging: Um die
Widerspruchsfreiheit von PA zu beweisen, benutzte er transfinite Induktion bis 0 - genauer, ei-
ner primitiv rekursiven Wohlordnung, deren Ordnungstyp 0 ist9. Da sich andererseits transfinite
Induktion fu¨r jedes echte Anfangsstu¨ck dieser Wohlordnung in PA beweisen la¨ßt, folgt mit dem
Go¨delschen Satz, daß dieses Ergebnis in gewisser Hinsicht scharf ist. Damit war das erste Mal eine
Beziehung zwischen einer logischen Theorie und einer Ordinalzahl hergestellt. Es ist nun nahelie-
gend zu versuchen, logische Theorien T auf diese Art und Weise zu charakterisieren und allgemein
zu definieren:
|T |Con := min{α : F+ TI(α) ` Con(T )},
wobei F eine vom finiten Standpunkt akzeptierbare Basistheorie ist, TI(α) transfinite Induktion
bis α und Con(T ) die Widerspruchsfreiheit der Theorie T ausdru¨ckt. Diese Definition erweist
sich jedoch schnell als unzureichend10: Betrachten wir eine Aufza¨hlung p aller Beweise von T und
definieren
n <T m : gdw
{
n < m und fu¨r kein i < m beweist p(i) die Formel 0 = 1
m < n und fu¨r ein i < n beweist p(i) die Formel 0 = 1,
dann ist die Konsistenz von T offensichtlich a¨quivalent u¨ber F zu TI(<T ), wenn F vollsta¨ndige
Induktion erlaubt. Mehr noch, die Konsistenz von T ist a¨quivalent dazu, daß <T eine Wohlordnung
vom Ordnungstyp ω ist und mit p und BewT (x, y) ist auch <T primitiv rekursiv11.
Die beweistheoretische Ordinalzahl einer Theorie wird heutzutage ha¨ufig durch
|T |Sup := sup{otyp(<) :< ist primitiv rekursiv und T ` TI(<)}
definiert. Obwohl diese Definition den Vorteil hat, davon unabha¨ngig zu sein, auf welche Art
und Weise die Ordnung < in T repra¨sentiert wird, hat sie ebenfalls erhebliche Nachteile. So la¨ßt
sich auf einfache Weise eine primitiv rekursive Wohlordnung angeben, deren Ordnungstyp |T |Sup
ist, wenn T primitiv rekursiv axiomatisierbar ist12. Die Elemente dieser Wohlordnung sind im
wesentlichen Tupel aus Wohlordnungsbeweisen d von T und den Elementen des Feldes der Relation
≺, deren Wohlordenbarkeit in d bewiesen wird. Die lexikographische Ordnung auf diesen Tupeln,
wobei in der zweiten Komponente nach der Ordnung in ≺ geordnet wird, entspricht dann |T |Sup.
8Gentzen selbst betrachtete seine Methoden als im Einklang mit dem finiten Standpunkt:
”
Man nahm na¨mlich
an - und es sprachen auch einige Gesichtspunkte dafu¨r -, daß die fu¨r Widerspruchsfreiheitsbeweise zugelassenen
”
finiten“ bzw.
”
konstruktiven“ Schlußweisen nur einen Teil der in der reinen Zahlentheorie vorkommenden und
genau formulierbaren Schlußweisen darstellten ... Ich bin jedoch der Meinung, daß es Schlußweisen gibt, die durchaus
mit der konstruktiven Auffassung des Unendlichen im Einklang sind und andererseits doch nicht dem Rahmen
der formalisierten Zahlentheorie angeho¨ren ...“ Gentzen, Gerhard. Die gegenwa¨rtige Lage in der mathematischen
Grundlagenforschung. Forschungen zur Logik und zur Grundlegung der exakten Wissenschaften. Neue Folge, 4.
1938.
9Girard zitiert in [Gir87] einen namentlich nicht weiter benannten Franzosen, der meinte, Gentzen sei derjenige
gewesen, der die Widerspruchsfreiheit der Zahlentheorie, d.h. Induktion bis ω, durch Induktion bis 0 bewies.
10Vgl. [Rat99]
11Tatsa¨chlich ist jede Formel ∀xA(x) a¨quivalent zu einem Schema transfiniter Induktion einer Ordnung <A vom
Ordnungstyp ω. Definiere: n <A m :gdw (n < m ∧ ∀z < mA(z)) ∨ (m < n ∧ ∃z < n¬A(z)). Diese A¨quivalenz la¨ßt
sich in Theorien beweisen, die vollsta¨ndige Induktion erlauben. Vgl. [KrL68]
12Vgl. [Se99]
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Diese triviale Ordinalzahlanalyse gibt jedoch weder Informationen u¨ber den Ordnungstyp von
|T |Sup, noch erhalten wir irgendwelche Einsichten in die Beweissta¨rke von T . Daru¨berhinaus hat
die Ordinalzahl |T |Sup den Nachteil, daß sie sich ha¨ufig nicht a¨ndert, wenn wir zu T wahre Σ11-Sa¨tze
hinzunehmen13. In [Poh98] bezeichnet Pohlers daher eine Ordinalzahlanalyse als profund, wenn sie
die Ordinalzahl |T |Sup berechnet und daru¨berhinaus eine primitiv rekursive Wohlordnung ≺ vom
Ordnungstyp |T |Sup liefert, so daß T und PA mit transfiniter Induktion u¨ber alle Anfangsstu¨cke
von ≺ dieselben arithmetischen Sa¨tze beweisen. Derartige Konservativita¨tsergebnisse lassen sich
erhalten, wenn wir die Ordinalzahlanalyse einer Theorie mit sog. ”natu¨rlichen“ Wohlordnungen
durchfu¨hren. Haben wir ein hinreichend starkes natu¨rliches Bezeichnungssystem (A,≺) gefunden,
so la¨ßt sich die beweistheoretische Ordinalzahl von T fu¨r klassische Theorien durch
|T |(A,≺) := min{α ∈ A : T ≡ PA+ TI(≺α)}
definieren, wobei ≡ hier dafu¨r steht, daß die beiden Theorien dieselben arithmetischen Sa¨tze be-
weisen und TI(≺α) das Schema der transfiniten Induktion fu¨r alle Anfangsstu¨cke von A unterhalb
von α bezeichne14. Obwohl |T |(A,≺) im Gegensatz zu |T |Sup nicht immer existieren muss15, dru¨ckt
diese Definition doch am deutlichsten aus, was die Ordinalzahlanalyse einer Theorie leisten sollte.
Ha¨ufig bilden Ordinalzahlanalysen den einzigen bekannten Weg, um verschiedene Theorien auf-
einander zuru¨ckzufu¨hren. So ist z.B. dafu¨r, daß ∆12 −CA +BI, KPI und Fefermans System fu¨r
explizite Mathematik T0 dieselben Sa¨tze im negativen Fragment der Arithmetik beweisen16, bisher
kein Beweis bekannt, der nicht Ordinalzahlbezeichnungssysteme benutzt17. Daru¨berhinaus ko¨nnen
Ordinalzahlanalysen weiter als Widerspruchsfreiheitsbeweise interpretiert werden, liefern kombina-
torische Unabha¨ngigkeitsresultate und Charakterisierungen der beweisbar rekursiven Funktionen
einer Theorie.
Bei der Methode, die dabei eingesetzt wird und die bereits von Gentzen verwendet worden ist,
handelt es sich um die Schnittelimination. Schnittfreie Beweise haben die wichtige Eigenschaft,
daß im Beweis nur Gentzensche Teilformeln der hergeleiteten Formeln auftreten. Diese Eigenschaft
nennt man auch die Teilformeleigenschaft.
Schu¨tte zeigte in seiner 1951 erschienenen Arbeit [Sch51], daß sich die Schnittelimination fu¨r PA
radikal vereinfachen la¨ßt, wenn man zu einem unendlichen Kalku¨l u¨bergeht, der die Einbettung
von PA erlaubt. Dies geschieht einfach, indem man die Generalisierungsregel im endlichen Kalku¨l
durch die unendliche ω-Regel
· · ·A(n¯) · · · (n ∈ IN)
∀xA(x)
ersetzt und nur Sa¨tze betrachtet. Bei den den unendlichen Herleitungen zugewiesenen Ordinalzah-
len handelt es sich dann einfach um die Herleitungstiefe. Damit war die Beziehung zwischen 0 und
PA klar herausgearbeitet.
Die erste Ordinalzahlanalyse einer impra¨dikativen Theorie gelang 1967 Takeuti [Tak67] fu¨r das
Teilsystem der Arithmetik zweiter Stufe mit Π11-Komprehension und Bar-Induktion, 1973 gefolgt
von der Ordinalzahlanalyse von ∆12-Komprehension [TaYa73]. Beide Analysen beruhten auf Schnit-
telimination fu¨r endliche Herleitungen. Dies brachte erneut eine sehr undurchsichtige Zuordnung
der Ordinalzahlen mit sich. In [BuSc88] behandeln Buchholz und Schu¨tte eine Reihe von Theorien
zwischen Π11-Komprehension und ∆
1
2-Komprehension mit Bar-Rule mit Hilfe weiterer unendlicher
Schlußregeln. Mittlerweile hatte Ja¨ger [Jaeg86] gezeigt, daß sich schwache Fragmente der Men-
genlehre gut zur Ordinalzahlanalyse impra¨dikativer Theorien eignen. Ja¨ger und Pohlers [JaPo82]
gelang auf diesem Umweg die Analyse von ∆12 −CA+BI, indem sie die Mengenlehre KPI ana-
lysierten, in die sich ∆12 −CA+BI kanonisch einbetten la¨ßt18. Das sta¨rkste System, fu¨r das eine
13Vgl. [Rat99]
14Fu¨r intuitionistische Theorien kann hier PA durch HA ersetzt werden.
15Sie existiert z.B. nicht fu¨r PA+ Con(PA).
16Vgl. [Fef75],[Jaeg83], [JaPo82].
17Vgl. [Rat99]
18Die hier angegebenen Resultate stellen nur einen Bruchteil der erzielten Ergebnisse dar. Sie skizzieren jedoch grob
den Weg zu der in dieser Arbeit behandelten Theorie und die Bedeutung unendlicher Kalku¨le fu¨r die Beweistheorie.
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Ordinalzahlanalyse mit Hilfe eines unendlichen Kalku¨ls vero¨ffentlicht ist, ist die von Michael Rat-
hjen [Rat92] analysierte Mengenlehre von Kripke-Platek mit Π3-Reflexion.
Obwohl die unendlichen Kalku¨le durch ihre relative Einfachheit sehr zur Durchsichtigkeit der durch-
gefu¨hrten Ordinalzahlanalysen beigetragen haben, geht durch den U¨bergang zu den unendlichen
Herleitungen etwas verloren19. So liefert Gentzens Methode u.a. Grenzen fu¨r die beweisbar rekur-
siven Funktionen oder die Unbeweisbarkeit von PRWO(0)20. Zwar lassen sich diese Ergebnisse
anscheinend mit Hilfe des Rekursionssatzes zuru¨ckgewinnen21, indem man sich auf primitiv rekur-
sive Beweisba¨ume beschra¨nkt. Um dies durchzufu¨hren, bedarf es jedoch einer schwerfa¨lligen Arith-
metisierung. Ein anderer Ansatz ist von Buchholz [Bu91] aufgezeigt worden. Der Grundgedanke
besteht darin, nur diejenigen unendlichen Herleitungen zu betrachten, die bei der Einbettung des
endlichen Kalku¨ls in den unendlichen und der anschließenden Schnitteliminationsprozedur auch
auftreten. Die endlichen Herleitungen werden nun quasi als Konstantensymbole betrachtet, die
die unendlichen Herleitungen, die durch ihre Einbettung entstehen, bezeichnen. Die Schnitteli-
mination kann als Operator auf den unendlichen Herleitungen aufgefasst werden. Mit Hilfe von
Funktionssymbolen fu¨r die einzelnen Schnitteliminationsoperatoren erha¨lt man Bezeichnungen fu¨r
alle notwendigen unendlichen Herleitungen und kann die Argumentation statt auf den unendli-
chen Herleitungen auf deren endlichen Bezeichnungen durchfu¨hren. Dieser Ansatz la¨ßt sich auch
fu¨r sta¨rkere Systeme durchfu¨hren22. In dieser Arbeit wird ein Bezeichnungssystem fu¨r unendliche
Herleitungen zur Analyse von KP + Π3-Reflexion (im folgenden auch Π3-Reflexion) vorgestellt.
Π3-Reflexion ist von Michael Rathjen analysiert worden und stellt, wie bereits oben erwa¨hnt, die
sta¨rkste mit unendlichen Methoden bearbeitete Theorie dar, deren Analyse vollsta¨ndig vero¨ffent-
licht ist23. Sie besteht aus den Axiomen von Kripke-Platek mit Unendlichkeitsaxiom
(Ext) ∀x∀y∀z(x = y → (x ∈ z → y ∈ z))
(Fund) ∀~z∀x0(∀x(∀y ∈ xϕ(y, ~z)→ ϕ(x, ~z))→ ϕ(x0, ~z))
(Paar) ∀x∀y∃z(x ∈ z ∧ y ∈ z)
(Ver) ∀x∃y∀z ∈ x(z ⊆ y)
(Unend) ∀x∃y infin(y)
(ϕ-Sep) ∀~z∀w∃y(∀x ∈ y(x ∈ w ∧ ϕ(x, ~z)) ∧ ∀x ∈ w(ϕ(x, ~z)→ x ∈ y)) fu¨r ϕ ∈ ∆0
(ϕ-Col) ∀~z∀w(∀x ∈ w∃yϕ(x, y, ~z)→ ∃u∀x ∈ w∃y ∈ u(ϕ(x, y, ~z)) fu¨r ϕ ∈ ∆0
sowie dem Π3-Reflexionsschema
(Π3-Ref) ∀~z(ϕ(~z)→ ∃x(tran(x) ∧ x 6= ∅ ∧ ϕ(~z)x)) fu¨r ϕ ∈ Π3
Da (ϕ-Col) fu¨r ϕ ∈ ∆0 aus (Π3-Ref) folgt, kann auf (ϕ-Col) auch verzichtet werden. Die Theorie
KP stammt urspru¨nglich aus der verallgemeinerten Rekursionstheorie und dient dort zur Charak-
terisierung zula¨ssiger Ordinalzahlen24. Eine transitive Menge heißt zula¨ssig, wenn sie ein Modell
vonKP ist. Eine Ordinalzahl α heißt zula¨ssig, wenn die zugeho¨rige Stufe der konstruktiblen Hierar-
chie Lα ein Modell vonKP ist. Ihre Bedeutung fu¨r die Beweistheorie gewinnt die Theorie daher, da
sie ein Schritt zur Analyse von Π12−CA und damit zur vollen Analysis darstellt. Auf der mengen-
theoretischen Seite entspricht Π12−CA+BI die TheorieKP mit Σ-Aussonderung. Die Modelle Lα
von KP mit Σ-Aussonderung werden genau von den nichtprojizierbaren Ordinalzahlen gebildet25.
Eine Ordinalzahl β heißt α-stabil, wenn β ≤ α ist und Lβ eine Σ1-elementare Unterstruktur von
Lα bildet. Die α-stabilen Ordinalzahlen liegen kofinal in einer nichtprojizierbaren Ordinalzahl α26.
19Vgl. [Bu91] und auch [Bu97],[Bu01a]
20D.h. PA beweist nicht, daß es keine (bzgl. der Ordnungsbeziehung auf der oben erwa¨hnten Wohlordnung vom
Ordnungstyp 0) unendlichen absteigenden primitiv rekursiven Funktionen gibt
21Vgl. [Schw77]
22Vgl. [Bu01b].
23Seit 1995 hat Michael Rathjen die Analyse von Π12 −CA angeku¨ndigt [Rat95]
24Vgl. [Mak77],[Bar75].
25Vgl. Theorem 6.3 in [Bar75].
26Vgl. Theorem 7.11 und Corollary 7.12 in [Bar75].
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Eine Σ1-elementare Unterstruktur Lβ von Lα mit β < α hat aber starke Reflexionseigenschaften:
Lβ |= φ  Lα |= ∃γφLγ  Lβ |= ∃γφLγ ,
wobei φ eine beliebige mengentheoretische Formel sein kann. Damit bedingt die Analyse von
Π12 −CA die beweistheoretische Behandlung allgemeiner Reflexionen.
Die zur Behandlung mengentheoretischer Theorien verwendeten unendlichen Kalku¨le beruhen
auf der Modellbeziehung in der konstruktiblen Hierarchie, die durch weitere Regeln angereichert
wird, um die endlichen Kalku¨le einzubetten. Die beweistheoretische Behandlung besteht dann
im wesentlichen darin, diese Regeln wieder aus den unendlichen Herleitungen zu entfernen. Dies
geschieht im unendlichen Fall durch transfinite Induktion. Dabei wird die Induktionsvoraus-
setzung direkt oder nach einigen Transformationen auf die Teilherleitungen angewandt. Wie
bereits erwa¨hnt, ko¨nnen diese Transformationen, wie im u¨brigen auch die endlichen Regeln,
als Operationen aufgefasst werden. Die grundlegende Idee, um fu¨r eine endliche Argumentation
ausreichend Bezeichnungen zu erhalten, besteht nun darin, fu¨r jede unendliche Regel, die zwischen
der Induktionsvoraussetzung und der gewu¨nschten Behauptung vorkommt, eine Hilfsoperation
zu definieren. Diese Hilfsoperationen erlauben es, Teilherleitungen in Herleitungen der Folgerung
dieser unendlichen Regel zu transformieren. Mit Hilfe von Funktionssymbolen (endliche Regeln)
fu¨r jede dieser Operationen bekommt man endliche Bezeichnungen fu¨r unendliche Herleitungen.
Fu¨r die Argumentation wesentlich ist, daß man auch Bezeichnungen fu¨r gewisse Teilherleitungen
erha¨lt und die Bezeichnungen der Teilherleitungen von h sich durch vollsta¨ndige Induktion u¨ber
die La¨nge der Bezeichnung von h definieren lassen. Dafu¨r, daß dies gelingt, spielt es eine wichtige
Rolle, daß der unendliche Kalku¨l die Repetitionsregel (Rep) entha¨lt. Aus der Bezeichnung einer un-
endlichen Herleitung, soll abgelesen werden ko¨nnen, welche unendliche Regel als letztes verwendet
wurde. Bei den Beweistransformationen kann dies von den jeweiligen Teilherleitungen abha¨ngen.
Dies stellt bei der unendlichen Behandlung kein Problem dar, da hier die neue Herleitung durch
transfinite Rekursion definiert wird, und die Teilherleitungen eine kleinere Ordinalzahlindizierung
besitzen. Bei der endlichen Behandlung erfolgt die Definition durch vollsta¨ndige Induktion u¨ber
die La¨nge der Bezeichnung. Die Bezeichnungen fu¨r Teilherleitungen mu¨ssen aber nicht ku¨rzer
sein als die Bezeichnungen der Herleitung. Die Repetitionsregel (Rep) wiederholt einfach nur
die Pra¨misse. Sie erlaubt damit quasi die Entscheidung daru¨ber, welche Regel des unendlichen
Kalku¨ls zuletzt in der einer Bezeichnung h zugeho¨rigen unendlichen Herleitung angewendet wurde,
aufzuschieben. Die Repetitionsregel ist das erste Mal in [Min75] explizit angegeben. Implizit findet
sie sich auch in [Schw77] als uneigentliche (unechte) ω-Regel.
In dieser Arbeit wird ein Bezeichnungssystem fu¨r unendliche Herleitungen zur Behandlung von
Π3-Reflexion angegeben. Die Arbeit gliedert sich wie folgt:
In Kapitel 1 wird das Ordinalzahlbezeichnungssystem T (K) beschrieben. In Kapitel 2 wird die
Sprache LRS und das unendliche Beweissystem RS(K) eingefu¨hrt, sowie definiert, was unter einem
Bezeichnungssystem fu¨r RS(K)-Herleitungen zu verstehen ist. Kapitel 3 entha¨lt eine Beschreibung
der Bezeichnungssysteme RS0 und RS+ zur Einbettung von Π3-Reflexion. RS0 dient zur
Einbettung der Axiome und RS+ zur Einbettung der rein logischen Herleitungen. Da sich hier im
Vergleich zu [Bu01b] kaum etwas a¨ndert, wurde hier auf eine vollsta¨ndige Beschreibung verzichtet.
Stattdessen sind nur die grundsa¨tzlichen Definitionen und die A¨nderungen zu [Bu01b] angegeben.
Kapitel 4 umfasst den Hauptteil dieser Arbeit. Hier werden die Bezeichnungssysteme Hδ fu¨r die
Schnittelimination und Kollabierung definiert. Die Beschreibung beginnt mit der Definition der
notwendigen Regeln (Funktionssymbole) Definition 4.1.1, gefolgt von der Ordinalzahlindizierung
der bezeichneten unendlichen Herleitungen, den Definitionen der Bezeichnungen der Teilherlei-
tungen und der Angabe, in welchem Kontext die Regeln verwendet werden (Definition 4.4.1).
Die Bezeichnungen der Teilherleitungen sind im Anhang noch einmal in anderer Schreibweise
zusammengefasst. Kapitel 4 beinhaltet auch die Hauptaussage dieser Arbeit: Den Nachweis, daß
es sich bei diesen Festlegungen um Bezeichnungssysteme fu¨r RS(K)-Herleitungen handelt (Satz
4.4.1). Daru¨berhinaus wird bewiesen, daß damit fu¨r bestimmte in KP+ Π3-Reflexion herleitbare
Sa¨tze eine Bezeichnung fu¨r eine schnittfreie Herleitung existiert, die die Einbettung des bewiesenen
Satzes herleitet (Satz 4.4.2).
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Kapitel 5 befasst sich mit einigen Folgerungen aus diesen Ergebnissen. Genauso wie in [Bu01b]
fu¨r KPI erhalten wir eine Charakterisierung der beweisbar rekursiven Funktionen von KP+Π3-
Reflexion. Daru¨berhinaus wird ein a¨hnliches Konservativita¨tsergebnis wie in [Bu91] erzielt. Das
Kapitel entha¨lt insbesondere auch einen eleganten27 Beweis fu¨r die Abgeschlossenheit der primitiv
rekursiven Funktionen gegen mehrfache ungeschachtelte Rekursionen.
Ich danke den folgenden Personen fu¨r ihre fachliche Unterstu¨tzung:
Wilfried Buchholz, Michael Holz, Helmut Pfeiffer, Michael Rathjen, Robert Solovay und Andreas
Weiermann
Besonders bedanken mo¨chte ich mich bei Anton Setzer und Stefan Neumann, sowie bei meiner
Lebensgefa¨hrtin Susanne Bo¨hlke, der ich oft eine Menge Geduld abverlangt habe.
Abschließend noch einige Bemerkungen zu den in dieser Arbeit verwendeteten Notationen und
Bezeichnungen: Es ist mir aufgefallen, daß ich eine Reihe von Zeichen synonym verwendet habe.
So stehen A → B,A ⇒ B,A  B allesamt fu¨r aus A folgt B. Andererseits verwende ich einige
Symbole doppelt (< steht an einigen Stellen fu¨r die natu¨rliche Ordnung auf den natu¨rlichen
Zahlen, an anderen Stellen fu¨r die Ordnungsbeziehung des Ordinalzahlbezeichnungssystems
T (K)). Leider fehlte mir die Zeit, dies zu korrigieren. Es sollte aber leicht aus dem Zusammenhang
erkennbar sein, was gemeint ist.
Hannover, 27.11.2000
27Fu¨r meinen Geschmack.
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Kapitel 1
Das Ordinalzahlbezeichnungssystem T (K)
In diesem Abschnitt soll eine primitiv rekursive Menge T (K) und eine Wohlordnung < auf die-
ser Menge definiert werden, die ebenfalls primitiv rekursiv ist. T (K) wird spa¨ter dazu dienen,
Namen fu¨r Mengen der gestuften Mengenlehre RS bereitzustellen und unsere unendlichen Her-
leitungsba¨ume bzw. deren Bezeichnungen zu indizieren. Zur Definition von T (K) betrachten wir
eine Reihe von Ordinalzahlfunktionen, die eine eindeutige Darstellung von Ordinalzahlen und de-
ren Gro¨ßenvergleich durch Gro¨ßenvergleich der Argumente (Teilterme) erlauben. Indem wir den
Abschluss von {0,K} (die Definition von K erfolgt in diesem Abschnitt) unter diesen Funktionen
betrachten, erhalten wir eine Menge von Ordinalzahlen, die ordnungsisomorph zu einer primitiv
rekursiven Teilmenge von IN ist und deren Ordnungsbeziehung ebenfalls primitiv rekursiv ist.
1.1 Grundlagen, Bezeichnungen
On,Kard, Lim bezeichne die Klasse der Ordinalzahlen, der unendlichen Kardinalzahlen bzw. Li-
meszahlen. Kleine griechische Buchstaben (mit Ausnahme von ϕ) bezeichnen im folgenden immer
Ordinalzahlen. < bezeichne die Ordnungsbeziehung auf On, ]α, β[, [α, β[, [α, β] offene, halboffene
bzw. abgeschlossene Intervalle von Ordinalzahlen.
Fu¨r eine Klasse M von Ordinalzahlen sei ordM die Aufza¨hlungsfunktion von M . Insbesondere
sei α 7−→ Ωα die Aufza¨hlungsfunktion von Kard. Es ist Db(ordM ) = On genau dann, wenn M
unbeschra¨nkt in On liegt.
Eine Funktion f : M −→ On mit M ⊆ On heißt stetig, wenn sie stetig bzgl. der Ordnungsto-
pologie auf On ist. Eine streng wachsende, stetige Funktion f , deren Definitionsbereich On ist,
heißt Normalfunktion, eine streng wachsende, stetige Funktion f , deren Definitions- und Wertebe-
reich eine regula¨re Ordinalzahl ρ ist, Normalfunktion auf ρ . Dies ist a¨quivalent dazu, daß f die
Aufza¨hlungsfunktion einer bzgl. der Ordnungstopologie abgeschlossenen und in On (in ρ) unbe-
schra¨nkten Klasse von Ordinalzahlen ist. Derartige Klassen werden im folgenden auch Club (in ρ)
genannt. M heißt stationa¨r in On (in ρ), wenn M mit jedem Club (in ρ) einen nichtleeren Durch-
schnitt hat. A¨quivalent dazu ist, daß jede Normalfunktion (auf ρ) einen Fixpunkt in M besitzt.
Eine Ordinalzahl ρ heißt regula¨r, wenn die Kofinalita¨t von ρ gleich ρ ist. Dies ist a¨quivalent dazu,
daß jede Teilmenge von ρ kleinerer Ma¨chtigkeit beschra¨nkt in ρ ist. Die Fixpunkte einer Normal-
funktion auf ρ > ω bilden einen Club. Die Klasse der regula¨ren Kardinalzahlen gro¨ßer ω bezeichnen
wir mit Reg. Im folgenden werden die kleinen griechischen Buchstaben pi, τ, κ evtl. mit Indices aus-
schließlich fu¨r regula¨re Kardinalzahlen < K verwendet, ohne daß noch einmal erwa¨hnt wird, daß
diese Zahlen regula¨r sind.
Eine Ordinalzahl γ > 0 heißt eine (additive) Hauptzahl, wenn sie bzgl. der ordinalen Addition
abgeschlossen ist, d.h. ∀α, β < γ.α + β < γ. H bezeichne die Klasse der additiven Hauptzahlen.
α 7−→ ωα ist die Aufza¨hlungsfunktion der additiven Hauptzahlen.
Lemma 1.1.1 Fu¨r alle α 6∈ H ∪ {0} existieren eindeutig bestimmte α1, ...αn ∈ H mit αn ≤ ... ≤
α1 < α und α = α1 + ...+ αn.
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Definition 1.1.1 (Cantorsche Normalform)
α =NF α1 + ...+ αn :gdw α = α1 + ...+ αn, α1, ...αn ∈ H und αn ≤ ... ≤ α1 < α.
Definition 1.1.2 (Veblen Hierarchie) Wir definieren durch transfinite Induktion bzgl. α
ϕα := ord{ξ∈H:∀η<α.ϕη(ξ)=ξ}
und schreiben ϕαβ fu¨r ϕα(β).
ϕα ist eine Normalfunktion auf On fu¨r alle α ∈ On.
Lemma 1.1.2 Es gilt:
(a) ϕαβ ∈ H
(b) ξ < α  ϕξ(ϕαβ) = ϕαβ
(b) β < γ  ϕαβ < ϕαγ
(c) α < β  ϕα0 < ϕβ0
(d) α, β ≤ ϕαβ.
Satz 1.1.1 ϕα1β1 = ϕα2β2 gdw einer der folgenden Fa¨lle gilt:
(i) α1 < α2 und β1 = ϕα2β2,
(ii) α1 = α2 und β1 = β2,
(iii) α2 < α1 und β2 = ϕα1β1.
Satz 1.1.2 ϕα1β1 < ϕα2β2 gdw einer der folgenden Fa¨lle gilt:
(i) α1 < α2 und β1 < ϕα2β2,
(ii) α1 = α2 und β1 < β2,
(iii) α2 < α1 und ϕα1β1 < β2.
Satz 1.1.3 ∀γ ∈ H.∃!α, β.γ = ϕαβ und β < γ.
Definition 1.1.3 Eine Ordinalzahl γ heißt streng kritisch, wenn ϕγ0 = γ ist. S bezeichne die
Klasse der streng kritischen Zahlen.
Dies ist a¨quivalent dazu, daß γ 6= 0 abgeschlossen gegenu¨ber der ϕ-Funktion ist, d.h. ∀α, β <
γ.ϕαβ < γ.
Lemma 1.1.3 ∀γ ∈ H \ S.∃!α, β < γ.γ = ϕαβ.
Definition 1.1.4 γ =NF ϕαβ :gdw γ = ϕαβ und α, β < γ
Definition 1.1.5 Wir definieren eine endliche Menge S(γ) durch:
1. S(γ) := {γ} fu¨r γ ∈ S ∪ {0},
2. S(γ) := {γ1, ..., γn} fu¨r γ =NF γ1 + ...+ γn 6∈ H,
3. S(γ) := {α, β} fu¨r γ =NF ϕαβ ∈ H \ S.
Lemma 1.1.4 γ 6∈ S ∪ {0} gdw S(γ) < γ.
Beweise fu¨r die obigen Behauptungen ko¨nnen z.B. in [Sch77] oder [Poh89] gefunden werden. Es
gilt:
Reg ∪ {ω} ⊆ Kard ⊆ S ⊆ H ⊆ Lim ⊆ On.
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1.2 Große Kardinalzahlen
In der klassischen Beweistheorie wird viel Aufwand und Energie auf die Entwicklung und den
Vergleich von Bezeichnungssystemen fu¨r Ordinalzahlen verwendet. Bezeichnungssysteme fu¨r Ordi-
nalzahlen bilden sozusagen den Grundbaustein fu¨r die Ordinalzahlanalyse jeder Theorie. Das von
Rathjen [Rat92] entwickelte Bezeichnungssystem fu¨r Π3-Reflexion ergibt sich aus den Eigenschaften
gewisser partieller Funktionen unter der Annahme der Existenz bestimmter großer Kardinalzahlen.
Die folgenden Resultate sollen die Rolle großer Kardinalzahlen bei der Ordinalzahlanalyse von Π3-
Reflexion motivieren und andeuten, daß sich große Kardinalzahlen durch ihre rekursiven Analoga
ersetzen lassen. Die einfachen Kardinalita¨tsargumente sind dann durch Argumente zu ersetzten,
die sich wesentlich auf die Komplexita¨t der beteiligten Formeln stu¨tzen (vgl. dazu auch die leider
nicht ganz fehlerfreie Darstellung in [Schl93]).
Sei L die Sprache der Pra¨dikatenlogik mit Konstantensymbolen fu¨r jede Menge und Relations-
symbolen fu¨r jede Klasse (diese riesige Sprache ist hier nur der Einfachheit halber gewa¨hlt). Wir
identifizieren die Symbole mit ihren Mengen/Klassen. Sind R1, . . . , Rn, a1, . . . , am die Relations-
bzw. Konstantensymbole, die in φ vorkommen, dann stehe A |= φ fu¨r die Gu¨ltigkeit von φ in der
Struktur 〈A,R1 ∩ Ai1 , . . . , Rn ∩ Ain , a1, . . . , am〉 (ij Stelligkeit von Rj), wobei die Menge A als
nichtleer und a1, . . . am ∈ A vorausgesetzt sind. Πnm,Σnm-Formeln sind wie u¨blich definiert, wobei
beschra¨nkte Quantoren ∀x ∈ y,∃x ∈ y nicht mitgeza¨hlt werden. Wir ko¨nnen nun die (schwach)
unbeschreibbaren Ordinalzahlen definieren:
Definition 1.2.1 Sei X ⊆ On, α ∈ On und φ ∈ L.
α reflektiert φ auf X :gdw
aus α |= φ folgt, es gibt β ∈ X ∩ α mit β |= φ.
Fu¨r X = On sagen wir auch α reflektiert φ.
α ist Πnm(Σ
n
m)-unbeschreibbar (auf X), wenn α jeden Π
n
m(Σ
n
m)-Satz reflektiert (auf X).
Indem wir in der Definition α, β durch die von-Neumannschen Stufen Vα, Vβ ersetzen, erhalten
wir die starke Version dieser Begriffe. Unter der Annahme von GCH stimmen beide Definitionen
fu¨r n > 0 u¨berein (vgl. Richter/Aczel [RiAc74]). Wir sagen α ist Mahlo auf X, wenn es fu¨r jede
Funktion f : α −→ α ein gegenu¨ber f abgeschlossenes β ∈ (X ∩ α) \ {0} gibt. Beweise fu¨r die
folgenden Sa¨tze finden sich bei Levy [Lev71].
Satz 1.2.1
α ist Π02-unbeschreibbar gdw α ∈ Reg.
Satz 1.2.2
i) Es ist a¨quivalent:
a) α ist Π00-unbeschreibbar auf X,
b) α ist Σ02-unbeschreibbar auf X,
c) α = sup(X ∩ α).
ii) Es ist a¨quivalent:
a) α ist Π02-unbeschreibbar auf X,
b) α ist Π10-unbeschreibbar auf X,
c) α ist Mahlo auf X.
iii) α ist Π1n-unbeschreibbar auf X gdw α ist Σ
1
n+1-unbeschreibbar auf X.
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Indem wir die Operatoren
L(X) := {α ∈ X : α = sup(X ∩ α)} und M(X) := {α ∈ X : α ist Mahlo auf X}
iterieren, lassen sich ganze Hierarchien großer Kardinalzahlen definieren, die sich dann durch Dia-
gonalisierung noch weiter fortsetzen lassen. Wir erhalten die rekursiven Gegenstu¨cke dieser großen
Kardinalzahlen, indem wir in Definition 1.2.1 α, β durch die entsprechenden Anfangsstu¨cke Lα, Lβ
der konstruktiblen Hierarchie ersetzen und statt L die Sprache L∈ verwenden, die als einziges
Relationssymbol ∈ besitzt.
Definition 1.2.2 Sei X ⊆ On, α ∈ On und φ ∈ L∈.
Lα reflektiert φ auf X :gdw
aus Lα |= φ folgt, es gibt β ∈ X ∩ α mit Lβ |= φ.
Fu¨r X = On sagen wir auch Lα reflektiert φ.
α ist Πnm(Σ
n
m)-reflektierend (auf X), wenn Lα jeden Π
n
m(Σ
n
m)-Satz (von L∈) reflektiert (auf X).
Eine Ordinalzahl α > ω heißt per Definition zula¨ssig, wenn Lα ein Modell von KP ist. Eine
Funktion f : α −→ α heißt α-rekursiv, wenn ihr Graph Σ01-definierbar in Lα ist. Eine zula¨ssige
Ordinalzahl α heißt rekursiv Mahlo auf X, wenn es zu jeder α-rekursiven Funktion f : α −→ α
ein gegenu¨ber f abgeschlossenes β ∈ (X ∩ α) \ {0} gibt. Mit diesen Begriffen lassen sich nun die
folgenden Analoga der oben angegebenen Sa¨tze beweisen (vgl. Richter/Aczel [RiAc74]):
Satz 1.2.3
α ist Π02-reflektierend gdw α ist zula¨ssig.
Satz 1.2.4
i) Es ist a¨quivalent:
a) α ist Π00-reflektierend auf X,
b) α ist Σ02-reflektierend auf X,
c) α = sup(X ∩ α).
ii) Es ist a¨quivalent:
a) α ist Π02-reflektierend auf X,
c) α ist rekursiv Mahlo auf X.
iii) α ist Π0n-reflektierend auf X gdw α ist Σ
0
n+1-reflektierend auf X.
Indem wir zu Operationen ho¨heren Typs u¨bergehen, lassen sich noch mehr Parallelita¨ten angeben.
Die fu¨r die Verwendung der Π11-unbeschreibbaren Kardinalzahlen ausschlaggebende Analogie wird
in den folgenden beiden Sa¨tzen wiedergegeben. Fu¨r die genauen Definitionen der Begriffe und die
Beweise verweise ich auf Richter/Aczel [RiAc74].
Satz 1.2.5
κ ist 2-regula¨r gdw κ ist stark Π11-unbeschreibbar.
Satz 1.2.6
κ ist 2-zula¨ssig gdw κ ist Π03-reflektierend.
Wir halten also fest:
Die zula¨ssigen Ordinalzahlen entsprechen den regula¨ren Kardinalzahlen, die rekursiven Mahlozah-
len den Mahlozahlen und die Π3-reflektierenden Ordinalzahlen den Π11-unbeschreibbaren Kardi-
nalzahlen.
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1.3 Das Ordinalzahlbezeichnungssystem T (K)
Wir gehen in diesem Abschnitt von der Existenz einer schwach kompakten Kardinalzahl K aus.
Schwach kompakte Kardinalzahlen sind insbesondere Π11-unbeschreibbar (vgl. [Jech97]). Da dies
die einzige Eigenschaft von K ist, die wir auch nur an einer einzigen Stelle beno¨tigen, die folgenden
Sa¨tze allesamt aus [Rat92] zitiert werden und uns die Beweise nicht weiter zu interessieren brauchen,
verzichte ich auf die exakte Definition dieser Begriffe. Sie ko¨nnen z.B. in [Dra74] nachgelesen werden
(vgl. auch [Lev71]). Die hier zitierten Sa¨tze und Lemmata werden im Beweis von Satz 4.4.1 laufend
verwendet.
Definition 1.3.1 Durch Rekursion nach α mit einer anschließenden vollsta¨ndigen Induktion nach
n definieren wir Mengen Cn(α, β), C(α, β),Mα und Ordinalzahlen Ξ(α),Ψξpi(α) wie folgt:
C0(α, β) := β ∪ {0,K}
Cn+1(α, β) := Cn(α, β) ∪ {ξ + η : ξ, η ∈ Cn(α, β)}
∪{ϕξη : ξ, η ∈ Cn(α, β)}
∪{Ωξ : ξ < K ∧ ξ ∈ Cn(α, β)}
∪{Ξ(ξ) : ξ < α ∧ ξ ∈ Cn(α, β)}
∪{Ψξpi(δ) : ξ ≤ δ < α ∧ ξ, pi, δ ∈ Cn(α, β)}
C(α, β) :=
⋃
n<ω
Cn(α, β)
M0 := K ∩ Lim
Mα := {pi < K : C(α, pi) ∩ K = pi ∧ ∀ξ ∈ C(α, pi) ∩ α.M ξ stationa¨r in pi ∧ α ∈ C(α, pi)}
fu¨r α > 0
Ξ(α) := min(Mα ∪ {K})
Ψξpi(α) := min({ρ ∈Mξ ∩ pi : C(α, ρ) ∩ pi = ρ ∧ pi, α ∈ C(α, ρ)} ∪ {pi})
fu¨r ξ ≤ α
C(α, β) ist der Abschluß von β ∪ {0,K} unter den (partiellen) Funktionen +, ϕ, ξ 7−→ Ωξ,Ξ,Ψ,
soweit diese bereits definiert sind. M1 ist die Klasse der Mahlozahlen M(Reg). Fu¨r ξ < K ist Mξ
das Bild von Reg unter der ξ-ten Iterierten des im vorigen Abschnitt definierten Operators M . An
der Stelle K wird das erste Mal diagonalisiert. MK+1 ist dann wieder M(MK) usw.
Lemma 1.3.1 Es gilt:
i) α ≤ α′ ∧ β ≤ β′ ⇒ C(α, β) ⊆ C(α′, β′).
ii) β < pi ⇒ |C(α, β)| < pi.
iii) λ ∈ Lim⇒ C(α, λ) = ⋃η<λ C(α, η) ∧ C(λ, α) = ⋃η<λ C(η, α).
iv) C(α,Ξ(α)) ∩ K = Ξ(α).
v) C(α,Ψξpi(α)) ∩ pi = Ψξpi(α).
vi) {pi : pi ∈Mα ∧ ξ ∈ C(α, pi) ∩ α} ⊆Mξ.
vii) Ist Mξ stationa¨r in pi, so ist pi ∈Mξ.
Beweis: Siehe [Rat92]. 2
Sei KΓ := min{α > K : ∀ξ, η < α.ϕξη < α}.
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Satz 1.3.1 Mα ist stationa¨r in K fu¨r α < KΓ.
Beweis: Im Beweis dieses Satzes macht man sich die Π11-Unbeschreibbarkeit von K zunutze. Es
ist der einzige Punkt, an dem man eine sta¨rkere Eigenschaft als die Regularita¨t von K braucht.
Alle folgenden Aussagen folgen nun relativ einfach aus diesem Satz den Definitionen und dem
vorangegangenen Lemma. Zum Beweis siehe [Rat92]. 2
Aus der Definition von Ξ(α) folgt nun unmittelbar:
Folgerung: α ∈ C(α,Ξ(α)) und Ξ(α) < K fu¨r α < KΓ.
Von nun an betrachten wir nur noch Ordinalzahlen < KΓ.
Lemma 1.3.2 Ξ(α) < Ξ(β) gdw (α < β ∧ α ∈ C(β,Ξ(β))) ∨ (β < α ∧ β 6∈ C(α,Ξ(α)))
Beweis: Siehe [Rat92]. 2
Folgerung: α 6= β ⇒ Ξ(α) 6= Ξ(β).
Satz 1.3.2 Sei Mξ stationa¨r in pi, ξ ≤ α und ξ, pi, α ∈ C(α, pi). Dann gilt
Ψξpi(α) ∈Mξ ∩ pi.
Desweiteren ist Mξ nicht stationa¨r in Ψξpi(α) fu¨r ξ > 0.
Beweis: Siehe [Rat92]. 2
Satz 1.3.3 Es gilt:
i) Ψξpi(α) < pi ⇒ Ψξpi(α) 6= Ξ(β).
ii) Ψξpi(α) < pi ∧Ψσκ(β) < κ ∧Ψξpi(α) = Ψσκ(β)⇒ α = β ∧ pi = κ ∧ ξ = σ.
Beweis: Siehe [Rat92]. 2
Lemma 1.3.3
i) γ ∈ C(α, β) gdw S(γ) ∈ C(α, β)
ii) Fu¨r σ < K ist
σ ∈ C(α, β) gdw Ωσ ∈ C(α, β)
Beweis: Dies folgt unmittelbar aus den Abgeschlossenheitseigenschaften von C(α, β). 2
Lemma 1.3.4
i) 0 < α ∧ pi ∈Mα ⇒ Ωpi = pi.
ii) pi ∈M1 ⇒ ΩΨ0pi(α) = Ψ0pi(α).
iii) pi = Ωζ+1 ∧ α ∈ C(α, pi)⇒ Ωζ < Ψ0pi(α) < Ωζ+1.
iv) Ψ0pi(α) < pi ⇒ Ψ0pi(α) 6∈ Reg.
Beweis: Siehe [Rat92]. 2
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Satz 1.3.4 Sei Ψξpi(α) < pi und Ψ
σ
κ(β) < pi ∩ κ. Dann gilt
Ψξpi(α) < Ψ
σ
κ(β)
genau dann, wenn
i) α < β ∧ α, ξ, pi ∈ C(β,Ψσκ(β)) ∧Ψξpi(α) < κ,
ii) β ≤ α ∧ {β, σ, κ} 6⊆ C(α,Ψξpi(α)),
iii) α = β ∧ κ = pi ∧ ξ < σ ∧ ξ ∈ C(β,Ψσκ(β)) oder
iv) σ < ξ ∧ σ 6∈ C(ξ,Ψξpi(α)).
Beweis: Siehe [Rat92]. 2
Satz 1.3.5
Ψξpi(α) < Ξ(β) gdw pi ≤ Ξ(β) ∨ (β < α ∧ β 6∈ C(α,Ψξpi(α)))
Beweis: Siehe [Rat92]. 2
Definition 1.3.2 Wir definieren induktiv eine Menge T (K) von Ordinalzahlen und eine Funktion
m : T (K) ∩Reg −→ T (K)
durch die folgenden Klauseln:
(T1) 0,K ∈ T (K)
(T2) Ist S(α) ⊆ T (K), dann ist auch α ∈ T (K)
(T3) Ist ξ ∈ T (K) ∩ K und 0 < ξ < Ωξ, dann ist auch Ωξ ∈ T (K).
Ist Ωξ ∈ Reg, dann ist m(Ωξ) = 1.
(T4) Ist α ∈ T (K) ∩ K und 0 < α, dann ist auch Ξ(α) ∈ T (K).
Es sei m(Ξ(α)) = α.
(T5) Sind α, ξ, pi ∈ T (K) ∩ C(α, pi), ξ ≤ α und ξ ∈ C(m(pi), pi) ∩m(pi), dann ist Ψξpi(α) ∈ T (K).
Fu¨r ξ > 0, ist m(Ψξpi(α)) = ξ.
m(pi) heißt dann auch der Mahlograd von pi.
Lemma 1.3.5
i) Fu¨r δ ∈ T (K) gilt:
a) δ ∈ C(KΓ, 0)
b) Ist δ unerreichbar und δ < K, dann ist δ ∈ Mm(δ), aber Mm(δ) nicht stationa¨r in δ.
Ausserdem ist m(δ) = sup{β : δ ∈Mβ}.
ii) Fu¨r pi ∈ T (K) ∩Reg und ξ ∈ T (K) gilt:
Mξ stationa¨r in pi gdw ξ ∈ C(m(pi), pi) ∩m(pi).
iii) Jede Ordinalzahl β ∈ T (K) besitzt eine eindeutige Darstellung in den Symbolen 0, K, +, ϕ,
Ω, Ξ, Ψ.
Beweis: Siehe [Rat92]. 2
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Definition 1.3.3 Wir definieren eine endliche Menge Kδ(α) induktiv u¨ber den Aufbau von α ∈
T (K):
(K1) Kδ(0) := Kδ(K) := ∅
(K2) Fu¨r α 6∈ S sei Kδ(α) :=
⋃
β∈S(α)Kδ(β).
(K3) Fu¨r 0 < ξ < Ωξ < K sei Kδ(Ωξ) := Kδ(ξ).
(K4)
Kδ(Ξ(β)) :=
{ ∅ fu¨r Ξ(β) < δ
Kδ(β) ∪ {β} sonst
(K5) Fu¨r α =NF Ψσκ(β) sei
Kδ(α) :=
{ ∅ fu¨r α < δ
Kδ(κ) ∪Kδ(σ) ∪Kδ(β) ∪ {β} sonst
Lemma 1.3.6 Fu¨r α ∈ T (K) gilt:
α ∈ C(γ, δ) gdw Kδ(α) < γ.
Beweis: Dies folgt unmittelbar durch Induktion u¨ber den Aufbau von α ∈ T (K). 2
Damit la¨ßt sich α ∈ T (K) primitiv rekursiv entscheiden. Wenn wir im folgenden von Ordinalzah-
len reden, sind immer Elemente aus T (K) gemeint. Man beachte, daß obige Lemmata und Sa¨tze
insbesondere auch primitiv rekursive Entscheidungsverfahren fu¨r die folgenden Aussagen liefern:
α < β, α ∈ Lim,α ∈ H,α ∈ S, α ∈ Kard, α ∈ Reg, α unerreichbar, α ∈ Mξ, α ∈ C(γ, δ) und Mξ
stationa¨r in pi.
Fu¨r den Rest dieser Arbeit fassen wir T (K) und die entsprechenden Relationen als primitiv re-
kursive Teilmengen von INn auf. Wir zeigen noch, daß sich bestimmte ordinalzahlarithmetische
Hilfsoperationen auf T (K), die wir spa¨ter beno¨tigen, primitiv rekursiv definieren lassen. Dies ist
klar fu¨r die in die Definition des Bezeichnungssystems eingehenden Funktionen +, ϕ, α 7−→ Ωα,Ξ
und Ψ, sowie fu¨r ωα := ϕ0α und ωk(α) mit ω0(α) := α und ωk+1(α) := ωωk(α). U¨ber die Cantor-
sche Normalform erhalten wir die natu¨rliche Summe #. Um die Multiplikation · zu definieren, ist
nur zu kla¨ren, was α · ωβ ist, da α · 0 = 0 und α · (ωβ0 + . . .+ ωβn) = α · ωβ0 + . . .+ α · ωβn ist.
Sei α = ωα0 · a0 + . . .+ ωαn · an mit α0 > . . . > αn, a0, . . . , an < ω. Dann ist
α · ω0 = α
und
α · ωβ = ωα0 · ωβ = ωα0+β fu¨r β > 0.
Wir definieren eine Verallgemeinerung der Veblenfunktionen ϕˆ durch
ϕˆ0 := id und ϕˆα := ϕα0 ◦ . . . ◦ ϕαn
fu¨r α =NF ωα0 + . . .+ ωαn und mit Hilfe der Eigenschaften von ϕ ist leicht
ϕˆα(β) < ϕˆ(γ) fu¨r β < γ und ϕˆα+β = ϕˆα ◦ ϕˆβ
einzusehen. Die kleinste regula¨re Kardinalzahl oberhalb von α (die Stufe von α) la¨ßt sich wie folgt
aus α berechnen:
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Ist α 6∈ S, dann sei St(α) := St(maxS(α)). Sonst sei
St(0) := Ω1 St(K) := ΩK+1 St(Ωξ) := Ωξ+1
St(Ξ(0)) := Ω1 St(Ξ(α)) := ΩΞ(α)+1
St(Ψ0pi(α)) := ΩΨ0pi(α)+1 fu¨r pi ∈M1
St(Ψ0pi(α)) := Ωξ+1 fu¨r pi = Ωξ+1
St(Ψξpi(α)) := ΩΨξpi(α)+1 fu¨r ξ > 0
Statt St(α) schreiben wir auch αR. Wir setzen pi− := Ωξ fu¨r pi = Ωξ+1 und NF (α, β) stehe fu¨r
αn ≤ β0 fu¨r α =NF ωα0+ . . .+ωαn und β =NF ωβ0+ . . .+ωβm . Dies werden wir spa¨ter beno¨tigen,
um aus α+ β ∈ C(γ, δ) auf α ∈ C(γ, δ) schließen zu ko¨nnen. Fu¨r µ ∈ Kard sei noch
µ¯ :=
{
µ+ 1 falls µ ∈ Reg ∪ {K}
µ sonst .
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Kapitel 2
Die Sprache LRS der gestuften
Mengenlehre und das unendliche
Beweissystem RS(K)
2.1 Die Sprache LRS der gestuften Mengenlehre
Sei L∈ die Sprache der Mengenlehre 1. Stufe ohne Negation, die aus den beiden zweistelligen
Pra¨dikatsymbolen ∈, 6∈ gebildet ist. Sei weiter LAd die Sprache die wir aus L∈ erhalten, wenn wir
fu¨r ξ ∈ T (K) einstellige Pra¨dikatsymbole Adξ,¬Adξ hinzufu¨gen. Die Negation ¬φ einer Formel
φ sei mit Hilfe der de Morganschen Regeln definiert. Die Sprache LRS der gestuften Mengenlehre
entsteht aus LAd indem wir Elemente der konstruktiblen Hierarchie als weitere Terme zulassen.
Ich schreibe im folgenden φ(x0, . . . , xn) fu¨r FV (φ) ⊆ {x0, . . . , xn} und φ(t) um anzudeuten, daß
der Term t in φ fu¨r eine Variable x substituiert wird. Fu¨r Terme t stehe φt fu¨r die Formel, die aus
φ entsteht, wenn man in φ alle unbeschra¨nkten Quantoren ∀x,∃x durch ∀x ∈ t,∃x ∈ t ersetzt. Wir
definieren zuna¨chst die RS-Terme T :
Definition 2.1.1 (RS-Term)
1. Fu¨r α ∈ T (K) ist Lα ∈ T der Schicht α.
2. Ist φ(x0, . . . , xn) ∈ LAd und sind a1, . . . , an ∈ T mit Schicht < α, dann ist
[x ∈ Lα : φ(x, a1, . . . , an)Lα ] ∈ T
mit Schicht α.
Die Menge der RS-Terme mit Schicht kleiner α bezeichnen wir auch mit Tα. Man beachte, daß
RS-Terme keine freien Variablen haben. Fu¨r t ≡ [x ∈ Lα : φ(x, a1, . . . , an)Lα ] nenne ich φ das
Skelett von t und die Anzahl der in φ vorkommenden logischen Zeichen den a¨ußeren Rang von t.
Die RS-Formeln entstehen nun aus den ∆0-Formeln der Sprache LAd, also Formeln in denen nur
beschra¨nkte Quantoren vorkommen, indem fu¨r freie Variablen RS-Terme eingesetzt werden:
Definition 2.1.2 (RS-Formel)
1. u ∈ v, u 6∈ v,Adξ(v),¬Adξ(v) sind RS-Formeln fu¨r ξ ∈ T (K) und u, v ∈ T ∪ V ar.
2. Sind A,B RS-Formeln, dann sind auch A ∧B und A ∨B RS-Formeln.
3. Ist A eine RS-Formel und x ∈ V ar \ {u}, dann sind auch ∀x(x 6∈ u ∨ A) und ∃x(x ∈ u ∧ A)
RS-Formeln.
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Skelett und a¨ußerer Rang sind genau wie bei den Termen definiert. Die Negation einer Formel ist
wieder u¨ber die de Morganschen Regeln definiert. Im folgenden werden die u¨blichen Abku¨rzungen
A→ B fu¨r ¬A ∨B, ∀x ∈ vB fu¨r ∀x(x ∈ v → B) etc. benutzt. Insbesondere schreiben wir tran(u)
fu¨r ∀x ∈ u.x ⊆ u und infin(u) fu¨r ∃x ∈ u(x ⊆ x) ∧ ∀x ∈ u∀y ∈ u∃z ∈ u(x ∈ z ∧ y ∈ z).
Große lateinische Buchstaben stehen meist fu¨r RS-Formeln, wa¨hrend die griechischen Buchstaben
φ, ψ, χ fu¨r LAd-Formeln verwendet werden. Sind s, t RS-Terme, dann bezeichnet A(s,t) die RS-
Formel, die aus der RS-Formel A entsteht, wenn wir in A alle auf t beschra¨nkten Quantoren
Qx ∈ t durch Qx ∈ s ersetzen. Wir schreiben A(s,α) statt A(s,Lα) und A(β,α) statt A(Lβ ,Lα). Fu¨r
beschra¨nkte Quantoren der Form Qx ∈ Lα wird im folgenden auch die abku¨rzende Schreibweise
Qxα verwendet.
Definition 2.1.3 Fu¨r θ RS-Term oder RS-Formel sei
k(θ) := {α ∈ T (K) : Lα kommt in θ vor } lev(θ) := |θ| := max(k(θ) ∪ {0})
Aus technischen Gru¨nden sei noch k(0) := k(1) := ∅ und lev(0) := lev(1) := 0, wobei 0, 1 hier
nicht als Ordinalzahlen betrachtet werden und k(α) := {α} fu¨r alle α ∈ T (K).
Fu¨r RS-Terme t ist lev(t) die Schicht von t und somit
Tα = {t ∈ T : lev(t) < α}.
Wir schreiben Tt fu¨r Tlev(t).
Definition 2.1.4 Fu¨r RS-Terme a, b mit lev(a) < lev(b) sei
a
o∈ b :≡
{
B(a) fu¨r b ≡ [x ∈ Lβ : B(x)]
> fu¨r b ≡ Lβ a
o
6∈ b :≡ ¬(a o∈ b), wobei ¬> :≡ ⊥
und >,⊥ keine RS-Formeln sind. Stattdessen definieren wir > → A :≡ > ∧A :≡ ⊥ ∨A :≡ A.
Definition 2.1.5 Wir fassen jeden RS-Satz A als eine (mo¨glicherweise unendliche) Konjunktion∧
(Ai)i∈J oder Disjunktion
∨
(Ai)i∈J von RS-Sa¨tzen auf und schreiben hierfu¨r A '
∧
(Ai)i∈J bzw.
A ' ∨(Ai)i∈J .
1. Adα(t) :' ∨(Lρ = t)ρ∈Mα∩(|t|+1)
2. a ∈ b :' ∨(t o∈ b ∧ t = a)t∈Tb
3. ∃x ∈ bA(x) :' ∨(t o∈ b ∧A(t))t∈Tb
4. (A0 ∨A1) :'
∨
(Ai)i∈{0,1}
5. ¬A :' ∧(¬Ai)i∈J fu¨r A ' ∨(Ai)i∈J .
Wir weisen nun jedem RS-Term und jedem RS-Satz eine Ordinalzahl aus T (K) zu:
Definition 2.1.6 des Ranges rk(θ) fu¨r RS-Terme und RS-Formeln durch primitive Rekursion
u¨ber die Anzahl der in θ vorkommenden Symbole:
1. rk(Lα) := ω · α
2. rk([x ∈ Lα : A(x)]) := max{ω · α+ 1, rk(A(L0)) + 2}
3. rk(Adξ(a)) := rk(¬Adξ(a)) := rk(a) + 5
4. rk(a ∈ b) := rk(a 6∈ b) := max{rk(a) + 6, rk(b) + 1}
5. rk(∃x ∈ bA(x)) := rk(∀x ∈ bA(x)) := max{rk(b), rk(A(L0)) + 2}
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6. rk(A ∧B) := rk(A ∨B) := max{rk(A), rk(B)}+ 1
Die wesentlichen Eigenschaften des Ranges sind im folgenden Lemma zusammengefasst:
Lemma 2.1.1 Sei A ' ∨(Ai)i∈J oder A ' ∧(Ai)i∈J , dann gilt
a) Es existiert n ∈ ω mit rk(A) = ω · lev(A) + n.
b) Fu¨r alle i ∈ J gilt rk(Ai) < rk(A).
c) Fu¨r alle i ∈ J gilt k(Ai) ⊆ K(A) ∪ k(i)
d) Ist rk(A) = ω · α, dann ist A ≡ ∃x ∈ LαB(x) oder A ≡ ∀x ∈ LαB(x).
e) rk(A) = rk(¬A).
Beweis: Siehe [Bu01b]. 2
Eine RS-Formel A ist in ∆0(α), wenn k(A) ⊆ α ist. Eine RS-Formel ist in Πk(α), wenn sie von
der Gestalt
∀x1 ∈ Lα . . . Qxk ∈ LαF (x1, . . . , xk)
ist, wobei ∀x1, . . . , Qxk alternierende Quantoren sind und F (L0, . . . , L0) eine ∆0(α)-Formel ist.
Σk(α) ist entsprechend definiert.
2.2 Regeln, Herleitungen, Beweissysteme
Wir nennen endliche Mengen von RS-Formeln Sequenzen und bezeichnen diese mit Γ,Γ′,∆. Des-
weiteren werden die u¨blichen abku¨rzenden Schreibweisen fu¨r Sequenzen verwendet: A1, . . . , An fu¨r
{A1, . . . , An}, A,Γ,Γ′ fu¨r {A} ∪ Γ ∪ Γ′ etc.
Wir setzen noch
k(Γ) :=
⋃
A∈Γ
k(A).
Definition 2.2.1 (Regel) Eine Regel I besteht aus
1. einer Indexmenge |I| fu¨r die Pra¨missen von I,
2. einer Sequenz ∆(I), den Hauptformeln von I,
3. einer Familie von Sequenzen (∆i(I))i∈|I|, den Nebenformeln von I,
4. einer Menge Eig(I), die entweder leer ist oder ein Singleton {y} mit y 6∈ FV (∆(I)); y heißt
dann die Eigenvariable von I,
5. einer endlichen Menge k(I) ⊆ T (K).
Wir ko¨nnen nun induktiv definieren, was eine Herleitung ist:
Definition 2.2.2 (Herleitung)
Ist I eine Regel und (di)i∈|I| eine Familie von Herleitungen mit Eig(I) ∩ FV (Γ) = ∅ und
Γ := ∆(I) ∪
⋃
i∈|I|
(End(di) \∆i(I)) ist endlich,
dann ist d := I(di)i∈|I| eine Herleitung mit End(d) := Γ, depth(d) := sup{depth(di) + 1 : i ∈ |I|}.
End(d) heißt die Endsequenz von d.
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Eine Regel I heißt endlich, wenn |I| = {0, . . . , n− 1} ∈ ω.
Eine Herleitung d heißt endlich, wenn alle in d verwendeten Regeln endlich sind.
Bezeichnungen:
1.
(I) . . .∆i . . . (i ∈ J)
∆
[!y!]
steht fu¨r I ist eine Regel mit |I| = J,∆(I) = ∆,∆i(I) = ∆i und Eig(I) = ∅ bzw. Eig(I) =
{y}.
2. Ist |I| = {0, . . . , n}, so schreiben wir auch
(I)∆0 . . .∆n
∆
und ist |I| = ∅ auch
(I)∆.
3. Regeln mit |I| = ∅ nennen wir auch Axiome oder atomare Herleitungen.
4. Ist |I| = {0, . . . , n}, schreiben wir auch d = Id0 . . . dn statt d = I(di)i∈|I|.
Bemerkung: Ist d = I(di)i∈|I| eine Herleitung mit ∆(I) ⊆ Γ und f.a. i ∈ |I| ist End(di) ⊆
Γ ∪ (∆i)(I), dann ist End(d) ⊆ Γ.
Definition 2.2.3 Sei d = Id0 . . . dn−1 eine endliche Herleitung, dann seien
k(d) := k(I) ∪
⋃
i<n
k(di), kc(d) := (k(I) \ k(∆(I))) ∪
⋃
i<n
kc(di).
Lemma 2.2.1 Ist d eine endliche Herleitung, so daß k(∆i(I)) ⊆ k(I) ∪ k(∆(I)) f.a. Regeln I in
d und alle i ∈ |I| gilt, dann ist k(d) ⊆ k(End(d)) ∪ kc(d).
Beweis: Siehe [Bu01b]. 2
Definition 2.2.4 (Beweissystem)
Ein Beweissystem ist eine Menge von Regeln.
Ein Beweissystem S heißt endlich, wenn alle Regeln von S endlich sind.
Eine Herleitung d heißt eine S-Herleitung, wenn alle Regeln, die in d vorkommen zu S geho¨ren.
2.3 Das Beweissystem RS(K)
Die Gu¨ltigkeitsbeziehung in einer Struktur 〈M, . . .〉 la¨ßt sich als Herleitungskalku¨l auffassen: Die
Formel ∀xφ(x) ist gu¨ltig, wenn die mo¨glicherweise unendlich vielen Pra¨missen φ(a) fu¨r a ∈ M
gu¨ltig sind. Dieser Kalku¨l ist natu¨rlich korrekt in dem Sinne, daß er von (in der Struktur)
gu¨ltigen Formeln zu gu¨ltigen Formeln fu¨hrt. Er bleibt auch korrekt, wenn wir zu diesem Kalku¨l
weitere Regeln zufu¨gen, die in der gewa¨hlten Struktur gu¨ltig sind. Bei der hier vorliegenden
Struktur handelt es sich um ein Anfangsstu¨ck der konstruktiblen Hierarchie. Die Regeln CutC
und RefKA dienen dazu, unseren endlichen Kalku¨l in den unendlichen Kalku¨l einzubetten. Wir
nennen eine (unendliche) Herleitung schnittfrei, wenn sie keine Regel CutC entha¨lt. Schnittfreie
Herleitungen haben insbesondere die Eigenschaft, daß in der gesamten Herleitung nur Gentzensche
Teilformeln der Formeln der Endsequenz verwendet werden. Diese wichtige Eigenschaft, die man
auch die Teilformeleigenschaft nennt, wollen wir uns spa¨ter zunutze machen. Betrachten wir den
unendlichen Kalku¨l, der aus den Regeln
∧
A,
∨i0
A und CutC besteht, so ist leicht zu sehen, daß
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sich wegen der Symmetrie der Regeln Schnitte leicht eliminieren lassen. Dies sieht anders aus,
wenn wir noch die fu¨r die Einbettung der Π3-Reflexionen notwendige Regel RefKA hinzunehmen.
Um in diesem Kalku¨l unter bestimmten Voraussetzungen Schnitte vom Rang K zu eliminieren,
verwenden wir die Regel RefξpiA(s). Sie erlaubt es aus gewissen Herleitungen RefKA-Schlu¨sse zu
entfernen, indem wir neue RefξpiA(s)-Schlu¨sse einfu¨hren, die wiederum einfacher zu handhaben
sind (vgl. [Rat94]).
Regeln von RS(K):
(
∧
A)
· · ·Ai · · · (i ∈ J)
A
falls A ' ∧(Ai)i∈J
(
∨i0
A )
Ai0
A
falls A ' ∨(Ai)i∈J und i0 ∈ J
(CutC)
C ¬C
∅
(RefKA)
A
∃z ∈ LK(tran(z) ∧ z 6= ∅ ∧A(z,K)) falls A ∈ Π3(K)
(RefξpiA(s))
A(s)
∃z ∈ Lpi(Adξ(z) ∧ ∃u ∈ zA(u)(z,pi))
falls A(s) ∈ Π2(pi) und ξ ∈ C(m(pi), pi) ∩m(pi)
(Rep)
∅
∅
k(I) :=
 k(∆(I)) ∪ k(i0) falls I =
∨i0
A
k(C) falls I = CutC
k(∆(I)) sonst
Man beachte: k(∆(I)) ⊆ k(I)
2.4 Bezeichnungssysteme
RS(K)-Herleitungen sind im allgemeinen keine endlichen Objekte. Um weiter von einem finiten
Standpunkt aus zu argumentieren, fu¨hren wir daher Bezeichnungen fu¨r einige RS(K)-Herleitungen
ein und arbeiten dann nur noch mit diesen Bezeichnungen. Wir geben zuna¨chst an, was ein Be-
zeichnungssystem fu¨r RS(K)-Herleitungen ist:
Definition 2.4.1 (Bezeichnungssysteme)
Ein Bezeichnungssystem fu¨r RS(K)-Herleitungen besteht aus einer nichtleeren Menge D endlicher
Herleitungen d mit FV (End(d)) = ∅ und Abbildungen
o, deg,Ref : D −→ On,
tp : D −→ RS(K),
[] : {(d, i) : d ∈ D und i ∈ |tp(d)|} −→ D (wir schreiben d[i] fu¨r [](d, i)),
so daß f.a. d ∈ D gilt:
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a) ∆(tp(d)) ⊆ End(d)
b) End(d[i]) ⊆ End(d),∆i(tp(d)) f.a. i ∈ |tp(d)|
c) o(d[i]) < o(d) f.a. i ∈ |tp(d)|
d) deg(d[i]) ≤ deg(d) f.a. i ∈ |tp(d)|
e) Ref(d[i]) ≤ Ref(d) f.a. i ∈ |tp(d)|
f) tp(d) = CutC ⇒ rk(C) < deg(d)
g) tp(d) =
∨i0
A ⇒ k(i0) < o(d)
h) tp(d) =
∧
A ⇒ k(i) < o(d) f.a. i ∈ |tp(d)|
i) tp(d) = RefKA⇒ K < o(d).
j) tp(d) = Refστ A(s)⇒ σ < Ref(d) und τ, o(d[0]) + 1 < o(d) und σ ∈ C(m(τ), τ) ∩m(τ).
Ein Bezeichnungssystem fu¨r RS(K)-Herleitungen heißt normal, wenn
k) k(End(d)) ⊆ k(d) f.a. d ∈ D.
Ein Bezeichnungssystem fu¨r RS(K)-Herleitungen heißt kontrolliert durch den Operator H :
P(On) −→ P(On), wenn f.a. d ∈ D gilt:
l) k(tp(d)) ∪ {o(d)} ⊆ H(k(d))
m) k(d[i]) ∪ {o(d[i])} ⊆ H(k(d) ∪ k(i)) f.a. i ∈ |tp(d)|.
tp(d) ist die letzte Regel die in der von d bezeichneten unendlichen Herleitung angewendet wur-
de, d[i] ist eine Bezeichnung der i-ten Teilherleitung, o ist die Ordinalzahlindizierung und deg(d)
bzw. Ref(d) sind Schranken fu¨r die in d vorkommenden Cut- bzw. Π2-Reflexions-Schlu¨sse. Diese
Definition entspricht im wesentlichen der aus [Bu01b]. Neu gegenu¨ber [Bu01b] ist die Funktion
Ref : D −→ On zusammen mit den Bedingungen e),j), die besagen: Fu¨r die Refστ -Schlu¨sse, die in
der von d bezeichneten unendlichen Herleitung auftreten, ist Ref(d) eine obere Schranke fu¨r σ und
die σ-Mahlo-Zahlen sind stationa¨r in τ . Neu sind auch die Bedingungen h),i),k) und die Forderung
o(d[i]) ∈ H(k(d) ∪ k(i)).
Das Konzept der operatorkontrollierten Herleitungen stammt ebenfalls von Buchholz [Bu92].
Wenn (D, o, deg,Ref, tp, []) ein Bezeichnungssystem fu¨r RS(K)-Herleitungen ist, dann la¨ßt sich
d ∈ D durch transfinite Rekursion u¨ber o(d) zu einer unendlichen RS(K)-Herleitung
d∞ := tp(d)(d[i]∞)i∈|tp(d)|
entfalten. Es ist leicht einzusehen, daß d∞ eine RS(K)-Herleitung mit
End(d∞) ⊆ End(d), depth(d∞) ≤ o(d), rk(C) < deg(d) f.a. CutC in d∞ und g)-j) entsprechend
ist. Wir werden im folgenden nur noch mit Bezeichnungen unendlicher Herleitungen argumentieren
und statt transfiniter Rekursion primitive Rekursion verwenden.
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Kapitel 3
Die Bezeichnungssysteme RS0 und RS+
3.1 Das Bezeichnungssystem RS0
Wir definieren nun zuna¨chst ein Bezeichnungssystem, das es uns erlaubt, alle Axiome von Π3-
Reflexion einzubetten, d.h. wir haben fu¨r jedes Axiom von Π3-Reflexion eine Bezeichnung fu¨r eine
RS(K)-Herleitung, die dieses Axiom herleitet.
Definition 3.1.1 (Axiomensystem fu¨r Π3-Reflexion)
(Ext) ∀x∀y∀z(x = y → (x ∈ z → y ∈ z))
(Fund) ∀~z∀x0(∀x(∀y ∈ x.ϕ(y, ~z)→ ϕ(x, ~z))→ ϕ(x0, ~z))
(Paar) ∀x∀y∃z(x ∈ z ∧ y ∈ z)
(Ver) ∀x∃y∀z ∈ x(z ⊆ y)
(Unend) ∀x∃yinfin(y)
(ϕ-Sep) ∀~z∀w∃y(∀x ∈ y(x ∈ w ∧ ϕ(x, ~z)) ∧ ∀x ∈ w(ϕ(x, ~z)→ x ∈ y)) fu¨r ϕ ∈ ∆0
(Π3-Ref) ∀~z(ϕ(~z)→ ∃x(tran(x) ∧ x 6= ∅ ∧ ϕ(~z)x)) fu¨r ϕ ∈ Π3
Definition 3.1.2 (Die Sequenzenmenge AX 0) Sei AX 0 die Menge endlicher Sequenzen von
RS-Sa¨tzen, die durch die Schemata 1-17 gegeben werden:
(1) (∀xkϕ(a0, . . . , ak−1, xk))λ
falls a0, . . . , ak−1 ∈ Tλ und ∀x0 . . . xkϕ(x0, . . . , xk) ein Axiom (Ext), (Fund), (Paar), (Ver),
(ϕ-Sep) mit λ ∈ Lim oder (Unend) mit λ ∈ R.
(2) ∀zk ∈ LK(ϕ(a0, . . . , ak1 , zk)K → ∃x ∈ LK(tran(x) ∧ x 6= ∅ ∧ ϕ(a0, . . . , ak1 , zk)x)
falls a0, . . . , ak1 ∈ TK und ∀~z(ϕ(~z)→ ∃x(tran(x) ∧ x 6= ∅ ∧ ϕ(~z)x)) ein Axiom (Π3-Ref).
(3) a = a
(4) a ⊆ a
(5) b ⊆ Lα falls lev(b) ≤ α
(6) ∀x ∈ a(x ⊆ Lα) falls lev(a) ≤ α+ 1
(7) ∀x ∈ bF (x) falls b ≡ [x ∈ Lβ : F (x)]
(8) ∀x ∈ a(F (x)→ x ∈ b) falls b ≡ [x ∈ Lβ : x ∈ a ∧ F (x)]
(9) ∃x ∈ Lα(∀y ∈ xA(y) ∧ ¬A(x)),∀x ∈ aA(x) falls lev(a) ≤ α
(10) [s1 6= t1], . . . , [sn 6= tn],¬A(~s), A(~t) falls in A(~x) jede Variable aus ~x ho¨chstens einmal vor-
kommt
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(11) [s1 6= t1], . . . , [sn 6= tn], a 6∈ tn,¬B(s1, . . . , sn−1, a), A(~t) falls A(~x) ≡ ∃y ∈
xnB(x1, . . . , xn−1, y) und in A(~x) jede Variable aus ~x ho¨chstens einmal vorkommt
(12) [s1 6= t1], a 6∈ t2, a 6= s1, t1 ∈ t2
(13) a 6⊆ b, Lβ 6∈ a falls lev(b) ≤ β
(14) Lβ 6⊆ s, s 6∈ b, falls lev(b) ≤ β
(15) ∀y ∈ Lω∃u ∈ Lω(∃y ∈ u(x ∈ y) ∧ A(u) mit A(u) :≡ ∀x ∈ u(∀y ∈ x(y 6= y) ∨ B(u, x)) und
B(u, x) :≡ ∃x0 ∈ u(x0 ∈ x ∧ ∀y ∈ x(y ⊆ x0))
(16) A(an) mit an := [x ∈ Ln+1 : x = L0 ∨ . . . ∨ x = Ln]
(17) ∀y ∈ L0(y 6= y)
Sei Π = (A1, . . . , An).
o(Π) :=
 ω
rk(ϕ(~a)λ)#ω · λ falls Π = (ϕ(~a)λ) von der Art (1)(Fund)
ωrk(∀x∈aA(x))#ω · lev(a) falls Π = (F,∀x ∈ aA) von der Art (9)
ωrk(A1)# . . .#ωrk(An) sonst
deg(Π) :=
{
ω · 2 falls Π von der Art (15) oder (16)
0 sonst
Fu¨r jedes Π = (A1, . . . , An) ∈ AX 0 der Art (j) definieren wir eine Regel Ax∗jΠ mit |Ax∗jΠ| := ∅,
∆(Ax∗jΠ) := {A1, . . . , An}, k(Ax∗jΠ) := k(∆(Ax∗jΠ)).
Definition 3.1.3 (Das endliche Beweissystem RS0)
Formeln: RS-Sa¨tze
Regeln: Ax∗jΠ und
∧
A0∧A1 ,
∨i0
A , CutC , RefKA
Definition 3.1.4 (Das Bezeichnungssystem RS0)
RS0 := (D0, o, deg,Ref, tp, []) mit
D0 :=Menge aller RS0-Herleitungen
o(Id0 . . . dn) :=

o(Π) falls I = Ax∗jΠ
max{o(d0), lev(i0)}+ 1 falls I =
∨i0
A
max{o(d0),K}+ 1 falls I = RefKA
max{o(d0), . . . , o(dn)}+ 1 sonst
deg(Id0 . . . dn) :=

deg(Π) falls I = Ax∗jΠ
max{deg(d0), deg(d1), rk(C) + 1} falls I = CutC
max{deg(d0), . . . , deg(dn)} sonst
Ref(Id0 . . . dn) = 0
Ist d = Id0 . . . dn mit I 6= Ax∗jΠ, dann sei tp(d) := I und d[i] := di.
Ist d = Ax∗jΠ, dann sei tp(d) :=
∧
A, wobei A diejenige
∧
-Formel Ai mit dem kleinsten
Index i in Π = (A1, . . . , An) sei.
d[i] sei (mit einer etwas anderen Bezeichnung der Axiome, da wir weniger Axiome und damit eine
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andere Numerierung haben) definiert wie in [Bu01b].
Neu ist nur d = Ax∗1Π mit
Π = (∀z ∈ LK(ϕ(a0, . . . , an−1, z)→ ∃x ∈ LK(tran(x) ∧ x 6= ∅ ∧ ϕ(a0, . . . , an−1, z)x))
und a0, . . . , an−1 ∈ TK.
Fu¨r diesen Fall sei
d[an] :=
∨∗
Aan
RefKϕ(a0, . . . , an)KAx∗10(¬ϕ(a0, . . . , an), ϕ(a0, . . . , an))
fu¨r an ∈ TK.
Satz 3.1.1 RS0 ist ein normales Bezeichnungssystem fu¨r RS(K)- Herleitungen und wird durch
jeden Operator kontrolliert, der abgeschlossen gegenu¨ber den Funktionen λx, y.x#y, λx.ω ·x, λx.ωx
und λx.xR ist.
Beweis: Man sieht leicht, daß RS0 normal ist. Im Vergleich zu [Bu01b] sind die Bedingungen fu¨r
Bezeichnungssysteme nur noch fu¨r d = (RefK)Ad0 und d = Ax∗1Π, wobei Π aus einem Π3 −Ref -
Axiom hervorgegangen ist, nachzurechnen und zu u¨berpru¨fen, daß auch fu¨r alle anderen Herleitun-
gen die scha¨rfere Bedingung o(d[i]) ∈ H(k(d)∪k(i)) erfu¨llt ist. Die zusa¨tzlichen Forderungen e) und
j) an Bezeichnungssysteme sind hier trivialerweise erfu¨llt, und auch die zusa¨tzlichen Forderungen
h) und i) lassen sich leicht verifizieren. Die einfachen Beweise, soweit sie nicht bereits in [Bu01b]
ausgefu¨hrt sind, seien dem Leser u¨berlassen. 2
3.2 Das Bezeichnungssystem RS+
Im na¨chsten Schritt definieren wir endliche Beweissysteme RSλ, die es uns erlauben Bezeichnungen
fu¨r RS(K)-Herleitungen anzugeben, die die Tautologien der Pra¨dikatenlogik 1. Stufe herleiten.
Zusammen mit unserem Bezeichnungssystem RS0 und der Schnittregel ist damit Π3-Reflexion
eingebettet.
Definition 3.2.1 (RSλ-Formeln)
1. u, v ∈ Tλ ∪ V ar, ξ ∈ On⇒ u ∈ v, u 6∈ v,Adξ(u),¬Adξ(u) RSλ-Formeln
2. A,B RSλ-Formeln ⇒ A ∧B,A ∨B,∀x ∈ LλA,∃x ∈ LλA RSλ-Formeln
3. A,B RSλ-Formeln und x 6= u, u ∈ Tλ ∪ V ar ⇒ ∀x ∈ uA, ∃x ∈ uA RSλ-Formeln
Definition 3.2.2 rk0(A) fu¨r A RSλ-Formel
1. rk0(A) = rk0(¬A) = 0 fu¨r A atomar
2. rk0(A ∧B) = rk0(A ∨B) = max{rk0(A), rk0(B)}+ 1
3. rk0(∀x ∈ aA) = rk0(∃x ∈ aA) = rk0(A) + 2
Lemma 3.2.1 rk(A) < λ+ rk0(A) fu¨r λ = ωλ und A RSλ-Satz.
Beweis: Siehe [Bu01b]. 2
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Definition 3.2.3 Das endliche Beweissystem RSλ besteht aus den folgenden Regeln:
(Axλ¬A,A) ¬A,A
(Axλ∀x∈uA) ¬∀x ∈ Lλ(x ∈ u→ A),∀x ∈ uA falls u ∈ Tλ ∪ V ar, u 6= x
(Axλ∃x∈uA) ¬∃x ∈ Lλ(x ∈ u ∧A),∃x ∈ uA falls u ∈ Tλ ∪ V ar, u 6= x
(
∧
A0∧A1)
A0 A1
A0 ∧A1 (
∨k
A0∨A1)
Ak
A0 ∨A1
(∀y∀x∈LλA)
Ax(y)
∀x ∈ LλA !y! (∃
v
∃x∈LλA)
Ax(v)
∃x ∈ LλA
falls v ∈ Tλ ∪ V ar
(CutC)
C ¬C
∅
k(I) :=
 k(A) ∪ k(i0) falls I = ∃
i0
A
k(C) falls I = CutC
k(∆(I)) sonst
Vereinbarung: d, di bezeichnen in diesem Abschnitt RSλ- Herleitungen und fu¨r λ gelte ωλ = λ.
Definition 3.2.4 o(d), deg(d)
o(Axλ¬A,A) := o(Ax
λ
Qx∈uA) := ω
λ+rk0(A)+2, o(Id0 . . . dn) := max{o(d0), . . . , o(dn)}+ 1
deg(Id0 . . . dn) :=
{
max{λ+ rk0(C), deg(d0), deg(d1)} falls I = CutC
max{0, deg(d0), . . . , deg(dn)} sonst
Definition 3.2.5 FV (d)
FV (Id0 . . . dn) := FV (I) ∪
⋃n
i=0(FV (di) \ Eig(I)) mit
FV (I) :=
{
FV (∆(I)) ∪ FV (v) falls I = ∃vA
FV (∆(I)) sonst
und
Eig(I) :=
{ {y} falls I = ∀yA
∅ sonst
Definition 3.2.6 Herleitungen d mit FV (d) = ∅ heißen geschlossen.
Definition 3.2.7 d(z/t) fu¨r t ∈ Tλ
(Id0 . . . dn)(z/t) :=
{ Id0 . . . dn falls Eig(I) = {z}
I(z/t)d0(z/t) . . . dn(z/t) sonst
mit
Axλ¬A,A(z/t) := Ax
λ
¬Az(t),Az(t) Ax
λ
Qx∈uA(z/t) := (Ax
λ
(Qx∈uA)z(t))∧
A0∧A1 :=
∧
A0z(t)∧A1z(t)
∨k
A0∨A1(z/t) :=
∨k
A0z(t)∨A1z(t)
CutC(z/t) := CutCz(t)
∀yA(z/t) := ∀yAz(t) ∃vA(z/t) := ∃
vz(t)
Az(t)
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Lemma 3.2.2 Ist d eine RSλ-Herleitung und t ∈ Tλ, dann ist d(z/t) eine RSλ-Herleitung mit
End(d(z/t)) ⊆ End(d)z(t), deg(d(z/t)) = deg(d), o(d(z/t)) = o(d) und k(d(z/t)) ⊆ k(d) ∪ k(t).
Beweis: Induktion u¨ber die La¨nge der Herleitung d. 2
Lemma 3.2.3 a) FV (End(d)) ⊆ FV (d)
b) FV (d(z/t)) = FV (d) \ {z} fu¨r t ∈ Tλ.
Beweis: Induktion u¨ber die La¨nge der Herleitung d. Fu¨r Details siehe [Bu01b]. 2
Lemma 3.2.4 a) Zu jeder RSλ-Herleitung d existiert eine (aus d berechenbare) RSλ-
Herleitung d′ mit End(d′) ⊆ End(d), deg(d′) = deg(d), o(d′) = o(d) und FV (d′) =
FV (End(d)).
b) Wenn d = Id0 . . . dn geschlossen ist und Eig(I) = ∅, dann sind auch d0 . . . dn geschlossen.
c) Wenn d = ∀xAd0 geschlossen ist, dann ist auch d0(x/t) geschlossen fu¨r t ∈ Tλ.
Beweis: a) Induktion u¨ber die Ma¨chtigkeit von FV (d) \ FV (End(d)). Fu¨r Details siehe [Bu01b].
b) Folgt aus FV (di) ⊆ FV (d) ∪ Eig(I).
c) Folgt mit dem vorangegangenem Lemma aus FV (d0) ⊆ FV (d) ∪ Eig(I) = {x}. 2
Definition 3.2.8 Das Bezeichnungssystem RS+
D0 := Menge der RS0-Herleitungen.
Dλ := Menge der geschlossenen RSλ-Herleitungen.
D1 :=
⋃{Dλ : λ = ωλ}.
D+ := D0 ∪ D1
RS+ := (D+, o, deg,Ref, tp, []) mit o(d), deg(d), Ref(d), tp(d), d[i] fu¨r d ∈ D0 wie im vorherge-
henden Abschnitt und o(d), deg(d) fu¨r d ∈ D1 wie oben definiert.
Fu¨r d ∈ D1 sei Ref(d) := 0 und tp(d), d[i] seien definiert wie in [Bu01b] (wobei natu¨rlich I durch
λ ersetzt werden muß).
Satz 3.2.1 RS+ ist ein normales Bezeichnungssystem fu¨r RS(K)- Herleitungen und wird durch
jeden Operator kontrolliert, der abgeschlossen gegenu¨ber den Funktionen λx, y.x#y, λx.ω ·x, λx.ωx
und λx.xR ist.
Beweis: Der Beweis erfolgt wieder induktiv nach der La¨nge der Herleitung. Man sieht wieder leicht
ein, daß RS+ normal ist und auch die Forderungen an operatorkontrollierte Bezeichnungssyste-
me sind einfach zu verifizieren. Einige Hinweise finden sich in [Bu01b], der Rest sei dem Leser
u¨berlassen. 2
Satz 3.2.2 Wenn {φ1, . . . , φn} eine im Sinne der Pra¨dikatenlogik 1. Stufe gu¨ltige Sequenz von
Formeln der Sprache (∈, (Adξ)ξ∈On) ist, dann existiert eine (effektiv angebbare) RSλ-Herleitung d
mit End(d) ⊆ {φλ1 , . . . , φλn}, FV (d) = FV (End(d)) und k(d) ⊆ {0, λ}.
Beweis: Dazu wa¨hlt man einen geeigneten schnittfreien Sequenzenkalku¨l (z.B. einen Tait-Kalku¨l)
und zeigt durch Induktion u¨ber die La¨nge der Herleitungen, daß die Aussage des Satzes fu¨r jede
in diesem Kalku¨l herleitbare Sequenz gilt. Fu¨r Details siehe [Bu01b]. 2
Bemerkung: Zu jeder RSλ Herleitung d existieren natu¨rliche Zahlen k,m, n mit o(d) = ωλ+n +m
und deg(d) ≤ λ+ k.
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Kapitel 4
Die Bezeichnungssysteme Hδ
Wir definieren nun Bezeichnungssysteme Hδ (δ ∈ T (K)) fu¨r die Kollabierung und Schnittelimina-
tion. Wir beginnen zuna¨chst damit, weitere Regeln einzufu¨hren.
4.1 Das endliche Beweissystem D∗
Definition 4.1.1 (Neue Regeln)
Allgemeine Hilfsregeln:
(∀β,αw F (x))
∀xαF (x)
∀xβF (x) falls β ≤ α
(IAi0)
A
Ai0
falls A ' ∧(Ai)i∈J und i0 ∈ J
(S∀x
αF (x))
∀xαF (x)
∅
(Bβ,κA )
A
Aβ,κ
falls A ∈ Σ1(κ), β < κ ∈ Reg ∪ {K}
Pra¨dikative Schnittelimination:
(RC)
C ¬C
∅ falls rk(C) 6∈ Reg
(Eσρ )
∅
∅ falls ρ ≤ σ und [ρ, σ[∩Reg = ∅
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Σ3-Reflexion:
(8.9)ξ,piA
A
∃zpi(Adξ(z) ∧A(z,pi))
falls A ∈ Σ3(pi), ξ ∈ C(m(pi), pi) ∩m(pi)
(8.10)ξ,piA1∧...∧Ak
A1, . . . , Ak
∃zpi(Adξ(z) ∧A(z,pi)1 ∧ . . . ∧A(z,pi)k )
falls A1, . . . , Ak Unterformeln von Σ3(pi)-Formeln und
ξ ∈ C(m(pi), pi) ∩m(pi), ξ > 0
(N1)ξ,piB[~s](t) ¬Adξ(t),¬C[~s]t,∃zpi(Adξ(z) ∧B[~s]z)
falls B[~s] Konjunktion von Unterformeln von Σ3(pi)-Formeln und
C[~s] Normalform von B[~s], 1
ξ ∈ C(m(pi), pi) ∩m(pi), ξ > 0, t ∈ Tpi
(N2)ξ,piB[~s] ∀zpi(¬Adξ(z) ∨ ¬C[~s]z),∃zpi(Adξ(z) ∧B[~s]z)
falls B[~s] Konjunktion von Unterformeln von Σ3(pi)-Formeln und
C[~s] Normalform von B[~s], ξ ∈ C(m(pi), pi) ∩m(pi), ξ > 0
Stationa¨res Kollabieren:
(H110.1)
pi,α
γ,Γ,B
Γ, B
∀vpi(Adα(v)→ ∨Γ(v,K)), C(pi,K)
falls B ∈ Π3(K) und
C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) und
Γ Unterformeln von Π3(K)-Formeln
(H210.1)
pi,α
γ,Γ,B(s)
Γ, B
¬Adα(s),∨Γ(s,K), C(pi,K)
falls B ∈ Π3(K) und
C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)),
Γ Unterformeln von Π3(K)-Formeln und s ∈ Tpi
(10.1)piγ,Γ
Γ
Γ(pi,K)
falls Γ Unterformeln von Π3(K)-Formeln
1Vgl. Seite 37.
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Impra¨dikative Schnittelimination:
(H10.2)µ,pi,σγ,ζ A(s)
A(s)
A(s)(η,pi)
falls A(s) ∈ Π2(pi) und η := Ψσpi(γ + ωµ·ζ+pi)
(10.2)µ,pi,ξγ
∅
∅
k(∀β,αw F (x)) := k(∀xβF (x))
k(IAi0) := k(A) ∪ k(i0)
k(S∀x
αF (x)) := ∅
k(Bβ,κA ) := k(A
(β,κ))
k(RC) := ∅
k(Eσρ ) := {σ}
k((8.9)ξ,piA ) := {ξ, pi} ∪ k(A)
k((8.10)ξ,piA1,...,Ak) := {ξ, pi} ∪ k(A1) ∪ . . . ∪ k(Ak)
k((N1)ξ,piB[~s](t)) := {ξ, pi} ∪ k(~s) ∪ k(t)
k((N2)ξ,piB[~s]) := {ξ, pi} ∪ k(~s)
k((H110.1)
pi,α
γ,Γ,B) := {γ, pi} ∪ k(Γ) ∪ k(B)
k((H210.1)
pi,α
γ,Γ,B(s)) := {γ, pi} ∪ k(Γ) ∪ k(B) ∪ k(s)
k((10.1)piγ,Γ) := {γ, pi} ∪ k(Γ)
k((H10.2)µ,pi,σγ,ζ A(s)) := {γ, µ, pi, σ, η} ∪ k(A(s))
k((10.2)µ,pi,ξγ ) := {γ, µ, pi, ξ}
Die meisten dieser Regeln sind im allgemeinen natu¨rlich falsch. Wir werden sie nur unter be-
stimmten Umsta¨nden verwenden. (∀β,αw F (x)) dient dazu, aus einer Bezeichnung fu¨r eine RS(K)-
Herleitung eine Bezeichnung fu¨r eine RS(K)-Herleitung zu machen, in der sa¨mtliche Schlu¨sse
. . . F (t) . . . (t ∈ Tα)
∀xαF (x) durch
. . . F (t) . . . (t ∈ Tβ)
∀xβF (x) ersetzt sind. I
A
i0
erzeugt eine Bezeichnung fu¨r ei-
ne RS(K)-Herleitung, in der die Formel A durch Ai0 und alle Schlu¨sse . . . Ai . . . (i ∈ J)A durch Rep
ersetzt sind. S∀x
αF (x) werden wir nur verwenden, wenn o(h) < α ist. In dieser Situation kann
∀xαF (x) niemals Hauptformel einer Regelanwendung gewesen sein. Bβ,κA verwenden wir nur falls
o(h) < β ist. Da o(h) insbesondere die Zeugen i0 von
∨i0
A -Schlu¨ssen majorisiert, la¨ßt sich in der
entsprechenden RS(K)-Herleitung jeder ∨i0A -Schluß durch ∨i0A(β,κ) ersetzen. Die Regeln (RC) und
(Eσρ ) entsprechen der bekannten pra¨dikativen Schnitteliminationsprozedur. Die restlichen Regeln
sind nach den Sa¨tzen in [Rat92] benannt, die die Beweistransformation der zugeho¨rigen unendlichen
Pendants behandeln. Die Aufgabe von (8.9)ξ,piA besteht darin, Π2(pi)-Reflexion auf Σ3(pi)-Reflexion
hochzuziehen und mit (8.10)ξ,piA1,...,Ak ko¨nnen wir auch Formeln reflektieren, deren Konjunktion zu ei-
ner Σ3(pi)-Formel a¨quivalent ist. An dieser Stelle kommen die neuen Regelanwendungen RefξpiA(s)
ins Spiel. Die Axiome (N1)ξ,piB[~s](t), (N2)
ξ,pi
B[~s] erlauben uns entsprechende Teilherleitungen zu be-
zeichnen.
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Die Regel (10.1)piγ,Γ stellt gewissermaßen den Schlu¨ssel fu¨r diese Kollabierungs- und Schnitteli-
minationstechnik dar. Um sie zu motivieren, betrachten wir die Beweistransformationen auf den
entsprechenden unendlichen Gegenstu¨cken. Wir wollen aus einer RS(K)-Herleitung von Teilformeln
von Π3(K)-Formeln Γ mit Schnittrang < K + 1 eine RS(K)-Herleitung von Γ(pi,K) konstruieren.
Gleichzeitig soll die Ordinalzahlindizierung zusammengeschoben (kollabiert) und der Rang der
durchgefu¨hrten Schnitte verringert werden. Im unendlichen Fall geschieht dies durch transfinite
Rekursion. In den Fa¨llen, in denen die letzte Regelanwendung
∧
A,
∨i0
A , Ref
ξ
pi(A(s)) oder CutA
ist, la¨ßt sich die Induktionsvoraussetzung ohne Schwierigkeiten auf die Teilherleitungen anwenden.
Wenn wir sichern, daß im Falle eines
∨i0
A -Schlusses der Zeuge i0 unterhalb von pi und der neuen
Ordinalzahlindizierung und im Falle CutA in A außer K keine Ordinalzahlen oberhalb der neuen
Ordinalzahlindizierung auftreten, erhalten wir die gesuchte RS(K)-Herleitung mit derselben Regel.
Probleme bereitet lediglich der Fall, daß die letzte Regelanwendung RefKB ist. Fu¨r diesen Fall
seien hier die wesentlichen Beweistransformationen skizziert, wobei
... fu¨r unwesentliche Teile des
neuen Herleitungsbaumes stehen und ich Γ der Einfachheit halber als Formel auffasse:
...
...
Γ, B
Γ(τ,K), B(τ,K)
I.V.
...
Γ(τ,K),∃upi(tran(u) ∧ u 6= ∅ ∧B(u,K))
...
. . . Lτ 6= s,Γ(s,K),∃upi(tran(u) ∧ u 6= ∅ ∧B(u,K)) . . . (τ ∈Mα0 ∩ (|s|+ 1))
∧
¬Adα0(s),Γ(s,K),∃upi(tran(u) ∧ u 6= ∅ ∧B(u,K))
. . . Adα0(s)→ Γ(s,K),∃upi(tran(u) ∧ u 6= ∅ ∧B(u,K)) . . . (s ∈ Tpi)
∀xpi(Adα0(x)→ Γ(x,K)),∃upi(tran(u) ∧ u 6= ∅ ∧B(u,K))
∧
Die Regeln (H210.1)
pi,α
γ,Γ,B(s) und (H110.1)
pi,α
γ,Γ,B erlauben nun die erste bzw. zweite unendliche Re-
gel in diesem Teilbaum zu u¨berspringen. (8.10)ξ,piΓ liefert das Gegenstu¨ck Γ
(pi,K),¬∀xpi(Adα0(x)→
Γ(x,K)), um mit einem Schnitt das gewu¨nschte Ergebnis zu erzielen. Aus der Skizze sollte auch
deutlich werden, warum wir die Transformation fu¨r alle pi ∈Mα durchfu¨hren.
(10.2)µ,pi,ξγ steht fu¨r die eigentliche Schnittelimination, die wiederum eine Kollabierung erfordert.
Hier wird im Falle eines Schnittes mit Rang K auf (10.1)piγ,Γ zuru¨ckgegriffen. Der wesentliche Grund
dafu¨r, daß die Kollabierung mo¨glich ist, liegt darin, daß wir nur Herleitungen betrachten deren
Endsequenz aus Σ(pi)-Formeln besteht, und die damit keine pi-fache Verzweigung haben. Die pro-
blematischen Fa¨lle sind hier die RefξpiA(s)-Schlu¨sse, die aber noch relativ einfach zu handhaben
sind (vgl. auch [Rat94]). Dies la¨uft im wesentlichen so, daß wir unsere Π2(pi)-Formel erst inver-
tieren (Regel IA(s)t ), die Induktionsvoraussetzung anwenden, um dann auszunutzen, daß unsere
Ordinalzahlindizierung kleiner geworden ist, damit der Zeuge fu¨r unsere Σ1(pi)-Formel weit unter-
halb von pi liegt und sich so pi durch ein kleineres η ersetzen la¨ßt (Regel B(η,pi)A(s)t). Mit der Regel
(H10.2)µ,pi,σγ,ζ A(s) erhalten wir die no¨tigen Bezeichnungen fu¨r diese Transformationen.
Definition 4.1.2 (Induktive Definition der Menge D∗ endlicher Herleitungen)
1. D+ ⊆ D∗
2. (N1)ξ,piB[~s](t), (N2)
ξ,pi
B[~s] ∈ D∗
3. h0, h1 ∈ D∗ →
∧
A0∧A1 h0h1,
∨i0
A h0, CutCh0h1,∀β,αw F (x)h0, IAi0h0, S∀x
αF (x)h0, B
β,κ
A h0,
RCh0h1, E
σ
ρ h0, (8.9)
ξ,pi
A h0, (8.10)
ξ,pi
A1,...,Ak
h0, (H110.1)
pi,α
γ,Γ,Bh0, (H210.1)
pi,α
γ,Γ,B(s)h0,
(10.1)piγ,Γh0, (H10.2)
µ,pi,σ
γ,ζ A(s)h0, (10.2)
µ,pi,ξ
γ h0 ∈ D∗
wobei die Ordinalzahlen und Formeln den in den Regeln angegebenen Nebenbedingungen genu¨gen
sollen.
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4.2 Induktive Definition von o(h), deg(h) und Ref(h)
fu¨r h ∈ D∗
Fu¨r h ∈ D+ sind o(h), deg(h) und Ref(h) bereits definiert.
o((N1)ξ,piB[~s](t)) := pi
ω
deg((N1)ξ,piB[~s](t)) := pi + ω
Ref((N1)ξ,piB[~s](t)) := 0
o((N2)ξ,piB[~s]) := pi
ω + 3
deg((N2)ξ,piB[~s]) := pi + ω
Ref((N2)ξ,piB[~s]) := 0
o(
∧
A0∧A1 h0h1) := max{o(h0), o(h1)}+ 1
deg(
∧
A0∧A1 h0h1) := max{deg(h0), deg(h1)}
Ref(
∧
A0∧A1 h0h1) := max{Ref(h0), Ref(h1)}
o(
∨i0
A h0) := o(h0) + 1
deg(
∨i0
A h0) := deg(h0)
Ref(
∨i0
A h0) := Ref(h0)
o(CutCh0h1) := max{o(h0), o(h1)}+ 1
deg(CutCh0h1) := max{rk(C) + 1, deg(h0), deg(h1)}
Ref(CutCh0h1) := max{Ref(h0), Ref(h1)}
o(∀β,αw F (x)h0) := o(h0)
deg(∀β,αw F (x)h0) := deg(h0)
Ref(∀β,αw F (x)h0) := Ref(h0)
o(IAi0h0) := o(h0)
deg(IAi0h0) := deg(h0)
Ref(IAi0h0) := Ref(h0)
o(S∀x
αF (x)h0) := o(h0)
deg(S∀x
αF (x)h0) := deg(h0)
Ref(S∀x
αF (x)h0) := Ref(h0)
o(Bβ,κA h0) := o(h0)
deg(Bβ,κA h0) := deg(h0)
Ref(Bβ,κA h0) := Ref(h0)
o(RCh0h1) := o(h0)#o(h1)
deg(RCh0h1) := max{rk(C), deg(h0), deg(h1)}
Ref(RCh0h1) := max{Ref(h0), Ref(h1)}
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o(Eσρ h0) := ϕˆσ−˙ρo(h0)
deg(Eσρ h0) := ρ
Ref(Eσρ h0) := Ref(h0)
o((8.9)ξ,piA h0) := pi
o(h0)
deg((8.9)ξ,piA h0) := deg(h0)
Ref((8.9)ξ,piA h0) := ξ + 1
o((8.10)ξ,piA1,...,Akh0) := max{εpi+1, o(h0) + 2}
deg((8.10)ξ,piA1,...,Akh0) := max{pi + ω, deg(h0)}
Ref((8.10)ξ,piA1,...,Akh0) := ξ + 1
o((H110.1)
pi,α
γ,Γ,Bh0) := Ξ(α+ pi)
deg((H110.1)
pi,α
γ,Γ,Bh0) := Ξ(α+ pi)
Ref((H110.1)
pi,α
γ,Γ,Bh0) := max{α,Ref(h0)}
o((H210.1)
pi,α
γ,Γ,B(s)h0) := Ξ(α+ |s|) + ω
deg((H210.1)
pi,α
γ,Γ,B(s)h0) := Ξ(α+ pi)
Ref((H210.1)
pi,α
γ,Γ,B(s)h0) := max{α,Ref(h0)}
o((10.1)piγ,Γh0) := Ξ(γ +Ko(h0) + pi)
deg((10.1)piγ,Γh0) := Ξ(γ +Ko(h0) + pi)
Ref((10.1)piγ,Γh0) := max{γ +Ko(h0), Ref(h0)}
o((H10.2)µ,pi,σγ,ζ A(s)h0) := Ψ
σ
pi(γ + ω
µ·o(h0)+pi)
deg((H10.2)µ,pi,σγ,ζ A(s)h0) := Ψ
σ
pi(γ + ω
µ·o(h0)+pi)
Ref((H10.2)µ,pi,σγ,ζ A(s)h0) := max{γ + ωµ·(o(h0)+1), Ref(h0)}
o((10.2)µ,pi,ξγ h0) := Ψ
ξ
pi(γ + ω
µ·o(h0))
deg((10.2)µ,pi,ξγ h0) := Ψ
ξ
pi(γ + ω
µ·o(h0))
Ref((10.2)µ,pi,ξγ h0) := max{γ + ωµ·o(h0), Ref(h0)}
Man beachte: piω = (ωpi)ω = ωpi·ω = ϕ0(pi · ω).
4.3 Induktive Definition von tp(h) und h[i]
fu¨r h ∈ D∗, i ∈ |tp(h)|
Fu¨r h ∈ D+ sind tp(h) und h[i] bereits definiert. Die folgenden Definitionen von h[i] sind teilweise
sehr komplex. Sie sind im Anhang noch einmal in einer suggestiveren Schreibweise wiederholt.
Ist A ≡ A1 ∧ . . . ∧An eine Konjunktion von Unterformeln von Σ3(pi)-Formeln, dann existiert eine
LAd-Formel B[~a] ≡ B1[~a] ∧ . . . ∧ Bn[~a] und ~s ∈ T <ωpi mit A ≡ B[~s]pi. Sei GML die Theorie in
LAd, die aus den Axiomen (Ext), (Paar), (Ver) und dem Axiomenschema ϕ − Sep, ϕ ∈ ∆0 (auf
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die reichere Sprache u¨bertragen!) besteht. Zu B[~a] existiert eine weitere LAd-Formel C[~a] in Σ3-
Gestalt, so daß die A¨quivalenz von B[~a] und C[~a] in GML beweisbar ist. Es gibt also endlich viele
Axiome φ1, . . . , φk aus GML, so daß die Sequenz
¬φ1, . . . ,¬φk,¬B[~a], C[~a]
rein logisch herleitbar ist.
Da fu¨r die Kodierung von Mengentupeln nur das Paarmengenaxiom erforderlich ist, la¨ßt sich C[~a]
so wa¨hlen, daß auch die A¨quivalenz von C[~a]y, B[~a]y in GML beweisbar ist, wenn y eine nichtleere
transitive Menge ist, die das Paarmengenaxiom erfu¨llt. Es gibt also weitere Axiome ψ1, . . . , ψl aus
GML, so daß die Sequenz
¬ψ1, . . . ,¬ψl,¬(tran(y) ∧ y 6= ∅ ∧ (Paar)y),¬C[~a]y, B[~a]y
rein logisch herleitbar ist.
Lt. Satz 3.2.2 existieren also RSpi-Herleitungen d0, d1 von
¬φpi1 , . . . ,¬φpik ,¬B[~a]pi, C[~a]pi
und
¬ψpi1 , . . . ,¬ψpil ,¬(tran(y) ∧ y 6= ∅ ∧ (Paar)y),¬C[~a]y, B[~a]y
mit FV (d0) ⊆ {a0, . . . , am} und FV (d1) ⊆ {a0, . . . , am, y}. Da s0, . . . , sm, Lτ ∈ Tpi sind, sind auch
d0(~a/~s), d1(~a/~s, y/Lτ ) RSpi-Herleitungen fu¨r τ < pi. Alle diese Dinge lassen sich effektiv aus A bzw.
B berechnen. Wir bezeichnen C[~s] dann auch als Normalform von B[~s].
Wir definieren:
tp((N1)ξ,piB[~s](t)) :=
∧
¬Adξ(t)
und
(N1)ξ,piB[~s](t)[τ ] := CutC[~s]τ (da, db) fu¨r τ ∈Mξ ∩ |t|
mit
da := Ax∗10(Lτ 6= t,¬C[~s]t, C[~s]τ )
db :=
∨τ
F0
∧
F1
(Cutψ0(db1 , db2),
∨τ
Adξ(Lτ )
Ax∗3(Lτ = Lτ ))
db1 :=
∧∗
ψ0
((Ax∗6(tran(Lτ )),
∨0
Lτ 6=∅
Ax∗3(L0 = L0)), Ax
∗
1(Paar
τ ))
db2 := Cutψpi1 (Ax
∗
1(ψ
pi
1 ), . . . , Cutψpil (Ax
∗
1(ψ
pi
l ), d1(~a/~s, y/Lτ )) . . .)
ψ0 :≡ tran(Lτ ) ∧ Lτ 6= ∅ ∧ Paarτ
F0 :≡ ∃zpi(Adξ(z) ∧B[~s]z)
F1 :≡ Adξ(Lτ ) ∧B[~s]τ
tp((N2)ξ,piB[~s]) :=
∧
∀zpi(¬Adξ(z)∨¬C[~s]z)
(N2)ξ,piB[~s][t] :=
∨∗
¬Adξ(t)∨¬C[~s]t(N1)
ξ,pi
B[~s](t)
fu¨r t ∈ Tpi.
Fu¨r h = Ih0 . . . hn mit I =
∧
A0∧A1 , I =
∨i0
A oder I = CutC sei tp(h) := I und h[i] := hi fu¨r
i ∈ tp(h).
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Fu¨r h = ∀β,αw F (x)h0 sei
tp(h) :=
{ ∧
∀xβF (x) falls tp(h0) =
∧
∀xαF (x)
tp(h0) sonst
h[i] := ∀β,αw F (x)(h0[i])
fu¨r i ∈ |tp(h)|.
Fu¨r h = IAi0h0 sei
tp(h) :=
{
Rep falls tp(h0) =
∧
A
tp(h0) sonst
h[i] := IAi0(h0[i])
fu¨r i ∈ |tp(h)|.
Fu¨r h = S∀x
αF (x)h0 sei
tp(h) := tp(h0) und h[i] := S∀x
αF (x)(h0[i])
fu¨r i ∈ |tp(h)|.
Fu¨r h = Bβ,κA h0 sei
tp(h) :=
{ ∨i0
A(β,κ) falls tp(h0) =
∨i0
A
tp(h0) sonst
h[i] := Bβ,κA (h0[i])
fu¨r i ∈ |tp(h)|.
Fu¨r h = RCh0h1 sei
tp(h) :=

tp(h0) falls C 6∈ ∆(tp(h0))
tp(h1) falls ¬C 6∈ ∆(tp(h1))
CutCi0 falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h1) =
∨i0
¬C
Cut¬Ci0 falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h0) =
∨i0
¬C
h[i] :=
{
RCh0[i]h1 falls C 6∈ ∆(tp(h0))
RCh0h1[i] falls ¬C 6∈ ∆(tp(h1))
h[0] :=
{
RCh0[i0]h1 falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h1) =
∨i0
¬C
RCh0h1[i0] falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h0) =
∨i0
¬C
h[1] :=
{
RCh0[0]h1 falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h0) =
∨i0
¬C
RCh0h1[0] falls C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h1) =
∨i0
¬C
Fu¨r h = Eσρ h0 sei
tp(h) :=
{
Rep falls tp(h0) = CutC mit ρ ≤ ν := rk(C) < σ
tp(h0) sonst
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h[i] :=
{
EνρRCE
σ
ν h0[0]E
σ
ν h0[1] falls tp(h0) = CutC mit ρ ≤ ν := rk(C) < σ
Eνρh0[i] sonst
fu¨r i ∈ |tp(h)|.
Fu¨r h = (8.9)ξ,piA h0 sei
tp(h) :=
{
Refξpi(As) falls tp(h0) =
∨s
A
tp(h0) sonst
h[i] := (8.9)ξ,piA (h0[i])
fu¨r i ∈ |tp(h)|.
Fu¨r h = (8.10)ξ,piA1,...,Anh0 sei
tp(h) := Cut∃zpi(Adξ(z)∧C[~s]z)
h[0] := CutB[~s]pi (h0, (8.9)
ξ,pi
C[~s]pid)
mit
d := Cutφpi1 (Ax
∗
1(φ
pi
1 ), . . . , Cutφpik (Ax
∗
1(φ
pi
k ), d0(~a/~s)) . . .)
wobei B die LAd-Formel und d0 die Herleitung von Seite 37 fu¨r A ≡ A1 ∧ . . . ∧An seien.
h[1] := (N2)ξ,piB[~s]
Fu¨r h := (H110.1)
pi,α
γ,Γ,Bh0 sei
tp(h) :=
∧
∀vpi(Adα(v)→∨Γ(v,K))
h[s] :=
∨∗
¬Adα(s)∨∨Γ(s,K)(H210.1)pi,αγ,Γ,B(s)h0
fu¨r s ∈ Tpi.
Fu¨r h := (H210.1)
pi,α
γ,Γ,B(s)h0 sei
tp(h) :=
∧
¬Adα(s)
h[τ ] := Cut∧¬Γ(τ,K)(d1,∨τ
C(pi,K)
∧
G
(d2,
∨∗
(10.1)τγ,Γ,Bh0))
fu¨r τ ∈Mα ∩ |s| mit
C :≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K))
G :≡ (tran(Lτ ) ∧ Lτ 6= ∅) ∧B(τ,K)
d1 := Ax∗10(Lτ 6= s,
∧
¬Γ(τ,K),
∨
Γ(s,K))
d2 :=
∧
(Ax∗6(tran(Lτ )),
∨0
Lτ 6=∅
∨0
L0∈Lτ
Ax∗3(L0 = L0))
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Fu¨r h := (10.1)piγ,Γh0 sei
tp(h) :=

CutF falls tp(h0) = RefK(B)∧
A(pi,K) falls tp(h0) =
∧
A∨i0
A(pi,K) falls tp(h0) =
∨i0
A
CutD(pi,K) falls tp(h0) = CutD
tp(h0) sonst
mit F :≡ ∃vpi(Adαˆ0(v) ∧∧¬End(h0)(v,K)), αˆ0 := γ +Ko(h0[0]).
Falls tp(h0) = RefK(B) sei
h[0] := (8.10)pi,αˆ0¬End(h0)(pi,K)d0
h[1] := (H110.1)
pi,αˆ0
γ,End(h0),B
h0[0]
mit End(h0) = {F1, . . . , Fm} und
d0 :=
∧
¬F (pi,K)1 ∧...∧¬F (pi,K)m
(Ax∗10(¬F (pi,K)1 , F (pi,K)1 ), . . .∧
¬F (pi,K)m−1 ∧¬F (pi,K)m
(Ax∗10(¬F (pi,K)m−1 , F (pi,K)m−1 ), (Ax∗10(¬F (pi,K)m , F (pi,K)m ) . . .).
Sonst sei
h[i] := (10.1)piγ∗,End(h0[i])h0[i]
fu¨r i ∈ |tp(h)|, wobei
γ∗ := γi := γ + ωK·o(h0[i])+|i|
falls tp(h0) =
∧
∀xKF (x) und γ
∗ = γ sonst.
Fu¨r h := (H10.2)µ,pi,σγ,ζ A(s)h0 sei
tp(h) :=
∧
A(s)(η,pi)
mit η := Ψσpi(γ + ω
µ·ζ+pi).
h[t] := Bη,piA(s)t(10.2)
µ,pi,σ
γt I
A(s)
t h0
fu¨r t ∈ Tη mit γt := γ + ωµ·ζ+|t|.
Man beachte: A(s)t ≡ ∃xpiG(s, t, x) fu¨r A(s) ≡ ∀ypi∃xpiG(s, y, x).
Fu¨r h := (10.2)µ,pi,ξγ h0 mit tp(h0) = Ref
σ
piA(s) sei
tp(h) :=
∨η
∃zpi(Adσ(z)∧∃u∈zA(u)(z,pi))
mit η := Ψσpi(γ + ω
µ·o(h0[0])+pi),
h[0] :=
∧
F1
(
∨η
Adσ(Lη)
Ax∗3(Lη = Lη),
∨s
F2
(H10.2)µ,pi,σγ,ζ A(s)h0[0])
mit ζ := o(h0[0]) und
F1 :≡ Adσ(Lη) ∧ ∃u ∈ LηA(u)(η,pi)
F2 :≡ ∃u ∈ LηA(u)(η,pi).
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Fu¨r den Rest des Abschnitts sei α0 := max{o(h0[0]), o(h0[1])}.
Fu¨r h := (10.2)µ,pi,ξγ h0 mit tp(h0) = CutA und pi ≤ rk(A) sei tp(h) := Rep.
Ist rk(A) = K, dann sei
h[0] := (10.2)µ
′,pi,ξ
γ′ (CutA(κ,K)((10.1)
κ
γ,Γ,Ah0[0], (10.1)
κ
γ,Γ,¬Ah0[1]))
mit κ := Ξ(γ +Kα0), γ′ := γ + ωK·α0 · 2, µ′ := Ξ(γ +Kα0 + κ) und Γ := End(h0).
Ist pi < rk(A) 6∈ Reg, dann sei
h[0] := (10.2)ν,pi,ξαˆ0 E
Ψ0τ (αˆ0)
ν¯ (CutA((10.2)
ν,τ,0
γ h0[0], (10.2)
ν,τ,0
γ h0[1]))
mit αˆ0 := γ + ωµ·α0 , τ := St(rk(A)) und ν := St(rk(A))−.
Ist pi ≤ rk(A) ∈ Reg und α0 < rk(A) =: τ , dann sei
h[0] :=
{
(10.2)µ,pi,ξγ S¬Ah0[1] falls A ≡ ∃xτF (x)
(10.2)µ,pi,ξγ SAh0[0] falls A ≡ ∀xτF (x)
Ist pi ≤ rk(A) ∈ Reg und pi = τ ≤ α0, dann sei
h[0] := Cut
A(Ψ
0
τ (αˆ0),τ)
(d1, d2)
mit
d1 := B
Ψ0τ (αˆ0),τ
A (10.2)
µ,τ,0
γ h0[0]
d2 := (10.2)
µ,τ,0
αˆ0
(∀Ψ0τ (αˆ0),τw F (x))h0[1]),
wobei o.B.d.A. ¬A ≡ ∀xτF (x).
Ist pi ≤ rk(A) ∈ Reg und pi < τ ≤ α0, dann sei
h[0] := (10.2)ν,pi,ξγ′ E
Ψ0τ (δ
′)
ν¯ CutA(Ψ0τ (αˆ0),τ)(d1, d2)
mit d1, d2 wie oben und δ′ := αˆ0 + ωµ·α0 , γ′ := δ′ + ωµ·α0 , ν := St(Ψ0τ (δ
′))−.
In allen u¨brigen Fa¨llen, d.h. wenn tp(h0) 6= RefσpiA(s) und (tp(h0) 6= CutA oder rk(A) < pi) gilt,
ist
tp(h) := tp(h0) und h[i] := (10.2)µ,pi,ξγ h0[i] fu¨r i ∈ |tp(h)|.
4.4 Induktive Definition von Hδ
Definition 4.4.1 (Die Bezeichnungssysteme Hδ fu¨r RS(K)-Herleitungen)
1. D+ ⊆ Hδ ⊆ D∗
2. h0, h1 ∈ Hδ →
∧
A0∧A1 h0h1,
∨i0
A h0, CutCh0h1 ∈ Hδ
3. h0 ∈ Hδ, β ≤ α→ ∀β,αw F (x)h0 ∈ Hδ
4. h0 ∈ Hδ, A '
∧
(Ai)i∈J , i0 ∈ J → IAi0h0 ∈ Hδ
5. h0 ∈ Hδ, o(h0) < α→ S∀xαF (x)h0 ∈ Hδ
6. h0, h1 ∈ Hδ, rk(C) 6∈ Reg → RCh0h1 ∈ Hδ
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7. h0 ∈ Hδ, ρ ≤ σ, [ρ, σ[∩Reg = ∅, deg(h0) ≤ σ → Eσρ h0 ∈ Hδ
8. h0 ∈ Hδ, A ∈ Σ1(κ), o(h0) ≤ β < κ ∈ Reg ∪ {K} → Bβ,κA h0 ∈ Hδ
9. t ∈ Tpi, B[~s] Konjunktion von Unterformeln von Σ3(pi)-Formeln→ (N1)ξ,piB[~s](t), (N2)ξ,piB[~s] ∈ Hδ
10. h0 ∈ D+, ξ ∈ C(m(pi), pi) ∩ pi, A ∈ Σ3(pi)→ (8.9)ξ,piA h0 ∈ Hδ
11. h0 ∈ D+, ξ ∈ C(m(pi), pi) ∩ pi, ξ > 0, A1, . . . , Ak Unterformeln von Σ3(pi)-Formeln,
→ (8.10)ξ,piA1,...,Akh0 ∈ Hδ
12. h0 ∈ Hγ , αˆ0 := γ +Ko(h0), pi ∈M αˆ0 , s ∈ Tpi, NF (γ,Ko(h0)),
Γ Unterformeln von Π3(K)-Formeln, B ∈ Π3(K), C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) ∈ Γ,
k(h0)∪k(Γ) ⊆ C(γ+1,Ξ(γ+1)), End(h0) ⊆ Γ, B, αˆ0+pi ≤ δ → (H210.1)pi,αˆ0γ,Γ,B(s)h0 ∈ Hδ
13. h0 ∈ Hγ , αˆ0 := γ +Ko(h0), pi ∈M αˆ0 , NF (γ,Ko(h0)),
Γ Unterformeln von Π3(K)-Formeln, B ∈ Π3(K), C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) ∈ Γ,
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)), End(h0) ⊆ Γ, B, αˆ0 + pi ≤ δ → (H110.1)pi,αˆ0γ,Γ,Bh0 ∈ Hδ
14. h0 ∈ Hγ , αˆ := γ +Ko(h0), pi ∈M αˆ, NF (γ,Ko(h0)), deg(h0) ≤ K + 1,
Γ Unterformeln von Π3(K)-Formeln,
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)), End(h0) ⊆ Γ, αˆ+ pi ≤ δ → (10.1)piγ,Γh0 ∈ Hδ
15. h0 ∈ Hγ , αˆ := γ + ωµ·α0 , α0 := max{o(h0) + 1, pi}+ 1, µ ∈ Kard, pi ≤ µ,
σ ≤ γ, NF (γ, ωµ·o(h0)), σ ∈ C(m(pi), pi) ∩m(pi), deg(h0) ≤ µ¯,
{γ, pi, σ, µ} ∪ k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ∩
⋂{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ ≤ K}
End(h0) \ {A(s)} ⊆ Σ1(pi) ∪∆0(pi), A(s) ∈ Π2(pi),
Ref(h0) ≤ γ, ζ = o(h0), αˆ ≤ δ → (H10.2)µ,pi,σγ,ζ A(s)h0 ∈ Hδ
16. h0 ∈ Hγ , αˆ := γ + ωµ·o(h0), µ ∈ Kard, pi ≤ µ,
ξ ≤ γ, NF (γ, ωµ·o(h0)), ξ ∈ C(m(pi), pi) ∩m(pi), deg(h0) ≤ µ¯
{γ, pi, ξ, µ} ∪ k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ∩
⋂{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ ≤ K}
End(h0) ⊆ Σ1(pi) ∪∆0(pi),
Ref(h0) ≤ γ, αˆ ≤ δ → (10.2)µ,pi,ξγ h0 ∈ Hδ
Erst jetzt ist die Definition von Hδ abgeschlossen und pra¨zisiert, in welchem Kontext wir die zu
Beginn dieses Abschnittes eingefu¨hrten Regeln benutzen wollen. Zur Bedeutung der hier ange-
gebenen Bedingungen vgl. man auch die Ausfu¨hrungen am Anfang dieses Abschnittes. Bei der
Forderung k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)) in 12.-14. und der Forderung {γ, pi, ξ, µ} ∪ k(h0) ⊆
C(γ+1,Ξ(γ+1))∩⋂{C(γ+1,Ψ0τ (γ+1)) : pi ≤ τ ≤ K} in 15. und 16. handelt es sich um die bereits
erwa¨hnten Einschra¨nkungen, die notwendig sind, um die in den Zeugen auftretenden Ordinalzah-
len unterhalb der kollabierten Ordinalzahlindizierung der neuen Herleitung zu halten und dafu¨r zu
sorgen, daß Schnittformeln der Induktionsvoraussetzung genu¨gen. NF (γ,Ko(h0)) wird uns diverse
Male erlauben, auf γ ∈ C(α, β) zu schließen und ξ ∈ C(m(pi), pi) ∩m(pi) ist gleichbedeutend mit
Mξ stationa¨r in pi, wie wir bereits gesehen hatten. Man beachte auch, daß die Regeln (8.9)ξ,piA und
(8.10)ξ,piA1,...,Ak nur auf Herleitungen h0 ∈ D+ anwendbar sind.
Definition 4.4.2 (Die Operatoren Hδ)
Die Operatoren Hδ sind durch
Hδ(X) :=
⋂
{C(α, β) : X ⊆ C(α, β) ∧ δ < α}
definiert.
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Die Hauptaufgabe der Operatoren liegt darin, dafu¨r zu sorgen, daß die Ordinalzahlindizierung
nach dem Kollabieren streng monoton ist, d.h. hier den gewa¨hlten Bezeichnungen fu¨r Teilba¨ume
muß eine kleinere Ordinalzahl zugewiesen sein als der Bezeichnung des Baumes. Das Konzept der
operatorkontrollierten Herleitungen ist zuerst in [Bu92] eingefu¨hrt worden. Das na¨chste Lemma
faßt die fu¨r uns wesentlichen Eigenschaften der Operatoren zusammen:
Lemma 4.4.1
i) Hδ(X) ⊆ Hγ(X) fu¨r δ < γ.
ii) Die Operatoren Hδ sind abgeschlossen gegenu¨ber +,#, ·, ϕ, ϕˆ und (σ 7−→ Ωσ)σ<K.
iii) Ist ξ, pi, α ∈ Hδ(X) und ξ ≤ α ≤ δ, dann ist Ψξpi(α) ∈ Hδ(X).
iv) Ist Ωσ ≤ η < Ωσ+1 < K und η ∈ Hδ(X), dann sind σ,Ωσ,Ωσ+1 ∈ Hδ(X).
Beweis: Siehe [Rat92] 2
Der na¨chste Satz beinhaltet die zentrale Aussage dieser Arbeit:
Satz 4.4.1 (Hδ, o, deg,Ref, tp, []) ist ein normales Bezeichnungssystem fu¨r RS(K)-Herleitungen
und wird durch den Operator Hδ kontrolliert.
Beweis: Es sind die Bedingungen a)-m) fu¨r operatorkontrollierte Herleitungen aus Definition 2.4.1
zu zeigen und es ist zu zeigen, daß die Funktion [] nicht aus Hδ herausfu¨hrt, d.h.
n) h[i] ∈ Hδ fu¨r h ∈ Hδ und i ∈ |tp(h)|.
Der Beweis erfolgt wieder durch vollsta¨ndige Induktion u¨ber die La¨nge der Herleitung h ∈ Hδ.
Soweit nicht anders angegeben, werden die Bezeichnungen aus den Definitionen von Seite 36 bis
42 verwendet. Die Fa¨lle entsprechen den zur Definition von h[i] vorgenommenen Fallunterschei-
dungen, wobei die Reihenfolge aus Definition 4.4.1 beibehalten wurde.
Fu¨r h ∈ D+ gilt die Behauptung lt. Satz 3.2.1.
Ist h =
∧
A0∧A1 h0h1, h =
∨i0
A h0 oder h = CutCh0h1, so folgen a)-n) unmittelbar aus der
Induktionsvoraussetzung.
I. h = ∀β,αw F (x)h0
a) Fu¨r ∆(tp(h)) = ∆(tp(h0)) folgt die Beh. aus der I.V. und sonst ist
∆(tp(h)) = {∀xβF (x)} = ∆(∀β,αw F (x)) ⊆ End(h).
b) Lt. I.V. gilt
End(h[i]) = End(h0[i]) \ {∀xαF (x)} ∪ {∀xβF (x)}
⊆ (End(h0),∆i(tp(h0)) \ {∀xαF (x)} ∪ {∀xβF (x)}
⊆ End(h) ∪∆i(tp(h)),
da ∆i(tp(h)) = ∆i(tp(h0)) fu¨r i ∈ |tp(h)|.
c) Lt. I.V. gilt
o(h[i]) = o(h0[i]) < o(h0) = o(h)
f.a. i ∈ |tp(h0)| ⊇ |tp(h)|.
d),e) analog zu c).
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f)-j) folgen unmittelbar aus der I.V..
k) Lt. I.V. gilt
k(End(h)) ⊆ k(End(h0)) ∪ k(∀xβF (x)) ⊆ k(h0) ∪ k(∀xβF (x)) = k(h)
l) Fu¨r tp(h) = tp(h0) folgt die Beh. aus der I.V. da Hδ(k(h0)) ⊆ Hδ(k(h)) wg. k(h0) ⊆ k(h) und
sonst ist
k(tp(h)) = k(∀xβF (x)) ⊆ k(h) ⊆ Hδ(k(h))
m) Fu¨r tp(h) = tp(h0) folgt die Beh. wieder aus der I.V. und sonst ist
k(h[i]) = k(∀xβF (x)) ∪ k(h0[i]) ⊆ Hδ(k(h) ∪ k(i))
fu¨r i ∈ |tp(h)| ⊆ |tp(h0)| ebenfalls lt I.V..
n) Lt. I.V. gilt h0[i] ∈ Hδ, also auch h[i] ∈ Hδ.
II. h = IAi0h0
a)-k) folgen trivialerweise (wenn tp(h) = Rep) oder analog zum vorherigen Fall.
l) Folgt unmittelbar aus der I.V., da tp(h) = Rep oder tp(h) = tp(h0) und o(h) = o(h0).
m) Da k(A) ⊆ k(h) und k(h0[i]) ⊆ Hδ(k(h0) ∪ k(i)) ⊆ Hδ(k(h) ∪ k(i)) folgt die Behauptung.
n) folgt analog zum vorherigen Fall.
III. h = S∀x
αF (x)h0
a) Da o(h0) < α folgt aus der I.V. h) tp(h0) 6=
∧
∀xαF (x) und somit lt. I.V. a)
∆(tp(h)) = ∆(tp(h0)) ⊆ End(h0) \ {∀xαF (x)} = End(h)
b)-m) folgen unmittelbar aus der I.V. bzw. analog zu oben.
n) Lt. I.V. c) ist o(h0[i]) < o(h0) < α.
IV. h = Bβ,κA h0
a) Wa¨re tp(h0) = RefKB oder tp(h0) = RefξκB mit ∆(tp(h0)) = {A}, dann wa¨re lt. I.V. i) bzw.
j) κ < o(h0) im Widerspruch zu o(h0) < κ.
Ist tp(h0) =
∨i0
A , dann gilt
∆(tp(h)) = ∆(
∨i0
A(β,κ)
) = {A(β,κ)} ⊆ End(h).
Sonst gilt lt. I.V.
∆(tp(h)) = ∆(tp(h0)) ⊆ End(h0) \ {A} ⊆ End(h).
b)-n) folgen unmittelbar aus der I.V. bzw. analog zu oben.
V. h = RCh0h1
Wir betrachten nur die beiden Fa¨lle
C 6∈ ∆(tp(h0)) und C ∈ ∆(tp(h0)),¬C ∈ ∆(tp(h1)), tp(h1) =
∨i0
¬C .
Die Beweise fu¨r die anderen Fa¨lle verlaufen analog.
a) Ist C 6∈ ∆(tp(h0)), dann gilt lt. I.V.
∆(tp(h)) = ∆(tp(h0)) ⊆ End(h0) \ {C} ⊆ End(h).
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Sonst ist ∆(tp(h)) = ∅.
b) Ist C 6∈ ∆(tp(h0)), dann gilt lt. I.V.
End(h[i]) = End(RCh0[i]h1)
= End(h0[i]) \ {C} ∪ End(h1) \ {¬C}
⊆ End(h0) \ {C} ∪ End(h1) \ {¬C} ∪∆i(tp(h0))
= End(h) ∪∆i(tp(h0)).
Sonst ist
End(h[0]) = End(RCh0[i0]h1)
= End(h0[i0]) \ {C} ∪ End(h1) \ {¬C}
⊆ End(h0) \ {C} ∪ End(h1) \ {¬C} ∪∆i0(tp(h0))
= End(h) ∪ {Ci0}
= End(h) ∪∆0(tp(h))
Fu¨r End(h[1]) folgt die Beh. analog.
c) folgt mit der I.V. aus der strengen Monotonie von # in beiden Argumenten.
d) und e) folgen unmittelbar aus der I.V..
f) Ist tp(h) = CutD, dann ist D ≡ Ci0 , D ≡ ¬Ci0 , tp(h) = tp(h0) oder tp(h) = tp(h1). Da
rk(Ci0) = rk(¬Ci0) < rk(C) und lt. I.V. in den anderen Fa¨llen
rk(D) < max{deg(h0), deg(h1)} ≤ deg(h),
folgt die Behauptung.
g)-k) folgen unmittelbar aus der I.V..
l) Der erste Fall folgt analog zu den vorangegangenen Beweisen. Sonst ist
k(tp(h)) = k(Ci0) ⊆ k(C) ∪ k(i0) = k(tp(h1)) ⊆ Hδ(k(h1)) ⊆ Hδ(h(h))
m) Im ersten Fall folgt die Behautung wieder analog zu oben. Ansonsten gilt
k(h[0]) = k(h0[i0]) ∪ k(h1)
und es ist k(h0[i0]) ⊆ Hδ(k(h0) ∪ k(i0)) lt. I.V.. Da k(i0) ⊆ k(tp(h1)) ⊆ Hδ(k(h1)) lt I.V. l) folgt
Hδ(k(h0) ∪ k(i0)) ⊆ Hδ(k(h)).
n) folgt unmittelbar aus der I.V..
VI. h = Eσν h0
a) und b) folgen trivialerweise oder unmittelbar aus der I.V..
c) Mit der I.V. folgt im Fall tp(h0) = CutC :
ϕˆν−˙ρ(ϕˆσ−˙ν(o(h0[0])#ϕˆσ−˙ν(o(h0[1]))) < ϕˆν−˙ρ(ϕˆσ−˙ν(o(h0))) = ϕˆσ−˙ρ(o(h0)) = o(h)
und sonst folgt die Beh. direkt aus der I.V. mit der Monotonie von ϕˆσ−˙ρ.
d) deg(h[i]) = ρ = deg(h)
e)-l) folgen entweder direkt aus der I.V. oder sind trivial.
m) Ist tp(h) = CutC dann gilt lt. I.V. k(C) = k(tp(h0)) ⊆ Hδ(k(h0)) und somit
ν = rk(C) ∈ Hδ(k(h0)) ⊆ Hδ(k(h)).
Mit der I.V. folgt
k(h[0]) = k(h0[0]) ∪ k(h0[1]) ∪ {ν, σ} ⊆ Hδ(k(h0) ∪ {σ}) = Hδ(k(h))
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n) Im Fall tp(h) = tp(h0) folgt die Behauptung aus der I.V.. Sonst folgt die Beh. mit der I.V. und
([ρ, ν[∪[ν, σ[) ∩Reg = [ρ, σ[∩Reg = ∅ und ν 6∈ Reg.
VII. h = (N1)ξ,piB[~s](t)
a)
∆(tp(h)) = ∆(
∧
¬Adξ(t)) = {¬Ad
ξ(t)} ⊆ End(h)
b)
End(h[τ ]) = {Lτ 6= t,¬C[~s]t,∃z(Adξ(z) ∧B[~s]z)}
⊆ End(h) ∪ {Lτ 6= t}
= End(h) ∪∆τ (tp(h))
c) Es ist
o(da), o(
∧τ
Adξ(Lτ )
Ax∗3(Lτ = Lτ )) < τ
ω
und
o(d1(~a/~s, y/Lτ )) < piω
sowie
o(Ax∗1(ψ
pi
i )) < pi
ω fu¨r i = 1, . . . , l.
Also folgt insgesamt o(h[τ ]) < piω = o(h).
d) Es ist
deg(d1(~a/~s, y/Lτ )) < pi + ω
und zu i = 1, . . . , l existieren ni mit
rk(ψpii ) = pi + ni.
Weiter existiert ein n mit
rk(ψ0) = ω · τ + n
und es ist
rk(C[~s]τ ) < pi
wg. lev(C[~s]τ ) < pi. Es folgt
deg(h[τ ]) < pi + ω = deg(h).
e)-g) sind trivial.
h) Es ist τ < |t| < pi < o(h).
i) und j) sind trivial.
k) Folgt aus k(C[~s]) = k(B[~s]) = k(~s).
l)
k(tp(h)) ∪ {o(h)} = k(t) ∪ {piω} ⊆ Hδ(k(t) ∪ {pi}) ⊆ Hδ(k(h))
m) Lt. der Bemerkung auf Seite 30 existieren n,m < ω mit
o(h[τ ]) = ωpi+n +m.
Da pi ∈ k(h) folgt
o(h[τ ]) ∈ Hδ(k(h) ∪ {τ}).
Ansonsten gilt
k(
∨τ
Adξ(Lτ )
Ax∗3(Lτ = Lτ )) = {τ},
k(d1[~a/~s, y/Lτ ]) ⊆ {0, pi, τ} ∪ k(~s),
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k(db1) = {0, τ}, k(da) = {τ} ∪ k(t) ∪ k(~s),
k(ψ0) = {τ} und k(ψpii ) = {pi} fu¨r i = 1, . . . , l.
Also ist k(h[τ ]) = k(h) ∪ {τ} ⊆ Hδ(k(h) ∪ {τ}).
n) Es ist h[τ ] ∈ D+ ⊆ Hδ.
VIII. h := (N2)ξ,piB[~s]
a)
∆(tp(h)) = {∀zpi(¬Adξ(z) ∨ ¬C[~s]z)} ⊆ End(h)
b)
End(h[τ ]) = {¬Adξ(t) ∨ ¬C[~s]t,∃zpi(Adξ(z) ∨B[~s]z)}
⊆ End(h) ∪ {¬Adξ(t) ∧ ¬C[~s]t}
= End(h) ∪∆t(tp(h))
c)
o(h[τ ]) = piω + 2 < piω + 3 = o(h)
d)
deg(h[t]) = pi + ω = deg(h)
e)-g) sind trivial.
h)
k(t) ≤ |t| < pi < o(h)
i) und j) sind trivial.
k)
k(∀zpi(¬Adξ(z) ∨ ¬C[~s]z),∃zpi(Adξ(z) ∧B[~s]z)) ⊆ {ξ, pi} ∪ k(~s) = k(h)
l)
k(tp(h)) ∪ {o(h)} = {pi, piω + 3} ∪ k(~s) ⊆ Hδ(k(h))
m)
k(h[t]) = k(t) ∪ k(~s) ∪ {ξ, pi} ⊆ Hδ(k(h) ∪ k(t))
n) Folgt aus (N1)ξ,piB[~s](t) ∈ Hδ mit 2. aus der Definition von Hδ.
IX. h = (8.9)ξ,piA h0
a) Da lev(A) ≤ pi < K folgt aus tp(h0) = RefKB, daß A 6∈ ∆(tp(h0)).
Da h0 ∈ D+ ist Ref(h0) = 0 und damit tp(h0) 6= Refστ B(s).
Ist tp(h0) 6=
∨s
A, dann ist lt. I.V.
∆(tp(h)) = ∆(tp(h0)) = ∆(tp(h0)) \ {A} ⊆ End(h0) \ {A} ⊆ End(h).
Ist tp(h0) =
∨s
A mit A ≡ ∃upi∀ypi∃xpiF (u, y, x), dann ist
∆(tp(h)) = ∆(Refξpi(∀ypi∃xpiF (s, y, x))) = {∃zpi(Adξ(z) ∧A(z,pi))} ⊆ End(h).
b) Folgt unmittelbar aus der I.V..
c)
o(h[i]) = pio(h0[i]) < pio(h0) = o(h)
d) und e) folgen unmittelbar aus der I.V..
f) Aus tp(h) = CutC folgt tp(h0) = CutC und damit rk(C) < deg(h0) = deg(h) lt. I.V..
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g)-i) folgen analog zu f).
j) Ist tp(h) = Refστ B, dann ist
tp(h) = Refξpi(∀ypi∃xpiF (s, y, x))
und damit ξ < Ref(h). Lt. I.V. ist 0 < o(h0[0]) < o(h0) und damit auch
o(h[0]) + 1 = pio(h0[0]) + 1 < pio(h0) = o(h) und pi < o(h).
Lt. Voraussetzung gilt ξ ∈ C(m(pi), pi) ∩m(pi).
k)
k(End(h)) ⊆ {pi} ∪ k(A) ⊆ k(h)
l) Es ist o(h0) ∈ Hδ(k(h0)) lt. I.V.. Da pi ∈ k(h) folgt o(h) ∈ Hδ(k(h)).
Ist tp(h) = tp(h0) so folgt die Beh. aus der I.V..
Ist tp(h) = RefξpiA(s) dann folgt die Beh. aus k) mit k(tp(h)) ⊆ k(End(h)).
m) folgt analog zu oben aus der I.V..
n) folgt ebenfalls unmittelbar aus der I.V..
X. h = (8.10)ξ,piA1,...,Akh0
a) ∅ ⊆ End(h)
b)
End(h[0]) = End(h0) \ {B[~s]pi} ∪ {∃zpi(Adξ(z) ∧ C[~s]z)} ⊆ End(h) ∪∆0(tp(h))
End(h[1]) = {∀zpi(¬Adξ(z) ∨ ¬C[~s]z),∃zpi(Adξ(z) ∧B[~s]z)} ⊆ End(h) ∪∆1(tp(h))
c)
o(h[0]) = max{o(h0), pi(ωpi+k1+k2)}+ 1 < max{o(h0) + 2, εpi+1} = o(h)
o(h[1]) = piω + 3 < εpi+1 ≤ o(h)
d)
deg(h[0]) ≤ max{deg(h0), pi + ω} = deg(h)
deg(h[1]) = pi + ω ≤ max{deg(h0), pi + ω} = deg(h)
e)
Ref(h[0]) = ξ + 1 = Ref(h)
Ref(h[1]) = 0 ≤ Ref(h)
f)
rk(∃zpi(Adξ(z) ∧ C[~s]z)) = pi + n < pi + ω ≤ deg(h)
g)-k) sind trivial.
l) folgt da lt. I.V. o(h0) ∈ Hδ(k(h0)) ⊆ Hδ(k(h)) und k(tp(h)) ⊆ k(h).
m) Es ist k(h[i]) ⊆ k(h) fu¨r i = 0, 1 und aus pi ∈ k(h) folgt auch o(h[i]) ∈ Hδ(k(h)).
n) folgt unmittelbar aus 1., 2., 9. und 10. der Definition von Hδ.
XI. h = (H110.1)
pi,αˆ0
γ,Γ,Bh0
Dann gilt h0 ∈ Hγ , αˆ0 := γ +Ko(h0), pi ∈M αˆ0 , NF (γ,Ko(h0)),
Γ Unterformeln von Π3(K)-Formeln, B ∈ Π3(K), C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) ∈ Γ,
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)), End(h0) ⊆ Γ, B, αˆ0 + pi ≤ δ.
a)
∆(tp(h)) = {∀vpi(Adαˆ0(v)→
∨
Γ(v,K))} ⊆ End(h)
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b)
End(h[s]) = {¬Adαˆ0(v) ∨
∨
Γ(v,K)} ∪ {C(pi,K)} ⊆ End(h) ∪∆s(tp(h))
c)
o(h[s]) = Ξ(αˆ0 + |s|) + ω + 2 < Ξ(αˆ0 + pi) = o(h),
da |s| ∈ pi ∈ C(αˆ0 + pi,Ξ(αˆ0 + pi))∩K = Ξ(αˆ0 + pi) und somit αˆ0 + |s| ∈ C(αˆ0 + pi,Ξ(αˆ0 + pi)) wg.
NF (αˆ0, pi).
d)
deg(h[s]) = deg((H210.1)
pi,αˆ0
γ,Γ,B(s)h0) = Ξ(αˆ0 + pi) = deg(h)
e)
Ref(h[s]) = max{αˆ0, Ref(h0)} = Ref(h)
f) und g) sind trivial.
h)
|s| < pi ∈ C(αˆ+ pi,Ξ(αˆ0 + pi)) ∩ K = Ξ(αˆ0 + pi) = o(h)
i) und j) sind trivial.
k) folgt aus k(C) = k(B) und k(Γ) ∪ {pi} ⊆ k(h).
l) Es ist
k(tp(h)) = {pi} ∪ k(Γ) \ {K} ⊆ Hδ(k(h))
und wg. αˆ0 + pi ≤ δ folgt auch
o(h) = Ξ(αˆ0 + pi) ∈ Hδ(k(h)),
da αˆ0 = γ +Ko(h0) ∈ Hδ(k(h)).
m) Es ist k(h[s]) ⊆ k(s) ∪ k(h) und analog zu oben folgt
o(h[s]) = Ξ(αˆ0 + |s|) + ω + 2 ∈ Hδ(k(h) ∪ k(s)).
n) folgt unmittelbar aus 12. der Definition von Hδ mit der I.V..
XII. h = (H210.1)
pi,αˆ0
γ,Γ,B(s)h0
Dann gilt h0 ∈ Hγ , αˆ0 := γ +Ko(h0), pi ∈M αˆ0 , s ∈ Tpi, NF (γ,Ko(h0)),
Γ Unterformeln von Π3(K)-Formeln, B ∈ Π3(K), C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) ∈ Γ,
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)), End(h0) ⊆ Γ, B, αˆ0 + pi ≤ δ.
a)
{¬Adαˆ0(s)} ⊆ End(h)
b)
End(h[τ ]) ⊆ End(h), Lτ 6= s
= End(h) ∪∆τ (tp(h))
c) Da αˆ0 + |s| < KΓ gilt αˆ0 + |s| ∈ C(αˆ0 + |s|,Ξ(αˆ0 + |s|)) und so
|s| ∈ C(αˆ0 + |s|,Ξ(αˆ0 + |s|)) ∩ K = Ξ(αˆ0 + |s|).
Also ist τ ∈ Ξ(αˆ0+ |s|) = C(αˆ0+ |s|,Ξ(αˆ0+ |s|))∩K und weiter αˆ0+ τ ∈ C(αˆ0+ |s|,Ξ(αˆ0+ |s|)),
woraus
Ξ(αˆ0 + τ) ≤ Ξ(αˆ0 + |s|)
folgt. Also gilt
o((10.1)τ,αˆ0γ,Γ,Bh0) < o(h).
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Da |s| ∈ Ξ(αˆ0 + |s|) und k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)) folgt
k(Lτ 6= s,
∧
¬Γ(τ,K),
∨
¬Γ(s,K)) ⊆ C(αˆ0 + |s|,Ξ(αˆ0 + |s|)) ∩ K.
Also o(d1) < o(h). Ebenso folgt o(d2) < o(h) und somit
o(h[τ ]) < o(h)
d) Es ist pi ∈ C(αˆ0+pi,Ξ(αˆ0+pi))∩K = Ξ(αˆ0+pi). Also |s| ∈ pi ⊆ Ξ(αˆ0+pi) ⊆ C(αˆ0+pi,Ξ(αˆ0+pi))
und weiter αˆ0 + |s| ∈ C(αˆ0 + pi,Ξ(αˆ0 + pi)) womit
Ξ(αˆ0 + |s|) < Ξ(αˆ0 + pi)
folgt.
AusNF (γ,Ko(h0)) folgt γ ∈ C(αˆ0+pi,Ξ(αˆ0+pi)) und damit Ξ(γ+1) < Ξ(αˆ0+|s|). Da τ ∈ Ξ(αˆ0+|s|)
und k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)) folgt
k(Γ(τ,K)) ⊆ C(αˆ0 + pi,Ξ(αˆ0 + pi))
Also
rk(
∧
¬Γ(τ,K)) < Ξ(αˆ0 + |s|) < Ξ(αˆ0 + pi)
e)
Ref(h[τ ]) = max{γ +Ko(h0), Ref(h0)} = max{αˆ0, Ref(h0)} = Ref(h)
f) und g) sind trivial.
h) Es wurde bereits τ < Ξ(αˆ0 + |s|) gezeigt.
i) und j) sind trivial.
k) folgt aus k(C) = k(B).
l) Es ist
k(tp(h)) = k(s) ⊆ k(h) und lt. I.V. o(h0) ∈ Hγ(k(h0)) ⊆ Hδ(k(h)),
womit αˆ0 + |s| ∈ Hδ(k(h)) und wg. αˆ0 + |s| < αˆ0 + pi ≤ δ auch Ξ(αˆ0 + |s|) ∈ Hδ(k(h)) folgt. Also
gilt o(h) ∈ Hδ(k(h)).
m) Es ist
k(d1) = k(s) ∪ k(τ) ∪ k(Γ) \ {K} ⊆ k(h) ∪ {τ}
und damit
{o(d1)} ∪ k(d1) ⊆ Hδ(k(h) ∪ {τ}).
Auf dieselbe Weise folgt {o(d2)} ∪ k(d2) ⊆ Hδ(k(h) ∪ {τ}). Weiter ist
k((10.1)τ,αˆ0γ,Γ,Bh0) = {γ, τ} ∪ k(Γ) ∪ k(B) ∪ k(h0) ⊆ k(h) ∪ {τ}
und analog zu l) folgt
o((10.1)τ,αˆ0γ,Γ,Bh0) ∈ Hδ(k(h) ∪ {τ}).
Also o(h[τ ]) ∈ Hδ(k(h)).
n) folgt unmittelbar aus den Voraussetzungen.
XIII. h = (10.1)piγ,Γh0
Dann gilt h0 ∈ Hγ , αˆ := γ +Ko(h0), pi ∈M αˆ, NF (γ,Ko(h0)), deg(h0) ≤ K + 1,
Γ Unterformeln von Π3(K)-Formeln,
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)), End(h0) ⊆ Γ, αˆ+ pi ≤ δ.
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a) Ist tp(h0) = RefKB, dann ist tp(h) ∈ Cut und somit ∆(tp(h)) = ∅ ⊆ End(h).
Fu¨r tp(h0) =
∧
A oder tp(h0) =
∨i0
A ist A ∈ End(h0) lt. I.V. und so
∆(tp(h)) = {A(pi,K)} ⊆ End(h0)(pi,K) ⊆ Γ(pi,K) = End(h).
Fu¨r tp(h0) = CutD oder tp(h0) = Rep ist nichts zu zeigen.
Ist tp(h0) = Refστ A(s), dann ist A(s) ∈ Π2(τ) und so
∆(tp(h)) = {∃z ∈ Lτ (Adσ(z) ∧ ∃u ∈ zA(u)(z,τ))}
= {(∃z ∈ Lτ (Adσ(z) ∧ ∃u ∈ zA(u)(z,τ)))(pi,K)}
⊆ End(h0)(pi,K)
⊆ Γ(pi,K) = End(h).
b) Ist tp(h0) = RefKB, dann ist tp(h) = CutF mit
F :≡ ∃vpi(Adαˆ0(v) ∧
∧
¬End(h0)(v,K)), αˆ0 := γ +Ko(h0[0]).
Es folgt
End(h[0]) = End(h0)(pi,K),∃vpi(Adαˆ0(v) ∧
∧
¬End(h0)(v,K))
⊆ Γ(pi,K), F = End(h) ∪∆0(CutF )
End(h[1]) = End(h0[0]) \ (End(h0) ∪ {B}) ∪ {¬F} ∪ {C(pi,K)}
⊆ {¬F} ∪ {C(pi,K)}
⊆ Γ(pi,K),¬F = End(h) ∪∆1(CutF )
mit C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) wg. C(pi,K) ∈ Γ(pi,K).
In den anderen Fa¨llen folgt
End(h[i]) = End((10.1)piγ∗,End(h0[i])h0[i])
= End(h0[i])(pi,K)
⊆ End(h0)(pi,K) ∪∆i(tp(h0))(pi,K)
⊆ Γ(pi,K) ∪∆i(tp(h))
= End(h) ∪∆i(tp(h))
f.a. i ∈ |tp(h)|, wobei γ∗ := γi = γ + ωK·o(h0[i])+|i| falls tp(h0) =
∧
∀xKF (x) und γ
∗ := γ sonst.
c) Ist tp(h0) = RefKB, dann ist
o(h[0]) = max{εpi+1, ων · 2 + n} < o(h)
fu¨r ν := max{rk(F (pi,K)i ) : Fi ∈ End(h0)}, n ∈ ω, da aus αˆ0 + pi ∈ C(αˆ0,Ξ(αˆ0 + pi))
pi ∈ C(αˆ0,Ξ(αˆ0 + pi)) ∩ K = Ξ(αˆ0 + pi)
und aus NF (γ,Ko(h0)) γ ∈ C(αˆ0,Ξ(αˆ0 + pi)) und somit
k(End(h0)) \ {K} ⊆ k(Γ) \ {K}
⊆ C(γ + 1,Ξ(γ + 1)) ∩ K ⊆ Ξ(αˆ0 + pi)
folgt. Weiter ist
o(h[1]) = Ξ(αˆ0 + pi) < Ξ(αˆ+ pi) = o(h),
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da lt. I.V. o(h0[0]) < o(h0) und o(h0[0]) ∈ Hγ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1)) und somit αˆ0 + pi ∈
C(αˆ+ pi,Ξ(αˆ+ pi)) fu¨r αˆ := γ +Ko(h0).
Ist tp(h0) =
∧
∀xKF (x), dann sei βi := γi + ω
K·o(h0[i]) = γ + ωK·o(h0[i])+|i| + ωK·o(h0[i]).
Aus NF (γ,Ko(h0)) folgt γ ∈ C(αˆ,Ξ(αˆ)).
Da pi ∈M αˆ ist, ist Ξ(αˆ) ≤ pi.
Es folgt
k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ⊆ C(αˆ,Ξ(αˆ)) ⊆ C(αˆ, pi)
und k(i) < pi ⊆ C(αˆ, pi).
Also mit I.V. m)
o(h0[i]) ∈ Hγ(k(h0) ∪ k(i)) ⊆ C(αˆ, pi).
Damit ist γi ∈ C(αˆ, pi) und weiter
βi ∈ C(αˆ, pi) ∩ αˆ.
Da pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi)) ∩ K = Ξ(αˆ+ pi) folgt βi, pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi)) und so
βi + pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi)) ∩ (αˆ+ pi),
d.h. o(h[i]) = Ξ(βi + pi) < Ξ(αˆ+ pi) = o(h).
In den u¨brigen Fa¨llen ist |tp(h)| ⊆ {0, 1} oder |tp(h)| ⊆ Tβ fu¨r ein β ∈ k(∆(tp(h0))).
Es folgt mit I.V. l)
β ∈ k(∆(tp(h0))) ⊆ k(tp(h0)) ⊆ Hγ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1))
und so β ⊆ C(γ + 1,Ξ(γ + 1)) ∩ K = Ξ(γ + 1).
Also ist k(i) ⊆ Ξ(γ + 1) ⊆ Ξ(αˆ+ pi).
Es folgt mit I.V. m)
o(h0[i]) ∈ Hγ(k(h0) ∪ k(i)) ⊆ C(αˆ+ pi,Ξ(αˆ+ pi))
und somit wg. γ, pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi))
o(h[i]) = Ξ(γ +Ko(h0[i]) + pi) < Ξ(αˆ+ pi) = o(h),
da lt. I.V. o(h0[i]) < o(h0).
d) Fu¨r tp(h0) = RefK(B) ist deg(h[0]) = 0 ≤ deg(h) und deg(h[1]) = o(h[1]) < o(h) = deg(h).
Sonst ist deg(h[i]) = o(h[i]) < o(h) = deg(h).
e) Fu¨r tp(h0) = RefK(B) ist
Ref(h[0]) = αˆ0 + 1 < αˆ ≤ Ref(h)
und
Ref(h[1]) = max{αˆ0, Ref(h0[0])} ≤ max{αˆ, Ref(h0)} = Ref(h).
Sonst ist
Ref(h[i]) = max{γ∗ +Ko(h0[i]), Ref(h0[i])} ≤ max{αˆ, Ref(h0)} = Ref(h).
f) Ist tp(h0) = RefK(B), dann ist k(Γ) \ {K} ⊆ C(γ + 1,Ξ(γ + 1)) ∩ K = Ξ(γ + 1). Also ist
k(Γ(pi,K)) ⊆ C(αˆ+ pi,Ξ(αˆ+ pi)) ∩ K = Ξ(αˆ+ pi).
Damit folgt rk(F ) < Ξ(αˆ+ pi) wg. End(h0) ⊆ Γ.
Ist tp(h0) = CutD, dann ist nach I.V. rk(D) < deg(h0) ≤ K + 1.
Ist rk(D) = K, dann hat D die Form Qx ∈ LKF (x) mit Q ∈ {∀,∃} und rk(F (L0)) < K.
Da lt. I.V. l)
k(D) = k(tp(h0)) ⊆ Hγ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1))
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folgt
rk(F (L0)) ∈ C(γ + 1,Ξ(γ + 1)) ∩ K ⊆ Ξ(αˆ+ pi).
Da αˆ+ pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi)) folgt auch pi ∈ C(αˆ+ pi,Ξ(αˆ+ pi)) ∩ K = Ξ(αˆ+ pi).
Also
rk(D(pi,K)) = max{pi, rk(F (L0)) + 2} < Ξ(αˆ+ pi).
Ist rk(D) < K, dann ist D(pi,K) ≡ D und so
rk(D(pi,K)) = rk(D) = ω · |D|+ n ∈ Hγ(k(h0)) ∩ K ⊆ C(γ + 1,Ξ(γ + 1)) ∩ K ⊆ Ξ(αˆ+ pi).
g) Ist tp(h0) =
∨i0
A mit i0 ∈ |tp(h0)|, dann ist tp(h) =
∨i0
A(pi,K) .
Da A Unterformel einer Π3(K)-Formel ist, ist |i0| < K und somit lt. I.V. l)
k(i0) ⊆ k(tp(h0)) ∩ K ⊆ Hγ(k(h0)) ∩ K ⊆ C(γ + 1,Ξ(γ + 1)) ∩ K = Ξ(γ + 1) < pi < Ξ(αˆ+ pi),
d.h.
∨i0
A(pi,K) ist eine Regel aus RS(K) und es ist k(i0) < o(h).
h) Ist tp(h0) =
∧
A und A ≡ ∀xKF (x), dann folgt
k(i) < pi < Ξ(αˆ+ pi)
f.a. i ∈ |tp(h)| = |∧A(pi,K) |.
Fu¨r alle u¨brigen Fa¨lle hatten wir in c) bereits k(i) < Ξ(αˆ+ pi) eingesehen.
i) ist trivial.
j) Ist tp(h0) = Refστ (A(s)), dann ist lt. I.V. σ < Ref(h0) ≤ Ref(h) und σ ∈ C(m(τ), τ) ∩m(τ).
Es ist τ ∈ k(tp(h0)) ⊆ Hγ(k(h0)) ∩ K ⊆ Ξ(γ + 1) und so τ < Ξ(αˆ+ pi).
Außerdem hatten wir bereits in a) o(h[0]) + 1 < o(h) eingesehen.
k) ist trivial.
l) Ist tp(h0) = RefK(B), dann ist
k(tp(h)) = k(F ) ⊆ k(Γ) ∪ {pi} ⊆ k(h)
und
o(h) = Ξ(αˆ+ pi) ∈ Hδ(k(h)),
wg. αˆ+ pi ≤ δ.
Die anderen Fa¨lle folgen analog.
m) Ist tp(h) = RefK(B), dann ist
k(h[0]) = {pi} ∪ k(End(h0)) ⊆ k(Γ) ∪ {pi} ⊆ k(h)
und
k(h[1]) = k(h0[0]) ∪ {γ, pi} ∪ k(End(h0)) ∪ k(B) ⊆ Hδ(k(h)).
Aus o(h0[0]) ∈ Hγ(k(h0)) und γ, pi ∈ k(h) folgt auch o(h[i]) ∈ Hδ(k(h)) fu¨r i = 0, 1.
In den u¨brigen Fa¨llen ist ebenfalls lt. I.V.
o(h0[i]) ∈ Hγ(k(h0) ∪ k(i))
und wg. {γ, pi} ∪ k(h0) ⊆ k(h) folgt
γ∗ +Ko(h0[i]) + pi ∈ Hγ(k(h) ∪ k(i))
und wg. γ∗ +Ko(h0[i]) + pi < γ +Ko(h0) + pi ≤ δ folgt
o(h[i]) = Ξ(γ∗ +Ko(h0[i]) + pi) ∈ Hδ(k(h) ∪ k(i))
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mit γ∗ = γi oder γ∗ = γ.
Außerdem gilt lt. I.V. b),k),l) und m)
k(h[i]) = {pi, γ∗} ∪ k(End(h0[i]) ∪ k(h0[i])
⊆ {pi, γ∗} ∪ k(End(h0)) ∪ k(∆i(tp(h0)) ∪ k(h0[i])
⊆ {pi, γ∗} ∪ k(h0) ∪ k(∆i(tp(h0))) ∪ k(h0[i])
⊆ {pi, γ∗} ∪ k(h0) ∪ k(tp(h0)) ∪ k(i) ∪ k(h0[i])
⊆ Hδ(k(h) ∪ k(i))
wg. {pi, γ} ∪ k(h0) ⊆ k(h) und γi ∈ Hγ(k(h) ∪ k(i)).
n) Sei zuna¨chst tp(h0) = RefK(B).
Fu¨r h[0] ∈ Hδ ist αˆ0 ∈ C(m(pi), pi) ∩m(pi) und ¬End(h0)(pi,K) Unterformeln von Σ3(pi)-Formeln
zu zeigen.
Lt. I.V. h) ist o(h0[0]) ∈ Hγ(k(h0)) und lt. Voraussetzung
k(h0) ∪ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)).
Da pi ∈M αˆ ist, ist Ξ(αˆ) ≤ pi und somit
αˆ ∈ C(αˆ,Ξ(αˆ)) ⊆ C(αˆ, pi).
Also auch γ ∈ C(αˆ, pi) wg. NF (γ,Ko(h0)) und somit
Ξ(γ + 1) ∈ C(αˆ, pi) ∩ K = pi,
da γ + 1 < αˆ. Nach Def. von Hγ folgt
o(h0[0]) ∈ C(γ + 1,Ξ(γ + 1)) ⊆ C(αˆ, pi)
und somit
αˆ0 ∈ C(αˆ, pi) ∩ αˆ,
d.h. M αˆ0 stationa¨r in pi. Also αˆ0 ∈ C(m(pi), pi) ∩m(pi).
Es ist
k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)) ⊆ C(αˆ, pi)
und somit
k(Γ) \ {K} ⊆ C(αˆ, pi) ∩ K = pi.
Also sind ¬Γ(pi,K) Unterformeln von Σ3(pi)-Formeln und damit auch ¬End(h0)(pi,K) ⊆ ¬Γ(pi,K).
Fu¨r h[1] ∈ Hδ ist h0[0] ∈ Hγ , pi ∈ M αˆ0 NF (γ,Ko(h0[0])), End(h0), B Unterformeln von Π3(K)-
Formeln, k(h0[0])∪ k(End(h0), B) ⊆ C(γ+1,Ξ(γ+1)), End(h0[0]) ⊆ End(h0), B und αˆ0+ pi ≤ δ
zu zeigen.
Lt. I.V. gilt h0[0] ∈ Hγ .
Es ist pi ∈M αˆ und so αˆ ∈ C(αˆ, pi). Es folgt γ ∈ C(αˆ, pi) wg. NF (γ,Ko(h0)) und somit
γ + 1 ∈ C(αˆ, pi) ∩ α,
d.h. Mγ+1 stationa¨r in pi.
Dann ist aber Ξ(γ + 1) = minMγ+1 < pi und somit lt. I.V. m)
o(h0[0]) ∈ Hγ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1)) ⊆ C(αˆ, pi),
da lt. Voraussetzung k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) gilt.
Insgesamt folgt αˆ0 ∈ C(αˆ, pi) ∩ αˆ und somit pi ∈M αˆ0 .
NF (γ,Ko(h0[0])) folgt unmittelbar aus NF (γ,Ko(h0)) mit der I.V. c) o(h0[0]) < o(h0).
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Da lt Vor. End(h0) ⊆ Γ sind End(h0), B Unterformeln von Π3(K)-Formeln.
Lt. Voraussetzung gilt k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) und somit lt. I.V. l)
k(h0[0]) ⊆ Hγ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1)).
Es ist k(End(h0)) ⊆ k(Γ) ⊆ C(γ + 1,Ξ(γ + 1)) und k(B) = k(C) ⊆ k(Γ).
Da tp(h0) = RefK(B) folgt End(h0[0]) ⊆ End(h0), B lt. I.V. b) und es ist αˆ0 + pi < αˆ+ pi ≤ δ lt.
I.V. c).
In den u¨brigen Fa¨llen ist h0[i] ∈ Hγ lt. I.V. und fu¨r αˆ0 = γ∗ +Ko(h0[i]) folgt wg.
o(h0[i]) ∈ C(αˆ, pi) und |i| ∈ pi ⊆ C(αˆ, pi)
αˆ0 ∈ C(αˆ, pi) und somit pi ∈M αˆ0 , da pi ∈M αˆ und αˆ0 < αˆ.
Aus NF (γ,Ko(h0)) folgt mit o(h0[i]) < o(h0) NF (γ∗,Ko(h0)).
Lt. I.V. d) ist deg(h0[i]) ≤ deg(h0) < K + 1.
Lt. I.V. b) gilt
End(h0[i]) ⊆ End(h0) ∪∆i(tp(h0))
und lt. Voraussetzung sind End(h0) ⊆ Γ Unterformeln von Π3(K)-Formeln. Ist tp(h0) = CutD,
dann folgt mit I.V. f) rk(D) ≤ K und damit, daß D Unterformel einer Π3(K)-Formel ist. Ist
tp(h0) =
∧
A oder tp(h0) =
∨i
A, dann folgt, daß Ai eine Unterformel einer Π3(K)-Formel ist,
daraus, daß A eine Π3(K)-Formel ist. Ist tp(h0) = Refστ A(s), dann ist A(s) ∈ Π2(τ) ⊆ ∆0(K) und
fu¨r tp(h0) = Rep ist ∆0(tp(h0)) = ∅.
Aus γ∗ ∈ C(γ∗ + 1,Ξ(γ∗ + 1)) folgt |i| ∈ C(γ∗ + 1,Ξ(γ∗ + 1)) ∩ K = Ξ(γ∗ + 1) und somit
k(i) ∈ C(γ∗ + 1,Ξ(γ∗ + 1)).
Also ist wg. k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) lt. I.V. m)
k(h0[i]) ⊆ Hγ(k(h0) ∪ k(i)) ⊆ C(γ∗ + 1,Ξ(γ∗ + 1)).
Weiter folgt
k(End(h0[i])) ⊆ k(End(h0)) ∪ k(∆i(tp(h0)))
⊆ k(h0) ∪ k(tp(h0)) ∪ k(i)
⊆ Hγ(k(h0) ∪ k(i)) ⊆ C(γ∗ + 1,Ξ(γ∗ + 1))
mit I.V. a),k),l).
Da auch γ∗ +Ko(h0[i]) + pi < αˆ+ pi ≤ δ folgt h[i] ∈ Hδ.
XIV. h = (H10.2)µ,pi,σγ,ζ (A(s))h0
Dann gilt h0 ∈ Hγ , αˆ := γ + ωµ·α0 , α0 := max{o(h0) + 1, pi}+ 1, µ ∈ Kard, pi ≤ µ,
σ ≤ γ, NF (γ, ωµ·o(h0)), σ ∈ C(m(pi), pi) ∩m(pi), deg(h0) ≤ µ¯,
{γ, pi, σ, µ} ∪ k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ∩
⋂{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ ≤ K}
End(h0) \ {A(s)} ⊆ Σ1(pi) ∪∆0(pi), A(s) ∈ Π2(pi),
Ref(h0) ≤ γ, ζ = o(h0), αˆ ≤ δ.
a)
∆(tp(h)) = {A(s)(η,pi)}
= ∆((H10.2)µ,pi,σγ,ζ (A(s)))
⊆ End(h)
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b)
End(h[t]) = End(h0) \ {A(s)} ∪ {A(s)(η,pi)t }
⊆ End(h),∆t(
∧
A(s)(η,pi))
c) und d) Es ist
γt + ωµ·o(h0) < γ + ωµ·o(h0)+pi
fu¨r t ∈ Tη ⊆ Tpi.
Lt. Voraussetzung ist
{γ, µ, pi, σ} ∪ k(h0) ⊆ C(γ + 1,Ψ0pi(γ + 1)) ⊆ C(γ + ωµ·o(h0)+pi, pi)
und lt. I.V. l)
o(h0) ∈ Hγ(k(h0)) ⊆ C(γ + ωµ·o(h0)+pi, pi).
Damit ist
γ + ωµ·o(h0)+pi ∈ C(γ + ωµ·o(h0)+pi, pi)
und da wg. t ∈ Tpi auch k(t) ⊆ C(γ + 1, pi) gilt, folgt analog
σ, pi, γt + ωµ·o(h0) ∈ C(γt + ωµ·o(h0), pi).
Aus σ ∈ C(m(pi), pi)∩m(pi) folgtMσ stationa¨r in pi und mit σ ≤ γ < γt+ωµ·o(h0) < γ+ωµ·o(h0)+pi
folgt lt. Satz 1.3.2
Ψσpi(γt + ω
µ·o(h0)),Ψσpi(γ + ω
µ·o(h0)+pi) < pi.
Da
C(γt + ωµ·o(h0), pi) ⊆ C(γ + ωµ·o(h0)+pi, pi),
folgt schließlich mit Satz 1.3.4(i)
deg(h[t]) = o(h[t]) = Ψσpi(γt + ω
µ·o(h0)) < Ψσpi(γ + ω
µ·o(h0)+pi) = o(h) = deg(h).
e) Es ist
Ref(h[t]) = max{γt + ωµ·o(h0), Ref(h0)} ≤ max{γ + ωµ·(o(h0)+1), Ref(h0)} = Ref(h),
da |t| < pi ≤ µ.
f) und g) sind trivial.
h) Es ist k(t) < η = o(h) fu¨r t ∈ Tη.
i) und j) sind trivial.
k)
k(End(h)) ⊆ k(End(h0)) ∪ k(A(s)) ∪ {η} ⊆ k(h)
l) Es sind σ, µ, pi ∈ k(h) und lt. I.V. ist
o(h0) ∈ Hγ(k(h0)) ⊆ Hδ(k(h)).
Da pi ≤ µ ist, ist
γ + ωµ·o(h0)+pi ≤ γ + ωµ·o(h0)+µ ≤ γ + ωµ·(o(h0)+1) ≤ γ + ωµ·α0 ≤ δ
und so
o(h) = Ψσpi(γ + ω
µ·o(h0)+pi) ∈ Hδ(k(h)).
Aus k(A(s)) ⊆ k(h) folgt k(tp(h)) ⊆ Hδ(k(h)).
m) Es ist
k(h[t]) = {η, µ, pi, σ, γt} ∪ k(t) ∪ k(h0)
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und damit
k(h[t]) ⊆ Hδ(k(h) ∪ k(t)).
Aus γt + ωµ·o(h0) < δ folgt auch
o(h[t]) ∈ Hδ(k(h) ∪ k(t)).
n) Es ist h0 ∈ Hγ , µ ∈ Kard, pi ≤ µ, σ ≤ γ < γt, NF (γt, ωµ·o(h0)), σ ∈ C(m(pi), pi) ∩m(pi),
{γ, pi, σ, µ} ∪ k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ⊆ C(γt + 1,Ξ(γt + 1))
und
{γ, pi, σ, µ} ∪ k(h0) ⊆
⋂
{C(γt + 1,Ψ0τ (γt + 1)) : pi ≤ τ < K},
da fu¨r Ψ0τ (γt + 1) < τ aus der Definition von Ψ
0
τ (γt + 1) und mit NF (γ, ω
µ·o(h0)) folgt γ, τ ∈
C(γt + 1,Ψ0τ (γt + 1)) und damit lt. Satz 1.3.4(i) Ψ
0
τ (γ + 1) < Ψ
0
τ (γt + 1), d.h. in jedem Fall
C(γ + 1,Ψ0τ (γ + 1)) ⊆ C(γt + 1,Ψ0τ (γt + 1)).
Ist Ψ0τ (γt + 1) = τ , dann ist
|t| ∈ C(γt + 1,Ψ0τ (γt + 1)),
wg. |t| < pi ≤ τ .
Ist Ψ0τ (γt + 1) < τ , dann ist
γt + 1 ∈ C(γt + 1,Ψ0τ (γt + 1)).
Also in jedem Fall γt ∈ C(γt + 1,Ψ0τ (γt + 1)). Ausserdem gilt γt ∈ C(γt + 1,Ξ(γt + 1)).
Weiter ist End(IA(s)t h0) ⊆ Σ1(pi) ∪∆0(pi) und Ref(h0) ≤ γ < γt, sowie
γt + ωµ·o(h0) = γ + ωµ·o(h0)+|t| + ωµ·o(h0)
≤ γ + ωµ·(o(h0)+1) + ωµ·o(h0)
≤ γ + ωµ·α0 ≤ δ
Da A(s) ∈ Π2(pi) ist, ist A(s)t ∈ Σ1(pi) und es ist
o((10.2)µ,pi,σγt I
A(s)
t h0) = o(h[t]) < o(h) = η < pi ∈ Reg.
XV. h = (10.2)µ,pi,ξγ h0
Dann gilt h0 ∈ Hγ , αˆ := γ + ωµ·o(h0), µ ∈ Kard, pi ≤ µ,
ξ ≤ γ, NF (γ, ωµ·o(h0)), ξ ∈ C(m(pi), pi) ∩m(pi), deg(h0) ≤ µ¯
{γ, pi, ξ, µ} ∪ k(h0) ⊆ C(γ + 1,Ξ(γ + 1)) ∩
⋂{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ ≤ K}
End(h0) ⊆ Σ1(pi) ∪∆0(pi),
Ref(h0) ≤ γ, αˆ ≤ δ.
XV.1. tp(h0) = Refσpi (A(s))
a)
∆(tp(h)) = {∃zpi(Adσ(z) ∧ ∃u ∈ zA(u)(z,pi))} = ∆(tp(h0)) ⊆ End(h0) = End(h)
b)
End(h[0]) = {Adσ(Lη) ∧ ∃u ∈ LηA(u)η,pi} = ∆0(tp(h))
c) Da tp(h0) = Refσpi (A(s)) ist, gilt lt. I.V. j) o(h0[0]) + 1 < o(h0), und mit pi ≤ µ folgt
γ + ωµ·o(h0[0])+pi < γ + ωµ·o(h0).
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Sei d := h0 oder d := h0[0]. Dann sind γ, pi, ξ, µ ∈ C(γ + 1,Ψ0pi(γ + 1)) ⊆ C(γ + ωµ·o(d), pi) und lt.
I.V. l),m) ist o(d) ∈ Hγ(k(h0)) ⊆ C(γ + ωµ·o(d), pi).
Es folgt
γ + ωµ·o(d)(+pi) ∈ C(γ + ωµ·o(d), pi).
Da ξ ∈ C(m(pi), pi) ∩m(pi) ist lt. 1.3.2
Ψξpi(γ + ω
µ·o(d)) < pi
und somit folgt nacheinander
γ + ωµ·o(h0), pi, γ ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0)))
aus der Definition der Ψ-Funktion und NF (γ, ωµ·o(h0)). Damit ist
Ψ0pi(γ + 1) ≤ Ψξpi(γ + ωµ·o(h0))
und so
Hγ(k(h0)) ⊆ C(γ + 1,Ψ0pi(γ + 1)) ⊆ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))).
Da tp(h0) = Refσpi (A(s)) ist σ ∈ tp(h0) und wir erhalten
γ, pi, µ, σ, o(h0[0]) ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0)))
und schließlich
Ψξpi(γ + ω
µ·o(h0[0])+pi)) < Ψξpi(γ + ω
µ·o(h0))).
Da o(h) = Ψξpi(γ + ω
µ·o(h0))) eine streng kritische Ordinalzahl ist, folgt die Behauptung.
d) ist Teilbeweis von c).
e) Es ist lt. I.V..
Ref(h[0]) = max{γ + ωµ·(o(h0[0])+1), Ref(h0[0])} ≤ max{γ + ωµ·o(h0), Ref(h0)} = Ref(h).
f) ist trivial.
g) Wie bereits in c) gezeigt ist η = Ψξpi(γ + ω
µ·o(h0[0])+pi)) < o(h).
h)-j) sind trivial.
k) Es ist k(End(h)) = k(End(h0)) ⊆ k(h0) ⊆ k(h) lt. I.V..
l) Es ist k(tp(h)) = {η} ∪ k(tp(h0)). Lt. I.V. l),m) gilt
{o(h0), o(h0[0])} ∪ k(tp(h0)) ⊆ Hγ(k(h0)) ⊆ Hδ(k(h)).
Da γ, µ, pi, ξ ∈ k(h) und σ ∈ k(h0) ⊆ k(h) folgt mit γ + ωµ·o(h0[0])+pi < γ + ωµ·o(h0) ≤ δ
o(h), η ∈ Hδ(k(h)).
m) Lt. I.V. ist k(h0[0]) ⊆ Hγ(k(h0)) und damit folgt k(h[0]) ⊆ Hδ(k(h)). In l) hatten wir bereits
η ∈ Hδ(k(h)) eingesehen. Daraus folgt o(h[0]) = ωη+1 + 1 ∈ Hδ(k(h)).
n) Sei
C := C(γ + 1,Ξ(γ + 1)) ∩
⋂
{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ < K}.
Lt. I.V. ist h0[0] ∈ Hγ und lt. Vor. gilt µ ∈ Kard, pi ≤ µ.
Da tp(h0) = Refσpi (A(s)) ist , folgt mit I.V. j) und der Vor.
σ ≤ Ref(h0) ≤ γ und σ ∈ C(m(pi), pi) ∩m(pi).
Aus NF (γ, ωµ·o(h0)) folgt wg. pi ≤ µ mit I.V. c) NF (γ, ωµ·o(h0[0])+pi) und aus k(h0) ⊆ C folgt
Hγ(k(h0)) ⊆ C woraus mit I.V. m)
k(h0[0]) ⊆ Hγ(k(h0)) ⊆ C
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folgt.
Da σ ∈ k(tp(h0)) ⊆ Hγ(k(h0)) ⊆ C lt. I.V. l) folgt mit der Voraussetzung {γ, pi, σ, µ}∪ k(h0) ⊆ C.
Weiter ist
End(h0[0]) \ {A(s)} ⊆ End(h0) ⊆ Σ1(pi) ∪∆0(pi)
lt. I.V. b), A(s) ∈ Π2(pi) und Ref(h0[0]) ≤ Ref(h0) ≤ γ lt. I.V. e) und schliesslich o(h0[0])+1, pi <
o(h0) wg. tp(h0) = Refσpi (A(s)) lt. I.V. j), womit
γ + ωµ·α0 ≤ γ + ωµ·o(h0) ≤ δ
fu¨r α0 := max{o(h0[0]) + 1, pi}+ 1 ist.
XV.2. tp(h0) = CutA und rk(A) = K:
a)
∆(tp(h)) = ∆(tp(Rep)) = ∅ ⊆ End(h)
b) Aus NF (γ, ωK·o(h0)) folgt NF (γ,Kα0) fu¨r α0 := max{o(h0[0]), o(h0[1])}.
Also ist γ + 1 ∈ C(γ +Kα0 ,Ξ(γ +Kα0)) und so
Ξ(γ + 1) < Ξ(γ +Kα0) =: κ.
Da
pi ∈ C(γ + 1,Ξ(γ + 1)) ∩ K ⊆ C(γ +Kα0 , κ) ∩ K = κ
ist, folgt
Γ := End(h0) = End(h0)(κ,K) = Γ(κ,K)
aus End(h0) ⊆ Σ1(pi) ∪∆0(pi).
Es folgt
End(h[0]) = End(h0) = End(h).
c) Sei
C := C(γ + 1,Ξ(γ + 1)) ∩
⋂
{C(γ + 1,Ψ0τ (γ + 1)) : pi ≤ τ ≤ K}.
Es ist o(h[0]) = Ψξpi(γ
′ + ωµ
′·(µ′+1)) mit γ′ := γ + ωK·α0 · 2, µ′ := Ξ(αˆ0 + κ) und o(h) = Ψξpi(γ +
ωµ·o(h0)).
Sei η := γ′ + ωµ
′·(µ′+1).
Lt. Vor. und I.V. m) gilt
o(h0[0]), o(h0[1]) ∈ Hγ(k(h0)) ⊆ C.
Also ist α0 ∈ C und da lt. Vor. auch γ ∈ C, folgt γ+Kα0 ∈ C. Mit I.V. l) folgt auch γ+Ko(h0) ∈ C
und wg. C ⊆ C(γ + 1, pi)
Ψξpi(γ +Ko(h0)) < pi,
daMξ wg. ξ ∈ C(m(pi), pi)∩m(pi) stationa¨r in pi ist. Da κ = Ξ(γ+Kα0) ∈ C(γ+Kα0 ·2+ωµ′·(µ′+1), pi)
folgt auch
Ψξpi(γ
′ + ωµ
′·(µ′+1))) < pi.
Da γ + 1 ∈ C(γ +Ko(h0),Ψξpi(γ +Ko(h0))) folgt
C ⊆ C(γ + 1,Ψ0pi(γ + 1)) ⊆ C(γ +Ko(h0),Ψξpi(γ +Ko(h0))).
Also γ+Kα0 ∈ C(γ+Ko(h0),Ψξpi(γ+Ko(h0))). Da lt. I.V. α0 < o(h0) folgt κ ∈ C(γ+Ko(h0),Ψξpi(γ+
Ko(h0))). Es folgt γ +Kα0 + κ ∈ C(γ +Ko(h0),Ψξpi(γ +Ko(h0))) und wg. γ +Kα0 + κ < γ +Ko(h0)
auch µ′ ∈ C(γ +Ko(h0),Ψξpi(γ +Ko(h0))).
Schließlich folgt γ′+ωµ
′·(µ′+1) ∈ C(γ+Ko(h0),Ψξpi(γ+Ko(h0))) und wg. pi, ξ ∈ C und γ′+ωµ
′·(µ′+1) <
γ +Ko(h0) auch
o(h[0]) = Ψξpi(γ
′ + ωµ
′·(µ′+1)) < Ψξpi(γ +Ko(h0)) = o(h).
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d)
deg(h[0]) = o(h[0]) < o(h) = deg(h)
e) Es ist µ = K und so
Ref(h[0]) = max{γ +Ko(h0[0]), γ +Ko(h0[1]), γ′ + ωµ′·(µ′+1), Ref(h0[0]), Ref(h0[1])}
≤ max{γ + ωµ·o(h0), Ref(h0)}
= Ref(h),
da µ′ < K und lt. I.V. c) γ′ < γ +Ko(h0) = γ + ωK·o(h0) ist.
f)-j) sind trivial.
k) folgt aus der I.V..
l) Es ist k(tp(h)) = ∅ und o(h) ∈ Hδ(k(h)) wurde bereits oben bewiesen.
m) Es ist k(h[0]) = {µ′, pi, ξ, γ′, γ, κ} ∪ k(A(κ,K)) ∪ k(End(h0)). Da tp(h0) = CutA ist, folgt lt.
I.V. l) k(A) ⊆ Hγ(k(h0)) ⊆ Hδ(k(h)). Ausserdem ist k(End(h0)) ⊆ Hδ(k(h)) lt. I.V. k). Es sind
pi, ξ, γ ∈ k(h) und lt. I.V. ist α0 ∈ Hδ(k(h)) und somit auch γ +Kα0 ∈ Hδ(k(h)).
Da γ +Kα0 < γ +Ko(h0) ≤ δ folgt
κ = Ξ(γ +Kα0) ∈ Hδ(k(h))
und damit auch γ +Kα0 + κ ∈ Hδ(k(h)) und wg. γ +Kα0 + κ < γ +Ko(h0) ≤ δ
µ′ = Ξ(γ +Kα0 + κ) ∈ Hδ(k(h)).
Da auch γ′ = γ+Kα0 ·2 ∈ Hδ(k(h)) folgt γ′+ωµ′·(µ′+1) ∈ Hδ(k(h)) und somit wg. ξ, pi ∈ Hδ(k(h))
und γ′ + ωµ
′·(µ′+1) < δ auch
o(h[0]) = Ψξpi(γ
′ + ωµ
′·(µ′+1)) ∈ Hδ(k(h)).
n) Lt. I.V. sind h0[0], h0[1] ∈ Hγ . Da pi < κ und lt. I.V. m) o(h0[0]), o(h0[1]) ∈ Hγ(k(h0)) ⊆
C(γ + 1, pi) sind, folgt α1 ∈ C(γ +Kα0 , κ) fu¨r α1 := min{o(h0[0]), o(h0[1])}.
Da κ ∈Mγ+Kα0 folgt damit auch κ ∈Mγ+Kα1 , d.h. κ ∈Mγ+Ko(h0[i]) fu¨r i = 0, 1.
Aus NF (γ,Ko(h0)) und I.V. c) folgt NF (γ,Ko(h0[i])) und es ist deg(h0[i]) ≤ deg(h0) ≤ µ¯ = K + 1
lt. I.V. d) fu¨r i = 0, 1.
Da rk(A) = K und End(h0) ⊆ Σ1(pi)∪∆0(pi), folgt End(h0), (¬)A sind Unterformeln von Π3(K)-
Formeln.
Mit I.V. k),l),m) folgt
k(h0[i]) ∪ k(End(h0)) ∪ k(A) ⊆ k(h0[i]) ∪ k(h0) ∪ k(tp(h0))
⊆ Hδ(k(h0)) ⊆ C(γ + 1,Ξ(γ + 1))
Da γ +Kαi + κ < γ +Kα0 · 2 folgt
(10.1)κγ,Γ,Ah0[0], (10.1)
κ
γ,Γ,¬Ah0[1] ∈ Hγ′ .
Es ist µ′ ∈ Kard und da κ ∈ C(αˆ0 + κ,Ξ(αˆ0 + κ)) und pi < κ wie bereits in b) gezeigt, folgt
pi ∈ C(αˆ0 + κ,Ξ(αˆ0 + κ)) ∩ K = Ξ(αˆ0 + κ) = µ′.
Es gilt ξ ≤ γ < γ′ und ξ ∈ C(m(pi), pi) ∩m(pi) lt. Voraussetzung und auch NF (γ′, ωµ′·(µ′+1)) wg.
µ′ < K.
Weiter ist
deg(CutA(κ,K)(10.1
κ
γ,Γ,Ah0[0], 10.1
κ
γ,Γ,¬Ah0[1])︸ ︷︷ ︸
=:h1
) = µ′.
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Sei C ′ := C(γ′ + 1,Ξ(γ′ + 1)) ∩⋂{C(γ′ + 1,Ψ0τ (γ′ + 1)) : pi ≤ τ ≤ K}.
Da γ ∈ C(γ′ + 1,Ξ(γ′ + 1)) wg. NF (γ,Kα0) folgt C(γ + 1,Ξ(γ + 1)) ⊆ C(γ′ + 1,Ξ(γ′ + 1)).
Ist Ψ0τ (γ
′ + 1) = τ , dann ist Ψ0τ (γ + 1) ≤ Ψ0τ (γ′ + 1) und so
C(γ + 1,Ψ0τ (γ + 1)) ⊆ C(γ′ + 1,Ψ0τ (γ′ + 1)).
Ist Ψ0τ (γ
′ + 1) < τ , dann sind γ′, τ ∈ C(γ′ + 1,Ψ0τ (γ′ + 1)) und somit wg. NF (γ,Kα0) auch
γ ∈ C(γ′ + 1,Ψ0τ (γ′ + 1)). Es folgt Ψ0τ (γ + 1) < Ψ0τ (γ′ + 1) und daher auch in diesem Fall
C(γ + 1,Ψ0τ (γ + 1)) ⊆ C(γ′ + 1,Ψ0τ (γ′ + 1)).
Also ist C ⊆ C ′. Aus γ ∈ C und o(h0[0]), o(h0[1]) ∈ Hγ(k(h0)) ⊆ C folgt somit γ +Kα0 ∈ C ′ und
da γ +Kα0 < γ′ auch κ ∈ C ′ und genauso wg. γ +Kα0 + κ < γ′ schliesslich µ′ ∈ C ′.
Wir haben also insgesamt
{γ′, pi, ξ, µ′} ∪ k(h1) = {γ′, pi, ξ, µ′, γ} ∪ k(h0[0]) ∪ k(h0[1]) ∪ k(Γ, A) ⊆ C ′.
Da End(h1) = End(h0) ⊆ Σ1(pi) ∪∆0(pi) und
Ref(h1) = max{γ +Kα0 , Ref(h0[0]), Ref(h0[1])} < γ′
wg. Ref(h0[i]) ≤ Ref(h0) ≤ γ fu¨r i = 0, 1, sowie γ′+ωµ′·(µ′+1) < γ+ωK·o(h0) ≤ δ folgt h[0] ∈ Hδ.
XV.3. tp(h0) = CutA und pi < rk(A) 6∈ Reg:
a) ∅ ⊆ End(h)
b)
End(h[0]) = End(h0[0]) \ {A} ∪ End(h0[1]) \ {¬A} ⊆ End(h0) = End(h)
c)+d) Es ist o(h[0]) = deg(h[0]) = Ψξpi(γ + ω
µ·α0 + ων·ϕη(η+1)) mit
η := Ψ0τ (γ + ω
µ·α0)
α0 := max{o(h0[0]), o(h0[1])}
τ := St(rk(A)) und ν := St(rk(A))−
und deg(h) = o(h) = Ψξpi(γ + ω
µ·o(h0)).
Es ist
pi ≤ ν ≤ rk(A) < τ ≤ µ
und da
k(A) = k(tp(h0)) ⊆ k(h0) ⊆ C(γ + 1,Ψ0τ (γ + 1))
⊆ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0))
folgt τ, ν ∈ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0)).
Lt. I.V. m) sind auch
o(h0[0]), o(h0[1]) ∈ Hγ(k(h0)) ⊆ C(γ + 1,Ψ0τ (γ + 1))
⊆ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0))
und weiter lt. Vor. γ, µ ∈ C(γ + 1,Ψ0τ (γ + 1)) ⊆ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0)).
Es folgt
γ + ωµ·α0 ∈ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0)) ⊆ C(γ + ωµ·α0 , τ)
und somit
Ψ0τ (γ + ω
µ·α0) = η < τ ≤ µ.
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Lt. I.V. ist α0 < o(h0) und damit
γ + ωµ·α0 + ων·ϕη(η+1) < ωµ·o(h0).
Analog zu oben folgt
γ + ωµ·α0 + ων·ϕη(η+1) ⊆ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0)))
und wg. ξ, pi ∈⊆ C(γ + 1,Ψ0τ (γ + 1)) ⊆ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))) folgt
Ψξpi(γ + ω
µ·α0 + ων·ϕη(η+1)) < Ψξpi(γ + ω
µ·o(h0)).
e)
Ref(h[0]) = max{γ + ων·o(h0[0]), γ + ων·o(h0[1]), Ref(h0[0]), Ref(h0[1]), γ + ωµ·α0 + ων·ϕη(η+1)}
≤ max{γ + ωµ·o(h0), Ref(h0)}
= Ref(h)
f)-j) sind trivial.
k) unterscheidet sich nicht von den anderen Fa¨llen.
l) ist trivial bzw. wurde bereits gezeigt.
m) Es ist
k(h[0]) = {ν, pi, ξ, τ, µ, γ, γ + ωµ·α0} ∪ k(A) ∪ k(h0[0]) ∪ k(h0[1]).
Lt. I.V. ist k(h0[0]) ∪ k(h0[1]) ⊆ Hδ(k(h)).
Da tp(h0) = CutA folgt lt. I.V. l) k(A) ⊆ Hγ(k(h0)) ⊆ Hδ(k(h)) und damit auch ν, τ ∈ Hδ(k(h)).
Es sind ξ, pi, µ, γ ∈ k(h) und lt. I.V. ist α0 ∈ Hδ(k(h)). Es folgt γ + ωµ·α0 ∈ Hδ(k(h)) und da
γ + ωµ·α0 < γ + ωµ·o(h0) auch η = Ψ0τ (γ + ω
µ·α0) ∈ Hδ(k(h)).
Da γ + ωµ·α0 + ων·ϕη(η+1) < γ + ωµ·o(h0) folgt auch o(h[0]) ∈ Hδ(k(h)).
n) Lt. I.V. sind h0[0], h0[1] ∈ Hγ . Lt. Vor. ist µ ∈ Kard und in c)+d) wurde bereits τ ≤ µ gezeigt.
Es ist 0 ≤ τ und aus NF (γ, ωµ·o(h0)) folgt mit I.V. c) NF (γ, ωµ·o(h0[i])) fu¨r i = 0, 1.
Weiter ist 0 ∈ C(m(τ), τ) ∩m(τ) und deg(h0[i]) ≤ deg(h0) ≤ µ.
In c) wurde bereits τ ∈ C gezeigt und aus k(h0) ⊆ C folgt mit I.V. m) k(h0[i]) ⊆ Hγ(k(h0)) ⊆ C
fu¨r i = 0, 1. Lt. Vor. gilt auch γ, µ ∈ C.
Es ist End(h0[0]) ⊆ End(h0) ∪ {A} ⊆ Σ1(τ) ∪ ∆0(τ) und End(h0[1]) ⊆ End(h0) ∪ {¬A} ⊆
Σ1(τ) ∪∆0(τ).
Weiter gilt Ref(h0[i]) ≤ Ref(h0) ≤ γ lt. I.V. e) und somit ist
(10.2)µ,τ,0γ h0[i] ∈ Hγ+ωµ·α0
fu¨r i = 0, 1.
Aus
rk(A) ∈ C(γ + ωµ·α0 ,Ψ0τ (γ + ωµ·α0)) ∩ τ = Ψ0τ (γ + ωµ·α0)
folgt
deg(CutA((10.2)µ,τ,0γ h0[0], (10.2)
µ,τ,0
γ h0[1])) = Ψ
0
τ (γ + ω
µ·α0)
und da ν¯ ≤ Ψ0τ (γ + ωµ·α0) und [ν¯,Ψ0τ (γ + ωµ·α0)[∩R = ∅ folgt
E
Ψ0τ (γ+ω
µ·α0 )
ν¯ (CutA((10.2)
µ,τ,0
γ h0[0], (10.2)
µ,τ,0
γ h0[1]))︸ ︷︷ ︸
=:h1
∈ Hγ+ωµ·α0 .
Weiter ist ν ∈ Kard, ν < µ, ξ ≤ γ +ωµ·α0 , NF (γ, ων·ϕη(η+1)), ξ ∈ C(m(pi), pi)∩m(pi)), deg(h1) =
η¯ < µ, analog zum entsprechenden Teilbeweis in c)+d) folgt
k(h1) = {ν¯, µ, τ, γ} ∪ k(A) ∪ k(h0[0]) ∪ k(h0[1])
⊆ C(γ + ωµ·α0 + 1,Ξ(γ + ωµ·α0 + 1)) ∩
⋂
{C(γ + ωµ·α0 + 1,Ψ0τ (γ + ωµ·α0 + 1)) : pi ≤ τ ≤ K}
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und mit der I.V. b)
End(h1) = End(h0[0]) \ {A} ∪ End(h0[1]) \ {¬A} ⊆ End(h0) ⊆ Σ1(pi) ∪∆0(pi).
Da
Ref(h1) = max{γ + ωµ·o(h0[0]), γ + ωµ·o(h0[1]), Ref(h0[0]), Ref(h0[1])}
≤ max{γ + ωµ·o(h0), Ref(h0)} ≤ δ
und γ + ωµ·α0 + ωµ·ϕη(η+1) < ωµ·o(h0) ≤ δ folgt h[0] ∈ Hδ.
XV.4. h = (10.2)µ,pi,ξγ h0 mit tp(h0) = CutA, pi < rk(A) ∈ Reg und α0 < rk(A) = τ :
Wir betrachten nur den Fall A ≡ ∃xτF (x).
a) End(tp(h)) = ∅
b)
End(h[0]) = End(h0[1]) \ {¬A} ⊆ End(h0) = End(h)
c)+d) Es ist o(h[0]) = deg(h[0]) = Ψξpi(γ + ω
µ·o(h0[1])) und o(h) = deg(h) = Ψξpi(γ + ω
µ·o(h0)).
Da lt. I.V. o(h0[1]) < o(h0) folgt
γ + ωµ·o(h0[1]) < γ + ωµ·o(h0)
und da o(h0[1]) ∈ Hγ(k(h0)) lt. I.V. l) und k(h0) ⊆ C(γ + 1,Ψ0pi(γ + 1)) ⊆ C(γ + ωµ·o(h0),Ψξpi(γ +
ωµ·o(h0))) folgt γ + ωµ·o(h0) ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))) und somit
Ψξpi(γ + ω
µ·o(h0[1])) < Ψξpi(γ + ω
µ·o(h0)).
e)
Ref(h0[1]) = max{γ + ωµ·o(h0[1]), Ref(h0[1])} ≤ max{γ + ωµ·o(h0), Ref(h0)} = Ref(h)
f)-j) sind trivial.
k)+l) wurden bereits in den anderen Fa¨llen gezeigt.
m) folgt analog zu den anderen Fa¨llen.
n) folgt unmittelbar aus den Voraussetzungen und der Induktionsvoraussetzung.
XV.5. h = (10.2)µ,pi,ξγ h0 mit tp(h0) = CutA, pi < rk(A) ∈ Reg und τ ≤ α0:
O.B.d.A. ¬A ≡ ∀xτF (x).
a) End(tp(h)) = ∅
b)
End(h[0]) = (End(h0[0]) \ {A} ∪ {A(η,τ)}) \ {A(η,τ)} ∪ (End(h0[1]) \ {¬A} ∪ {¬A(η,τ)}) \ {¬A(η,τ)}
⊆ End(h0) = End(h)
c)+d) Sei d := Cut
A(Ψ
0
τ (αˆ0),τ)
(d1, d2), dann ist
deg(d) = max{rk(A(Ψ0τ (αˆ0),τ)), deg(d1), deg(d2)}
mit d1 = BΨ
0
τ (αˆ0),τ (10.2)µ,τ,0γ h0[0], d2 = (10.2)
µ,τ,0
αˆ0
(∀(Ψ0τ (αˆ0),τ)w F (x))h0[1] und η := Ψ0τ (αˆ0).
Es ist k(A) = k(tp(h0)) ⊆ Hγ(k(h0)) ⊆ C und damit
k(A) \ {τ} ⊆ C ∩ τ ⊆ C(γ + ωµ·α0 · 2,Ψ0τ (γ + ωµ·α0 · 2)) ∩ τ = Ψ0τ (γ + ωµ·α0 · 2).
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Aus γ+ωµ·α0 < γ+ωµ·α0 ·2 und γ+ωµ·α0 ∈ C(γ+ωµ·α0 ·2,Ψ0τ (γ+ωµ·α0 ·2)) folgt η < Ψ0τ (γ+ωµ·α0 ·2)
und somit auch rk(A(η,τ)) < Ψ0τ (γ + ω
µ·α0 · 2).
Da auch
deg(d1), deg(d2) < Ψ0τ (γ + ω
µ·α0 · 2)
folgt
deg(d) < Ψ0τ (γ + ω
µ·α0 · 2).
Es ist o(d) ≤ deg(d) + 1 ≤ Ψ0τ (γ + ωµ·α0 · 2).
Fu¨r den Fall pi = τ , ist
Ψ0pi(γ + ω
µ·α0 · 2) < Ψξpi(γ + ωµ·o(h0))
zu zeigen. Dies folgt analog zu oben aus
γ + ωµ·α0 · 2 < γ + ωµ·o(h0)
und
0, pi, γ + ωµ·α0 · 2 ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))).
Fu¨r den Fall pi < τ , ist
Ψξpi(γ + ω
µ·α0 · 3 + ων·ϕη′(η′+1))) < Ψξpi(γ + ωµ·o(h0))
mit η′ := Ψ0τ (γ + ω
µ·α0 · 3) und ν := St(η′)− zu zeigen.
Es ist τ = rk(A) < deg(h0) ≤ µ lt. I.V. f).
Damit folgt ν ≤ η′ ≤ τ < µ und auch ϕη′(η′ + 1) < µ.
Da α0 < o(h0) lt. I.V. c) folgt
γ + ωµ·α0 · 3 + ων·ϕη′(η′+1) < γ + ωµ·o(h0).
Aus k(A) = k(tp(h0)) ⊆ Hγ(k(h0)) lt. I.V. l) folgt mit k(h0) ⊆ C ⊆ C(γ+ωµ·o(h0),Ψξpi(γ+ωµ·o(h0)))
τ ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))).
Da γ + ωµ·α0 · 3 ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))) und γ + ωµ·α0 · 3 < γ + ωµ·o(h0) folgt η′, ν ∈
C(γ + ωµ·o(h0),Ψξpi(γ + ω
µ·o(h0))) und schliesslich
γ + ωµ·α0 · 3 + ων·ϕη′(η′+1) ∈ C(γ + ωµ·o(h0),Ψξpi(γ + ωµ·o(h0))).
Damit folgt die Behauptung.
e)
Ref(h[0]) ≤ max{Ref(d1), Ref(d2), γ + ωµ·α0 · 3 + ων·ϕη′(η′+1)}
≤ max{γ + ωµ·o(h0),Ref(h0), Ref(h0)} = Ref(h)
f)-l) s.o.
m) Es ist k(h[i]) = k(h0[0]) ∪ k(h0[0]) ∪ {Ψ0τ (αˆ0), µ, τ, αˆ0, γ} ∪ k(A), falls pi = τ .
Es gilt k(h0[0])∪k(h0[0]) ⊆ Hδ(k(h)) lt. I.V. und da tp(h0) = CutA folgt lt. I.V. l) k(A) ⊆ Hδ(k(h))
und somit auch τ ∈ Hδ(k(h)).
Es sind γ, µ ∈ k(h) und somit γ + ωµ·α0 ∈ Hδ(k(h)) lt. I.V..
Da γ + ωµ·α0 < γ + ωµ·o(h0) ≤ δ folgt Ψ0τ (αˆ0) ∈ Hδ(k(h)).
Ebenso folgt Ψ0τ (γ + ω
µ·o(h0[0])),Ψ0τ (αˆ0 + ω
µ·o(h0[1])) ∈ Hδ(k(h)).
Ist pi = τ , so sind wir fertig.
Ist pi < τ so folgt analog zu oben γ + ωµ·α0 · 3 ∈ Hδ(k(h)) und η′ = Ψ0τ (γ + ωµ·α0 · 3) ∈ Hδ(k(h)).
damit gilt auch ν := St(η′)− ∈ Hδ(k(h)) und so γ + ωµ·α0 · 3 + ων·ϕη′(η′+1) ∈ Hδ(k(h)).
Da γ + ωµ·α0 · 3 + ων·ϕη′(η′+1) < γ + ωµ·o(h0) ≤ δ folgt o(h[0]) ∈ Hδ(k(h)).
n) Lt. I.V. sind h0[i] ∈ Hγ fu¨r i = 0, 1.
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Da Ψ0τ (αˆ0) ≤ τ ist auch (∀(Ψ
0
τ (αˆ0),τ)
w F (x))h0[1] ∈ Hγ .
Es ist µ ∈ Kard lt. Voraussetzung und τ = rk(A) < deg(h0) ≤ µ.
Da o((∀(Ψ0τ (αˆ0),τ)w F (x))h0[1]) = o(h0[1]) ≤ α0 < o(h0) folgt aus NF (γ, ωµ·o(h0)), daß
NF (γ, ωµ·o(h0[0])) und NF (αˆ0, ωµ·o((∀
(Ψ0τ (αˆ0),τ)
w F (x))h0[1])).
Natu¨rlich ist 0 ∈ C(m(pi), pi) ∩m(pi) und deg(h0[i]) ≤ deg(h0) ≤ µ¯.
Analog zu oben folgt
{γ, τ, µ, 0} ∪ k(h0[0]) ⊆ C(γ + 1,Ξ(γ + 1)) ∩
⋂
{C(γ + 1,Ψ0τ ′(γ + 1)) : τ ≤ τ ′ ≤ K}
und
{αˆ0, τ, µ, 0} ∪ k((∀(Ψ
0
τ (αˆ0),τ)
w F (x))h0[1]) ⊆
{αˆ0, τ, µ, 0} ∪ k(A) ∪ {Ψ0τ (αˆ0)} ∪ k(h0[1]) ⊆
C(αˆ0 + 1,Ξ(αˆ0 + 1)) ∩
⋂
{C(αˆ0 + 1,Ψ0τ ′(αˆ0 + 1)) : τ ≤ τ ′ ≤ K}
Es ist End(h0[0]) ⊆ End(h0)∪{A} ⊆ Σ1(τ)∪∆0(τ) und End((∀(Ψ
0
τ (αˆ0),τ)
w F (x))h0[1])) ⊆ End(h0)∪
{¬A(Ψ0τ (αˆ0),τ)} ⊆ Σ1(τ) ∪∆0(τ).
Weiter ist Ref(h0[0]), Ref((∀(Ψ
0
τ (αˆ0),τ)
w F (x))h0[1]) ≤ Ref(h0) ≤ γ < αˆ0 und da A ∈ Σ1(τ),
o((10.2)µ,τ,0γ h0[0]) ≤ Ψ0τ (αˆ0) < τ ∈ Reg folgt
d1 ∈ Hγ+ωµ·α0 und d2 ∈ Hγ+ωµ·α0 ·2.
Ist pi = τ , dann folgt h0[0] ∈ Hγ+ωµ·α0 ·2 ⊆ Hδ.
Ist pi < τ dann folgt zuna¨chst
d := EΨ
0
τ (δ
′)
ν¯ CutA(Ψ0τ (δ′),τ)(d1, d2) ∈ Hγ+ωµ·α0 ·2,
da [ν¯,Ψ0τ (δ
′)[∩Reg = ∅.
Es ist ν ∈ Kard und aus pi < τ folgt pi ≤ ν.
Weiter ist ξ ≤ γ′ und aus NF (γ, ωµ·o(h0)) folgt NF (γ′, ων·ϕη′(η′+1)), da ν < µ und η′ < τ ≤ α0
gilt. Lt. Vor. ist ξ ∈ C(m(pi), pi) ∩m(pi) und es ist deg(d) = ν¯.
Wie oben folgt
{γ′, pi, ξ, ν} ∪ k(d) ⊆ C(γ′ + 1,Ξ(γ′ + 1)) ∩
⋂
{C(γ′ + 1,Ψ0τ ′(γ′ + 1) : pi ≤ τ ′ ≤ K}.
Es ist End(d) ⊆ End(h0) ⊆ Σ1(pi) ∪∆0(pi) und
Ref(d) = max{γ + ωµ·o(h0[0]), αˆ0 + ωµ·o(h0[1]), Ref(h0[0]), Ref(h0[1])} ≤ γ′
und γ′ + ων·ϕη
′(η′+1) < αˆ ≤ δ und so h[0] ∈ Hδ.
Die restlichen Fa¨lle, d.h. fu¨r tp(h0) 6= RefσpiA(s) und (tp(h0) 6= CutA oder rk(A) < pi),
seien dem Leser u¨berlassen. 2
Satz 4.4.2 Π3 − Refl ` ∀z(′′z = HF ′′ → φz) mit FV (φ) = ∅, dann existiert ein δ < εK+1 und
ein h ∈ Hδ mit o(h) < Ψ0Ω(εK+1), deg(h) = 0 und End(h) ⊆ {φLω}.
Beweis: Gilt Π3 − Refl ` ∀z(′′z = HF ′′ → φz), dann ex. eine Konjunktion χ von Axiomen von
Π3 −Refl, so daß die Sequenz
¬(χ ∧′′ z = HF ′′), φz
rein logisch herleitbar ist.
Lt. Satz 3.2.2 ex. also eine RSK-Herleitung h0 und n,m < ω mit
End(h0) ⊆ {¬(χ ∧′′ z = HF ′′), φz}
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FV (h0) = {z}, k(h0) ⊆ {0,K}, o(h0) ≤ ωK+n +m, deg(h0) < K + ω.
Lt. Lemma 3.2.2 ist h1 := h0(z/Lω) eine geschlossene RSK-Herleitung (d.h. h1 ∈ D+) mit
End(h1) ⊆ {¬(χ ∧ “Lω = HF“), φLω}
k(h1) ⊆ {0,K}, o(h0) ≤ ωK+n +m, deg(h0) < K + ω.
Außerdem existiert eine RS0-Herleitung h′1 mit
End(h′1) ⊆ {χK ∧′′ Lω = HF ′′}
o(h′1) < ω
K+ω, deg(h′1) ≤ K und k(h′1) ⊆ {0, ω,K} (fu¨r χ = χ1 ∧ . . . ∧ χl ist h′1 aufgebaut aus
∧
-
Schlu¨ssen und den RS0-Herleitungen Ax∗1(Paar)
ω, Ax∗1(V er)
ω, Ax∗6(tran(Lω)), Ax
∗
15(∀x ∈ Lω∃u ∈
Lω(∃y ∈ u(x ∈ y) ∧ A(u), Ax∗1((x ∈ z1 ∨ x = z2)− Sep)ω, sowie Ax∗jχKi fu¨r i = 1, . . . , l und j = 1
oder j = 2 je nachdem welcher Art χi ist).
Es ist deg(χK ∧′′ Lω = HF ′′︸ ︷︷ ︸
=:C
) < K + ω. Sei K + k := min{deg(C), deg(h1), deg(h′1),K + 1} und
h := E
Ψ0Ω1 (K
α)
0 (10.2)
K,Ω1,0
0 E
K+k
K+1CutC(h
′
1, h1)
mit α := ωk−˙1(max{o(h1) + 1, o(h′1) + 1}).
Da h1, h′1 ∈ D+ folgt h1, h′1 ∈ H0 und somit auch h2 := CutC(h′1, h1) ∈ H0.
es ist deg(h2) ≤ K + k und somit auch h3 := EK+kK+1h2 ∈ H0.
Man u¨berpru¨ft leicht die Voraussetzungen fu¨r
h4 := (10.2)
K,Ω1,0
0 h3 ∈ HωK·α
und erha¨lt somit auch h = E
Ψ0Ω1 (K
α)
0 h4 ∈ HωK·α . 2
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Kapitel 5
Folgerungen und Anwendungen
5.1 Eine Einhu¨llende fu¨r die Π02-Skolem-Funktionen von Π3-
Reflexion
Als erste Anwendung der Bezeichnungssysteme Hδ werden wir eine zweistellige rekursive Funktion
f mit |= ∀x ∈ Ln∃y ∈ Lf(h,n)φ(x, y) fu¨r h ∈ Hδ mit End(h) ⊆ {∀x ∈ Lω∃y ∈ Lωφ(x, y)},
deg(h) = 0, φ(x, y) ∈ ∆0 angeben, wobei |= die Gu¨ltigkeit in der Struktur der erblich endlichen
Mengen ausdru¨ckt. Mit Satz 4.4.2 folgt dann aus Π3 − Refl ` ∀z(′′z = HF ′′ → ∀x ∈ z∀y ∈
zφ(x, y)), φ(x, y) ∈ ∆0 auch |= ∀x ∈ Ln∃y ∈ Lf(h,n)φ(x, y) fu¨r ein geeignetes h ∈ Hδ. Da
f durch <-Rekursion im Sinne von Takeuti [Tak87] definiert ist, die rekursiv aufza¨hlbaren
Teilmengen in der Struktur der erblich endlichen Mengen genau die Σ1-definierbaren Teilmengen
von IN sind (vgl. Barwise [Bar75]) und eine partielle Funktion genau dann rekursiv ist, wenn ihr
Graph rekursiv aufza¨hlbar ist (vgl. z.B. Rogers [Rog67]), la¨ßt sich dies als Charakterisierung der
beweisbar rekursiven (beweisbar totalen) Funktionen von Π3 − Refl interpretieren. Alternativ
dazu lassen sich mit Hilfe der Ordinalzahlbezeichnungssysteme Hierarchien zahlentheoretische
Funktionen definieren, die ebenfalls eine Charakterisierung der beweisbar rekursiven Funktionen
liefern. Diese Hierarchien sind natu¨rlich stark von den Fundamentalfolgen abha¨ngig, die fu¨r die
Limeszahlen gewa¨hlt werden (vgl. [Wei97]). Fu¨r sta¨rkere Ordinalzahlbezeichnungssysteme erha¨lt
man mittels Einfu¨hrung einer sogenannten Normfunktion (vgl. Buchholz/Cichon/Weiermann
[BCW94]) eine sehr natu¨rliche Wahl von Fundmentalfolgen. In Blankertz [Bl97] wird dies mit
Hilfe verfeinerter Operatoren zur Charakterisierung der beweisbar rekursiven Funktionen von
Π3-Reflexion genutzt. In [BCW94] wird auch gezeigt, daß die <-rekursiven mit den rekursiven
Funktionen u¨bereinstimmen, die sich schließlich durch Funktionen der Hierarchie majorisieren
lassen, wenn das Ordinalzahlbezeichnungssystem einige natu¨rliche Voraussetzungen erfu¨llt.
Weitere Arbeiten ju¨ngeren Datums in dem Gebiet sind [Wei96] und [FrS95].
Dieser Abschnitt ist der einzige Abschnitt, in dem transfinite Induktion verwendet wird. Da wir
vollkommen analog zu [Bu01b] vorgehen ko¨nnen, sind hier nur (soweit sich nichts a¨ndert) die
Sa¨tze und Hilfssa¨tze wiedergegeben. Einige Lemmata werden ohnehin im na¨chsten Abschnitt noch
weiter pra¨zisiert.
Definition 5.1.1 20 := 0, 2m+1 := 22m
sn :=
{
L0 falls n = 0
[x ∈ Ll+1 : x = sn0 ∨ . . . ∨ x = snk ] falls n = 2n0 + . . .+ 2nk , n0 > . . . > nk, l := lev(sn0)
Lemma 5.1.1 a) sn ist ein RS-Term mit lev(sn) < ω,
b) lev(sn) < m gdw n < 2m
Beweis: Siehe [Bu01b]. 2
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Definition 5.1.2 T ∗m := {sn : lev(sn) < m} = {sn : n < 2m}
Man beachte, daß T ∗m im Gegensatz zu Tm eine endliche Menge ist.
Definition 5.1.3 |= A : gdw
{ ∀i ∈ J |= Ai falls A ≡ ∧(Ai)i∈J
∃i ∈ J |= Ai falls A ≡
∨
(Ai)i∈J
|= Γ :gdw ∃A ∈ Γ |= A
Lemma 5.1.2 a) |= ¬A gdw 6|= A
b) |= s 6= t,¬A(s), A(t)
Beweis: Siehe [Bu01b]. 2
Lemma 5.1.3 Fu¨r jedes a ∈ Tω existiert ein n < ω mit
|= a = sn und lev(sn) ≤ lev(a).
Beweis: Siehe [Bu01b]. 2
Lemma 5.1.4 Fu¨r A ≡ ∧(Ai)i∈Tm gilt
|= A gdw |= Ai f.a. i ∈ T ∗m.
Beweis: Siehe [Bu01b]. 2
Definition 5.1.4 Die<-rekursiven Funktionen sind die kleinste Klasse arithmetischer Funktionen,
die die Nullfunktion, die Projektionen und die Nachfolgerfunktion entha¨lt und abgeschlossen ist
gegen Superpositionen, primitive Rekursion und <-Rekursion, d.h. mit h,g, θ ist auch f mit
f(~x, y) :=
{
h(~x, y, f(~x, θ(~x, y))) falls θ(~x, y) < y
g(~x, y) sonst
<-rekursiv.
Bemerkung: < bezeichnet hier die Ordnung auf T (K).
Definition 5.1.5 von f(h, n) fu¨r h ∈ Hδ und n ∈ IN
Fu¨r A ' ∧(Ai)i∈J sei | A |n:=

T ∗m falls J = Tm
T ∗n falls J = Tω
J falls J = {0, 1}
∅ sonst
f(h, n) :=

f(h[0], n) falls tp(h) = Rep
max{f(h[0], n), lev(i0) + 1} falls tp(h) =
∨i0
A , lev(i0) < ω
max{f(h[i], n) : i ∈| A |n} falls tp(h) = ∧A
0 sonst
Definition 5.1.6 Sei An,k die RS-Formel die man erha¨lt, wenn man in A jeden beschra¨nkten
Quantor der Form ∀x ∈ Lω durch ∀x ∈ Ln und jeden beschra¨nkten Quantor der Form ∃x ∈ Lω
durch ∃x ∈ Lk ersetzt.
Γn,k := {An,k : A ∈ Γ}
Lemma 5.1.5 Ist h ∈ Hδ, End(h) ⊆ RSω, deg(h) = 0 und f(h, n) ≤ k, dann gilt |= End(h)n,k.
Beweis: Transfinite Induktion u¨ber o(h).
Sei h ∈ Hδ, End(h) ⊆ RSω, deg(h) = 0 und f(h, n) ≤ k.
Da End(h) ⊆ RSω ist, ist tp(h) 6= RefKA und tp(h) 6= Refξpi(A(s)). Damit folgt das Lemma analog
zu [Bu01b]. 2
Satz 5.1.1 Gilt Π3 − Refl ` ∀z(′′z = HF ′′ → ∀x ∈ z∀y ∈ zφ(x, y)) mit φ(x, y) ∈ ∆0, dann
existiert ein h ∈ Hδ mit o(h) < Ψ0Ω(K+1) und f.a. n ∈ IN |= ∀x ∈ Ln∃y ∈ Lf(h,n)φ(x, y).
Beweis: Dies folgt mit Satz 4.4.2 aus dem vorangegangenem Lemma. 2
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5.2 Ein Konservativita¨tsresultat
Bekanntlich lassen sich Aussagen u¨ber erblich endliche Mengen als arithmetische Aussagen
auffassen. Wir wollen beweisen, daß fu¨r φ ∈ ∆0 aus KP + Π3 − Refl ` ∀z(′′z = HF ′′ → ∀x ∈
z∃y ∈ zφ(x, y)) bereits PRA+ PRWO(<) ` ∀x∃yU(φ(x, y)) folgt, wobei U(φ) eine naheliegende
U¨bersetzung der mengentheoretischen Formel φ in eine arithmetische Formel ist.
PRWO(<) ist die Aussage, daß es keine bzgl. < unendlich absteigende primitiv rekursive Funktion
gibt. PRWO(<) kann durch die Formeln ∃nf(n + 1) 6< f(n) axiomatisiert werden, wobei f
u¨ber alle primitiv rekursiven Funktionen la¨uft und evtl. weitere Parameter enthalten kann. Man
beachte, daß es primitiv rekursive Wohlordnungen gibt, die keine Wohlordnungen sind: vgl. z.B.
Troelstra/Schwichtenberg [TrS96] S.279-284 fu¨r ein Beispiel einer zweistelligen nichtfundierten
Relation, die keine unendlich absteigenden arithmetischen Sequenzen hat.
PRA ist in einer Sprache der Pra¨dikatenlogik 1. Stufe formuliert. Die Funktionssymbole und
Axiome sind analog zu den primitiv rekursiven Funktionen und ihren definierenden Gleichungen
gebildet. = ist das einzige Relations- und 0 das einzige Konstantensymbol der Sprache. Daru¨ber-
hinaus erlaubt PRA vollsta¨ndige Induktion u¨ber quantorenfreie Formeln, d.h. ∆0-Formeln der
Sprache. Die Theorie PRA wurde 1923 von Skolem [Sk67] als ein informelles (quantorenfreies)
System eingefu¨hrt. Sie wird in Hilbert/Bernays [HB68] ausgiebig diskutiert und dient dort als
Beispiel finiten Schließens. Der quantorenfreie Teil der Theorie hat eine Reihe interessanter
Eigenschaften. Insbesondere ist er unabha¨ngig von der zugrunde gelegten Logik: Intuitionistisch
lassen sich aus den Axiomen dieselben Sa¨tze beweisen, wie mit klassischer Logik. Damit ist diese
Theorie im hohen Maße konstruktiv. Zur Bedeutung von PRA siehe auch Troelstra/van Dalen
[TrD88].
Um das oben angeku¨ndigte Resultat zu erhalten, werden wir grob gesprochen wie folgt argumen-
tieren: Mit KP+Π3−Refl ` ∀z(′′z = HF ′′ → ∀x ∈ z∃y ∈ zφ(x, y)) erhalten wir eine Bezeichnung
fu¨r eine unendliche schnittfreie Herleitung h mit End(h) ⊆ {∀x ∈ Lω∃y ∈ Lωφ(x, y)}. Fu¨r jedes
n ∈ IN liefert uns der Invertierungsoperator eine Bezeichnung h(n) := I∀x∈Lω∃y∈Lωφ(x,y)sn h fu¨r
eine unendliche Herleitung mit End(h(n)) ⊆ {∃y ∈ Lωφ(sn, y)}. Wenn wir annehmen, daß die
Endformel von h(n) falsch ist, dann muß eine der Pra¨missen der letzten Regelanwendung falsch
sein. Wir wa¨hlen die ”kleinste“ und erhalten eine Bezeichnung fu¨r eine schnittfreie unendliche
Herleitung, deren Endsequenz nur aus falschen Formeln besteht und eine kleinere Ordinalzahl hat.
Indem wir diesen Vorgang iterieren erhalten wir eine unendlich absteigende primitiv rekursive
Folge, da wir die ”Wahl“ primitiv rekursiv beschra¨nken ko¨nnen. Also muss ∃y ∈ Lωφ(sn, y) wahr
sein und mit Hilfe eines partiellen Wahrheitspra¨dikates la¨sst sich das Ergebnis auf die U¨bersetzung
u¨bertragen.
5.2.1 Der Kern der Argumentation
Sei dp(m,n) := Mod(Div(m)2 (n), 2) mit Div
(0)
2 (n) := n und Div
(m+1)
2 (n) := Div(Div
(m)
2 (n), 2),
wobei Div,Mod die u¨blichen elementaren zahlentheoretischen Funktionen mit m = Div(m, k) ·k+
Mod(m, k) bezeichne.
Fu¨r a0, . . . , am ≤ 1 gilt
dp(i,
m∑
j=0
aj · 2j) = 1 gdw i ≤ m und ai = 1.
Definition 5.2.1 Definition von Name([x ∈ Ln : ψ(a0, . . . , am, x)]) durch Induktion u¨ber n und
Nebeninduktion u¨ber den Rang von ψ:
Name(Ln) := 2n+1 − 1
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Name([x ∈ Ln : Adξ(x)]) := 0
Name([x ∈ Ln : x ∈ x]) := 0
Name([x ∈ Ln : x ∈ a]) := Name(a)
Name([x ∈ Ln : a ∈ x]) :=
∑2n−1
m=0 dp(Name(a),m) · 2m
Name([x ∈ Ln : φ ∧ ψ]) := Name([x ∈ Ln : φ]) ·Name([x ∈ Ln : ψ])
Name([x ∈ Ln : ∀y ∈ Lnψ(y)]) :=
∑2n−1
i=0 (
∏2n−1
j=0 dp(i,Name([x ∈ Ln : ψ(sj)]))) · 2i
Name([x ∈ Ln : ¬ψ]) := Name(Ln)−Name([x ∈ Ln : ψ])
wobei
∑20−1
i=0 (. . .) := 0 und
∏20−1
i=0 (. . .) := 1 sei.
Mit Hilfe von Name la¨sst sich nun ein partielles Wahrheitspra¨dikat True0 fu¨r ∆0(ω)-Sa¨tze definie-
ren:
Definition 5.2.2
true0(Adξ(t)) := 0
true0(s ∈ t) := dp(Name(s), Name(t))
true0(φ ∧ ψ) := true0(φ) · true0(ψ)
true0(∀y ∈ tψ(y)) :=
∏2lev(t)−1
j=0 sg(1− dp(j,Name(t)) + true0(ψ(sj)))
true0(¬ψ) := 1− true0(ψ)
wobei wieder
∏20−1
i=0 (. . .) := 1 sei.
Lemma 5.2.1 Es gilt:
1. Name(t) < 2n gdw t ∈ Tn gdw true0(t ∈ Ln) = 1
2. true0(t ∈ s) = true0(s ∈ Lm) = 1 =⇒ true0(t ∈ Lm) = 1
3. Fu¨r m ≥ lev(t) ist Name(t) =∑2m−1i=0 true0(si ∈ t) · 2i.
4. true0(t ⊆ s) = 1 =⇒ Name(t) ≤ Name(s)
5. true0(t = s) = 1 =⇒ Name(t) = Name(s)
6. Name(t) = Name(s) =⇒ true0(φ(t)) = true0(φ(s))
7. true0(t = s) = 1 gdw Name(t) = Name(s)
8. true0(s ∈ Lm) = true0(φ(s)) = 1 gdw true0(s ∈ [x ∈ Lm : φ(x)]) = 1
Beweis: 3. Vollst. Induktion u¨ber lev(t) mit einer Nebeninduktion u¨ber den Aufbau des Skeletts
von t.
Es ist true0(si ∈ t) = dp(i,Name(t)).
Ich zeige nur die Fa¨lle t = [x ∈ Ln : x ∈ a] und t = [x ∈ Ln : a ∈ x], die restlichen Fa¨lle verlaufen
analog.
Name([x ∈ Ln : x ∈ a]) = Name(a) I.V.=
2m−1∑
i=0
dp(i,Name(a)) · 2i
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Name([x ∈ Ln : a ∈ x]) =
2n−1∑
j=0
dp(Name(a), j) · 2i
=
2m−1∑
i=0
dp(i,
2n−1∑
j=0
dp(Name(a), j) · 2i) · 2i
4. Mit m = lev(t) folgt
1 = true0(t ⊆ s)
= true0(∀x ∈ t.x ∈ s)
=
2m−1∏
i=0
sg(1− dp(i,Name(t)) + true0(si ∈ s))
=
2m−1∏
i=0
sg(1− true0(si ∈ t) + true0(si ∈ s))
d.h.
true0(si ∈ t) = 1 =⇒ true0(si ∈ s) = 1.
Mit 3. folgt die Behauptung.
5. folgt aus 4.
6. Vollsta¨ndige Induktion u¨ber den Aufbau von φ.
7. Durch Hauptinduktion nach lev(t) und Nebeninduktion u¨ber den Aufbau des Skeletts von t
folgt true0(t = t) = 1 und mit 6. folgt die Behauptung.
8. Hauptinduktion nach m, Nebeninduktion u¨ber den Aufbau von φ. 2
Damit folgt nun
Lemma 5.2.2
1. Fu¨r A ' ∧(As)s∈Tm gilt
true0(A) = 1 gdw f.a. s ∈ T ∗m true0(As) = 1.
2. Fu¨r A ' ∨(As)s∈Tm gilt
true0(A) = 1 gdw ex. s ∈ T ∗m true0(As) = 1.
Beweis: 1. Sei A ≡ t 6∈ [x ∈ Lm : φ(x)]. Dann gilt
true0(A) = 1 gdw true0(¬A) = 0
L.5.2.1.8.
gdw true0(t ∈ Lm) = 0 oder true0(φ(t)) = 0
!
gdw f.a. s ∈ T ∗m true0(t = s) = 1⇒ true0(φ(s)) = 0
gdw f.a. s ∈ T ∗m true0(t 6= s ∨ ¬φ(s)) = 1
zu (!): ”⇐” Gelte true0(t ∈ Lm) = 1, dann gilt t ∈ Tm und sName(t) ∈ T ∗m sowie true0(t =
sName(t)) = 1 wg. Name(sName(t)) = Name(t). Also 0 = true0(φ(sName(t)) = true0(φ(t)).
”⇒” Ist true0(t = s) = 1, dann folgt true0(φ(s)) = true0(φ(t)) = 0.
Fu¨r A ≡ ∀x ∈ Lmφ(x) folgt die Behauptung unmittelbar aus der Definition von true0.
2. Folgt unmittelbar aus 1. 2
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True0 := {A ∈ ∆0(ω) : true0(A) = 1}, False0 := ∆0(ω) \ True0.
Definition 5.2.3 Fu¨r B = ∃x ∈ LωA(x) mit A(L0) ∈ ∆0(ω) sei
H∗δ(B) := {h ∈ Hδ : deg(h) = 0 und End(h) ⊆ {B} ∪ False0}.
Definition 5.2.4 Definition von red(h) fu¨r h ∈ H∗δ(B)
red(h) :=

h falls tp(h) =
∧
, A ' ∧(As)s∈T0
h[sn] falls tp(h) =
∧
A, A '
∧
(As)s∈Tm+1 , n := µi < 2m+1(true0(Asi) = 0)
h[n] falls tp(h) =
∧
A0∧A1 , n := µi < 2(true0(Ai) = 0)
h[0] falls tp(h) =
∨i
A
Lemma 5.2.3 Gilt f.a. n A(sn) ∈ False0, dann gilt
h ∈ H∗δ(B) =⇒ red(h) ∈ H∗δ(B) und o(red(h)) < o(h).
Beweis: Ist tp(h) =
∨s
B , dann ist
End(red(h)) = End(h[0]) ⊆ End(h) ∪ {A(s)} ⊆ {B} ∪ False0
lt. Voraussetzung und true0(A(s)) = true0(A(sm)) fu¨r m = Name(s).
Die u¨brigen Fa¨lle verlaufen analog. 2
Lemma 5.2.4 Gilt f.a. n A(sn) ∈ False0, dann gilt f.a. m
h ∈ H∗δ(B) =⇒ red(h)(m) ∈ H∗δ(B)
Beweis: Dies folgt durch vollsta¨ndige Induktion nach m aus dem vorangegangenen Lemma. 2
Lemma 5.2.5
h ∈ H∗δ(B) und es ex.n o(redn+1(h)) 6< o(redn(h)) =⇒ ex.n A(sn) ∈ True0
Beweis: Dies folgt aus den beiden vorangegangenen Lemmata. 2
Mit Hilfe von Name la¨sst sich nun auch eine arithmetische U¨bersetzung der ∆0(ω)-Formeln ange-
ben. n¯ stehe fu¨r den arithmetischen Term S . . . S︸ ︷︷ ︸
n−mal
0.
Definition 5.2.5
U(x ∈ y) :≡ dp(x, y) = 1
U(x ∈ a) :≡ dp(x,Name(a)) = 1
U(a ∈ b) :≡ dp(Name(a), Name(b)) = 1
U(A ∧B) :≡ U(A) ∧ U(B)
U(∀x ∈ yA) :≡ ∀x < 2lev(Num(y))(dp(x, y) = 0 ∨ U(A))
U(∀x ∈ tA) :≡ ∀x < 2
lev(t)
(dp(x,Name(t)) = 0 ∨ U(A))
U(¬A) := ¬U(A)
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Man beachte, daß damit auch eine U¨bersetzung mengentheoretischer ∆0-Formeln in arithmetische
∆0-Formeln definiert ist und die U¨bersetzung die gleichen freien Variablen, wie die Ursprungsfor-
mel hat. Zur Definition von Num siehe die na¨chste Seite. Im folgenden soll gezeigt werden, daß
PRA beweist, daß true0 ein partielles Wahrheitspra¨dikat fu¨r ∆0(ω)-Sa¨tze ist. Um die Feinheiten
der folgenden Argumentation herauszuarbeiten, werden wir an dieser Stelle genau zwischen den
syntaktischen Objekten Formeln, Terme, Variablen und ihren Go¨delnummern unterscheiden. D.h.
wir betrachten die Funktionen Name und true0 nun als auf den Go¨delnummern definiert, wa¨hrend
der Definitionsbereich von U weiterhin die Menge der ∆0(ω)-Formeln ist.
Da wir fu¨r die zu beweisende Aussage einige elementare Eigenschaften der Go¨delisierung von RS-
Termen und Sa¨tzen brauchen, gebe ich der Ku¨rze halber eine an. Wir nehmen also an, wir ha¨tten
bereits eine Go¨delisierung der logischen und nichtlogischen Zeichen sowie der Variablen und ∈-
Formeln.
Definition 5.2.6
gn(s ∈ t) := 〈gn(∈), gn(s), gn(t)〉
gn(s 6∈ t) := 〈gn(6∈), gn(s), gn(t)〉
gn(A ∧B) := 〈gn(∧), gn(A), gn(B)〉
gn(A ∨B) := 〈gn(∨), gn(A), gn(B)〉
gn(∀x ∈ tA) := 〈gn(∀), gn(x), gn(t), gn(A)〉
gn(∃x ∈ tA) := 〈gn(∃), gn(x), gn(t), gn(A)〉
gn([x ∈ Ln : φ(a1, . . . , am, x)]) := 〈gn(Ln), gn(x), gn(φ), gn(a1), . . . , gn(am)〉
Das folgende Lemma ist als Erinnerung gedacht:
Lemma 5.2.6
1. PRA ` x ≤ n¯↔ x = 0¯ ∨ . . . ∨ x = n¯
2. PRA `∏n¯x=0¯ f(x) = 1↔ f(0¯) = 1 ∧ . . . ∧ f(n¯) = 1
3. PRA `∑n¯x=0¯ f(x) ≥ 0↔ f(0¯) ≥ 1 ∨ . . . ∨ f(n¯) ≥ 1
4. PRA ` ∀x ≤ n¯φ(x)↔ φ(0¯) ∧ . . . ∧ φ(n¯)
5. PRA ` ∃x ≤ n¯φ(x)↔ φ(0¯) ∨ . . . ∨ φ(n¯)
2
Sei Num eine1 primitiv rekursive Funktion mit Num(n) := gn(sn) und
PRA ` Name(Num(x)) = x.
Sei weiter sb eine primitiv rekursive Funktion mit
sb(gn(A), gn(x), gn(t)) = gn(Ax(t))
fu¨r RS-Formeln A, Variablen x und RS-Terme t. Wir schreiben A(x˙) fu¨r den arithmetischen Term
sb(gn(A), gn(x), Num(x)).
1Fu¨r den Beweisgang werden hier und bei anderen Funktionen einige Eigenschaften verwendet, die von der
intensionalen Darstellung der Funktion abha¨ngen. Darum steht hier und im folgenden ”eine”. Aus einer extensionalen
Sicht heraus ist es natu¨rlich die Funktion.
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Man beachte, daß die Variable x in diesem Term nur an der letzten Stelle frei vorkommt.2
Mit Hilfe von sb la¨ßt sich die Definition von true0 auf den Go¨delnummern von ∆0(ω)-Sa¨tzen nun
wie folgt angeben:
Definition 5.2.7
true0(〈gn(∈), x, y〉) := dp(Name(x), Name(y))
true0(〈gn(∧), x, y〉) := true0(x) · true0(y)
true0(〈gn(∀), x, y, z〉) :=
∏2levy−1
j=0 sg((1− dp(j,Name(y)) + true0(sb(z, x,Num(j))))
Der Grund fu¨r die an dieser Stelle u¨bertrieben wirkende Ausfu¨hrlichkeit ist der, daß wir im Beweis
des nachfolgenden Lemmas eine etwas hintergru¨ndige Eigenschaft der Funktionen true0, gn und sb
brauchen. Es soll na¨mlich in PRA einsehbar sein, daß sich bestimmte Aussagen u¨ber die Funktions-
werte true0(x) machen lassen, obwohl das Argument x nicht vollsta¨ndig bekannt ist. Anhand der
hier gegebenen Definitionen la¨ßt sich nun einfach u¨berpru¨fen, daß die Definitionen der Funktionen
true0, gn und sb die fu¨r den Beweis des na¨chsten Lemmas notwendigen Eigenschaften haben.
Lemma 5.2.7 Fu¨r ∆0(ω)-Formeln A gilt
PRA ` true0(A(x˙0, . . . , x˙m)) = 1↔ U(A(x0, . . . , xm))
Beweis: Sei A ≡ φ(a0, . . . , an, x0, . . . , xm). Induktion u¨ber den Aufbau von φ.
Wir betrachten nur die beiden Fa¨lle mit den Allquantoren. Da die RS-Terme a0, . . . , an keine Rolle
bei der Argumentation spielen, lassen wir sie ebenfalls weg.
Sei φ(x0, . . . , xm) ≡ ∀xm+1 ∈ t.ψ(x0, . . . , xm+1).
Lt. I.V. gilt
PRA ` true0(ψ(x˙0, . . . , x˙m+1)) = 1↔ U(ψ(x0, . . . , xm+1)).
Damit la¨sst sich in PRA nun wie folgt argumentieren:
1 = true0(φ(x˙0, . . . , x˙m)) = true(〈gn(∀), gn(xm+1), gn(t), ψ(x˙0, . . . , x˙m)〉)
=
2
lev(gn(t))−1∏
xm+1=0
sg(1− dp(xm+1, Name(gn(t))) + true0(sb(ψ(x˙0, . . . , x˙m), gn(xm+1), Num(xm+1))
gdw
∀xm+1 < 2lev(gn(t))dp(xm+1, Name(t)) = 1 −→ true0(ψ(x˙0, . . . , x˙m+1))
I.V.
gdw
∀xm+1 < 2lev(t)dp(xm+1, Name(t)) = 1 −→ U(ψ(x0, . . . , xm+1))
gdw
U(φ(x0, . . . , xm))
Fu¨r den Fall φ(x0, . . . , xm) ≡ ∀xm+1 ∈ xjψ(x0, . . . , xm+1) ergibt sich:
1 = true0(φ(x˙0, . . . , x˙m)) = true(〈gn(∀), gn(xm+1), Num(xj), ψ(x˙0, . . . , x˙m)〉)
=
2lev(Num(xj))−1∏
xm+1=0
sg(1− dp(xm+1, Name(Num(xj))) + true0(sb(ψ(x˙0, . . . , x˙m), gn(xm+1), Num(xm+1))
gdw
2Derartige fu¨r meinen Geschmack etwas unglu¨ckliche Formulierungen sind in der Literatur u¨blich vgl. z.B.
[HaP93], [Tr73] und ermo¨glichen erst die Herausstreichung der doppelten Rolle von x (als Metavariable und Variable
des Terms) durch die bu¨ndige Formulierung A(x˙).
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∀xm+1 < 2lev(Num(xj))dp(xm+1, xj) = 1 −→ true0(ψ(x˙0, . . . , x˙m+1))
I.V.
gdw
∀xm+1 < 2lev(Num(xj))dp(xm+1, xj) = 1 −→ U(ψ(x0, . . . , xm+1))
gdw
U(φ(x0, . . . , xm))
wg. PRA ` Name(Num(xj)) = xj . 2
Folgerung: Fu¨r ∆0(ω)-Sa¨tze A gilt
PRA ` true0(gn(A)) = 1↔ U(A).
5.2.2 Primitive Rekursion
In diesem Abschnitt soll gezeigt werden, daß sich unsere Argumentation tatsa¨chlich in PRA
durchfu¨hren la¨ßt, d.h., daß die verwendeten Pra¨dikate und Funktionen primitiv rekursiv sind.
Ein Blick auf die Beweise zeigt dann, daß in den Beweisen ho¨chstens ∆0-Induktion (gemeint sind
hier ∆0-Formeln in der Sprache von PRA, also primitiv rekursive Pra¨dikate) verwendet wurde. Um
nachzuweisen, daß die verwendeten Pra¨dikate und Funktionen primitiv rekursiv sind, werde ich zei-
gen, daß die verwendeten Rekursionsschemata nicht aus dem Bereich der primitiv rekursiven Funk-
tionen herausfu¨hren. Dies ist klar fu¨r o, deg,Ref, tp, [] und fu¨r Hδ: o(d), deg(d), Ref(d), tp(d), d[i]
und d ∈ Hδ sind induktiv u¨ber die La¨nge der Zeichenkette d definiert. Der Beweis der arithmeti-
schen Aussage, daß Hδ ein operatorkontrolliertes Bezeichnungssystem fu¨r RS(K)-Herleitungen ist,
d.h. der Nachweis der ∆0-Bedingungen a)-n) la¨uft ebenso induktiv u¨ber die La¨nge der Zeichen-
kette, wie die Beweise aller dafu¨r notwendigen Lemmata und Sa¨tze, die ebenfalls als ∆0-Aussagen
aufgefaßt werden ko¨nnen.
Anders sieht die Sache bei den Funktionen true0 und Name aus. Daraus daß Name primitiv re-
kursiv ist, folgt offensichtlich, daß true0 primitiv rekursiv ist. Name(t) ergibt sich rekursiv aus
Funktionswerten von Name an Argumentstellen, die entweder ein kleineres Level oder einen klei-
neren a¨ußeren Rang als t haben, also in ω × ω bzgl. der lexikographischen Ordnung vor t liegen.
Da die Anzahl der Argumente zur Berechnung von Name(t) im Rekursionsschritt abha¨ngig von
t variiert, handelt es sich dem Augenschein nach um eine Wertverlaufsrekursion. Dies wirft in-
sofern ein Problem auf, da der Wertverlauf der Werte einer Funktion an Argumentstellen, die
lexikographisch vor einem Argument y liegen, im allgemeinen nicht vollsta¨ndig in einer natu¨rlichen
Zahl kodiert werden kann, da y unendlich viele Vorga¨nger haben kann. Bevor ich die Frage nach
den Rekursionsprinzipien, mit denen Name definiert ist, weiter ero¨rtere, mo¨chte ich die notwen-
digen Hilfsmittel fu¨r den Nachweis, daß diese Prinzipien aus dem Bereich des Primitiv-Rekursiven
nicht herausfu¨hren, bereitstellen. Leider werden in der Literatur nur sehr wenige Werkzeuge be-
reitgestellt, um von einer konkreten Funktion zu zeigen, daß sie primitiv rekursiv ist. Die gro¨ßte
Fundgrube in diesem Gebiet stellt sicher immer noch das Standardwerk von Rosza Peter [Pet57]
dar, bei dem es sich allerdings mehr um eine (sehr umfangreiche) Sammlung von Einzelfa¨llen
handelt, deren Behandlung sich ha¨ufig nicht oder nur schwer auf allgemeinere Fa¨lle u¨bertragen
la¨ßt. Einige neuere Ergebnisse auf diesem Gebiet finden sich in Felscher [Fel93], u.a. eine Charak-
terisierung der primitiv rekursiven Funktionen durch ”times-Schleifen”. In [Si88] charakterisiert
Simmons die primitiv rekursiven Funktionen als Fixpunkte bestimmter Funktionale. In [CiW97]
fassen Cichon/Weiermann bestimmte Rekursionsschemata als Termersetzungssysteme auf, wobei
die wesentliche Aufgabe dann darin besteht, die La¨nge der Reduktionssequenzen primitiv rekursiv
abzuscha¨tzen.
Als Nebenergebnisse dieser Arbeit werden sich in diesem Abschnitt elegante Beweise dafu¨r erge-
ben, daß die primitiv rekursiven Funktionen abgeschlossen gegen die zweifache ungeschachtelte
Rekursion mit Parametersubstitution und die dreifache ungeschachtelte Rekursion sind3. Die hier
3Erstere la¨ßt sich natu¨rlich als Spezialfall der dreifachen ungeschachtelten Rekursion auffassen. Es geht mir in
diesem Abschnitt darum anzudeuten, wie sich der Beweis verallgemeinern la¨ßt.
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verwendete Beweismethode la¨ßt sich problemlos auf mehrfache ungeschachtelte Rekursionen und
wahrscheinlich auch auf eine Vielzahl anderer Rekursionsschemata u¨bertragen.
f, g, h, . . . seien im Folgenden immer Funktionen mit Definitionsbereich INn fu¨r ein n und Wer-
tebereich IN . Wir betrachten nur die Fa¨lle mit der geringsten Anzahl von Argumenten. Mithilfe
der Paarfunktion 〈, 〉 oder durch einfaches U¨bertragen der Beweise, lassen sich die Resultate dann
auch fu¨r die mehrstelligen Fa¨lle beweisen. Bis auf den letzten Satz bezeichnet < in diesem Ab-
schnitt die natu¨rliche Ordnung auf IN . Wir beginnen zuna¨chst mit der primitiven Rekursion mit
Parametersubstitution. Die Beweisidee ist aus Rose [Ros84] entnommen.
Lemma 5.2.8 Gelte
f(x, 0) = g(x)
f(x, y + 1) = h(x, y, f(j(x, y), y)),
dann ist mit g, h, j auch f primitiv rekursiv.
Beweis: Wir definieren durch primitive Rekursion zwei dreistellige Funktionen J, F :
J(x, y, 0) := x
J(x, y, t+ 1) := j(J(x, y, t), y−˙t)
F (x, y, 0) := g(J(x, y−˙1, y))
F (x, y, t+ 1) := h(J(x, y−˙1, y−˙(t+ 1)), t, F (x, y, t))
Durch vollsta¨ndige Induktion nach t folgt nun:
t ≤ y −→ F (x, y, t) = f(J(x, y−˙1, y−˙t), t)
t = 0
F (x, y, 0) = g(J(x, y−˙1, y)) = f(J(x, y−˙1, y), 0)
t→ t+ 1
Ist t+ 1 ≤ y, dann ist y−˙t ≥ 1. Es folgt
F (x, y, t+ 1) = h(J(x, y−˙1, y−˙(t+ 1))︸ ︷︷ ︸
=:k
, t, F (x, y, t))
I.V.= h(k, t, f(J(x, y−˙1, y−˙t), t))
= h(k, t, f(j(J(x, y−˙1, y−˙(t+ 1)), (y−˙1)−˙(y−˙(t+ 1))), t))
= h(k, t, f(j(k, t), t))
= f(J(x, y−˙1, y−˙(t+ 1)), t+ 1)
Mit t = y folgt
f(x, y) = F (x, y, y).
2
Wir ko¨nnen nun direkt die zweifache ungeschachtelte Rekursion mit Parametersubstitution in
Angriff nehmen:
Definition 5.2.8 Eine Funktionenmenge F heißt abgeschlossen gegen zweifache ungeschachtelte
Rekursion mit Parametersubstitution, wenn aus g, h0, h1, j0, j1, t0, t1, s ∈ F und
f(k, 0, n) = g(k, n)
f(k,m, 0) = h0(k,m, f(j0(k,m, 0), t0(k,m, 0), s(k,m, 0))) fu¨r m > 0
f(k,m, n) = h1(k,m, n, f(j0(k,m, n), t0(k,m, n), s(k,m, n)), f(j1(k,m, n),m, t1(k,m, n))
fu¨r m > 0, n > 0
mit t0(k,m, n) ≤ m−˙1 und t1(k,m, n) ≤ n−˙1, f ∈ F folgt.
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Cichon/Weiermann bezeichnen in [CiW97] das Schema
f(x+ 1, y + 1) = h(x, y, f(x, p(x, y)), f(x+ 1, y))
als mehrfache ungeschachtelte Rekursion mit Parametersubstitution. Da sie zudem f(0, y) = g0(y)
und f(x, 0) = g1(x) setzen, handelt es sich hierbei in unserer Terminologie um einen Spezialfall
der zweifachen ungeschachtelten Rekursion (ohne Parametersubstitution). Das oben angegebene
Schema unterscheidet sich von dem in Felscher [Fel93] behandelten, durch die Parameterfunktionen
j0, j1 und dadurch, daß die Regressionsfunktion t0 bereits im Rekursionsschritt fu¨r den Fall n = 0
auftaucht. Dadurch ist der Beweis mit Hilfe der von Peter [Pet36] entwickelten Lateralkonstruktion
nicht mehr so einfach durchzufu¨hren.
Fu¨r die Dauer des Nachweises, daß obiges Schema nicht aus dem Primitiv-Rekursiven hinausfu¨hrt,
werden wir folgende Bezeichnungen verwenden:
kl :=j0(k,m, n) kr :=j1(k,m, n)
ml:=t0(k,m, n) mr:=m
nl :=s(k,m, n) nr :=t1(k,m, n)
kl, . . . , nr sind natu¨rlich von k,m, n abha¨ngig. Es wird aber aus dem Kontext hervorgehen, welche
k,m, n gemeint sind. Mit diesen Abku¨rzungen definieren wir nun:
F (k,m, n, 0) :=
{
g(k, n) + 1 : m = 0
0 : sonst
F (k,m, n, i+ 1) :=

F (k,m, n, i) : F (k,m, n, i) 6= 0
h0(k,m, F (kl,ml, nl, i)−˙1) + 1 : F (k,m, n, i) = 0,
n = 0,m > 0 und
F (kl,ml, nl, i) 6= 0
h1(k,m, n, F (kl,ml, nl, i)−˙1, F (kr,mr, nr, i)−˙1) + 1
: F (k,m, n, i) = 0,
n > 0,m > 0,
F (kl,ml, nl, i) 6= 0 und
F (kr,mr, nr, i) 6= 0
0 : sonst
Bei der Definition von F handelt es sich um eine primitive Rekursion mit Parametersubstitution.
F ist dementsprechend primitiv rekursiv in g, h0, h1, j0, j1, t0, t1, s, wie wir weiter oben gesehen
hatten. Desweiteren gilt:
F (k,m, n, i) 6= 0 −→ F (k,m, n, i+ 1) = F (k,m, n, i) = f(k,m, n) + 1
Beweis durch vollsta¨ndige Induktion nach i:
Fu¨r i = 0 folgt aus F (k,m, n, 0) 6= 0, daß m = 0 und so
F (k,m, n, 1) = F (k,m, n, 0) = g(k, n) + 1 = f(k,m, n) + 1.
Ist F (k,m, n, i) 6= 0, dann folgt lt. I.V.
F (k,m, n, i+ 1) = F (k,m, n, i) = f(k,m, n) + 1.
Sei F (k,m, n, i) = 0.
Ist n = 0,m > 0, F (kl,ml, nl, i) 6= 0, dann folgt lt. I.V.
F (k,m, n, i+ 1) = h0(k,m, F (kl,ml, i)−˙1) + 1
= h0(k,m, f(kl,ml, nl)) + 1
= f(k,m, n) + 1
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Fu¨r n > 0,m > 0, F (kl,ml, nl, i) 6= 0 6= F (kr,mr, nr, i) folgt die Behauptung analog und im
”sonst“ Fall ist die Behauptung trivial. 2
Nun besteht unsere Aufgabe darin, eine primitiv rekursive Funktion z mit F (k,m, n, z(k,m, n)) 6= 0
zu konstruieren. Bei der na¨chsten Definition handelt es sich um eine simultane Wertverlaufsrekur-
sion:
p0(k,m, n, 0) := k p1(k,m, n, 0) := m p2(k,m, n, 0) := n
p0(k,m, n, 2i+ 1) := j0(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p0(k,m, n, 2(i+ 1)) := j1(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p1(k,m, n, 2i+ 1) := t0(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p1(k,m, n, 2(i+ 1)) := p1(k,m, n, i)
p2(k,m, n, 2i+ 1) := s(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p2(k,m, n, 2(i+ 1)) := t1(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
Wir definieren weiter zwei primitiv rekursive Funktionen N∗, E∗, die uns dabei helfen, durch den
Berechnungsbaum zu navigieren:
N ∗ 0 := 1
N ∗ (2i+ 1) := 2 · (N ∗ i) + 1
N ∗ (2(i+ 1)) := 2 · (N ∗ (i+ 1))
E ∗ 0 := 2
E ∗ (2i+ 1) := 2 · (E ∗ i) + 1
E ∗ (2(i+ 1)) := 2 · (E ∗ (i+ 1))
Es gilt
p0(kl,ml, nl) = p0(k,m, n,N ∗ i)
p0(kr,mr, nr) = p0(k,m, n,E ∗ i)
p1(kl,ml, nl) = p1(k,m, n,N ∗ i)
p1(kr,mr, nr) = p1(k,m, n,E ∗ i)
p2(kl,ml, nl) = p2(k,m, n,N ∗ i)
p2(kr,mr, nr) = p2(k,m, n,E ∗ i)
Beweis:
p0(k,m, n,N ∗ 0) = p0(k,m, n, 1)
= j0(p0(k,m, n, 0), p1(k,m, n, 0), p2(k,m, n, 0))
= j0(k,m, n)
= kl
= p0(kl,ml, nl, 0)
und vollkommen analog folgt der Induktionsanfang fu¨r alle anderen Fa¨lle.
p0(k,m, n,N ∗ (2i+ 1)) = p0(k,m, n, 2 · (N ∗ i) + 1)
= j0(p0(k,m, n,N ∗ i), p1(k,m, n,N ∗ i), p2(k,m, n,N ∗ i))
I.V.= j0(p0(kl,ml, nl, i), p1(kl,ml, nl, i), p2(kl,ml, nl, i))
= p0(kl,ml, nl, 2i+ 1)
und auch hier folgt der Induktionsschritt in den restlichen 15 Fa¨llen vollkommen analog. 2
Fu¨r a ≥ 1 gilt
i ≤ a −→ N ∗ i, E ∗ i < 8a
Beweis: Es sind N ∗ 0, n ∗ 1, E ∗ 0, E ∗ 1 ≤ 5 < 8.
Fu¨r i = 2j + 1 bzw. i = 2(j + 1) folgt
j ≤ Div(a, 2) bzw. j + 1 ≤ Div(a, 2).
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Also lt. I.V.
N ∗ j, E ∗ j < 8 ·Div(a, 2) ≤ 4 · a bzw. N ∗ (j + 1), E ∗ (j + 1) < 8 ·Div(a, 2) ≤ 4 · a.
Da a ≥ 1 ist, folgt
N ∗ i = 2(N ∗ j) + 1 < 8a
E ∗ i = 2(E ∗ j) + 1 < 8a
bzw.
N ∗ i = 2(N ∗ (j + 1)) < 8a
E ∗ i = 2(E ∗ (j + 1)) < 8a.
2
Wir definieren nun z durch:
z1(k,m, n, a) := (
∑a
i=0 p2(k,m, n, i)) + 1
z2(k,m, n, 0) := n+ 1
z2(k,m, n, a+ 1) := z2(k,m, n, a) + z1(k,m, n, 8z2(k,m, n, a) + 1)
z(k,m, n) := z2(k,m, n,m)
Fu¨r a ≥ 1 gilt
z1(kl,ml, nl, a) ≤ z1(k,m, n, 8 · a)
z1(kr,mr, nr, a) ≤ z1(k,m, n, 8 · a)
Beweis: Dies folgt aus N ∗ i, E ∗ i < 8a und
p2(kl,ml, nl) = p2(k,m, n,N ∗ i)
p2(kr,mr, nr) = p2(k,m, n,E ∗ i)
2
Desweiteren gilt:
z2(kl,ml, nl, a) < z2(k,m, n, a+ 1)
Beweis durch vollsta¨ndige Induktion u¨ber a:
”a = 0“
z2(kl,ml, nl, 0) = nl + 1
= p2(k,m, n, 1) + 1
≤
(
1∑
i=0
p2(k,m, n, 1)
)
+ 1
= z1(k,m, n, 1)
< z2(k,m, n, 1)
”a→ a+ 1“
z2(kl,ml, nl, a+ 1) = z2(kl,ml, nl, a) + z1(kl,ml, nl, 8z2(kl,ml, nl, a) + 1)
≤ z2(kl,ml, nl, a) + z1(k,m, n, 8z2(kl,ml, nl, a) + 2)
I.V.
< z2(k,m, n, a+ 1) + z1(k,m, n, 8z2(k,m, n, a+ 1) + 1)
= z2(k,m, n, a+ 2)
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2Fu¨r n > 0 gilt:
z2(kr,mr, nr, a) < z2(k,m, n, a)
Beweis durch vollsta¨ndige Induktion u¨ber a:
”a = 0“
z2(kr,mr, nr, 0) = nr + 1
= t1(k,m, n) + 1
< n+ 1
= z2(k,m, n, 0)
”a→ a+ 1“
z2(kr,mr, nr, a+ 1) = z2(kr,mr, nr, a) + z1(kr,mr, nr, 8z2(kr,mr, nr, a) + 1)
< z2(kr,mr, nr, a) + z1(k,m, n, 8z2(kr,mr, nr, a) + 2)
I.V.
< z2(k,m, n, a) + z1(k,m, n, 8z2(k,m, n, a) + 1)
= z2(k,m, n, a+ 1)
2
Schließlich ergibt sich:
z(kl,ml, nl) < z(k,m, n) fu¨r m > 0 und
z(kr,mr, nr) < z(k,m, n) fu¨r n > 0
Beweis:
z(kl,ml, nl) = z2(kl,ml, nl,ml)
≤ z2(kl,ml, nl,m−˙1)
< z2(k,m, n,m)
= z(k,m, n)
z(kr,mr, nr) = z2(kr,mr, nr,m)
< z2(k,m, n,m)
= z(k,m, n)
2
Wir haben nun alle Eigenschaften von z beisammen, um den Beweis abzuschließen:
F (k,m, n, z(k,m, n)) 6= 0
Beweis: Hauptinduktion u¨ber m, Nebeninduktion u¨ber n
Ist F (k,m, n, z(k,m, n)−˙1) 6= 0, dann ist nichts zu zeigen. Sei also F (k,m, n, z(k,m, n)−˙1) = 0.
Fu¨r m = 0 ist F (k,m, n, z(k,m, n)) 6= 0.
Sei m > 0, n = 0.
Dann ist t1(k,m, 0) < m und lt. I.V.
F (kl,ml, nl, z(kl,ml, nl)) = F (kl,ml, nl, z(k,m, n)−˙1) 6= 0.
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Also ist
F (k,m, n, z(k,m, n)) = h0(k,m, F (kl,ml, nl, z(k,m, n)−˙1) + 1 6= 0.
Die anderen Fa¨lle folgen analog. 2
Da f(k,m, n) = F (k,m, n, z(k,m, n))−˙1 ist, ist damit der folgende Satz bewiesen:
Satz 5.2.1 Die primitiv rekursiven Funktionen sind abgeschlossen gegen zweifache ungeschachtelte
Rekursion mit Parametersubstitution.
Anhand der dreifachen ungeschachtelten Rekursion mo¨chte ich noch skizzieren, wie leicht sich
dieser Beweis auf mehrfache ungeschachtelte Rekursionen u¨bertragen la¨ßt.
Definition 5.2.9 Eine Funktionenmenge F heißt abgeschlossen gegen dreifache ungeschachtelte
Rekursion, wenn aus g, h0, h1, h2, h3, t0, t1, t2, s0, s1, s2 ∈ F und
f(0,m, n) = g(m,n)
f(k, 0, 0) = h0(k, f(t0(k, 0, 0), s0(k, 0, 0), s1(k, 0, 0))) fu¨r k > 0
f(k, 0, n) = h1(k, n, f(t0(k, 0, n), s0(k, 0, n), s1(k, 0, n)), f(k, 0, t2(k, 0, n)))
fu¨r k > 0, n > 0
f(k,m, 0) = h2(k,m, f(t0(k,m, 0), s0(k,m, 0), s1(k,m, 0)), f(k, t1(k,m, 0), s2(k,m, 0)))
fu¨r k > 0,m > 0
f(k,m, n) = h3(k,m, n, f(t0(k,m, n), s0(k,m, n), s1(k,m, n)), f(k, t1(k,m, n), s2(k,m, n)),
f(k,m, t2(k,m, n))) fu¨r k > 0,m > 0, n > 0
mit t0(k,m, n) ≤ k−˙1, t1(k,m, n) ≤ m−˙1 und t2(k,m, n) ≤ n−˙1, f ∈ F folgt.
Wir verwenden wieder einige abku¨rzende Bezeichnungen:
kl :=t0(k,m, n) km :=k kr :=k
ml:=s0(k,m, n) mm:=t1(k,m, n) mr:=m
nl :=s1(k,m, n) nm :=s2(k,m, n) nr :=t2(k,m, n)
wobei kl, . . . , nr natu¨rlich wieder von k,m, n abha¨ngig sind. Mit diesen Abku¨rzungen definieren
wir nun analog zu oben:
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F (k,m, n, 0) :=
{
g(m,n) + 1 : k = 0
0 : sonst
F (k,m, n, i+ 1) :=

F (k,m, n, i) : F (k,m, n, i) 6= 0
h0(k, F (kl,ml, nl, i)−˙1) + 1 : F (k,m, n, i) = 0,
k > 0, n = 0,m = 0 und
F (kl,ml, nl, i) 6= 0
h1(k, n, F (kl,ml, nl, i)−˙1, F (kr,mr, nr, i)−˙1) + 1
: F (k,m, n, i) = 0,
k > 0,m = 0, n > 0
F (kl,ml, nl, i) 6= 0 und
F (kr,mr, nr, i) 6= 0
h2(k,m, F (kl,ml, nl, i)−˙1, F (km,mm, nm, i)−˙1) + 1
: F (k,m, n, i) = 0,
k > 0,m > 0, n = 0
F (kl,ml, nl, i) 6= 0 und
F (km,mm, nm, i) 6= 0
h3(k,m, n, F (kl,ml, nl, i)−˙1, F (km,mm, nm, i)−˙1, F (kr,mr, nr, i)−˙1) + 1
: F (k,m, n, i) = 0,
k > 0,m > 0, n = 0
F (kl,ml, nl, i) 6= 0,
F (km,mm, nm, i) 6= 0 und
F (kr,mr, nr, i) 6= 0
0 : sonst
F ist wieder primitiv rekursiv in g, h0, h1, h2, h3, t0, t1, t2, s0, s1, s2 und es gilt:
F (k,m, n, i) 6= 0 −→ F (k,m, n, i+ 1) = F (k,m, n, i) = f(k,m, n) + 1.
Wir konstruieren wieder eine primitiv rekursive Funktion z mit F (k,m, n, z(k,m, n)) 6= 0.
p0(k,m, n, 0) := k p1(k,m, n, 0) := m p2(k,m, n, 0) := n
p0(k,m, n, 3i+ 1) := t0(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p0(k,m, n, 3i+ 2) := p0(k,m, n, i)
p0(k,m, n, 3(i+ 1)) := p0(k,m, n, i)
p1(k,m, n, 3i+ 1) := s1(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p1(k,m, n, 3i+ 2) := t1(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p1(k,m, n, 3(i+ 1)) := p1(k,m, n, i)
p2(k,m, n, 3i+ 1) := s2(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p2(k,m, n, 3i+ 2) := s3(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
p2(k,m, n, 3(i+ 1)) := t2(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n))
Wir definieren diesmal drei primitiv rekursive Funktionen N∗, E∗, Z∗, um durch den Berechnungs-
baum zu navigieren:
N ∗ 0 := 1
N ∗ (3i+ 1) := 3 · (N ∗ i) + 1
N ∗ (3i+ 2) := 3 · (N ∗ i) + 2
N ∗ (3(i+ 1)) := 3 · (N ∗ (i+ 1))
E ∗ 0 := 2
E ∗ (3i+ 1) := 3 · (E ∗ i) + 1
E ∗ (3i+ 2) := 3 · (E ∗ i) + 2
E ∗ (3(i+ 1)) := 3 · (E ∗ (i+ 1))
Z ∗ 0 := 3
Z ∗ (3i+ 1) := 3 · (Z ∗ i) + 1
Z ∗ (3i+ 2) := 3 · (Z ∗ i) + 2
Z ∗ (3(i+ 1)) := 3 · (Z ∗ (i+ 1))
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Es gilt
p0(kl,ml, nl) = p0(k,m, n,N ∗ i)
p0(km,mm, nm) = p0(k,m, n,E ∗ i)
p0(kr,mr, nr) = p0(k,m, n, Z ∗ i)
p1(kl,ml, nl) = p1(k,m, n,N ∗ i)
p1(km,mm, nm) = p1(k,m, n,E ∗ i)
p1(kr,mr, nr) = p1(k,m, n, Z ∗ i)
p2(kl,ml, nl) = p2(k,m, n,N ∗ i)
p2(km,mm, nm) = p2(k,m, n,E ∗ i)
p2(kr,mr, nr) = p2(k,m, n, Z ∗ i)
Fu¨r a ≥ 1 ko¨nnen wir wiederum grob abscha¨tzen:
i ≤ a −→ N ∗ i, E ∗ i < 27a
Wir definieren nun z durch:
z1(k,m, n, a) :=
(
a∑
i=0
p2(k,m, n, i)
)
+ 1
z2(k,m, n, 0) := n+ 1
z2(k,m, n, a+ 1) := z2(k,m, n, a) + z1(k,m, n, 27z2(k,m, n, a) + 1)
z3(k,m, n, a) :=
a∑
i=0
z2(p0(k,m, n, i), p1(k,m, n, i), p2(k,m, n, i), p1(k,m, n, i))
z4(k,m, n, 0) := z2(k,m, n,m)
z4(k,m, n, a+ 1) := z4(k,m, n, a) + z3(k,m, n, 27z4(k,m, n, a) + 1)
z(k,m, n) := z4(k,m, n, k)
Fu¨r a ≥ 1 gilt nun
z1(kl,ml, nl, a) ≤ z1(k,m, n, 27 · a)
z1(km,mm, nm, a) ≤ z1(k,m, n, 27 · a)
z1(kr,mr, nr, a) ≤ z1(k,m, n, 27 · a)
Desweiteren gilt:
z2(kl,ml, nl, a) < z2(k,m, n, a+ 1)
z2(km,mm, nm, a) < z2(k,m, n, a+ 1) und
z2(kr,mr, nr, a) < z2(k,m, n, a) fu¨r n > 0
Damit folgt dann:
z4(kl,ml, nl, a) < z4(k,m, n, a+ 1)
z4(km,mm, nm, a) < z4(k,m, n, a) fu¨r m > 0 und
z4(kr,mr, nr, a) < z4(k,m, n, a) fu¨r n > 0
Und schließlich folgt
z(kl,ml, nl) < z(k,m, n) fu¨r k > 0
z(km,mm, nm) < z(k,m, n) fu¨r m > 0 und
z(kr,mr, nr) < z(k,m, n) fu¨r n > 0
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womit wir dann analog zu oben
F (k,m, n, z(k,m, n)) 6= 0
beweisen ko¨nnen. Wir ko¨nnen also den folgenden allgemeinen Satz formulieren:
Satz 5.2.2 Die primitiv rekursiven Funktionen sind abgeschlossen gegen mehrfache ungeschach-
telte Rekursion.
Es ist noch zu kla¨ren, warum sich daraus ergibt, daß Name und damit auch true0 primitiv rekursiv
sind. Dazu betrachten wir die Funktion f , die definiert ist durch
f(0) := m
f(x) := f(t(0, x)) + . . .+ f(t(k(x), x)),
wobei t, k primitiv rekursive Funktionen sind und t(i, x) fu¨r i ≤ k(x) lexikographisch vor x liegen
soll, wenn man beide Werte als geordnete Tupel auffasst. Wir definieren nun eine weitere Funktion
F durch
F (0, i) := m
F (x, 0) := F (t(0, x), k(t(0, x)))
F (x, i+ 1) := F (x, i) + F (t(i+ 1, x), k(t(i+ 1, x)))
und mit der Funktion case
case(a, b, c) :=
{
b falls a = 0
c sonst ,
und der Paarfunktion 〈, 〉 folgt, daß es sich hierbei um eine dreifache ungeschachtelte Rekursion
handelt. Nun gilt:
i ≤ k(x) −→ F (x, i) =
i∑
j=0
f(t(j, x)) fu¨r x > 0
Beweis: Wir beweisen die Aussage durch Hauptinduktion u¨ber x und Nebeninduktion u¨ber i.
Fu¨r i = 0 folgt
f(t(0, x)) I.V.= F (t(0, x), k(t(0, x)) = F (x, 0).
Fu¨r i+ 1 ≤ k(x) folgt
i+1∑
j=0
f(t(j, x)) = f(t(i+ 1, x)) +
i∑
j=0
f(t(j, x))
I.V.= f(t(i+ 1, x)) + F (x, i)
I.V.= F (t(i+ 1, x), k(t(i+ 1, x))) + F (x, i)
= F (x, i+ 1).
2
Mit i = k(x) folgt
f(x) = F (x, k(x))
und somit ist f primitiv rekursiv. Genauso la¨ßt sich einsehen, daß die komplizierter anmutende
Funktion f mit
f(0) := m
f(x) :=
f(t(0, 0, x))· . . . ·f(t(s(x), 0, x))+
...
...
f(t(0, k(x), x))· . . . ·f(t(s(x), k(x), x))
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wobei t, k, s wieder primitiv rekursive Funktionen sind und t(i, j, x) fu¨r j ≤ k(x), i ≤ s(x) le-
xikographisch vor x liegen soll, primitiv rekursiv ist. Dazu definiert man sich durch vierfache
ungeschachtelte Rekursion simultan zwei Funktionen F0, F1:
F0(0, i, j) := m
F0(x, 0, j) := F1(t(0, j, x), s(t(0, j, x)), k(t(0, j, x))) fu¨r x > 0
F0(x, i+ 1, j) := F0(x, i, j) · F1(t(i+ 1, j, x), s(t(i+ 1, j, x)), k(t(i+ 1, j, x))) fu¨r x > 0
F1(0, i, j) := m
F1(x, i, 0) := F0(x, i, 0) fu¨r x > 0
F1(x, i, j + 1) := F1(x, i, j) + F0(x, i, j + 1) fu¨r x > 0
und beweist wie oben simultan durch Hauptinduktion u¨ber x, Nebeninduktion u¨ber i und j
F1(x, s(x), k(x)) = f(x)
i ≤ s(x), j ≤ k(x) −→ F0(x, i, j) =
j∏
j′=0
f(t(i, j′, x))
i ≤ s(x), j ≤ k(x) −→ F1(x, i, j) =
i∑
i′=0
 j∏
j′=0
f(t(i′, j′, x))
 .
Abgesehen von den einfach zu behandelnden Fallunterscheidungen, sind dies genau die Rekursi-
onsschemata, mit denen Name definiert ist. Wir erhalten also:
Lemma 5.2.9 Name und true0 sind primitiv rekursiv.
2
D.h. auch die Aussagen der Lemmata am Anfang dieses Paragraphen lassen sich in PRA beweisen.
Insbesondere haben wir in Lemma 5.2.4 nur ∆0-Induktion verwendet. Wir sind nun in der Lage,
den abschliessenden Satz zu beweisen:
Satz 5.2.3 Aus Π3 − Refl ` ∀z(′′z = HF ′′ → ∀x ∈ z∃y ∈ zφ(x, y)) mit φ ∈ ∆0 folgt PRA +
PRWO(<) ` ∀n∃mU(φ(n,m)).
Beweis: Wir bezeichnen das Funktionssymbol, das die primitiv rekursive Funktion I mit
I(gn(A), gn(t), gn(h)) = gn(IAt h) repra¨sentiert, ebenfalls mit I.
Gelte Π3 −Refl ` ∀z(′′z = HF ′′ → ∀x ∈ z∃y ∈ zφ(x, y)) mit φ ∈ ∆0.
Lt. Satz 4.4.2 existiert ein δ und ein h ∈ Hδ mit deg(h) = 0 und
End(h) ⊆ {∀x ∈ Lω∃y ∈ Lωφ(x, y)}.
Sei h(n˙) der Term I(gn(∀x ∈ Lω∃y ∈ Lωφ(x, y)), Num(n), gn(h)).
Es gilt
PRA ` h(n˙) ∈ H∗δ(∃y ∈ Lωφ(n˙, y))
und
PRA+ PRWO(<) ` ∃m o(redm+1(h(n˙))) 6< o(redm(h)).
Mit Lemma 5.2.5 folgt
PRA+ PRWO(<) ` ∃m true0(φ(n˙, m˙)) = 1
und wg. PRA ` true0(φ(n˙, m˙)) = 1↔ U(φ(n,m)) damit
PRA+ PRWO(<) ` ∃mU(φ(n,m)).
Mit der Generalisierungsregel folgt die Behauptung. 2
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Anhang A
Die Bezeichnungen fu¨r die
Teilherleitungen
Wir schreiben d : Γ fu¨r End(d) ⊆ Γ.
Zu h := (N1)ξ,piB[~s](t):
Γ(~s, Lτ ) := ¬ψpi1 , . . . ,¬ψpil ,¬(tran(Lτ ) ∧ Lτ 6= ∅ ∧ Paarτ ),¬C[~s], B[~s]
db2 :=
1 : ψpil
1 : ψpi1 d1(~a/~s, y/Lτ ) : Γ(~a/~s, y/Lτ )
...
Cutψpi1
Γ(~a/~s, y/Lτ ) \ {¬ψpi1 , . . . ,¬ψpil }
Cutψpil
db :=
db2 : Γ(~a/~s, y/Lτ ) \ {¬ψpi1 , . . . ,¬ψpil } db1 : tran(Lτ ) ∧ Lτ 6= ∅ ∧ Paarτ
¬C[~s]τ , B[~s]τ Cut
3 : Lτ = Lτ
Adξ(Lτ )
...
¬C[~s]τ ,∃zpi(Adξ(z) ∧B[~s]z)
h[τ ] :=
db : ¬C[~s]τ ,∃zpi(Adξ(z) ∧B[~s]z) 10 : Lτ 6= t,¬C[~s]t, C[~s]τ
Lτ 6= t,¬C[~s]t,∃zpi(Adξ(z) ∧B[~s]z) Cut
Mit
∧
¬Adξ(t) = tp(h) folgt die Konklusion von h
¬Adξ(t),¬C[~s]t,∃zpi(Adξ(z) ∧B[~s]z).
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Zu h := (N2)ξ,piB[~s]:
h[t] :=
¬Adξ(t),¬C[~s]t,∃zpi(Adξ(z) ∧B[~s]z)
...
¬Adξ(t) ∧ ¬C[~s]t,∃zpi(Adξ(z) ∧B[~s]z)
Mit tp(h) =
∧
∀zpi(¬Adξ(z)∨¬C[~s]z) folgt
∀zpi(¬Adξ(z) ∨ ¬C[~s]z),∃zpi(Adξ(z) ∧B[~s]z).
Sei Γ := End(h0).
Zu h := ((8.9)ξ,piA )h0:
tp(h0) =
∨s
A:
h[0] :=
h0[0] : As,Γ
∃zpi(Adξ(z) ∧A(z,pi)), (As,Γ) \ {A}
(8.9)ξ,piA
Mit tp(h) = RefξpiA(s) folgt hieraus
∃zpi(Adξ(z) ∧A(z,pi)),Γ \ {A}.
Zu h := ((8.10)ξ,piA1,...,An)h0:
Man beachte A ≡ A1 ∧ . . . ∧An ≡ B[~s]pi (vgl. S. 36).
d :=
1 : φpik
1 : φpi1 d0(~a/~s) : ¬φpi1 , . . .¬φpik ,¬B[~s]pi, C[~s]pi
...
Cutφpi1
¬B[~s]pi, C[~s]pi Cutφ
pi
k
h[0] :=
h0 : Γ
d : ¬B[~s]pi, C[~s]pi
¬B[~s]pi,∃zpi(Adξ(z) ∧ C[~s]z) (8.9)
ξ,pi
C[~s]pi
∃zpi(Adξ(z) ∧ C[~s]z),Γ \ {B[~s]})
CutB[~s]
h[1] :=
(N2)ξ,piB[~s] : ¬(∃zpi(Adξ(z) ∧ C[~s]z)),∃zpi(Adξ(z) ∧B[~s]z)
Mit tp(h) = Cut∃zpi(Adξ(z)∧C[~s]z) folgt
∃zpi(Adξ(z) ∧B[~s]z),Γ \ {B[~s]}.
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Zu h := ((H110.1)
pi,α
γ,Γ,B)h0:
Man beachte C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)).
h[s] :=
h0 : Γ, B
¬Adα(s),∨Γ(s,K), C(pi,K) (H210.1)pi,αγ,Γ,B(s)
...
¬Adα(s) ∨∨Γ(s,K), C(pi,K)
Mit tp(h) =
∧
∀vpi¬Adα(v)∨∨Γ(v,K) folgt
∀vpi(¬Adα(v) ∨
∨
Γ(v,K)), C(pi,K).
Zu h := ((H210.1)
pi,α
γ,Γ,B(s))h0:
Man beachte C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K))
und G ≡ tran(Lτ ) ∧ Lτ 6= ∅ ∧B(τ,K).
d1 : Lτ 6= s,
∨
Γ(s,K),
∧¬Γ(τ,K)
d2 : tran(Lτ ) ∧ Lτ 6= ∅
h0 : Γ, B
Γ(τ,K), B(τ,K)
(10.1)τγ,G,B
...∨
Γ(τ,K), B(τ,K)∨
Γ(τ,K), G∨
Γ(τ,K), C(pi,K)
Lτ 6= s,
∨
Γ(s,K), C(pi,K)
Cut
Mit tp(h) =
∧
¬Adα(s) folgt
¬Adα(s),
∨
Γ(s,K), C(pi,K).
Zu h := ((10.1)piγ,Γ)h0:
tp(h0) = RefK(B):
Man beachte C ≡ ∃uK(tran(u) ∧ u 6= ∅ ∧B(u,K)) ∈ Γ = End(h0) wg. tp(h0) = RefK(B).
h[0] :=
d0 :
∧¬Γ(pi,K),Γ(pi,K)
∃zpi(Adαˆ0(z) ∧∧¬Γ(z,K)),Γ(pi,K) (8.10)pi,αˆ0¬Γ(pi,K)
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h[1] :=
h0[0] : Γ, B
¬∃zpi(Adαˆ0(z) ∧∧¬Γ(z,K)), C(pi,K) (H110.1)piαˆ0
Mit tp(h) = Cut∃zpi(Adαˆ0 (z)∧∧¬G(z,K)) folgt daraus
Γ(pi,K)
Zu h := ((H10.2)µ,pi,σγ,ζ A(s))h0:
Fu¨r A(s) ≡ ∀ypi∃xpiG(s, y, x) ist A(s)t ≡ ∃xpiG(s, t, x).
Sei Γ := End(h0) \ {A(s)}.
h[t] :=
h0 : Γ,∀ypi∃xpiG(s, y, x)
Γ,∃xpiG(s, t, x) I
A(s)
t
Γ,∃xpiG(s, t, x) (10.2)
µ,pi,σ
γt
Γ,∃xηG(s, t, x) B
(η,pi)
A(s)t
Mit tp(h) =
∧
A(s)(η,pi) folgt daraus Γ, A(s)
(η,pi).
Zu h = ((10.2)µ,pi,ξγ )h0:
tp(h0) = RefσpiA(s):
Sei Γ := End(h0) \ {A(s)}, A(s) wie oben.
h[0] :=
Lη = Lη
Adσ(Lη)
h0[0] : Γ,∀ypi∃xpiG(s, y, x)
Γ,∀yη∃xηG(s, y, x) (H10.2)
µ,pi,σ
γ,ζ
Γ,∃uη∀yη∃xηG(u, y, x)
Γ, Adσ(Lη) ∧ ∃uη∀yη∃xηG(u, y, x)
Mit tp(h) =
∨η
∃zpi(Adσ(z)∧∃uz∀yz∃xzG(u,y,x) folgt End(h0).
tp(h0) = CutA:
Sei Γ0 := End(h0[0]) \ {A} und Γ1 := End(h0[1]) \ {¬A}.
rk(A) = K:
h[0] :=
h0[0] : Γ0, A
Γ0, A(κ,K)
(10.1)κγ,Γ,A
h0[1] : Γ1,¬A
Γ1,¬A(κ,K)
(10.1)κγ,Γ,¬A
End(h0)
CutA(κ,K)
End(h0)
(10.2)µ
′,pi,ξ
γ′
Mit Rep folgt daraus End(h0).
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pi < rk(A) 6∈ Reg:
h[0] :=
h0[0] : Γ0, A
Γ0, A
(10.2)ν,τ,0γ
h0[1] : Γ1,¬A
Γ1,¬A (10.2)
ν,τ,0
γ
End(h0)
CutA
End(h0)
E
Ψ0τ (αˆ0)
ν¯
End(h0)
(10.2)ν,pi,ξαˆ0
Mit Rep folgt daraus End(h0).
pi ≤ rk(A) ∈ Reg, α0 < rk(A) =: τ , o.B.d.A. A ≡ ∃xτ¬F (x):
h[0] :=
h0[1] : End(h0),∀xτF (x)
End(h0)
S¬A
End(h0)
(10.2)µ,pi,ξγ
Mit Rep folgt daraus End(h0).
pi ≤ rk(A) ∈ Reg, pi = τ ≤ α0, o.B.d.A. A ≡ ∃xτ¬F (x):
h[0] :=
h0[0] : Γ0,∃xτ¬F (x)
Γ0,∃xτ¬F (x)
(10.2)µ,τ,0γ
Γ0,∃xΨ0τ (αˆ0)¬F (x)
B
(Ψ0τ (αˆ0),τ)
A
h0[1] : Γ1,∀xτF (x)
Γ1,∀xΨ0τ (αˆ0)F (x)
∀Ψ0τ (αˆ0)w F (x)
Γ1,∀xΨ0τ (αˆ0)F (x)
(10.2)µ,τ,0αˆ0
End(h0)
Cut
A(Ψ
0
τ (αˆ0),τ)
Mit Rep folgt daraus End(h0).
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