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Abstract
We present an investigation of stochastic evolution in which a family of evolution equations
in L1 are driven by continuous-time Markov processes. These are examples of so-called piecewise
deterministic Markov processes (PDMP’s) on the space of integrable functions. We derive equations
for the first moment and correlations (of any order) of such processes. We also introduce the mean
of the process at large time and describe its behaviour. The results are illustrated by some simple,
yet generic, biological examples characterized by different one-parameter types of bifurcations.
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1. Introduction
The theory of piecewise deterministic Markov processes (PDMP’s) has generated considerable
interest in the scientific community over the past three decades, having been first introduced in
[16]. From the point of view of modelling in natural sciences the class of PDMP’s is a very broad
family of stochastic models covering most of the applications, omitting mainly diffusion related
phenomena. A recent monograph [39] surveys the applicability of PDMP’s to problems in the
biological sciences.
Briefly, a PDMP is a continuous-time Markov process with values in some metric space. The
process evolves deterministically between the so-called jump times that form an increasing sequence
of random times. Usually deterministic evolution is described by ordinary differential equations
(ODE’s) inducing dynamical systems (or flows). However, in a PDMP at the jump times one
considers a different type of behaviour such that there is an actual jump to a different point in
the phase space or a change of the dynamics. The latter are referred to as randomly switching
dynamical systems or switching ODE’s.
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The class of PDMP’s is widely used in many areas of science, especially in biology [10, 39], and
these include the applications of randomly switching dynamical systems. A prototype of PDMP’s is
the telegraph process first studied by Goldstein [17] and Kac [26] in connection with the telegraph
equation where a particle moves on a real line with constant velocity alternating between two
opposite values according to a Poisson process. An extension of such a process is a velocity jump
process where an individual moves in a space with constant velocity and at the jump times a new
velocity is chosen randomly [24, 41]. Another example is a multi-state gene network where the
gene switches between its active and inactive state at the jump times [6, 42, 44].
Existing models usually describe the underlying phenomena for some population from the point
of view of a single individual. In physics this is often known as a particle perspective [9]. That
means that the dynamics of every single individual is driven by separate stochastic laws depending
on a variety of factors, e.g. its mass or energy. However, there are alternative situations in which
the entire population is affected by randomly switching environmental conditions, e.g. particles
driven by a common environmental noise [9] or the response of a metabolic or gene regulatory
system to an environmental stimulus [3]. This is known as a population perspective [9], and is
the approach that we use in this paper since we consider one common source of randomness which
affects all individuals in a population.
Here we treat the evolution of the density of a population distribution in the situation where
every individual has its own deterministic dynamics but the whole population is affected by some
continuous-time Markov process with finite state space that changes the current state of all indi-
viduals. In this approach, a state is represented by a population density - an element of an infinite
dimensional space. It is particularly difficult to study the evolution of such densities and thus
we investigate their moments and correlations of all orders. These infinite dimensional processes
are dual to the class of PDMP’s known as random evolutions introduced earlier by Griego and
Hersh [18], motivated by the work of Goldstein [17] and Kac [26], see [36]. (For an amusing and
non-technical account of this history see [22] and [21].) They are particular examples of models
governed by so-called switching Partial Differential Equations (PDEs) that recently have a grow-
ing interest in the literature ([5, 11, 12, 31, 32]). Most of these papers focus on applications in
biological sciences. From the mathematical point of view they are based on diffusion processes and
PDEs of parabolic type.
In [11, 29] the authors provide the moment and correlation equations in the case of diffusion
processes. The current study is a generalization of their work by giving moment and correlation
equations for a broader class of processes. The main result of our paper is that the mean of a process
described by randomly switching PDEs can be viewed as an appropriate stochastic semigroup (see
Theorem 5.1 and Corollary 5.3). This has further important consequences, especially that the
mean of random density in the population perspective can be seen as identical to a density from the
individual perspective (see Section 6). We study the mean of the process at large time for a variety
of examples that are biological applications. It allows us to investigate the asymptotic behaviour
for the mean of the process in the cases of fold, transcritical, pitchfork, and Hopf bifurcations.
We also provide numerical simulations for the mean of the process which were prepared by using
FiPy [20].
This paper is organised as follows. In Section 2 we provide some basic material from the theory
of stochastic semigroups on L1. Section 3 briefly reviews randomly switching dynamical systems
in Euclidean state spaces. In Section 4 we introduce randomly switching semigroups with the state
space being the set of densities leading to a stochastic evolution equation in an L1 space. We
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study the first moment of its solutions in Section 5 where we stress the correspondence between
this moment equation and the Fokker-Planck type equations from Section 4. Section 5 contains
the main results of this paper, namely Theorem 5.1 and Corollary 5.3. The behaviour of the mean
at large time is considered in Section 6, where we also give examples of applications of our results
to situations in which the underlying dynamics display a variety of bifurcations. In Section 7 we
study second order correlations of solutions of the stochastic evolution equation. We conclude in
Section 8 with a brief summary. The appendix contains relevant concepts from the theory of tensor
products that are used in Section 7.
2. Preliminaries
In this section we collect some preliminary material. We begin with the notion of stochastic
(Markov) semigroups and provide examples of such semigroups.
Let a triple pE, E ,mq be a σ-finite measure space and let L1 “ L1pE, E ,mq. We define the set
of densities D Ă L1 by
D “ tf P L1 : f ě 0, }f} “ 1u.
A stochastic (Markov) operator is any linear mapping P : L1 Ñ L1 such that P pDq Ă D [28]. A
family of linear operators tP ptqutě0 on L1 is called a stochastic semigroup if each operator P ptq is
stochastic and tP ptqutě0 is a C0-semigroup, i.e. the following conditions hold:
1. P p0q “ Id,
2. P pt` sq “ P ptqP psq for all t, s ě 0,
3. for every f the function tÑ P ptqf is continuous.
The infinitesimal generator of tP ptqutě0 is, by definition, the operator A with domain DpAq Ă L1
defined as
DpAq “ tf P L1 : lim
tÓ0
1
t
pP ptqf ´ fq existsu,
Af “ lim
tÓ0
1
t
pP ptqf ´ fq, f P DpAq.
We will use stochastic semigroups to represent solutions of evolution equations. One of the
simplest examples of such equations is the deterministic Liouville equation which has a simple
interpretation [37]. Consider the movement of particles in the phase space Rd, d ě 1, described by
a differential equation:
x1ptq “ bpxptqq, (2.1)
where bpxq is a d-dimensional vector. Then the Liouville equation describes the evolution of the
density of the distribution of particles, i.e. if xptq has a density upt, xq, then u is the solution of
the following equation:
Bupt, xq
Bt “ ´divpbpxqupt, xqq. (2.2)
Let, for any x0 P Rd, equation (2.1) with initial condition xp0q “ x0 have a solution for all t,
which we denote by pipt, x0q, and let the mapping x0 ÞÑ pipt, x0q be non-singular with respect to
the Lebesgue measure Leb on Rd, i.e. Lebptx P Rd : pipt, xq P Buq “ 0 for all Borel sets B with
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LebpBq “ 0. If f : Rd Ñ r0,`8q is the density of the Rd-valued random vector ξ0, then the density
of pipt, ξ0q is given by
P ptqfpxq “ fppip´t, xqqdetr d
dx
pip´t, xqs.
The family of operators tP ptqutě0 forms a stochastic semigroup on the space L1pRdq and upt, xq “
P ptqfpxq is the solution of (2.2) with initial condition up0, xq “ fpxq.
3. Randomly switching dynamics
In this section we recall a classical setting of PDMP based models seen from the perspective
of individual units and taking place in a finite dimensional space. This well-known situation will
be contrasted in the following sections with a population perspective approach, thus moving the
analysis to infinite dimensional space. See [9, Figure 1] for a nice pictorial distinction between the
individual and populational perspectives.
Consider sufficiently smooth vector fields bi, i P I “ t0, 1, . . . , ku, k P N, defined on an open
subset G of Rd. Let E Ă G be a Borel set with non-empty interior and with boundary of Lebesgue
measure zero. We assume that for each i and x0 P E the equation
x1ptq “ bipxptqq, (3.1)
with initial condition xp0q “ x0, has a solution piipt, x0q for all t ą 0 in the set E. The mapping
pt, x0q ÞÑ piipt, x0q is continuous. We assume that each piipt, ¨q is non-singular with respect to the
Lebesgue measure on E. Now let f : E Ñ r0,`8q be a density of an E-valued random vector ξ0.
Then the density of piipt, ξ0q is given by
Piptqfpxq “ 1Eppiip´t, xqqfppiip´t, xqqdetr d
dx
piip´t, xqs. (3.2)
For every i P I the family of operators tPiptqutě0 forms a stochastic semigroup on L1pEq called a
Frobenius-Perron semigroup [28, Section 7.4].
A randomly switching dynamics is a Markov process ξptq “ pxptq, iptqq on the state space Eˆ I
such that the dynamics of xptq is given by the solution of the equation
x1ptq “ biptq
`
xptq˘, (3.3)
and iptq is a continuous-time Markov chain with values in I and intensity matrix rqijs. If the system
initially is at time t0 at the state px0, iq then xptq changes in time according to equation (3.1) as
long as iptq “ i and ξptq “ ppiipt´ t0, x0q, iq. If iptq changes its value to some j with intensity qij ,
i.e. the probability of switching from i to j after time ∆t is qij∆t ` op∆tq, j P I, j ‰ i, then we
choose the vector field bj and we start afresh. Let t1 be the moment of switching from i to j and
x1 “ piipt1 ´ t0, x0q. Then we have ξptq “ ppijpt ´ t1, x1q, jq until the next change of the state of
the process tiptqutě0. This construction repeats indefinitely. We set
qi “
ÿ
j‰i
qij and qii “ ´qi, i P I. (3.4)
Note that if k “ 1, then we have q10 “ ´q11 “ q1 and q01 “ ´q00 “ q0.
4
For each i P I, let tPiptqutě0 be the stochastic semigroup as in (3.2) and let pAi,DpAiqq be its
generator. If f “ pfiqiPI is a column vector consisting of functions fi such that fi P DpAiq, we set
Af “ pAifiqiPI which is also a column vector. We denote the matrix rqijs by Q and its transpose
rqjis by QT . Then the operator A ` QT is the infinitesimal generator of a stochastic semigroup
tP ptqutě0 on the space L1pEˆIq “ L1pEˆI,BpEˆIq, µq. Here BpEˆIq is the σ-algebra of Borel
subsets of E ˆ I and µ is the product of the d-dimensional Lebesgue measure and the counting
measure on I.
Thus if we define uptq “ P ptqf , then u satisfies the evolution equation#
u1ptq “ Auptq `QTuptq,
up0q “ f. (3.5)
Now using the notation f “ pfiqiPI and uptq “ puiptqqiPI , we can rewrite (3.5) as#
u1iptq “ Aiuiptq `
ř
jPI qjiujptq,
uip0q “ fi, i P I.
(3.6)
Moreover, the process ξptq “ pxptq, iptqq induces the stochastic semigroup tP ptqutě0 (see [39, Section
4.2]), i.e. if f is the density of ξp0q then P ptqf is the density of ξptq and
Ppxptq P B, iptq “ iq “
ż
Bˆtiu
P ptqfdµ “
ż
B
uipt, xq dx, i P I.
4. Randomly switching densities
In this section we look at the role of stochasticity in explaining biological phenomena from the
point of view of the whole population in an environment affected by some random disturbances. We
illustrate this approach using two examples, namely a population model with two different birth
rates [38], and a model of inducible gene expression with positive feedback on gene transcription
[19].
Example 4.1 (Population model with two different birth rates). Consider a population of size x ě 0,
a death rate µ and birth rate β ´ cx with β changing in time between two possible values β0 and
β1 in response to some environmental disturbance. The growth of the population is assumed to be
determined by the differential equation (3.1) with
b0pxq “ pβ0 ´ cxqx´ µx and b1pxq “ pβ1 ´ cxqx´ µx. (4.1)
For each value of i, equation (3.1) induces a stochastic semigroup tPiptqutě0 given by equation
(3.2). If the population initially grows with birth rate related to a value i P t0, 1u and has a
distribution density g, then after time t ą 0 the population distribution density is given by Piptqg.
We consider the switching between the semigroups tP0ptqutě0 and tP1ptqutě0 according to a Markov
chain iptq P t0, 1u and obtain a stochastic Liouville equation (as introduced by Bressloff in [9]):
Bupt, xq
Bt “ ´
B`biptqpxqupt, xq˘
Bx , (4.2)
where upt, xq “ Piptqgpxq for iptq “ i is the population density. This is an infinite dimensional
version of equation (3.3).
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Example 4.2 (One dimensional inducible Goodwin model with positive feedback on gene transcrip-
tion). We consider the inducible operon model [19] which describes the expression of genes driven
by positive feedback control of gene transcription. This provides an effective mechanism by which
a protein can maintain the expression of its own gene as well as switch between two levels of ex-
pression (un-induced and induced). We look at a cluster of identical copies of a selected gene, e.g.
the cluster of multiple copies of the same gene in the case of bacteria, where one of these genes is
16S ribosomal RNA - the component of prokaryotic ribosome [14]. We denote the concentration
level at time t by xptq ě 0 and assume the degradation rate is changing with constant intensities
between two values γ0 and γ1 driven by environmental noise.
For a given i P t0, 1u the concentration level is assumed to evolve according to the nonlinear
differential equation:
x1ptq “ x
nptq
1` xnptq ´ γixptq, (4.3)
where n is a natural number. This equation induces a semigroup tPiptqutě0 as in formula (3.2). If
the gene cluster initially has a degradation rate γi and a distribution density g then after time t ą 0
the population distribution density is given by Piptqg. By taking bipxq equal to the right-hand side
of equation (4.3) we obtain the stochastic Liouville equation (4.2) as in the previous example.
We next consider the general case of a population of individuals living in an environment
with random disturbances. This situation with a population of particles affected by a common
environmental noise was considered from a statistical physics viewpoint by Bressloff in [9]. The
dynamics of a population is described by equation (3.1) with a state space being some Borel subset
of Rd and i taking values from a given finite set I. The environmental disturbances correspond to
switching between different values of i. Thus the total population density upt, xq is described by
the equation:
Bupt, xq
Bt “ ´divpbiptqpxqupt, xqq, (4.4)
where iptq is a Markov chain on a discrete state space I. We supplement equation (4.4) with an
initial condition up0, xq “ gpxq. Note that equation (4.4) is a more general case of the stochastic
Liouville equation (4.2). Randomly switching environments have also been analyzed in the case
of diffusion processes [29]. In such situations the stochastic Liouville equation is replaced by an
appropriate parabolic equation. We may generalize all these cases by looking at a general scheme
for randomly switching stochastic semigroups.
Let L1pEq “ L1pE,BpEq,mq, where pE, ρq is a separable metric space and m is a σ-finite
measure, and let I “ t0, 1, . . . , ku, k P N. For every i P I, consider a linear operator pAi,DpAiqq
which is the generator of a stochastic semigroup tPiptqutě0 on L1pEq. We assume that the stochastic
process tiptqutě0 is a continuous time Markov chain with state space I and constant intensities qij ,
i, j P I. We consider the following stochastic evolution equation:#
u1ptq “ Aiptquptq,
up0q “ g. (4.5)
Equation (4.5) generates a well-defined PDMP [39, p. 32]
Xptq “ puptq, iptqq, t ě 0, (4.6)
with values in the space L1pEq ˆ I.
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Now we derive the solution uptq of (4.5). Let t0 “ 0 and for each n P N let tn be the nth jump
time of the Markov process iptq so that
Pptn`1 ´ tn ą t|iptnq “ iq “ e´qit, n ě 0.
Let Pj be the probability measure defined on sample paths ω of the process tiptqutě0 with ip0q “ j.
Denote integration with respect to the measure Pj by Ej , set Upt0q “ Up0q “ Id and define
Uptq “ Piptnqpt´ tnq ˝ Uptnq for t P rtn, tn`1q, n ě 0,
where
Uptnq “ Piptn´1qptn ´ tn´1q ˝ ¨ ¨ ¨ ˝ Pipt1qpt2 ´ t1q ˝ Pip0qpt1q.
Further, let
Nptq “ maxtn ě 0 : tn ď tu (4.7)
be the number of jumps of the process tiptqutě0 up to time t. Using Nptq we can write
Uptq “ PiptNptqqpt´ tNptqqUptNptqq, t ě 0. (4.8)
Then uptq “ Uptqg for g P L1pEq is the solution of (4.5). Note that Uptq depends on ω. For each
t ą 0, g P L1pEq, and ω, if t P rtnpωq, tn`1pωqq for some n “ npωq then for i “ iptnpωqq we have
Upt, ωqg “ Pipt´ tnpωqqUptnpωqqg,
and Upt, ωq is a composition of a finite number of stochastic operators. Thus
}Upt, ωqg} “
ż
E
|Upt, ωqgpxq|mpdxq ď
ż
E
|gpxq|mpdxq “ }g}
and Uptqg can be regarded as a random variable with values in L1pEq. It is, in fact, a Bochner
integrable L1pEq-valued random variable, by [23, Theorem 3.7.4]. Furthermore, for each j P I,
EjpUptqgq is represented by the a.e. finite function Ejpupt, xqq where upt, xq “ Uptqgpxq, i.e. for
any h P L8pE,BpEq,mqż
E
EjpUptqgqpxqhpxqmpdxq “
ż
E
Ejpupt, xqqhpxqmpdxq.
In the next sections we derive equations for the moments of upt, xq and compare them to the
evolution equation (3.5) from Section 3.
5. First moment equations
We continue with the general setting from Section 4 and study the first moment of the solu-
tion uptq of (4.5). Recall that upt, xq “ Uptqgpxq, where Uptq is given by (4.8). Using a simple
decomposition, the first moment of upt, xq can be written as
V pt, xq “ Epupt, xqq “
ÿ
jPI
Ejpupt, xqq “
ÿ
jPI
ÿ
iPI
Ejp1tiptq“iuupt, xqq, x P E, t ě 0,
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where E denotes the expectation and 1F is the indicator function of an event F . If we take
Vipt, xq “
ÿ
jPI
Ejp1tiptq“iuupt, xqq, (5.1)
then
V pt, xq “
ÿ
iPI
Vipt, xq, x P E, t ě 0. (5.2)
We will show that: B
BtVi “ AiVi `
ÿ
j
qjiVj , i P I. (5.3)
It will turn out that pViqiPI can be represented as a stochastic semigroup.
Let L1pEˆ Iq “ L1pEˆ I,BpEˆ Iq, µq, where µ is the product of the measure m on E and the
counting measure on I. We denote elements of the space L1pE ˆ Iq by f :“ pfiqiPI P L1pE ˆ Iq,
where fi P L1pEq, i P I, and define the family of operators tP ptqutě0 on the space L1pE ˆ Iq by
pP ptqfqi “
ÿ
jPI
Ejp1tiptq“iuUptqfjq, i P I. (5.4)
We impose the following conditions:
(I) There exist a Banach space B, a set of Borel measurable functions H Ď B, and a family C of
Borel subsets of E that is closed under intersections and generates the Borel σ-algebra BpEq
such that for each set F P C there is a nonincreasing sequence of function hn P H satisfying
lim
nÑ8hnpxq “ 1F pxq, x P E. (5.5)
(II) Let tPiptqutě0 be a stochastic semigroup on L1pEq with generator pAi,DpAiqq, i P I. For
each i P I there is a C0-semigroup tTiptqutě0 on B such that
xPiptqg, hy “ xg, Tiptqhy, g P L1pEq, h P B, t ě 0. (5.6)
Here, the scalar product of two functions g, h with their domain E is defined by xg, hy :“ş
E gpxqhpxqmpdxq.
Now we state and prove one of the main results of this paper.
Theorem 5.1. Assume conditions (I) and (II). Then the family of operators tP ptqutě0 defined in
(5.4) is a stochastic semigroup on L1pEˆIq. Moreover, the infinitesimal generator of the semigroup
tP ptqutě0 is the operator A ` QT where Af “ pAifiqiPI and QT f “ přj qjifjqiPI for f “ pfiqiPI
with fi P DpAiq, i P I.
Proof. Given B and tTiptqutě0, i P I, as in conditions (I) and (II), we define the random evolution
family tMptq, t ě 0u of operators on the space B by [18]
Mptq “ Tip0qpt1qTipt1qpt2 ´ t1q ¨ ¨ ¨TiptNptqqpt´ tNptqq,
where Nptq is as in (4.7). Consider the product space BˆBˆ¨ ¨ ¨ˆB “ Bk`1, where k`1 denotes
the number of elements of the set I, and for any h :“ phiqiPI P Bk`1, i P I define
pT ptqhqi “ EipMptqhiptqq. (5.7)
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Griego and Hersh [18] showed that the family tT ptqutě0 forms a strongly continuous semigroup of
bounded linear operators on Bk`1. The integral in (5.7) with respect to Pi is understood in the
sense of Bochner. Observe that Mptq depends on ω and that ω ÞÑ Mpt, ωqhiptqpωq is Pj-Bochner
integrable for each j P I (see [18, Lemma 2]). By Hille’s lemma for the Bochner integral [23,
Theorem 3.7.12] in B we obtain
xEjpMptqhiptqq, gy “ EjpxMptqhiptq, gyq, j P I, g P L1pEq, h P Bk`1, (5.8)
where the integral on the right-hand side of (5.8) is in the sense of Lebesgue.
For f P L1pE ˆ Iq and h P Bk`1, set
xf, hy “
ÿ
jPI
xfj , hjy “
ÿ
jPI
ż
E
fjpxqhjpxqmpdxq.
We first show that
xT ptqh, fy “ xh, P ptqfy. (5.9)
It follows from (5.8) that
xT ptqh, fy “
ÿ
jPI
xEjpMptqhiptqq, fjy “
ÿ
jPI
EjpxMptqhiptq, fjyq.
Using (5.6) it is easily seen that
xMptqhiptq, fjy “ xhiptq, Uptqfjy, t ě 0.
Hence
xT ptqh, fy “
ÿ
jPI
Ejpxhiptq, Uptqfjyq “
ÿ
j,iPI
Ejpxhi,1tiptq“iuUptqfjyq.
Using Hille’s lemma for Bochner integrals in L1pEq, we see that
xT ptqh, fy “
ÿ
iPI
xhi,
ÿ
jPI
Ejp1tiptq“iuUptqfjqy “ xh, P ptqfy,
as claimed.
Now, we check the semigroup property P pt ` sqf “ P ptq ˝ P psqf for t, s ě 0, f P L1pE ˆ Iq.
Since tT ptqutě0 is a semigroup, it follows from (5.9) that
xT ptq ˝ T psqh, fy “ xT pt` sqh, fy “ xh, P pt` sqfy
for any t, s ě 0 and f P L1pE ˆ Iq, h P Bk`1. This together with (5.9) gives
xh, P pt` sqfy “ xT psqh, P ptqfy “ xh, P psq ˝ P ptqfy,
implying that for each i P I and h P H we haveż
E
hpP pt` sqfqidm “
ż
E
hpP psq ˝ P ptqfqidm. (5.10)
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Since for each i the semigroup tPiptqutě0 is stochastic, we see that each operator P ptq is stochastic
on L1pEˆIq. Thus decomposing an arbitrary f into its positive and negative parts, we can assume
that f P L1pEˆIq is nonnegative. Since (5.10) holds for each hn, the Lebesgue convergence theorem
implies that (5.10) holds for 1F , showing thatż
F
pP pt` sqfqidm “
ż
F
pP ptq ˝ P psqfqidm (5.11)
for all sets F P C. The family C is a pi-system, i.e., F1 X F2 P C for F1, F2 P C, and equality
(5.11) holds for all F P C Y tEu. Hence we conclude that (5.11) holds for all Borel subsets of E.
Consequently, pP pt`sqfqi “ pP ptq˝P psqfqi for all t, s ě 0 and i P I. Since almost all sample paths
of the stochastic switching process iptq are right-continuous functions, we conclude that tP ptqutě0
is a C0-semigroup, completing the proof that tP ptqutě0 is a stochastic semigroup.
Finally, it was shown in [18] that the generator L of the semigroup tT ptqutě0 is given by
pLhqi “ Lihi `
ÿ
jPI
qijhj
for h “ phiqiPI P Bk`1 with hi P DpLiq, i P I, where pLi,DpLiqq is the generator of the semigroup
tTiptqutě0 on B, i P I. Observe that
xf,Lhy “
ÿ
iPI
xfi,Lihi `
ÿ
jPI
qijhjy “
ÿ
iPI
xfi,Lihiy `
ÿ
iPI
ÿ
jPI
xfi, qijhjy
for f “ pfiqiPI with fi P DpAiq, i P I. Since we have
xfi,Lihiy “ xAifi, hiy, i P I,
by assumption (II), we conclude that
xf,Lhy “
ÿ
iPI
xAifi, hiy `
ÿ
jPI
x
ÿ
iPI
qijfi, hjy “ xpA`QT qf, hy,
implying the form of the generator of the semigroup tP ptqutě0.
We next show that Theorem 5.1 can be applied to semigroups of Frobenius-Perron operators
given by (3.2).
Corollary 5.2. Let E be a Borel subset of Rd and for each i P I let tPiptqutě0 be given by (3.2).
Then conditions (I) and (II) hold, and Theorem 5.1 does also.
Proof. Let B be the space CpEq of continuous functions on E if E is compact or the space C0pEq
of continuous functions on E which vanish at infinity, otherwise. Recall that the σ-algebra of Borel
subsets of E is generated by the family of compact sets. For each compact set F the function hn
defined by
hnpxq “ maxt1´ nρpx, F q, 0u,
where ρpx, F q denotes the distance of the point x from the set F , is globally Lipschitz. Since hn
belongs to B and satisfies (5.5), we conclude that condition (I) holds. We define Tiptq : B Ñ B
by Tiptqhpxq “ hppiipt, xqq, t ě 0, x P E, h P B. Note that Tiptq is a C0-semigroup on B, see [1,
Section B-II] and condition (5.6) holds, see [28, Section 7.4].
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Using Theorem 5.1 we obtain the following, which is the second main result of this paper:
Corollary 5.3. Assume conditions (I) and (II). Let tP ptqutě0 be given by (5.4) and uptq by (4.5).
For each g P L1pEq and l P I such that up0q “ g and ip0q “ l we have Vipt, xq “ pP ptqfqipxq, where
Vi is as in (5.1) and f “ pfjqjPI is of the form
fj “
#
g, j “ l,
0, j ‰ l.
In particular, the mean of the process in (4.6) is given by
V pt, xq “ Epupt, xqq “
ÿ
iPI
pP ptqfqipxq. (5.12)
6. Mean of the process at large time
We consider the relationship between Fokker-Planck type systems (3.5) for a distribution of
processes in Rd space, and the first moment equation (5.3). The latter has the same form as
(3.6) and P ptqf is the solution of the evolution equation (3.5) with initial condition f . Hence, if
pu0, u1, u2, ..., ukq is a solution of (3.6) and for each i P I there exists fi˚ P L1pEq such that
lim
tÑ8
ż
E
|uipt, xq ´ fi˚ pxq|mpdxq “ 0, (6.1)
then, by Corollary 5.3, we have
lim
tÑ8
ż
E
|Vipt, xq ´ fi˚ pxq|mpdxq “ 0
and, by equation (5.2),
lim
tÑ8
ż
E
|V pt, xq ´ V ˚pxq|mpdxq “ 0 (6.2)
where V ˚pxq “ řiPI fi˚ pxq. The function V ˚ is called the mean of the process at large time. In
particular, condition (6.1) holds if the semigroup tP ptqutě0 is asymptotically stable, i.e. there exists
f˚ P L1pE ˆ Iq such that for each density f P L1pE ˆ Iq
lim
tÑ8 }P ptqf ´ f
˚} “ 0 (6.3)
Note that f˚ in (6.3) is an invariant density for tP ptqutě0, i.e. P ptqf˚ “ f˚ for all t ě 0.
On the other hand, if the semigroup tP ptqutě0 is sweeping from compact subsets of E ˆ I, i.e.
for each compact subset F of E, any f P L1pE ˆ Iq and i P I we have
lim
tÑ8
ż
F
pP ptqfqipxqmpdxq “ 0,
then the mean of the process in (4.6) at large time is equal to zero, since for any compact subset
F of E we have
lim
tÑ8
ż
F
V pt, xqmpdxq “ 0. (6.4)
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We now provide sufficient conditions for asymptotic behaviour of the stochastic semigroup
tP ptqutě0 induced by the randomly switching dynamics ξptq “ pxptq, iptqq with xptq satisfying (3.3)
as described in Section 3 with E Ď Rd. We follow the work of [2, 4] and [38, 39].
Recall that the Lie bracket of two sufficiently smooth vector fields bi and bj is defined by
rbi, bjspxq “ Dbjpxqbipxq ´Dbipxqbjpxq
whereDbpxq is the derivative of the vector field b at point x. Given vector fields b0, . . . , bk sufficiently
smooth in a neighbourhood of x we say that Ho¨rmander’s condition holds at x if the vectors
b1pxq ´ b0pxq, . . . , bkpxq ´ b0pxq, rbi, bjspxq0ďi,jďk, rbi, rbj , blsspxq0ďi,j,lďk, . . .
span the space Rd. This condition is called the hypo-ellipticity condition A in [2] and the strong
bracket condition in [4].
From [2, Theorem 2] (see also [4, Theorem 4.4]) and [39, Corollary 5.3] we obtain the following
Corollary 6.1. Suppose that Ho¨rmander’s condition holds at every x P E. If the semigroup
tP ptqutě0 has no invariant density, then it is sweeping from compact subsets of E ˆ I.
A point x P E is called reachable from y if we can find n P N, indices i1, . . . , in P I and times
s1, . . . sn such that x “ piinpsn, . . . , pii1ps1, yqq, where for each i the function t ÞÑ piipt, x0q is the
solution of (3.1) with initial condition xp0q “ x0. Finally, a point x is called accessible from y if
each neighborhood of x contains a point reachable from y. Now, combining [2, Theorem 1] with
[4, Threorem 4.6] we have
Corollary 6.2. Suppose that the semigroup tP ptqutě0 has an invariant density. If Ho¨rmander’s
condition holds at a point x P E that is accessible from any point in E then the semigroup tP ptqutě0
is asymptotically stable.
We illustrate the behaviour of the mean of the process at large time for some simple examples
exhibiting bifurcations in their trajectory dynamics [27]. Note that in [30] direct bifurcations of
the heat equation with randomly switching boundary conditions were studied. We will use the
results from [25] and [38], and we start by recalling some notions from them.
We consider E Ă p0,8q and I “ t0, 1u so that we have a switching between b0 and b1 leading
to a Markov process ξptq “ pxptq, iptqq, t ě 0 on the state space Eˆt0, 1u. By qi “ qip1´iq, i “ 0, 1,
(see (3.4)) we denote constant positive intensities of switching from bi to b1´i. Additionally we
assume that b0p0q “ b1p0q “ 0 and that either b0 or b1 has one more stationary point a that is
accessible from any point in E. Ho¨rmander’s condition holds at x if b1pxq ´ b0pxq ‰ 0. Let
rpxq “ q0
b0pxq `
q1
b1pxq and Rpxq “
ż x
x0
rpsqds,
where x0 P p0, aq. Then the functions given by
f0pxq “ e
´Rpxq
|b0pxq| and f1pxq “
e´Rpxq
|b1pxq|
are stationary solutions of the corresponding Fokker-Planck equation (3.6). Now if
κ “
ż a
0
`
f0pxq ` f1pxq
˘
dx ă 8, (6.5)
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then the semigroup tP ptqutě0 is asymptotically stable and the mean at large time is given by
V ˚pxq “ κ´1pf0pxq ` f1pxqq1p0,aqpxq. (6.6)
If b10p0qb11p0q ‰ 0 then condition (6.5) holds for λ ą 0 where this parameter depends on the form
of the functions b0, b1 and is defined by
λ “ p0b10p0q ` p1b11p0q (6.7)
with
p0 “ q1
q0 ` q1 and p1 “
q0
q0 ` q1
representing the probability of choosing the function b0 and b1, respectively. In the opposite
situation with λ ă 0 this semigroup is sweeping from the family of all compact subsets of the state
space implying that the mean at large time is zero. The parameter λ turns out to be the mean
growth rate if the population is small [38].
Example 6.1 (Transcritical bifurcation). Transcritical bifurcations appear in many biological mod-
els, c.f [7, 8, 13, 43], and we thus re-consider Example 4.1. The functions b0 and b1 are given by (4.1)
with β0 ă µ and β1 ą µ. Thus, (3.1) with i “ 0 has the form x1 “ pβ0´cxqx´µx and there are two
stationary points, 0 and a0 “ pβ0 ´ µq{c, where the first one is stable and the second is unstable.
However, for i “ 1 the quantitative character of the stationary points of x1 “ pβ1 ´ cxqx ´ µx is
exchanged. That is, 0 is an unstable stationary point while a1 “ pβ1 ´ µq{c is stable. Hence, we
have a transcritical bifurcation. We take a “ a1. Again, we look at the value of the parameter λ
in (6.7). For λ ă 0 the mean of the process at large time is 0, while for λ ą 0 the mean is positive
and given by the corresponding V ˚ with fi, i “ 0, 1 given, up to a multiplicative constant, by
fipxq “ 1
x|x´ ai|x
´p q0
ca0
` q1
ca1
qpx´ a0q
q0
ca0 pa1 ´ xq
q1
ca1 1p0,a1qpxq. (6.8)
We illustrate the behavior of the mean V pt, xq as in (5.12) for chosen times and parameters in
Figures 1 and 2a. Figure 1 shows convergence of V to the mean at large time V ˚ for λ ą 0 while
Figure 2a presents sweeping to 0 for λ ă 0.
Example 6.2 (Fold bifurcation). We next go back to the inducible operon model of Example 4.2.
Consider the following nonlinear differential equation
x1ptq “ x
nptq
1` xnptq ´ γxptq, (6.9)
where xptq ą 0 denotes the concentration level of protein molecules at time t, γ is a degradation
rate and n ą 1. It is known (see [19]) that if the parameters satisfy the condition
nnγn ą pn´ 1qn´1, (6.10)
then 0 is the only stationary point of equation (6.9) and it is stable. In the opposite case to
(6.10), there are also two additional stationary points of this equation; one of them is stable and
the other one is unstable. Hence, we choose the values of the parameters γ0 and γ1 in such way
that a fold bifurcation occurs. Thus we take γ0 such that n
nγn0 ą pn´ 1qn´1 and γ1 such that
nnγn1 ă pn´ 1qn´1. By using the same type of argument as in the proof of [25, Theorem 4.2]
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Figure 1: Numerical simulations of the mean V pt, xq (solid line) in Example 6.1. The initial density is shown in (a).
The dashed line represents the graph of the mean in large time V ˚pxq. Consecutive times are t “ 0.25 (b), t “ 0.5
(c), t “ 0.7 (d), t “ 1 (e), and t “ 2.5 (f). The values of parameter used in this example are: q0 “ 5, q1 “ 3, β0 “ 1,
β1 “ 4, c “ 2, µ “ 2
together with the properties of the dynamics xptq, we see that xptq reaches a neighborhood of 0 in
finite time and hence we deduce that the semigroup tP ptqutě0 is sweeping from the family of all
compact subsets of p0,`8q ˆ t0, 1u. Consequently, the mean at large time is equal to zero. This
behavior is illustrated in Figure 2b.
Example 6.3 (Pitchfork bifurcation). The normal form for a supercritical pitchfork bifurcation is
x1ptq “ αxptq ´ x3ptq. (6.11)
For α ă 0 there is a single stationary point x˚ “ 0 while for α ą 0 there is an unstable stationary
point at 0 and two stationary points x˘ “ ˘?α that are locally stable. Now let α0 ă 0 and α1 ą 0
be two fixed parameters. We consider equation (6.11) with α “ αi. Thus we have b0pxq “ α0x´x3
and b1pxq “ α1x´ x3.
First we take E “ p0,8q and a “ ?α1. Then for positive λ from (6.7) we have a positive mean
at large time with fi given by
fipxq “ 1
x|αi ´ x2|x
´ q0
α0
´ q1
α1 px2 ´ α0q
q0
2α0 pα1 ´ x2q
q1
2α1 1p0,?α1qpxq, i P t0, 1u, (6.12)
while for λ ă 0 the mean of the process at large time is equal to 0. The situation with E “
p´8, 0q is analogous to stationary solutions of the corresponding Fokker-Planck equation given by
fip´xq, x ă 0 where this function is as in (6.12). The behavior of the mean V pt, xq in this example
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Figure 2: Numerical simulations of V pt, xq when the mean at large time is 0: (a) Example 6.1 with parameters:
q0 “ 2, q1 “ 6, β0 “ 1, β1 “ 4, c “ 2, µ “ 2, (b) Example 4.2 with parameters: q0 “ 6, q1 “ 2,γ0 “ 2, γ1 “ 0.25, (c)
Example 6.3 with parameters: q0 “ 4, q1 “ 2, α0 “ ´0.5, α1 “ 1
is shown in Figures 3 and 2c. The convergence of V to the mean at large time V ˚ for λ ą 0 is
illustrated in Figure 3 while sweeping to 0 for λ ă 0 is pres1ented in Figure 2c.
Our last example treats the normal form of a supercritical Hopf bifurcation, see also [25].
Example 6.4 (Hopf bifurcation). Another commonly reported class of models in biology is one
which exhibits a Hopf bifurcation. The normal form for a supercritical Hopf bifurcation, after
changing to polar coordinates pθ, rq, is#
θ1ptq “ ω ` br2ptq,
r1ptq “ µrptq ´ r3ptq. (6.13)
For µ ă 0 there is a single steady state pθ˚, r˚q “ p0, 0q while for µ ą 0 there is an unstable steady
state at p0, 0q and a co-existing limit cycle with r “ ?µ. In analogy to the previous cases, we take
ω “ ωi and µ “ µi, i “ 0, 1, in (6.13) with µ0 ă 0 and µ1 ą 0. Let E “ S1ˆp0,8q, where S1 is the
unit circle in R2. To simplify the analysis we assume that b “ 0. If ω0 ‰ ω1 then the Ho¨rmander
condition holds at every point pθ, rq P E. Note that the point p0,?µ1q is accessible from any point
in E. The asymptotic behaviour of the mean given by (5.12) again depends on the sign of the
parameter λ in (6.7) with b1ip0q “ µi, i “ 0, 1. If λ is positive then the mean at large time is equal
to
V ˚pθ, rq “ 1
2piκ
`
f0prq ` f1prq
˘
1S1pθq,
where fi has the form as in (6.12) with αi “ µi. On the other hand for λ ă 0 the mean of the
process at large time is zero.
If ω “ ω0 “ ω1 then the angular variable θ is independent of the radial variable r and it satisfies
the same equation θ1ptq “ ω for each i. Thus, the process pθptq, rptq, iptqq can be decomposed into
two independent processes: θptq that is deterministic and prptq, iptqq that behaves as the process in
Example 6.3.
The asymptotic behaviour of the process in (4.6) is now different when λ ą 0. If we take the
initial g in (4.6) as the product of two marginal densities gpθ, rq “ g1pθqg2prq then the mean V
satisfies
lim
tÑ8
ż
E
|V pt, θ, rq ´ 1
κ
g1pθ ´ ωtq
`
f0prq ` f1prq
˘|dθdr “ 0,
where f0 and f1 are as above.
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Figure 3: In this figure we provide simulations of the mean V pt, xq (solid line) in Example 6.3 for parameters q0 “ 4,
q1 “ 2, α0 “ ´0.5, α1 “ 1 at times t “ 0 (a), t “ 0.25 (b), t “ 0.7 (c), t “ 2.5 (d), t “ 5 (e), and t “ 10 (f). The
dashed line graph represents the mean at large time V ˚pxq
7. Second and higher order correlations
In this section we continue the study of the stochastic process (4.6) by looking at equations for
correlations. These are extensions of the moment equations considered in Section 5. We provide
the full analysis only for second order correlations, but higher order cases are straightforward and
can be easily obtained by similar considerations. We use some notation from the theory of tensor
products, and for a brief summary of standard definitions used here see Appendix A.
We start with the definition of second order correlations:
Cipt, x, yq “ Ep1tiptq“iuupt, xqupt, yqq, x, y P E, i P I, t ě 0. (7.1)
We will show that following equation holds:
B
BtCi “ pAi b IdqCi ` pIdbAiqCi `
ÿ
jPI
qjiCj , i P I, (7.2)
where Ai b Id and IdbAi are defined on functions px, yq ÞÑ fpx, yq with f P L1pE2q as tensor
products of operators Ai and Id. Especially, if Aifpxq “ ´divpbipxqfpxqq then we have
pAi b Idqfpx, yq “ ´divpbipxqfpx, yqq, (7.3)
pIdbAiqfpx, yq “ ´divpbipyqfpx, yqq. (7.4)
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We consider equation (7.2) in the space L1pE2 ˆ Iq “ L1pE2 ˆ I,BpE2 ˆ Iq, µ2q, where µ2 is
the product of two copies of the measure m on E and the counting measure on I. We define the
family of operators on L1pE2 ˆ Iq by
pSptqfqi “
ÿ
jPI
Ejp1tiptq“iuUptq b Uptqfjq, i P I, (7.5)
for f “ pfjqjPI P L1pE2 ˆ Iq, fj P L1pE2q, j P I, and where Uptq is as in (4.8).
Theorem 7.1. Assume conditions (I) and (II). Then the family of operators tSptqutě0 defined in
(7.5) is a stochastic semigroup on L1pE2ˆ Iq. The infinitesimal generator of this semigroup is the
operator A`QT , where
ApfiqiPI “
`pAi b Idqfi ` pIdbAiqfi˘iPI and QT pfiqiPI “ pÿ
jPI
qjifjqiPI , (7.6)
with fi P DpAiq bDpAiq, i P I.
Proof. Observe that
Uptq b Uptq “ pPiptNptqqpt´ tNptqq b PiptNptqqpt´ tNptqqq ˝ pUptNptqq b UptNptqqq, t ě 0.
Let i P I. Since tPiptqutě0 is a stochastic semigroup on L1pEq, we see that Piptq b Piptq is a
stochastic semigroup on L1pE2q, see Corollary Appendix A.2. Taking the injective tensor product
space BqbB (see Appendix A for the notation), we see that Tiptq b Tiptq is a C0-semigroup on
BqbB satisfying
xPiptq b Piptqpf1 b f2q, h1 b h2y “ xf1 b f2, Tiptq b Tiptqph1 b h2qy, (7.7)
where f1 b f2 P L1pEq b L1pEq, h1 b h2 P B bB, t ě 0. Thus we have
xpPiptq b Piptqqf, hy “ xf, pTiptq b Tiptqqhy, t ě 0, (7.8)
for all f P L1pEq b L1pEq and h P B b B. Since L1pEq b L1pEq is dense in L1pE2q and B b B is
dense in BqbB, we conclude that (7.8) holds for all f P L1pE2q and h P BqbB.
The σ-algebra BpE2q is generated by the pi-system of sets C ˆ C “ tF1 ˆ F2 : F1, F2 P Cu.
Given the set F “ F1 ˆ F2 we consider the sequence hnpx1, x2q “ h1,npx1qh2,npx2q, where h1,n
and h2,n are sequences approximating the functions 1F1 and 1F2 . Since hn converges to 1F , we
see that condition (I) holds. Consequently, Theorem 5.1 implies that tSptqutě0 is a stochastic
semigroup on L1pE2 ˆ Iq. It follows from Proposition Appendix A.1 that for each i P I the
generator of the semigroup Piptq b Piptq is the closure of the operator Ai b Id` IdbAi defined on
the core DpAiq b DpAiq. Thus the closure of the operator A defined in (7.6) is the generator of
the stochastic semigroup pPiptq b PiptqqiPI . Hence, Theorem 5.1 implies that the generator of the
semigroup tSptqutě0 is the operator A`QT .
Using Theorem 7.1 we obtain the following:
Corollary 7.2. Assume conditions (I) and (II). Let Sptq be given by (7.5) and u by (4.5). For
each g P L1pE2q and l P I such that up0q “ g and ip0q “ l we have Cipt, x, yq “ pSptqfqipx, yq,
where Ci is as in (7.1) and f “ pfjqjPI is of the form
fj “
#
g, j “ l,
0, j ‰ l.
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Remark 7.3. If for each i P I the semigroup tPiptqutě0 is as in (3.2) then the operator A ` QT
from Theorem 7.1 is also the generator of a stochastic semigroup induced by the stochastic process
pxptq, yptq, iptqq, where pxptq, yptqq satisfies the system of equations:#
x1ptq “ biptqpxptqq,
y1ptq “ biptqpyptqq.
8. Conclusion
In this paper we introduced the concept of randomly switching stochastic semigroups. We
investigated a stochastic evolution equation in L1 space. Such a regime could explain the source of
stochasticity when observing the evolution of some population driven by a common environmental
stimulus. Next, we studied the first moment of the stochastic evolution equation solutions and
found the correspondence between this moment equation and a deterministic system of Fokker-
Planck type equations for the distributions of the process in Euclidean state space. We concluded
that the mean of the process at large time can be expressed by the stationary solutions of a Fokker-
Planck type system providing that they exist. Similarly, we connected the mean of the process
at large time with sweeping property. We gave then some examples of the application of our
results to biological models in which the underlying dynamics display a variety of bifurcations and
provided numerical simulations for them. Finally, we studied second order correlations of solutions
of the stochastic evolution equation and we provided a rigorous way to extend our considerations
to correlations of higher order. Thus, this paper extends and justifies analytically the numerical
results of Bressloff [9].
The next step would be to show convergence in distribution of the infinite dimensional process
puptq, iptqq to a stationary distribution. In particular examples connected with diffusion processes
such convergence is known, see [15, 32]. However, the results of [15, 32] are not applicable to our
stochastic semigroups tPiptqutě0 on L1 spaces because we have preservation of the norm while in
these papers strict contraction on average was required. We hope to find in the future yet another
approach that could be used for stochastic semigroups.
One possible future extension of this work is connected with addition of switching to stochastic
PDEs driven by Gaussian noise or, more generally, by Le´vy noise, see [35]. Another one could
be related to randomly occurring phenomena in more complex systems like networks subjected to
Markovian switching topology appearing in filtering problems as in [33] and [34]. More careful
recognition of these relations require further research.
Appendix A. Tensor products
We recall some standard notation from the theory of tensor products [40]. Let X1 and X2 be
two Banach spaces of functions, i.e., either Xi is an L1 space or it is a subspace of the space of all
bounded measurable functions defined on a given set and equipped with the supremum norm. For
f1 P X1 and f2 P X2 we identify the function px1, x2q ÞÑ f1px1qf2px2q with the tensor f1 b f2. We
define the tensor product space X1 b X2 as the set of all linear combinations of such tensors. The
completion of the linear space X1 b X2 when equipped with the projective norm
}h}pi “ inft
nÿ
k“1
}fk}}gk} : fk P X1, gk P X2, h “
nÿ
k“1
fk b gku
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is called the projective tensor product of the spaces X1 and X2 and will be denoted by X1bˆX2.
It is known [40, Chapter 2] that L1pE1, E1,m1qbˆL1pE2, E2,m2q is isometrically isomorphic with
L1pE1 ˆ E2, E1 ˆ E2,m1 ˆm2q. If instead we consider X1 b X2 with the injective norm
}h}ε “ supt|pγ1 b γ2qphq| : γi P Xi˚ , }γi} ď 1u,
where Xi˚ is the dual of Xi and
pγ1 b γ2qphq “
nÿ
k“1
γ1pfkqγ2pgkq for h “
nÿ
k“1
fk b gk,
then the completion of X1 b X2 is called the injective tensor product and it will be denoted by
X1qbX2. In particular, if CpEiq is the space of continuous functions on a compact space Ei then
CpE1qqbCpE2q is the space CpE1 ˆ E2q, by [40, Section 3.2]. Note that if Yi is a closed linear
subspace of the Banach space Xi then Y1qbX2 and X1qbY2 are closed liner subspaces of X1qbX2.
Given two linear and bounded operators Si : Xi Ñ Xi the linear mapping S1 b S2 : X1 b X2 Ñ
X1 b X2 defined by
pS1 b S2qpf1 b f2q “ S1pf1q b S2pf2q
has a continuous extension to tensor product spaces. We will use the following result from [1,
Section A-I.3, Proposition]:
Proposition Appendix A.1. Let tS1ptqutě0 and tS2ptqutě0 be C0-semigroups on some Banach
spaces X1, X2 and let the operators pA1,DpA1qq, pA2,DpA2qq be their generators. Then the family
tS1ptq b S2ptqutě0 (A.1)
is a C0-semigroup on both projective and injective tensor products of X1 and X2. The closure of
A1 b Id` IdbA2, (A.2)
defined on the core DpA1q bDpA2q, is its generator.
Corollary Appendix A.2. If tS1ptqutě0 and tS2ptqutě0 are stochastic semigroups on the spaces
L1pE1, E1,m1q and L1pE2, E2,m2q, respectively, then tS1ptq b S2ptqutě0 is a stochastic semigroup
on L1pE1 ˆ E2, E1 ˆ E2,m1 ˆm2q.
Proof. For fi P L1pEi, Ei,miq we haveż
E1ˆE2
pS1ptq b S2ptqqpf1 b f2qdpm1 ˆm2q “
ż
E1
S1ptqf1dm1
ż
E2
S2ptqf2dm2.
This implies that the operator S1ptqbS2ptq preserves the integral. It is easy to see that S1ptqbS2ptq
is a positive operator, completing the proof.
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