Statiscal Downscaling (SD) was a method to model the relationship between local scale data as response variable and global scale data as predictor variable. The response variable was the rainfall and the predictor variable was the global circulation model (GCM) ouput. In general, GCM output had a large dimension and multicollinearity so the principal component analysis was used to solve this problem. This study modeled the rainfall with the selected principal component using quantile regression. This functional relationship could be parametric or nonparametric relationship. In this case, nonparametric functional relationship used spline to accommodate the extreme value with the quantile regression. The result showed that the quantile spline model was better than the quantile polynomial regression model especially in predicting the extreme values in the 90 th and 95 th quantile with correlation values of 0.95 and 0.93.
Introduction
Rainfall was one of the climate element with the highest fluctuation and was the most dominant element that characterized the climate in Indonesia. Rainfall had a great effect in agriculture especially the extreme rainfall. Extreme rainfall resulted in flood and low rainfall resulted in dryness causing lower production of rice. Therefore, the analysis that examine the extereme event was needed to acquire the predicted information of rainfall in order to lessen the effect of the extreme climate.
Rainfall prediction needed a model which was statistical downscaling (SD). The model determine the functional relationship between GCM output and rainfall data [5] . GCM output potentially stimulated the climate in the past, in the present, and could predict the climate that might occur in the future [15] .
The main problem of the SD model was finding the statistical method that could describe the relationship between the response variable and the predictor variable [11] . Statistical method was developed from the parametric, nonparametric, and semiparametric approaches. The study of the SD modeling with parametric approach that was used was the principal component regression [10] . The study of the SD modeling with nonparametric approach that was used was spline multivariate additive regression [11] . The study of the SD modeling with semiparametric that was used was penalty spline regression (P-sline) with mixed linear model approach [14] . However, the SD modeling predicted the average rainfall.
Some studies of the SD modeling that discussed about the extreme were quantile regression [8] [9] [13] and block maxima [6] . The type of the functional relationship in the quantile regression could be developed into nonparametric type. The best type of the functional relationship between rainfall and GCM was the spline [14] . Quantile spline regression had been used to predict the air pollution in Surabaya [1] . This study examined the SD modeling using the quantile spline regression to predict the extreme rainfall in Indramayu.
2.
Literature Review
Statistical Downscaling
Statistical downscaling (SD) used statistical model in describing the relationship between GCM output (global scale) and rainfall data (local scale) to translate the global scale anomalies to anomalies of some local climate variable [16] . The basic idea of SD were finding the relationship between global scale climate parameter and local scale climate parameter and using this relationship for projection the GCM output simulation result in the past, in the present, or in the future globally. GCM output was a computer based model that consisted of some numeric and deterministic equation that was integrated and followed physics principles. GCM output simulated global climate variables on every grid (the grid size is 2,5 0 × 2,5 0 ) or every atmosphere layer, henceforth was used to predict the climate pattern in long period of time (annually) [12] .
In general SD model could be seen in the following equation (1) .
with ×1 was the local climate variable (e.g. rainfall), × was GCM output variable (e.g. precipitation), was the amount of the time (e.g. monthly), and was the amount of the GCM output grid domain. SD model would give the best result on condition that the relationship between response and predictor variables had to have high correlation in order to explain the variety of the local climate well, predictor variable had to be simulated well by GCM output, and the relationship between response and predictor variables were consistent for a long time period and the climate change in the future [3] .
Spline
Spline was continuing piecewise polynomial so it could describe the characteristic of local data. The joint of broken line in which the characteristics change occurred in different interval was also known as knot. The number of knots used needed to be defined in advance by trying all knot combination that might be determined manually. In general the spline function of degree could be presented in equation (2) were the knots. The degree form of spline function consisted of degree 1 (linear), 2 (quadratic) and 3 (cubic).
2.3
Quantile Spline Regression Quantile regression was a statistical method used for estimating the relationship between the response variable and predictor variable on quantile function in specific condition. Quantile regression could measure the effect of predictor variables not only in the center of the data distribution, but also in the tails of distribution. This method is very useful in the application, especially when extreme values were important issue [2] . In general the quantile regression model could be presented in equation (3) .
with = ( 1 , … , ) ′ was the sized response vector ( × 1), = ( , … , ) ′ was the sized predictor matrix ( × ), = ( 1 , … , ) ′ was the sized parameter vector ( × 1), and = ( 1 , … , ) ′ was the sized error vector ( × 1). Parameter estimation was estimated by minimizing the sum of squared errors, weighted for positive errors and (1 − ) for negative errors. Functional relationship in quantile regression was functional relationship between the conditional quantile forming linear function that could be shown in the equation (4) .
In general, according to [7] estimator of -order quantile regression for ∈ (0,1) was the problem solution of minimizing function of the equation (5) . min
The solution of equation (5) was denoted ̂( ). Testing of parameter ̂ for each quantile is using -test with hypotheses. 
3. Methodology
Data
The data of this study were the rainfall data in Indramayu used as the response variable and GCM-lag (precipitation) of the Climate Model Inter comparison Project (CMIP5) used as the predictor variables in KNMI Netherland. GCM-lag gave a better rainfall estimation result [10] . The domain size was 8 × 8 (64) grids located at the position of 16.25 0 north latitude to 1.25 0 south latitude and 98.75 0 west longtitude to 116.25 0 east longtitude above the area of Indramayu. The 8 × 8 grids domain size above the area of Indramayu gave more consistent result and was not sensitive to outliers [12] . The Climate data (rainfall and GCM-lag) was a monthly climate data from 1979-2008. In this study, data was divided into two parts, the data in 1979-2007 for modeling and the data in 2008 for model validation.
Methods
The analysis methods of this study were as follows: 1.
Identifying multicollinearity based on the variance inflation factor (VIF) in GCM-lag data.
2.
Reducing the dimension of GCM-lag data using principal component analysis (PCA).
3.
Determining the functional relationship pattern between the rainfall and the selected principal components (PCs) using the minimum criteria of generalized cross validation (GCV) in the equation (8) .
Determining TPF basis using cubical spline degree according to step 3.
5.
Modeling using quantile regression with the spline functional relationships in various quantile values ( = 50, 75, 90 and 95).
6.
Choosing the best model based on the criteria of determination coefficient ( 2 ) and root mean square error ( ) value.
7.
Predicting the best model based on the criteria of correlation and root mean square error of prediction ( ) value.
Results and Discussion

Data Exploration
This study was begun with identifying multicollinearity. There were 62 of 64 grids with VIF values more than 10. It indicated the multicollinearity problem in GCM-lag data. PCA was performed to reduce the data dimension. The amount of the principal component (PC) which had root characteristics greater than one were four PCs. The total variance proportion of PC1 to PC4 was 95%. It showed that PC1 to PC4 was able to explain 95% proportion of total variance of 64 predictor variables. The relationship patterns between rainfall and PC1 to PC4 were conducted with various possible number of degree of freedom. The optimum number of degree of freedom was determined by using the criteria of minimum GCV. The results showed that the optimum degrees of freedom based on the value of the minimum GCV for the selected PC1 to PC4 were 18, 11, 9 and 7. The plot between the rainfall and PC1 was closed to linear pattern. And then, the plot between the rainfall and PC3 was closed to quadratic pattern. And then, the plots between the rainfall and PC2 and PC4 did not tend to make a specific pattern (Figure 1 ). The number of spline knot in a model depended on the number of parameter and degree the basic model. The cubical model with the spline combination knot of 14, 8, 7, 5 were the best spline combination knot [14] . Figure  2 ). The monthly prediction of rainfall in Indramayu from January to December could follow the pattern of actual data well. In the dry season (April to September) the estimate values for the 50 th , 75 th , 90 th and 95 th quantiles were higher than the actual values and could follow the actual pattern well. In the rainy season (October to March), especially February had the highest rainfall intensity. The actual value could be estimated well by the prediction of the 95 th quantile. However, the estimate values of October to January and March had higher prediction value than the actual value. The estimate value in February was closer to the actual value. 
Quantile Spline Regression Model
Quantile spline regression (QSR) model in Table 4 and Figure 10 showed that 2 The QSR model could predict rainfall intensity well ( Figure 3 ). In general, the prediction pattern of the rainfall on the 50 th , 75 th , 90 th and 95 th quantiles was able to follow the pattern of the actual data well. The actual value on February could be predicted well above the 95 th quantile which was the highest rainfall occurrence. In the rainy season, October to January and March had higher estimate values than the actual values. Estimate value in February was also close to the actual value. Furthermore, in the dry season the estimate values of each quantiles were higher than the actual values, but were able to follow the pattern well. 
Conclusions
Based on the analysis result of the extreme rainfall in Indramayu, statistical downscaling technique on the GCM data could be used to predict the extreme rainfall well using the quantile spline regression model. The estimate value of rainfall on Februari could be predicted at extreme value which described the highest actual rainfall value. The rainfall prediction that was made for one year ahead delivered good and consistent result.
