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Semiclassical Electromagnetic Casimir Self-Energies
Martin Schaden∗
Rutgers University, 211 Smith Hall, 101 Warren St., Newark, NJ 07102, U.S.A.
The electromagnetic Casimir energies of a spherical and a cylindrical cavity are analyzed semiclassically. The field
theoretical self-stress of a spherical cavity with ideal metallic boundary conditions is reproduced to better than
1%. The subtractions in this case are unambiguous and the good agreement is shows that finite contributions from
the exterior of the cavity are small. The semiclassical electromagnetic Casimir energy of a cylindrical cavity on the
other hand vanishes to any order in the real reflection coefficients, whereas the field theoretic Casimir energy of a
cylindrical boundary that is perfectly metallic and infinitesimally thin is finite and negative[18]. Contrary to the
spherical case and in agreement with Barton’s perturbative analysis[36], the subtractions in the spectral density
for the cylinder are not universal when only the interior modes of are taken into account[47]. The Casimir energy
of a cylindrical cavity therefore depends sensitively on the physical nature of the boundary in the ultraviolet
whereas the Casimir energy of a spherical one does not. The extension of the semiclassical approach to more
realistic systems is sketched.
1. INTRODUCTION
Demonstrating that the collective interaction
of atomic systems may have macroscopic con-
sequences, Casimir obtained the now famous
attractive force between two neutral metallic
plates[1] from the boundary conditions they
impose on the electromagnetic field. Half a
century later, his prediction has been verified
experimentally[2] to better than 1%.
Twenty years after Casimir’s result for two
parallel plates, Boyer calculated the zero-point
energy of an ideal conducting spherical shell[3].
Contrary to intuition derived from the attraction
between two parallel plates, the spherical shell
tends to expand. Boyer’s result has since been
improved in accuracy and verified by a number
of field theoretic methods[4,5,6,7,8] – even though
there may be little hope of observing this effect
experimentally in the near future[9].
Since field theoretic methods require ex-
plicit or implicit knowledge of cavity frequen-
cies, they have predominantly been success-
fully employed to obtain the Casimir energies
of classically integrable systems. Thus, in ad-
dition to a spherical cavity, the electromag-
netic Casimir energies of dielectric slabs[10,11,12],
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metallic parallelepipeds[13,14,15,16,17] and long
cylinders[7,18,19,20,21,22,23] have been com-
puted in this manner.
However, most systems are not integrable and
often cannot even be approximated by such sys-
tems. It thus is desirable to develop reliable meth-
ods for estimating the Casimir energies of clas-
sically non-integrable and even chaotic systems.
Balian, Bloch and Duplantier calculate Casimir
energies based on a multiple scattering expan-
sion to the Green’s function[5,13,24]. This ap-
proach does not require knowledge of the quan-
tum mechanical spectrum and the geometric ex-
pansion is exact for sufficiently smooth and ide-
ally metallic cavities. Ultra-violet divergent con-
tributions have to be subtracted at every order
and the relative importance of the finite remain-
ders is hard to assess a priori. It in practice is
often difficult to carry the (in principle exact) ex-
pansion beyond the first few terms without semi-
classical approximation2. In[25] a semiclassical
method based on Gutzwiller’s trace formula[26]
for the response function was proposed to esti-
mate (finite) Casimir energies. It is appropri-
2Restricting to just two reflections, the Casimir energy
of an idealized spherical cavity of radius R is of the cor-
rect sign and quite accurately estimated[5] as 3h¯c/(64R) ∼
0.0469h¯c/R
1
2ate for Casimir energies of hyperbolic and chaotic
systems[25,27,28] with isolated classical periodic
orbits. The semiclassical approximation to the os-
cillating part of the spectral density of integrable
systems was derived in[13,29] and has been used
to estimate the force between concentric metallic
cylindrical shells[30]. The agreement with exact
results is rather impressive even when the radius
of the outer cylinder is about four times that of
the inner one[30]. Although not exact in gen-
eral, the semiclassical approximation associates
the finite (Casimir) part of the vacuum energy
with optical properties of the system. It captures
aspects of Casimir energies that have been puz-
zling for some time[31] and appears to be a rea-
sonable approximation in the experimentally ac-
cessible regime where these forces are relatively
large[25,31]. Path integral methods[32,33,34,35]
in principle allow one to obtain Casimir interac-
tions between disjoint bodies to arbitrary preci-
sion. Due to unresolved renormalization issues,
these methods have so far not been used to study
the self stress of cavities. The purpose of this ar-
ticle is to revisit and analyze the Casimir stress
of (integrable) spherical and cylindrical cavities
semiclassically and to compare it with field theo-
retic results.
The simplicity, transparency and somewhat
surprising accuracy of the semiclassical approx-
imation is demonstrated in Boyer’s problem[3,4,
5,6,7,8], that is in determining the electromag-
netic Casimir energy of a spherical cavity with an
(ideal) metallic boundary. Instead of directly pro-
ceeding from the semiclassical expressions for the
oscillating part of the spectral density[13,29], our
starting point will be the dual representation of
the Casimir energy of integrable systems in terms
of periodic orbits[26,29]. The subtractions in the
spectral density that render the Casimir energy
finite then are apparent and we can better an-
alyze the semiclassical approximation. Even so,
the semiclassical analysis of Boyer’s problem is an
order of magnitude simpler than any given pre-
viously. However, since no bounds are obtained,
it at present is not possible to judge the accu-
racy of the result without comparing to field the-
oretic calculations[6]. It will become rather clear
though, that the semiclassical analysis is accurate
enough to infer the sign of the Casimir energy of a
cavity by geometric arguments if the contribution
from periodic orbits does not vanish.
In ref.[30] periodic orbits in fact were found
not to contribute to the Casimir energy of a long
cylindrical cavity. The optical phases that give
a positive semiclassical Casimir energy for the
spherical cavity, lead to a vanishing one in the
cylindrical case. The somewhat intriguing re-
sult that the Casimir energy of a cylinder[7,21,24,
36,37,38] vanishes to first order in the reflection
coefficients thus apparently is readily explained
by geometric optics. However, the semiclassi-
cal Casimir energy of a cylindrical cavity van-
ishes to all orders in the real reflection coefficients
and thus also vanishes for an ideal metallic cav-
ity. The discrepancy to the finite field theoretic
Casimir energy of an idealized, infinitesimally
thin cylindrical boundary between non-dispersive
media with the same speed of light[18,19,21] will
be traced to the presence of a logarithmic diver-
gence observed by Barton[36] in his perturbative
treatment of the non-ideal dilute case. We will
argue that the exact cancellation of this diver-
gence in the field theoretic approach is due to the
infinitesimal thickness of the boundary – interior
and exterior contributions to the Casimir energy
in this case depend on only one common scale –
the radius of the cylinder.
2. The Dual Picture: Casimir Energies in
Terms of Periodic Rays
Integrable systems may be semiclassically
quantized in terms of periodic paths on invari-
ant tori[39] – in much the same manner as Bohr
first quantized the hydrogen atom. Although in
general not an exact transformation, classical pe-
riodic orbits on the invariant tori are dual to the
mode frequencies in the semiclassical sense. Ap-
plying Poisson’s summation formula, the semi-
classical Casimir energy (SCE) due to a massless
scalar may be written in terms of classical peri-
odic orbits[26,29,31],
Ec = 1
2
∑
n
h¯ωn − UV subtractions
3∼ 1
2h¯d
∑
m
′
e−
ipi
2 βm
∫
sp
dIH(I) e2piim·I/h¯ .
(1)
The components of the d-dimensional vector I
in Eq.(1) are the actions of a set of properly nor-
malized action-angle variables that describe the
integrable system. The exponent of the integrand
in Eq.(1) is the classical action (in units of h¯) of a
periodic orbit that winds mi times about the i-th
cycle of the invariant torus. H(I) is the associ-
ated classical energy and βm is the Keller-Maslov
index[40,41] of a class of periodic orbits identi-
fied by the vector of integers m. The latter is
a topological quantity that does not depend on
the actions I. To leading semiclassical order, the
(primed) sum extends only over those sectors m
with classical periodic paths of finite action (see
below). The correspondence in Eq.(1) can only
be argued semiclassically[26,29] and the integrals
on the RHS therefore should be evaluated in sta-
tionary phase approximation (sp).
Contributions to the Casimir energy from high
frequencies correspond to those from short pe-
riodic orbits in this dual picture. Divergences
due to periodic classical paths of vanishing length
(and thus vanishing action) on the RHS of Eq.(1)
are related to ultra-violet divergences of the mode
sum on the LHS of Eq.(1). If these divergences
can be subtracted unambiguously[31,36,42], the
dependence of the vacuum energy on macroscopic
properties of the system is semiclassically repre-
sented by contributions due to classical periodic
orbits of finite action only. The primed sum on
the RHS of Eq.(1) indicates this restriction3. The
(divergent) Weyl contribution to the vacuum en-
ergy from the m = (0, . . . , 0)-sector in particular
has to be subtracted. Together with an evalu-
ation of the integrals in stationary phase, this
defines the semiclassical Casimir energy (SCE).
To physically interpret the SCE, one has to con-
sider the implicit subtractions in the spectral
density[24,31,36] in greater detail.
3This is conceptually not so different from considering only
the contribution of topologically non-trivial ”instanton”
sectors to the vacuum energy of a field theory.
3. The Spherical Cavity
The semiclassical spectrum of a massless scalar
is exact for a number of manifolds without
boundary[43] and the definition of the SCE by the
RHS of Eq.(1) coincides with the Casimir energy
of zeta-function regularization in these cases. It
also is exact for massless scalar fields satisfying
periodic-, Neumann- or Dirichlet- boundary con-
ditions on parallelepipeds[14,16,31] as well as for
some tessellations of spheres[31,44,45]. In [25] the
semiclassical approximation was argued to give
the leading asymptotic behavior of the Casimir
energy whenever the latter diverges as the ratio
of two relevant lengths vanishes. All these crite-
ria do not apply to the Casimir self-stress of a
spherical cavity first considered by Boyer[3]. The
latter is an integrable system, but the semiclas-
sical spectrum is only asymptotically correct[13].
There furthermore is no ratio of lengths in which
one might hope to obtain an asymptotic expan-
sion. One therefore cannot expect the semiclassi-
cal approximation to be exact in this case. It nev-
ertheless turns out to be quite accurate. The SCE
is obtained by performing the integrals of Eq.(1)
in stationary phase and has a very transparent in-
terpretation in terms of periodic orbits within the
cavity only. The sign of the SCE of a spherical
cavity in particular will be quite trivially estab-
lished and the good agreement supports the con-
jecture that the contribution from exterior modes
mainly serves to cancel the ultra-violet divergence
of the contribution from interior modes in the
field theoretic approach[46,47]. The observed dis-
crepancy of 1% compared to the field-theoretic
result probably can be attributed to the error in
the semiclassical estimate of low-lying eigenval-
ues of the Laplace operator – which is of similar
size. Since boundary conditions for the electro-
magnetic field never are ideal, many corrections
of similar and even greater magnitude would be
required in any realistic situation.
The electromagnetic Casimir energy of any
closed cavity with a smooth and perfectly metal-
lic boundary may be decomposed into the con-
tribution from two massless scalar fields – one
satisfying Dirichlet’s, the other satisfying Neu-
mann’s boundary condition on the surface[24].
4Because the surface is ideally metallic, contri-
butions to the spectral density from arbitrarily
short closed paths that reflect off (either side of)
the smooth surface cancel each other. Semiclassi-
cally there is no (potentially divergent) local con-
tribution to the Casimir energy from such an ide-
alized surface in the electromagnetic case – the
local surface tension in fact vanishes for an in-
finitesimally thin surface[24,48]. Note that this
cancellation is quite special for the electromag-
netic field and metallic boundaries. It in general
does not occur for a massless scalar field satisfying
Neumann or Dirichlet boundary conditions on a
spherical surface of arbitrary thickness or in even
dimensions[46,49,50,51]. However, it was shown
in [46] that the Casimir energy due to a scalar
is finite for infinitesimally thin spherical cavities
in odd dimensional spaces. The following argu-
ment illustrates the absence of ultraviolet diver-
gent contributions proportional to the ”area” of
any infinitesimally thin even-dimensional surface
if the speed of light in the surrounding medium
is constant. Barring other scales and with a
dimensionless cutoff4, the local contribution to
the surface divergence from a small ((d − 1)-
dimensional) surface element dA is proportional
to h¯c dA
∑
i fi({Rj/Rk}) /Rdi , where Ri are (lo-
cal) radii of curvature and the fi are dimension-
less functions of their ratios only. The surface
divergence semiclassically arises due to arbitrary
short closed optical paths on either side of the in-
finitesimally thin boundary that touch the surface
at a single point only. But the radii of curvature
on either side of a point on the infinitesimally
thin surface are of equal magnitude and of oppo-
site sign. This implies that divergent contribu-
tions from the two arbitrarily short closed optical
paths with a common point on the surface that
lie on either of its sides cancel precisely for odd d,
whereas they are equal in even d – provided the
boundary conditions and speed of light are the
same for both sides of the surface. One therefore
expects the scalar Casimir energy of such cavi-
4In dimensional regularization this cutoff is just the
(small) deviation from integer d and in the semiclassical
context it is the ratio of the cutoff in the length of the
shortest optical paths to some characteristic (fixed) length
in the problem.
ties to be analytic in the vicinity of odd d, but
to in general diverge for even dimensional spaces.
The finite Casimir energy of thin spherical cavi-
ties in d dimensions[46] as well as the perturba-
tive analysis of such surface divergences[51] agree
with this semiclassical analysis. In three dimen-
sions, the Casimir energy due to a scalar field
was found to be finite[19,47,52] also for an in-
finitesimally thin cylindrical cavity. The above
argument is quite general and indicates that sur-
face divergences in will cancel locally only for in-
finitesimally thin (and sufficiently smooth) even-
dimensional boundaries when the speed of light is
the same on either side. This cancellation of sur-
face divergences is due to the infinitesimal thin-
ness of the boundary and does not depend on
the precise nature of the (frequency-independent)
boundary condition. [It is quite different from the
semiclassical cancellation of surface divergences of
the electromagnetic field on ideal metallic bound-
aries in three dimensions. The latter occurs due
to the different boundary conditions for the two
scalar modes and does not depend on the thick-
ness of the metallic surface.]
The only subtraction in the spectral density re-
quired for a finite Casimir energy in the electro-
magnetic case with idealized metallic boundary
conditions thus is the Weyl contribution propor-
tional to the volume of the sphere. The latter
corresponds to ignoring the m = (0, 0, 0) con-
tribution to the sum in Eq.(1). The remain-
ing difficulty in calculating the SCE of an inte-
grable system is a convenient choice of action-
angle variables. For a massless scalar in three
dimensions satisfying boundary conditions with
spherical symmetry, an obvious set of actions is
the magnitude of angular momentum, I2 = L, one
of the components of angular momentum I3 = Lz
and an action I1 associated with the radial degree
of freedom.
Since the azimuthal angle of any classical orbit
is constant, the energy E = H(I1, I2) of a mass-
less particle in a spherical cavity of radius R does
not depend on I3 = Lz. In terms of the previous
choice of actions, the classical energy is implicitly
5given by,
piI1 + I2 arccos
(
cI2
ER
)
=
ER
c
√
1−
(
cI2
ER
)2
.(2)
The branches of the square root and inverse cosine
in Eq.(2) are chosen so that I1 is positive. It is
convenient to introduce dimensionless variables
λ = 2ER/(h¯c) and z = cI2/(ER), (3)
for the total energy (in units of h¯c/(2R)) and
the angular momentum (in units of ER/c) of an
orbit. Note that z ∈ [0, 1] and that the semi-
classical regime formally corresponds to λ ≫ 1,
i.e. to wavelengths that are much shorter than
the dimensions of the cavity. With the help
of Eq.(2) and the definitions of Eq.(3), the semi-
classical expression in Eq.(1) for the Casimir en-
ergy of a massless scalar field satisfying Neumann
or Dirichlet boundary conditions on a spherical
surface becomes,
E = h¯c
4piR
∑
m,n≥0
′ℜ
[
e−i
pi
2 β(n,m)×
×
∫ ∞
0
dλλ3
∫ 1
0
dzz
√
1−z2 eiλ[n(
√
1−z2−z arccos(z))+mpiz]
]
.
(4)
The integral over I3 has here been performed
in stationary phase approximation. Because the
Hamiltonian does not depend on I3, only periodic
orbits with m3 = 0 contribute. Since −I2 ≤ I3 ≤
I2, one has that
∫
dI3 = 2I2 = h¯λz. The fac-
tor 2I2 accounts for the 2(l + 1/2)-degeneracy of
states with angular momentum L = h¯(l+ 1/2) =
I2]. By taking (4 times) the real part in Eq.(4)
one can restrict the summations to non-negative
integers and choose the positive branch of the
square root- and inverse cosine- functions in the
exponent5. The Keller-Maslov index β(n,m) of a
classical sector depends on whether Neumann or
Dirichlet boundary conditions are satisfied on the
spherical shell and will shortly be determined.
For positive integers m and n, the phase of the
integrand in Eq.(4) is stationary at z = z¯(n,m) ∈
5The primed sum now implies half the summand if one of
the integers vanishes as well as the absence of the m =
n = 0 term.
[0, 1] where,
0 = −n arccos(z¯) +mpi
⇒ z¯(n,m) = cos(mpi/n), n ≥ 2m > 1 . (5)
Restrictions on the values of m and n arise be-
cause arccos(z¯) ∈ [0, pi/2] on the chosen branch.
The phase is stationary at classically allowed
points only for sectors with n ≥ 2m > 1. Semi-
classical contributions to the integrals of other
sectors arise due to the endpoints of the z-
integration at z = 0 and z = 1 only. Such
”diffractive” contributions are of sub-leading or-
der in the asymptotic expansion of the spectral
density for large λ. Note thatm→ m+n amounts
to the choice of another branch of the inverse co-
sine.
The classical action in sectors with stationary
points is,
Scl(n,m) = h¯λn sin(mpi/n) (6)
= (E/c)2nR sin(mpi/n) = (E/c)L(n,m) ,
where L(n,m) is the total length of the classical
orbit. Some of these periodic orbits are shown in
Fig. 1. The integer m in Eq.(6) gives the number
of times an orbit circles the origin. The integer
n > 1 gives the number of times an orbit touches
the spherical surface. As indicated in Fig. 1, the
set of classical periodic orbits in the (n,m)-sector
form a caustic surface and a double covering is
required for a unique phase-space description[40].
The two sheets are joined at the inner caustic
[indicated by a dashed circle in Fig. 1] and at
the outer spherical shell of radius R. Every orbit
that passes the spherical shell n times also passes
through the caustic n times. The cross-section
of a bundle of rays is reduced to a point at the
spherical caustic surface. The caustic thus is of
second order and is associated with a phase loss of
pi every time it is crossed. At each specular reflec-
tion off the outer shell, Dirichlet boundary condi-
tions require an additional phase loss of pi whereas
there is no change in phase for Neumann bound-
ary conditions. Altogether the Keller-Maslov in-
dex of sector (n,m) depends on n only and is
given by,
β(n,m) =
{
0, for Dirichlet b.c.
2n, for Neumann b.c.
. (7)
6Since the electromagnetic Casimir energy of a
cavity with a smooth surface on which (ideal)
metallic boundary conditions hold can be viewed
as due to two massless scalar fields, one satisfy-
ing Dirichlet and the other Neumann boundary
conditions[24] on this surface, only sectors (n,m)
with even n = 2k ≥ 2m ≥ 2 contribute[24] to the
SCE in leading order of the asymptotic expansion
for large λ.
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
a) b)
(2,1)
(3,1)
(4,1)
(5,1)
(5,2)
Fig.1: Classical periodic rays within a ball or a solid
cylinder. a) The shortest primitive rays with winding
numbers (n,m) ∈ {(2, 1), (3, 1), (4, 1)}. b) Primitive
rays to winding numbers (n,m) = (5, 1) and (5, 2).
Caustic surfaces are shown as thin circles. The dashed
part of any trajectory is on one sheet and its solid
part on the other of a two-sheeted covering space.
The ”phase space” of the (5, 2) sector is indicated by
the hatched area. Note that caustics are of 2nd order
for a spherical cavity but of 1st order for a cylindrical
one.
Note that sectors with m = 0 or n = 0 have
vanishing classical action and do not contribute
to the SCE. Eq.(5) implies that extremal paths
in the (n > 0,m = 0) sectors have maximal angu-
lar momentum 1 = z¯ = lc/(ER). These are great
circles that are wholly within the spherical shell
in a plane perpendicular to the one under con-
sideration, i.e. classical orbits with I3 = Lz = 0.
Because the measure of the z-integral vanishes at
z = 1 like
√
1− z these classical paths are ex-
tremal but not stationary. This can also be seen
by expanding the exponent in Eq.(4) about the
stationary point z¯(n,m). For (n > 0,m > 0) the
second derivative of the classical action is finite
at z¯(n,m),
∂2
∂z¯2
[n(
√
1−z¯2−z¯ arccos(z¯))+mpiz¯] = n
sin(mpin )
, (8)
whereas it diverges in sectors with m = 0. The
behavior of the exponent for z ∼ 1 in this case is,
√
1−z2−z arccos(z) = 2√23 (1−z)3/2+O((1−z)5/2) .(9)
Quadratic fluctuations about the classical orbit
with m = 0 thus have vanishing width and these
sectors do not contribute in stationary phase ap-
proximation. To leading semiclassical accuracy,
the Casimir energy of a spherical cavity with an
ideal metallic boundary therefore is,
EballEM ∼
h¯c
4piR
Re
∞∑
n=1
(1n + (−1)n)
n/2∑
m=1
×
∫ ∞
0
dλλ3einλ sin(
mpi
n )
∫ 1
0
dzz
√
1−z2 e
inλ(z−z¯(n,m))
2
2 sin(mpi
n
)
∼ h¯c
R
[ ∞∑
k=1
1
16pik4
+
∞∑
k=2
15
√
2
256k4
k−1∑
m=1
cos(mpi2k )
sin2(mpi2k )
]
∼ 0.04668... h¯c
R
. (10)
This semiclassical estimate is only about
1% larger than the best numerical value[6]
0.04617...h¯c/R for the electromagnetic Casimir
energy of a spherical cavity with an infinitesimally
thin metallic surface. The error is of the same
order as that of limiting the multiple reflection
expansion to just two reflections, which gives[5]
EballEM ∼ 0.0469h¯c/R. Note that the contribution
from the (2k, k) sectors had to be considered sep-
arately in Eq.(10) since the measure dzz vanishes
at the stationary point z¯(2k, k) = cos(pi/2) = 0
of the integrand, which is an endpoint of the in-
tegration domain. As can be seen in Fig. 1a),
the classical rays of (2k, k)-sectors go back and
forth between antipodes of the cavity and pass
through its center – they have angular momen-
tum L = 0 = z¯(2k, k).
The shortest primitive orbits give somewhat
less than half (1/(16pi) ∼ 0.02) of the total SCE
of the spherical cavity – much less than the 92%
they contribute to the Casimir energy of paral-
lel plates. The main reason is that contributions
7only drop off as 1/k2 rather than like 1/k4 as
for parallel plates. The length of an orbit in
the (4, 1)-sector (the inscribed square in Fig. 1a)
furthermore is just a factor of
√
2 longer than
a (2, 1)-orbit [which in turn is a factor of 1/
√
2
shorter than a (4, 2)-orbit]. To estimate the mag-
nitude of the contribution from any particular
sector one has to take the available phase space
as well as the ray’s length into account. Thus, al-
though the length of a (2k, 1)-orbit tends to 2piR
for k → ∞, the associated phase-space (essen-
tially given by the volume of the shell between
the boundary of the cavity and the inner caustic)
decreases like 1/k2. This accounts for the rela-
tively slow convergence of the sum in Eq.(10). To
achieve an accuracy of 10−5, the first 50 terms of
the sum were evaluated explicitly and the remain-
ing contribution was estimated using Richard-
son’s extrapolation method.
4. The Cylindrical Cavity
The example of a spherical cavity shows that
the SCE in some instances is surprisingly ac-
curate. However, there evidently are systems
without periodic classical orbits, such as the two
perpendicular planes investigated in[34], or the
Casimir pendulum of[53]. None of these systems
is integrable, and although there are no stationary
periodic classical rays, periodic rays of extremal
(shortest) length do exist. Semiclassically, such
extremal periodic rays are associated with diffrac-
tion[54,55]. The inclusion of diffractive contribu-
tions in the semiclassical estimate of Casimir en-
ergies has so far only been attempted for a system
of spheres[56]. It will become evident below that
diffractive contributions also play a central role
in the Casimir energy of a cylindrical cavity.
The Casimir energy of a dilute cylindrical gas
of atoms was found to vanish in[57]. A num-
ber of calculations have confirmed that there is
no contribution up to second order in the reflec-
tion coefficients for dielectrics[36,37,38] and for
media where the speed of light on either side of
an infinitesimally thin cylindrical boundary is the
same[7,20,21,22,24]. Balian and Duplantier even
conjectured that the Casimir energy of an ideal
metallic cylindrical cavity may vanish[24] to all
orders of the multiple reflection expansion. The
non-vanishing Casimir energy of an ideal metal-
lic cylindrical cavity[18] was reanalyzed in the
framework of zeta-function regularization. It was
confirmed that the Casimir energy of an ideal
metallic cylinder only vanishes to leading order
and that higher orders in the reflection coeffi-
cients all give a non-vanishing contribution[19].
However, some mathematical prowess is required
to analytically prove the lowest order cancella-
tion in the field-theoretic approach[37,38]. That
a number of separate contributions should con-
spire to a null result without apparent physical
reason has been considered by many as somewhat
”mysterious”[7,12]. The suspicion that this can-
cellation could be a purely geometrical effect, is
nourished by the fact that the finite part of the
pair-wise Van DerWaals interaction energy of a
dilute gas of atoms vanishes for a cylinder[36,57]
but not for other geometries. In[30] it was found
that the semiclassical contribution due to peri-
odic rays also vanishes for a cylinder. However, a
careful perturbative analysis reveals that the in-
teraction energy of any real dilute cylindrical gas
of atoms includes a logarithmic divergence in ad-
dition to divergent contributions proportional to
the volume and surface area of the cylinder[36].
The subtraction of this logarithmic divergence
generally is ambiguous and the Casimir energy of
a cylindrical cavity depends sensitively on prop-
erties of its boundary[58] in the ultraviolet. A
particular boundary (say an infinitesimally thin
cylindrical shell separating media with the same
speed of light) thus may have a finite (negative)
Casimir energy, whereas a very small modifica-
tion of this boundary (say finite thickness) leads
to a logarithmic divergence.
The calculation below supports this possibility.
It is already known from[30] that the semiclassi-
cal contribution to the Casimir energy vanishes
for a cylinder. The SCE of a cylindrical cavity
in fact vanishes to all orders in the reflection co-
efficients for the same reason that the SCE of a
spherical cavity is positive – due to relatively ob-
vious optical phases. The semiclassical point of
view thus gives a straightforward and physically
acceptable explanation for otherwise mysterious
cancellations. It also indicates that any addi-
8tional phase change at the boundary will destroy
this delicate mechanism. The finite electromag-
netic Casimir energy[18] of a cylinder with ide-
alized metallic boundary conditions on the other
hand is more difficult to explain semiclassically.
However, contrary to a spherical cavity and in
agreement with the perturbative result of[36], the
semiclassical expression for the Casimir energy of
a cylindrical cavity also is logarithmic divergent.
This is due to ”diffractive” end-point contribu-
tions that are ignored in stationary phase approx-
imation. There is reason to believe[47,52] that the
subtraction of this logarithmic divergence by the
contribution from ”exterior” modes gives a finite
Casimir energy for an ideal metallic and infinites-
imally thin cylinder[18].
To exhibit these effects we revisit the calcula-
tion of the electromagnetic SCE of a long cylin-
drical cavity, or rather of a very thin torus with
one perimeter L that is much larger than the
other, L ≫ 2piR. This is an integrable system.
In the limit R/L → 0, the only classical trajec-
tories of relevance are again those of Fig. 1 and
the SCE of a long cylindrical cavity can be ob-
tained along similar lines as that of a spherical
one – with some important modifications. Due to
the toroidal symmetry of the (long) cylinder, the
third action I3 = LpL/(2pi) in this case is propor-
tional to the conserved momentum pL along the
axis of the (thin) cylinder and in Eq.(2) the en-
ergy E must be replaced by
√
E2 − (2picI3/L)2.
The second action furthermore is the angular mo-
mentum rather than just its magnitude. It again
is convenient to consider dimensionless quantities
for the fraction −1 ≤ x ≤ 1 of the total momen-
tum along the axis of the cylinder, for the ratio
−1 ≤ z ≤ 1 of the angular momentum to the
maximal possible angular momentum of a photon
within the cavity and for its energy 0 ≤ λ < ∞
in units of h¯c/(2R),
λ = 2ER/(h¯c), z =
cI2/(ER)√
1− x2 , x =
2picI3
EL
. (11)
Proceeding as in the spherical case, the semiclas-
sical expression in Eq.(1) for the SCE of a mass-
less scalar field satisfying Neumann or Dirichlet
boundary conditions on a cylindrical surface be-
comes,
Ecyl = h¯cL
16pi2R2
∑
m,n≥0
′ℜ
[
e−i
pi
2 β(n,m)
∫ ∞
0
dλ
∫ 1
−1
dz
∫ 1
−1
dx ×
×λ3√1−z2eiλ
√
1−x2[n(
√
1−z2−z arccos(z))+mpiz]
]
.
(12)
The contribution from periodic orbits that wind
around the perimeter of the torus is negligible
in the R/L → 0 limit and has been omitted
in Eq.(12). The phase of the integrand in Eq.(12)
is stationary at x¯ = 0 (corresponding to pL = 0)
and z¯(n,m) given in Eq.(5). Since the domain
of integration for the z-variable differs from the
spherical case, sectors with 1 < m < n − 1 have
non-trivial stationary points. The classical action
of an (n,m)-sector is the same as for the spheri-
cal cavity and is given by Eq.(6). The fluctuations
about such a classical ray on the other hand are
quite different for cylindrical and spherical cavi-
ties. To quadratic order in the fluctuations about
the stationary point x¯ = 0, z¯(n,m), the action for
the cylinder is
Snm ∼ n
[
(1− x
2
2
) sin
mpi
n
+
(z − z¯(n,m))2
2 sin mpin
]
. (13)
The unconstrained Gaussian integrals over z −
z¯(n,m) and x result in a factor of 2pi/(nλ) in
stationary phase approximation. Note that the
phases of ±pi/4 associated with the two Gaussian
integrals cancel in this case. Performing also the
integral over λ in Eq.(12) finally gives,
Ecyl = h¯cL
4piR2
∞∑
n=2
n−1∑
m=1
ℜ−i e
−ipi2 β(n,m)
n4 sin2 mpin
. (14)
The crucial difference to a spherical cavity is the
phase factor of −i. It arises because the fluc-
tuations of a cylindrical system have one fewer
zero-mode than those of a spherical one6. The
6The Hamiltonian of a spherical cavity does not depend on
I3 ∝ Lz, whereas it does depend on I3 ∝ pL for the cylin-
drical cavity. The 2×2 Hessian matrix Hij = ∂
2H/∂Ii∂Ij
with 3 > i, j > 1 has one zero mode for a spherical cavity,
but none for the cylindrical geometry. This difference in
zero modes implies[31] an additional phase loss of pi/2 for
the periodic rays of a cylindrical cavity.
9additional phase loss of pi/2 ultimately is respon-
sible for the vanishing of the SCE of a cylindri-
cal cavity. To verify this we only need to com-
pute the Keller-Maslov index β(n,m) for Neu-
mann and Dirichlet boundary conditions. The
caustics of the cylindrical cavity are of first order
rather than second: the cross-section of a bundle
of rays becomes one-dimensional at the caustic –
it is focussed to a line rather than a point. Taking
into account the phase retardation by pi/2 every
time a ray passes a first order caustic, the analo-
gous result to Eq.(7) for a cylindrical cavity is,
β(n,m) =
{
3n, for Dirichlet b.c.
n, for Neumann b.c.
(15)
Contributions from paths with Neumann and
Dirichlet boundary conditions and an odd num-
ber of reflections cancel each other and, as for the
spherical cavity, only sectors to even n = 2k =
2, 4, . . . contribute to the electromagnetic SCE
[for smooth metallic cavities this is quite gener-
ally so[24]]. Summing contributions to the elec-
tromagnetic Casimir energy from the two scalars
in Eq.(14) then gives the null result
EEMcyl =
h¯cL
32piR2
∞∑
k=1
2k−1∑
m=1
ℜ −i(−1)
k
k4 sin2 mpi2k
= 0 . (16)
In Eq.(16) every periodic orbit gives a vanish-
ing contribution to the SCE of a cylindrical cav-
ity. The cancellation evidently depends on a del-
icate relation between the optical phases. It is
interesting that a small additional phase loss at
each reflection off the surface results in a neg-
ative SCE for a cylindrical cavity, but that the
Casimir energy vanishes as long as the above
phase relations hold – even if the magnitude
of the reflection coefficients is less than unity.
The SCE in this sense is in line with previous
results[36,37,38,57] for the Casimir energy of a
dilute dielectric cylinder, and in fact supports
the conjecture of Balian and Duplantier in[24].
The non-vanishing Casimir energy of a cylindrical
cavity with an infinitesimally thin ideal metallic
boundary on the other hand is not so easily ex-
plained by this semiclassical point of view.
Some insight is gained by noting that the con-
tribution of any sector to the SCE of a cylin-
drical cavity in Eq.(12) – even sectors with non-
trivial periodic classical paths – diverges. This is
in marked contrast to the spherical case, where
the contribution from sectors with non-trivial pe-
riodic classical paths (characterized by n ≥ 2m >
1) is finite. The divergence is readily made ex-
plicit by scaling λ
√
1− x2 → λ in the integral
of Eq.(12). Without ultraviolet cutoff, the result-
ing x-integral in this case formally gives the fac-
tor,∫ 1
−1
dx
(1 − x2)2 ∼ ∞ , (17)
which diverges due to the behavior of the in-
tegrand near the endpoints of the integral at
x = ±1. It may be regulated by introducing an
ultraviolet cutoff Ω of some sort for the energy
integral [that is in the integral over λ]. As may
be seen from Eq.(17), the regulated integral will
always include terms that are logarithmically di-
vergent as Ω→∞. The subtraction of a logarith-
mic divergence depends on details of the cutoff
and thus is sensitive to ultraviolet properties of
the boundary[42]. The evaluation of (in principle
divergent) integrals in stationary phase could be
consideredone way of subtracting this divergence.
Because the divergence is logarithmic, the sub-
traction is by no means unique in this case. The
presence of a logarithmic divergence for cylindri-
cal cavities was first emphasized by Barton[36]
in his perturbative treatment of a dilute gas of
atoms. It also is evident in the contribution from
interior modes to the Casimir energy of an ideally
metallic cylinder[47].
The foregoing is compatible with previous
results[18,21,7] that the Casimir energy of a cylin-
drical cavity is finite if the speed of light inside
and outside its infinitesimally thin boundary are
the same. It for instance is negative for idealized
metallic boundary conditions[18]. The Casimir
energy in this case apparently does not suffer from
any logarithmic divergences (or equivalently, from
any pole ambiguities in zeta function regulariza-
tion). The Casimir energy is finite for the in-
finitesimally thin boundary, because the logarith-
mic divergent contribution from interior modes
is precisely cancelled by the similarly logarith-
mic divergent contribution from exterior modes.
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Since the boundary is infinitesimally thin and the
speed of light on both sides of the boundary is
the the same, a precise cancellation is possible.
The divergence reappears for a dielectric cavity
in vacuum with a lower speed of light in the
dielectric[58]. This occurs for a spherical as well
as for a cylindrical cavity, but with an impor-
tant difference: the divergence in the spherical
case is not logarithmic and may be unambigu-
ously subtracted[9]. The subtraction of the log-
arithmic divergence in the Casimir energy of the
cylindrical cavity on the other hand requires the
introduction of some energy scale that describes
ultraviolet properties of the boundary. An anal-
ogous problem would be encountered for an ideal
metallic boundary of finite thickness[47] and in
fact for almost any small deviation from an ide-
alized and infinitesimally thin cylindrical bound-
ary between two media with identical speed of
light. Paradoxically, defining the Casimir energy
of an cylindrical cavity in a manner that does not
depend on detailed ultraviolet properties of its
boundary appears all but impossible.
It perhaps is worth mentioning in this regard
that the Casimir energy of a massless scalar
excitation on the two-dimensional spherical or
toroidal boundaries is well-defined. For a spher-
ical shell and a very thin torus, this Casimir en-
ergy has the same dependence on the dimensions
as the Casimir energies of the corresponding cav-
ities. For a two-sphere (S2) and a very thin torus
T2 with L≫ 2piR these Casimir energies are
ES2 = 0 (18)
ET2 = −
h¯cL
4pi3R2
ζ(3) ∼ −0.0097 . . . h¯cL
R2
.
Note that these Casimir energies of a mass-
less scalar on two-dimensional spherical and
toroidal surfaces are exactly reproduced
semiclassically[31,43]. The presence of scalar
surface modes therefore does not change the
Casimir energy of a spherical cavity but could
very well contribute to that of a cylindrical one.
The Casimir energy of a massless degree of free-
dom on a torus not only is of the same form,
but also of the same sign and order of magnitude
as the Casimir energy of an ideal metallic cylin-
drical cavity[18,19]. Such a contribution from
massless surface modes thus might be important
for a cylindrical cavity and would be difficult
to separate from the contribution due to cavity
modes.
5. Discussion
The semiclassical approximation to the Casimir
energy of a cavity to leading order includes only
contributions from quadratic fluctuations about
stationary periodic classical rays. Since all peri-
odic rays lie in the interior, the SCE of a con-
cave cavity to leading order depends on the exte-
rior only indirectly through reflection coefficients.
Periodic classical rays furthermore are of finite
length. Their contribution to the Casimir energy
thus is ultraviolet finite. However, this approx-
imation is sensible only if UV-divergent contri-
butions to the vacuum energy can be subtracted
unambiguously from the spectral density. Loga-
rithmically divergent contributions to the vacuum
energy require a subtraction scale[42]. The latter
is a clear indication that the subtraction cannot
be universal since it depends sensitively on the
UV-properties of the boundary. Small changes
in the boundary conditions in this case do not
necessarily correspond to small changes in the
Casimir energy. The local properties of a bound-
ary apparently include its thickness: whereas the
Casimir energy of a cylindrical cavity with an
ideal and infinitesimally thin metallic boundary
is finite[18] to any order in the (real) reflection
coefficients[19], a logarithmic dependence on the
cutoff appears in more realistic situations[36,47].
An ambiguous subtraction also is required in the
semiclassical approximation. The absence of any
logarithmic divergence for the infinitesimally thin
boundary apparently is due to a cancellation by
exterior modes. Such a cancellation of logarith-
mic singularities can occur when exterior and in-
terior modes depend on precisely the same scale,
the radius R of the cylindrical cavity in this case.
Although the two logarithmic divergences (each
proportional to h¯cL/R2 for dimensional reasons)
cancel in the idealized situation, they would not
do so for a boundary of finite thickness.
We considered only the semiclassical Casimir
energy (SCE) of a spherical and of a toroidal cav-
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ity with ideal metallic boundary conditions, that
is, with real reflection coefficients of unit magni-
tude. These are integrable systems and the SCE
was obtained from the ”dual” description of the
spectral density in terms of periodic paths on in-
variant tori[26,29]. The winding numbers of a
periodic orbit are dual to the quantum numbers
of a mode. In stationary phase approximation
the SCE of a spherical cavity is positive and re-
produces the field theoretic value for an infinites-
imally thin metallic boundary to within 1%. The
calculation is rather short and straightforward
and leads to the convergent sum of Eq.(10). Each
term in this sum may be interpreted as the con-
tribution from a class of periodic rays. A few of
the shorter primitive periodic rays are depicted in
Fig. 1. The contribution from any sector is finite
in this case.
The contribution from periodic orbits to the
SCE of a cylindrical cavity with an ideal metallic
boundary on the other hand vanishes to all orders
in the number of reflections[30]. This occurs due
to an overall phase change by an odd multiple
of pi/2 for any classical periodic ray. Restrict-
ing to just two reflections, this null result agrees
with field theoretic calculations for infinitesimally
thin metallic boundaries[7,21,23,24,59]. The van-
ishing SCE appears to support the conjecture of
Balian and Duplantier that the Casimir energy
of a metallic cylindrical cavity may vanish. How-
ever, contrary to the spherical case, the contribu-
tions of any classical sector to the SCE of a cylin-
drical cavity diverges. Without subtraction of the
UV-divergent part, the (finite) semi-classical con-
tribution to the vacuum energy we obtained is not
very meaningful. Unfortunately the divergence of
the integral in Eq.(17) includes a logarithmic de-
pendence on the cutoff. The subtraction of UV-
divergent contributions to the Casimir energy of
a cylinder thus is sensitive to a scale and can-
not be achieved in a universal fashion. The log-
arithmic dependence on the cutoff was first ob-
served by Barton[36] in his perturbative calcu-
lation of the vacuum energy for a (dilute) gas
of cylindrical shape to lowest order in the fine
structure constant. Semiclassically this would
also correspond to considering the contribution
from rays with only two reflections (n = 2). That
the UV-subtractions are fragile and depend cru-
cially on the UV-properties of the boundary is
also observed when the speed of light within and
outside an infinitesimally thin cylindrical bound-
ary differ[58]. In the electromagnetic case, the
logarithmic divergences of exterior and interior
contributions to the vacuum energy of a metallic
cylinder cancel for an infinitesimally thin metallic
boundary[47]. However, they in general cannot
be unambiguously subtracted[52].
These examples of a spherical- and cylindrical
cavity show that the SCE is quite reasonable and
is rather simple to calculate when the Casimir
energy is robust, that is, when the necessary sub-
tractions depend on global properties of the sys-
tem only and do not require the introduction of
an additional scale. This apparently is not possi-
ble if the divergence is logarithmic[42,31]. The
classical periodic paths that contribute to the
SCE of a concave cavity in stationary phase ap-
proximation lie entirely within the cavity. Their
contribution depends on the exterior of the cav-
ity through reflection coefficients only. It has
been argued for some time that a Casimir en-
ergy obtained without explicit inclusion of exte-
rior modes (as for a parallelepiped[14,16,17]) is
all but meaningless[12]. The criterion favored
here[36,31] considers any definition of a Casimir
energy reasonable (and in principle physically re-
alizable) in which the UV-divergences of the vac-
uum energy have been subtracted without refer-
ence to local properties of the boundary. The
subtraction may (and in general will) include di-
vergent contributions from exterior modes. The
Casimir energy of a parallelepiped can be consid-
ered a case in point: as Power[60] did for just two
slabs, one can always assemble parallelepipeds to
a cube with fixed dimensions – the Casimir en-
ergy of an individual parallelepiped[14,16,17] in
this case reflects changes in the vacuum energy of
the whole cube as the three dividing planes are
moved adiabatically. By moving interior surfaces
of the cube (that in principle could have finite
thickness), one measures only the finite part of its
vacuum energy that depends on the dimensions
of the individual parallelepipeds. By contrast,
it is difficult to imagine that global changes in
a vacuum energy are measurable (or even physi-
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cally relevant) if their finiteness depends critically
on local characteristics of the system[31]. Per-
haps somewhat surprisingly, the electromagnetic
Casimir energy due to the interior of a very long
cylindrical cavity does not appear to be robust in
this sense, whereas the electromagnetic Casimir
energy due to the interior of a spherical cavity is.
Apart from relating Casimir energies to opti-
cal properties, one of the advantages of a semi-
classical description would be the possibility to
model more realistic (but robust) physical sys-
tems. The previous considerations are readily ex-
tended to dielectrics by using appropriate com-
plex and in general frequency-dependent reflec-
tion coefficients. In the case of dielectric slabs
Milton has shown[12] that Lifshitz’s theory[10,11]
may be reproduced in this manner. Finite tem-
perature is incorporated[61] by allowing periodic
rays to also wrap around a fictitious periodic ex-
tra dimension of circumference h¯c/(kT ). Finite
temperature corrections thus are small if some
classical periodic paths are much shorter than this
circumference. At room temperature the length
of a periodic ray increases by about 7.6 microns
every time it winds about the temperature direc-
tion. Temperature corrections therefore are tiny
for most nanometer scale experiments7 but could
be of greater interest in some astrophysical con-
siderations (3oK ≡ 1mm). Corrections due to
surface roughness generally will be more impor-
tant in technological applications. Many classical
models for diffuse reflection from rough surfaces
exist and Lambert’s Law is easily incorporated in
the semiclassical approach by appropriate reflec-
tion coefficients. The dependence on the wave-
length perhaps can be modelled by a term of the
action that accounts for stochastic fluctuations in
the length of a classical periodic orbit upon reflec-
tion from rough surfaces. Apart from an average
change in length, this leads to a damping term
of the form −(∆LE/h¯c)2/2 in the classical ac-
tion, where (∆L)2 is the variance in the length of
the periodic orbit. Assuming that this variance
is itself proportional to the length of the orbit,
surface roughness can semiclassically perhaps be
7The claim that this correction has been measured to
sufficient accuracy[2] to distinguish between different ap-
proaches has recently been disputed[62].
modelled by the modified dispersion
cp(E) = E + iεE2/(h¯c) , (19)
where ε is a typical length scale for the (stochas-
tic) roughness of the surface. The predominant
effect of the modified dispersion of Eq.(19) is that
contributions to the Casimir energy from wave
lengths λ≪ ε are very much suppressed. A sim-
ilar conclusion may be drawn from a recent and
considerably more sophisticated analysis[63].
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