Abstract. We compute the waves propagating on the compact surface of constant negative curvature and genus 2. We adopt a variational approach using finite elements. We have to implement the action of the fuchsian group by suitable boundary conditions of periodic type. A spectral analysis of the wave allows to compute the spectrum and the eigenfunctions of the Laplace-Beltrami operator. We test the exponential decay due to a localized dumping and the ergodicity of the geodesic flow.
II. The Hyperbolic Double Doughnut.
In this part we describe the construction of the Hyperbolic Double Doughnut. First we recall some important properties of the 2-dimensional hyperbolic geometry. It is convenient to use the representation of the hyperbolic space by using the Poincaré disc (II.1) D := (x, y) ∈ R 2 , x 2 + y 2 < 1 , It is useful to use the complex parametrization z = x + iy. We have to carefully distinguish the euclidean distance (II. .
We remark that d(0, z) = tanh d H (0, z) 2 hence the euclidean circles centerd in 0 are hyperbolic circles, and more generally, all the hyperbolic circles {z ; d H (z , z 0 ) = R}, with R > 0, z 0 ∈ D, are euclidean circles. The invariant measure dµ H on the Poincaré disc allows to compute the area of any Lebesgue measurable subset X ⊂ D by the formula (II. 5) µ H (X) = X 4 (1 − |z| 2 ) 2 dx dy, in particular the hyperbolic area of a disc D H (0, R) := {z; d H (z, 0) ≤ R} is :
The group of the isometries of D is generated by three kinds of transformations.
(1) The Rotations of angle ϕ 0 ∈ R R ϕ 0 (z) = e iϕ 0 z, and so R ϕ 0 is defined in the (x, y)-coordinates by the matrix (2) The Boosts, or Möbius transforms, associated with τ 0 ∈ R :
expressed in (x, y)-coordinates by the matrix
Finally we recall that the geodesics of the Poincaré disc are the diameters and all the arcs of circles that intersect orthogonally the boundary of the disc. Now we are ready to describe the double doughnut that is the quotient of the hyperbolic plane by the Fuchsian group of isometries, Γ, generated by the four transforms g 0 , g 1 , g 2 , g 3 , where
The matrix of g k is given by :
(II.10)
These isometries g k satisfy the relation :
endowed with the hyperbolic metric ds 2 K induced by ds 2 D . We know, see e.g. [1] , [2] , [5] , that K is a two dimensional C ∞ compact manifold, without boundary, its sectional curvature is constant, equal to −1, and its genus, that is the number of "holes", is 2. The geodesic flow is very chaotic : it is ergodic, mixing (theorems by G.Hedlung, E. Hopf), Anosov and Bernouillian (D. Ornstein, B. Weiss).
To perform the computations of the waves on the doughnut, it is very useful to represent it by a minimal subset F ⊂ D and a relation of equivalence ∼ such that
When F is choosen as small as possible, it is called Fundamental Polygon. We take (II.14)
We can see that F is a closed regular hyperbolic octogon, of which the boundary ∂F is the union of eight arcs of circle, that are parts of geodesics of D. We denote P j , j ∈ Z 8 , the tops of F, and P j P j+1 the eight wedges. The action of Γ on the boundary is described by :
(II.15)
, and (II.16)
We define the relation ∼ by specifying the classes of equivalenceż of any z ∈ F,ż := Γ({z}) ∩ F, i.e.
(II.18)Ṗ j = {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 , P 8 }, 
We give some metric relations. We denote P = P 1 P 8 ∩ R − , P = g 0 (P ) = T τ 1 (P ). We have
and so (II.21)
and by using the rotations we also have :
Finally the area of the fundamental domain is µ H (F) = 4π.
III. The Waves on the Doughnut.
The Laplace Beltrami operator associated with a metric g, is defined by
We consider the lorentzian manifold R t × K endowed with the metric
We study the covariant wave equation
, and more generally, the damped wave equation
Here ∆ K is the Laplace Beltrami operator on K. Since K is a smooth compact manifold without boundary, K endowed with its natural domain {u ∈ L 2 (K); ∆ K u ∈ L 2 (K)} is self-adjoint and the global Cauchy problem is well posed in the framework of the finite energy spaces. Given m ∈ N, we introduce the Sobolev space
where ∇ H are the covariant derivatives. We can also interpret this space as the set of the distribu-
and we have
To perform the numerical computation of this solution, we take the fundamental polygon as the domain of calculus. Then the Cauchy problem on R t × K is equivalent to the mixed problem
with the boundary conditions
F)} the usual Sobolev space H m for the euclidean metric, and we introduce the spaces W m (F) that correspond to the spaces H m (K) :
In particular, we have
and for all
F) solution of (III.5), (III.7) and (III.8), and we have the energy estimate :
Since a ∈ L ∞ (F) we have a result of regularity :
In this case the mixed problem can be expressed as a variational problem : ψ is solution iff for all φ ∈ W 1 (F), we have :
To invoke the Green formula, we denote ν(z) the unit outgoing normal at z ∈ ∂F. We suppose that
We deduce that for u ∈ W 2 (F), v ∈ W 1 (F), we have
and therefore
We have proved the following Theorem III.1. Given ψ 0 ∈ W 2 (F), ψ 1 ∈ W 1 (F), the solution ψ of the Cauchy problem (III.3), (III.5), is the unique solution satisfying (III.5) of the variational problem
We solve this variational problem by the usual way. We take a family V h , 0 < h ≤ h 0 , of finite dimensional vector subspaces of W 1 (F). We assume that (III.14)
We choose sequences ψ 0,h , ψ 1,h ∈ V h such
We consider the solution
Thanks to the conservation of the energy, this scheme is stable :
∀T > 0, sup
Moreover, when ψ ∈ C 2 R + t ; W 1 (F) , it is also converging :
If we take a basis e h j 1≤j≤N h of V h , we expand ψ h on this basis :
and we introduce
Then the variational formulation is equivalent to (III.16)
MX + DX + KX = 0. This differential system is solved very simply by iteration by solving
We know that this scheme is stable, and so convergent by the Lax theorem, when
and if there exists K > 0 such that
, the CFL condition (III.20)
K∆T < 2h, is sufficient to assure the stability and the convergence of our scheme.
IV. Numerical resolution
IV.1. Mesh. First of all we construct the boundary ∂F from the equation (II.21) and we perform a discretization that is equidistant for the hyperbolic metric. Next we use the mesh generators Emc2 TM and bamg TM created by INRIA. If we only use Emc2 TM , the mesh contains too many vertices and is not suitable for the hyperbolic metric. So a first mesh is created by Emc2 TM . We also consider a circle which is uniformly discretized with the same hyperbolic step than the exterior geometry. The radius is choosen as the final mesh is almost uniform. At last, we impose on every point of the exterior and interior geometry a metric, in the sense of bamg TM . This software can next create a mesh which is more uniform, with respect to the hyperbolic metric, than the first mesh, and that has a reasonnable number of vertices.
To test the uniformity of the mesh, we compute the extrema of the hyperbolic distance between two neighbor vertices. As a check of the accuracy of the meshes we evaluated the area of the polygons created by the meshes, and we compared to 4π (area of the domain In our meshes, the greater hyperbolic distance between consecutive vertices is not reached near the exterior boundary. To give an idea of the accuracy of this dicretization, we show in the following figure, a very rough mesh : IV.2. V h space. We construct the finite element spaces of P 1 type. We note T h all triangles of a mesh, and F h = ∪ K∈T h K.
If M i and M j denote two vertices of the mesh, we define a basis e h j 1≤j≤N h of V h by:
, and is not a P j point:
In particular, we have to determine the equivalent points on ∂F. To that, we write a program implementing the relations (II.20).
The number of nodes N h is the sum of the number of the vertices which are not in ∂F, the number of vertices which are on four consecutive arcs of ∂F without beeing a P i point, and one (because all P i points are equivalent to one of them).
IV.3. Matrix form of the problem. K(i, j) and M(i, j) are found with a numerical integration using the value at the middle of the edges of the triangles.
The stiffness matrix K and the mass matrix M are sparse and symetric matrices. So we choose a Morse stockage of their lower part, and all of the calculations will be performed with this stockage.
To solve the linear problem we use a preconditionned conjugate gradient method. The preconditionner is an incomplete Choleski factorisation, and the starting point is the solution obtained with a diagonal preconditionner.
IV.4. Initial data. We consider the case where the initial velocity ψ 1 = 0, i.e. X 0 = X 1 = 0, and we choose first initial datas with a more or less small support near a given point. For instance, for the wave depicted in Figure 3 , we have taken
.
IV.5. Discretized energy. In order to see the stability of our method we perform E d (t) the discretized energy at the time t:
It is well known that our schema is conservative when a = 0, hence E d must be invariant all along the resolution. We test this property with the previous initial data.
with ∆t = 0. IV.6. Eigenvalues. We test our scheme in the time domain, by looking for the eigenvalues of the hamiltonian when a = 0. Since the Laplace-Beltrami operator ∆ K on the Hyperbolic Double Doughnut is a non positive, self-adjoint elliptic operator on a compact manifold, its spectrum is a discrete set of eigenvalues −q 2 ≤ 0, and by the Hilbert-Schmidt theorem, there exists an orthonormal basis in
We take
. Therefore any finite energy solution ψ(t, x, y) of ∂ 2 t ψ − ∆ K ψ = 0 has an expansion of the form q e iqt ψ q (x, y) (such expansions exist also for the damped wave equation, when a > 0, see [6] ). More precisely, if we denote <, > the scalar product in L 2 (K), we write
To compute the eigenvalues q, we investigate the Fourier transform in time of the signal ψ(t, x, y) in the case where ∂ t ψ(0, x, y) = 0. We fix some large T >> 1, and we put Ψ ω (X) :
Practically, during the time resolution of the equation we store the values of the solution at some points M , including the origin, P , M 0 near P 4 , for the discrete time k∆t, N i ≤ k ≤ N f . We choose the initial step N i in order to the transient wave is stabilized, that to say N i ∆t is greater than the diameter of the doughnut, i.e. N i ∆t ≥ 2 * d H (0, P i ) 4.8969. Then we compute a DFT of (ψ h (k∆t, M )) N i ≤k≤N f with the free FFT library fftw. Let us
, we search the values jmax 1 , jmax 2 , ... for which ( Ψ j (M ) 2 ) j has a maximum. Then the eigenvalues found by the algoritm expressed as:
We have made a lot of tests by varying parameters such as: ∆t, N i , N f , the mesh, the observation point M . With the initial data (IV.1), we find the following values for q :
1, 96 ± 0, 02 2, 85 ± 0, 04 4, 34 ± 0, 06 4, 83 ± 0, 06 6, 00 ± 0, 06 6, 63 ± 0, 06
These results agree with the results obtained with a stationnary method with a mesh of 3518 vertices in [4] . Alternatively, we could also use the power spectrum and calculate the square of the modulus of Ψ ω (x, y) IV.7. Damped waves. We test our scheme for the damped wave equation (III.3) when the damping function a ≥ 0 is non zero (for deep theoretical results, see [6] , [8] , [9] ). We know that the energy of any finite energy solution decays exponentially (uniformly with respect to the initial energy) iff the dumping a satisfies the assumption of geometric control introduced by J. Rauch and M. Taylor in [9] . This condition means (IV.4) ∞ 0 a(x(t), y(t))dt = +∞ for any geodesic (x(t), y(t)). Since the geodesic flow on the compact Riemaniann manifold with constant negative curvature is very chaotic (more precisely ergodic, mixing, Anosov, Bernouillian see e.g. [1] , [2] , [5] ), it is sufficient to have a > 0 near ∂F. Nevertheless we constat an exponential decay for some solution, even if we choose a dumping function a equal to a positive constant on very small support that does not satisfy (IV.4) : a > 0 only on one triangle and its close neighbors. The next figures are obtained with mesh3 and a defined by:
a(x, y) = 0, for , | z |< 0.6 ; a(x, y) = 0.1, otherwise. 
