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We study spin liquid phases of spin-5/2 alkaline earth atoms on a honeycomb lattice at finite
temperatures. Our analysis is based on a Gutzwiller projection variational approach recast to
a path-integral formalism. In the framework of a saddle-point approximation we determine spin
liquid phases with lowest free energy and study their temperature dependence. We identify a critical
temperature, where all the spin liquid phases melt and the system goes to the paramagnetic phase.
We also study the stability of the saddle-point solutions and show that a time-reversal symmetry
breaking state, a so called chiral spin liquid phase is realized even at finite temperatures. We also
determine the spin structure factor, which, in principle, is an experimentally measurable quantity
and is the basic tool to map the spectrum of elementary excitations of the system.
PACS numbers: 67.85.-d, 75.10.Kt, 73.43.Nq
I. INTRODUCTION
The study of Mott insulating states of spin-1/2 systems
has a long history in condensed matter physics. The main
motivation of these studies lies in their relation to high-
Tc superconductivity [1]. Solid state systems are seldom
clean, usually lattice defects, vibrations, or simply the
complicated nature of the compound obscure the main
effects that theoretical models try to grasp. Ultracold
atoms on optical lattices seems to provide a nice alterna-
tive to study Mott insulators and quantum magnetism,
since the optical lattice is free of any defects and there is
a great liberty in choosing or even tuning the geometry
of the lattice even in situ. In the last decade Mott states
of bosonic [2] as well as fermionic [3] atoms has been
reached experimentally, however, it still remains a chal-
lenge to reach quantum magnetism and detect magnetic
correlations. The main reason behind the difficulties is
the limitation on cooling, since with present experimen-
tal methods it is hard to access the temperatures at the
scale of the magnetic superexchange, i.e. in the range of
few nano Kelvins (for recent progress see [4, 5]). Nev-
ertheless, a series of nice experiments were developed to
catch quantum [6–8] or even classical [9] magnetism. One
possibility is the realization of effective models that can
be easier to cool down to sufficiently low temperature. In
Ref. [7] tilted Hubbard model was used to mimic an Ising
chain, where the empty and double occupied sites repre-
sent the spin up and down states, respectively. Another
possibility opens by tuning the tunneling amplitude be-
tween the neighboring lattice sites to create a staggered-
dimerized lattice or a quasi-one-dimensional lattice [8].
In these cases the energy scale of the stronger bonds are
tuned above the temperature of the cloud, while along
the weak bonds the energy is well bellow of it. With
this arrangement the system preserves some features of
the lower temperature state and can show weak magnetic
order.
High spin Mott insulating states also have been re-
alized experimentally with ytterbium isotopes [10] (see
also [11, 12]). Ytterbium just as alkaline-earth atoms
have 2 electrons on the outer s-shell, therefore their to-
tal electronic angular momentum is zero, and the total
hyperfine spin of the atom comes only from the nuclear
spin. These atoms interact essentially via s-wave scatter-
ing independent of the nuclear spin. As a consequence
of the spin independent interaction, alkaline-earth metal
systems — or atoms with equivalent electron shell struc-
ture — can be described with good accuracy even by ex-
tremely high SU(N) symmetric models, where N= 2S+1
is given by the nuclear spin S of the atom. Compar-
ing with the usual two-component electron systems, high
spin fermionic systems can show novel magnetic behavior
[13–15]. In the strong atom-atom interaction limit they
can provide different multipole orders [16], valence bond
solid (VBS) states, spin liquid (SL) states [17–21], or even
chiral spin liquid (CSL) states with non-trivial topology
[19–21]. The SU(4) symmetric spin-3/2 system as the
simplest case after the usual spin-1/2 electrons, has been
studied intensively in the last few years [17, 18, 22–25],
mostly on square lattice. On mean-field level the ground
state is a VBS state with disconnected resonating valence
bond plaquettes, but different numerical results for small
systems raises the possibility of a bond-antiferromagnetic
columnar dimer state [22]. On a honeycomb lattice it
was found that the pure SU(4) Heisenberg system real-
izes a spin-orbital liquid phase [23], while the addition
of next nearest neighbor exchange induces collapse to a
tetramerized VBS like state [26].
The physics of the SU(6) symmetric spin-5/2 system
seems to be even more interesting, as its mean-field
ground state is a CSL on a square [19, 20] and also on a
hexagonal lattice [21]. The CSL state violates time rever-
sal symmetry and is topologically nontrivial and supports
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2chiral edge states on the boundary of the lattice. The
low-energy dynamics is described by 6-flavor spinons (as
matter fields) interacting with a U(1) gauge field emerg-
ing from the antiferromagnetic correlations. The arising
U(1) gauge theory is a dynamical Chern-Simons field the-
ory where the gauge field dynamics is generated by the
short distance physics of the underlying fermions [27].
Accordingly, a two-dimensional gas of spin-5/2 alkaline-
earth atoms on optical lattices provides a possibility to
access experimentally U(1) gauge field dynamics as well
as the corresponding non-trivial topological states. This
way an alternative quantum simulator of gauge theories
can be achieved, which complements other proposals with
ultracold atoms [28].
In our previous work the CSL state on a hexagonal lat-
tice has been found to be competing with various VBS
states with energies very close (1.5%) to that of the chiral
spin liquid ground state [21]. Considering the very small
difference between the energies of the low lying states,
a stability analysis of these low-energy states is needed
to support or even deny their existence. According to
the fact, that experiments are always done at finite tem-
perature, it is also important to see the behavior of the
zero temperature mean-field solutions at finite tempera-
tures in order to determine the critical temperatures of
the different SL and VBS states, and to see whether the
lowest free-energy state changes to another one as the
temperature is increased. Finite temperature calculation
was made for a similar system in Ref. [29] in the high
temperature regime, and they managed to describe the
metal-insulator transition, but still left open the finite
temperature physics far in the Mott insulator regime,
where quantum magnetism characterizes the system.
In this paper we address these problems by consid-
ering spin-5/2 alkaline-earth atoms loaded into a two-
dimensional hexagonal lattice. Supposing a strong on-
site repulsive interaction and a filling of one particle
per site, the system is described by an effective nearest-
neighbor model of SU(6) spin exchange. Hermele, Gu-
rarie and Rey argued in Ref. [19] that a classical Ne´el-
like ground state is unfavorable for SU(N) systems for
N ≥ 3. Therefore we assume that the state is not clas-
sically ordered but rather one with a conserved SU(6)
symmetry. We analyze the stability and the finite tem-
perature properties of the three lowest lying states within
the path integral formalism, which is a reformulation of
the Gutzwiller projected variational mean-field theory.
We show that the chiral SL state and one of the higher
energy VBS states are stable against the displacement
from the saddle point, while the staggered-like VBS state
occurs to be unstable. The finite temperature analysis
shows that by increasing the temperature all three states
vanish at the same critical temperature giving way to
the paramagnetic phase. The free energy functions never
cross each other, the chiral SL state characterizes the sys-
tem even at finite temperatures, however, in the vicinity
of the critical temperature the free energies practically
coincide. From experimental aspects it is also important
to provide information about the measurable quantities.
Accordingly we determine the magnetic structure factor
of the three lowest lying states and argue that these states
can be distinguished by their fingerprints on the struc-
ture factor. We also determine the spectral function of
the spin correlator and show how the spectrum of ele-
mentary excitations differ for the discussed phases.
The paper is organized as follows. In Sec. II the
model and the path integral formulation of the problem
is introduced. With the help of a Hubbard-Stratonovich
transformation we introduce slowly varying bosonic fields
characterizing the VBS and SL phases. We integrate
out the fermion degrees of freedom and arrive to a non-
polynomial effective action of the Hubbard-Stratonovich
fields. In Sec. III we apply the saddle-point expansion
which to leading order gives the mean-field solutions of
the problem. In Sec. IV the next-to-leading order cor-
rection is calculated for the effective action in order to
study the stability of the saddle-point solutions. In Sec.
V the spin-spin correlation function and its spectral func-
tion are calculated and compared for the different saddle-
point solutions. Sec. VI is the summary. Some calcula-
tions are moved to the Appendix.
II. PATH INTEGRAL FORMULATION OF
SU(N) MAGNETISM
We consider a system of ultracold spin-5/2 173Yb
atoms on an optical lattice with hexagonal structure. For
a single Yb atom the angular momentum of the electrons
is zero since the outer shell is an s-shell with two opposite
spin electrons. Therefore the total spin of an Yb atom
is given by its nuclear spin alone and as a consequence
atomic collisions become spin independent. At low tem-
peratures and when the optical lattice is sufficiently deep
the atoms occupy the lowest bands of the individual sites
and the system can be described by a Hubbard model
generalized to 6 components.
HHub = −t
∑
〈i,j〉,α
(
c†iαcjα + H.c.
)
+
U
2
∑
i
ni(ni−1), (1)
where the first sum is over nearest neighbor pairs while
the second sum runs through the sites of the whole lat-
tice. The operator c†iα creates a fermion at site i with
spin component α ∈ {−5/2 . . . 5/2}, and t represents the
hopping amplitude. In the second term ni =
∑
α c
†
iαciα
denotes the occupation number of site i, and U > 0 is
the strength of the repulsive, SU(6) symmetric on-site
interaction.
We consider the case of 1/6 filling, where the number
of lattice sites is equal to the number of atoms. At low
temperatures and in the strongly interacting limit (U 
t) the ground state becomes a Mott insulator state with
exactly one particle at every site. In this limit the charge
dynamics is frozen, and we can describe the system with
3an effective Hamiltonian
H = −J
∑
〈i,j〉,α,β
c†iαcjαc
†
jβciβ , (2)
where J = 4t2/U is an antiferromagnetic coupling. This
effective Hamiltonian describes processes conserving the
unit population at every site and only allows the ex-
change of spins between nearest neighbor sites. It is a
generalization of the SU(2) Heisenberg model to SU(N)
spins and is obtained from the original Hubbard Hamil-
tonian Eq. (1) in perturbation theory in t/U up to sec-
ond order. The Hamiltonian (2) has local U(1) gauge
invariance, namely it is invariant under the following lo-
cal gauge transformation
ciα → ciαeiΘi , (3a)
c†iα → c†iαe−iΘi , (3b)
with the arbitrary position and time dependent real pa-
rameters Θi(t).
We discuss finite temperature properties of the system.
The key quantity is the canonical partition function at in-
verse temperature β which is evaluated in the imaginary
time path-integral formalism [30]
Z(β) =
∫
D[c, c]e−S[c,c]
∏
i,τ
δ
(∑
α
ciαciα − 1
)
. (4)
The delta functions in the integrand assure the one-
particle constraint at every site and for every imaginary
time τ = −it. We use ~ = 1 units, and c (c) are Grass-
mann numbers associated to c† (c). The action is given
by
S[c, c] =
∫ β
0
dτ
∑
i,α
ciα∂τ ciα +H
 . (5)
Since the Hamiltonian (2) is quartic in the fermion fields
we need to rely on an approximation scheme. According
to the pioneering works by Marston and Affleck on the
general SU(N) Hubbard models [13] and the more recent
analysis of Hermele, Gurarie and Rey on SU(N) sym-
metric models realized with ultracold atoms [19] we con-
sider only spin liquid states, i.e. where the global SU(6)
symmetry is not broken. In this case, with the help of
a Hubbard-Stratonovich (HS) transformation [30], new,
slowly varying fields are introduced.
exp
(
J
∫ β
0
dτ
∑
〈i,j〉,α,β
ci,αcj,αcj,βci,β
)
=
∫
D[χ∗, χ] exp
{
−
∫ β
0
dτ
∑
〈i,j〉
[ 1
J
|χij |2
−
∑
α
(
χijcj,αci,α − χ∗ijci,αcj,α
)]}
(6)
The Hubbard-Stratonovich field, χij , lives on the links
between adjacent sites and are complex, furthermore
χ∗ij = χji. Finally, another bosonic field, ϕi, is intro-
duced in order to cast the delta functions also to a Gaus-
sian form by
∏
i,τ
δ
(∑
α
ciαciα − 1
)
=
∫
D[ϕ] exp
[
−
∫ β
0
dτ
∑
i
ϕi
(∑
α
ci,αci,α − 1
)]
.
(7)
The bosonic field ϕi is purely imaginary for the proper
Fourier representation of the delta functions. However,
we conceal its imaginary nature, because it is very sug-
gestive in the final form of the action, as playing the role
of a scalar potential for the fermions. Combining Eqs.
(2), (4), (5), (6) and (7) the partition function takes the
form
Z(β) =
∫
D[c, c, χ∗, χ, ϕ]e−Stot[c,c,χ
∗,χ,ϕ] , (8)
with the total action
Stot[c, c, χ
∗, χ, ϕ] =
∫ β
0
dτ
{∑
i,α
ciα(∂τ + ϕi)ciα
−
∑
〈i,j〉
[∑
α
(
χijcjαciα + H.c.
)
− 1
J
|χij |2
]
−
∑
i
ϕi
}
.
(9)
The total action (9) is also U(1) gauge invariant with
the additional transformation rules:
χij → χijei(Θj−Θi), (10a)
ϕi → ϕi − i∂τΘi. (10b)
Thus the phase of χ transforms as a vector potential, and
ϕ transforms as a scalar potential. With the introduction
of these fields the fermion action (9) is quadratic, and one
can think about the system as noninteracting fermions
hopping on the sites of the hexagonal lattice immersed
into a scalar potential ϕi and vector potential argχij .
One has to keep in mind that the appearing gauge fields
are not static: there is functional integration over all the
possible χ and ϕ configurations. Indeed, the integration
over the gauge degrees of freedom is the essence of the
path-integral formulation of the problem as it renders the
expectation values of all non gauge invariant quantities to
zero. This way the mean value of those operators which
violate the one particle per site constraint are annulled
[31, 32].
A. Choice of the unit cell: six-sublattice ansatz
In order to use momentum space representation on
the honeycomb lattice one needs to introduce a nontriv-
41
2
3 4
5
6
1
2
3 4
5
6
1
2
3 4
5
61
2
3 4
5
6
1
2
3 4
5
61
2
3 4
5
6
1
2
3 4
5
6
FIG. 1. (Color online) Illustration of the unit cell considered
here. The unit cell is surrounded by the dashed line and
contains 6 sites. The numbers close to the nodes (blue in the
color version) label the sublattice index (the sites inside the
unit cell), while the (m,n) pair indexes the unit cell itself.
There are 6 Hubbard-Stratonovich fields inside each unit cell
labeled by χ1 . . . χ6 and 3 other independent ones between the
neighboring unit cells χ7 . . . χ9. We also show the elementary
lattice vectors connecting the neighboring unit cells.
ial unit cell. The simplest choice is to use two sublat-
tices, which is the case used in graphene, or generally
in systems with two component fermions on hexagonal
lattices. In our six component fermion case, especially
when we restrict ourselves to 1/6 filling, a more general,
six sublattice ansatz is more favorable. Our choice of
the unit cell is depicted in Fig. 1. A site rm,n,s is in-
dexed by three integers, from which m and n are select-
ing the unit cell (with a coordinate rm,n = m e
(1) +n e(2)
pointing to the center of the cell), and another integer
s ∈ {1 . . . 6} selecting the sublattice inside the cell. The
elementary lattice vectors e(1) and e(2) point from the
center of a unit cell to the centers of the two neigh-
boring unit cells as illustrated in Fig. 1. The fermion
fields cα(rm,n,s) are arranged into the 6 component vec-
tor cs,α(rmn) = [cα(rmn1), cα(rmn2), . . . cα(rmn6)]s.
We use plane wave basis for one particle states, there-
fore the fermionic field operator is expressed as:
cs,α(rm,n, τ) =
1√
V β
∑
k,l
cs,α(k, iωl)e
i(k1m+k2n−ωlτ),
(11)
where ωl = (2l + 1)pi/β is the Matsubara frequency for
fermions, and k = k1f
(1) + k2f
(2) is the wavenumber in
reciprocal space spanned by f (1) and f (2). We use the
normalization (f (i), e(j)) = δij .
With our choice of the unit cell we have 6 HS fields
inside the cell (m,n) (see Fig. 1.), χ1(rmn) . . . χ6(rmn)
and another 3 connecting the unit cell (m,n) to its 3
neighbors to the left, χ7 . . . χ9. The HS fields are bosonic,
therefore in their Matsubara representation,
χi(rm,n, τ) =
1
V β
∑
k,l
χi(k, iνl)e
i(k1m+k2n−νlτ), (12)
the frequencies are νl = 2lpi/β. The ϕs(rmn) fields are
over the sites, therefore we have 6 of them for each unit
cell. A similar transformation to Eq. (12) is understood
for them, with χi replaced by ϕs. Here and from now on
i = 1 . . . 9 indexes the 9 different χi fields and s = 1 . . . 6
denotes the sublattice and therefore indexes the ϕs fields.
The total action Eq. (9) in momentum space is evalu-
ated by some straightforward algebra to
Stot[c, c, χ
∗, χ, ϕ] = −
∑
s
ϕs(qˆ = 0)
+
1
JV β
∑
qˆ,i
|χi(qˆ)|2−
∑
kˆ,qˆ,s,s′,α
cs′α(kˆ+qˆ)G
−1
s′s(kˆ, qˆ)csα(kˆ),
(13)
where we have used the shorthand notations kˆ ≡ (k, iωn),
and qˆ ≡ (q, iνm). In the sum α is over the spin compo-
nents of the fermions, while i = 1 . . . 9, and s, s′ = 1 . . . 6.
G−1s′,s(kˆ, qˆ) is the inverse of the fermion propagator de-
pending on the boson fields. Its explicit form is given
by
G−1s′s(kˆ, qˆ) = iωnδq,0δm,0δs′,s −Hs′s(kˆ, qˆ), (14)
and
H(kˆ, qˆ)=
−1
βV

−ϕ1(qˆ) χ1(qˆ) 0 χ7(qˆ)e−i(k1−k2) 0 χ∗6(−qˆ)
χ∗1(−qˆ) −ϕ2(qˆ) χ2(qˆ) 0 χ8(qˆ)e−ik1 0
0 χ∗2(−qˆ) −ϕ3(qˆ) χ3(qˆ) 0 χ9(qˆ)e−ik2
χ∗7(−qˆ)ei(k1+q1−k2−q2) 0 χ∗3(−qˆ) −ϕ4(qˆ) χ4(qˆ) 0
0 χ∗8(−qˆ)ei(k1+q1) 0 χ∗4(−qˆ) −ϕ5(qˆ) χ5(qˆ)
χ6(qˆ) 0 χ
∗
9(−qˆ)ei(k2+q2) 0 χ∗5(−qˆ) −ϕ6(qˆ)
 .
(15)
All the quantities ϕs and χi depend on the transferred momentum q and Matsubara frequency νm. In the ex-
5ponentials k1, k2, q1 and q2 denote the respective compo-
nents of the wavenumbers. Note that H(kˆ, qˆ) depends
only the space-like component of kˆ, but depends both on
q and νm through the bosonic fields.
The total action Eq. (13) is quadratic in the fermion
fields, therefore in Eq. (8) the functional integral over
them can be readily evaluated to
Z(β) =
∫
D[χ∗, χ, ϕ] e−Seff[χ
∗,χ,ϕ], (16)
with an effective action
Seff[χ
∗, χ, ϕ] = −
∑
s
ϕs(qˆ = 0) +
1
JV β
∑
kˆ,i
|χi(kˆ)|2
− 6 tr[ln(βG−1)] (17)
where the trace is a sum over kˆ and s. The factor 6 comes
from the summation over the spin index α.
Equations (16) and (17) are the main results of the
general path integral formulation of SU(N) magnetism
for non-classically ordered antiferromagnetic states [13,
20]. The effective action Eq. (17) is a functional of the
slowly varying (both in space and in imaginary time)
bosonic fields χ and ϕ. In Eq. (16) e−Seff serves as the
weight function of the possible field configurations. If this
weight function was known, all the necessary correlation
functions of the fields and also of the original fermion
operators could be calculated exactly.
III. SADDLE-POINT APPROXIMATION
A. Derivation of the saddle-point equations
The effective action (17) for the boson fields is non-
polynomial. In order to evaluate it one needs to rely
on an approximation scheme, the saddle-point evalua-
tion method: we assume that the probability distribu-
tion, e−Seff , in the field integral (16) is dominated by
its maximum values, and in the vicinity it is close to a
Gaussian. We proceed by expanding the fields χ and ϕ
around the homogeneous saddle-point configurations and
by considering the fluctuations around them,
χi(qˆ) = βV χ¯iδqˆ,0 + δχi(qˆ), (18a)
ϕs(qˆ) = βV ϕ¯sδqˆ,0 + δϕs(qˆ). (18b)
Here and in the following δqˆ,0 = δq,0δm,0. The complex
numbers χ¯ and ϕ¯ are the homogeneous stationary points:
the functional derivative of Seff with respect to δχ and
δϕ has to vanish.
δSeff[δχ
∗, δχ, δϕ]
δφ
∣∣∣∣
δχ=δχ∗=δϕ=0
= 0 (19)
where we have introduced a 24 component vector φµ
composed of the fluctuations. The first 18 elements
are the complex fields δχ and their complex conjugates,
and the last 6 elements are the δϕ fields: φµ(qˆ) =
[δχi(qˆ), δχ
∗
i (−qˆ)), δϕs(qˆ)]µ.
With the decomposition (18) of the fields χ and ϕ, the
inverse of the fermionic Green’s function (14) is split to
two parts
G−1s′s(kˆ, qˆ) = G
−1
(0)s′s(kˆ, qˆ)− Σs′s(kˆ, qˆ), (20)
where the inverse of the saddle-point Green’s function,
G−1(0), contains only the saddle-point values of the HS
fields, while the self-energy, Σ contains the fluctuations
of the HS fields (their explicit forms are given below).
With such a separation a systematic expansion around
the saddle point can be done in terms of powers of Σ.
The effective action (17) can be expanded in powers of
the fluctuations around the mean field:
Seff = S0 + S1 + S2 + 6
∞∑
n=1
tr (G0Σ)n
n
, (21a)
S0 = −βV
∑
s
ϕ¯s +
βV
J
∑
i
|χ¯i|2 − 6 tr log(βG−10 ),
(21b)
S1 = −
∑
s
δϕs(qˆ = 0) +
1
J
∑
i
[χ¯∗i δχi(qˆ = 0) + H.c.] ,
(21c)
S2 =
1
JβV
∑
i,qˆ
δχ∗i (qˆ)δχi(qˆ), (21d)
where S0, S1, S2 contains the fluctuations of the fields
with zeroth, first, and second order, respectively, and
the logarithm in Eq. (17) is expanded in powers of the
self-energy Σ as:
tr log(βG−1) = tr log
[
β(G−1(0) − Σ)
]
= tr log
(
βG−1(0)
)
+
∞∑
n=1
tr(G(0)Σ)
n
n
. (22)
The evaluation of tr(G(0)Σ)
n via a systematic Feynman
diagram method is detailed in Appendix A.
Now the saddle-point equations (19) are cast to a more
direct form by collecting the first order contributions to
the effective action, and therefore
∂S1
∂φµ(qˆ)
+ 6 tr
(
G(0)
∂Σ
∂φµ(qˆ)
)
= 0. (23)
These equations provide the self consistent equations for
the mean-field (i.e. saddle-point) solutions. In order to
solve them we need the explicit form of the saddle-point
Green’s function G(0), and the self-energy Σ.
The saddle-point Green’s function is diagonal in mo-
mentum space, and in the Matsubara frequencies:
G−1(0)s′s(kˆ, qˆ) = G
−1
(0)s′s(kˆ)δqˆ,0, (24)
6j αj βj γj(k) j αj βj γj(k) j αj βj γj(k)
1 2 1 0 4 5 4 0 7 4 1 k1 − k2
2 3 2 0 5 6 5 0 8 5 2 k1
3 4 3 0 6 1 6 0 9 6 3 k2
TABLE I. The incoming αj and outgoing βj fermion line sub-
lattice indices for vertex j and the phase factor γj(k). See
Appendix A.
with
G−1(0)s′s(kˆ) ≡ G−1(0)s′s(k, iωn) =
(
iωnδs′,s −H(0)s′s (k)
)
.
(25)
The mean-field fermion Hamiltonian H
(0)
s′s (k)δqˆ,0 is ob-
tained by replacing χi(qˆ) and ϕs(qˆ) in Eq. (15) with
βV χ¯iδqˆ,0 and βV ϕ¯sδqˆ,0. The H
(0)
s′s (k) Hamiltonian can
be easily diagonalized for all k momentum
∑
s
H
(0)
s′s (k)v
(a)
s (k) = ε
(a)
k v
(a)
s (k), (26)
with eigenvalues ε
(a)
k and eigenvectors v
(a)
s (k), where the
eigenvalue index is a ∈ {1 . . . 6}. With the help of Eqs.
(25) and (26) the saddle-point Green’s function is ex-
pressed as
G(0)s′s(kˆ) ≡ G(0)s′s(k, iωn) =
∑
a
v
(a)
s′ (k) v
(a)∗
s (k)
iωn − ε(a)k
.
(27)
Note, that the saddle-point Green’s function depends on
the saddle-point values of the fields, χ¯ and ϕ¯, through
the eigenvalues and eigenvectors of the matrix H(0).
The self-energy is obtained by replacing χi(qˆ) and
ϕs(qˆ) in Eq. (15) with their fluctuations δχi(qˆ) and
δϕs(qˆ). It can be compactly written as
Σs′s(kˆ, qˆ) =
−1
βV
9∑
i=1
[
δs′,βiδs,αie
−iγi(k)δχi(qˆ)
+ δs′,αiδs,βie
iγi(k+q)δχ∗i (−qˆ)
]
+
1
βV
6∑
r=1
δs′rδsrδϕ(qˆ).
(28)
The specific form of the newly introduced indices αi and
βi are given in Table I together with the phase factor
γi(k) describing the momentum dependence of the inter
unit cell links (compare with Eq. (15)).
Equation (23) can be cast to an explicit form now. The
first term is easily evaluated with the help of Eq. (21c).
In the second term the trace is a sum over the wavenum-
ber k, Matsubara frequency ωn and the sublattice index
s. Using the ”free” propagator (27) and performing the
sum for the Matsubara frequencies one arrives to
tr
(
G(0)
∂Σ
∂φµ(qˆ)
)
=
∑
kˆ,s,s′
G(0)s,s′(kˆ)
∂Σs′,s(kˆ, qˆ)
∂φµ(qˆ)
=
∑
k,a,s,s′
β
v
(a)
s (k) v
(a)∗
s′ (k)
1 + eβε
(a)
k
∂Σs′,s(kˆ, qˆ)
∂φµ(qˆ)
. (29)
The derivative of Σ can also be readily evaluated with the
help of its compact form Eq. (28). After some straight-
forward algebra one arrives to the explicit form of the
self-consistency equations (23):
χ¯j =
6J
V
∑
k,a
eiγj(k)
v
(a)
βj
(k) v
(a)∗
αj (k)
1 + eβε
(a)
k
, for j ∈ {1 . . . 9},
(30a)
1 =
6
V
∑
k,a
v
(a)
s (k) v
(a)∗
s (k)
1 + eβε
(a)
k
, for s ∈ {1 . . . 6}.
(30b)
Only 15 of the 24 equations are independent, the remain-
ing 9 equations are complex conjugates of Eqs. (30a).
The solutions of Eqs. (30) provide the mean-field solu-
tions of the problem. At finite temperature each solution
is characterized by its free energy, and the configuration
with the lowest free energy dominates the partition func-
tion. The free energy, F = −kBT logZ(β), at mean-field
level, i.e. by neglecting quantum fluctuations, is given by
Fmf(T, V ) =
S0
β
= −V
∑
s
ϕ¯+
V
J
∑
i
|χ¯|2
− 6
β
∑
k,a
log
(
1 + e−βε
(a)
k
)
, (31)
where we have performed the sum for the Matsubara fre-
quencies [30]
tr log(βG−10 ) =
∑
k,n,a
log
(
iβωn − β(a)k
)
=
∑
k,a
log
(
1 + e−β
(a)
k
)
. (32)
In order to describe the possible competition of various
configurations we determine the three lowest lying solu-
tions. Their basic properties are discussed in the next
subsection.
It is worth to emphasize that we have used the term
“mean field” throughout this section as a synonym for
“saddle point”. Eventually, the mean-field approxima-
tion in Ref. [21] is equivalent to the calculation per-
formed here in the limit when β =∞. In the mean-field
calculation the χij mean fields are the fermion correla-
tors χij =
∑
α〈c†iαcjα〉. Here they are HS fields and
their saddle-point values correspond to the mean fields.
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FIG. 2. (Color online) The saddle-point solutions for the three lowest free energy spin liquid states. a) The chiral spin liquid
state. b) The quasi plaquette state. c) The plaquette state.
The advantage of the path-integral method beyond its
transparency is its straightforward application for finite
temperatures just as when going beyond the saddle-point
approximation as we will see in Sec. IV.
B. Finite temperature mean-field solutions
In this section we present the lowest free energy solu-
tions of Eqs. (30). First we have to note, that there are
infinitely many solutions of the coupled equations due to
the gauge freedom Eqs. (10); from any set of saddle-point
solutions we can generate new ones with the same free
energy by applying an arbitrary τ independent transfor-
mation according to Eq. (10a). In order to factor out this
trivial gauge freedom, we distinguish the saddle-point so-
lutions by the elementary Wilson loops, i.e. those solu-
tions are considered to be equivalent whose elementary
Wilson loops are equal. An elementary Wilson loop is a
product of the χ fields around an elementary plaquette of
the lattice. The unit cell consists three elementary pla-
quettes, and in the saddle-point approximation the unit
cell is repeated periodically. Therefore there are three
independent elementary plaquettes only. One of them is
the plaquette corresponding to the central hexagon of the
unit cell, its Wilson loop is Π1 = χ¯1 χ¯2 χ¯3 χ¯4 χ¯5 χ¯6 (see
Fig. 1). The other two can be chosen from the neighbor-
ing plaquettes with the requirement that they have to be
independent. One of them can be the one which is be-
tween the unit cells (m,n), (m− 1, n) and (m− 1, n+ 1),
its Wilson loop is Π2 = χ¯7 χ¯
∗
3 χ¯
∗
4 χ¯
∗
5 χ¯
∗
8 χ¯
∗
1, and the third
one can be the one between (m,n) and (m − 1, n) and
(m,n− 1), with a Wilson loop Π3 = χ¯8 χ¯∗4 χ¯∗5 χ¯∗6 χ¯∗9 χ¯∗2.
The lowest free energy solution is a chiral spin liquid
or ΦΦΦ-flux phase [19, 21] (or [33] for the analog SU(3)
system). All of the HS fields have an equal magnitude
|χ1| = |χ2| = . . . = |χ9|, and all of the Wilson loops are
equal Π1 = Π2 = Π3 = |χ1|6 eiΦ, where Φ = ±2pi/3. As
the phase of the Wilson loop is not 0 or pi, this state is in-
herently complex. The emerging Φ phase can be thought
as the flux of a fictitious magnetic field that can point up
or down perpendicular to the plane of the lattice, accord-
ingly this state is doubly degenerate. The two degenerate
states are time reversal partners of each other, therefore,
this phase is symmetric to lattice translations and rota-
tions but violates time reversal symmetry — that causes
the chiral nature of this spin liquid state. The temper-
ature dependence of |χ1| together with a sketch of the
elementary fluxes is plotted in Fig. 2 a). This shows
that the chiral spin liquid state is robust at finite tem-
perature, too, up to a critical temperature which is in
the order of the exchange energy J .
The next phase, a bit higher in free energy, is the quasi
plaquette or 0pipi-flux phase [21] (or [33] for the SU(3)
system). In this phase the HS fields inside a central
plaquette have higher absolute values than the others:
|χ1| = |χ2| = . . . = |χ6| > |χ7| = |χ8| = |χ9|. The flux of
the central plaquette is 0, while the flux of the neighbor-
ing plaquettes is pi. This phase is three times degenerate
due to the choice of the central plaquette, which can be
any of the three independent elementary plaquettes, i.e.
the hexagon of the unit cell, or one of its two independent
neighbors. This state is time reversal symmetric, but vi-
olates the translation symmetry by one hexagon. The
temperature dependence of the magnitude of the bigger
HS field, say |χ1|, is plotted in Fig. 2 b) together with
an illustration of the arrangement of the fluxes.
The third phase we have considered is the plaquette
phase [21]. The HS fields in this phase have unit magni-
tude inside a central plaquette |χ1| = |χ2| = . . . = |χ6|,
with a Wilson loop Π1 = 1, and the others are zero
χ7 = χ8 = χ9 = 0. Consequently, Π2 = Π3 = 0. This
phase is also three times degenerate and violates lattice
translation by one plaquette but is invariant under time
reversal. This phase can also be characterized by the
|χ1| as order parameter, whose temperature dependence
is shown in Fig. 2. In this figure the configuration of the
plaquette phase is also depicted.
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FIG. 3. (Color online) The free energy per plaquette
Fmf(T, V )/V of the three lowest lying saddle-point solutions.
The results at zero temperature coincide completely
with those found in [21]. The interesting thing is that
even at finite temperatures these three states remain to
be the three lowest free energy saddle-point solutions.
For these three lowest lying phases the temperature de-
pendence of the free energy per plaquette is plotted in
Fig. 3. We have found that the free energy of the chi-
ral spin liquid state remains slightly below the two other
states, however, close to the critical point the free energy
curves approach each other with high accuracy. This is
in agreement with the behavior of the order parameters.
When the temperature is increased the order parameters,
the saddle-point values of the HS fields, get smaller and
smaller and eventually vanish at a common critical tem-
perature Tc ≈ 0.83 J/kB . The order parameters vanish
with an exponent of 1/2, characteristic to the mean-field
approximation. Above this temperature the paramag-
netic Mott phase is stable, and close to Tc a Ginzburg-
Landau type analysis, based on this saddle-point expan-
sion, describes the critical behavior.
IV. STABILITY ANALYSIS
In the framework of the saddle-point approximation
the stationary values of the fields are calculated with con-
dition (23). Therefore the effective action Eq. (21a) has
no first order contribution in the fluctuations. In order
to go beyond the saddle-point approximation we consider
the leading correction, which is the second order one in
the fluctuations. Thus the functional integral becomes
a Gaussian integral, with Seff ≈ S0 + S2 + 3 tr(G(0)Σ)2.
The last two terms, which are quadratic in the fluctua-
tions can be arranged to a convenient matrix form
S
(2)
eff =
1
JβV
9∑
i=1
∑
qˆ
δχ∗i (qˆ)δχi(qˆ) + 3 tr(G
0Σ)2
=
1
2βV
24∑
µ,ν=1
∑
qˆ
φ∗µ(qˆ)Cµν(qˆ)φν(qˆ). (33a)
The Cµ,ν kernel is the so called Hessian and provides the
curvature of the effective action:
Cµν(qˆ) =
∂2Seff
∂φ∗µ(qˆ)∂φν(qˆ)
. (33b)
The Hessian is a 24 × 24 matrix, and depends on the
saddle-point values of the fields χ¯, ϕ¯. The derivation and
explicit form of Cµν is given in Appendix A.
Throughout the paper we have assumed that the
weight function e−Seff in the path integral around the
saddle-point configurations takes Gaussian form. In this
case the path integral can be evaluated and the partition
function is the sum of the Gaussian contributions of the
different saddle-points. The first step to test the valid-
ity of a specific phase is to check whether the Hessian
Cµν(qˆ) is positive definite at the related configuration
[32]. If Cµν(qˆ) is positive definite, the weight function
in the path integral drops when we move a bit farther
from the saddle point, so the saddle-point solution is sta-
ble. The curvature (33b) is complex for nonzero Mat-
subara frequencies, but the sum of the contributions of
the ±iνm pairs always provides a non-negative curvature,
since Cµν(q,−iνm) = C∗νµ(q, iνm). Therefore, it is suf-
ficient to check the stability of the phases for νm = 0
only.
A minor difficulty still remains. Namely, the scalar
potential, introduced in Eq. (7) has to be purely imagi-
nary for the representation of the Dirac delta functions.
However, the saddle-point equations provide real solu-
tions for ϕ¯s. Such solutions are physical, and one can
interpret the homogeneous and real ϕ¯ as the chemical
potential of the system. Consequently the functional in-
tegral representation (7) has to be understood after an
analytical continuation δϕs → iδϕs. Hence in the Hes-
sian the curvature is changed from positive to negative
along the 6 directions of the scalar potential. The easi-
est way to treat the problem is to perform the Gaussian
integral over δϕs, as was done e.g. in Ref [13] to arrive
to an effective action only for the δχ fields,
S
(2)′
eff =
1
2βV
18∑
k,l=1
∑
qˆ
φ∗k(qˆ)C˜kl(qˆ)φl(qˆ), (34)
with φk(qˆ) a vector of 18 elements, obtained from φµ(qˆ)
by simply dropping the last 6 entries. C˜kl(qˆ) is a 18 ×
18 matrix whose elements are formed from the matrix
Cµν(qˆ). Its final form is also given in Appendix A.
Now we reduced the stability problem to the eigenvalue
analysis of the C˜kl matrix: if all the 18 eigenvalues of C˜kl
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FIG. 4. (Color online) The lowest static eigenvalues of the curvature of the effective action in the Brillouin zone at zero
temperature for the chiral spin liquid phase a), and for the quasi plaquette phase b).
for each q (i.e. in the whole Brillouin zone) are positive,
C˜kl is positive definite, the path integral remains Gaus-
sian, so the saddle-point approximation is reliable.
We have determined the spectrum of C˜kl for each of
the three low lying states at low temperatures. In Fig.
4 we plot the lowest nonzero eigenvalues for the stability
matrix C˜ij(q, 0) in the Brillouin zone for the chiral spin
liquid phase a), and for the quasi plaquette phase b). The
chiral spin liquid phase is stable against perturbations,
as the lowest nonzero eigenvalue is positive everywhere.
Contrary, the lowest nonzero eigenvalue of the curvature
of effective action in case of the quasi plaquette phase
develops prominent negative values around the Γ point.
This phase turns out to be unstable. Note that among
the 18 eigenvalues (for every q) of the stability matrix
C˜ij(q, 0) we have some flat zero modes corresponding to
the local gauge symmetry. Both the chiral spin liquid
and quasi plaquette phases have 6 such flat bands, since
6 of the link variables can be chosen real with the help
of gauge fixing.
In the plaquette phase all eigenvalues are flat, because
the lattice is formed by the completely disjoint plaquettes
and no momentum dependence remains. In this phase
three of the links are zero, and we can fix only 5 of the 6
remaining χ¯ links to be real. Correspondingly only 5 flat
zero modes remain. All the other (nonzero) eigenvalues
are positive, which means that the plaquette phase is
stable.
It is worth to emphasize that, however, the free en-
ergy analysis suggests a strong competition of the quasi
plaquette state and the chiral SL state (see Fig. 3), the
stability analysis shows that the quasi plaquette state
collapses towards the lower free energy solution. The sit-
uation is similar to the case when the pi-flux state of the
SU(2) system on square lattice turns out to be unsta-
ble and collapse into the so called ”box” state [13, 34].
Accordingly, only the chiral SL state remains the lowest
lying state at least up to kBT ∼ 0.5J , where its free en-
ergy starts to compare with that of the plaquette state.
Above this temperature the two states have practically
the same free energy, and with simple cooling it can not
be predicted which phase will stabilize. Nevertheless, the
two phases have different symmetries and most impor-
tantly different topological properties that may allow to
select the demanded state. For example during cooling
and yet in the high temperature phase via imprinting a
synthetic external gauge field to generate the nontrivial
topology of the CSL state. At the low temperature state
the enforced topological property remains even when the
external constraints are switched off.
V. STRUCTURE FACTOR
In order to study experimental signatures of the dif-
ferent spin liquid and valence bond phases one can look
for the experimentally measurable spin-spin correlation
function, also known as the structure factor:
S(r, τ, r′, 0) = 〈(Sz(r, τ)Sz(r′, 0))〉 , (35)
where Sz(rmns) =
∑
αβ F
z
αβc
†
sα(rmn)csβ(rmn) is the
z-component of the spin operator of a spin-5/2 al-
kaline earth atom at site rmns, accordingly, F
z =
diag(5/2, 3/2, 1/2,−1/2,−3/2,−5/2) is the z-component
of the three SU(2) generators in 6 dimensional represen-
tation. In momentum space and Matsubara representa-
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FIG. 5. (Color online) The static structure factor S(q, 0) in the Brillouin zone at zero temperature for the chiral spin liquid
phase a), and for the quasi plaquette phase b).
tion
Ss′s(q, iνm) = 35
2
1
V β
∑
k,a,b
n(ε
(a)
k )− n( ε(b)k+q )
iνm + ε
(a)
k − ε(b)k+q
× v(a)∗s (k)v(a)s′ (k)v(b)∗s′ (k + q)v(b)s (k + q), (36)
where the numeric factor comes from spin summation:∑
αβ F
z
αβF
z
βα = 35/2, and the fermionic occupation num-
ber at finite temperature is given by the Fermi distribu-
tion function n(ε) = [eβε + 1]−1. εk and vs(k) are the
eigenenergies and eigenvectors of H(0), respectively, as
they were introduced in Eq. (26). The structure factor
Sss′(q, iνm) in Eq. (36) is a 6 × 6 matrix in the sub-
lattice space. In order to take into account the total
contribution of the unit cell, one needs to consider its
trace, S(q, iνm) =
∑
s Sss(q, iνm). We plot the static
structure factors in Fig. 5 of the chiral spin liquid phase
a) and of the quasi plaquette phase b). That of the pla-
quette phase is completely flat due to its dispersionless
spectra, and is not shown. For the other two low lying
saddle-point solutions the static structure factors look
completely different, both carry unambiguous features to
identify them. In the chiral spin liquid phase the struc-
ture factor has a minimum at the center of the Brillouin
zone (the Γ point) and it has maxima at the K points.
In contrary, in the quasi plaquette phase the structure
factor is peaked close to the Γ point and has minima
around the edge of the Brillouin zone. Since the experi-
mentally measurable structure factor of the three lowest
lying saddle-point configurations show completely differ-
ent behavior, it is a suitable tool to distinguish between
them.
By radio-frequency-spectroscopy one can measure the
spectral density integrated to the whole lattice. This
quantity can also be extracted from the structure fac-
tor given by Eq. (36). It can be obtained by analyti-
cally continuing S(q, iνm) on the the upper half plane of
complex frequencies and through the real axis by setting
iνm → ω + iη.
ρtot(ω) =
∑
q
ImS(q, ω + iη), (37)
with η being an infinitesimally small number. In our cal-
culation we set its value to 10−2 (in units of the coupling
strength J). We plot the spectral density of the three
mean-field solutions in Fig. 6. The spectral function of
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FIG. 6. (Color online) The spectral density ρtot(ω) at zero
temperature of the chiral spin liquid phase a), the quasi pla-
quette phase b), and the plaquette phase c).
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the three different phases looks completely different indi-
cating some characteristic features of the specific phase.
While the chiral spin liquid phase (a), and the plaque-
tte phase (c) are gapped phases, there are no accessi-
ble states up to a gap, the quasi plaquette phase (b) is
gapless. Furthermore, the plaquette phase is very sim-
ple, it contains only 3 delta peaks, also because of the
lack of dispersion of the fermion energies. The first two
peaks have twice the strength of the third one according
to the fermion spectrum that consists of 4 dispersionless
flat bands. From these 4 flat bands the lowest and the
highest energy bands have only one state for every q mo-
mentum, and between them two doubly degenerate flat
bands can be found. At zero temperature the lowest band
is occupied and the higher bands are empty. By exciting
a fermion to the upper bands the middle two have twice
the number of states than the last one.
VI. SUMMARY AND CONCLUSIONS
In this paper we have studied finite temperature spin
liquid and valence bond solid phases of alkaline earth
atoms on a honeycomb lattice. We have determined the
lowest free energy solutions in a mean-field level and
studied their temperature dependence. We have found
that the spin liquid and valence bond solutions melt at
a common critical temperature in the order of the su-
perexchange interaction. We also studied the stability
of the encountered states and have shown that the chi-
ral spin liquid state is indeed the stable saddle-point and
the quasi plaquette state is unstable against fluctuations
with zero momentum. The plaquette state is also stable,
though with higher free energy.
In experiments cooling the fermions towards quantum
degeneracy is a difficult to achieve goal. Though sys-
tems of fermions with SU(6) symmetry seem to be more
complicated than the two component SU(2) fermions, it
turned out recently, that experimentally it is easier to
cool them towards the magnetic transition [10] because
an isolated 6 component atom can carry away much more
entropy than a 2 component one. This effect is similar to
the Pomeranchuk cooling first observed in solid 3He [35].
Combining the Pomeranchuk cooling with lattice shak-
ing [36], which can imprint a nontrivial topology to the
system, it might be possible to directly cool the SU(6)
symmetric Mott insulator into the topologically nontriv-
ial CSL state even if its free energy is close to other VBS
like phases.
We have also studied the experimentally measurable
signatures of the mean-field states, namely the spin-spin
correlation function, and its spectral function, of the al-
kaline earth atoms. We have shown that these quantities
qualitatively differ for the different mean-field solutions
and therefore can be used as a smoking gun in experi-
ments to reveal the realized specific phase.
A further method to unambiguously verify whether the
state is the topologically nontrivial CSL state would be
by probing the existence of chiral edge states. In Ref. [37]
a simple method was introduced to image directly the chi-
ral edge modes. The method is based on the shaping of
the atomic cloud with an extremely steep confining po-
tential and then suddenly removing the confining wall.
After the sudden release of the gas the spatial density
evolution of the bulk as well as the edge modes are trace-
able, and the movement of the chiral edge states becomes
directly visible. In order to get better visibility on longer
time scale, there are two important requirements. On
one hand, a large initial occupancy of the edge states is
required, and on the other hand, it is also important that
the edge states contribution to the density has to remain
spatially separated from the bulk during the evolution.
The former requirement can be tuned via the density
(Fermi energy), while the latter one can be ensured by
populating a quasi-dispersionless bulk band with non-
zero Chern number. In Ref. [21] we demonstrated that
the chiral spin liquid state lowest lying bulk band is al-
most flat, and completely filled, therefore, it is expected
that the emerging topological edge states of the chiral SL
state as unequivocal signatures of its topological nature
can be detected.
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Appendix A: Feynman rules
In this appendix our goal is to derive the curvature
of the effective action and give the explicit form of the
stability matrix (33b) and the one in Eq. (34). To this
end we need to evaluate
tr(G0Σ)
n =
∑
kˆ,qˆ1...qˆn
Tr
[
G(0)(kˆ)Σ(kˆ − qˆ1, qˆ1)
×G(0)(kˆ − qˆ1)Σ(kˆ − qˆ1 − qˆ2, qˆ2)× . . .
×G(0)(kˆ − qˆ1 − . . .− qˆn−1)Σ(kˆ − qˆ1 − . . .− qˆn, qˆn)
]
,
(A1)
where
∑
n qˆn = 0. In the first line tr is a sum for mo-
mentum, Matsubara frequency and sublattice index. In
the second line Tr is understood only in the sublattice
indices as the sum is explicitly indicated for the momen-
tum and Matsubara frequencies. Eq. (A1) is prone to be
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FIG. 7. Feynman graphs representing the expansion Eq.
(A1). We have plotted the first order a), the second order
b) and the nth order c) diagrams. The straight lines repre-
sent the free fermion propagator, while the wiggly line is for
the Σ vertex. The sum of the incoming momentum has to be
zero.
represented by Feynman diagrams. At a given order (say
n) we have exactly n free fermion propagators G(0), rep-
resented by straight lines, and also n incoming vertices
Σ, represented by wiggly lines. The arrows show the di-
rection of the transfer of momentum. The entire graph
is connected and contains a single loop with momentum
and Matsubara frequency conservation. For illustration
we have shown the first (a), the second (b), and the gen-
eral, nth order (c) graphs in Fig. 7. Note that both G(0)
and Σ are matrices in the sublattice index.
For the curvature of the effective action (33) we need
to evaluate
Rµν(qˆ) ≡ tr
[
∂2
(
G(0)Σ
)2
∂φ∗µ(qˆ)∂φν(qˆ)
]
= tr
(
G(0)(kˆ)
∂Σ(kˆ + qˆ,−qˆ)
∂φ∗µ(qˆ)
G(0)(kˆ + qˆ)
∂Σ(kˆ, qˆ)
∂φν(qˆ)
)
=
∑
k,iωn
s1,s2,s3,s4
G(0)s1,s2(k, iωn)G(0)s3,s4(k + q, iωn + iνm)
× ∂Σs2,s3(kˆ + qˆ,−qˆ)
∂φ∗µ(qˆ)
∂Σs4,s1(kˆ, qˆ)
∂φν(qˆ)
=
∑
k,a,b
s1,s2,s3,s4
v
(a)
s1 (k) v
(a)∗
s2 (k) v
(b)
s3 (k + q) v
(b)∗
s4 (k + q)
iνm + ε
(a)
k − ε(b)k+q
×
[
n(ε
(a)
k )− n(ε(b)k+q)
] ∂Σs2,s3(kˆ + qˆ,−qˆ)
∂φ∗µ(qˆ)
∂Σs4,s1(kˆ, qˆ)
∂φν(qˆ)
.
(A2)
The derivatives of the self-energies are again easily eval-
uated with the help of Eq. (28). Combining Eq. (A2)
with Eqs. (33) we arrive to the 24× 24 Hessian matrix
Cµν(qˆ) = 6Rµν(qˆ) +
1
J
18∑
i=1
δµ,iδν,i. (A3)
With the help of Eq. (A2) it can be directly checked that
Cµν(q, iνm) = C
∗
νµ(q,−iνm). (A4)
Finally let us construct the Hessian matrix C˜kl(qˆ) ap-
pearing in Eq. (34) after integrating out the δϕ fields.
For a convenient notation let us introduce submatrices of
the original 24× 24 matrix Cµν(qˆ), such that
Cµν(qˆ) =

C1,1(qˆ) C1,2(qˆ) . . . C1,18(qˆ) W1,1(qˆ) W1,2(qˆ) . . . W1,6(qˆ)
. . .
...
...
...
C18,18(qˆ) W18,1(qˆ) . . . W18,6(qˆ)
E1,1(qˆ) . . . E1,6(qˆ)
. . .
...
E6,6(qˆ)

(A5)
where Ckl is a 18× 18, Wks is a 18× 6 and Esr is a 6× 6
matrix. The elements below the diagonal are understood
to be filled according to the relation (A4). With the help
of this notation, the path integral over the δϕ fields, in
the Gaussian approximation Eq. (33) is performed by∫
D[δϕ] e−S
(2)
eff [δχ,δχ
∗,δϕ] =
1√
detE
e−S
(2)′
eff [δχ,δχ
∗], (A6)
with S
(2)′
eff given in Eq. (34) with the matrix
C˜kl(q, iνm) = Ckl(q, iνm)
−
6∑
r,s=1
Wks(q, iνm)E
−1
sr (q, iνm)W
∗
lr(q,−iνm). (A7)
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