Since the previous periods, poverty reduction has been a big concern for many countries especially in developing countries like Algeria; in this paper, we shall explore the causal relationship between poverty reduction, economic growth and financial development in Algeria during the period of 1970-2017, the aim of this research is to answer the question which sector causes the poverty reduction: real sector or financial sector? Therefore, we employed the modern frequency domain causality presented by Breitung and Candelon (2006) with a comparison with the time domain causality under Lutkepohl (2006) procedure, the results suggest that there is unidirectional causality running from the real sector (economic growth) to poverty rates in the short and long run terms, also, we found that there is an unidirectional causality running from the financial sector to poverty rates only in the long run term, while another causality running from poverty rates to the financial sector but in the short run term. This article aims at contributing to enlarge the literature review by utilizing the frequency domain causality in the field of poverty studies because of its effectiveness to test the causalities in different frequencies.
INTRODUCTION
In Algeria like all developing countries, is striving hard to reduce poverty rates and to improve the living conditions of the lower classes of society, in this case and according to the theory, historically, and since the Global Report of Human Development (GRHD 1990 , nothing was worked better that economic growth in enabling societies to improve the living conditions at the very bottom members (Ayad, 2018) , where the flexibility of poverty rates to any change in the economic growth estimated is generally between -1.00 and -3. Nowizad and Powel (2003) and many others declared that economic growth promotes human development and this later is the biggest goal of all economics activities.
In the same stream, there is another factor that may affect the poverty rate and economic growth, Rewilak (2017) shows that the financial sector development was one of the key strategies that allowed the achievement of the millennium development goals (MDDs) in 2015 (MDG1: Halve, between 1990 and 2015, the proportion of people whose income less than 1 Dollar a day, MDG4: reduce by two thirds, between 1990 and 2015, the under-five mortality rate, …), Cihak et.al (2013) showed that after the Great Depression (2008) the financial development divided into four components that allow us to measure the characteristics of the financial sector, the first component is the size of financial sector; the second is the accessibility of it which shows us the degree of using the financial services by individuals and firms, the third component is the efficiency of the financial sector to reduce costs in the financial system, and the fourth one is the stability of financial institutions and markets, and this four categories reflect the financial development on poverty rates, this link between financial development and poverty reduction has not been widely explored over the past decades, where we could distinguish between two different ways of the financial development impact on poverty rates, the first is when the financial development affects directly the poverty rates (Kpodar, 2004; Odhiambo, 2009; Akhter et. al, 2010) , such as the microfinance (micro-enterprises) which allows to poor people to diversify their sources by the self-employment, also by improving credit facilities and deposits for the very bottom members of society, the second way is when the financial development affects poverty indirectly by increase the economic growth (Schumpeter, 1912; Keynes, 1930; Mckinnon, 1973; Shax, 1973; Levine, 2005) , to this end this paper tries to answer the questions which sector leads in the process of poverty reduction in Algeria, the financial sector or the real sector? And is the impact of financial development on poverty rates has a direct or indirect effect?
The present study examines the impact of both financial development and economic growth on poverty rates to answer the two questions above, in doing so, the paper uses yearly data poverty rates, financial development, economic growth, trade openness, unemployment, school enrollment and rural population in Algeria over the period between 1970 and 2017, using various econometric tests for unit root test as NG-Perron (2001); Zivot-Andrews (1992) and Clemente-Montanes-Reyes (1998), then the co-integration test with regime shift presented by and finally the modern test for causality proposed by Breitung and Candelon (2006) in frequency domain with a comparison with the causalities in time domain with TYDL causality. This paper is organized as follows, section one is for the introduction where the problematic was raised and the objectives were clarified, section two throws light at the relevant literature, section three describes the data set and explains the econometric tests, section four presents the empirical results and section five concludes the paper with policy recommendations.
LITERATURE REVIEW
Over the last six decades, the studies that care out of the impact of economic growth and poverty rates have been very widespread especially in the developing countries which are still suffering from the manifestations of poverty, Ravaillon and Chen (1996) showed that the elasticity of poverty to economic growth is always negative for all the poverty lines, Dollar and Kraay (2000) declared that any increase in the average level of income in a country contributes to benefit indirectly to its weakest members, Bourguignon (2003) ; Ravaillon (1997), Epaulard (2003) ; World Bank (2006b); Kalwij and Verschoor (2007) and Fosu (2009) all this studies proved that inequality influences the growth's transformation to poverty reduction as explained before by Adams (2001) when he considered that inequality as the impediment to pro-poor growth, however, Ali and Thorbecke (2000) find that poverty rates are more sensitive to income inequality that it's to the level of income, by passing to the financial development and its effect on poverty reduction, it is necessary to speak about Bagehot (1873); Schumpeter (1991); Goldsmith (1969); Mckinnon (1973) and Shaw (1973) underlined the financial development has been considered as an important tool to improve economic growth and poverty reduction, moreover, some studies define that there are three different ways promote financial sector to improve the living conditions of the poor people, Jalilian and Kirkpartick (2001) and Stiglitz (1998) suggested that financial development can improve the opportunities for the poor people to access formal finance by addressing the causes of financial market failures; Gazi et al. (2014) , declared that financial sector enables the poor people to draw accumulated savings or to borrow money to start microenterprises, finally, while Mellor (1999) ; Dollar and Kraay (2002) and Fan et al. (2000) said that financial development can trickle down the poor people by influencing the economic growth which allows to reduce poverty rates. In this paper, we shall try to fill the gap of the absence of the studies about the relationship between financial development, economic growth and the poverty reduction in Algeria to get a clear idea about these relationships in one of the oil exporting countries with a middle income and a youth financial system, on the other hand, we shall also use some modern econometric methods such as the structural break co-integration and the frequency domain causality for the first time in this area. Dickey and Fuller (1979) and Said and Dickey (1984) are the most important and first studies in the firm of unit root tests, these tests depends on testing the null hypothesis that the coefficients on the same period lagged term Ø of the dependent variable are equal to one against the alternative hypothesis that these coefficients are less than one for three equation as follows (without constant and trend, with constant and finally with constant and trend):
METHODOLOGY

Unit root tests
∆ = −1 − ∑ ∅ ∆ − +1 =2 + (1) ∆ = −1 − ∑ ∅ ∆ − +1 =2 + + (2) ∆ = −1 − ∑ ∅ ∆ − +1 =2 + + + (3)
NG-Perron (2001) test
NG and Perron (2001) use the GLS (Generalized Least Squares) detrending procedure of ERS (Elliott, Rotherberg and Stock) to get a modified version of the traditional PP (Phillips-Perron test (1988)) and the most important features of this test compared to PP test are:
1. The not exhibit of the severe size distortions of the old version for errors with a negative MA (Moving Average) or AR (Auto Regressive) roots 2. This test can have substantially power when Ø is close to the unity.
The NG-Peroon test have four different tests: MZα, MZt, MSB and MPT as follows: Zivot and Andrews (1992) argue that the results of the conventional unit root tests (Augmented Dickey Fuller, Phillips Perron, KPSS and NG-Perron) may be reversed by endogenously determining the time of structural breaks, for this reason they proposed the null hypothesis which is a unit root without any exogenous structural change, and the alternative hypothesis is a stationary process that allows for a one-time unknown break in intercept and/or slope, using the same equations (4, 5 and 6) by the addition of the structural breaks estimators as follows:
Zivot-Andrews (1992) test for structural breaks
Where DUt is an indicator dummy variable for a mean shift occurring at each possible break point and DTt is the trend shift variable.
Clemente-Montanes-Reyes (1998) test
The CMR test is an extended version of Perron-Vogelsang (1992) methodology to test the presence of two structural breaks in the series by two different models:
1. Additive Outlier (AO) model: where the structural break has an instanteffect using binary variables (zero and one) to account for the break according the following equations to test whether the series have sudden changes or gradual shifts:
Where DU1t =1 for t > TBBi and 0 otherwise and TB1 and TB2 are the structural breaks, * is the residual from the regression which be estimated in equation (11):
DTBi are pulse variables that equal to 1 if t = TBi +1 and 0 otherwise, with the following hypothesis:
Innovative Outlier (IO) model: the structural break in this case is supposed to affect the level of the series gradually, according to this equation:
Co-integration test for regime shifts (Gregory Hansen (1996) test)
Ignoring the issue of potential structural breaks can render invalid the statistical results not only for unit root tests but also for the co-integration tests (Perron, 1989) , for this reason the traditional co-integration tests (Engel-Granger; Johansen-Juseluis; Saikonnen-Lutkepohl and Phillips-Oullaris) may produce spurious co-integration results because of the existence of one structural break at least in the series, the Gregory Hansen (1996) procedure can solve this issue by accounting for structural breaks in the co-integration equation as follows:
1. The level shift model (C)
Where , is a dummy variable such that , = 1 if t >n or 0 if r⩽n , and ∊(0,1) denotes the relative timing of the break point, the effect of the regime shift in this case in on the intercept µ0 (before the break) and µ1 is the change in intercept (at the break time).
2. The level shift with trend model (C/T): in this model the break still on the intercept but with the existence of a trend (t) in the series = 0 + 1 , + 2 + 3 +
3. Regime shift with changes in the intercept and the slope (C/S): for this model the structural break is on both intercept and slope coefficient where µ2 is the co-integration slope coefficient before the break where µ3 is the coefficient of co-integration slope at the time of the break.
4. Regime shift with changes in intercept, slope and trend (C/S/T): in this case the structural break affects all the components (intercept, slope and the trend). = 0 + 1 , + 2 + 3 , + 4 + 5 , +
And for each equation, we perform the unit roots tests on the residuals series using three tests ADF, Zα and Zt.
Frequency domain causality (Breitung Candelon (2006) test)
The term causality first proposed in (1969) by Clive Granger and it is a statistical hypothesis test for determining whether the variable y1 can be useful to forecast the variable y2, by other words causality could be measure the ability to future values of y2 by y1, but the problem whit this procedure (Granger noncausality 1969) as said by Granger and Engel (1987) is that if y1 and y2 are nonstationary and co-integrated variables; the standard method is invalid procedure, for this reason Lutkepohl (2006) used the VECM presentation to test both short run and long run terms:
The long run causality implies a significant and negative ECTi coefficient (Error Correction Term), for example if both ECT coefficients are significantly different from zero and negative there is a bi-directional long run causality between the two variables, and for the short run causality it can be set by applying the Wald test for the following hypothesis: 0 = 21 = 22 = ⋯ = 2 = 0; 0 = ∅ 11 = ∅ 12 = ⋯ = ∅ 1 = 0 In the case where all series are neither stationary nor co-integrated, we shall perform a VAR (Vector Auto-Regressive) representation with ECTi=0 because the absence of the long run relationship, so we should apply the same Wald test for short run term causality for the same hypothesis above:
(22) Finally if we have different stationary properties (a mixture of I(0) and I(1) variables), Toda and Yamamoto (1995) and Dolado and Lutkepohl (1996) (TYDL) proposed a new procedure depending on VAR model by introducing the series in their levels form after a unit test denoting the maximum order of integration between the variables (dmax) and by estimating the VAR (K+dmax) model with K is the maximum lag length, and then we shall apply the Wald test by a chi squared distribution and n degree of freedom.
As mentioned by Pavia et al. (2008) the time domain (Granger causality and TYDL procedure) graph shows the signal change over the time but the frequency domain graph shows how the signal lies within each given frequency (ω) band of the frequencies, Geweke (1982) showed that the causality among a bivariate series can be detected at a particular frequency by composing spectral density (Geweke, 1982 and Hosoya, 1991) , Yao and Hosoya (2000) developed a Wald test methodology for causality at same given frequency based on nonlinear restrictions on the auto-regressive parameters, then, Breitung and Candelon (2006) used a bivariate VAR model and they proposed a new procedure based on a set of linear hypothesis on the AR parameters and it can be easily generalized to allow for cointegration relationships and higher dimensional systems.
According to Fritsche and Pierdzioch (2016) whom used the VMA (Vector Moving Average) of the bivariate VAR model as follows: 
In this case Geweke (1982) suggests to test the Granger non causality as a specific frequency ω the following measure My1 cause y2 (ω) which can be calculated as follows:
Where i is an imaginary number. The next step is to test if y1 causes y2 (My1cause y2) at any frequency ω, we test the null hypothesis H0: My1cause y2 (ω) = 0 (Geweke, 1982) , Breitung and Candelon (2006) proposed a modified frequency domain causality using the VAR specification as follows:
And the new null hypothesis became H0: R(ω)Ω where Ω constitutes a vector of coefficients of N and
The F statistic for this equation follows F(2,T-2p) for ω ∊ (0, ), and it is necessary to be noted that the high frequencies represented the short run term causality and the low frequencies represented the long run term causality, and as considered by Toda and Phillips (1993) in co-integration systems the definition of the causality of frequency zero is equivalent to the concept of long run causality.
RESULTS AND DISCUSSIONS
In this research, we carried out of the causal relationship (time domain and frequency domain) between poverty rates, economic growth and financial development in Algeria for the period 1970-2017, we used annual data obtained from different sources like the World Bank database (2018) for both economic growth and poverty rates and the Trilemma database (2018) for financial development, we also use the consumption per capita as a proxy for poverty rates because the absence of other proxies (headcount ratio) as Ravallion (1992) ; Woolard and Leubbrandt (1999); Quartey (2005) and Odhiambo (2017); and we employed for financial development the Line Milesi-Ferreti index presented by Philip Lane and Maria Milesi-Ferreti in 2006 as the sum of total liabilities and total assets as a ratio of GDP and finally, while we considered the GDP per capita as an index for the economic growth which is the best proxy of economic growth dealing with poverty reduction.
Unit root test results
As usual the unit root tests are the first step at any time series analysis, for this purpose, three tests have been conducted; the NG-Perron (2001) test without structural breaks, Zivot-Andrews (1992) test with structural breaks and Clemente-Montanes-Reyes (1998) test to detect which kind of structural breaks in the series (AO or IO), the results inspired from tables (03) shows that both poverty rate and financial development series are stationary at the first differences but the economic growth series is stationary at the level (from NG-Perron test), in addition the series of economic growth has a structural break in 1998 which means is not stationary at the level and this break would disappear after applying the first difference series, on the other hand the financial development series has an additive outlier (AO) break in 2009, therefore, the three variables are I(1) variables with structural breaks at both economic growth and financial development. 
Gregory Hansen co-integration results
The next step in our study, is to test the long run relationship among the variables, and since the variables are I(1) series with two structural breaks we cannot apply the traditional methods of co-integration as Engel-Granger and Johansen-Juselius, consequently the Gregory Hansen (1996) is the best solution in our study with the estimation of equation (18) (C/S/T model) , the results obtained from table (04) shows that there is a co-integration relationship between poverty rate and financial development with a regime shift in 1985 and a co-integration relationship between poverty rate and economic growth with a regime shift in 1985, which means that there is a long run relationship among the three variables. 
Time domain causality results
From the outcomes obtained from the unit root tests and co-integration test it is clear that we are in the case of non-stationary (I(0)) and co-integrated variables, so before the running of the frequency domain causality (the Breitung and Candelon (2006) test) we should apply the time domain causality depending on Lutkepohl (2006) procedure according to VECM model for the long run causality and Wald test for the short run causality, and it is clear that there an unidirectional causality running from economic growth to poverty reduction for both short run and long run terms which means the effectiveness of the economic growth in Algeria to improve the consumption per capita and to reduce to poverty rates, on the other hand, there a unidirectional causality only in the short run term running from poverty to financial development and another unidirectional causality in the long run term running from financial development to the poverty reduction, this is on line with the study of Ayad (2018) who found there is no evidence of causality in short run term from financial development to poverty rates but the causality appear in the long run term. 
4-Frequency domain causality results
The final step in this study is the application of the modern Breitung-Candelon frequency domain causality presented in 2006, from table 6, there is no evidence of any causation from poverty rates to economic growth at all the frequencies and it same results obtained from time domain causality (Fig. 1) , but there is a causal effect running from economic growth to poverty rates when ω ∊ (0, 2.5) which means the long run term and the medium term but the high frequencies (ω ∊ (2.5, )) the critical value is higher the statistical value which means there are no causal effect in short run term running from economic growth to poverty rates in contrast of time domain causality when we found that there is a causal effect in short run term (Fig. 2) , on the other hand; there is no evidence at any causation relationship between poverty rates and financial development at all the frequencies ( Fig. 3 and Fig. 4 ). Finally, this results obtained from the econometric analysis especially the frequency domain causality for the causal relationship between poverty, economic growth and financial development in Algeria for the period 1970-2017 were very agree with the previous studies in the context of the relationship between poverty reduction and economic growth as Ravaillon and Chen (1997), Bourguignon (2003) , Adams (2004) , Ram (2006) , Tahir et al. (2014) and especially the study of Ayad (2016) in the context of Algeria, so the economic growth in Algeria is propoor growth and is very effective to improve the living conditions of the poor people in Algeria, but in the case of the causal relationship between poverty reduction and financial development there is no evidence of the contribution of financial liberalization to reduce the poverty rates both in short run and long run terms, this results is consistent with previous studies in the case of Algeria where there is no effect from financial sector on poverty reduction as Ayad (2018).
CONCLUSION
This study explored the causal relationship among poverty rates, economic growth and financial development in the context of Algeria for the period 1970-2017, using an econometric procedure with various methods, as the NG-Perron for unit root test without structural breaks and Zivot-Andrews with structural breaks, and the Gregory-Hansen methodology for co-integration test with regime shift, and finally, both of time domain causality depending on Lutkepohl (2006) procedure and TYDL (1995; 1996) methodology and frequency domain causality depending on Breitung Candelon (2006) methodology.
The results of this paper showed a long run relationship between the variables with a regime shift in 1985, and by passing to the causality results, both of time domain and frequency domain causalities showed an unidirectional causality running from economic growth to poverty reduction which means that the economic growth in Algeria is pro-poor growth, this result lend support to Dollar and Kraay (2000) where the role of economic growth is crucial for poverty reduction, and it is a confirmation of Rodrick's (1976) statement when he said that historically nothing was worked better than economic growth in enabling to reduce poverty rates.
The results showed also that there is no evidence of any causal relationship between poverty rates and financial development at all the frequencies which means the independence between the two variables though the long run relationship among the two variables according to Gregory Hansen test, this conflicting results may be due to the difference between the two approaches, but it should be noted that according to error correction term (ECT) under Lutkepohl procedure for the long run causality which is negative and significant at 5% level of significance, so there is a long run causality running from financial development to poverty reduction in time domain causality and it's cannot be ignored, Odhiambo (2009) showed that there is no universal consensus on the causal relationship between financial development and the other variables because of the sensitivity of the proxy used for the measurement of financial development. 
