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a b s t r a c t
Exact solutions for some oscillating motions of Oldroyd-B fluids, between two infinite
coaxial circular cylinders, are established by means of the Laplace transform. These
solutions, presented as sum of the steady-state and transient solutions describe themotion
of the fluid at small and large times and reduce to the similar solutions for Maxwell,
second grade and Newtonian fluids as limiting cases. After some time, when the transients
disappear, the starting solutions tend to the steady-state solutions which are periodic in
time and independent of the initial conditions. The required time to obtain the steady-
state for the cosine and the sine oscillations of the boundary is determined by graphical
illustrations. This time decreases if the frequency of the velocity of the boundary increases.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Flow due to an oscillating cylinder is one of the most important and interesting problems of motion near oscillating
walls. As early as 1886, Stokes [1] established an exact solution to the rotational oscillations of an infinite rod immersed in a
Newtonian fluid. An extension of this problem to the rod undergoing both rotational and longitudinal oscillations has been
realized in [2], while the first exact solutions for similar motions of non-Newtonian fluids are those of Rajagopal [3] and
Rajagopal and Bhatnagar [4]. However, all these solutions are steady-state solutions to which a transient solution has to be
added in order to describe the motion of the fluid for small and large times.
The first closed-form expressions for the starting solutions corresponding to an oscillating motion seem to be those
of Erdogan [5] for Newtonian fluids. New exact solutions for the same problem, but presented as a sum of steady-state
and transient solutions, have been also established by Corina Fetecau et al. [6]. The extension of these solutions to second
grade fluids has been achieved in [7], while the starting solutions for the motion of the same fluids due to longitudinal and
torsional oscillations of a circular cylinder have been established in [8]. Recently, starting solutions for oscillating motions
of a Maxwell fluid in cylindrical domains have been obtained in [9]. Other interesting results regarding oscillating flows of
non-Newtonian fluids have been presented in [10–15].
Themain purpose of this note, is to extend anduse for practical applications some results obtained in [9].More exactly,we
establish the starting solutions corresponding to the motion of an Oldroyd-B fluid between two infinite concentric circular
cylinders one of which is oscillating in the azimuthal and axial directions. Generally, the starting solutions for unsteady
motions of fluids are very important for those who need to eliminate the transients from their rheological measurements.
Such solutions, in terms of some suitable but incompletely determined eigenfunctions, have been recently obtained in [16]
by means of the expansion theorem of Steklov. Unfortunately, for the oscillating motions between circular cylinders, they
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cannot be used to determine the required time to reach the steady-state. However, their limiting expressions for similar
motions through a circular cylinder have been successfully used to solve this problem.
The present solutions, obtained by means of the Laplace transform, are in accordance with the results obtained in [16]
and represent a natural extension of the corresponding solutions for Maxwell fluids [9]. These solutions, presented as sum
of steady-state and transient solutions, describe the motion of the fluid for some time after its initiation. After that time,
when the transients disappear, they tend to the steady-state solutions which are periodic in time and independent of the
initial conditions. The required time to get the steady-state for the cosine and sine oscillations of the boundary has been
determined by graphical illustrations. This time depends on the values of material constants and decreases if the frequency
ω of the velocity of the boundary increases. The decay of the transient velocity corresponding to the cosine longitudinal
oscillations of the boundary is also depicted for different values of the pertinent parameters.
2. Governing equations
The constitutive equations corresponding to an incompressible Oldroyd-B fluid are [4,13]
T = −pI+ S, S+ λ(S˙− LS− SLT) = µ[A+ λr(A˙− LA− ALT)], (1)
where T is the Cauchy stress tensor, S is the extra-stress tensor, L is the velocity gradient,A is the first Rivlin–Ericksen tensor,
−pI denotes the indeterminate spherical stress, µ is the dynamic viscosity, λ and λr (<λ) are relaxation and retardation
times, the superscript T indicates the transpose operation and the dot denotes the material time differentiation. This model
can be viewed as one of themost successfulmodels for describing the response of a sub-class of polymeric liquids. It includes
as special cases the Maxwell model and the linearly viscous fluid model.
In the following we shall look for a velocity field of the form [3,4,8,9]
v = v(r, t) = w(r, t)eθ + v(r, t)ez, (2)
where eθ and ez denote the unit vectors along the θ and z directions of the cylindrical coordinate system r, θ and z. For such
flows, the constraint of incompressibility is automatically satisfied. We also assume that the extra-stress S, as well as the
velocity v, depends only on r and t . Further, due to the rotational symmetry ∂θp = 0 [4].
By substituting (1) and (2) into the balance of linear momentum, neglecting body forces and assuming that there is no
applied pressure gradient along the z-axis, we attain to the following linear partial differential equations (cf. [4], Eqs. (28)
and (35))
λ∂2t w(r, t)+ ∂tw(r, t) = (ν + α∂t)
(
∂2r +
1
r
∂r − 1r2
)
w(r, t), (3)
λ∂2t v(r, t)+ ∂tv(r, t) = (ν + α∂t)
(
∂2r +
1
r
∂r
)
v(r, t), (4)
where ν = µ/ρ is the kinematic viscosity of the fluid and α = νλr .
The governing equations (3) and (4) are one order higher in time than the corresponding equations for second grade and
Newtonian fluids. Consequently, in order to solve a well-posed problem for these partial differential equations, we need
an additional initial condition apart from the requirement that the fluid is initially at rest. As early as 1966, Srivastava [17]
solved a similar problem for Maxwell fluids assuming that the time derivative of velocity is zero at time t = 0. Today, this
condition is frequently used in the literature [9–16,18], it obviously corresponding to the absence of the initial shear stresses.
3. Problem statement
Let us consider an incompressible Oldroyd-B fluid at rest, in an annular region between two infinitely long coaxial
cylinders of radii R0 and R (>R0). At time t = 0+ the outer cylinder starts to oscillate according to
v(R, t) = [W1 sin(ω1t)+W2 cos(ω1t)]eθ + [V1 sin(ω0t)+ V2 cos(ω0t)]ez, (5)
where ω0 and ω1 are the frequencies of the velocity of the cylinder and V1, V2,W1 andW2 are constant amplitudes. Owing
to the shear the fluid between cylinders is gradually moved, its velocity being of the form (2). The governing equations are
given by Eqs. (3) and (4) while the associated initial and boundary conditions are
v(r, 0) = ∂tv(r, 0) = w(r, 0) = ∂tw(r, 0) = 0; r ∈ (R0, R), (6)
v(R0, t) = w(R0, t) = 0; t ≥ 0 (7)
and
v(R, t) = V1 sin(ω0t)+ V2 cos(ω0t), w(R, t) = W1 sin(ω1t)+W2 cos(ω1t); t > 0. (8)
The uncoupled partial differential equations (3) and (4), with the initial and boundary conditions (6)–(8), can be solved in
principle by several methods, the integral transform technique being a systematic, efficient and powerful tool. The Laplace
transform can be used to eliminate the time variable, while the finite Hankel transform can be used to eliminate the spatial
variable. Here, as well in [9], we shall use the Laplace transform.
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The initial conditions ∂tv(r, 0) = ∂tω(r, 0) = 0,which are frequently used in the literature, have no physical significance
they being adopted for themathematical convenience. However, it is worth pointing out that for comparison of the behavior
of some flows for various fluid models the adoption of such conditions does not detract from the overall conclusions
regarding the differences in this behavior.
4. Solution of the problem
Applying the Laplace transform to Eqs. (3) and (4) and using the initial and boundary conditions (6)–(8), we find that
r2
d2V (r, q)
dr2
+ r dV (r, q)
dr
+ p2r2V (r, q) = 0; r ∈ (R0, R), (9)
r2
d2W (r, q)
dr2
+ r dW (r, q)
dr
+ (p2r2 − 1)W (r, q) = 0; r ∈ (R0, R), (10)
where the Laplace transforms V (r, q) andW (r, q) of v(r, t) andw(r, t), respectively, have to satisfy the following conditions
V (R0, q) = W (R0, q) = 0, (11)
V (R, q) = V2q+ V1ω0
q2 + ω20
, W (R, q) = W2q+W1ω1
q2 + ω21
. (12)
In the above relations q is the transform parameter and
p = i
√
q(λq+ 1)
ν(λrq+ 1) .
When q is regarded as a constant parameter, Eqs. (9) and (10) may be treated as ordinary differential equations and their
general solutions are
V (r, q) = AJ0(p r)+ BY0(p r), W (r, q) = CJ1(p r)+ DY1(p r), (13)
where J0(·), J1(·), Y0(·) and Y1(·) are Bessel functions in standard notations and A, B, C and D are arbitrary constants. In view
of the conditions (11) and (12), it immediately results that
V (r, q) = V2q+ V1ω0
q2 + ω20
B0(p r)
B0(p R)
, r ∈ [R0, R], (14)
W (r, q) = W2q+W1ω1
q2 + ω21
B1(p r)
B1(p R)
, r ∈ [R0, R], (15)
where
B0(p r) = J0(p r)Y0(p R0)− J0(p R0)Y0(p r) and B1(p r) = J1(p r)Y1(p R0)− J1(p R0)Y1(p r).
In order to determine v(r, t) = L−1{V (r, q)} and w(r, t) = L−1{W (r, q)} we shall follow the same way as in [9,19]. We
choose the branch of p such that−pi/2 < arg p ≤ pi/2 and proceed to evaluate the complex inversion integrals
v(r, t) = 1
2pi i
∫ σ+i∞
σ−i∞
V (r, q)eqtdq, w(r, t) = 1
2pi i
∫ σ+i∞
σ−i∞
W (r, q)eqtdq, (16)
by means of the Cauchy residue theorem [20]. The singularities of (14) and (15) are the zeros of the denominators, regarded
as functions of q, i.e.
±iω0, −(1+ αλ
2
n)±
√
(1+ αλ2n)2 − 4νλλ2n
2λ
, respectively,
±iω1, −(1+ αµ
2
n)±
√
(1+ αµ2n)2 − 4νλµ2n
2λ
(n = 1, 2, 3, . . .),
(17)
where±λn and±µn are the roots of the transcendental equations
B0(p R) = 0 and B1(p R) = 0. (18)
The simple poles±iω0 and±iω1 correspond to the values of p, i√γ0, i
√
γ 0, i
√
γ1 and i
√
γ 1 where
γ0 = ω0
ν
[
ω0(λr − λ)+ i(1+ λλrω20)
1+ λ2rω20
]
, γ1 = ω1
ν
[
ω1(λr − λ)+ i(1+ λλrω21)
1+ λ2rω21
]
(19)
and γ 0 and γ 1 are the complex conjugates of γ0 and γ1. Due to the symmetry, we shall present all calculi for v(r, t) only.
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Direct computations show that the residues of the function F(q) = V (r, q) exp(qt), in the simple poles iω0 and−iω0, are
given by
ResF(iω0) = V2 − iV12 h(r, i
√
γ0)eiω0t , ResF(−iω0) = V2 + iV12 h(r,−i
√
γ0)e−iω0t , (20)
where h(r, p) = B0(p r)/B0(p R).
In the terms of the modified Bessel functions (see [19] or [21])
I0(x) = J0(−ix) and K0(x) = −pi i2 [J0(−ix)− iY0(−ix)],
the sum of the two residues, can be written in the suitable form
ResF(iω0)+ ResF(−iω0) = Im
{
(V1 + iV2)G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
, (21)
where G0(r c) = I0(r c)K0(R0 c)− I0(R0 c)K0(r c).
In order to determine the residues of the same function in the simple poles
qn = −(1+ αλ
2
n)+
√
(1+ αλ2n)2 − 4νλλ2n
2λ
, q′n =
−(1+ αλ2n)−
√
(1+ αλ2n)2 − 4νλλ2n
2λ
,
we use the identity Jν(x)Yν+1(x)− Jν+1(x)Yν(x) = −2/(pix) and the relation
ResF(qn) = H(r, qn, t)[ ddq f (p)]q=qn
.
In the above relation H(r, q, t) = f (p)F(q)where f (p) = B0(p R),
d
dq
f (p) = (λλrq
2 + 2λq+ 1)i
2
√
ν(λrq+ 1)√q(λq+ 1)(λrq+ 1) f
′(p)
and
f ′(p)|q=qn = f ′(p)|q=q′n =
2
piλn
J20 (λnR)− J20 (λnR0)
J0(λnR)J0(λnR0)
. (22)
Lengthy but straightforward computations show that
ResF(qn)+ ResF(q′n) = An(r)
[
an
qn exp(q′nt)− q′n exp(qnt)
q′n − qn
+ bn exp(qnt)− exp(q
′
nt)
q′n − qn
]
, (23)
where
An(r) = pi J0(λnR)J0(λnR0)J20 (λnR)− J20 (λnR0)
B0(λnr),
an = −νω0C0nV1 + (ω20B0n + 1)V2, bn = ω0(ω20B0n + 1)V1 + νω20C0nV2,
B0n = (λ− λr)νλ
2
n − (1+ λ2ω20)
(νλ2n − λω20)2 + ω20(1+ αλ2n)2
and C0n = (1+ λλrω
2
0)λ
2
n
(νλ2n − λω20)2 + ω20(1+ αλ2n)2
.
Finally, in view of Eqs. (16)1, (21) and (23) and of the residue theorem, it results that
v(r, t) = Im
{
(V1 + iV2)G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
+ pi
∞∑
n=1
J0(λnR)J0(λnR0)
J20 (λnR)− J20 (λnR0)
×
[
an
qn exp(q′nt)− q′n exp(qnt)
q′n − qn
+ bn exp(qnt)− exp(q
′
nt)
q′n − qn
]
B0(λnr). (24)
Similar computations show that
w(r, t) = Im
{
(W1 + iW2)G1(r
√
γ1)
G1(R
√
γ1)
eiω1t
}
+ pi
∞∑
n=1
J1(µnR)J1(µnR0)
J21 (µnR)− J21 (µnR0)
×
[
cn
pn exp(p′nt)− p′n exp(pnt)
p′n − pn
+ dn exp(pnt)− exp(p
′
nt)
p′n − pn
]
B1(µnr), (25)
where G1(r c) = I1(r c)K1(R0 c)− I1(R0 c)K1(r c) and I1(·) and K1(·) are the modified Bessel functions of the first order,
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pn, p′n =
−(1+ αµ2n)±
√
(1+ αµ2n)2 − 4νλµ2n
2λ
,
cn = −νω1C1nW1 + (ω21B1n + 1)W2, dn = ω1(ω21B1n + 1)W1 + νω21C1nW2,
B1n = (λ− λr)νµ
2
n − (1+ λ2ω21)
(νµ2n − λω21)2 + ω21(1+ αµ2n)2
, C1n = (1+ λλrω
2
1)µ
2
n
(νµ2n − λω21)2 + ω21(1+ αµ2n)2
.
Making V2 = W2 = 0, V1 = V andW1 = W into (24) and (25) we find the similar solutions
v(r, t) = V Im
{
G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
− piV
∞∑
n=1
J0(λnR)J0(λnR0)
J20 (λnR)− J20 (λnR0)
×
[
qn exp(q′nt)− q′n exp(qnt)
q′n − qn
νω0C0n − exp(qnt)− exp(q
′
nt)
q′n − qn
ω0(ω
2
0B0n + 1)
]
B0(λnr), (26)
w(r, t) = W Im
{
G1(r
√
γ1)
G1(R
√
γ1)
eiω1t
}
− piW
∞∑
n=1
J1(µnR)J1(µnR0)
J21 (µnR)− J21 (µnR0)
×
[
pn exp(p′nt)− p′n exp(pnt)
p′n − pn
νω1C1n − exp(pnt)− exp(p
′
nt)
p′n − pn
ω1(ω
2
1B1n + 1)
]
B1(µnr), (27)
corresponding to the sine oscillation of the boundary. Of course, the solutions
v(r, t) = VRe
{
G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
+ piV
∞∑
n=1
J0(λnR)J0(λnR0)
J20 (λnR)− J20 (λnR0)
×
[
qn exp(q′nt)− q′n exp(qnt)
q′n − qn
(ω20B0n + 1)+
exp(qnt)− exp(q′nt)
q′n − qn
νω20C0n
]
B0(λnr), (28)
w(r, t) = WRe
{
G1(r
√
γ1)
G1(R
√
γ1)
eiω1t
}
+ piW
∞∑
n=1
J1(µnR)J1(µnR0)
J21 (µnR)− J21 (µnR0)
×
[
pn exp(p′nt)− p′n exp(pnt)
p′n − pn
(ω21B1n + 1)+
exp(pnt)− exp(p′nt)
p′n − pn
νω21C1n
]
B1(µnr), (29)
corresponding to cosine oscillations of the boundary, are also obtained from the general solutions (24) and (25) for V1 =
W1 = 0, V2 = V andW2 = W . The solutions (26)–(29) are in accordancewith the solutions (17), (18), (21) and (22) obtained
in [16] by a different technique. They describe themotion of the fluid for some time after its initiation. After that time, when
the transients disappear, they reduce to the steady-state solutions
vss(r, t) = V Im
{
G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
, wss(r, t) = W Im
{
G1(r
√
γ1)
G1(R
√
γ1)
eiω1t
}
, (30)
respectively,
vsc(r, t) = VRe
{
G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
, wsc(r, t) = WRe
{
G1(r
√
γ1)
G1(R
√
γ1)
eiω1t
}
, (31)
which are periodic in time and independent of the initial conditions. However, they satisfy the governing equations and
boundary conditions.
It is worth pointing out that the steady-state solutions (30) and (31) (the last two being identical to the solutions (23) and
(24) from [16]), are equivalent to the steady-state solutions corresponding to the starting solutions (17) and (18) and (21)
and (22) from [16]. This equivalence, justified in [16] by graphical illustrations, allows us to show that the starting solutions
(24)–(29) satisfy both the boundary and initial conditions.
Furthermore it is easy to show that the starting solutions (24) and (25) are a natural extension of the similar solutions
(23) and (24) from [9]. The equality (24), for instance, can be also written under form
v(r, t) = Im
{
(V1 + iV2)G0(r
√
γ0)
G0(R
√
γ0)
eiω0t
}
− νpi
∞∑
n=1
λ2n J0(λnR) J0(λnR0)
J20 (λnR)− J20 (λnR0)
× exp
(
−1+ αλ
2
n
2λ
t
)
B0(λn r)

anch
(
αnt
2λ
)
+ an(1+ αλ
2
n)+ 2λbn
αn
sh
(
αnt
2λ
)
, ∆ > 0;
an cos
(
βnt
2λ
)
+ an(1+ αλ
2
n)+ 2λbn
βn
sin
(
βnt
2λ
)
, ∆ < 0,
(32)
where αn =
√
∆, βn =
√−∆with∆ = (1+ αλ2n)2 − 4νλλ2n.
C. Fetecau et al. / Computers and Mathematics with Applications 59 (2010) 2836–2845 2841
Into above relations∆ 6= 0, otherwise we attain to a contradiction, namely the equation f (p) = B0(p r) = 0 has a double
root. Of course, making λr and then α → 0 into Eq. (32), the corresponding solution (23) from [9] for a Maxwell fluid is
recovered.
A very important problem regarding the technical relevance of starting solutions is to find the approximate time after
which the fluid is moving according to the steady-state solutions. More exactly, in practice, it is necessary to know the
required time to attain the steady-state both for torsional and longitudinal oscillations and we shall do this for the sine and
cosine oscillations of the boundary.
5. Limiting cases
1. Taking the limit of Eqs. (24)–(29) as λr → 0, we attain the similar solutions for a Maxwell fluid performing the same
motion. The general solution (24), for instance, becomes
v(r, t) = Im
{
(V1 + iV2)G0(r
√
δ0)
G0(R
√
δ0)
eiω0t
}
− νpi
∞∑
n=1
λ2n J0(λnR)J0(λnR0)
J20 (λnR)− J20 (λnR0)
×
[
an
qnm exp(q′nmt)− q′nm exp(qnmt)
q′nm − qnm
+ bn exp(qnmt)− exp(q
′
nmt)
q′nm − qnm
]
B0(λnr), (33)
where
qnm, q′nm =
−1±√1− 4νλλ2n
2λ
, δ0 = ω0
ν
(−λω0 + i),
an = ω0V1 − (νλ
2
n − λω20)V2
(νλ2n − λω20)2 + ω20
and bn = ω0 (νλ
2
n − λω20)V1 + ω0V2
(νλ2n − λω20)2 + ω20
.
2. By now letting λ → 0 into Eqs. (24)–(29), the corresponding solutions for second grade fluids are recovered. The
equality (25), for example, takes the form
w(r, t) = Im
{
(W1 + iW2)G1(r
√
β1)
G1(R
√
β1)
eiω1t
}
+ pi
∞∑
n=1
[νω1D1nW1 − (ω21E1n + 1)W2]
× J1(µnR)J1(µnR0)
J21 (µnR)− J21 (µnR0)
exp
(
− νµ
2
n
1+ αµ2n
)
B1(µnr), (34)
where
D1n = µ
2
n
ν2µ4n + ω21(1+ αµ2n)2
and E1n = − αµ
2
n + 1
ν2µ4n + ω21(1+ αµ2n)2
and
β1 = ω1
ν
λrω1 + i
1+ λrω21
.
Of course, Eq. (34) is in accordance with the results from [8]. Finally, making λ→ 0 into (33) or α→ 0 into (34), the similar
solutions for a Newtonian fluid are recovered.
6. Conclusions and numerical results
In this paper the velocity field corresponding to the unsteady motion of an Oldroyd-B fluid due to longitudinal and
torsional oscillations of an infinite circular cylinder is obtained by means of the Laplace transforms. The starting solutions
are obtained for the motion between two coaxial cylinders, the inner one being at rest. They are written as a sum of the
steady-state and transient solutions and describe the motion of the fluid for some time after its initiation. After that time,
when the transients disappear, they tend to the steady-state solutions which are periodic in time and independent of the
initial conditions. However, they satisfy the governing equations and boundary conditions.
Direct computations show that v(r, t) andw(r, t), given by Eqs. (24) and (25), satisfy both the governing equations and
all imposed initial and boundary conditions, the differentiation term by term in sums being clearly permissible. For λr → 0
or λ→ 0 they are going to the corresponding solutions for Maxwell and second grade fluids. If both λr and λ tend to zero,
the similar solutions for Newtonian fluids are recovered. All these solutions are in accordance with the previous results
obtained by a different technique and they can be used to solve a very important problem in practice.
Indeed, an important problem regarding the technical relevance of the starting solutions is to find the approximate time
after which the fluid ismoving according to the steady-state solutions. Such a problem has a great significance for thosewho
need to eliminate the transients from their rheological measurements. Consequently, using the starting solutions (26)–(29)
and the steady-state solutions (30) and (31), the required time to reach the steady-state for the oscillations of the boundary
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Fig. 1. The required time to reach the steady-state for the sine longitudinal oscillations of the boundary, for R = 0.7, R0 = 0.2, , ν = 0.002, λ = 6, λr = 2
and different values of ω0 .
Fig. 2. The required time to reach the steady-state for the cosine longitudinal oscillations of the boundary, for R = 0.7, R0 = 0.2, V = 1, ν = 0.002,
λ = 6, λr = 2 and different values of ω0 .
by V sin(ωt), V cos(ωt), W sin(ωt) and W cos(ωt) are obtained in Figs. 1–4 for different values of the frequencies ω0 and
ω1. From these figures, in which λn and µn have been approximated by npi/(R − R0), it results both the time evolution of
the fluid velocity and some very important remarks:
1. The required time to get the steady-state for the sine oscillations of the boundary is greater than that for the cosine
oscillations, the error being of the order 10−4.
2. The required time to reach the steady-state for the longitudinal oscillations of the boundary is greater than that for the
torsional oscillations of the boundary, both for the sine and cosine oscillations of the boundary.
3. The required time to obtain the steady-state decreases if the frequencies ω0 and ω1 increase. This time also depends
on the values of the material constants ν, λ and λr .
Finally, the decay of the transients in time, for the longitudinal cosine oscillations of the boundary, is plotted in Figs. 5–7
for several values of these material constants. From these figures it is clearly seen that:
4. The amplitude of the transient oscillations increases if ν or λr increases and decreases for increasing λ. Consequently,
as was to be expected, the two non-Newtonian parameters λ and λr have opposite effects.
5. The required time to get the steady-state increases if the viscosity ν or the retardation time λr decreases and decreases
for decreasing λ.
6. The amplitude of transient oscillations, as it results from Figs. 6 and 7, is smaller for Oldroyd-B fluids in comparison
with Newtonian fluids. Furthermore, the required time to reach the steady-state is smaller for Newtonian fluids. These last
results immediately result from Joseph’s remark [22, Sec. 2.2] (the constitutive equations of Oldroyd-B fluids are going for
those of Newtonian fluids if λ− λr → 0).
C. Fetecau et al. / Computers and Mathematics with Applications 59 (2010) 2836–2845 2843
Fig. 3. The required time to reach the steady-state for the sine torsional oscillations of the boundary, for R = 0.7, R0 = 0.2,W = 1, ν = 0.002,
λ = 6, λr = 2 and different values of ω1 .
Fig. 4. The required time to reach the steady-state for the cosine torsional oscillations of the boundary, for R = 0.7, R0 = 0.2,W = 1, ν = 0.002,
λ = 6, λr = 2 and different values of ω1 .
Fig. 5. Decay of the cosine longitudinal transient velocity when R = 1, R0 = 0.7, V = 1, λ = 8, λr = 3, ω0 = 2, r = 0.5 and various values of ν.
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Fig. 6. Decay of the cosine longitudinal transient velocity when R = 1, R0 = 0.7, V = 1, ν = 0.002, λr = 3, ω0 = 2, r = 0.5 and various values of λ.
Fig. 7. Decay of the cosine longitudinal transient velocity when R = 1, R0 = 0.7, V = 1, ν = 0.002, λ = 15, ω0 = 2, r = 0.5 and various values of λr .
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