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Re´sume´
Le nombre de came´ras vide´os de´ploye´es de nos jours tant dans des contextes profes-
sionnels (e.g., dans le cadre des syste`mes de vide´o surveillance urbaine) aussi bien
que personnels (e.g., came´ras des smartphones) augmente de fac¸on exponentielle,
ge´ne´rant des volumes de contenus conside´rables. Rendre le filtrage et la recherche
de ces contenus plus efficace est une pre´occupation ine´vitable, avec des exigences de
ve´locite´ et de mobilite´ des contenus lie´es aux nouvelles infrastructures qui obligent
a` revitaliser les techniques d’indexation ”classiques”. Les approchent existantes pour
re´pondre a` ce besoin se focalisent sur deux axes : (1) la proposition d’outils d’analyse
des contenus vide´os pour l’extraction automatique d’informations comme le contour
des personnes ou la pre´sence d’une activite´ ”anormale” ; (2) l’indexation des vide´os
en utilisant des me´tadonne´es lie´es aux contenus (e.g., un texte descriptif, des tags,
des donne´es de ge´olocalisation). Nos travaux se situent dans ce second axe.
Le contexte d’application de notre travail est celui des syste`mes de vide´osurveillance.
Notre recherche a e´te´ guide´e par diffe´rents projets de recherche en collaboration avec
la Police Nationale, la SNCF, la RATP et Thales Se´curite´. Dans ce contexte, les
syste`mes vise´s sont caracte´rise´s par : (1) une grande ”varie´te´” des contextes d’acqui-
sition des contenus (e.g., indoor, outdoor), (2) un tre`s grand volume de donne´es et un
manque d’acce`s a` certains contenus, (3) la multitude des formats ferme´s proprie´taires
et l’absence de standards, qui engendre une he´te´roge´ne´ite´ des formats des donne´es
et des me´tadonne´es issues de tels syste`mes. De ce fait, d’une part, le de´veloppement
d’outils d’analyse du contenu ge´ne´riques et performants dans tous les contextes est
tre`s proble´matique compte tenu des diversite´s des contextes d’acquisition, des vo-
lumes a` traiter et de l’inaccessibilite´ directe de certaines sources. D’autre part, l’ab-
sence de me´tadonne´es ajoute´es aux vide´os (tags, commentaires) rend quasi caduque
l’utilisation des approches d’indexation classique.
La premie`re contribution de ce me´moire est une conse´quence directe de ce constat
et consiste en un dictionnaire de me´tadonne´es spe´cifique au contexte de la
vide´osurveillance. Ce dictionnaire est structure´ dans un format qui enrichit la norme
ISO 22311 qui a comme objectif la facilitation de l’interope´rabilite´ des syste`mes de
vide´osurveillance.
La seconde contribution concerne la recherche et le filtrage de vide´os base´s sur des
me´tadonne´es spatio-temporelles. Nous avons re´alise´ une e´tude sur le traitement actuel
des requeˆtes dans le cadre des syste`mes de vide´osurveillance qui met en e´vidence
que le point d’entre´e de toute requeˆte est une trajectoire reconstitue´e a` partir des
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positions d’une personne par exemple et d’un intervalle temporel qui est ensuite
utilise´e pour retrouver des extraits vide´os des came´ras qui ont pu filmer une sce`ne
d’inte´reˆt. De ce fait, la recherche de vide´os est positionne´e comme un proble`me de
mode´lisation des donne´es spatio-temporelles. Dans ce cadre, nous avons propose´ les
e´le´ments suivants :
– une de´finition du concept de requeˆte trajectoire hybride qui est constitue´e des
segments ge´ome´triques et symboliques exprime´s par rapport a` des syste`mes de
re´fe´rence diffe´rents (e.g., syste`me ge´ode´sique, re´seau routier) ;
– un mode`le de donne´es multicouche qui inte`gre des donne´es concernant : le re´seau
routier, le re´seau de transport, le mouvement des objets et les changements de
champs de vue des came´ras ;
– des ope´rateurs qui, a` partir d’une requeˆte trajectoire et d’un intervalle temporel,
se´lectionnent les came´ras fixes et mobiles dont le champ de vue est susceptible
d’avoir ”filme´” la trajectoire requeˆte.
Nos contributions ont e´te´ valide´es dans le cadre d’un prototype mettant en oeuvre
ces trois aspects. Il est base´ sur l’API Google Maps pour construire des requeˆtes
hybrides et utilise des data sets fournis dans le cadre de l’open data par diffe´rentes
collectivite´s (Transport Collectif de Toulouse).
Notre travail donne lieu a` des perspectives multiples qui concernent l’extension du
mode`le de requeˆte de trajectoire hybride dans un environnement indoor, la participa-
tion dans un projet national de mise en place de de´monstrateurs dans des situations
re´elles de vide´osurveillance afin de pouvoir tester le framework sur des donne´es re´elles
ou le de´veloppement d’une architecture d’outil Forensic qui inte`gre des fonctionna-
lite´s de filtrage spatio-temporel et des modules d’analyse de contenu.




The number of video cameras deployed nowadays in both professional (e.g., urban
videosurveillance systems) and personal (e.g., smartphone’s cameras) contexts is gro-
wing exponentially, producing some considerable volumes of data. Driving the filte-
ring and the retrieval of this content more effective is a major concern, driven by the
content mobility and velocity requirements related to the utilization of new technolo-
gies, requirements that lead to the need to revitalize the classical indexing techniques.
The actual approaches that aim to satisfy these requirements have a twofold orien-
tation : (1) the proposition of video content based indexing tools that automatically
extract information like a person’s shape or the presence of an ”abnormal” activity
in the video ; (2) the video indexing based on metadata like textual descriptions, tags
or geolocalisation data. Our work concern this second research direction.
The application context of our work is related to videosurvaillance systems. Our
research was guided by different research projets in collaboration with the National
Police, SNCF, RATP and Thales Se´curite´. In this context, the targeted systems are
characterized by : (1) the big ”variety” of content acquisition contexts (e.g., indoor,
outdoor), (2) the big data volume and the lack of access to some content, (3) the
multitude of system owners and the lack of standards, which leads to a heterogeneity
of data and metadata formats generated by videosurveillance systems. Consequently,
on one hand, the development of content based indexing tools generic and reliable
in all contexts is problematic given the acquisition contexts diversity, the content
volume and the lack of direct access to certain sources. On the other hand, the lack
of metadata associated to the videos (tags, comments) makes the use of classical
indexing approaches very difficult.
The first contribution of this report is a direct consequence of this assessment and
consists of a metadata dictionary specific for the videosurveillance context. This
dictionary is structured in a format that enriches the ISO 22311 standard whose
objective is to facilitate the interoperability of videosurveillance systems.
The second contribution concerns the video filtering and retrieval. We did an analysis
of the current query processing mechanism within the videosurveillance systems that
highlighted the fact that the entry point of any query is a trajectory reconstituted
based on a person’s positions and a time interval. These elements are used to select
the videos of the cameras that are likely to have filmed the scenery of interest. Conse-
quently, the video retrieval is treated as a spatio-temporal data modelling problem.
In this context, we have proposed the following elements :
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– a definition of the hybrid trajectory query concept, trajectory that is constituted of
geometrical and symbolic segments represented with regards to different reference
systems (e.g., geodesic system, road network) ;
– a multilayer data model that integrates data concerning : the road network, the
transportation network, the objects movement, the cameras fields of view changes ;
– some operators that, based on a trajectory query and a time interval, select the
fixed and mobile cameras whose field of view is likely to have filmed the query
trajectory.
Our contributions were validated within a prototype that implement these three
elements. This prototype is based on the Google Maps API in order to build the
hybrid trajectories and uses the datasets provided by the opendata projects led by
different communities (Public Transportation of Toulouse).
Our research contributions lead to many interesting future work perspectives like :
extending the hybrid trajectory query model in an indoor environment, joining a
national project that aims to set up some demonstrators in realistic videosurveillance
contexts so that we could evaluate our framework on real data, developing a Forensic
tool architecture that integrates both spatio-temporal filtering functionalities and
video analysis modules.
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1.1 Contexte et motivation
Le nombre de came´ras de vide´osurveillance de´ploye´es dans les grandes villes cense´es
assurer la se´curite´ des citoyens augmente re´gulie`rement. Ce nombre est estime´ en
2009 a` 5 millions pour le monde entier et il augmente chaque jour [Keval, 2009].
Les chiffres actuels montrent par exemple qu’a` Londres le nombre de came´ras de
vide´osurveillance installe´es est d’environ 400000. Toute personne passant une journe´e
dans la capitale britannique risque d’eˆtre enregistre´e en moyenne par plus de 300
came´ras. En France, on cite l’exemple de deux syste`mes de´ploye´s sur Paris. Le re´seau
de la RATP comprend 9000 came´ras installe´es en stations et gares (ex : poˆle Chatelet
350 came´ras) et 19000 came´ras embarque´es ce qui ge´ne`re environ 2PB de stockage
sur une dure´e de 3 jours (700000 heures de vide´o). Celui de la SNCF (dans l’Ile de
France) est estime´ a` environ 4600 came´ras fixes et 6600 embarque´es dans des trains
(e.g., Gare du Nord 551 came´ras) et ge´ne`re des volumes d’environ 1,7PB de stockage
sur quelques jours. Selon la SNCF, en septembre 2013 la Police avait proce´de´ a` 3000
re´quisitions sur Paris. C’est dans ce contexte que se situe notre travail, dans l’objectif
de mettre en oeuvre la recherche de preuves a posteriori dans les collections vide´os
issues des syste`mes de vide´osurveillance.
Le sche´ma ge´ne´ral d’un syste`me de vide´osurveillance, tel qu’illustre´ en Figure 1.1,
montre comment le contenu est acquis de fac¸on distribue´e par des came´ras installe´es
dans des lieux publics ou prive´s dans des contextes diffe´rents (exte´rieur ou inte´rieur
des bus, des stations de me´tro, dans les rues, dans ou devant des centres commer-
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Figure 1.1 – Sche´ma d’un syste`me de vide´osurveillance
ciaux, etc.). Ces came´ras sont fixes ou mobiles, ont des caracte´ristiques techniques
he´te´roge`nes et appartiennent aux diffe´rents syste`mes (avec des proprie´taires et dans
des formats diffe´rents) qui ne sont pas interope´rables.
Les vide´os sont stocke´es sur des serveurs et analyse´es depuis des centres de controˆle.
Aujourd’hui cette analyse est purement manuelle et elle est re´alise´e par des ope´rateurs
qui scrutent plusieurs e´crans dispose´s en matrice et encodent si ne´cessaire via un
clavier avec des touches de´die´es : mur d’images (”video wall”) de la Figure 1.1.
Les images restitue´es via ces e´crans ne sont pas organise´es spatialement. Tre`s peu
d’informations ou me´tadonne´es sont disponibles (un identifiant de la came´ra, un
”timestamp”, e´ventuellement une localisation mais pas tre`s pre´cise) pour l’ope´rateur
qui ne peut que se re´fe´rer au nume´ro de la came´ra et a` son expertise personnelle pour
situer celle-ci en fonction des autres. Sa taˆche consiste donc a` exploiter (visualiser a`
une vitesse entre ralenti, normal et acce´le´re´) manuellement des flux vide´o mis coˆte a`
coˆte sans aucune organisation globale. Cette exploitation manuelle se trouve encore
plus limite´e avec les volumes croissants de donne´es ge´ne´re´es, avec une surcharge
cognitive lie´e au nombre de came´ras, a` leur mobilite´ et a` l’importance des flux a`
analyser.
Plusieurs e´tudes ont adresse´ ce proble`me de surcharge cognitive. [Keval, 2009] a
re´alise´ une e´tude dans 14 centres de se´curite´ a` Londres (”control rooms”) et les
re´sultats ont montre´ que les ope´rateurs doivent suivre dans certains cas jusqu’a` quinze
14
Introduction
e´crans simultane´ment. Cela, au-dela` des proble`mes de concentration, de fatigue et
d’ennui, pose le proble`me de l’acuite´ et de la pertinence de l’observation, ge´ne´ratrices
d’erreurs ou d’approximations.
Les choses se compliquent beaucoup quand il faut faire analyser des vide´os is-
sues de plusieurs syste`mes par des ope´rateurs exte´rieurs, ce qui arrive souvent
dans le cas des enqueˆtes judiciaires complexes. Le besoin des ope´rateurs est d’ar-
river a` rapidement faire usage des donne´es recueillies par les diffe´rents syste`mes de
vide´osurveillance couvrant une certaine zone (trajectoire) donne´e. Pour cela il faut
que les sorties des diffe´rents syste`mes soient interope´rables. L’interope´rabilite´ des
syste`mes de vide´osurveillance concerne deux aspects : le format de communication
des contenus vide´o et les me´tadonne´es (caracte´risant les conditions de prise de vue,
les caracte´ristiques techniques de la came´ra, les caracte´ristiques de la sce`ne enre-
gistre´e, etc.) mode´lisant les annotations textuelles et les re´sultats des analyses du
signal vide´o. Le besoin d’interope´rabilite´ fait que le proble`me de la normalisation est
aigu dans le domaine de la vide´osurveillance [Sedes et al., 2012]. En conse´quence, les
principaux acteurs de ce domaine en France ont re´uni leurs efforts pour de´velopper la
norme ISO 22311 1 qui propose un format d’export (une structure et un dictionnaire)
des donne´es et des me´tadonne´es issues des syste`mes de vide´osurveillance. La norme
se proposant d’offrir un cadre et non pas d’eˆtre exhaustive, des extensions peuvent
eˆtre apporte´es.
Pour mieux illustrer la difficulte´, nous allons nous focaliser sur l’analyse de la
fac¸on dont une recherche est effectue´e dans un syste`me ge´rant un re´seau de
vide´osurveillance. Dans le cas d’une recherche dans une collection d’enregistrements,
l’objectif principal est de localiser (date et heure, lieu) les faits (e.g., vol du sac,
agression), puis de reconstituer le cheminement avant et apre`s les faits afin d’obtenir
des e´le´ments d’identification (vue de face / marque et mode`le de ve´hicule, couleur et
nume´ro de plaque). Le re´sultat d’une telle recherche consiste en une liste d’images
preuves et de clips vide´o de qualite´ suffisante (qui permet la de´tection des faits ou
l’identification des individus et donc qui puisse constituer preuve dans un proce`s). En
conse´quence, le point d’entre´e de toute enqueˆte (ce que nous allons appeler ”requeˆte”)
est constitue´ par les informations de localisation dans l’espace et dans le temps, no-
tamment la description de la trajectoire de la victime (son de´placement dans un
intervalle de temps).
Nous avons fait une analyse de l’exe´cution d’une recherche dans une collection vide´o
d’un point de vue ”syste`me d’information” c’est-a`-dire dans une vision globale d’in-
1. http ://www.iso.org/iso/fr/catalogue detail.htm ?csnumber=53467
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Figure 1.2 – Reconstitution de la trajectoire de la disparue de Sidney
terrogation d’un utilisateur et de restitution d’un re´sultat intelligible. Nous allons
utiliser le terme ge´ne´rique ”requeˆte” pour de´signer la formulation du besoin de l’uti-
lisateur d’un syste`me de vide´osurveillance dans une tache de recherche et ”d’interro-
gation”. Par la suite, nous allons pre´senter des cas concrets d’utilisation du syste`me
ge´rant un re´seau de vide´osurveillance pour des enqueˆtes judiciaires, en analysant la
fac¸on dont les ope´rateurs et les enqueˆteurs ont aborde´ la ”requeˆte”.
1.1.1 Cas d’utilisation
Prenons l’exemple d’une disparition a` Sidney 2 : les enqueˆteurs ont cre´e´ une page
en ligne via laquelle toute personne pensant posse´der une information utile pouvait
participer. Ils ont ainsi pu reconstituer la trajectoire de la personne disparue (voir
Figure 1.2) et finalement identifier, dans les enregistrements vide´o d’une came´ra
installe´e dans une boutique, l’agresseur (voir Figure 1.3).
Un autre cas est celui du tireur du sie`ge de Libe´ration a` Paris le 18 novembre
2013. A partir des te´moignages des policiers et d’autres personnes implique´es, les
enqueˆteurs ont pu reconstituer le cheminement avant et apre`s les faits (voir Figure
1.6). La description physique faite par des te´moins ame`ne a` la conclusion que c’est






Figure 1.3 – Images prises par la came´ra installe´e dans la boutique
vide´osurveillance a e´te´ un outil essentiel dans l’enqueˆte qui a mene´ a` l’interpellation
et a` l’identification de l’agresseur 3. Connaissant sa trajectoire et ses caracte´ristiques
physiques, le but a e´te´ de trouver des images claires a` partir desquelles on pourrait
identifier la personne.
Voici le cheminement de´taille´ de l’agresseur :
Le 15 novembre 2013 a` 06h42 une image capture´e par une came´ra de vide´osurveillance
installe´e sur les quais de la station de Tramway de Porte d’Issy montre le suspect
assis sur un des bancs (voir Figure 1.6).
Quelques minutes plus tard, a` 06h53, Porte de Versailles, le meˆme homme, arme´ d’un
fusil a` pompe menace deux journalistes de BFMTV. L’image (voir Figure 1.6) a e´te´
capture´e par une came´ra de vide´osurveillance de BFMTV.
Le 18 novembre 2013 vers 10h15, le suspect est filme´ par une came´ra du re´seau public
parisien place de la Re´publique (voir Figure 1.6).
2 minutes apre`s, l’homme, arme´ d’un fusil a` pompe, fait irruption dans le hall de
Libe´ration, rue Be´ranger, dans le 11e arrondissement de Paris. Il ouvre le feu et blesse
grie`vement l’assistant d’un photographe du quotidien avant de prendre la fuite.
Le suspect prend le me´tro pour se rendre dans le quartier de la De´fense ou` a` 11h40 il
fait feu a` au moins trois reprises dans la direction du baˆtiment de la Socie´te´ Ge´ne´rale.





Elyse´es et qui va le de´poser sur l’avenue George V pre`s de la station de RER Pont
de l’Alma.
La personne continue vers Place de la Concorde et entre dans la station de me´tro. A
12h30 il est filme´ par une came´ra installe´e dans la station de me´tro Concorde (voir
Figure 1.5). C’est cette image vue de face qui permet son identification.
1.1.2 Traitement d’une ”requeˆte” aujourd’hui dans les
syste`mes de vide´osurveillance
Dans le cadre du projet ANR METHODEO, a` partir des entretiens mene´s avec
des enqueˆteurs et des ope´rateurs de la Police Nationale et la RATP, nous avons
pu analyser la fac¸on dont une demande (la ”requeˆte”) est traite´e aujourd’hui dans
un syste`me de vide´osurveillance. Quand une personne (e.g., la victime d’une agres-
sion) porte plainte, on lui demande de comple´ter un formulaire pour de´crire les
e´le´ments qui pourront aider les ope´rateurs a` trouver les segments vide´os pertinents
(voir Figure 1.4). Les principaux e´le´ments d’un tel formulaire sont : la localisa-
tion, la date et l’heure, l’e´ve´nement, la trajectoire de la victime avant et apre`s
l’e´ve´nement et e´ventuellement des signes distinctifs qui pourraient eˆtre repe´re´s faci-
lement dans la vide´o (e.g., la couleur des veˆtements). En conse´quence, les requeˆtes
ont des composantes spatiales et temporelles et seront mises en correspondance avec
les me´tadonne´es de ge´o-localisation et temporelles associe´es aux vide´os issues de
diffe´rents syste`mes de vide´osurveillance. Ce ”matching” est re´alise´ manuellement par
l’ope´rateur humain qui se base sur l’information spatiale et temporelle de la” requeˆte”
et sur sa propre connaissance de la localisation des came´ras pour se´lectionner les
came´ras qui pourront avoir filme´ des e´le´ments pertinentes pour la requeˆte, pour les
analyser ensuite.
En analysant les cas d’utilisation et le traitement d’une plainte porte´e par une vic-
time, nous avons fait les observations suivantes : (1) le point de de´part de toute re-
cherche dans une collection de vide´o surveillance est l’information spatiotemporelle,
(2) le trajet de la victime ou de l’agresseur avant et apre`s les faits est reconstitue´ et
en se basant sur celui-ci, on essaye d’extraire les images permettant d’identifier le(s)
agresseurs, suspects, pick-pockets, etc.
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Figure 1.4 – Exemple de requeˆte








A partir de l’analyse du contexte d’usage de la vide´osurveillance, la principale ques-
tion qui se pose est : quelle ” boite a` outils” fournir aux ope´rateurs pour les assis-
ter dans leur taˆche et les aider a` re´duire le temps de recherche, tout en favorisant
l’interope´rabilite´ des diffe´rents syste`mes de vide´osurveillance ? C’est sous l’angle du
syste`me d’information, et non par une approche de traitement du signal pur, que
nous abordons ce proble`me.
Un syste`me d’informations est un ensemble de ressources mate´rielles, humaines et
techniques [Denning, 2000] dont le roˆle est la collecte, le stockage, le traitement et la
diffusion de l’information. Dans le cas de la plupart des syste`mes de vide´osurveillance,
nous avons une collection de contenus vide´os qui sont visualise´s par les ope´rateurs
en utilisant des lecteurs qui permettent la visualisation a` diffe´rentes vitesses. La
pre´occupation de cre´er des syste`mes de vide´osurveillance dits intelligents est d’ ac-
tualite´ parmi les chercheurs et industriels du domaine. Le but est de de´velopper des
outils base´s sur les donne´es et sur les me´tadonne´es pour aider les ope´rateurs dans
leur taˆche. C’est la proble´matique a` laquelle nous allons nous inte´resser dans cette
the`se.
Les syste`mes de vide´osurveillance repre´sentent un type de syste`me d’information
dont les particularite´s sont :
– Contrainte de temps de re´ponse tre`s importante surtout dans le cas des situations
d’urgence pour les ope´rateurs, ce qui rend le rappel beaucoup plus important que
la pre´cision (il est crucial de ne pas rater d’informations, quitte a` en fournir trop) ;
– Grande diversite´ des contextes d’acquisition : type de came´ra, installation de la
came´ra (fixe/mobile), luminosite´, prise de vue, parame`tres de compression, etc. ;
– Qualite´ tre`s faible des enregistrements donc tre`s souvent mauvaise performance
des algorithmes d’analyse du contenu ;
– Inexistence des me´tadonne´es comme celles disponibles pour les vide´os du web (e.g.,
texte autour des vide´os, titre, commentaires etc.) ;
– Manque d’une image ”requeˆte” dans beaucoup de situations (a` part des portraits
robot) au moins pour une premie`re ”ite´ration” de la recherche ;
– Grand nombre de syste`mes ge´re´s par des entite´s diffe´rentes ayant leur propre for-
mat de donne´es et de me´tadonne´es ce qui a comme conse´quence un manque d’in-
terope´rabilite´.
Dans le cadre des syste`mes d’informations multime´dias, il y a deux types d’approches
pour l’indexation des collections : (1) indexation base´e sur des outils d’analyse du si-
gnal vide´o ou audio et (2) indexation base´e sur l’intervention humaine ou sur d’autres
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informations (e.g., ge´ne´re´es par d’autres types de capteurs comme par exemple des
capteurs GPS ou des boussoles, ou extraites directement de la came´ra comme les
parame`tres de compression ou des indicateurs de qualite´ d’image).
En suivant la meˆme classification, nous trouvons deux types d’approches d’interro-
gation des contenus stocke´s : (1) me´thodes base´es sur le contenu et (2) me´thodes
base´es sur les me´tadonne´es. Dans le premier cas, la requeˆte est une image (ou une
vide´o) qui est analyse´e par le syste`me pour calculer des descripteurs qui seront com-
pare´s a` ceux caracte´risant les images/vide´os de la collection. Les objets les plus
similaires sont retourne´s. Dans le deuxie`me cas, la requeˆte est ”textuelle” (les guille-
mets marque le fait que le texte de la requeˆte peut de´signer une localisation ou une
ge´ome´trie de´crite par des coordonne´es GPS par exemple) et elle est compare´e avec
les me´tadonne´es de´crivant les contenus vide´os (e.g., des annotations textuelles ma-
nuelles, semi-automatiques ou automatiques, des descriptions extraites de la meˆme
page web ou du titre, des coordonne´es de ge´olocalisation).
Beaucoup de recherches sont mene´es dans le domaine de l’analyse et de l’interrogation
des collections issues des syste`mes de vide´osurveillance en se basant sur le contenu
vide´o ([Lew et al., 2006], [Snoek and Worring, 2009]). Les principaux proble`mes qui
se re´ve`lent en essayant d’utiliser le premier type d’approche dans le cas des syste`mes
de vide´osurveillance sont : (i) difficulte´ de de´velopper des algorithmes d’analyse du
contenu vide´o performants dans toutes les conditions d’acquisition des came´ras de
vide´osurveillance (beaucoup de progre`s ont e´te´ faits dans le de´veloppement d’outils
d’analyse vide´o mais il reste difficile d’utiliser ces algorithmes hors des domaines
spe´cifiques d’applications pour lesquels ils ont e´te´ entraine´s comme les journaux
te´le´vise´s ou les vide´os des sports), (ii) grand volume de donne´es donc couˆt d’exe´cution
e´leve´ et (iii) manque d’acce`s a` certaines donne´es vide´o (e.g, des contenus vide´o issus
du syste`me de vide´osurveillance d’une banque).
Pour re´capituler, les principaux proble`mes ge´ne´re´s par le traitement actuel (manuel)
qui porte sur des donne´es issues de plusieurs syste`mes de vide´osurveillance diffe´rents
sont : (1) l’he´te´roge´ne´ite´ des formats et donne´es provenant des diffe´rents syste`mes,
(2) le temps de re´ponse, long (jusqu’a` plusieurs jours de traitement) a` cause du
grand volume de donne´es vide´os et du manque d’interope´rabilite´ des donne´es et des
me´tadonne´es (3) le risque de perte de re´sultats a` cause d’une mauvaise connaissance
du terrain (appel a` des ope´rateurs exte´rieurs, me´connaissance des came´ras).
Dans ce contexte la`, nous proposons de nous baser sur les me´tadonne´es pour un fil-
trage du contenu et une exe´cution ”intelligente” des algorithmes d’indexation sur des
sous-parties de la collection vide´o. Notre approche est comple´mentaire des approches
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d’analyse du contenu vide´o (qui sont hors du cadre de ce travail) et ensemble peuvent
constituer une solution puissante de recherche et d’indexation des contenus vide´os.
1.3 Contribution
A partir de l’e´nonce´ de ces proble`mes, nous formulons les questions auxquelles nous
re´pondons dans le cadre de notre contribution :
– Quelles sont les me´tadonne´es utiles pour la vide´o surveillance ? Quel format d’an-
notation favorise l’interope´rabilite´ des syste`mes ? Ces informations sont-elles dis-
ponibles assez rapidement ?
– Comment re´duire l’espace de recherche et implicitement le temps de re´ponse ?
Les efforts mene´s pour re´pondre a` ces questions ont conduit a` une double contribution
qui sera expose´e dans le cadre de cette the`se et valide´e par une expe´rimentation qui
prouve la faisabilite´ et l’apport des mode`les de´veloppe´s.
La contribution the´orique est articule´e en deux volets :
– Une e´tude des me´tadonne´es utiles pour la recherche dans les collections de
vide´os, dans le contexte tre`s particulier de la vide´osurveillance, qui induit des
contraintes spe´cifiques, nous a permis de dresser un inventaire (non-exhaustif) des
me´tadonne´es utiles dans le cadre de la vide´osurveillance. Les principales cate´gories
sont : (1) me´tadonne´es de´crivant le syste`me de vide´osurveillance, (2) me´tadonne´es
de´crivant la sce`ne (l’environnement et les objets et e´ve´nements de contexte) et (3)
me´tadonne´es de´crivant le sce´nario (les objets et les e´ve´nements). Afin de de´finir
une me´thode re´aliste pour passer de la description d’une sce`ne de crime a` des
requeˆtes techniques sur les donne´es rendues disponibles par les algorithmes de trai-
tement, il faut de´finir un mode`le ge´ne´rique qui va englober toutes les me´tadonne´es
de´finies auparavant dans un format qui facilitera l’interope´rabilite´ des sorties des
diffe´rents syste`mes. Ceci nous a conduit a` proposer un format de me´tadonne´es
pour la vide´osurveillance base´ sur la norme ISO 22311.
– En se basant sur une partie de ces me´tadonne´es (celles relevant de la composante
spatiotemporelle), notre deuxie`me contribution a pour but d’aider les ope´rateurs
humains de vide´osurveillance dans l’analyse manuelle d’extraits vide´os particu-
liers (e.g., agression, objet perdu) via l’identification automatique d’un ensemble
de came´ras susceptibles d’avoir filme´ une sce`ne recherche´e. Nous proposons une
mode´lisation multi-couche (came´ras fixes et mobiles, re´seau routier et de trans-
port en commun) dont la contribution consiste a` inclure des donne´es de calcul de
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la ge´ome´trie du champ de vue des came´ras. Plutoˆt que de stocker cette ge´ome´trie
en tant que telle, elle est calcule´e en dynamique en fonction de caracte´ristiques
temporelles (e.g., angle de vue, distance focale). Nous proposons des algorithmes
de se´lection de came´ras base´s sur des crite`res spatiotemporels de calcul des inter-
sections entre, d’une part, un parcours donne´ (cible e.g., personne agresse´e), et,
d’autre part, les prises de vues des came´ras fixes et les trajectoires des came´ras mo-
biles. Les requeˆtes spatio-temporelles ainsi traite´es sont directement exploitables
dans le cadre des ope´rations d’extraction des images preuves pour les enqueˆtes
judiciaires.
En se basant sur les contributions the´oriques, nous pouvons valider la contribu-
tion applicative de notre travail qui est de montrer la faisabilite´ et les be´ne´fices
de l’utilisation des informations (e.g., de ge´olocalisation, caracte´ristiques optiques
de la came´ra) associe´es aux contenus vide´o dans un mode`le qui pourra constituer
la base d’un syste`me d’assistance aux ope´rateurs de vide´osurveillance. Toutes ces
contributions assureront la concre´tisation d’un outil Forensic [Sedes et al., 2012] (qui
aide les ope´rateurs dans une enqueˆte a posteriori) permettant a` la Police d’effectuer
des requeˆtes efficaces pour la recherche d’e´ve`nements dans les enregistrements vide´o
se´lectionne´s par la premie`re e´tape de filtrage spatio-temporel.
1.4 Plan
Le manuscrit est organise´ en cinq parties :
– Un e´tat de l’art qui commence par la pre´sentation du domaine de la
vide´osurveillance ”intelligente” dans le contexte des travaux mene´s aussi dans la
communaute´ de recherche que dans celle industrielle. Une fois le besoin identifie´
de s’appuyer sur des metadonne´es de´crivant le contexte d’acquisition des conte-
nus vide´os pour le filtrage de ceux-ci avant une analyse automatique du contenu,
nous allons pre´senter un re´sume´ du domaine de la mode´lisation des informations
de´crivant d’un coˆte´ le contexte spatio-temporel des objets cibles et des capteurs
vide´os (e.g., position et changement de la position dans le temps) et d’un autre
coˆte´ l’aire d’action des capteurs vide´os (e.g., orientation, distance visible). Par la
suite nous allons pre´senter un e´tat de l’art des travaux qui ont utilise´ ces informa-
tions pour filtrer, annoter, rechercher etc. des contenus multime´dias ou des donne´es
issues des capteurs ou de´crivant les capteurs.
– Le troisie`me chapitre constitue un zoom sur les Me´tadonne´es pour la
vide´osurveillance dans le contexte du besoin de l’interope´rabilite´ de ces
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me´tadonne´es accentue´ par la publication de la norme ISO 22311. Nous pre´sentons
dans ce chapitre une proposition d’enrichissement de la norme 22311 que nous
avons fait en se basant sur un e´tude des me´tadonne´es utiles pour le contexte de
la vide´osurveillance que nous avons re´alise´ dans le cadre du projet ANR METHO-
DEO dans le cadre duquel nous avons participe´ en temps que partenaires.
– En se basant sur l’e´tat de l’art pre´sente´ et sur l’e´tude du contexte de la
vide´osurveillance e´tudie´ dans le cadre du projet nous allons de´crire notre principale
contribution concernant la Mode´lisation spatio-temporelle dans le cadre de
la videosurveillance.
– L’imple´mentation du mode`le de donne´es et des algorithmes de recherche propose´s
et leur validation est de´crite dans Application et expe´rimentation.







Le nombre de capteurs de´ploye´s dans les rues et a` l’inte´rieur des stations de
me´tro et des diffe´rents baˆtiments augmente rapidement en constituant la base
d’une palette tre`s large d’applications comme : les applications ge´ospatiales mo-
biles qui permettent de s’abonner a` diffe´rents services qui se basent sur la localisa-
tion [Simon and Fro¨hlich, 2007] (e.g., recommandations des lieux, des chemins vers
des points d’inte´reˆt [Retscher, 2007]), d’annoter et de rechercher des images et des
vide´os [Kim et al., 2010], [Debnath and Borcea, 2013], de mesurer certaines valeurs
(e.g., tempe´rature, consommation d’e´nergie), de de´tecter des intrusions, d’interroger
la position d’un objet a` un moment donne´ ou de suivre sa trajectoire (e.g., RFID 1,
Wifi [Beal, 2003], [Scuturici and Ejigu, 2006], GPS 2), de surveiller certaines zones
[Amriki and Atrey, 2014]. Dans ces types d’applications, les utilisateurs soumettent
des requeˆtes (mots cle´s ou spatio-temporelles) afin de retrouver le chemin vers un
point d’inte´reˆt, retrouver les restaurants sur leur itine´raire, retrouver les objets ou les
capteurs qui se trouvent dans une re´gion ou sur une trajectoire, retrouver les images
ou les vide´os qui ont ”vu” une certaine re´gion ou objectif, calculer la distance entre
certains objets, etc.
Le concept de donne´e spatio-temporelle est utilise´ afin de de´signer le changement




de ge´rer et de retrouver des informations concernant le mouvement des diffe´rents
objets a mene´ a` l’apparition des concepts de base de donne´es spatio-temporelle et
de requeˆte spatio-temporelle [Erwig and Schneider, 2002b]. Le passage d’une base
de donne´es classique (relationnelle) a` une base de donne´es spatio-temporelle a e´te´
re´alise´e par l’inte´gration des donne´es spatio-temporelles en temps que types abs-
traits de donne´es (e.g., point, ligne, polygone) dans les mode`les de donne´es de´ja`
existants [Gu¨ting et al., 2000], [Sandu-Popa and Zeitouni, 2012] et le de´veloppement
des ope´rateurs et des langages d’interrogation spe´cifiques a` ces nouveaux types de
donne´es [Erwig and Schneider, 2002b]. Plus pre´cise´ment, nous conside´rons comme
requeˆte spatio-temporelle toute interrogation de l’utilisateur comportant au moins
un e´le´ment de ge´olocalisation ou de situation spatiale (exprime´e en termes de coor-
donne´es nume´riques ou de noms symboliques) et/ou une re´fe´rence temporelle (date,
heure, intervalle).
Les capteurs sont de´finis comme des objets physiques qui re´alisent une observation 3,
plus pre´cise´ment qui transforment un stimulus entrant (e.g., lumie`re, tempe´rature,
son) en une information, nume´rique la plupart du temps. Pour une description
de´taille´e des re´seaux de capteurs et des diffe´rentes cate´gories de capteurs, on se
re´fe`rera a` [Compton et al., 2009]. Les capteurs utilise´s dans les applications men-
tionne´es plus haut sont classifie´s dans plusieurs cate´gories : capteurs de localisation
(ceux qui donnent la position des objets comme par exemple les capteurs GPS,
RFID, Wifi), capteurs vide´o (e.g., came´ras de vide´osurveillance), capteurs audio,
capteurs qui retournent certaines valeurs mesure´es (e.g., capteurs de tempe´rature,
de consommation d’e´nergie), capteurs qui donnent l’orientation comme la boussole
ou qui donnent l’inclinaison comme l’acce´le´rome`tre. Les donne´es ge´ne´re´es et lie´es au
premier type de capteurs sont stocke´es et ge´re´es dans des mode`les de donne´es spatio-
temporelles ou mode`les de localisation [Afyouni et al., 2012]. En fonction des types
d’objets et des capacite´s des capteurs associe´s aux objets, d’autres types d’informa-
tions peuvent eˆtre associe´s au donne´es spatio-temporelles (e.g., pour une came´ra c’est
inte´ressant d’associer les me´tadonne´es de´crivant son champ visuel comme explique´
dans le chapitre pre´ce´dent ou des donne´es techniques comme la variation de la qualite´
des images capture´es). Toutes ces informations sont stocke´es et ge´re´es dans des bases
de donne´es spatio-temporelles [Forlizzi et al., 2000], [Schneider, 2009] et des bases
de donne´es issues de capteurs [Bonnet et al., 2001] qui constituent le fondement des
syste`mes qui visent ajouter de ”l’intelligence” a` l’environnement [Se`des et al., 2012].
Nous commenc¸ons ce chapitre par la pre´sentation d’un type spe´cifique de syste`mes,




projets que nous avons mene´s. En premier lieu, nous pre´sentons l’e´volution dans la
direction de ce qu’on appelle les syste`mes de vide´osurveillance intelligents qui en-
globent beaucoup de technologies et techniques au niveau hardware (e.g., re´seaux
de came´ras et des capteurs associe´s), software (e.g., techniques de filtrage de vide´os,
algorithmes d’analyse des contenus) et social (e.g., applications de crowdsourcing).
Par la suite, nous de´taillons les diffe´rentes approches de mode´lisation des informa-
tions issues des diffe´rents capteurs qui peuvent eˆtre associe´es aux contenus vide´os
capture´s par les came´ras de vide´osurveillance (nous allons utiliser le concept d’infor-
mations ou me´tadonne´es contextuelles pour se re´fe´rer a` ceux-ci). Pour chaque type
de me´tadonne´es, nous pre´sentons brie`vement les principaux de´fis qu’il faut surmon-
ter pour collecter ces me´tadonne´es Ensuite nous analysons les diffe´rents types de
requeˆtes auxquelles on peut re´pondre en se basant sur les informations contextuelles.
Nous concluons par une comparaison des diffe´rents syste`mes qui s’appuient sur les
me´tadonne´es contextuelles pour des applications diverses.
2.2 La ”vide´osurveillance intelligente”
La perception des syste`mes de vide´osurveillance actuels a beaucoup change´ depuis des
e´ve´nements malheureux comme les attaques terroristes de Madrid (en mars 2004),
de Londres (en juillet 2005), l’assassinat du consultant du premier ministre italien
Prof. Marco Biagi a` Bologna (en 2002), ou le cas du tireur de Libe´ration a` Paris (en
2013), qui ont en commun le fait que les enregistrements vide´o issus des syste`mes
de vide´osurveillance ont joue´ un roˆle crucial dans l’identification des coupables. En
conse´quence, les ”attentes” concernant les syste`mes de vide´osurveillance ont beau-
coup augmente´, ces syste`mes n’e´tant plus vus comme un ensemble d’enregistrements
qui sont regarde´s par des ope´rateurs, mais comme des syste`mes complexes compose´s
des diffe´rents types de capteurs (vide´o, audio, GPS, Wi-fi, laser, etc.), de diffe´rents
types de came´ras (came´ras fixes, came´ras PTZ dont le champ de vue peut changer,
came´ras multi-spectrales, etc.) qui devraient eˆtre capables non seulement de visuali-
ser du contenu vide´o, mais d’interpre´ter les diffe´rents types de donne´es ge´ne´re´es par
les diffe´rents types de capteurs afin d’attirer l’attention des ope´rateurs vers certains
e´ve´nements anormaux, de de´clencher des alarmes, etc.
En France, le besoin d’outils pour la vide´osurveillance en fonction des trois missions
de se´curite´ inte´rieure telles que de´finies par le ST(SI)2 (Service des Technologies et
des Syste`mes d’Information de la Se´curite´ Inte´rieure) sont [Dufour, 2012] :
– la pre´vention et la se´curisation dont le but est d’assurer la se´curite´ des lieux et
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des e´ve´nements par l’interme´diaire de la vide´o surveillance en temps re´el a` savoir
un besoin d’outils d’aide a` la recherche en temps re´el afin de focaliser l’attention
des agents de se´curite´ sur les e´ve´nements pertinents (e.g., alarmes),
– le renseignement (temps re´el et a posteriori) qui se propose de recueillir des
informations plus cible´es sur une personne ou une entreprise par exemple. Dans
ce cas, il y a un besoin d’outils d’assistance comme des alarmes qui se de´clenchent
si des e´ve´nements pre´de´finis arrivent (e.g., la de´tection d’une personne dans une
zone interdite) ou des outils d’analyse du contenu (lecture labiale, de´tection d’une
personne, etc.), ou d’ame´lioration de la qualite´ de l’image,
– l’enqueˆte qui est la mission la plus complexe car elle implique le recoupement
de beaucoup d’informations. La recherche de preuves dans les vide´os issues des
came´ras de vide´osurveillance ne´cessite une structure mate´rielle et applicative pour
imple´menter et exe´cuter des filtrages du contenu, des traitements d’images et de
vide´o, permettre la gestion des re´sultats ge´ne´re´s pour faciliter l’exploitation et
permettre des recherches se´mantiques et contextuelles sur les vide´os.
La plupart des efforts (de recherche et commerciaux) se concentrent sur le
de´veloppement des outils concernant les premie`res deux missions de se´curite´
([Girgensohn et al., 2006], [Kraus, 2012]), 4, les travaux concernant le de´veloppement
des outils pour la recherche des preuves a posteriori dans les collections vide´os e´tant
moins nombreux et moins muˆrs.
L’inte´reˆt pour le domaine e´voque´ est e´galement illustre´ par le grand nombre de pro-
jets de recherche qui ont essaye´ de proposer des solutions efficaces au proble`me de la
recherche des extraits vide´o ”preuves” dans une collection de vide´osurveillance. La
plupart des projets se focalisent sur le de´veloppement des outils d’analyse des conte-
nus vide´o afin de de´tecter des activite´s [Girgensohn et al., 2006], [Chleq et al., 1999],
des e´ve´nements [Tian et al., 2008], de´tecter des ”patterns” de trajectoires ”nor-
males” [Aravecchia et al., 2010], de´tecter des objets, de´tecter ou suivre des personnes
[Cucchiara, 2005], [Cupillard et al., 2002], etc.
En essayant d’analyser de fac¸on exhaustive les contenus vide´os issues des syste`mes
de vide´osurveillance, les proble`mes rencontre´s sont : (i) difficulte´ de de´velopper des
algorithmes d’analyse du contenu vide´o performants dans toutes les conditions d’ac-
quisition des came´ras de vide´osurveillance (beaucoup de progre`s ont e´te´ faits dans le
de´veloppement d’outils d’analyse vide´o mais il reste difficile d’utiliser ces algorithmes
hors des domaines spe´cifiques d’applications pour lesquels ils ont e´te´ entraine´s comme




volume de donne´es donc couˆt d’exe´cution e´leve´ et (iii) manque d’acce`s a` certaines
donne´es vide´o (e.g, des contenus vide´o issus du syste`me de vide´osurveillance d’une
banque) (iv) manque de la capacite´ a` de´finir pre´cise´ment ce que l’on cherche et d’une
calibration (ou un apprentissage) pour chaque came´ra.
Dans ce qui suit, nous allons pre´senter les principaux projets qui proposent des
solutions de gestion des contenus vide´o issus des syste`mes de vide´osurveillance en
e´voquant leur objectif principal et s’ils proposent un filtrage des contenus avant
l’analyse base´e sur les caracte´ristiques vide´o.
Le projet CANDELA propose une architecture distribue´e ge´ne´rique pour l’analyse
et la recherche des contenus vide´os [Merkus et al., 2004]. L’analyse exhaustive des
contenus vide´os est re´alise´e au moment de l’acquisition. Le projet CARETAKER 5
a de´veloppe´ des techniques permettant l’extraction automatique des me´tadonne´es
se´mantiques a` partir du contenu vide´o. Aucun pre´-filtrage du contenu n’est re´alise´
avant l’extraction des descripteurs vide´os.
Plus proche de nos travaux, le projet europe´en VANAHEIM 6, en se basant sur des
algorithmes de de´tection des activite´s anormales, propose une technique pour filtrer
automatiquement (en temps re´el) les vide´os visualise´es par les ope´rateurs humain
sur le mur d’images (”video wall”). Toutefois, le filtrage est base´ sur des algorithmes
d’apprentissage base´s sur l’analyse du contenu qui ne´cessitent l’utilisation de beau-
coup de donne´es et qui semblent difficiles a` imple´menter a` une large e´chelle.
Le projet SURTRAIN 7 a comme but d’assurer la se´curite´ des voyageurs par
l’imple´mentation d’un syste`me de transport intelligent. Cela implique l’installation
d’un syste`me d’enregistrement des vide´os et des sons a` l’inte´rieur de la rame avec
des composants logiciels d’analyse de l’image et du son pour en premier lieu de´tecter
et localiser les cris, puis une fois que la came´ra la plus proche de l’e´ve´nement est
se´lectionne´e et mise en premier plan, de´marrer les outils de suivi et d’identification
de personnes. Pourtant, l’approche propose´e n’offre pas de solution de traitement des
requeˆtes a posteriori.
Notre e´quipe a collabore´ sur deux projets qui concernent la proble´matique de la
vide´osurveillance. Nous allons citer dans ce chapitre le projet europe´en LINDO
(Large scale distributed INDexation of multimedia Objects) [Brut et al., 2011a]. La
proble´matique centrale du projet LINDO e´tait d’indexer et rechercher des segments






pertinents de contenus multime´dias stocke´s de fac¸on distribue´e. L’objectif principal
du projet consistait a` e´tablir une architecture distribue´e d’indexation des conte-
nus multime´dias, dans laquelle les algorithmes d’indexation sont de´ploye´s sur les
diffe´rents sites distants ou` les contenus multime´dias sont stocke´s, afin de re´duire la
quantite´ de donne´es ve´hicule´es sur le re´seau. La proble´matique de l’inefficacite´ de
l’indexation exhaustive des contenus acquis en utilisant tous les extracteurs dispo-
nibles a e´te´ adresse´e par la mise en place d’un processus de se´lection de algorithmes
a` indexer en fonction du besoin de l’utilisateur [Codreanu et al., 2012].
Les e´le´ments cite´s montrent que de nombreux travaux sont mene´s pour le
de´veloppement de ”syste`mes de vide´osurveillance intelligents”. Beaucoup de travaux
visent le de´veloppement d’outils d’analyse du contenu [Cucchiara, 2005] mais les
proble`mes de volume´trie, d’he´te´roge´ne´ite´ des contextes d’acquisition, de qualite´ tre`s
variable des enregistrements et de manque d’accessibilite´ a` certains contenus (e.g.,
vide´os prive´es) rendent inutile voire impossible l’exe´cution des algorithmes d’analyse
du contenu a` cause des mauvaises performances ou de la faible qualite´ des re´sultats
obtenus. En conse´quence, apre`s plus de vingt ans de recherche dans le domaine de
l’analyse des contenus audio visuels, a` l’heure actuelle en France il n’y a pas de lo-
giciel d’analyse de contenu qui soit utilise´ en conditions re´elles dans l’ensemble d’un
syste`me de vide´osurveillance. Les solutions existantes se basent toujours sur d’autres
types de capteurs qui de´tectent l’intrusion dans une zone interdite par exemple. Le
besoin persiste donc de proposer des approches de filtrage, de mode´lisation, d’in-
dexation et de recherche dans des collections de contenus vide´os sans avoir recours
a` une indexation exhaustive base´e sur le contenu. L’ide´e principale est d’utiliser
des informations provenant d’autres sources (e.g., donne´es issues des capteurs, ca-
racte´ristiques techniques, annotations sociales) pour ge´ne´rer des descripteurs ou des
re´sume´s. Ces informations peuvent eˆtre fixes ou peuvent e´voluer avec le temps.
De ce constat naˆıt le besoin de s’appuyer sur d’autres types d’informations, qui res-
sort aussi de la norme ISO 22311 8 publie´e graˆce aux efforts communs des principaux
acteurs du domaine de la vide´osurveillance en France et au niveau international. La
norme spe´cifie un format commun pour les donne´es qui peuvent eˆtre extraites des
syste`mes de collecte de vide´osurveillance, par exemple a` des fins d’enqueˆte. Le dic-
tionnaire de me´tadonne´es propose´ par la norme contient des e´le´ments de localisation
des came´ras, description de la sce`ne observe´e par chaque came´ra, caracte´ristiques
optiques de la came´ra, etc.
Une ge´ne´ralisation de la mise en oeuvre de la norme, avec pre´sence des me´tadonne´es
8. http ://www.iso.org/iso/fr/catalogue detail.htm ?csnumber=53467
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normalise´es, est envisage´e graˆce au de´veloppement des nouvelles technologies, qui
ont rendu facile et peu one´reux le de´ployement d’autres types de capteurs (e.g.,
capteurs GPS, boussoles, acce´le´rome`tres) associe´s aux came´ras. Les travaux existants
montrent qu’en se basant sur les me´tadonne´es spatiales et les caracte´ristiques de la
came´ra, il est possible d’extraire des informations pre´cieuses et pre´cises concernant
la sce`ne filme´e [Debnath and Borcea, 2013].
Dans le but final de ”traduire” le proble`me de filtrage des contenus vide´os en un
proble`me de mode´lisation et interrogation des donne´es spatio-temporelles, nous al-
lons pre´senter par la suite un e´tat de l’art des travaux mene´s dans le domaine de
la mode´lisation des informations lie´s aux objets ou capteurs fixes et mobiles. Nous
allons utiliser la notion de contexte pour se re´fe´rer a` l’ensemble de ces informations.
Nous allons utiliser le terme ”objet” pour designer aussi bien l’objet cible (e.g., per-
sonne, voiture) que le capteur (e.g., came´ra, lecteur RFID, tempe´rature) puisque la
mode´lisation doit eˆtre uniforme pour les deux.
2.3 Mode´lisation des informations contextuelles
Un syste`me comme celui que nous avons pris comme cible de notre e´tude est compose´
d’un ensemble de came´ras fixes (qui peuvent quand meˆme changer de champ de vue),
de came´ras mobiles (e.g., installe´es a` l’inte´rieur ou a` l’exte´rieur des bus), d’objets
cibles (personnes, voitures, baˆtiments) et de capteurs associe´s aux came´ras ou aux
objets. Les e´le´ments de contexte lie´s a` tous ces e´le´ments que nous allons conside´rer
sont :
– les informations lie´es a` l’environnement (re´seau routier ou re´seau de transport) ;
– les informations de ge´olocalisation (la position et le changement de cette position
dans le temps) ;
– les informations de´crivant l’aire d’action du capteur vide´o (le champ de vue de la
came´ra) ;
Par la suite nous allons pre´senter la fac¸on dont ces informations de contexte sont
mode´lise´es dans la litte´rature.
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2.3.1 Mode´lisation de la localisation et de la trajectoire des
objets mobiles
Une des plus importantes informations contextuelle et le point d’entre´e de toute
enqueˆte est l’information spatio-temporelle lie´e aux objets. Avec l’apparition et le
de´veloppement des outils ge´olocalise´s (e.g., capteurs GPS, smartphones), il est de-
venu de plus en plus facile d’avoir des informations comme la position d’un objet mo-
bile (e.g., personne, ve´hicule, bus). Nous conside´rons comme objet mobile tout entite´
capable ou munie des dispositifs capables de calculer et d’envoyer pe´riodiquement
sa position. Au moment ou` il faut stocker et ge´rer ce type de donne´e a` l’inte´rieur
d’un syste`me d’information, les premie`res questions qui se posent sont : Comment
repre´senter la position d’un objet et sa modification dans le temps ? et quels sont les
proble`mes relatifs a` l’acquisition de ces donne´es ?
La repre´sentation de la position d’un objet est de deux types [Leonhardt, 1998] :
– position ge´ome´trique : de la forme des coordonne´es (x, y, z) par rapport a` un
syste`me de re´fe´rence localement/globalement de´fini (e.g., coordonne´es GPS par
rapport au syste`me ge´ode´sique). Le principal avantage d’une telle position est la
grande pre´cision de l’information de localisation (la position est toujours re´duite
a` un point). Le de´savantage est repre´sente´ par le manque de se´mantique d’une
repre´sentation purement ge´ome´trique qui n’est pas la fac¸on dont les utilisateurs
ont l’habitude d’exprimer leur position [Afyouni et al., 2012] ;
– position symbolique : de la forme d’une description de l’environnement en se basant
sur des entite´s structurelles et/ou points d’inte´reˆt (e.g., nom de la rue, du quartier,
nume´ro de la rue, nume´ro de ligne de bus, station de bus, nume´ro de la pie`ce, e´tage,
nom du baˆtiment). La repre´sentation symbolique de la position d’un objet vient
adresser le proble`me de gap se´mantique leve´ par la repre´sentation ge´ome´trique
mais a les inconve´nients suivants : le besoin de de´finir un mode`le pre´cis de l’envi-
ronnement par rapport auquel les symboles sont exprime´s qui entraine un temps
de mode´lisation e´leve´, la pre´cision de la position de´pend du niveau d’affinage du
mode`le d’environnement sous-jacent (e.g., si on conside`re les localisations donne´es
par rapport a` un syste`me de lecteurs RFID la position est repre´sente´e par l’aire
de couverture du lecteur qui est un cercle), le calcul des distances ne peut souvent
eˆtre re´alise´ que de fac¸on qualitative.
Nous nous inte´ressons a` la repre´sentation du mouvement des objets, ce qui est connu
dans la litte´rature sous le nom de trajectoire de l’objet. Par la suite, nous allons
pre´senter les diffe´rents types de trajectoires existants dans la litte´rature.
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Mode´lisation de la trajectoire des objets mobiles
Dans la litte´rature, on utilise souvent le terme de trajectoire de l’objet mobile pour
se re´fe´rer au changement de la position de l’objet. L’ide´e derrie`re le concept de
trajectoire prend ses origines dans le besoin de capturer le mouvement d’un ob-
jet dans une certaine zone ge´ographique pendant un certain temps. Le mouvement
brut ou la trajectoire brute d’un objet est de´finie comme une se´quence de positions
spatio-temporelles (positions ge´ome´triques, plus pre´cise´ment des coordonne´es par
rapport a` un syste`me de re´fe´rence), c’est-a`-dire une se´quence de tuples (position,
timestamp) [Parent et al., 2013]. En fonction du type d’objet, des types de cap-
teurs associe´s a` l’objet et de la nature de l’application cible, d’autres informations
peuvent eˆtre associe´es a` la trajectoire (e.g. vitesse, acce´le´ration pour les ve´hicules
[Sandu-Popa and Zeitouni, 2012], orientation et champ de vue pour les came´ras
[Arslan Ay et al., 2010b]). Cette trajectoire brute peut ensuite eˆtre traite´e pour en
extraire plus de connaissances en fonction des applications envisage´es. Par exemple,
une trajectoire peut eˆtre segmente´e en fonction de diffe´rents crite`res. Le segment
d’une trajectoire est de´fini comme la sous-se´quence maximale d’une trajectoire de
fac¸on que toutes les positions spatio-temporelles soient conformes a` un pre´dicat donne´
(e.g., direction constante ou meˆme moyen de transport) [Mountain and Raper, 2001].
Nous allons donner une de´finition formelle et ge´ne´rique d’une trajectoire et d’un
segment de trajectoire. Une trajectoire (voir l’e´quation 2.1) est de´finie comme un
tuple compose´ d’un identifiant de trajectoire, un identifiant d’objet, un ensemble de
segments de trajectoires et un intervalle de temps global qui marque le ”start” et le
”end” de la trajectoire.
Tr = (trid, objid, {uk}, [tstart, tend]) (2.1)
uk = (uid, {positioni}/1 <= i, [tkstart, tkend]) (2.2)
La de´finition d’un segment de trajectoire est illustre´ par l’e´quation 2.2. Un seg-
ment de trajectoire est un tuple qui contient un identifiant de segment, un ensemble
de positions homoge`nes et un intervalle de temps qui est optionnel (tkstart et tkend
repre´sentent le de´but et la fin de l’intervalle temporaire pour le segment k).
Beaucoup de travaux plaident pour le fait que la repre´sentation purement
ge´ome´trique des postions n’est pas approprie´e pour l’utilisateur qui a l’habi-
tude d’exprimer des localisations d’une fac¸on plus se´mantique (e.g. Rue Montes-
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quieu no 15 ou station du bus nume´ro 2). Pour pouvoir fournir des services et
des applications plus inte´ressantes a` l’utilisateur il faut rajouter des informations
du contexte aux trajectoires brutes [Spaccapietra et al., 2008], [Parent et al., 2013],
[Spaccapietra and Parent, 2011]. En conse´quence apparaˆıt le processus d’enrichisse-
ment se´mantique d’une trajectoire se basant sur des sources externes de donne´es (e.g.,
bases de donne´es ge´ographiques, sites web), sur une annotation manuelle 9 ou sur
des algorithmes d’apprentissage [Zheng et al., 2010]. L’enrichissement se´mantique est
re´alise´ par l’ajout d’attributs a` certaines granularite´s de la trajectoire. Un exemple
de types d’attribut peut eˆtre le moyen de transport. Si la trajectoire est stocke´e dans
une base de donne´es, ce type d’information peut eˆtre repre´sente´ comme une valeur
textuelle, par exemple ”bus nume´ro 2” rajoute´e dans un champ Commentaires ou
par un pointeur vers le champ d’une autre table si on a une table spe´cifique qui
renseigne tous les moyens de transport, La trajectoire ge´ome´trique avec des annota-
tions se´mantiques devient donc une trajectoire se´mantique. L’apparition de ce type
de trajectoire montre le besoin d’avoir les deux types d’informations (ge´ome´trique et
symbolique) dans le cadre de la meˆme trajectoire.
Le mouvement des objets peut eˆtre effectue´ de fac¸on libre (e.g., le de´placement de
l’aire d’impact d’un ouragan) [Parent et al., 2006], [Guttting and Schneider, 2005]
ou il peut eˆtre contraint par exemple par un re´seau routier [Guttting et al., 2006]
(e.g., le mouvement des voitures suit les rues d’une ville), par un re´seau de transport
[Booth et al., 2009] (e.g., le mouvement des bus suit des lignes pre´de´finies) ou par
l’architecture d’un baˆtiment [Jensen et al., 2009] (e.g., le mouvement d’une personne
a` l’inte´rieur d’une station de me´tro est contraint par la disposition des diffe´rentes
pie`ces et les connexions entre les pie`ces).
Si le mouvement de l’objet est re´alise´ dans un re´seau routier ou dans un re´seau
de transport, les segments de trajectoires peuvent eˆtre projete´s sur la topolo-
gie sous-jacente (voir Figure 2.1) par l’interme´diaire des algorithmes de map-
matching [Brakatsoulas et al., 2005]. Le segment de trajectoire peut eˆtre de´fini
comme l’e´volution de la position de l’objet dans l’espace pendant un intervalle de
temps [Spaccapietra et al., 2008], [Cao and Wolfson, 2005].
Tr : [tbegin, tend]→ space (2.3)
Par conse´quent, dans la de´marche de de´finition du mouvement d’un objet mobile,




Figure 2.1 – Projection des segments de trajectoire (marque´s en pointille´s) sur un
re´seau sous-jacent [Guttting et al., 2006]
(ge´ome´trique ou symbolique) de la position et implicitement le repre´sentation du
mouvement de l’objet par rapport a` cet environnement. Par la suite, nous allons
passer en revue les principaux travaux de mode´lisation des donne´es lie´es au re´seaux
routier et de transport en commun en environnement urbain.
Mode´lisation du re´seau routier
L’approche de mode´lisation du re´seau routier la plus utilise´e dans la litte´rature
est celle base´e sur la the´orie des graphes [Guttting et al., 2006], [Frentzos, 2003],
[Liu et al., 2012]. Un graphe est un tuple G=(V,E) compose´ d’un ensemble fini de
noeuds V et un ensemble d’areˆtes E ∈ V X V qui constitue les liens entre les noeuds.
Ces liens peuvent eˆtre oriente´s (si on prend en compte la direction) ou non-oriente´s.
Le lien re´flexif e=(v,v) s’appelle une boucle. Le re´seau peut avoir plusieurs granula-
rite´s car les noeuds du graphe peuvent eˆtre les changements de direction, les inter-
section des rues ou les points de de´but et de fin des rues [Sandu Popa et al., 2011].
Les areˆtes du graphe peuvent se voir associe´s des poids en fonction de l’application
envisage´e (si on veut appliquer des algorithmes de calcul des chemins les plus courts,
on peut associer des valeurs constantes repre´sentant la distance [Pajor, 2009], si on
veut de´velopper une application de gestion du trafic on peut associer une fonction qui
calcule la vitesse moyenne sur le segment de rue [Sandu-Popa and Zeitouni, 2012]).
Il y a des approches qui, en se basant principalement sur des techniques de trai-
tement d’images, analysent l’inte´gralite´ du re´seau routier cible et le stockent dans
une base de donne´e locale [Brinkhoff, 2002] (voir Figure 2.2). D’autres utilisent des
bases de donne´es exte´rieures comme celle de OpenStreetMaps [Shen et al., 2011]. Les
re´seaux routiers exte´rieurs peuvent eˆtre interroge´s via des APIs publiques comme
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Figure 2.2 – Exemples de graphes routiers correspondant a` deux villes
[Brinkhoff, 2002]
celle de OpenStreetMaps 10 ou de Google Maps 11. Les services fournis par ces in-
terfaces rendent possibles l’extraction des informations descriptives de la ge´ome´trie
des segments des rues (les points GPS qui de´crivent leur forme), l’extraction des
informations relatives aux objets qui se trouvent dans une certaine aire (OpenStreet-
Maps) et l’appellation des fonctions de geocode et reverse geocode 12 qui de´finissent
un ”mapping” entre les positions ge´ome´triques (coordonne´es GPS) et les positions
symboliques (exprime´es en temps qu’adresses postales par rapport au re´seau de rues).
Le mouvement des objets dans une environnement urbain est contraint aussi par le
re´seau de transport en commun. En conse´quence, beaucoup de travaux se focalisent
sur l’inte´gration de la mode´lisation du re´seau routier et du re´seau de transport en
commun, sur la mode´lisation d’une trajectoire multi-modale (qui peut changer entre
les deux) et sur la se´curite´ des moyens de transport en commun.
10. http ://wiki.openstreetmap.org/wiki/API
11. https ://developers.google.com/maps/ ?hl=FR
12. https ://developers.google.com/maps/documentation/geocoding/ ?hl=fr
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Mode´lisation du re´seau de transport en commun
Les re´seaux de transport urbains deviennent de plus en plus complexes et avec l’exode
de la population rurale, les villes deviennent tre`s e´tendues et les gens passent jusqu’a`
plusieurs heures par jour dans les trajets urbains. De plus en plus de compagnies
assurant le transport de personnes se pre´occupent du confort et de la se´curite´ des
passagers. En conse´quence, le concept de syste`me de transport intelligent (ITS- In-
telligent Transport System) est de plus en plus utilise´. Il se re´fe`re aux efforts faits
en se basant sur les solutions technologiques actuelles (en termes de de´ploiement de
re´seaux de capteurs, collecte et mode´lisation de donne´es, applications de types GIS,
etc) pour ame´liorer la se´curite´, le confort des passagers. La grande majorite´ de ser-
vices propose´s comprennent le planning et la recommandation des trajets pour les
utilisateurs en fonction des diffe´rents crite`res (e.g., distance, couˆt, nombre de change-
ments, incidents existant sur le trajet et meˆme suˆrete´ du trajet). Des solutions dans
ce sens ont e´te´ propose´es aussi bien par la communaute´ des chercheurs que par celle
des commerciaux. [Zhang et al., 2011a], [Zhang et al., 2011b] et [Borole et al., 2013]
proposent des applications de planification des trajets dans des re´seaux multimodaux
en Californie en tenant compte des informations comme les horaires des moyens des
transport, des informations en temps re´el et d’autres types d’informations comme les
places de parking disponibles alentour. [Peng and Kim, 2008], [Beelen, 2004] se sont
concentre´s plutoˆt sur l’aspect architecture et ont propose´ des approches distribue´es
pour l’assistance des passagers dans la planification de leur trajets. Des compagnies
qui offrent des services de type GIS (Geographical Information Systems) ou des ser-
vices de transport comme Google 13, Trapeze 14, Tisseo (Toulouse, France) 15, Bahn
(Germany) 16 ont de´veloppe´ leur propres produits.
Ce services sont base´s sur des solutions de mode´lisation du re´seau de transport qui
doivent d’un coˆte´ inte´grer toutes les informations concernant les contraintes spatiales
(les lignes de transport en commun suivent des trajets pre´de´finis passant par certaines
stations) et temporelles (e.g., les horaires des diffe´rents bus en fonction de la date
(e.g., les fre´quences des bus diffe´rent parfois pendant les pe´riodes de vacances et en
fonction du moment du jour) en re´pondant aux exigences de flexibilite´, facilite´ de
modification et rapidite´ en temps de calcul de requeˆte.







Figure 2.3 – Sche´ma du super-re´seau propose´ par [Zhang et al., 2011b]
de passage des bus, trains, etc. dans les stations. Par exemple, dans le cas d’un re´seau
de trains, un horaire est de´fini comme (C, B, Z, Π) ou` B est un ensemble de stations,
Z un ensemble de trains, Π la pe´riodicite´ de l’horaire et C un ensemble de connexions
e´le´mentaires. Chaque connexion e´le´mentaire de C est de´finie comme le tuple c :=(z,
S1, S2, t1, t2) qui de´signe le trajet du train z∈Z allant de la station S1 jusqu’a` la
station S2 entre t1 et t2 [Pajor, 2009]. Cette notion d’horaire est imple´mente´e dans
des mode`les base´s sur les graphes de deux fac¸ons :
– en mode´lisant pour chaque station (qui va eˆtre conside´re´e comme super-noeud),
autant de noeuds (appele´s noeuds-e´ve´nements) qu’il y a d’arreˆts et de de´parts de
la station respective ; [Zhang et al., 2011b] utilisent cette approche et proposent
une solution de planification des itine´raires dans un soit-disant super-re´seau (qui
englobe plusieurs modes de transport) comme celui illustre´ dans la Figure 2.3.
– en mode´lisant un seul noeud par station en associant une proprie´te´ (une fonction)
aux liens entre les noeuds qui donne pour chaque point de de´part la dure´e du
voyage ; [Booth et al., 2009] proposent une mode´lisation d’un re´seau de transport
en commun urbain ayant comme but le calcul des chemins possibles entre un point
de de´part et un point d’arreˆt. Ils de´finissent le re´seau comme un tuple U=(M,
F, L, G), ou` M est l’ensemble des modes de transport M={pedestrian, auto, bus,
urban rail, suburban rail}, F un ensemble d’e´tablissements (facilities) (e.g., centres
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Figure 2.4 – Sche´ma du graphe propose´ par [Booth et al., 2009]
commerciaux, stations d’essence, the´aˆtres), L un ensemble d’attributs associe´ aux
areˆtes du graphe et G un multigraphe oriente´. Comme on peut voir sur la figure
2.4, pratiquement on a un graphe pour chaque mode. Ces graphes sont unifie´s dans
un seul car ils partagent des noeuds. Les noeuds partage´s sont ceux ou` on peut
changer de mode.
[Pajor, 2009] utilise e´galement cette approche pour de´velopper une solution qui
calcule des trajets dans un re´seau multimodal compose´ d’un re´seau routier, un
re´seau de trains et un re´seau de vols.
Pour les deux types de mode`les, les temps de transfert dans chaque station peuvent
eˆtre pris en compte.
En se basant sur ces mode`les de re´seau, des algorithmes de calcul des chemins
dans les graphes comme l’algorithme de Dijkstra [Dijkstra, 1959] ou l’algorithme
Dynet [Tulp and Siklo´ssy, 1991] ont e´te´ modifie´s pour ”parame´trer” ou optimiser la
recherche en fonction des crite`res demande´s par l’application envisage´e (e.g., temps,
distance, nombre de moyens de transport change´s, prise en compte ou pas des ho-
raires).
Vue la multitude d’approches de mode´lisation des re´seaux de transport dans le but
de fournir les applications mentionne´es, un autre aspect crucial qui a e´te´ pris en
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Figure 2.5 – Came´ra installe´e a` l’exte´rieur d’un bus
compte dans la de´marche de de´veloppement des syste`mes de transport intelligent
est l’interope´rabilite´ des diffe´rents mode`les et syste`mes propose´s. Par conse´quent,
des ontologies [Houda et al., 2010] et des formats de descriptions des donne´es lie´es
aux re´seaux de transport (e.g., le format de Google GTFS (General Transit Feed
Specification) 17) ont e´te´ propose´s. [Wong, 2013] pre´sentent la grande utilisation de
GTFS au niveau mondial et ils utilisent le terme de ”standard” pour s’y re´fe´rer.
Assurer le confort des passagers concerne force´ment leur se´curite´. Comme nous
l’avons de´ja` montre´ dans la premie`re section de cet e´tat de l’art, il y a des pro-
jets qui concernent l’e´quipement des moyens de transport en commun avec des
composantes mate´rielles (e.g., capteurs, came´ras) et logicielles (e.g., algorithmes de
filtrage et d’analyse des contenus vide´os) afin d’assurer la se´curite´ des personnes
[Amriki and Atrey, 2014], le projet SURTRAIN 18. Des came´ras de vide´osurveillance
sont installe´es aussi bien a` l’inte´rieur qu’a` l’exte´rieur des bus. La Figure 2.5 montre
une image capture´e par une came´ra installe´e a` l’exte´rieur d’un bus.
Afin de pouvoir tester et valider les mode`les pre´sente´s, le besoin est d’avoir des col-
lections de donne´es publiques et repre´sentatives pour les proble´matiques conside´re´es
ce qui ne repre´sente pas une taˆche facile. Par la suite, nous allons nous inte´resser a`
la question relative a` l’acquisition des donne´es de localisation des objets mobiles :
par quel moyen et quels sont les proble`mes rencontre´s ?





Figure 2.6 – Me´tadonne´es spatiotemporelles associe´es a` une image par un Iphone4
Acquisition des donne´es de localisation
Plusieurs solutions de ge´ne´rateurs de donne´es de localisation des objets mobiles qui
se de´placent dans des re´seaux routiers urbains ont e´te´ propose´es dans la litte´rature
([Saglio and Moreira, 2000], [Pfoser and Theodoridis, 2003]), le plus connu e´tant ce-
lui de [Brinkhoff, 2002]. Ce ge´ne´rateur est tre`s utile pour tester des algorithmes et des
structures d’index qui supportent une large palette de requeˆtes spatiales mais a les
de´savantages que les donne´es ge´ne´re´es sont assez limite´es et le manque d”information
de localisation re´elle le rend tre`s difficile a` ’utiliser dans notre contexte.
Avec les technologies actuelles, les informations spatiotemporelles sont de plus en plus
faciles a` collecter. Dans l’espace outdoor : presque tous les smartphones et came´ras de
nouvelle ge´ne´ration sont dote´es d’un capteur GPS, voire meˆme d’une boussole. Leur
position peut eˆtre identifie´e de fac¸on tre`s pre´cise en utilisant le GPS, les antennes
WiFi ou les cellules GSM [Zandbergen, 2009], [Raimond et al., 2012]. La figure 2.6
montre un extrait des me´tadonne´es associe´es a` une image prise avec un Iphone4.
Nous pouvons observer les coordonne´es GPS et l’angle d’orientation de la came´ra
par rapport a` la direction Nord.
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Figure 2.7 – Localisations fre´quentes enregistre´es par un Iphone4S
A partir de IOS7, les dispositifs iPhone permettent (si souhaite´ par l’utilisateur) de
garder la trace des localisations de l’utilisateur (voir Figures 2.7 et 2.9 19 ).
Re´cemment, Google a mis a` disposition un site 20 ou` les utilisateurs peuvent se
connecter avec leur compte et peuvent retrouver (s’il le souhaitent en choisissant
de garder active´ le service localisation sur leur dispositif mobile) l’historique de leur
de´placements (Figure 2.8). Cet historique est construit a` partir des localisations
de´tecte´es par les capteurs GPS embarque´s dans leur smartphone ou tout autre dis-
positif mobile.
Dans l’environnement ”indoor”, les choses sont plus complique´es car la pre´cision des
coordonne´es GPS est tre`s limite´e. Beaucoup de travaux ont e´te´ mene´s pour essayer de
trouver des solutions au proble`me de la localisation indoor. Les technologies utilise´es
varient beaucoup, des technologies radio (e.g., RFID, WLAN, Bluetooth) ou non
(e.g., infrarouge et ultrason) [Kolodziej and Hjelm, 2006]. Les travaux qui ont essaye´
de proposer des syste`mes de localisation uniformes (qui puissent inte´grer diffe´rents






Figure 2.8 – Exemple d’historique Google de localisations
seulement dans des environnement restreints et controˆle´s [Hansen et al., 2009]. La
proble´matique de la mode´lisation des localisation des objets mobiles dans un envi-
ronnement indoor est de´taille´e dans l’annexe A.
Comme explique´ avant, en ge´ne´ral, en environnement outdoor urbain, la mobilite´
des objets (e.g., personnes, ve´hicules, bus) est contrainte par les re´seaux routiers et
de transport en commun. Avec le de´veloppement des diffe´rents outils disponibles en
ligne comme les API de Google Maps 21, de OpenStreetMaps 22 ou Bing Maps 23 il
est facile de disposer des donne´es concernant les re´seaux routiers urbains et d’autres
objets d’inte´reˆts qui peuvent se trouver dans une ville comme les baˆtiments, les parcs,
les banques, etc.
Le terme de ”open data” de´signe les donne´es rendues publiques dans un format li-
sible par un ordinateur qui permettent aux donne´es d’eˆtre comple`tement accessibles
et utilisables par les utilisateurs finaux 24. Ce mouvement a gagne´ beaucoup de ter-
rain ces dernie`res anne´es parmi les agences fournissant des services de transport en






Figure 2.9 – Statistiques sur les localisations enregistre´es par un Iphone4S pendant
un mois
commun dans les villes. En conse´quence, en suivant le trend Open Data, sont mises a`
disposition des donne´es de´crivant le re´seau de transport (stations, horaires) et meˆme
des APIs qui permettent l’interrogation des horaires en temps re´el. Nous allons citer
l’exemple du projet Toulouse Open Data 25 qui met a` disposition des utilisateurs
des collections de donne´es et des APIs qui leur permettent de re´cupe´rer des donne´es
oﬄine et en temps re´el concernant le re´seau des bus et du me´tro toulousain avec
les horaires de fonctionnement et les positions des bus en temps re´el (la collection
mise a` disposition est base´e sur le format d’e´change des donne´es lie´es au re´seau de
transport urbain GTFS publie´ par Google (voir Annexe B)).
Par la suite, nous allons pre´senter le troisie`me type de donne´es contextuelles qui se
re´fe´rent a` la mode´lisation des informations de´crivant l’aire d’action d’un capteur,




2.3.2 Mode´lisation des informations du contexte de´crivant
le champ de vue d’une came´ra
Repre´sentation des donne´es
Une came´ra situe´e a` une position P et oriente´e dans une direction ~d observe une
aire qui est appele´e champ de vue, sce`ne observe´e ou sce`ne visible et qui de´pend
de l’installation et des proprie´te´s optiques de la came´ra. [Arslan Ay et al., 2008] ont
propose´ de mode´liser la sce`ne visible 2D par une came´ra a` partir de quatre e´le´ments :
– Position P donne´e par un capteur GPS ;
– Direction de la came´ra ~d donne´e par une boussole ;
– Angle de vue θ qui est calcule´ a` partir des caracte´ristiques optiques de la
came´ra (distance focale de la lentille, taille du capteur et niveau de zoom
[Graham et al., 1965]) ;
– Distance visible R qui est la distance maximale a` laquelle un objet est reconnu.
Cette distance peut eˆtre calcule´e en se basant sur le contenu de l’image et de´pend
de l’application (e.g., pour une reconnaissance du visage, la distance est plus petite
que pour une reconnaissance de silhouette).
En conclusion, le champ de vue d’une came´ra a` un instant de temps t peut eˆtre
repre´sente´ comme un tuple de 4 e´le´ments illustre´ par l’e´quation 2.4 :
FOV Scene(P, ~d, θ, R) (2.4)
En fonction des informations disponibles, le champ de vue peut eˆtre re´duit a` un point
PointScene(P), un cercle de centre P et de rayon R CircleScene(P,R) ou une section
d’un cercle comme dans la figure 2.10. Une analyse de toutes les caracte´ristiques des
came´ras qui influencent son champ de vue (horizontal et vertical) est pre´sente´e dans
le chapitre 3 de ce manuscrit.
Ensuite nous allons aborder un proble`me important, celui de l’acquisition de ces
donne´es.
Acquisition des donne´es lie´es au champ de vue d’une came´ra
Collecter des donne´es relatives au changement du champ de vue d’une came´ra dans
le temps n’est pas une taˆche facile car les donne´es proviennent de capteurs diffe´rents
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Figure 2.10 – Champ de vue 2D et 3D d’une came´ra mode´lise´s dans
[Arslan Ay et al., 2008]
engendrant des proble`mes de synchronisation et de gestion des erreurs. Et si on
conside`re en outre le re´seau de transport, le proble`me de trouver un dataset est
impossible a` re´soudre.
Les rares approches qui ont traite´ ce proble`me ont cre´e´ leur propre dataset en asso-
ciant un capteur GPS et une boussole a` une came´ra et en collectant simultane´ment
des donne´es provenant de ces capteurs [Arslan Ay et al., 2008] ou en utilisant les
capteurs inte´gre´s dans les smartphones [Debnath and Borcea, 2013].
[Arslan Ay et al., 2010a] sont partis des observations faites a` partir des
donne´es re´elles qu’ils ont ge´ne´re´es en utilisant le prototype pre´sente´ dans
[Arslan Ay et al., 2008] pour proposer un ge´ne´rateur parame´trable du mouvement
et de la rotation des came´ras. Ils de´finissent un Camera Template qui repre´sente un
sche´ma des caracte´ristiques qui influencent le mouvement de la came´ra. En par-
tant de l’ide´e que le comportement d’une came´ra est influence´ par le but et le
contexte de l’enregistrement vide´o, les auteurs proposent un ”template” contenant
des caracte´ristiques parame´trables par l’utilisateur et qui va constituer l’entre´e du
ge´ne´rateur. Les e´le´ments qui influencent le comportement d’une came´ra sont :
– (1) La trajectoire : trois cas sont conside´re´s :
– (a) la came´ra se de´place dans un re´seau routier et les parame`tres qui influence
son mouvement sont : le re´seau, la vitesse moyenne sur chaque type de rue (e.g,
boulevard, rue secondaire), une acce´le´ration, une de´ce´le´ration, la probabilite´
d’un arreˆt, le temps estime´ d’un arreˆt ;
– (b) la came´ra se de´place librement et les parame`tres qui influencent son mouve-
ment sont : une vitesse moyenne et une distribution initiale des came´ras ;
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– (c) la came´ra a un mouvement mixte qui est influence´ par : une vitesse moyenne,
une probabilite´ de , une dure´e moyenne d’un arreˆt et la distribution et le pour-
centage du mouvement libre ;
– (2) La rotation.
Nous avons traite´ l’aspect mode´lisation des donne´es spatio-temporelles. Nous allons
dans ce qui suit pre´senter les types de requeˆtes qui peuvent eˆtre traite´s en s’appuyant
sur les mode`les mentionne´s.
2.4 Types de requeˆtes supporte´s par les syste`mes
utilisant des metadonne´es spatio-temporelles
Comme pre´sente´ dans l’introduction de ce chapitre, les applications s’appuyant sur
des mode`les de donne´es de localisation et des informations issues de capteurs sont tre`s
diverses. Dans cette section nous pre´sentons les types de requeˆtes qui sont supporte´s
par ces mode`les.
Nous conside´rons comme requeˆte spatio-temporelle toute interrogation de l’utilisa-
teur comportant au moins un e´le´ment de ge´olocalisation ou de situation spatiale
(exprime´e en termes de coordonne´es nume´riques ou de noms symboliques) et/ou
une re´fe´rence temporelle (date, heure, intervalle) [Ilarri et al., 2010]. Les algorithmes
derrie`re les requeˆtes spatio-temporelles sont base´s sur les pre´dicats spatio-temporels
de´crits dans [Erwig and Schneider, 2002a].
Avec l’apparition des approches qui conside`rent le mouvement des objets dans le
cadre des re´seaux routiers et de transport en commun, des solutions de traitement
et d’indexation des donne´es spatiales adapte´es ont e´te´ propose´es (la nouvelle sous
branche du domaine des bases de donne´es spatiales est re´fe´re´e dans la litte´rature
comme SNDB (Spatial Network Databases [Papadias et al., 2003]). En conse´quence,
chaque requeˆte spatiale conside´re´e dans l’espace euclidien a` une correspondance dans
l’espace d’un re´seau routier ou de transport.
2.4.1 Position queries (P)
Les requeˆtes de type position retournent la localisation des objets statiques et mo-
biles, localisation qui est calcule´e en se basant sur un mode`le ge´ome´trique ou symbo-
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Figure 2.11 – Illustration d’un requeˆte de type re´gion [AL-Khalidi et al., 2013]
lique de localisation. Ce type de requeˆte est a` la base de toute autre requeˆte spatio-
temporelle qui utilise l’information de localisation des objets [Afyouni et al., 2012].
2.4.2 Range queries (R)
Les requeˆtes de type re´gion sont des plus populaires dans les application base´es sur la
localisation (LBS- Location Based Systems) et elle re´pondent a` des questions comme :
”Quels sont les restaurants ou les stations d’essence situe´es dans un rayon de 500m
de ma position” ou ”Quelles sont les voitures qui sont passe´es par ce pe´rime`tre” ou
”Quelles sont les voitures situe´es dans un rayon de 1km d’une voiture de police en
mouvement”. Ce type de requeˆtes retourne des informations concernant les objets
situe´s dans une certaine aire ou pe´rime`tre de´fini par l’utilisateur (d’habitude cette
aire est de´finie par rapport a` un objet de re´fe´rence par exemple le cercle de rayon
1km ayant le centre dans la position de l’objet). E´tant donne´e une ge´ome´trie requeˆte
R, la requeˆte est traduite par une fonction qui calcule l’ensemble d’objets O qui
intersectent la ge´ome´trie au moment t (un exemple de ge´ome´trie de requeˆte est
illustre´ dans la Figure 2.11). Comme montre´ par les exemples, les requeˆtes de type
re´gion sont traite´es dans plusieurs cas selon la mobilite´ de la requeˆte et des objets
cibles [Stojanovic et al., 2005] : re´gion requeˆte statique, objets cibles statiques ou
mobiles et re´gion mobile, objets cibles statiques ou mobiles.
Les travaux concernant ce type de requeˆte se concentrent surtout sur la proposi-
tion des me´thodes optimales de traitement de la requeˆte et des techniques et des
structures d’indexation [Papadias et al., 2003]. Traiter une requeˆte spatiale de fac¸on
na¨ıve implique le parcours se´quentiel de la collection d’objets cibles et l’e´valuation de
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Figure 2.12 – Exemple d’une structure d’un index de type R-tree
l’intersection entre la ge´ome´trie de la requeˆte et la ge´ome´trie de chaque objet. Dans
ce cas, le temps d’exe´cution peut exploser surtout quand la re´gion de la requeˆte ou
les objets cibles sont mobiles. En conse´quence, la communaute´ de recherche s’est
beaucoup concentre´e sur le de´veloppement de solutions d’optimisation.
La technique d’optimisation la plus utilise´e dans le traitement de requeˆtes spatiales
est base´e sur l’utilisation des MBRs (Minimum Bounding Rectangle) structure´s dans
un arbre d’indexation appele´ R-tree (illustre´ dans la Figure 2.12). Le traitement
d’une requeˆte spatiale en se basant sur un tel index est re´alise´ en deux e´tapes : une
premie`re e´tape de filtrage suivie d’une e´tape d’affinage. Dans l’e´tape de filtrage, le
R-tree est parcouru a` partir de la racine et a` chaque niveau les MBRs qui intersectent
la re´gion de la requeˆte sont se´lectionne´s. Le re´sultat de cette e´tape est constitue´ par
un ensemble de feuilles du R-tree (Figure 2.12). Ces feuilles contiennent aussi des
pointeurs vers les ge´ome´tries proprement dites des objets qui seront utilise´es dans la
deuxie`me e´tape pour re´aliser une comparaison pre´cise avec la re´gion requeˆte et un
affinage de la liste des objets re´sultats.
[Papadias et al., 2003] conside`re les requeˆte de type re´gion a` l’inte´rieur d’un re´seau
routier. Dans ce cas, les objets retourne´s sont ceux qui se trouvent dans la re´gion
donne´e et en plus qui intersectent les segments du re´seau routier. L’algorithme se base
sur des structures d’indexations inde´pendantes pour le re´seau et chaque ensemble
d’objets cibles (e.g., hotels, stations d’essence).
A cause de la complexite´ des requeˆtes de type re´gion et du temps de
re´ponse qui peut eˆtre tre`s grand, la solution de l’approximation a e´te´ exploite´e
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[AL-Khalidi et al., 2013]
2.4.3 Visibility queries (V)
Les requeˆtes de visibilite´ rajoutent la notion de direction et de champ de vue aux
requeˆtes de type re´gion. Pour une position et une mode´lisation du champ de vue
donne´es, les objets ”vus” son retourne´s. [Simon and Fro¨hlich, 2007] proposent une
mode´lisation 2,5D de l’environnement outdor d’un contexte urbain qui conside`rent
la position, la ge´ome´trie et la hauteur des objets qui composent l’environnement
(e.g., baˆtiments). Le champ visuel de l’objet ”observateur” est calcule´ en fonction
de la position (latitude, longitude, altitude) et l’orientation de l’observateur. En se
basant sur les deux mode`les les objets ”vus” par l’observateur sont retourne´s.
2.4.4 Nearest neighbour queries (NN)
Les requeˆtes NN retournent l’objet le plus proche ge´ographiquement par rapport a` un
objet donne´ par l’utilisateur. E´tant donne´ un espace me´trique (Rn,d), un ensemble
de points candidats P et un ensemble de points requeˆtes Q, la requeˆte est traduite
par une fonction f : Q → P qui pour chaque point de Q cherche dans P le point le
plus proche par rapport a` la distance d [Pajor, 2009] (la formalisation du proble`me
de recherche du voisin le plus proche est donne´ par l’e´quation 2.5). L’algorithme na¨ıf
de re´solution de ce proble`me consiste dans le calcul, pour chaque point requeˆte, de
la distance par rapport a` chaque point candidat puis du choix de celui situe´ a` la
distance minimale. Des approches d’optimisation utilisent des index pour structurer
l’ensemble des points candidats [Moore, 1991]. D’autres approches ont propose´ des
algorithmes optimise´s pour la recherche des k voisins les plus proches (kNN query),
ou` k est parame´trable [Benetis et al., 2006].
f(q) := p⇔ ∀p′ ∈ P : p 6= p′ ⇒ d(p′ , q) ≥ d(p, q) (2.5)
Les approches concernant ce type de requeˆte se de´clinent en fonction de
la mobilite´ des objets requeˆtes et cibles et a` l’espace me´trique de calcul
des distances. La plupart des travaux conside`rent l’espace me´trique euclidien
(2D). Dans cet espace, des approches conside`rent que des objets statiques
(requeˆtes et cibles) [Cheung and Fu, 1998], d’autres des objets requeˆtes mobiles
[Song and Roussopoulos, 2001], [Feng et al., 2007]. Des algorithmes de recherche
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conside´rant la double mobilite´ des points requeˆtes et cibles ont e´te´ propose´s
[Benetis et al., 2006]. Des propositions d’algorithmes qui conside`rent la distance
calcule´e par rapport au graphe d’un re´seau routier ont e´galement e´te´ faites
[Jensen et al., 2003].
2.4.5 Nearest Surrounder Queries(NS)
Similaire a` la de´marche derrie`re les requeˆtes de visibilite´, [Lee et al., 2010] rajoutent
une couche de pre´cision aux requeˆtes de type NN en prenant en compte la direc-
tion dans laquelle les objets re´sultat se trouvent par rapport a` l’objet requeˆte. Plus
pre´cise´ment, a` partir de la position de l’objet requeˆte, la liste des objets situe´s dans
le voisinage le plus proche de l’objet requeˆte (i.e., il n’existe pas d’autres objets entre
l’objet requeˆte et les objets du re´sultat) est ge´ne´re´e avec les angles entre lesquels
chaque objet du re´sultat est le NN de l’objet requeˆte.
2.4.6 Trajectory queries(T)
Les requeˆtes de type trajectoire ne conside`rent pas la position ou la re´gion autour
d’un objet a` un moment donne´ mais le suivi (spatial) du mouvement de l’objet dans
le temps. Nous avons explique´ en de´tail le concept de trajectoire dans la section
2.3.1 de ce chapitre. [Tao et al., 2002] conside`rent le mouvement d’un objet requeˆte
comme un segment reliant tous les points de son mouvement et recherchent le voisin
le plus proche de chaque point du segment. E´tant donne´ un espace me´trique (Rn,d),
un ensemble de segments requeˆtes Q, chaque q ∈ Q est un segment = [s, e]. Le
re´sultat de la requeˆte est un ensemble de < R, T >, ou` R est un point re´sultat et
T un intervalle spatial du segment requeˆte pour lequel R est le voisin le plus proche
[Tao et al., 2002].
2.4.7 Predictive queries
Les types de requeˆtes pre´sente´s concernent les positions passe´es ou en temps
re´elles des objets requeˆtes et cibles. Il y a beaucoup de travaux qui se sont
concentre´es sur l’analyse des mouvements passe´s des objets afin de pre´dire et
de re´pondre aux requeˆtes concernant les positions et trajectoires futures des
objets([Hendawi and Mokbel, 2012],[Zheng et al., 2009]).
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2.5 Bases de donne´es spatio-temporelles
Jusqu’a` maintenant dans ce chapitre nous avons passe´ en revue les principales ap-
proches de´finies dans la litte´rature pour la mode´lisation des donne´es contextuelles
lie´es au mouvement des objets et des capteurs mobiles et a` l’aire d’action d’un capteur
vide´o. Nous allons nous inte´resser par la suite de l’imple´mentation de ces mode`les
dans des bases de donne´es relationnelles donnant naissance aux bases de donne´es
spatio-temporelles.
L’imple´mentation des approches de mode´lisation pre´sente´es des informations spatio-
temporelles associe´es aux objets mobiles dans des bases de donne´es est un domaine
qui a e´te´ beaucoup exploite´ et des propositions ont e´te´ faites pour :
– des mode`les conceptuels et logiques de´veloppe´es au dessus du mode`le relationnel
[Parent et al., 2006],
– des nouveaux types de donne´es (les plus importants e´tant (point, line, region)
avec leur e´quivalents mobiles et leur de´rive´s pour le mouvement contraint
d’un re´seau routier) [Forlizzi et al., 2000], [Guttting and Schneider, 2005],
[Parent et al., 2006],
– des nouveaux pre´dicats topologiques (Meets, Adjacent, Touches, Crosses, Overlaps,
etc.) [Erwig and Schneider, 2002a],
– des nouveaux langages d’interrogation base´ sur SQL [Erwig and Schneider, 2002b]
Des extensions des syste`mes de gestion des bases de donne´es commerciaux pour ge´rer
les objets spatiaux ont atteint de´ja` leur maturite´ et sont utilise´s a` large e´chelle :
Oracle Spatial 26, PostGIS 27, Extension Spatiale de MySQL 28.
Il y a des travaux qui ont propose´ des extension temporelles aux bases de donne´es
spatiales en imple´mentant des types de donne´es spatio-temporels. Par exemple, dans
[Zhao et al., 2011], les auteurs pre´sentent une extension spatiotemporelle nomme´e
STOC (un package PL/SQL) de Oracle Spatial. L’extension contient des types de
donne´es (voir tableau 2.1) et des ope´rations.
L’extension propose´e dans [Zhao et al., 2011], permet de re´pondre a` diffe´rents types
de requeˆtes spatio-temporelles : (1) Spatio-Temporal Range Query (e.g., Quelles sont
les voitures qui ont traverse´ la re´gion X dans la pe´riode de temps Y ?), (2) Spatio-






Type de donne´es Repre´sentation interne
Moving(Bool),
Moving(String) <value, [from, to)>
Moving(Number) <t type, num, chR, [from,to) >,
ou` t type est 0 pour des donne´es discre`tes et
1 pour des donne´es continues,
num est la valeur au de´but de l’intervalle
et chR est le taux de changement de num
Moving(Point) <point, cRX, cRY, [from, to)>
Moving(Region) < region (SDO GEOMETRY), crX1, cRY1, cRX2,
cRY2, [from, to) >
Table 2.1 – Re´sume´ des imple´mentations des types spatiotemporels dans
[Zhao et al., 2011]
a` plus de 10m l’une de l’autre ?), (3) Spatio-temporal Topology Query (e.g., Quelles
sont les paires de voitures qui se sont croise´es ?), (4) Spatio-Temporal Aggregate
Query (e.g., Quels carrefours ont e´te´ visite´s par le plus grand nombre de voitures ?).
Cette approche ne prend pas en compte le re´seau routier ou celui de transport en
commun. De plus, pour exe´cuter des requeˆtes elles utilisent des ope´rateurs de´veloppe´s
et qui ne sont pas de´taille´s.
Ces bases de donne´es spatio-temporelles repre´sentent la structure sous-jacente pour
beaucoup d’applications qui visent des objectifs diffe´rents. Nous allons pre´senter une
comparaison des certaines de ces applications avec un focus sur celles qui traitent la
proble´matique de la recherche du contenu vide´o.
2.6 Comparaison des approches
Plusieurs approches ont propose´ d’utiliser des informations spatiotemporelles lie´es
aux contenus vide´o ou aux objets dans le cadre des syste`mes d’informations. Ces
diffe´rentes approches se diffe´rentient par :
– l’objectif principal de l’application (e.g. : annotation des vide´os et des images
avec des tags textuels, de´veloppement des syste`mes d’aide a` la de´cision base´e
sur l’interrogation des informations ge´ospatiales, de´veloppement des syste`mes de
gestion du trafic) ;
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– les me´tadonne´es sur lesquelles ces syste`mes se basent : position des objets,
ge´ome´trie de la sce`ne observe´e, temps, caracte´ristiques techniques de la came´ra ;
– le type de positions traite´ (ge´ome´trique, symbolique) ;
– la fac¸on dont ces informations sont repre´sente´es dans chaque mode`le de donne´es :
les donne´es sont continues/discre`tes, le champ de vue de la came´ra est repre´sente´
comme une re´gion mobile (une ge´ome´trie) calcule´e pour chaque frame/minute ou
seconde, etc. ;
– le(s) type(s) de requeˆte auxquels le syste`me permet de re´pondre (e.g., key
words(KW), range based(R), nearest neighbor(NN), visibility(V), trajectory(T)).
Par la suite, nous allons pre´senter des approches qui utilisent des donne´es spatio-
temporelles pour des applications diverses en mettant en e´vidence les crite`res de
comparaison que nous venons de pre´ciser. Un tableau synthe´tique est pre´sente´ en fin
de ce chapitre.
Dans [Zhao et al., 2011], les auteurs pre´sentent une extension spatiotemporelle
nomme´e STOC (un package PL/SQL) de Oracle Spatial. Les re´gions mobiles sont
repre´sente´es comme des ge´ome´tries (SDO GEOMETRY 29) qui bougent dans le
temps. Le cas d’utilisation pre´sente´ est un syste`me de gestion des informations
concernant le trafic et qui permet de re´pondre a` des questions comme : ”Quels sont
les ve´hicules qui ont traverse´ une re´gion donne´e ? ”.
Dans [Liu et al., 2009], les auteurs proposent un syste`me (SEVA) qui annote chaque
frame d’une vide´o par la localisation, le timestamp et les objets pre´sents dans le
frame. Le syste`me est compose´ de : (1) une came´ra vide´o, (2) une boussole nume´rique,
(3) un syste`me de localisation, (4) une radio wi-fi associe´e a` la came´ra. Les au-
teurs partent de l’hypothe`se que tous les objets susceptibles d’eˆtre capture´s sur les
vide´os sont dote´s d’un syste`me qui leur permet de transmettre leur localisation (qui
sera capte´e par la radio wi-fi). A partir de la localisation des came´ras et de la lo-
calisation des objets, les images (frames de la vide´o) sont annote´es par les objets
qu’elles sont susceptibles de contenir. Des ope´rations d’interpolation, extrapolation,
synchronisation temporelle et filtrage base´es sur le champ de vue de la came´ra sont
re´alise´es pour affiner les annotations. Les auteurs partent de l’hypothe`se forte que
tous les objets sont munis d’un capteur qui permet au syste`me d’avoir sa localisa-
tion a` chaque moment, ce qui n’existe que dans des environnements controˆle´s. Ils
construisent e´galement la ge´ome´trie du champ de vue pour chaque seconde de vide´o.
Dans [Shen et al., 2011], une approche similaire a` SEVA est pre´sente´e, avec les
diffe´rences suivantes : (1) les objets ne doivent pas transmettre leur position et (2)
29. http ://docs.oracle.com/cd/B19306 01/appdev.102/b14255/sdo objrelschema.htm
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leur ge´ome´trie est prise en compte, et pas uniquement le point de localisation. Pour
chaque seconde de la vide´o, les auteurs calculent le champ de vue associe´ a` la came´ra
et interrogent deux bases de donne´es exte´rieures (OpenStreetMaps et GeoDec) afin
d’extraire les objets qui se trouvent dans la sce`ne filme´e. La liste des objets est affine´e
en e´liminant les objets qui ne sont pas visibles (en calculant une visibilite´ horizontale
et verticale). Pour chaque objet, une liste des tags est calcule´e a` partir des ressources
exte´rieures (e.g., localisation, mots clefs, tags extraits de la page wikipedia associe´e).
Un ranking des tags est effectue´ en se basant sur des crite`res spatiaux (la distance
entre la came´ra et le centre de l’objet, l’aire de l’objet dans le frame annote´, etc.).
Ce syste`me permet ensuite de retrouver des segments de vide´o a` partir des requeˆtes
textuelles en calculant une similarite´ entre les mots de la requeˆte et les tags associe´s
a` chaque segment de vide´o de la base.
Dans [Shahabi et al., 2010], les auteurs pre´sentent un framework d’aide a` la de´cision
base´e sur l’information ge´ospatiale. Leur principale contribution est d’avoir de´fini
une architecture trois tiers qui, en se basant sur une base de donne´es qui inte`gre
des informations provenant de plusieurs sources (images satellitaires, cartes, GIS
datasets, donne´es temporelles, flux vide´o) pour re´pondre a` des requeˆtes spatiotem-
porelles. Un grand effort a e´te´ fait pour le de´veloppement d’une interface qui facilite
une bonne visualisation et interaction (leur proposition inte`gre les solutions de visua-
lisation existantes (Google Maps 30, Google Earth 31) en ame´liorant l’interaction par
le rajout d’une barre temporelle). Toutefois, le mode`le de donne´es et la fac¸on dont les
sources de donne´es sont inte´gre´es (e.g., vide´o streams) ne sont pas clairement de´finis.
Le syste`me ne prend pas non plus en compte la ge´ome´trie des champs de vue des
came´ras, mais uniquement les positions.
Dans [Debnath and Borcea, 2013], une approche d’annotation des images en se ba-
sant sur la localisation et l’orientation de la came´ra est pre´sente´e. L’originalite´ re´side
dans le fait qu’entre la localisation et des caracte´ristiques optiques de la came´ra
(angle de vue), le syste`me propose´ (TagPix) calcule une distance entre l’utilisateur
et diffe´rents objets situe´s dans l’aire de visibilite´ de la came´ra afin de choisir le tag
le plus pertinent. Les principaux points de similarite´ avec notre approche re´sident
dans le calcul du champ de vue et la distance vus par la came´ra sans avoir acce`s au
contenu. TagPix vise l’annotation des photos donc ne conside`re pas la mobilite´ des





Dans [Hwang et al., 2003], les auteurs proposent un sche´ma de me´tadonne´es base´
sur le mode`le MPEG7 32 qui permet de stocker des informations de ge´olocalisation
lie´es aux objets pre´sents dans les sce`nes d’une vide´o. Un syste`me a e´te´ de´veloppe´
(VideoGIS) qui permet a` partir d’un objet de la vide´o se´lectionne´e par l’utilisateur
d’avoir la localisation de l’objet et a` partir d’un objet se´lectionne´ sur une carte d’avoir
toutes les vide´o dans lesquelles l’objet apparaˆıt. L’approche propose´e se rapproche
de la noˆtre par l’utilisation de la localisation et de la direction de la came´ra pour lier
des objets du monde re´el aux sce`nes d’une vide´o, mais aucune explication de´taille´e
n’est fournie concernant l’utilisation de l’information spatiale et temporelle.
Dans [Simon and Fro¨hlich, 2007], les auteurs pre´sentent une analyse des besoins que
les applications ge´ospatiales utilisant les divers capteurs inte´gre´s dans les dispositifs
mobiles doivent accomplir. La plus importante conclusion de leur e´tude est que les
requeˆtes les plus pertinentes pour un contexte d’application mobile sont celles de
visibilite´ (en se basant sur la localisation de l’utilisateur et sur une mode´lisation
de son champ visuel le syste`me doit retourner les objets potentiellement ”vus” par
l’utilisateur). En se basant sur une mode´lisation 2,5D qui associe a` chaque objet
spatial du monde re´el un polygone (la surface que l’objet occupe) et une valeur
qui constitue le hauteur de l’objet (e.g., baˆtiment, monument) et a` partir de la
localisation de l’objet, l’application pre´sente´e intersecte le cercle ayant comme centre
le point de localisation de l’utilisateur et un rayon R parame´trable avec les objets
situe´s dans le rayon et visibles par l’utilisateur (en fonction de leur disposition et
leur hauteur). Les points d’inte´reˆt qui composent le re´sultat sont restitue´s dans un
format XML appele´e ”Visibility model” qui associent a` chaque point d’inte´reˆt les
attributs : identifiant, nom, description, url, longitude, latitude, altitude, distance
(par rapport a` l’utilisateur), orientation (par rapport a` l’utilisateur) et une largeur





































































































































































































































































































Apre`s analyse de l’e´tat de l’art, nous pouvons conclure que :
– a` cause du volume croissant de contenus vide´o acquis par le grand nombre de cap-
teurs vide´os de´ploye´s dans le cadre des syste`mes de vide´osurveillance imple´mente´s
dans les rues, dans les moyens de transport et a` l’inte´rieur des baˆtiments, des
stations de train ou de me´tro, etc., et en ge´ne´ral dans tous ce qui touche la vie
quotidienne (dispositifs mobiles, voitures, etc.), il y a un besoin de plus en plus
grand de s’appuyer sur des e´le´ments de´crivant le contexte (e.g., ge´olocalisation,
orientation, installation, contexte technique) des capteurs vide´os pour de´velopper
des me´thodes et des outils de filtrage du contenu vide´os. La plupart des approches
existantes se focalisent sur le de´veloppement des outils d’analyse du contenu vide´o
qui puissent de´tecter de fac¸on automatique des activite´s, personnes, e´ve´nements
avec des performances qui de´pendent du cas d’utilisation et de la variabilite´ de la
qualite´ du contenu, sans conside´rer un pre´-filtrage des contenus, en se basant sur
des e´le´ments du contexte ;
– dans la de´marche de changement de paradigme par la ”traduction” de
la proble´matique de filtrage des contenus vide´os issus des syste`mes de
vide´osurveillance dans un proble`me de gestion et interrogation des donne´es spatio-
temporelles, nous avons analyse´ les mode`les de donne´es spatio-temporelles exis-
tantes et les algorithmes et me´thodes d’acce`s associe´es et avons fait les observations
suivantes :
– la plupart des approches qui traitent le mouvement des objets dans des
re´seaux routiers ou de transport supposent l’existence d’une e´tape en amont
de nume´risation qui ge´ne`re le graphe routier (les noeuds du graphe qui sont les
intersections des routes et e´ventuellement des points interme´diaires ou` la cour-
bure de la route change), ce qui constitue une hypothe`se assez forte ; nume´riser,
stocker et ge´rer un re´seau routier urbain repre´sente une taˆche lourde ;
– le besoin de l’utilisation des mode`les de donne´es standardise´s (pour la description
des re´seaux routier et de transport) n’est pas conside´re´.
– les approches qui se basent sur des donne´es spatio-temporelles pour diffe´rentes
applications comme la gestion du trafic ou le filtrage et la recherche des contenus
vide´os ne proposent pas de mode`les de donne´es qui inte`grent des informations
concernant tous les e´le´ments auxquels nous nous inte´ressons : re´seau routier, re´seau
de transport, objets mobiles et came´ras.
– dans la plupart des travaux existants les ge´ome´tries des champs de vue des came´ras
sont construites (au moment de l’entre´e dans le syste`me) pour chaque frame et sont
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stocke´es telles quelles ; dans le cas d’un syste`me de vide´osurveillance cela peut vite








La de´finition la plus ge´ne´rique des me´tadonne´es est ”des donne´es sur des donne´es”.
Une de´finition plus pre´cise des me´tadonne´es est ” l’information structure´e qui de´crit,
explique, localise la ressource et en facilite la recherche, l’usage et la gestion. ” 1. Donc,
le principal but des me´tadonne´es est de fournir des informations comple´mentaires
ou extraites automatiquement du contenu multimedia qui soient directement exploi-
tables par des machines dans le cadre des syste`mes d’informations multimedia afin de
faciliter la gestion et la recherche des contenus multimedia. Beaucoup d’e´tudes sur les
me´tadonne´es multimedia [Manzat, 2013], [Raphael Troncy, 2011] concernent surtout
les domaines de l’archivage, des journaux te´le´vise´s, des me´dias sociaux etc. Les tra-
vaux qui se concentrent sur les me´tadonne´es pour la vide´osurveillance sont beaucoup
moins nombreux et n’ont pas le meˆme niveau de maturite´ car la ”nume´risation” de
ces syste`mes (par l’utilisation des came´ras IP) est un processus relativement re´cent.
Les particularite´s des syste`mes de vide´osurveillance qui posent proble`mes dans la
de´marche de de´finition d’un format (structure + dictionnaire) de me´tadonne´es sont
les suivantes :
– peu de requeˆtes et beaucoup de contextes (la plupart des ”requeˆtes” vise la
1. National Information Standards Organization, 2004. Understanding metadata.
Me´tadonne´es pour la vide´osurveillance
de´tection ou l’identification d’une personne ou d’un ve´hicule dans des collections
de vide´os prises dans des contextes tre`s he´te´roge`nes) ;
– grand volume : impossibilite´ de tout indexer (a` cause du risque d’avoir des index
aussi volumineux voire plus que les donne´es) ;
– un grand nombre de syste`mes ayant des diffe´rents proprie´taires, utilisant leurs
propres formats de donne´es et de me´tadonne´es ce qui a comme conse´quence un
manque d’interope´rabilite´ entre les diffe´rents syste`mes (e.g., c’est difficile pour les
agents de la RATP d’avoir une utilisation directe des contenus issues des syste`mes
de la SNCF).
Comme explique´ dans l’introduction de ce me´moire, a` partir de l’analyse du contexte
d’usage de la vide´oprotection, la principale question qui se pose est : quelle  boite
a` outils  fournir aux ope´rateurs pour les assister dans leur taˆche et les aider a`
re´duire le temps de recherche dans des situations d’urgence avec un impact direct
sur la se´curite´ socie´tale, tout en favorisant l’interope´rabilite´ des diffe´rents syste`mes
de vide´osurveillance ? Dans ce sens, le standard international ISO22311 vise a` fournir
un profil d’interope´rabilite´ qui constitue un format d’e´change de donne´es. Le besoin
de s’appuyer sur d’autres types d’informations dans un contexte de filtrage et de
recherche d’extraits vide´o dans une collection de vide´osurveillance (par exemple dans
le cadre d’une enqueˆte judiciaire) ressort de la norme ISO 22311 publie´e graˆce aux
efforts communs des principaux acteurs du domaine de la vide´osurveillance en France
et au niveau international. La norme spe´cifie un format commun pour les donne´es qui
peuvent eˆtre extraites des syste`mes de collecte du domaine de la vide´osurveillance,
par exemple a` des fins d’enqueˆte. Le dictionnaire de me´tadonne´es propose´ dans la
norme contient des e´le´ments de localisation des came´ras, description de la sce`ne
observe´e par chaque came´ra, caracte´ristiques optiques de la came´ra, etc. Il de´finit
e´galement les exigences techniques minimales garantissant que le contenu nume´rique
de vide´osurveillance exporte´ soit compatible avec les syste`mes de relecture. Enfin,
il cherche a` e´tablir un niveau de qualite´ approprie´ pour les donne´es et de contenir
toutes les informations de contexte (me´tadonne´es) ne´cessaires pour leur traitement.
Ce dictionnaire est pourtant non-exhaustive. En plus, le texte de la norme ne contient
pas d’e´le´ments concernant la modalite´ de renseignements ou de mise en oeuvre du
standard. En conse´quence, par la suite nous proposons un e´tude des me´tadonne´es
utiles dans le contexte de la vide´osurveillance que nous avons re´alise´ dans le cadre
du projet ANR METHODEO, avec un focus sur les caracte´ristiques des conditions
de prise de vue des came´ras de vide´osurveillance. La deuxie`me partie de ce chapitre
est consacre´ a` la structuration du dictionnaire de me´tadonne´es dans un format qui
vise a` enrichir la norme ISO22311.
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L’utilisation croissante de la vide´osurveillance dans les lieux publics conduit a`
l’e´laboration de syste`mes de surveillance complexes comprenant un grand nombre
de came´ras et qui ont a` ge´rer des quantite´s massives de donne´es. Les syste`mes de
surveillance doivent satisfaire un ensemble d’exigences fonctionnelles allant de la
transmission vide´o en temps re´el a` la re´cupe´ration des donne´es archive´es, en passant
par les outils d’analyse automatique et par l’annotation des donne´es vide´os en se
basant sur les me´tadonne´es.
Historiquement, les syste`mes de surveillance ont e´te´ conside´re´s comme des solutions
ferme´es et sur mesure loin d’eˆtre normalise´es. Mais l’utilisation intensive de la vide´o
surveillance au cours des dernie`res anne´es a acce´le´re´ la demande de la normalisation
et d’utilisation des outils d’analyse du contenu dans ce domaine d’application. Deux
aspects sont a` conside´rer dans la normalisation : le format de communication des
informations vide´o et les me´tadonne´es mode´lisant les informations lie´es aux contenus
(e.g., donne´es techniques ou de localisation lie´es a` la came´ra) et les re´sultats des
analyses effectue´es sur les contenus. Ces me´tadonne´es doivent eˆtre inde´pendantes
des algorithmes et des syste`mes d’analyse. Elle peuvent eˆtre utilise´es pour re´aliser
diffe´rentes taˆches lie´es a` l’exploitation du contenu (e.g., filtrage ”ne´gatif” du contenu,
e´valuation des algorithmes d’analyse du contenu, recherche d’information, archivage),
a` l’installation des came´ras (e.g., parame´trage du syste`me) et au controˆle du syste`me
de vide´osurveillance.
Par la suite, nous allons pre´senter les crite`res de classification pertinents pour notre
analyse.
3.2 Classification des me´tadonne´es
Plusieurs auteurs [Bohm and Rakow, 1994], [De Sutter et al., 2006],
[Lassila, 1998],[Pereira et al., 2008] ont essaye´ de re´aliser une classification des
me´tadonne´es en fonction de diffe´rentes caracte´ristiques comme l’objectif principal
de la description ou le niveau se´mantique concerne´ par les me´tadonne´es. Dans
notre contexte, nous avons retenu trois crite`res de classification des me´tadonne´es
caracte´risant les conditions de prise de vue dans les syste`mes de vide´osurveillance :
(1) l’objet de la description fournie par les me´tadonne´es a` plusieurs niveaux de
granularite´ (me´tadonne´es associe´es au syste`mes, me´tadonne´es associe´es aux sce`nes
filme´es par les came´ras qui composent le syste`me et me´tadonne´es associe´es aux
sce´narios qui se suivent dans des sce`nes), (2) la mutabilite´ des me´tadonne´es
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(me´tadonne´es qui changent ou pas avec le temps), (3) la modalite´ de renseignement
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Table 3.1 – Classification
La section suivante repre´sente un zoom sur les came´ras de vide´osurveillance et tous
les parame`tres associe´s qui influencent les conditions de prise de vue.
3.3 Came´ras de vide´osurveillance
Les performances de tout syste`me de vide´osurveillance re´sident dans les performances
des came´ras qui le composent et de leur installation (position, re´glages, etc.).
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Avec le de´veloppement technologique, l’installation des came´ras (avec d’autres cap-
teurs inte´gre´s comme le GPS ou la boussole) peut se faire de manie`re efficace du
point de vue du couˆt et de la consommation d’e´nergie sur des plateformes fixes ou
sur tout dispositif mobile. Comme conse´quence, des came´ras sont installe´es dans les
rues, dans des baˆtiments, sur des ve´hicules publics comme les bus, les voitures de
police et les ambulances. La came´ra embarque´e s’est de´ja` largement ge´ne´ralise´e en
Russie, en Asie et aux E´tats-Unis (depuis le 1er nomvembre 2012, tous les ve´hicules
neufs aux E´tats-Unis sont e´quipe´s d’une came´ra embarque´e) et commence a` prendre
de l’ampleur en France aussi. A Las Vegas, elle est meˆme obligatoire dans les taxis et
les transports publics. En Russie, ou` des pie´tons se jetaient volontairement sous les
roues des voitures pour ensuite accuser les automobilistes, les dashcams (des petites
came´ras que l’on fixe a` l’aide d’une ventouse sur le pare-brise des voitures) se sont
vendues en tre`s grand nombre 2.
Les sce`nes capture´es par la came´ra changent avec la rotation de la came´ra et avec
son de´placement. Les technologies modernes de´veloppe´es autour de ces came´ras faci-
litent l’extraction d’une multitude de me´tadonne´es qui permettent sans meˆme avoir
acce`s a` l’image d’extraire des informations pre´cises sur la sce`ne filme´e par la came´ra.
Ces me´tadonne´es peuvent eˆtre sauvegarde´es avec l’image ou se´pare´ment dans des
diffe´rents formats [Se`des, 1998], [Manzat, 2013].
Dans les sections suivantes, nous allons pre´senter ces me´tadonne´es en expliquant leur
utilite´ pour l’exploitation des contenus issus des syste`mes de vide´osurveillance.
3.3.1 Champ de vue d’une came´ra
Une came´ra situe´e a` une certaine position, avec une certaine orientation et instal-
lation peut filmer une certaine aire. Le champ de vue repre´sente l’aire de la sce`ne
surveille´e par une came´ra. Le champ de vue est vertical et horizontal. Cette aire est
influence´e par un nombre de parame`tres spe´cifiques a` chaque came´ra. La Figure 3.1
illustre le champ de vue et ses parame`tres (pre´sente´s dans le Tableau 3.2 et explique´s
par la suite).
Les capteurs d’image de la came´ra sont des matrices de cellules photosensibles qui
re´cupe`rent la lumie`re et la transfe`rent sous forme de tension e´lectrique a` un conver-
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Figure 3.1 – Champ de vue d’une came´ra
capteurs base´s sur deux technologies : CCD et CMOS 3, les capteurs CCD ayant une
meilleure qualite´ de l’image que les capteurs CMOS, qui s’explique principalement
par une meilleure sensibilite´ a` la lumie`re.
La dimension classique du film sur lequel est ”imprime´e” l’image est de 24 mm x
36 mm (qui est appele´ souvent 24x36 ou film 35mm). Aujourd’hui, la dimension
des capteurs existant vont de 40% a` 100% de cette dimension. Les dimensions des
capteurs les plus utilise´s aujourd’hui sont : 1/4” (3,2mm x 2,4mm) , 1/3.6”(4mm x
3mm), 1/3”(4,8mm x 3,6mm) , 1/2.5”(5,76mm x 4,29mm), 1/2”(6,4mm x 4,8mm),
2/3”(8,8mm x 6,6mm) et 1”(12,8mm x 9,6mm). Les diffe´rentes tailles du capteur
engendrent des champs de vue correspondants diffe´rents en relation aussi avec l’angle
de vue au moment de la capture et la distance focale de la lentille utilise´e par la
came´ra.
La relation entre l’angle de vue, la taille du capteur et la distance focale de la lentille
est donne´e par la formule 3.1 [Hecht, 2001]. Pour la meˆme distance focale, si la taille
du capteur diminue, le champ de vue devient plus e´troit. Autrement, pour la meˆme
taille du capteur, si la distance focale de la lentille est plus petite, le champ de vue
devient plus large mais moins profond (voir Figure 3.2 4). La relation entre l’angle
de vue et R est donne´e par l’e´quation 3.2. La valeur de R est celle pour laquelle
3. http ://www.axis.com/fr/files/whitepaper/wp ccd cmos 40722 en 1010 lo.pdf
4. http ://www.honeywellvideo.com/documents/L CAMTECGDB D.pdf
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Parame`tre Description
α Angle de vue (horizontal ou vertical)
d Taille du capteur
F Distance focale de la lentille
Dmax Distance de visibilite´ maximale
Dmin Distance de visibilite´ minimale
(apparaˆıt avec l’inclinaison de la came´ra (voir section suivante))
R le cote´ du triangle forme´ par le champ de vue de la came´ra
L Taille du film classique (35mm)
H La hauteur d’installation de la came´ra
θ L’angle d’inclinaison de la came´ra
Hmin La hauteur de l’objet cible
Table 3.2 – Parame`tres du champ de vue d’une came´ra
l’objet est ”visible” dans l’image. Cette valeur est diffe´rente en fonction de la taille
de l’objet cible et de l’application (e.g., de´tection, reconnaissance, identification).
α = 2 arctan d2F (3.1)
α = 2 arctan
d(R cos(α2 )− F )






Prenons l’exemple de la came´ra d’un Iphone4 (que nous avons e´galement utilise´ dans
nos tests). La came´ra principale d’un Iphone4 a les caracte´ristiques suivantes :
– Type de capteur : CMOS
– Taille du capteur : 4.54 x 3.39 mm (diagonale 5.67 mm)
– Re´solution : 5.0 Mpixels (2592 x 1936) 1/3.2”
– Distance focale : 3.85 mm
En conse´quence l’angle de vue horizontal est donne´ par le calcul 3.4 et l’angle de vue
vertical est donne´ par le calcul 3.5.
α = 2 arctan 4.522 ∗ 3.85 = 60.8
◦ (3.4)
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Figure 3.2 – Champ de vue d’une came´ra pour des diffe´rentes distances focales
α = 2 arctan 3.392 ∗ 3.85 = 47.5
◦ (3.5)
La position de la came´ra et les caracte´ristiques optiques de son champ de vue ne
sont pas suffisantes pour de´terminer pre´cise´ment la sce`ne ” vue ” par une came´ra a`
un moment donne´ (voir Figure 3.3). Des came´ras situe´es dans une meˆme position
peuvent ”regarder” dans des directions diffe´rentes. L’orientation d’une came´ra est
importante pour de´finir la direction de vue.
(a) (b)
Figure 3.3 – Des came´ras ayant la meˆme position mais des champs de vue diffe´rents
L’orientation d’une came´ra est de´finie comme l’angle horizontal de de´viation(donc
celui de de´viation de l’axe z de la figure 3.4(a)) par rapport a` une re´fe´rence qui peut
eˆtre le Nord Ge´ographique ou le Nord Magne´tique (angle appele´ aussi azimut). La
formule 3.6 montre que l’azimut par rapport au Nord Magne´tique (Zv) est e´gal a`
l’azimut par rapport au Nord Ge´ographique (Zc) plus une de´viation. La de´viation
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(a) (b)
Figure 3.4 – Direction de vue d’une came´ra
(cf. la formule 3.7) est l’angle entre le Nord Ge´ographique et celui Magne´tique (D)
et une de´viation interne de la boussole (I) (due a` d’autres champs magne´tiques
pre´sents dans le voisinage de la boussole par exemple). Dans nos travaux nous allons
conside´rer I=0. D de´pend de la position GPS et de la date et peut eˆtre trouve´ sur
des sites comme celui de l’organisme ame´ricain NOAA (National Geophysical Data
Center) 5.
Zv = Zc +W (3.6)
W = D + I (3.7)
A part la localisation, les caracte´ristiques optiques et l’orientation d’une came´ra, ses
parame`tres d’installation impactent aussi son champ de vue. Par la suite nous allons
pre´senter ses parame`tres d’installation.
5. http ://www.ngdc.noaa.gov/geomag-web/#declination
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Figure 3.5 – Installation d’une came´ra et ses parame`tres
3.3.2 Installation d’une came´ra
Pour une meilleure pre´cision du champ de vue, l’installation de la came´ra peut eˆtre
prise en compte. La hauteur et l’angle d’inclinaison de la came´ra de´terminent la
distance maximale visible par la came´ra (Dmax) et la zone d’ombre (Dmin) qui n’est
pas visible par la came´ra. L’installation peu changer avec le temps donc nous allons
de´finir l’installation d’une came´ra comme le triplet (inclinaison, hauteur, t).
La figure 3.5 montre l’installation d’une came´ra avec les parame`tres qui influencent
l’aire vue par la came´ra. Les e´quations 3.8, 3.9, 3.10 illustrent les formules utilise´es
pour le calcul de Dmax et Dmin.
β = 90◦ − θ − αvertical2 (3.8)
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Figure 3.6 – Installation d’une came´ra : Distance de visibilite´ maximale
3.4 Proposition d’un dictionnaire de me´tadonne´es
pour la vide´osurveillance
Par la suite, nous allons pre´senter, en respectant la classification propose´e dans la sec-
tion 3.2 le dictionnaire de me´tadonne´es utiles dans le cadre de la vide´osurveillance. Le
dictionnaire est structure´ en trois grandes cate´gories : (1) Me´tadonne´es de´crivant le
syste`me de vide´osurveillance, (2) Me´tadonne´es de´crivant la sce`ne observe´e par chaque
came´ra du syste`me et (3) Me´tadonne´es de´crivant des sce´narios d’inte´reˆt ayant lieu
dans les sce`nes filme´es. Chaque cate´gorie contient des sous-cate´gories correspondant
aux me´tadonne´es statiques et dynamiques. Pour chaque type de me´tadonne´e, nous
allons donner une courte description montrant son utilite´ et la fac¸on dont elle est
renseigne´e (manuellement, semi-automatiquement, automatiquement). Un tel dic-
tionnaire peut servir a` plusieurs taches concernant les organismes (publiques ou
prive´s) qui exploitent au quotidien les syste`mes, les installateurs qui doivent pa-
rame´trer les syste`mes, les autorite´s de controˆle des syste`mes mises en place et des
enqueˆteurs qui doivent exploiter les vide´os issues de plusieurs syste`mes.
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3.4.1 Des me´tadonne´es associe´es aux syste`mes de
vide´osurveillance
Me´tadonne´es Statiques
Les informations ge´ne´riques importantes relatives aux syste`mes de vide´osurveillance
sont : le proprie´taire (e.g., la RATP, un centre commercial, une banque) et si celui-ci
est un client prive´ (e.g., un centre commercial) ou une collectivite´ publique (e.g., la
mairie d’une ville) ce qui induit des contraintes (le´gislatives) diffe´rentes sur l’utilisa-
tion des donne´es (voir tableau 3.3).











ser de cette informa-
tion pour savoir si
les donne´es sont acces-
sibles ou non)
Manuelle
Table 3.3 – Me´tadonne´es statiques associe´es aux syste`mes de vide´osurveillance
Chaque syste`me de vide´osurveillance est compose´ de plusieurs came´ras caracte´rise´es
par des descriptions statiques (voir tableau 3.4).
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Table 3.4 – Me´tadonne´es statiques associe´es aux came´ras
Chaque syste`me de vide´osurveillance peut se voir associe´ aussi un ensemble d’Outils
d’analyse vide´o. Il est essentiel de connaˆıtre les fonctionnalite´s et les contraintes
d’exe´cution des outils d’analyse vide´o pour pouvoir mettre en place une indexation
intelligente des contenus vide´o. Par exemple, un outil peut de´tecter et classifier les
objets pre´sents dans la sce`ne. La classification donne les performances attendues si
les objets ont une densite´ de pixels horizontale de 250 pixels au me`tre. Du coup la
came´ra doit eˆtre installe´e a` une distance/hauteur/inclinaison approprie´e par rapport
a` la sce`ne observe´e.
Les informations concernant les contraintes d’exe´cution des outils sont renseigne´es
par les de´veloppeurs. Dans [Codreanu et al., 2011] nous pre´sentons une proposition
de mode`le de description des outils d’analyse des contenus multime´dias et de formu-
laire (conforme au mode`le) en ligne qui est renseigne´ par les de´veloppeurs des outils et
sauvegarde´ dans une base de donne´es. Dans [Brut et al., 2011c] et [Brut et al., 2011b]
nous illustrons l’utilisation du mode`le de description pour la se´lection des outils en
fonction du besoin de l’utilisateur (e.g., si on veut de´tecter un sac perdu nous n’allons
pas exe´cuter d’algorithmes qui de´tectent des personnes) et des e´le´ments du contexte
(en fonction des performances des algorithmes dans diffe´rents contextes comme la
luminosite´, les conditions me´te´o).
Les deux e´le´ments du mode`le pre´sente´ dans [Codreanu et al., 2011] obligatoires pour
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le contexte de la vide´osurveillance sont la fonctionnalite´ de l’outil (e.g., reconnais-
sance, de´tection de personne, extraction de couleurs) qui sera compare´e avec le besoin
de l’utilisateur (e.g., l’enqueˆteur) et les conditions (ou contraintes) d’exe´cution qui
repre´sentent les conditions de format de donne´es, de qualite´ d’enregistrement, de
re´solution, de taille maximum et minimale des objets a` de´tecter, etc. qui doivent eˆtre
remplies pour que l’outil fonctionne comme pre´vu (voir tableau 3.5). Dans l’analyse
du besoin les fonctions d’analyse vide´o identifie´es a` partir des entretiens avec les
ope´rationnels dans le cadre du projet METHODEO et l’e´tude de l’existant sont :
de´tection du mouvement, de´tection de la de´gradation ou du mauvais fonctionne-
ment des cameras, monitoring du trafic routier, comptage de personnes, monitoring
de groupes de personnes, reconnaissance de personnes, de´tection et suivi de per-
sonnes et de groupes de personnes, reconnaissance de visages, de´tection de visages,
de´tection d’intrusions, de´tection et suivi de ve´hicules et de groupes de ve´hicules ,
de´tection de bagages abandonne´s, reconnaissance de gestes, reconnaissance d’acti-
vite´s de personnes et de groupes de personnes (la liste n’est pas exhaustive). Comme
perspective nous envisageons de de´finir un dictionnaire de fonctionnalite´s qui pourra
eˆtre utilise´ dans le renseignements des me´tadonne´es.
Le besoin d’avoir ce type de controˆle est montre´ par l’apparition des normes tech-
niques comme celles publie´es dans l’arreˆte´ d’aouˆt 2007 6 ou dans la norme EN50132-
7 7. Ces normes ont identifie´ diffe´rentes grandes cate´gories de taches qui doivent eˆtre
accomplies par les syste`mes de vide´osurveillance et avec des exigences en termes de
qualite´ d’image correspondantes [AN2V, 2014].
La densite´ de pixels au me`tre est relative car pour que les pixels soient exploitables
(jour et nuit) plusieurs e´le´ments doivent eˆtre pris en compte par les spe´cialistes :
contraste, luminosite´, vitesse d’obturation, champ de vue etc.
Me´tadonne´es Dynamiques
Les me´tadonne´es dynamiques de´crivant les came´ras qui composent un syste`me de
vide´osurveillance concernent : le champ de vue et les caracte´ristiques optiques des
came´ras (voir tableau 3.7), les informations de localisation (voir tableau 3.8) et des
caracte´ristiques de qualite´ d’image (voir tableau 3.9)
6. http ://www.legifrance.gouv.fr/affichTexte.do ?cidTexte=JORFTEXT000000649127
7. http ://www.en-standard.eu/csn-en-50132-7-ed-2-alarm-systems-cctv-surveillance-systems-
for-use-in-security-applications-part-7-application-guidelines/ ?gclid=CjwKEAiAt4mlBRDXwt
m9ICU4DcSJAAS X0WqxuzN2ouEvRFO3pwIen0DBvY 4Dop7cPVKpYo-6eSBoCVdLw wcB
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Table 3.5 – Me´tadonne´es statiques associe´es aux outils d’analyse du contenu
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me`tre Objectifs Applications types
Exploitation N/A
Came´ra qui n’est pas
destine´e a` une sur-















Permet de faire une
leve´e de doute, de
diffe´rencier des indi-
vidus entre eux et
de comprendre leur
inter action afin de







un individu ou un ob-
jet qui a e´te´ de´ja`
de´tecte´ auparavant






individu ou un objet
avec une grande pro-
babilite´
Entre´es, portes de services,
Escalators
Inspection >800 Permet de distinguer Entre´es, portes de services,Escalators
Table 3.6 – Synthe`se des exigences en termes de qualite´ d’images en fonction des
applications cibles des came´ras de vide´osurveillance [AN2V, 2014]
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Libelle Commentaire Modalite´ de renseignement
Taille du cap-
teur
Double X Double :la
taille (horizontale et
verticale) (en mm)
du capteur utilise´ par
le mode`le de came´ra
choisi (comme ex-
























tir d’un outil de calibration)
Hauteur d’ins-
tallation Valeur (Double) Manuelle
Table 3.7 – Me´tadonne´es dynamiques concernant le champ de vue d’une came´ra
Libelle Commentaire Modalite´ de renseignement
Syste`me de








ou valeur nume`rique Manuelle/Automatique
Table 3.8 – Me´tadonne´es dynamiques concernant la localisation d’une came´ra
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mouvement de camera (sta-
bilisation / suivi de point
d’inte´reˆt image/Calcul de la











l’image Largeur x Hauteur
Automatique (Extraction
du codec)
Table 3.9 – Me´tadonne´es dynamiques concernant la qualite´ des images issues d’une
came´ra de vide´osurvaillance
3.4.2 Me´tadonne´es sce`ne observe´e (description de l’environ-
nement de la sce`ne filme´e par la came´ra)
Les me´tadonne´es de´crivant l’environnement de la sce`ne filme´e par une came´ra sont
dynamiques et sont pre´sente´es de fac¸on synthe´tique dans le tableau 3.10.
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Jour/Nuit Chaˆıne de caracte`res
(Semi)-Automatique (ap-
prentissage sur vecteurs de
descripteurs images)
Me´te´o Chaˆıne de caracte`res
(Semi)-
Automatique(apprentissage




l’aide du luxme`tre ou cal-






Manuelle (voir liste en
dessous)/ Apprentissage
sur descripteurs locaux :
mouvement, forme / cou-
leur / fre´quence apparition,
de´formation / rigidite´
Table 3.10 – Me´tadonne´es dynamiques associe´es a` la sce`ne filme´e par la came´ra
Avoir des informations concernant une activite´ particulie`re dans une sce`ne peut eˆtre
utile car cela influence la qualite´ de l’image et donc le score ”d’utilisabilite´” de celle-
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ci et donc le choix des outils d’ame´lioration de la qualite´ de l’image et de de´tection
d’objets ou d’e´ve´nements. Une liste non-exhaustive des activite´s pertinentes pour le
contexte de la vide´osurveillance est :
– ouverture/fermeture des portes/barrie`res ;
– surveillance d’une porte avec de la lumie`re du jour dehors et un environnement
plus sombre a` l’inte´rieur ;
– surveillance des ve´hicules qui entrent dans un parking ou un tunnel avec de la
lumie`re du jour dehors et une illumination faible a` l’inte´rieur ;
– ve´hicules avec des phares puissants ou avec des clignotements de feux de signali-
sation ;
– environnements avec beaucoup de lumie`re refle´te´e comme les baˆtiments avec beau-
coup de miroirs ;
– mouvements de ve´ge´tation ;
3.4.3 Me´tadonne´es sce´nario (description des objets et des
e´ve´nements de la sce`ne)
Le fait d’avoir distingue´ les me´tadonne´es de´crivant la sce`ne et celles de´crivant le
sce´nario nous ame`ne a` se´parer les entite´s objet en objets de contexte (e.g., banques,
arbres, objets sur les quais du me´tro) et objets d’inte´reˆt (e.g., personne, ve´hicule,
groupe de personnes, groupe de ve´hicules) et les entite´s e´ve´nement en e´ve´nements de
contexte (e.g. ouverture d’une porte ou d’une barrie`re) et e´ve´nements d’inte´reˆt (e.g.,
bagarre, vol de sac). Les entite´s peuvent eˆtre de contexte ou d’inte´reˆt en fonction du
contexte d’utilisation des me´tadonne´es respectives (e.g. un ve´hicule stationnant au
bord d’une rue peut faire partie du contexte si on cherche a` de´tecter des personnes
ou d’inte´reˆt si on cherche a` de´tecter des ve´hicules).
Les me´tadonne´es concernant les objets consistent ge´ne´ralement en une localisation
de l’objet dans l’image (e.g., un point, une liste de points, une boˆıte englobante) qui
se voit associe´ diffe´rents attributs ge´ne´riques (valables pour tous les objets) et/ou
spe´cifiques au type d’objet de´crit et a` l’application ou a` la tache vise´e. Par la suite
nous allons pre´senter des tableaux avec les caracte´ristiques ge´ne´riques des objets
(voir tableau 3.11) et avec les descriptions spe´cifiques aux objets de type personne
(voir tableau 3.12) et aux objets de type ve´hicule (voir tableau 3.13).
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Type Classe Exemples
Objets d’inte´reˆt Personne Adulte, Enfant
Groupe de personnes
Ve´hicule Voiture, Camion, Train, Rame de me´tro
Groupe de ve´hicules
Autres Animal, Insecte, Sac a` main, Bagage, Vi-sage, Bras, Signes distinctifs
Objets de
contexte Porte, Arbre, Barrie`re
E´ve´nements
d’inte´reˆt
Vol du sac a` l’arrache´e, Personne qui en-
tre/sort d’une voiture
E´ve´nements
de contexte Ouverture d’une porte, d’une barrie`re








entre 2 positions de´finies
sur 2 images cle´s initialise´es
manuellement ou via un
de´tecteur)
Identifiant Chaˆıne de caracte`res
Manuelle, (Semi)-
automatique (algorithmes
de suivi d’un signature
visuelle)






Double x Double (Lar-
geur x Hauteur)
Automatique (A partir des
boˆıtes englobantes et d’une








tissage, a` partir des boˆıtes
englobantes, du mouve-
ment, d’un de´tecteur)
Table 3.11 – Me´tadonne´es ge´ne´riques associe´es aux objets
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Libelle Commentaire Modalite´ de renseignement
Localisation
du visage
Point (x,y), Liste de
points, Bounding box
(Semi-)Automatique (Algo-
















































de caracte´ristiques : SIFT,





















Table 3.12 – Me´tadonne´es ge´ne´riques associe´es aux objets de type personne
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Les diffe´rents objets pre´sents dans les sce`nes participent aux e´ve´nements. Les
me´tadonne´es qui de´crivent les e´ve´nements sont dynamiques et sont pre´sente´es dans
le tableaus 3.14.












tique de la pre´fecture a` partir
de la plaque d’immatricula-
tion)
Plaque d’im-







Liste de paires : forme-
texte
Manuelle, (semi-)automatique
(de´tecteur de formes, appren-
tissage, OCR)
Table 3.13 – Me´tadonne´es ge´ne´riques associe´es aux objets de type ve´hicule
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Libelle Commentaire Modalite´ de renseignement
Identifiant Chaˆıne de caracte`res
Automatique (Attribue´ a`
chaque nouveau e´ve´nement
ou utilisation d’un diction-
naire ou d’une ontologie
[SanMiguel et al., 2009])








tique (Utilisation d’un dic-








Table 3.14 – Me´tadonne´es ge´ne´riques associe´es aux e´ve´nements
3.5 Norme ISO 22311
La norme ISO 22311 vise a` faciliter l’interope´rabilite´ des syste`mes de
vide´osurveillance en de´finissant un format d’export des donne´es et des me´tadonne´es
issues de tels syste`mes.
3.5.1 Structuration des donne´es vide´o
Les donne´es issues d’un syste`me de vide´o surveillance doivent eˆtre structure´es selon
le format de la Figure 3.7.
Les donne´es sont organise´es de manie`re hie´rarchique dans des fichiers, dossiers et
groupes de dossiers. Le rangement en fichiers et dossiers est re´alise´ conforme´ment
a` des cre´neaux temporels de re´pertoire (DTS) et cre´neaux temporels de fichiers
(FTS) (le temps est coordonne´ utilisant le temps universel (UTC)). Chaque fi-
chier contient des donne´es (audio/video) provenant de plusieurs sources (came´ras),
un index par contenu (audio/video) permettant l’acce`s pre´cis a` toute image et
tout moment (de la vide´o) spe´cifiques et des me´tadonne´es pour chaque source
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Figure 3.7 – Format du paquet audio-vide´o exporte´ d’un syste`me de
vide´osurveillance
et dossier (Figure 3.8). Les fichiers vide´os de chaque dossier sont nomme´s selon
la re`gle : <track nom> video <type of encoding> <timestamp>.<extension>, ou`
<track nom> est le nom de la piste vide´o, <type of encoding> de´signe le type d’en-
codage de la vide´o, <timestamp> repre´sente l’estampille temporelle du de´but de la
vide´o et <extension> est l’extension du fichier.
Pour un minimum d’interope´rabilite´ (niveau 1 de la norme), les fichiers de description
pour chaque dossier sont des fichiers XML et contiennent les e´le´ments suivants :
– La liste des FTS avec leur heure de de´but
– ID/De´tails de chaque source (came´ra)
– Type : video/audio/me´tadonne´es
– Codec
– De´tails relatifs au contenu (nombre de pixels de l’image, e´chantillonnage de
l’audio, etc.)
– Type d’encapsulation (formats spe´cifie´s dans la norme)
– Donne´es de localisation de la sce`ne observe´e
– Localisation du centre de la sce`ne (coord GPS)
– Positions des coins de la sce`ne (coord GPS)
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Ces e´le´ments ne sont pas suffisants et pour une exploitation plus rapide et effi-
cace des contenus vide´o, la norme propose des exigences relatives aux me´tadonne´es
supple´mentaires. Dans la section suivante nous pre´sentons les dictionnaires de
me´tadonne´es (concernant les capteurs et les e´ve´nements) et leur structuration.
3.5.2 Dictionnaire de me´tadonne´es
La norme propose des dictionnaires non exhaustifs et extensibles pour les descrip-
tions des capteurs et des e´ve´nements structure´s conforme´ment aux sche´mas pre´sente´s
dans les figures 3.9 et 3.10. La description des capteurs (voir Figure 3.9) comprend
une partie statique qui contient des e´le´ments de description ge´ne´rale (ID et mode`le
du dispositif, informations sur la plate-forme transportant le dispositif, etc.) et une
partie dynamique qui contient : l’information temporelle, la localisation du dispositif
(absolue et relative), des informations concernant le champ de vue du capteur (dis-
tance focale, angle horizontal et vertical), des informations sur la sce`ne observe´e par
chaque capteur et des ”champs libres” (le champ ”Me´tadonne´es expe´rimentales”).
Les me´tadonne´es lie´es au capteur (a` la came´ra) propose´es par la norme mettent
en e´vidence non seulement le besoin d’interope´rabilite´ mais aussi le fait que la
nume´risation des syste`mes de vide´osurveillance rend accessible une multitude de
caracte´ristiques qui peuvent eˆtre utilise´es aussi pour des objectifs de recherche et
filtrage du contenu que pour du parame´trage du mate´riel et controˆle du syste`me.
Cependant, le dictionnaire des me´tadonne´es concernant les capteurs propose´ par la
norme reste incomplet (e.g., il n’y a pas de descripteurs de qualite´ d’image) et ne
contient pas d’e´le´ments lie´s a` la mise en place ou a` la fac¸on dont les me´tadonne´es
seront renseigne´es ou extraites. Par exemple, chaque came´ra se voit associe´e une lo-
calisation absolue (latitude, longitude, altitude) et une localisation relative (X,Y,Z)
qui contient les coordonne´es de translation de la came´ra par rapport a` une position
absolue de re´fe´rence mais le dictionnaire de la norme ne donne pas d’e´le´ments concer-
nant les syste`mes de re´fe´rence qui sont utiles pour de´finir des positions symboliques
utilise´es spe´cialement en milieu indoor. En plus, la norme ne parle pas de la fac¸on
dont ces localisations seront extraites.
La description des e´ve´nements (voir Figure 3.10) est dynamique, elle peut eˆtre
repre´sente´e par rapport a` un dictionnaire d’e´ve´nements (e.g., une ontologie) et doit
contenir la de´limitation temporelle et spatiale. On peut e´galement ajouter des nou-
veaux e´le´ments dans le champ libre ”Me´tadonne´es expe´rimentales”.
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Figure 3.8 – Structure donne´es, index et me´tadonne´es dans les DTS et FTS
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Figure 3.9 – Description du capteur
Figure 3.10 – Description de l’e´ve´nement
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Figure 3.11 – Me´ta mode`le de me´tadonne´es vide´o pour la vide´osurveillance
3.6 Proposition d’un me´ta mode`le conforme a` la
norme
Le me´ta mode`le repre´sente un ”sche´ma” ge´ne´rique qui est conforme a` la norme
22311 et qui offre une structure pour le dictionnaire propose´ dans la section 3.4. En
fonction du besoin (e.g., tache d’installation des came´ras, de controˆle de la qualite´
des images issues d’un syste`mes, de recherche des extraits vide´os d’une personne ou
d’une voiture d’inte´reˆt dans le cadre d’une enqueˆte) des instances du me´ta mode`le
seront ge´ne´re´s dans des mode`les de me´tadonne´es. La fac¸on dont un me´ta-mode`le
contraint la de´finition des mode`les est similaire a` celle dont la grammaire d’un langage
de programmation contraint le de´veloppement du code dans ce langage. Graˆce au
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me´ta mode`le, les me´tadonne´es ge´ne´re´es respectent et enrichissent la structure de la
norme ISO 22311 pour favoriser l’interope´rabilite´ ayant comme but final de de´finir
un format ge´ne´rique de stockage des contenus et des descriptions des contenus vide´os
issues des syste`mes de vide´osurveillance. Dans la Figure 3.11 nous pre´sentons le me´ta
format d’annotation vide´o qui respecte, utilise et rajoute des e´le´ments par rapport
a` la norme. En plus, comme perspective nous proposons d’enrichir le dictionnaire
de me´tadonne´es de la norme avec plus d’e´le´ments pertinents pour la description des
collections vide´os et concernant la description du re´seau de came´ras.
La description du syste`me est associe´e a` plusieurs annotations came´ras. Pour chaque
came´ra (capteur dans la norme) on renseigne des informations techniques statiques et
dynamiques (e.g., le mode`le, le codec, la qualite´ de l’enregistrement), la localisation
(par rapport a` diffe´rents syste`mes de re´fe´rence) et on associe une sce`ne observe´e,
en de´crivant les caracte´ristiques dynamiques de la sce`ne (e.g., le type de sce`ne, le
contexte de la sce`ne). Dans les vide´os correspondant a` chaque sce`ne on va annoter
des objets et des e´ve´nements (frame par frame (e.g., format PETS) ou par instance
d’objet ou e´ve´nement (e.g., format Viper GT)). Les classes d’association mode´lisent
la dynamique de certains e´le´ments qui seront repre´sente´s par rapport au temps.
3.7 Conclusion
L’analyse du besoin effectue´e dans le cadre du projet METHODEO a montre´
l’e´volution des syste`mes de vide´osurveillance et l’augmentation du nombre de pa-
rame`tres lie´s notamment aux came´ras qui composent de tels syste`mes qui doivent
eˆtres configure´s, ve´rifier ou pris en compte dans des taches comme la recherche et le
filtrage des contenus, l’installation, la mise en place et le controˆle des syste`mes.
Notre contribution dans le cadre du projet a consiste´ dans la re´alisation d’une e´tude
des me´tadonne´es utiles pour le contexte de la vide´osurveillance et des diffe´rentes
taches lie´es a` l’installation, a` l’exploitation, au controˆle et a` la favorisation de l’in-
terope´rabilite´ de tels syste`mes. Suite a` cette e´tude, nous avons propose´ un diction-
naire de me´tadonne´es qui contient une description ge´ne´rique du chaque e´le´ment et des
notions concernant sa mutabilite´ et la fac¸on dont il peut eˆtre renseigne´. Une struc-
turation de ce dictionnaire est propose´e suivant une de´clinaison des me´tadonne´es
en trois grandes cate´gories : (1) me´tadonne´es lie´es au syste`me de vide´osurveillance
(me´tadonne´es ge´ne´riques, me´tadonne´es lie´es a` la came´ra et me´tadonne´es lie´es aux
outils d’analyse vide´o), (2) me´tadonne´es lie´es a` la sce`ne, (3) me´tadonne´es lie´es au
sce´nario (aux objets et aux e´ve´nements qui composent la sce`ne).
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L’approche de me´ta-mode´lisation des me´tadonne´es vide´o que nous proposons se po-
sitionne sur un meˆme plan que les standards et les normes qui cherchent a` de´finir
des e´le´ments et des relations entre ces e´le´ments ge´ne´riques pour constituer des des-
criptions des contenus vide´o. C’est important que le me´ta mode`le reste extensible
(les utilisateurs puissent de´finir des nouveaux e´le´ments). Notre proposition de me´ta
mode`le utilise des e´le´ments de la norme et assurera le fait que toutes les instances
de mode`les de me´tadonne´es seront conformes avec la norme ISO 22311. Suite aux
re´sultats obtenus sur le projet METHODEO, plusieurs propositions de projets ont
e´te´ faites qui visent a` faire e´voluer la norme ISO22311 et a` donner des e´le´ments de
ge´ne´ralisation de la mise en place de celle ci.
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Chapitre 4
Interrogation des me´tadonne´es de
vide´osurveillance a` partir des
trajectoires hybrides
4.1 Introduction
Dans le premier chapitre de ce me´moire nous avons illustre´ le contexte de la
vide´osurveillance par des exemples de cas d’utilisation. Ces cas d’utilisation montrent
que les principales requeˆtes dans ce domaine sont exprime´es sous forme de trajec-
toires, trajectoires dont les segments sont de´crits par des positions ge´ome´triques (des
points) ou par des positions symboliques (descriptions qui peuvent eˆtre ramene´es a`
un point ou une ge´ome´trie) par rapport a` des diffe´rents syste`mes de re´fe´rence out-
door ou indoor comme le syste`me ge´ode´sique, le re´seau routier ou de transport, le
re´seau de lecteurs de ICCARD, etc. Le but final de toute ”requeˆte” envoye´e a un
syste`me qui ge`re un re´seau de vide´osurveillance est d’arriver a` trouver les se´quences
vide´os (d’une qualite´ d’image suffisante) qui contiennent les objets (e.g., personne,
ve´hicule, bagage abandonne´) ou les e´ve´nements cibles. L’espace de recherche e´tant
e´norme (parfois des dizaines d’heures de vide´o) et l’objet ou l’e´ve´nement cible pas
bien de´fini (au moins au de´but), le de´veloppement des outils de filtrage ”ne´gatif” des
vide´os (en se basant sur diffe´rent crite`res) et d’assistance des ope´rateurs dans leur
taˆche repre´sente une pre´occupation importante des commerciaux et des chercheurs
inte´resse´s par ce domaine. L’e´tude de ces cas d’utilisation a aussi montre´ une double
mobilite´ dans le cadre des syste`mes, des objets cibles et des came´ras, mobilite´ qui
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est contrainte par le re´seau routier et celui de transport en environnement outdoor
et par la structure du baˆtiment en environnement indoor.
Tous ces e´le´ments nous ont amene´ a` reformuler le proble`me de filtrage de contenus
vide´os en un proble`me de filtrage spatio-temporel des collections vide´o en se basant
sur l’interrogation a` partir des requeˆtes spatio-temporelles des me´tadonne´es associe´es
aux contenus vide´o. L’utilite´ des requeˆtes spatio-temporelles comme les requeˆtes de
localisation (position queries), les requeˆtes de zone (region queries), les requeˆtes de
recherche des K voisins les plus proches (K nearest neighbours (KNN) queries) a
e´te´ montre´e par la multitude des travaux de recherche et commerciaux existants
(voir le chapitre e´tat de l’art). Toutefois, les travaux qui conside`rent des requeˆtes
base´es sur des trajectoires sont beaucoup moins nombreux. A notre connaissance il
n’y a pas d’approche base´e sur une trajectoire compose´e de segments he´te´roge`nes
(ge´ome´triques et symboliques exprime´s par rapport a` des diffe´rents syste`mes de
re´fe´rence). En conse´quence nous proposons un framework qui permet d’interroger les
me´tadonne´es spatio-temporelles associe´es aux came´ras de vide´osurveillance a` partir
des requeˆtes trajectoires hybrides. A part le nouveau concept de trajectoire hybride
que nous avons de´fini, notre approche est originale par rapport aux tre`s peux de
travaux qui ont propose´ de tels frameworks car :
– comme montre´ dans la section 2.6 du chapitre 2 les approches existantes ne pro-
posent pas de mode`les de donne´es qui inte`grent des informations concernant tous
les e´le´ments auxquels nous nous inte´ressons : re´seau routier, re´seau de transport,
objets mobiles et came´ras ;
– les approchent existantes proposent des solutions qui supposent une e´tape de trai-
tement du re´seau routier ou de transport pour un but de stockage en local, cela
ne favorise pas l’interope´rabilite´ et suppose une charge de travail en amont non
ne´gligeable ;
– dans la plupart des travaux existants les ge´ome´tries des champs de vue des came´ras
sont construites (au moment de l’entre´e dans le syste`me) pour chaque frame et sont
stocke´es telles quelles ; dans le cas d’un syste`me de vide´osurveillance cela peut vite
apporter une surcharge importante ;
Nous nous sommes concentre´s dans ce chapitre sur le traitement des trajectoires des
objets mobiles dans un environnement outdoor. Dans une perspective de de´finition
d’un mode`le de donne´es qui puisse supporter la repre´sentation de fac¸on uniforme pour
l’utilisateur d’une trajectoire hybride indoor-outdoor, un travail en cours concernant
un mode`le de trajectoire hybride indoor est pre´sente´ dans l’annexe A. Dans ce but,
nous avons de´fini le concept de trajectoire hybride. Dans la suite de ce chapitre
nous allons pre´senter en de´tail la notion de trajectoire, segment de trajectoire et
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celle de requeˆte trajectoire hybride. Ensuite nous allons pre´senter notre mode`le de
donne´es dans le contexte de la vide´osurveillance. Finalement nous allons de´tailler
les ope´rateurs que nous avons de´finis et qui permettent de se´lectionner de fac¸on
automatiques les came´ras susceptibles d’avoir filme´ une certaine trajectoire.
4.2 Interrogation des donne´es spatio-temporelles
a` partir d’une trajectoire compose´e de seg-
ments ge´ome´triques et/ou symboliques
Comme pre´sente´ dans le chapitre d’e´tat de l’art, il y a deux fac¸ons d’exprimer la
position d’un objet par rapport a` des diffe´rents syste`mes de re´fe´rence : ge´ome´trique
(coordonne´es par rapport a` un syste`me de re´fe´rence global ou local) et symbolique
(description plus se´mantique par rapport a` des points d’inte´reˆt, re´seaux de trans-
port, architecture d’un baˆtiment etc.). Au moment du traitement de ces positions,
traitement qui consiste dans la transformation des positions afin de tout exprimer
par rapport a` une re´fe´rence commune, la principale diffe´rence entre les deux types
de positions est repre´sente´e par la pre´cision, une position ge´ome´trique pouvant eˆtre
exprime´e par un point tandis qu’une position symbolique peut eˆtre repre´sente´e par la
ge´ome´trie d’une pie`ce d’un baˆtiment ou celle d’une cellule RFID. Nous allons de´finir
dans notre travail le concept original de trajectoire hybride, qui sera une se´quence
de segments de trajectoire dont chaque segment peut eˆtre compose´ de positions
ge´ome´triques ou de positions symboliques. Nous allons illustrer ce concept a` partir
d’un cas d’utilisation du domaine de la vide´osurveillance que nous pre´sentons dans
la section suivante en faisant ressortir les de´fis qu’un syste`me ge´rant ces cas devrait
relever.
4.2.1 Cas d’utilisation de la vide´osurveillance
Contexte outdoor
Prenons l’exemple suivant illustre´ dans la Figure 4.1. Une femme se fait voler son
portefeuille dans les rues de Toulouse. La dernie`re fois qu’elle a vu son portefeuille
e´tait juste avant de prendre le bus nume´ro 16 de la station Jeanne d ’Arc. La dame
se rappelle l’heure exacte (10 :19) car elle avait regarde´ les horaires du bus affiche´s
dans la station. Elle est descendue a` la station Jean Jaure`s et elle a marche´ vers la
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Figure 4.1 – Exemple de trajectoire reconstitue´e par les policiers
Place Wilson. Le smartphone (un Iphone 4S) de la personne avait active´ le service de
localisation ce qui a permis aux enqueˆteurs de re´cupe´rer ses coordonne´es du moment
ou` elle est descendue du bus jusqu’au moment ou elle s’est rendue compte que son
portefeuille a disparu (environ une heure plus tard). Son te´le´phone est reste´ sans
batterie apre`s. La femme se rappelle qu’un jeune tre`s suspect s’e´tait approche´ d’elle
dans le bus. Le jeune est descendu du bus, et elle se rappelle l’avoir vu deux fois
sur la Rue du Lieutenant Colonel Pe´lissie, devant l’entre´e des Galle´ries Lafayettes
(nume´ro 5) et devant l’entre´e dans un autre magasin situe´ au nume´ro 10 dans son
trajet vers l’Espace Saint Georges. La trajectoire illustre´e dans la Figure 4.1 contient
des segments de trajectoire ge´ome´triques (les coordonne´es re´cupe´re´es du dispositif) et
des segments symboliques (exprime´s par rapport au re´seau de transport en commun
et par rapport au re´seau de rues de la ville). La ligne marque´e en pointille´e sur
la figure marque un ”trou” dans la trajectoire (la victime ne se rappelle plus avec
exactitude son trajet et son te´le´phone avait cesse´ de fonctionner). Les trajectoires
possibles de la personne pendant le ”trou” peuvent eˆtre calcule´es en se basant sur le
re´seau routier ou le re´seau de transport.
Le principal de´fi releve´ par la de´marche de de´veloppement d’un syste`me qui
puisse traiter une trajectoire comme celle illustre´e dans la Figure 4.1 est de ge´rer
l’he´te´roge´ne´ite´ des diffe´rents segments. Cette he´te´roge´ne´ite´ provient de deux sources :
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(1) le type de la position (ge´ome´trique vs. symbolique) et (2) le syste`me de re´fe´rence
(e.g., P1=(43.561,1.468) et P2=14 sont deux positions ge´ome´triques mais la premie`re
est exprime´e par rapport au syste`me ge´ode´sique (WGS84) et la deuxie`me est ex-
prime´e par rapport a` un syste`me de re´fe´rence local associe´ a` une rue).
Contexte indoor
Un autre cas d’utilisation tre`s populaire de nos jours est celui d’un baˆtiment ”in-
telligent”. Chaque utilisateur a un smartphone qui est suivi par des syste`mes de
localisation base´s sur diffe´rents capteurs de localisation (e.g., RFID, WiFI). D’autres
types de capteurs surveillent la consommation d’e´nergie et la tempe´rature dans les
diffe´rentes parties du baˆtiment. La Figure 4.2 montre un exemple de trajectoire d’une
personne a` l’inte´rieur du baˆtiment. La trajectoire est compose´e de quatre segments
(u1, u2, u3, u4). Il est possible d’avoir une perte d’information de localisation pour
une pe´riode de temps donne´e (une personne a ferme´ son smartphone et aucune in-
formation de localisation n’existe). La ligne en pointille´s repre´sente un ”trou” dans
la de´finition d’une trajectoire qui peut eˆtre comple´te´e utilisant le plan du baˆtiment
(la repre´sentation des diffe´rentes pie`ces et les connexions qui existent entre celles ci)
[Jensen et al., 2009]. En se basant sur cette trajectoire, on veut appliquer diffe´rents
ope´rateurs comme l’agre´gation de la consommation de l’e´nergie sur la trajectoire ou
l’identification des capteurs situe´s sur la trajectoire ou a` une certaine distance de la
trajectoire.
Un autre exemple de sce´nario est le suivant. Il y a une alarme qui se qui se produit
dans une aire du baˆtiment. La trajectoire de la personne qui se trouvait au moment
de l’incident dans la zone respective est ge´ne´re´e en se basant sur la localisation de
son smartphone de´tecte´e par les cellules Wifi situe´es dans les alentours. Cela ge´ne`re
des coordonne´es (x,y) exprime´es par rapport au plan du baˆtiment. A un moment
donne´ le signal de son smartphone est perdu et la seule information que nous avons
sur la personne que nous avons est qu’elle a e´te´ de´tecte´e par un lecteur de cartes
(elle a badge´ en entrant dans une salle). Dans ce cas la trajectoire de la personne
va eˆtre celle de la figure 4.3. Les premiers deux segments de la trajectoire sont u1
et u2, il y a une pe´riode ou` la localisation est inconnue et la dernie`re partie de la
trajectoire est u3 qui est repre´sente´e par la ge´ome´trie de la chambre C1. Dans ce cas,
nous nous inte´ressons a` trouver les came´ras vide´o qui ont pu filmer sa trajectoire afin
de visualiser les enregistrements.
Comme dans le cas du cas d’utilisation en environnement outdoor, le de´fi a` surmonter
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Figure 4.2 – Exemple de trajectoire a` l’inte´rieur d’un baˆtiment
Figure 4.3 – Example de trajectoire hybride
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re´side dans l’he´te´roge´ne´ite´ des types de positions a` traiter : le syste`me de localisation
base´ sur les cellules Wi-Fi donne des positions pre´cises (des points) tandis que les po-
sitions exprime´es par rapport au re´seau de lecteurs ICCARD peuvent eˆtre ramene´es
a` l’aire d’une pie`ce du baˆtiment.
Les cas d’utilisation pre´sente´s rele`vent les besoins suivants concernant l’approche de
mode´lisation de donne´es (e.g., re´seau routier, plan du baˆtiment, trajectoire) et les
algorithmes a` de´velopper pour l’interrogation de ces donne´es :
– le mode`le de donne´es :
– doit pouvoir supporter plusieurs syste`mes de re´fe´rence par rapport auxquels on
peut exprimer aussi des positions ge´ome´triques que des positions symboliques ;
– doit eˆtre assez ge´ne´rique pour pouvoir s’appliquer aussi au contexte indoor que
outdoor afin de pouvoir envisager une trajectoire uniforme outdoor-indoor dont
le traitement soit inconnu a` l’utilisateur ;
– doit eˆtre un mode`le d’encapsulation qui se base sur des standards afin d’as-
surer une interope´rabilite´ des diffe´rents syste`mes qui ge`rent des re´seaux de
vide´osurveillance.
– les algorithmes :
– doivent se baser sur des techniques en deux pas (filtrage/affinage) afin de pouvoir
re´pondre au besoin de re´ponse rapide (meˆme si moins pre´cise) dans une situation
d’urgence ;
– doivent prendre en entre´e des segments de trajectoires de l’utilisateur ;
– doivent eˆtre suffisamment rapides pour re´pondre au besoin ope´rationnel.
A notre connaissance, les approches existantes de mode´lisation de trajectoires traitent
des trajectoires ge´ome´triques ou symboliques mais il n’y a pas d’approche qui
conside`re des trajectoires hybrides. Par la suite nous allons donner la de´finition et
le template d’une requeˆte trajectoire hybride. Dans ce chapitre nous allons nous
concentrer sur le contexte outdoor.
4.2.2 Requeˆte trajectoire hybride
A partir des exemples pre´sente´s nous donnons la de´finition d’une requeˆte trajectoire
hybride. Comme explique´ dans l’e´tat de l’art une trajectoire est une se´quence de
segments de trajectoire et un intervalle de temps. Un segment (uk) de trajectoire est
de´fini comme une se´quence de positions. L’innovation que nous introduisons dans la
de´finition d’une trajectoire est la prise en compte du fait que chaque position est
exprime´e par rapport a` un syste`me de re´fe´rence (e.g., ge´ode´sique, re´seau routier).
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Les positions sont homoge`nes a` l’inte´rieur du segment (exprime´es par rapport a` un
seul syste`me de re´fe´rence) mais les diffe´rents segments peuvent contenir des positions
he´te´roge`nes comme dans les exemples pre´sente´s dans la section 4.2.1.
On de´finit une requeˆte trajectoire hybride comme un tuple illustre´ ci dessous :
Tr = (trid, {uk}, [tstart, tend]) (4.1)
ou trid est l’identifiant de la trajectoire, {uk} est l’ensemble des segments spatiaux
constituant la trajectoire et [tstart, tend] repre´sente l’intervalle de temps de la requeˆte
trajectoire.
La de´finition d’un segment de trajectoire est la suivante :
uk = (uid, refSid, {positioni}) (4.2)
ou uid est l’identifiant du segment, refSid est l’identifiant du syste`me de re´fe´rence par
rapport auquel les positions sont de´finies et {positioni} est l’ensemble des positions
qui compose le segment de trajectoire.
Pour pouvoir ge´rer la he´te´roge´ne´ite´ des segments de trajectoire nous de´finissons
la position d’un objet comme e´tant compose´e de deux grandes parties : la par-
tie qui de´signe le syste`me de re´fe´rence et la partie qui de´signe la localisation
par rapport au syste`me de re´fe´rence. L’ide´e se rassemble avec celle propose´e par
[Jiang and Steenkiste, 2002] qui de´finissent la syntaxe d’une localisation indoor hy-
bride base´e sur la syntaxe d’un URI (Universal Resource Identifier). Toutefois la
notion de chemin qu’ils utilisent comprend juste l’aspect hie´rarchique (une chambre
fait partie d’une aile d’un baˆtiment) et non pas celui de trajectoire (qui implique la
connectivite´ directe entre les points successifs). Aussi ils ne conside`rent pas diffe´rents
types de syste`mes de re´fe´rence mais seulement le plan d’un baˆtiment.
A partir des observations faites nous pre´sentons un exemple d’une requeˆte trajectoire
(voir figure 4.4) contenant des segments ge´ome´triques et symboliques. Chaque requeˆte
trajectoire hybride a une partie spatiale et une partie temporelle. La partie spatiale
est constitue´e d’une se´quence de segments, chaque segment e´tant constitue´ d’une
partie de´signant le syste`me de re´fe´rence et une se´quence de positions (ge´ome´triques
ou symboliques) exprime´es par rapport au syste`me de re´fe´rence correspondant. Les
Figures 4.4 et 4.5 pre´sentent des exemples de requeˆtes trajectoires hybrides pour
l’environnement outdoor et respectivement indoor. Dans les deux exemples nous
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Figure 4.4 – Exemple distanciation du template d’une requeˆte trajectoire hybride
exte´rieure
pouvons remarquer la structuration de la trajectoire dans un partie spatiale et une
temporelle et la division de la partie spatiale en segments constitue´s des positions
exprime´s par diffe´rents syste`mes de re´fe´rence dont les identifiants doivent eˆtre connus
par le syste`me d’information qui imple´mente le mode`le de donne´es (e.g., WGS84 -
syste`me ge´ode´sique, RRTLSE - re´seau routier de Toulouse, RTTLSE - re´seau de
transport de Toulouse).
Le besoin final identifie´ dans le cadre des syste`mes de vide´osurveillance et la perspec-
tive finale de notre travail de recherche est de de´velopper un framework qui permette
le traitement de fac¸on homoge`ne des trajectoires qui contiennent des segments out-
door, indoor, ge´ome´triques et symboliques. Dans notre travail nous nous sommes
concentre´s sur le traitement des trajectoires outdoor comportant un mix de seg-
ments ge´ome´triques et symboliques. Une analyse similaire et une de´finition d’une
trajectoire hybride indoor peuvent eˆtre trouve´es dans l’annexe A. Par la suite, nous
allons pre´senter le mode`le de donne´es utilise´ pour re´pondre a` la requeˆte trajectoire
hybride en environnement outdoor.
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Figure 4.5 – Template d’une requeˆte trajectoire hybride inte´rieure
4.3 Mode`le multi couches
L’ide´e de notre recherche est de de´finir un framework d’interrogation des donne´es
spatio-temporelles issues des diffe´rents capteurs et exprime´es par rapport au re´seau
routier et au re´seau de transport pour un filtrage des contenus vide´os en se basant
sur une requeˆte trajectoire hybride. Jusqu’a` ce point dans ce chapitre nous avons
pre´sente´ le type de requeˆte supporte´ par notre framework. Par la suite nous allons
de´crire le mode`le de donne´es sur lequel nous allons nous appuyer pour re´pondre a` la
requeˆte trajectoire hybride. Un grand nombre de travaux ont propose´ des mode`les de
localisation ge´ome´triques et symboliques pour des environnements outdoor qui ont
prouve´ leur efficacite´ (voir section 2.3 du chapitre 2). En conse´quence, l’ide´e n’est
pas de pre´senter un mode`le comple`tement nouveau, mais plutoˆt de de´finir un mode`le
qui inte`gre ou e´tend des mode`les existants.
Les informations que nous proposons d’inte´grer dans un mode`le qui sera ensuite
utilise´ pour le de´veloppement des outils de gestion des collections vide´o (e.g., des
outils d’annotation, de filtrage, de recherche) sont :
– Les positions des came´ras fixes et le changement de ces positions dans le temps
pour les came´ras mobiles ainsi que l’attachement des came´ras mobiles a` des objets
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mobiles (e.g., came´ras installe´es dans des bus) ;
– La ge´ome´trie de la sce`ne observe´e par une certaine came´ra. Cette sce`ne est calcule´e
a` partir des caracte´ristiques optiques et d’installation de la came´ra comme explique´
dans la section 3.3 du chapitre 3. La ge´ome´trie de la sce`ne ”vue” par la came´ra
installe´e a` une position donne´e a` un instant donne´ repre´sente une information
importante qui peut eˆtre utilise´e dans beaucoup d’applications ;
– Le re´seau routier et le re´seau de transport en commun d’une ville qui sont des
contextes tre`s importants pour le domaine de la vide´osurveillance car les deux
repre´sentent des syste`mes de re´fe´rences par rapport auxquels des localisations sont
exprime´es ;
– L’information temporelle qui combine´e avec la localisation repre´sentent les princi-
pales informations sur lesquelles s’appuient les domaines d’application comme la
vide´osurveillance ou l’analyse du trafic routier.
Dans notre approche nous proposons un mode`le a` quatre couches
[Codreanu et al., 2013] : (1) Re´seau routier, (2) Re´seau de transport, (3) Ob-
jets, (4) Came´ras. Dans les sections suivantes, nous allons de´tailler chaque couche.
Pour chaque ”couche” de notre mode`le nous allons pre´senter une description,
la de´finition formelle des donne´es, les fonctions de mapping qui permettent de
transformer des donne´es d’une couche a` une autre ou de repre´senter toutes les
donne´es par rapport a` un syste`me de re´fe´rence commun.
4.3.1 Couche Re´seau Routier
Description
La mode´lisation d’un Re´seau Routier est relativement simple. E´tant donne´ un re´seau
routier du monde re´el, sa mode´lisation dans un plan 2D est donne´e par une se´quence
ordonne´e de points situe´s sur le re´seau qui ont des positions par rapport au syste`me
ge´ode´sique (p=<lat, long>). Chaque deux points de´terminent une ligne. Toutes
ces lignes donnent une approximation de la forme re´elle du re´seau de rues dont la
pre´cision de´pend du nombre de points pris en compte. En conside´rant un niveau de
granularite´ supe´rieur, a` cette repre´sentation correspond une mode´lisation sous forme
de graphe consacre´e dans la litte´rature [Liu et al., 2012], [Jensen et al., 2003]. Les
noeuds sont des points qui ont des positions 2D par rapport au syste`me ge´ode´sique
(<lat, long>). Chaque deux noeuds de´terminent un segment et plusieurs segments
composent une rue. Les points de croisement des rues sont des intersections. Cette
mode´lisation permet de garder plusieurs niveaux de granularite´ du re´seau routier
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(a) (b)
Figure 4.6 – Exemple de vecteur de points de´crivant la forme d’une route
[Sandu Popa et al., 2011]. De cette fac¸on, on peut conside´rer comme arreˆte du graphe
chaque segment de rue, les portions de rue entre les grandes intersections ou les rues
entie`res. La dernie`re option est la plus proche de la fac¸on dont les adresses sont
exprime´es dans la vie re´elle (e.g., 15 Rue Alsace Lorraine, Toulouse, France).
Nous allons de´finir les deux types de positions : une position ge´ome´trique qui est une
position 2D par rapport au syste`me ge´ode´sique (des coordonne´es GPS <lat, long>)
et une position symbolique relative au re´seau routier qui est une position similaire
a` l’adresse postale. Il existe des fonctions et des API publiques qui permettent de
passer d’un type de position a` un autre (les de´nominations utilise´es par Google sont
Geocode et Reverse Geocode). Une de´finition formelle de ces fonctions de mapping
se trouve par la suite dans cette section (paragraphe De´finition des donne´es).
Les donne´es qui composent cette couche peuvent ou non eˆtre stocke´es dans une base
de donne´es locale. Il existe des travaux qui transforment tout le re´seau routier sous
forme de graphe et le stockent dans une base de donne´e locale (e.g., [Brinkhoff, 2002])
et des travaux qui utilisent directement des bases de donne´es exte´rieures comme
OpenstreetMaps ([Shen et al., 2011]).
L’avantage de l’utilisation d’une base de donne´e externe est le fait de pouvoir extraire
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la partie du graphe concerne´e par une requeˆte spe´cifique sans devoir se soucier de
proble`mes tels que la maintenance ou l’optimisation de la base. Par exemple, l’API
Google Maps permet de re´cupe´rer via son service Directions les points qui donnent
l’approximation d’une certaine route comme illustre´ dans la Figure 4.6. Un extrait
du vecteur des points est illustre´ dans la Figure 4.6 en format JSON tel que retourne´
par l’API Google Maps.
Dans notre imple´mentation du mode`le nous avons choisi d’utiliser l’API Google Maps
V3 1 afin d’interroger le re´seau routier. L’API Google Maps offre des informations
assez comple`tes et est facile a` utiliser. Comme nous n’avons pas besoin d’autre types
d’informations tels que les noms ou l’aire des baˆtiments ou d’autre types d’objets (qui
sont mis a` disposition par d’autres outils comme Open Street Maps), notre choix s’est
ave´re´ suffisant. Ne´anmoins, d’autre solutions externes peuvent eˆtre envisageables et
ne modifient ni le mode`le envisage´ ni l’expe´rimentation re´alise´e.
De´finition des donne´es
De´finition 1 : Nous de´finissons le re´seau routier a` partir d’une fonction line´aire par
morceaux (piecewise linear function) f : V → R2. Pour chaque point du vecteur
retourne´ par la requeˆte faite a` Google Maps, un point d’interpolation est ajoute´
dans la de´finition de la fonction. L’interpolation line´aire consiste plus concre`tement
a` ”joindre” les points dans l’ordre. Nous allons noter l’ensemble de positions appar-
tenant au re´seau routier par RR.
De´finition 2 : Nous de´finissons la fonction de mapping map0 : positionsGPS → RR
qui donne la position sur re´seau routier RR (e.g., 14 Rue Montesquieu) a` partir d’une
position GPS. Nous de´finissons aussi la fonction inverse map0−1 :RR→ positionsGPS
(Reverse Geocoding de Google Maps).
4.3.2 Couche Re´seau de Transport
Description
Si la repre´sentation du re´seau routier est assez simple et canonique dans la litte´rature,
pour le re´seau de transport en commun les choses sont complique´es par les contraintes
1. https ://developers.google.com/maps/documentation/javascript/
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spatiales (les trajets pre´de´finis) et temporelles (les horaires) impose´es pour chaque
trajet de chaque moyen de transport.
Afin de de´finir la mode´lisation du re´seau de transport en commun nous nous sommes
appuye´s sur le format GTFS [Nick Kizoom, 2008]. C’est le format de description le
plus utilise´ par les agences assurant les services des transport et aussi par les fournis-
seurs d’applications logicielles de types GIS (Geographic information System) ou de
calcul de trajets multimodaux. Dans ce qui suit nous allons pre´senter la formalisation
du mode`le de donne´es utilise´ pour le re´seau de transport avec les enrichissements que
nous avons apporte´s. Comme dans cette the`se nous nous sommes inte´resse´es qu’au
re´seau de bus, par la suite nous allons nous re´fe´rer que a` ce-ci.
Le Re´seau de Transport d’une ville est compose´ par un re´seau de lignes de transport
qui de´servent des stations. Les noeuds du re´seau de transport sont constitue´s par
des stations de bus. Des se´quences ordonne´es de noeuds de transport constituent des
sections (ou tronc¸ons) qui composent les lignes de transport.
A chaque ligne de bus (appele´e route dans le format GTFS), on associe plusieurs tra-
jets en fonction de la fre´quence de fonctionnement du bus. Un trajet correspond a` un
passage d’un bus (dans un seul sens) de la premie`re a` la dernie`re station. Pour chaque
trajet (trip dans le format GTFS), le bus va arriver et va partir de chaque station a`
une heure donne´e. Le trajet d’un bus est de´fini comme un tuple (Trajetid, Rid, H),
ou Trajetid est l’identifiant du trajet (qui correspond a` l’identifiant du bus pre´cis par
exemple le cinquie`me bus qui a circule´ sur cette route), Rid repre´sente l’identifiant
de la ligne de bus ou de la route (e.g., ligne ou route nume´ro 2) et H contient les
horaires des bus sur ce trajet. H est compose´ d’une se´quence de tuples de la forme
(Sid, Sseq, t1, t2) ou Sid de´signe l’identifiant de la station, Sseq de´signe le nume´ro de
se´quence de la station par rapport a` la ligne du bus (e.g., la deuxie`me station de la
ligne du bus 79 est AFPA), et t1 et t2 repre´sente les temps d’arrive´ et de de´part de
la station Sid.
Comme illustre´ dans les cas d’utilisation pre´sente´s au de´but de ce chapitre, souvent
l’interrogation du re´seau de transport porte sur une partie d’un trajet d’un bus
de´limite´e par deux (ou plusieurs) stations. En conse´quence, nous allons de´finir la
notion de section (ou tronc¸on) de trajet de bus qui est de´finie comme la portion de
trajet de´termine´e par deux stations conse´cutives.
En conside´rant seulement les positions des stations des bus comme noeuds du re´seau
de bus (voir la figure 4.7), le mapping sur le re´seau routier ne serait pas parfait. Par
exemple, si une station est situe´e sur une rue et la suivante sur une autre, le trajet du
bus doit passer par l’intersection des rues). Par conse´quence, le format GTFS propose
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Figure 4.7 – Illustration de la ligne du bus nume´ro 1 sans appliquer la fonction de
mapping de la ligne de transport sur le re´seau routier
d’associer a` chaque trajet une forme (shape dans la nomenclature du format). Une
forme est de´finie comme une liste ordonne´e de points qui sont suffisamment nombreux
pour de´crire la forme re´elle d’une ligne de bus (voir la figure 4.8).
Les proble`mes du format qui rendent difficile son interrogation que nous avons iden-
tifie´s sont : (1) le format ne contient pas explicitement les sections de trajet, (2) un
mapping des formes des sections des trajets n’est pas possible d’une fac¸on directe.
Cela rend l’interrogation et l’optimisation du format lourdes.
Afin de rajouter ces e´le´ments et dans un but d’optimisation, nous proposons le sche´ma
de stockage illustre´ dans la Figure 4.9 qui garde pour chaque tronc¸on (section) de
ligne de bus les liens vers la liste des points qui donnent le mapping sur le re´seau
routier et vers les horaires de passage des bus par les stations qui de´limitent le
tronc¸on respectif. L’algorithme de construction de ce sche´ma est re´alise´ une seule
fois. Ce sche´ma sera maintenu au cas ou le re´seau de bus subirait des modifications.
Suite a` l’exe´cution de cet algorithme, les tronc¸ons de ligne sont cre´es. En plus, chaque
tronc¸on se voit associe´ un MBR (Minimum Bounding Rectangle) (voir section 2.4.2
du chapitre 2) qui sera ensuite indexe´ a` l’aide d’un R-tree pour une optimisation
de l’interrogation. Aussi, par l’exe´cution d’un algorithme de recherche du voisin le
plus proche (voir section 2.4.4) (algorithme qui est e´galement exe´cute´ une seule fois
au moment de la construction du sche´ma), chaque station se voit associe´e le point
forme le plus proche en termes de latitude et longitude. Cette information est utilise´e
pour faire un mapping des tronc¸ons de lignes sur le re´seau routier et par conse´quence
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Figure 4.8 – Illustration de la ligne du bus nume´ro 1 apre`s avoir applique´ la fonction
de mapping de la ligne de transport sur le re´seau routier
de cre´er une ge´ome´trie pre´cise du tronc¸on (une polyline) qui sera utilise´e dans les
algorithmes de recherche que nous allons pre´senter dans une section suivante de ce
chapitre. Par la suite nous allons pre´senter une synthe`se des de´finitions des donne´es
lie´es au re´seau de transport.
De´finition des donne´es
De´finition 3 : On de´finit un re´seau de transport RT e´tant un tuple (R,Tr,St) ou R
est l’ensemble de routes (de lignes de bus), une route e´tant une se´quence de tuples
(Rid, rnom) ou Rid repre´sente l’identifiant de la route et rnom son nom (e.g., ligne
du bus nume´ro 2), Tr est l’ensemble de trajets correspondants aux routes (un trajet
correspond a` un passage du bus de la premie`re station a` la dernie`re d’un certaine
ligne) de R et St repre´sente l’ensemble de stations caracte´rise´es par leur positions.
La liaison entre un trajet d’un bus et les stations qui le composent est donne´e par la
de´finition 5.
De´finition 4 : Le trajet d’un bus (trip dans le format GTFS) est de´fini comme un
tuple (Trajetid, Rid, H), ou Trajetid est l’identifiant du trajet (qui correspond a`
l’identifiant du bus pre´cis par exemple le cinquie`me bus qui a circule´ sur cette route)
et H contient les horaires des bus sur ce trajet.
De´finition 5 : L’horaire de passage H correspondant a` un re´seau de transport est
compose´ d’une se´quence de tuples (Sid, Sseq, T rid, t1, t2)) ou Sid de´signe l’identifiant
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Figure 4.9 – Sche´ma de stockage des tronc¸ons de ligne de transport
de la station, Sseq de´signe le nume´ro de se´quence de la station par rapport au trajet
de la ligne du bus, Trid repre´sente l’identifiant du trajet du bus et t1 et t2 repre´sentent
l’heure d’arrive´e et de de´part du bus de la station Sid.
De´finition 6 : Soit la fonction de mapping map1 : sections(RT )→ positions(RR) qui
associe a` chaque section (tronc¸on) du re´seau de transport en commun une se´quence
de points sur le re´seau routier.
4.3.3 Couche Objets
Description
La couche Objets mode´lise les positions symboliques et ge´ome´triques des objets fixes
et mobiles par rapport aux couches sous-jacentes. Les Objets Fixes sont situe´s sur
des segments de rue (ont des positions qui appartiennent au re´seau RR) (e.g., centres
commerciaux, stations de bus). Dans le cas des Objets Mobiles, leur position change
dans le temps. Chaque objet transmet pe´riodiquement sa position en fonction de
diffe´rentes strate´gies (e.g., chaque n secondes, chaque fois que l’objet change de di-
rection) que nous ne traitons pas dans notre travail de recherche. Nous supposons
que les remonte´es sont assez fre´quentes et que nous avons au moins une position par
segment de rue. Dans notre mode`le nous distinguons deux types d’objets mobiles :
(1) objets qui se de´placent librement dans le re´seau routier (e.g., voiture, personne)
et (2) objets dont les trajectoires sont contraintes par une ligne (e.g., bus).
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Dans notre travail nous nous sommes concentre´s sur les objets mobiles qui suivent
des trajets pre´de´finies dans le cadre d’un re´seau de transport en commun urbain
(un re´seau de bus plus pre´cise´ment). Ce choix est base´ sur trois arguments :(1) la
plupart des approches qui de´finissent des algorithmes qui imple´mentent des requeˆtes
spatio-temporelles traitent le cas des objets qui bougent librement dans un espace
euclidien ou dans un re´seau routier et beaucoup moins proposent des algorithmes
pour le cas des objets qui suivent des trajets et des horaires pre´de´finis, (2) l’inte´reˆt
pour des applications concernant les objets qui bougent dans le cadre des re´seaux
de transport en commun est de plus en plus grand, inte´reˆt qui est mate´rialise´ par
la publication des formats standard comme le format GTFS, formats qui peuvent
constituer la base pour la de´finition des extensions des solutions de recherche et
d’indexation existantes, (3) le contexte de la vide´osurveillance est tre`s lie´ aux moyens
de transport en commun.
De´finition des donne´es
Dans les de´finitions suivantes nous allons utiliser une notation spe´cifique pour
de´signer les types de donne´es spatiaux et temporels (e.g., point, instant).
De´finition 7 : Soit FO = {fo} l’ensemble des objets fixes / fo = un objet fixe (e.g.,
un baˆtiment, une station de bus), id(fo) donne son identifiant et position(fo) donne
sa position / position(fo) ∈ point.
De´finition 8 : Soit MO= {mo} l’ensemble des objets mobiles / mo = un objet mo-
bile (e.g., bus, voiture, personne), id(mo) donne son identifiant, mpositioni(mo) =
(position(mo)i, ti), position(mo)i ∈ point et time(mpositioni) = ti ∈ instant donne
la position de l’objet (qui est un point) a` l’instant ti. TR(moi) donne la trajectoire
de l’objet moi (voir la de´finition 9).
De´finition 9 : La trajectoire (discre`te) d’un objet mobile est un ensemble ordonne´
de points avec un timestamp associe`. TR = {(mpositioni, ti)/ti<ti+1}.
4.3.4 Couche Came´ras
Description
Au-dessus de toutes ces donne´es, nous mode´lisons les Came´ras. Cette couche est com-
pose´e des came´ras fixes et mobiles. Les came´ras fixes ont une position 2D exprime´e
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par rapport au syste`me ge´ode´sique (< lat, long >) fixe´e au moment de l’installation.
Les came´ras mobiles sont associe´es a` un objet mobile (e.g., bus) et leur trajectoire
est la meˆme que celle de l’objet mobile. La nouvelle ge´ne´ration de came´ras posse`de
des capteurs GPS incorpore´s et meˆme des boussoles. Les technologies de´veloppe´es
autour de ces came´ras rendent possible l’extraction automatique des caracte´ristiques
de prise de vue, par exemple : l’orientation, l’inclinaison, etc. (voir section 3.3 du
chapitre 3) Ces caracte´ristiques peuvent changer dans le temps car beaucoup de
came´ras installe´es ont des fonctions de balayage (came´ras DOM) qui permettent le
changement du champ de vue pe´riodiquement ou en fonction des e´ve´nements (un
mouvement brusque qui se produit par exemple) qui sont de´tecte´s et qui ”attirent
l’attention de la came´ra”. Un grand nombre de came´ras embarque´es est e´galement
de´ploye´ dans les bus ou dans les voitures de police.
En se basant sur ces e´le´ments, il est possible de mode´liser le champ de vue et de
tracer ses modifications dans le temps. Le champ de vue est calcule´ a` partir de cinq
parame´tre´s principaux [Arslan Ay et al., 2010a] : la position, l’angle de vue, l’orien-
tation, la distance visible et la taille du capteur. Les e´quation d’apre`s lesquelles ce
calcul est re´alise´ sont pre´sente´es dans la section 3.3.1 du chapitre ante´rieur. Nous
avons classifie´ ces caracte´ristiques en deux cate´gories : caracte´ristiques de localisa-
tion, caracte´ristiques du champ de vue (caracte´ristiques optiques : angle de vue,
orientation, distance visible, taille du capteur ; caracte´ristiques d’installation : hau-
teur, inclinaison). Une pre´sentation de tous les parame`tres qui influencent le champ
de vue d’une came´ra et les me´thodes de calcul de la ge´ome´trie de la sce`ne filme´e par
la came´ra a` un moment donne´ est re´alise´e dans la section 3.3 du chapitre 3. Dans
notre travail, a` cause de la difficulte´ d’avoir des donne´es de test concernant l’installa-
tion des came´ras, nous avons conside´re´ que les caracte´ristiques de localisation et les
caracte´ristiques optiques dans le calcul des champs de vue. La prise en compte des
donne´es d’installation peut eˆtre faite de fac¸on simple selon les formules pre´sente´es
dans la section 3.3 du chapitre ante´rieur.
De´finition des donne´es
De´finition 10 : Soit fov = (focalDistance, direction, visibleDistance, angleView,
sensorSize,ti), un vecteur de caracte´ristiques optiques d’une came´ra cj a` l’instant
ti. A partir de ces caracte´ristiques, le champ de vue (horizontal) de la came´ra peut
eˆtre calcule´ [Arslan Ay et al., 2010a].
De´finition 11 : Soit FC = {fc} l’ensemble de came´ras fixes/ fc est une came´ra fixe,
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id(fc)=ci donne son identifiant, position(ci) donne sa position/ position(ci) ∈ point
et fov(ci) donne l’ensemble fovi des changements de son champ de vue.
De´finition 12 : Soit MC = {mc} l’ensemble des came´ras mobiles/ mc est une came´ra
mobile attache´e a` un objet mobile, id(mc)=ci donne son identifiant et mo(ci) ∈ MO
donne l’objet mobile auquel la came´ra est associe´e. La trajectoire de la came´ra mobile
ci sera celle de l’objet mobile avec l’identifiant mo(ci) (voir de´finitions 8 et 9).
Avant de passer a` la pre´sentation de la spe´cification des ope´rateurs que nous propo-
sons dans notre travail, nous de´finissons les fonctions et pre´dicats suivants :
– geometry(point p, fov f) : region calcule la ge´ome´trie du champ de vue d’une
came´ra a` partir de sa position et de ses caracte´ristiques optiques a` un instant de
temps.
– intersects( polyline seg, region g) : boolean permet de ve´rifier si la ge´ome´trie g
intersecte un segment de rue seg.
– intersects( point p, polyline seg) : boolean permet de ve´rifier si un point p intersecte
un segment de rue seg.
– intersects( point p, set( polyline) tr) : boolean permet de ve´rifier si un point p
intersecte un ensemble de segments et qui retourne vrai si ∃ segi in tr / intersects
(p, segi).
Pour la suite, nous disposons de deux fonctions, prec et succ, de´finies sur des en-
sembles ordonne´s permettant d’atteindre respectivement le pre´de´cesseur et le suc-
cesseur d’un e´le´ment de l’ensemble.
En se basant sur les de´finitions de donne´es pre´sente´es dans la section ante´rieure ainsi
que sur les fonctions et les pre´dicats que nous venons de de´crire, nous allons pre´senter
des ope´rateurs pour la se´lection des came´ras fixes et mobiles pertinentes pour une
requeˆte trajectoire hybride donne´e.
4.4 Spe´cification des ope´rateurs
Comme de´fini dans la section 4.2.2, le point d’entre´e de notre syste`me est une requeˆte
trajectoire hybride, constitue´e des positions ge´ome´triques et symboliques exprime´es
par rapport a` des diffe´rent syste`mes de re´fe´rence et d’un intervalle de temps. Une fois
que cette requeˆte est interpre´te´e par un module interpre´teur de requeˆte par rapport
a` notre mode`le de donne´es, elle est transforme´e en :
– une trajectoire spatiale constitue´e d’une se´quence de segments (u1, u2, .... , uk) ;
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– un intervalle de temps [t1, t2].
Ces donne´es peuvent eˆtre extraites a` partir des donne´es d’enqueˆte. Le but est de
proposer a` l’ope´rateur une liste de se´quences vide´o susceptibles de contenir la trajec-
toire recherche´e. Pour cela, il nous faut rechercher les came´ras fixes dont le champ
de vue (qui peut eˆtre variable) intersecte la trajectoire dans l’intervalle de temps et
les came´ras mobiles susceptibles d’avoir filme´ la sce`ne recherche´e.
Compte tenu des objectifs de´finis, le but est de trouver tous les champs de vues des
came´ras fixes qui ont intersecte´ le trajet dans l’intervalle donne´ ([t1,t2]) et les came´ras
mobiles susceptibles de contenir des informations pertinentes pour la requeˆte car la
trajectoire de l’objet mobile auquel elles sont associe´es a intersecte´ le trajet entre
t1 et t2. Nous allons pre´senter par la suite se´pare´ment les deux cas de se´lection des
came´ras fixes et respectivement des came´ras mobiles.
L’ope´rateur hasSeen se de´finit ainsi [Codreanu et al., 2014b],
[Codreanu et al., 2014a]. E´tant donne´e la trajectoire spatiale compose´e de seg-
ments tr=(u1,..., un) et l’intervalle de temps [t1, t2], hasSeen(tr, t1, t2) retourne
l’ensemble des came´ras ci (1<=i<=m) associe´es a` un segment uk (1<=k<=n) et
un extrait vide´o entre deux instants tistart et tiend avec tistart∈[t1,t2] et tiend∈[t1,t2].
Chaque e´le´ment de cet ensemble indique que l’extrait vide´o entre tistart et tiend de
la camera ci a filme´ le segment uk. C’est donc l’ensemble des segments vide´os des
came´ras susceptibles d’avoir filme´ la sce`ne recherche´e.
hasSeen : u1, u2, ..., un, [t1, t2] =>

c1 : t1start− > t1end, uk(1 <= k <= n)
c2 : t2start− > t2end, uk(1 <= k <= n)
...
cm : tmstart− > tmend, uk(1 <= k <= n)
Par la suite nous allons de´crire les spe´cifications de l’ope´rateur hasSeen se´pare´ment
pour les came´ras fixes et mobiles.
4.4.1 Came´ras fixes
Le re´sultat pour les cameras fixes est l’ensemble de triplets : R = {r = (ci, uk, [ta,
tb])}, ci ∈ FC, uk ∈ tr, t1<=ta<tb<=t2. L’ope´rateur que nous avons de´fini ve´rifie
quelles sont les came´ras fixes dont le champ de vue a intersecte´ un des segments du
trajet de la requeˆte et entre quels moments de temps (les instants ta et tb).
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r ∈ R ≡ Il existe fovj ∈ fov(ci)/ (fov(ci) est l’ensemble des instants de changement




∧ ta = time(fovj)





∧ ta = t1
∧ tb = min (time (succ(fovj)), t2)
Dans le cas ou` le point de changement
est a` l’inte´rieur de l’intervalle [t1, t2], si
la ge´ome´trie du champ de vue correspon-
dant intersecte le segment du trajet de
la requeˆte uk, alors l’intervalle de temps
commence au moment du changement du
champ de vue et se finit au prochain chan-
gement du champ de vue ou a` la fin de
l’intervalle de la requeˆte
Dans le cas ou` le point de changement est
avant t1, et le suivant est apre`s t1, si la
ge´ome´trie du champ de vue correspondant
intersecte le segment du trajet uk de la
requeˆte, alors l’intervalle de temps com-
mence au moment t1 et se finit au pro-
chain changement du champ d vue ou a`
la fin de l’intervalle de la requeˆte.
4.4.2 Came´ras mobiles
L’ope´rateur que nous avons de´fini retrouve quelles sont les came´ras associe´es a` des
objets mobiles dont une position connue intersecte un des segments du trajet de la
requeˆte et entre quels moments de temps il peut l’avoir intersecte´ (instants ta et
tb). Dans ce cas, la mobilite´ des came´ras ne permettent pas de calculer l’intersection
pre´cise entre le champ de vue de la came´ra et les segments de la requeˆte (par exemple
une came´ra place´e sur le coˆte´ exte´rieur droit d’un bus). Le re´sultat obtenu indique
uniquement que la came´ra mobile se trouvait sur un segment de la requeˆte dans
l’intervalle de temps de la requeˆte.
Le re´sultat pour les came´ras mobiles est l’ensemble de triplets : R = {r = (ci, uk, [ta,
tb])}, ci ∈ MC, uk ∈ tr, t1<=ta<tb<=t2.
r ∈ R ≡ Il existe mpositioni ∈ TR(mo(ci)) (il existe une position dans la trajectoire
de l’objet mobile auquel la came´ra mobile ci est attache´e) tel que :
116
Interrogation des me´tadonne´es de vide´osurveillance a` partir des trajectoires hybrides
time(mpositioni)∈[t1, t2]






∧ ta = max (time(prec(mpositioni)),
t1)
∧ tb = min (time(succ(mpositioni)), t2)
∨
time(mpositioni)∈[t1, t2]
∧ intersects (position(mpositioni), uk)
∧ intersects
(position(prec(mpositioni)), tr)
∧ ta = time(mpositioni)
∧ tb = min (time(succ(mpositioni)), t2)
Dans le cas ou` la remonte´e de la position
de l’objet est sur le trajet de la requeˆte
et est a` l’inte´rieur de l’intervalle [t1, t2]
et la position d’avant n’est pas sur le tra-
jet de la requeˆte, ou la position d’avant
de l’objet est sur la trajet mais avant t1,
alors l’intervalle de temps commence au
maximum entre le moment de la dernie`re
remonte´e et t1 et se finit a` la prochaine
remonte´e ou a` t2
Dans le cas ou` la remonte´e de la position
de l’objet est sur le trajet de la requeˆte et
est a` l’inte´rieur de l’intervalle [t1, t2] et
la position d’avant est aussi sur le trajet
de la requeˆte, alors l’intervalle de temps
commence au moment de la remonte´e et
se finit a` la prochaine remonte´e ou a` t2
Par la suite, nous allons pre´senter les algorithmes qui imple´mentent les deux
ope´rateurs de´finis.
4.5 Algorithmes de recherche
Les algorithmes qui imple´mentent les spe´cifications pre´ce´dentes se de´roulent en deux
e´tapes, l’e´tape de se´lection des candidats et l’e´tape d’affinage des re´sultats. Dans les
deux cas, se´lection des came´ras fixes ou mobiles, l’e´tape de se´lection des candidats
est base´e seulement sur un filtrage purement spatial, l’aspect temporel e´tant pris en
compte dans l’e´tape d’affinage des re´sultats.
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La trajectoire initiale donne´e comme requeˆte contient des segments compose´s des
positions ge´ome´triques et symboliques exprime´es par rapport a` des syste`mes de
re´fe´rence diffe´rents et un intervalle de temps. Apre`s l’interpre´tation d’une telle
requeˆte, elle est exprime´e comme une se´quence de segments spatiaux (poli-lignes)
et un intervalle de temps. Cette se´quence de segments avec l’information temporelle
constitue l’entre´e des deux algorithmes.
4.5.1 Algorithme de se´lection des came´ras fixes
Afin de se´lectionner les came´ras fixes (mais dont le champs de vue peut changer),
nous proposons l’algorithme 1. Par la suite, nous allons expliquer les deux e´tapes de
cet algorithme :
– L’e´tape de filtrage applique un algorithme correspondant a` une requeˆte de type
region query similaire a` celui pre´sente´ dans [Tao et al., 2002] afin de se´lectionner
pour chaque segment de la requeˆte les came´ras situe´es a` une distance infe´rieure ou
e´gale a` la distance de visibilite´ maximale de toutes les came´ras existantes dans la
base de donne´es. Cela e´vite d’e´valuer l’intersection spatiale (ope´ration couteuse)
pour des champs de vue des came´ras qui sont situe´es a` une distance qui rend im-
possible la visibilite´ de la trajectoire requeˆte (le filtrage est exe´cute´ par la fonction
extraireCamDist(uk,max(visibleDistance(fovj)))), ou` uk repre´sentent les seg-
ments de la requeˆte trajectoire hybride et visibleDistance(fovj) donne la distance
de visibilite´ maximale d’un champ de vue d’une came´ra.
– Seulement pour les came´ras qui ont e´te´ se´lectionne´es suite au filtrage,
L’e´tape d’affinage calcule la ge´ome´trie des instances des champs de vue
(construire polygone(fovj(ci)) concerne´es par l’intervalle de temps de la requeˆte.
Sachant qu’une base de donne´es de came´ras (qui est cense´e contenir les ca-
racte´ristiques des came´ras appartenant a` plusieurs syste`mes qui ge`rent des re´seaux
de vide´osurveillance) peut contenir un nombre impressionnant de came´ras, cette
approche pre´sente un grand avantage par rapport aux approches qui calculent et
stockent la ge´ome´trie dans la base ou qui ne proposent pas de filtrage. Cette e´tape
est illustre´e par un exemple de requeˆte pre´sente´ dans la section 4.6.1.
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Algorithm 1: Algorithme de se´lection des cameras fixes qui ont intersecte´ la tra-
jectoire de la requeˆte
Entre´es: Une suite de segments de rue : uk et un intervalle de temps : [t1, t2].
Sorties: La liste des came´ras fixes qui ont vu la trajectoire donne´e avec les segments de rues
et les intervalles de temps correspondants
1 pour chaque uk de la requeˆte faire
2 maxV isibleDIstance← max(visibleDistance(fovj))
3 listeCam← extraireCamDist(uk,maxV isibleDistance)
4 fin
5 pour chaque ci de listeCam faire
6 pour chaque (fovj(ci)) faire
7 si time(fovj(ci)) >=t1 et time(fovj(ci))<= t2 alors
8 geometryij ← construire polygone(fovj(ci));
9 pour chaque uk de la requeˆte faire
10 si geometryij intersecte uk alors




15 si time(fovj(ci)) < t1 et t1<=time(succ(fovj(ci))) alors
16 geometry ij ← construire polygone(fovj(ci));
17 pour chaque uk de la requeˆte faire
18 si geometryij intersecte uk alors






4.5.2 Algorithme de se´lection des came´ras mobiles
Comme nous nous inte´ressons aux syste`mes de vide´osurveillance urbains et a` la
se´curite´ des moyens de transport en commun, nous avons conside´re´ le cas des came´ras
mobiles qui sont attache´es aux bus, donc aux objets mobiles dont le trajet est connu.
En conse´quence nous avons ”customise´” l’algorithme de recherche des came´ras mo-
biles par l’introduction d’une e´tape de filtrage qui s’appuie sur les informations
concernant les trajets et les horaires de passage des bus afin de se´lectionner les objets
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mobiles qui ont intersecte´ la trajectoire de la requeˆte.
Plus pre´cise´ment, a` partir du standard de description des donne´es de transport
GTFS, nous proposons le sche´ma de stockage des donne´es de´crivant les stations
et les horaires des bus illustre´ dans 4.9. A partir de ce sche´ma de stockage qui pour
chaque section ou tronc¸on de ligne de bus (de´fini par deux stations conse´cutives),
garde des liens vers la liste de points qui ”dessinent” la forme du tronc¸on et vers la
liste des horaires de passage des bus par les deux stations qui de´terminent le tronc¸on
respectif.
Nous allons de´tailler les deux e´tapes de l’algorithme comme dans le cas des came´ras
fixes :
– La premie`re e´tape de l’algorithme, l’e´tape de filtrage (lignes 3-10 de l’algorithme
2), se´lectionne les sections (ou tronc¸ons) des trajets des bus qui intersectent les
segments de la requeˆte. Les sections des trajets des bus sont indexe´es en utilisant un
index spatial R-tree. Cette premie`re e´tape de l’algorithme exe´cute aussi un filtrage
temporel (la fonction filterTime(sectionj, t1, t2) imple´mente´e par l’algorithme 3)
pour affiner la liste d’objets candidats calcule´e lors du filtrage spatial. Lors de ce
filtrage temporel, parmi les bus se´lectionne´s lors du filtrage spatial, nous allons
se´lectionner les bus qui sont cense´s passer par les stations qui de´terminent les
tronc¸ons qui intersectent le trajet de la requeˆte entre t1 et t2. L’intervalle de la
requeˆte [t1,t2] est ajuste´ afin de prendre en compte un facteur d’incertitude qui est
estime´ en fonction du jour de la semaine, du moment du jour (e.g., en ge´ne´ral les
bus ont plus de retard quand le trafic est congestionne´) ou des e´ve´nements spe´ciaux
(e.g., une gre`ve). Jusqu’a` ce point, l’algorithme se base sur des donne´es stocke´es
dans le sche´ma 4.9 construite a` partir des donne´es de description du re´seau de bus.
Ce sche´ma est construit une seule fois a` priori.
– L’e´tape d’affinage des re´sultats candidats ge´ne´re´s par la premie`re e´tape de cet
algorithme utilise des donne´es de localisation re´elles concernant les trajets des
bus. La fonction affinage(moi, uk, [t1, t2]) imple´mente l’ope´rateur de´fini dans la
section 4.4.2 de ce chapitre. Le re´sultat final de cette e´tape est donne´e par la liste
des came´ras associe´es aux bus dont le trajet a intersecte´ la trajectoire de la requeˆte
entre [t1, t2], avec le segment et l’intervalle de temps correspondant.
Un exemple concret de se´lection re´alise´e a` l’aide de cet algorithme est donne´ dans la
section suivante.
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Algorithm 2: Algorithme de se´lection des came´ras mobiles qui ont intersecte´ la
trajectoire de la requeˆte
Entre´es: Une suite de segments de rue : uk et un intervalle de temps : [t1, t2].
Sorties: La liste des came´ras mobiles susceptibles d’avoir filme´ la trajectoire donne´e
1 listSectionCandidates← null
2 listF inalObj ← null
3 listSections← filterMBR(uk);
4 pour chaque sectioni ∈ listSections faire
5 pour chaque uk faire
6 si intersects(polyline(sectioni), uk) alors




11 pour chaquesectionj ∈ listCandidates faire
12 listMOCandidates← filterT ime(sectionj , t1, t2)
13 fin
/* Passage a` l’e´tape d’affinage de re´sultats */
14 pour chaque uk faire
15 pour chaquemoi ∈ listMOCandidates faire
16 listF inalObj ← ajouterResultat(listF inalObj, affinage(moi, uk, [t1, t2]));
17 fin
18 fin
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Algorithm 3: Algorithme de la fonction filterT ime(sectioni, t1, t2)
Entre´es: La liste de sections de trajets de bus candidates listCandidates et un intervalle de
temps : [t1, t2].
Sorties: La liste des bus qui ont traverse´ les sections de trajets dans l’intervalle [ti1, ti2]
1 listMOCandidates← null
2 uncertainty ← val
3 ti1 ← t1 − uncertainty;
4 ti2 ← t2 + uncertainty;
5 pour chaque sectioni ∈ listCandidates faire
6 pour chaque busjquipasseparlasectioni faire
7 si
((arrivalT ime(busj , sectioni.stop1) > ti1) ∧ (arrivalT ime(busj , sectioni.stop2) >
ti2 ∨ arrivalT ime(busj , sectioni.stop2) < ti2)) ∨
((arrivalT ime(busj , sectioni.stop1 < ti1) ∧ (arrivalT ime(busj , sectioni.stop2) <
ti2) ∨ (arrivalT ime(busj , sectioni.stop2) > ti2)) alors




4.6 Exemples de requeˆtes
4.6.1 Came´ras fixes
Supposons les trois came´ras illustre´es dans les sche´mas des figures 4.10, 4.11,
4.12, 4.13 illustrant les localisations des came´ras fixes C1, C2 et C3. Le
re´seau routier est repre´sente´ par les deux rues (S1-S5 et S6-S10). Suppo-
sons la trajectoire de la requeˆte TR= S1, S2, S3, S4, S5 et l’intervalle
de la requeˆte I= [t1, t2]. Les moments de changement des champs de vues
des came´ras sont illustre´s dans la figure 4.14. On distingue 4 intervalles
de temps ([time(fovj(C3)),time(fovk(C2))], [time(fovk(C2)),time(fovj+1(C3))],
[time(fovj+1(C3)),time(fovk+1(C2))] et [time(fovk+1(C2)), ....]).
La Figure 4.14 pre´sente les prises de vue des came´ras C2 et C3 en fonction de temps.
Les diffe´rents moments ou` les champs de vue des came´ras C2 et C3 changent (chacune
des quatre figures 4.10, 4.11, 4.12, 4.13 correspond a` un des quatre intervalles) sont
marque´s en couleurs correspondant aux ge´ome´tries des champs de vues des came´ras
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Figure 4.10 – Champs de vue des came´ras dans le premier intervalle de temps
Figure 4.11 – Champs de vue des came´ras dans le deuxie`me intervalle de temps
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Figure 4.12 – Champs de vue des came´ras dans le troisie`me intervalle de temps
Figure 4.13 – Champs de vue des came´ras dans le quatrie`me intervalle de temps
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Figure 4.14 – Les moments de changement des champs de vue des came´ras fixes
illustre´es dans les figures 4.10, 4.11, 4.12, 4.13.
Supposons l’intervalle de la requeˆte [t1, t2] avec time(fovj(C3))<t1<time(fovk(C2))
et time(fovj+1(C3))<t2.
La se´lection des cameras fixes est re´alise´e par l’algorithme 1. Nous allons expliquer
cet algorithme par l’interme´diaire de l’exemple illustre´ dans les quatre figures. Les
premie`res lignes de l’algorithme (1-4) repre´sentent une e´tape de filtrage. De toutes
les cameras de la base de donne´e nous allons se´lectionner celles qui se situent a` une
distance maximale infe´rieure ou e´gale a` la distance de visibilite´ maximale des cameras
de la base. Dans notre cas les seules came´ras qui ont possiblement filme´ les segments
de la requeˆte sont C1, C2 et C3.
Pour chacune des came´ras se´lectionne´es lors de la premie`re e´tape, nous allons chercher
les moments ou` celles-ci ont modifie´ leur champ de vue (lignes 5,6 de l’algorithme).
Les lignes 7-20 traitent les deux cas possibles : le changement est entre t1 et t2 (e.g.,
time(fovk(C2)) ou le changement est avant t1 (e.g., time(fovj(C3))). Les ge´ome´tries
des champs de vues sont construites et l’intersection avec les segments de la requeˆte
sont evalue´es.
Le re´sultat de la requeˆte pour notre exemple est :
{(C2, S2, [time(fovk(C2)), time(fovk+1(C2))] ), (C2, S3, [time(fovk+1(C2)), t2])), (C3,
S4, [t1, time(fovj+1(C3)))}.
4.6.2 Came´ras mobiles
Conside´rons le meˆme sche´ma de la figure 4.15. Le but est maintenant de se´lectionner
les came´ras mobiles susceptibles d’avoir filme´ la trajectoire de la requeˆte TR=S1, S2,
S3, S4, S5. Cette se´lection est faite selon l’algorithme 2.
Apre`s l’e´tape de filtrage spatial et temporel des trajectoires des objets mobiles (lignes
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Figure 4.15 – Illustration d’une requeˆte de se´lection des objets mobiles
Figure 4.16 – Les changements des positions des objets mobiles dans le temps
3-13 de l’algorithme 2), deux objets candidats sont se´lectionne´s (deux bus ont traverse´
la trajectoire de la requeˆte dans l’intervalle de temps donne´). Supposons les deux
objets mobiles ayant les trajectoires marque´e en pointille´ sur la figure (S8, S4, S5,
...). Nous supposons que l’objet envoie au moins une remonte´e mpj (mobile position)
contenant sa position et un timestamp par segment de rue. En conside´rant chaque
segment de la rue et chaque objet mobile (lignes 14-18 de l’algorithme), la fonction
affinage(moi, uk, [t1, t2]) va tester les cas explique´s dans 4.4.2 : la position de l’objet
est sur la trajectoire de la requeˆte entre t1 et t2 (mpt, mpt, mpj+1, mpj+2 comme
illustre´ dans la Figure 4.16) et la position d’avant intersecte aussi (mpj+1 et mpj+2)
ou la position d’avant n’intersecte pas la trajectoire (mpj et mpJ+1) ou elle intersecte
mais avant t1 (mpt et mpt+1).
Le re´sultat est {(obji, S4, [t1,time(mpj+2)]), (obji, S5, [time(mpj+2), t2)], (obji+1, S4,
[t1,t2)])}
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4.7 Conclusion
Dans ce chapitre nous avons pre´sente´ notre proposition :
– d’un mode`le de donne´es qui inte`gre des informations spatio-temporelles de´crivant
le re´seau routier et celui de transport d’une ville, les objets mobiles (e.g., bus) qui
circulent dans ces re´seaux et les came´ras fixes et mobiles qui composent le re´seau
de vide´osurveillance urbain ;
– d’un mode`le de requeˆte trajectoire hybride compose´e d’un ensemble de segments
spatiaux contenant des positions ge´ome´triques et symboliques exprime´es par rap-
port aux diffe´rents syste`mes de re´fe´rences ;
– d’un ope´rateur qui, en se basant sur le mode`le de donne´es propose´ et sur la requeˆte
trajectoire hybride de´finie, extrait de fac¸on automatique les came´ras fixes et mo-
biles susceptibles d’avoir filme´ la trajectoire donne´e comme requeˆte
Les ope´rateurs de se´lection propose´s se basent sur un mode`le de donne´es spatiales et
temporelles des came´ras de vide´osurveillance dans le cadre d’un re´seau de transport
en commun urbain qui permet la reconstitution des trajectoires des objets mobiles des
came´ras mobiles (associe´es a` des objets mobiles) et des positions des came´ras fixes ;
chaque came´ra se voit associe´ un champ de vue dont la ge´ome´trie est calcule´e au
moment de la requeˆte pour les came´ras fixes susceptibles d’avoir capture´ des vide´os
pertinentes pour la trajectoire cible. L’approche propose´e, renforce´e par des solu-
tions d’indexation et de stockage optimise´es et comple´te´e par des solutions d’analyse
du contenu vide´o, peut constituer la base d’outils de Forensic [Sedes et al., 2012] si
recherche´s dans le cadre de la vide´osurveillance.
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Le but de ce chapitre est de proposer des e´le´ments de validation du mode`le et des
algorithmes pre´sente´es dans le chapitre ante´rieur. Comme de´ja` explique´ et montre´
dans le chapitre de l’e´tat de l’art dans les sections 2.3.1 et 2.3.2, la validation n’est
pas une taˆche facile quand il faut croiser des donne´es concernant le re´seau routier, le
re´seau de transport et des donne´es lie´es aux came´ras fixes et mobiles. En particulier,
les jeux de donne´es sont difficile a` constituer. Le but de ce chapitre est de pre´senter
notre proposition d’architecture de framework d’interrogation des donne´es spatio-
temporelles lie´es aux came´ras, de montrer l’utilite´ et la faisabilite´ du framework
par l’interme´diaire d’exemples de cas d’utilisation illustrant le fonctionnement du
framework. Les expe´rimentations re´alise´es portent sur trois points : i) la de´finition
et l’imple´mentation d’un prototype du framework propose´, ii) un cas d’utilisation
de recherche de vide´os montrant la faisabilite´, iii) une e´tude qualitative d’estimation
du temps de calcul sur un jeu de donne´es constitue´ a` partir de l’inte´gration d’un
re´seau routier externe (API Google Maps), d’un re´seau de transport et donne´es de
localisation des bus de la ville de Toulouse fournies dans le cadre du projet Toulouse
OpenData et des me´tadonne´es lie´es aux came´ras capture´es a` partir des capteurs
embarque´s dans des smartphones Android.
Ce chapitre commence (Section 5.2) par la pre´sentation de l’architecture du frame-
work que nous avons propose´ et qui imple´mente le mode`le de donne´es, le mode`le de
requeˆte trajectoire hybride et les algorithmes de recherche pre´sente´s dans le Chapitre
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pre´ce´dent. Ensuite, dans les sections 5.2.1, 5.2.2, 5.2.3 et 5.2.4 les principaux mo-
dules de cette architecture sont de´taille´s. Afin de montrer la faisabilite´ du framework
imple´mente´, un exemple de re´alisation d’un cas d’utilisation est pre´sente´ dans 5.3.
Des expe´rimentations qui illustrent une e´tude qualitative des algorithmes de se´lection
(pre´sente´s dans la section 4.5.2 du Chapitre 4) et leur comportement en fonction de
la taille du dataset utilise´. Nous finissons par une conclusion.
5.2 Architecture du framework propose´
Le mode`le de donne´es et les algorithmes propose´s dans le chapitre pre´ce´dent ont e´te´
imple´mente´s et teste´s dans le cadre d’un framework dont l’architecture est illustre´e
dans la Figure 5.1. Les principales modules d’un tel framework sont :
– Terminal Interface (Interface utilisateur) : regroupe les briques qui re´alisent l’in-
teraction avec l’utilisateur et la visualisation des re´sultats et des donne´es via une
API Google Maps ;
– Query Interpreter (Interpre´teur de requeˆte) : re´alise la transformation de la requeˆte
trajectoire hybride (conforme´ment a` la de´finition donne´e dans la section 4.2.2 du
Chapitre 3) soumise par l’utilisateur en requeˆte spatio-temporelle (une se´quence
de segments spatiaux projete´s sur le re´seau routier de la ville et un intervalle de
temps) ;
– Search Engine (Moteur de recherche) : imple´mente les algorithmes de recherche
de´finis dans le chapitre pre´ce´dent en deux e´tapes : filtrage et affinage des re´sultats ;
– Storage (Stockage) : contient la base de donne´es spatio-temporelle et la collection
de donne´es et des modules qui permet l’interaction avec celles ci ;
– SQL Query Generator (Ge´ne´rateur de requeˆte SQL) : re´alise la communication
entre le moteur de recherche et le module de stockage ;
– Data Collecting (Collecte de donne´es) : est en charge de de la collecte des donne´es
vide´os et spatio-temporelles issues des capteurs GPS, boussoles et acce´le´rome`tres
et de la synchronisation de toutes ces donne´es ;
L’imple´mentation du prototype a e´te´ re´alise´e en utilisant JDK 1.7 avec les drivers
JDBC pour la connexion avec la base de donne´es Oracle et la technologie JSP pour
la connexion avec l’interface code´e en utilisant HTML, JAVASCRIPT et AJAX.




Figure 5.1 – Architecture du framework propose´e
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5.2.1 Le module de collecte de donne´es
Le module au niveau duquel les donne´es sont collecte´es est compose´ des dispositifs de
capture des contenus vide´o et des informations spatio-temporelles issues des capteurs
associe´s aux dispositifs (e.g., capteur GPS, boussole, acce´le´rome`tre).
Le proble`me principal rencontre´ dans l’acquisition de donne´es issues des diffe´rents
capteurs est la synchronisation des diffe´rents flux d’information. Prenons un exemple :
supposons une came´ra qui enregistre du contenu visuel avec un framerate de 30
frames par secondes, un capteur GPS qui enregistre des donne´es de localisation avec
une fre´quence d’une position par seconde et une boussole qui enregistre la direc-
tion a` chaque modification de celle ci. Dans ce cas, des ope´rations de synchroni-
sation pour palier le proble`me des diffe´rentes fre´quences d’e´chantillonnages doivent
doivent eˆtre mis en place en se basant sur des techniques comme l’interpolation
ou le calcul de moyenne [Wa˚hsle´n et al., 2010]. Un autre proble`me qui se pose et
qui concerne la collecte de donne´es est le format de stockage de me´tadonne´es, for-
mat qui peut eˆtre incorpore´ dans la vide´o ou ge´re´ se´pare´ment [Se`des, 1998]. Dans
une perspective de de´veloppement d’un framework ge´ne´rique qui puisse faciliter l’in-
terope´rabilite´ des syste`mes de vide´osurveillance (e.g., le traitement des donne´es issues
du syste`me de la RATP par les agents de la SNCF) la solution optimale est d’arriver
a` une ge´ne´ralisation de la mise en oeuvre de la norme ISO22311 avec pre´sence de
me´tadonne´es normalise´es (voir chapitre 3). Des projets au niveau national sont mene´s
pour la mise en place de cette ge´ne´ralisation parmi lesquels le projet METHODEO
[Goudou et al., 2013] auquel nous avons participe´ comme pre´sente´ dans le chapitre
3 de ce manuscrit.
Dans le cadre de notre expe´rimentation, nous collectons les donne´es provenant du
GPS, de la boussole, de l’acce´le´rome`tre et de la came´ra et nous les synchroni-
sons en utilisant une estampille temporelle. Nous avons utilise´ pour la collection
des donne´es une application de´veloppe´e par nous meˆmes et deux applications com-
merciales (GPSLogger 1, Accelerometer Monitor 2, Accelerometer Pro 3). Ces appli-
cations enregistrent les modifications dans le temps des donne´es issues des capteurs
embarque´s dans les smartphones. Plus pre´cise´ment elles enregistrent des se´quences
de paires (valeur, timestamp) ou la valeur est soit une position GPS (Lat, Long),
soit un angle d’orientation par rapport au poˆle Nord, soit un angle d’inclinaison
calcule´ a` partir des donne´es enregistre´s par l’acce´le´rome`tre (X,Y,Z,tilt) (cf. a` la Fi-
1. https ://play.google.com/store/apps/details ?id=com.mendhak.gpslogger&hl=fr
2. https ://play.google.com/store/apps/details ?id=com.lul.accelerometer&hl=fr FR
3. https ://play.google.com/store/apps/details ?id=com.a10.acmeter.donate&hl=fr FR
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Figure 5.2 – Extrait des donne´es capture´es par les capteurs
gure 5.2). Le but de notre expe´rimentation n’e´tant pas lie´e a` la proble´matique de
la synchronisation des donne´es provenant des diffe´rents capteurs, nous avons fixe´
apriori une fre´quence d’e´chantillonnage d’une seconde pour le GPS et comme tous
ces les capteurs sont associe´s au meˆme dispositif nous avons utilise´ un horloge unique
(synchronise´e au temps universel) pour tous les capteurs. Les donne´es provenant de
la boussole et l’acce´le´rome`tre sont enregistre´es seulement quand des modifications
interviennent. Un extrait des donne´es capture´es au niveau du module de capture est
illustre´ dans la Figure 5.2. Ces donne´es sont ensuite parse´es pour une insertion dans
les tables correspondantes de notre mode`le de donne´es pre´sente´ dans le chapitre 4.
Cette ope´ration est re´alise´e par le module Insert de notre architecture.
En ce qui concerne les donne´es de´crivant le re´seau de transport nous utilisons les
donne´es de´crivant le re´seau de transport public de Toulouse mises a` disposition dans
le cadre du projet Toulouse Open Data 4. Ces donne´es de´crivent les caracte´ristiques
spatiales (stations et formes) et temporelles (horaires de passage) des 103 lignes de
bus qui desservent la ville de Toulouse. Le format de description de ces donne´es
(GTFS) et les ame´liorations que nous avons apporte´es a` celui ci sont de´crites dans
le chapitre pre´ce´dent. Un extrait des donne´es de transport sauvegarde´es dans notre
format de stockage est illustre´ dans la Figure 5.3. Ces donne´es de´crivent la structure
du re´seau de bus de Toulouse, plus pre´cise´ment pour chaque ligne, les positions des
stations et les horaires de passage des bus par les stations respectives. En plus, chaque
ligne est associe´e a` une liste de points (positions GPS) qui permette de de´crire la
forme exacte (projete´e sur le re´seau routier) de la ligne respective (la description




Figure 5.3 – Extrait de la base de donne´es du re´seau de transport
Chapitre 4).
Pour les donne´es de´crivant le re´seau routier, nous utilisons une ressource exte´rieure,
l’API Google Maps V3 5. L’API Google Maps offre des informations comple`tes,
l’usage est tre`s re´pandu et c’est facile a` utiliser. Comme nous n’avons pas besoin
d’autre types d’informations comme les noms des baˆtiments ou d’autre types d’ob-
jets (qui sont mis a` disposition par d’autres outils comme Open Street Maps), notre
choix s’est ave´re´ suffisant. Ne´anmoins, d’autre solutions externes peuvent eˆtre envi-
sage´es. Un facteur important dans notre choix a e´te´ le fait que les donne´es concernant
le re´seau de transport en commun de Toulouse mises a` disposition dans le cadre du
projet Toulouse Open Data sont elles aussi dans le format GTFS qui est un des
formats propose´ par Google pour la description des re´seaux de transport. Nous nous
sommes servis de l’API Google Maps pour le de´veloppement de l’interface utilisateur




Figure 5.4 – Visualisation des ge´ome´tries des champs de vue des came´ras
5.2.2 Le module interface utilisateur
Le module Terminal Interface de l’architecture propose´e dans la Figure 5.1 permet
de saisir ou de de´finir les points composant les segments de la requeˆte a` partir de la
carte interactive, de visualiser des donne´es comme les trajets des bus (voir chapitre
4) ou les ge´ome´tries des champs de vue d’une came´ra (voir Figure 5.4) et de visualiser
les re´sultats. Ces derniers sont pre´sente´s comme une liste d’extraits vide´os provenant
des came´ras se´lectionne´es par l’algorithme de recherche. L’avantage de cette interface
est le fait de pouvoir visionner les extraits vide´os et voir sur la carte les prises de
vues des came´ras sources.
La requeˆte peut eˆtre directement renseigne´e dans un fichier structure´ au format
JSON ou peut eˆtre exprime´e a` partir de l’interface graphique de notre framework
illustre´e dans la Figure 5.5. Pour chaque segment de la requeˆte on de´finit un syste`me
de re´fe´rence et des positions symboliques (par e´nume´ration) ou ge´ome´triques (par
e´nume´ration ou interaction avec la partie carte de notre interface) (voir Figure
5.6). Par exemple, dans la Figure 5.5, on de´finit un segment exprime´ par rapport
au re´seau routier (Identifiant du syste`me de re´fe´rence ”RRTLSE”) et compose´ de
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Figure 5.5 – Interface de de´finition des segments de la requeˆte
trois positions : 9, Alle´es Du Pre´sident Franklin Roosevelt, 10, Alle´es Du Pre´sident
Franklin Roosevelt et 12, Alle´es Du Pre´sident Franklin Roosevelt. La structura-
tion de ce segment de requeˆte en format JSON est illustre´e par la Figure 5.6. La
requeˆte sera ensuite ”interpre´te´e” par le module d’interpre´tation de la requeˆte et
le re´sultat (la se´quence de segments spatiaux et l’intervalle de temps) sera stocke´
dans la base de donne´es. L’avantage d’utiliser une table stocke´e en me´moire pour les
requeˆtes est que les segments peuvent ensuite eˆtre indexe´s par des index spatiaux
[Stojanovic et al., 2005].
Par la suite nous allons de´crire la fac¸on dont la requeˆte hybride est transforme´e en
requeˆte spatio-temporelle par l’interpre´teur.
5.2.3 Le module d’interpre´tation de la requeˆte
Ce module prend en entre´e une requeˆte JSON re´pondant au template qui est illustre´
par l’interme´diaire d’un exemple dans la Figure 5.6. Pour de´finir le sche´ma ou le
template de notre requeˆte, plus pre´cise´ment les re`gles de de´nomination d’une posi-
tion, d’un enchainement de positions (segment) et d’un enchainement de segments
(trajectoire) nous allons nous appuyer sur le standard JSON 6 (JavaScript Object
Notation) qui de´finit un standard d’e´change qui est utilise´ a` large e´chelle dans les




Figure 5.6 – Exemple de fichier de requeˆte JSON
des donne´es ge´ographiques comme Google Maps.
La sche´matisation de cette brique de notre framework est illustre´e dans la Figure
5.7. Ce module se base sur le mode`le de donne´es (notamment les couches re´seau
routier et re´seau de transport) pour interpre´ter des segments de trajectoire contenant
des positions ge´ome´triques et symboliques exprime´es par rapport a` des syste`mes de
re´fe´rences diffe´rents afin de traduire cette requeˆte dans une se´quence de segments
spatiaux (des ge´ome´tries exprime´es par rapport au syste`me ge´ode´sique).
Par la suite, nous allons pre´senter le module qui re´alise la recherche proprement dite
et celui qui est en charge du stockage.
5.2.4 Le module de stockage et le module de recherche
Nous allons commencer cette section par la pre´sentation du module de sto-
ckage (le module Storage de la Figure 5.1) qui comprend : (1) la col-
lection des vide´os issues des came´ras et qui contient les fichiers vide´os
nomme´s selon la re`gle (de´crite par la norme ISO22311 pre´sente´e dans la sec-
tion 3.5) : <track nom> video <type of encoding> <timestamp>.<extension>, ou`
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Figure 5.7 – Sche´ma du module d’interpre´tation de la requeˆte
<track nom> est le nom de la piste vide´o, <type of encoding> de´signe le type d’en-
codage de la vide´o, <timestamp> repre´sente l’estampille temporelle du de´but de
la vide´o et <extension> est l’extension du fichier. Un fichier ”index” est utilise´
pour faire le mapping des sources (came´ras) et des pistes (fichiers vide´os) issues
de chaque came´ra ; (2) la base de donne´e spatio-temporelle qui contient les infor-
mations de´crivant les diffe´rentes couches pre´sente´es dans le chapitre 4 et qui a e´te´
imple´mente´e en utilisant Oracle Spatial 7.
Le module Search Engine imple´mente les algorithmes de recherche pre´sente´s dans
le chapitre 4 avec les deux e´tapes Filtering et Refinement. La communication entre
ce module et le module de stockage est re´alise´e via le module SQL Query Genera-
tor. Le module Access fournit des me´thodes pour acce´der le contenu vide´o stocke´
dans la collection vide´o. Ce module rec¸oit la liste des re´sultats, ou chaque tuple
du re´sultat a la forme (CameraId,StartTime,EndTIme) et imple´mente le service ex-
tract(CameraId,StartTime,EndTIme) qui extrait le segment de la vide´o filme´e par
la came´ra ayant l’identifiant CameraId entre StartTime et EntTime. Ce module
n’est pas imple´mente´ pour l’instant dans notre syste`me. La vide´o entie`re est re-
tourne´e, l’utilisateur devra chercher l’intervalle indique´. Ne´anmoins, ce point est
facile a` de´velopper et a` inte´grer dans notre application.




proposition par la pre´sentation d’un cas d’utilisation re´alise´ a` l’aide de notre frame-
work.
5.3 Exemple de cas d’utilisation re´alise´
Afin de valider notre framework, nous allons pre´senter un des sce´narios que nous
avons mis en place afin d’illustrer les fonctionnalite´s et la faisabilite´ de notre pro-
position. Voici la description de notre sce´nario. Nous avons simule´ un syste`me de
vide´osurveillance qui est compose´ de cinq came´ras fixes et deux came´ras mobiles dis-
pose´es Route de Narbonne a` Toulouse. Dans nos expe´rimentations nous nous sommes
servis de plusieurs dispositifs mobiles comme des smartphones : un Samsung Galaxy
S4, un Samsung Galaxy S5, un Motorola RAZR i XT890 et une tablette Asus Fone-
Pad 7. En utilisant ces dispositifs nous avons collecte´ 10 vide´os (avec la came´ra dans
une position fixe ou en mouvement) d’une dure´e totale approximative d’une heure et
demie. L’enregistrement de ces vide´os a` e´te´ fait soit avec les came´ras en position fixe
(dans une disposition montre´e par la Figure 5.10) soit en mobilite´ (enregistrements
effectue´s avec deux came´ras situe´es a` l’inte´rieur des bus pour simuler les came´ras de
vide´osurveillance embarque´es).
Les came´ras fixes ont la disposition ge´ographique illustre´e dans la figure 5.9. Des
captures d’e´cran des sce`nes filme´es par les cinq came´ras sont illustre´s dans la Figure
5.10. Les came´ras C1 et C2 changent de champ de vue chaque heure et elles sont en
train de surveiller deux aires diffe´rentes : la came´ra C2 surveille le passage pie´tons
(image C2a de la Figure 5.10) et l’entre´e dans une re´sidence (image C2b de la Figure
5.10) et la came´ra C1 surveille la Route de Narbonne au niveau de l’entre´e dans
la grande station de bus Paul Sabatier (image C1a de la Figure 5.10) et une petite
entre´e dans le campus qui donne sur la rue (image C1b de la Figure 5.10). La Figure
5.8 montre le changement des champs de vue des came´ras C1 et C2, la premie`re
partie de la figure repre´sente les champs de vue avant et la deuxie`me ceux d’apre`s le
changement de l’orientation des came´ras. Le changement des caracte´ristiques (posi-
tion, orientation, acce´le´rome`tre) des came´ras (fixes et mobiles) est enregistre´ par les
applications mentionne´es dans la section 5.2.1.
Le sce´nario est le suivant : une victime simule´e prend un repas dans un restaurant
(Subway) sur la Route de Narbonne a` Toulouse le dimanche, 29 septembre, vers
18 :45. Elle sort du restaurant et marche vers la station de me´tro Paul Sabatier.
La, elle se rend compte que son portefeuille a disparu. La requeˆte soumise a` notre




Figure 5.8 – Champs de vue des came´ras avant 19h (a) et apre`s 19h (b)
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noir et l’intervalle de temps [28-9-2014 18 :50 :00, 28-9-2014 19 :15 :00] (par de´faut
dans l’interface de l’application toutes les vide´os de la base sont affiche´es).
Suite a` la premie`re e´tape de filtrage, la came´ra C5 est e´limine´e car sa distance
par rapport au segment de la requeˆte de´passe la distance de visibilite´ maximale
des came´ras de la base de donne´es. Dans notre expe´rimentation, nous avons fixe´ la
distance de visibilite´ des came´ras a` 200m car nous avons filme´ en ville dans une zone
avec beaucoup de constructions et dans un tel contexte, une came´ra ne peut ”voir”
tre`s loin. Pour les autres came´ras, les intersections des ge´ome´tries des champs de
vues et de la trajectoire pour l’intervalle de temps donne´, selon l’algorithme pre´sente´
dans la section 4.5 du chapitre pre´ce´dent sont e´value´es. Bien que la came´ra C4 a une
distance de visibilite´ maximale permettant de filmer la trajectoire, son champ de vue
n’intersecte jamais la trajectoire requeˆte donc elle n’apparaitra pas dans le re´sultat.
Le champ de vue de la came´ra C3 intersecte sur toute la pe´riode de la requeˆte la
trajectoire donc le tuple (C3, [18 :50,19 :15]) fera partie du re´sultat. Le champ de
vue de la came´ra C2 intersecte la trajectoire a` partir de 19h donc le tuple (C2,
[19 :00,19 :15]) sera renvoye´. Par contre, la came´ra C1 ”voit” la trajectoire avant
19h, du coup le tuple (C1, [18 :50,19 :00]) fera partie de la liste des re´sultats. La
liste des re´sultat est ordonne´e en fonction de la distance des came´ras de la liste par
rapport au point de de´part (dans notre exemple le point de de´part est le restaurant
Subway donc la came´ra C3 est la plus proche).
Le premier e´le´ment de la liste des re´sultats est (C3, [18 :50,19 :15]). En regardant
la vide´o correspondante, on observe que a` partir de 18 :57 la victime marche et
un homme habille´ en bleu marche derrie`re elle (quelques cadres de cette vide´o sont
montre´s dans la Figure 5.11).
En passant au deuxie`me re´sultat retourne´ (C2, [19 :00,19 :15]), a` partir de la minute
19 :01 les deux personnes apparaissent dans les images. La Figure 5.12 montre les
cadres les plus importants issues des enregistrements de cette came´ra, le moment de
l’apparition des personnages dans la sce`ne filme´e, le moment ou` le vol se produit (on
peut voir dans les images le moment ou le suspect habille´ en bleu commet l’infraction)
et le moment ou` la victime et l’agresseur partent vers la droite donc vers les station
de bus et de me´tro Paul Sabatier. E´tant donne´ que le dernier re´sultat retourne´ (C1,
[18 :50,19 :00]) concerne un intervalle de temps qui se passe avant les faits que nous
venons de regarder sur les autres deux came´ras, cette came´ra ne contient pas d’images
pertinentes.
Par la suite, une deuxie`me requeˆte sera soumise qui visera le segment de rue entre
le passage pie´tons et la station de me´tro Paul Sabatier et l’intervalle horaire [19 :02,
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Figure 5.9 – Disposition de notre re´seau de came´ras
19 :32] afin de rechercher des came´ras mobiles qui ont possiblement filme´ l’agresseur
dont les caracte´ristiques sont maintenant connues et qui pourront donc fournir des
images claires qui permettront l’identification de la personne en cause. L’algorithme
de recherche des came´ras mobiles est ensuite exe´cute´. Cet algorithme est pre´sente´
dans la section 4.5.2 du Chapitre 4 et il imple´mente l’ope´rateur de´crit dans la section
4.4.2. Cet ope´rateur se´lectionne les objets mobiles dont la trajectoire a intersecte´ la
trajectoire de la requeˆte dans l’intervalle de temps donne´ et donne comme re´sultat
a` l’utilisateur les identifiants des came´ras associe´es aux objets se´lectionne´s, car elles
sont susceptibles d’avoir filme´ la trajectoire requeˆte dans l’intervalle de temps vise´.
Nous avons utilise´ comme collection d’objets mobiles les donne´es lie´es aux trajets
des bus de Toulouse. En conse´quence le re´sultat de notre requeˆte va eˆtre la liste des
identifiant des bus qui sont passe´s par le segment de rue de la requeˆte dans l’intervalle
[19 :02, 19 :32].
Les identifiants des bus donne´s comme re´sultat sont : 4503603927976693 (qui
correspond au bus nume´ro 2 qui passe a` 19 :30 par la station Paul Sabatier),
4503603927986760 (qui correspond au bus nume´ro 34 qui passe a` 19 :30 par la station
Paul Sabatier) et 4503603927985747 (qui correspond au bus nume´ro 78 qui passe a`
19 :30 par la station Paul Sabatier). La raison pour laquelle nous avons une liste assez
”simple” de re´sultats est que le jour choisi pour l’expe´rimentation (28/09/2014) est
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Figure 5.10 – Sce`nes filme´es par les came´ras de notre re´seau
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Figure 5.11 – Des cadres vide´o filme´s par la came´ra C3
un dimanche et les bus de Toulouse ont des horaires beaucoup moins denses (3 sur
7 bus qui circulent par la station Paul Sabatier ne passent pas le dimanche).
Nous avons deux came´ras installe´es dans le bus nume´ro 2 : une devant (voir la Figure
5.14) et une sur le coˆte´ (voir la Figure 5.13). En regardant les enregistrements vide´os
issus de ces deux came´ras dans l’intervalle de la requeˆte (l’intervalle retourne´ est
tout l’intervalle de la requeˆte car Paul Sabatier est station de de´part pour la ligne 2
du coup il n’y a pas de position pre´ce´dant celle-ci dans les trajectoires du bus) on
observe que les deux ont filme´ le suspect et que seulement les images filme´es par la
came´ra de devant peuvent permettre l’identification de la personne.
5.4 Expe´rimentations concernant le re´seau de
transport en commun
La collection que nous avons utilise´e pour tester l’algorithme de se´lection des came´ras
(avec les segments de la requeˆte et l’intervalle de temps concerne´s) installe´es dans
les bus qui ont traverse´ les segments de la requeˆte est constitue´ par les donne´es
qui de´crivent le re´seau de transport en commun de Toulouse (en format GTFS)
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Figure 5.12 – Des cadres vide´o filme´s par la came´ra C2
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Figure 5.13 – Des cadres vide´o filme´s par la came´ra installe´e au late´ral du bus
nume´ro 2
Figure 5.14 – Des cadres vide´o filme´s par la came´ra installe´e dans la partie devant
du bus nume´ro 2
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qui ont e´te´ publie´es dans le cadre du projet Toulouse Open Data. Quelques chiffres
concernant ces donne´es sont pre´sente´s dans la Figure 5.15. Le re´seau de transport
de Toulouse comprend 103 lignes de bus. Au cours d’une anne´e ces bus se de´placent
selon 336 trajets qui contiennent en moyenne approximativement 25.6 stations par
trajet. La forme de chacun de ces trajets est de´crite par approximativement 350
points. La variation du nombre de sections de trajets en fonction de la ligne de bus
est illustre´e dans la Figure 5.16.
Le but de cette expe´rimentation a e´te´ de tester le comportement de notre algorithme
de se´lection des came´ras mobiles qui ont potentiellement pu filmer la trajectoire de la
requeˆte en fonction de la taille de la requeˆte et des trajets cible´s ainsi que du nombre
d’objets mobiles de la collection et de leur nombre de positions. Afin de re´aliser des
tests plus importants, nous avons ge´ne´re´ des points de trajectoire a` partir des donne´es
existant dans le format GTFS. Comme explique´ dans le chapitre pre´ce´dent, le format
GTFS fournit une description du re´seau de transport en commun en se basant sur
les e´le´ments suivants : chaque ligne est compose´e par une se´quence de stations, une
liste de positions et des listes des horaires de passage des diffe´rents bus a` chaque
station. Comme les stations sont situe´es a` des distances assez importantes, chaque
tronc¸on (de´fini par deux stations conse´cutives) se voit associe´ une liste de points
qui vont de´crire sa forme (le mapping sur le re´seau routier comme pre´sente´ dans
la section 4.3.2 du chapitre pre´ce´dent) que nous allons nommer points forme. Nous
conside´rons que les bus se de´placent avec une vitesse constante par tronc¸on e´gale a`
la somme des distances entre chaque deux points forme conse´cutifs et l’intervalle de
temps de´fini par les temps d’arrive´e des bus dans les deux stations qui de´finissent le
tronc¸on. En utilisant cette vitesse calcule´e, nous avons ge´ne´re´ des points trajectoire
en associant les positions des points forme a` des timestamps calcule´s. Cela a amene´
a` la ge´ne´ration d’environ 3 millions de positions.
Ensuite nous re´alisons des tests de performance afin d’obtenir des re´sultats utiles qui
montrent que notre me´thodologie est applicable dans une configuration de syste`me
de gestion des trajectoires des objets mobiles qui se de´placent dans un re´seau de
transport en commun proche du ”monde re´el”. Tous les tests ont e´te´ re´alise´ sur
un processeur Intel Core i7-3687U CPU 2.6 GHz avec 8 Go RAM et un syste`me
d’exploitation Windows 7. Le SGBD utilise´ est Oracle 11g.
Nous avons choisi pour notre test deux trajectoires requeˆtes illustre´es dans la Figure
5.17 d’une distance de 2,5 km. La Figure 5.17a repre´sente une trajectoire au centre
ville de Toulouse et la Figure 5.17b repre´sente une trajectoire dans un quartier situe´
dans l’extre´mite´ sud de Toulouse ou le re´seau de bus est moins dense. Nous avons
divise´ chacune de ces trajectoires en 10 segments (la division a e´te´ faite de fac¸on
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Figure 5.15 – Chiffres de´crivant le dataset Tisseo




Figure 5.17 – Les deux trajectoires que nous allons utilise´ pour le test de notre
algorithme
similaire entre les deux trajectoires). A partir de ces 10 segments nous avons ge´ne´re´
10 requeˆtes en commenc¸ant avec une requeˆte d’un segment et en rajoutant a` chaque
fois un segment de plus.
Le but a e´te´ de tester le temps de re´ponse de notre algorithme qui intersecte la
trajectoire de la requeˆte avec les points des trajectoires des objets mobiles de la base
(pre´sente´ dans la section 4.5.2 du Chapitre 4) en fonction du nombre de segments de
la requeˆte et du nombre d’objets mobiles (des bus) concerne´s. Les re´sultats obtenus
sont illustre´s dans la Figure 5.17. Nous observons que notre algorithme donne des
temps de re´ponse assez bons vu le nombre de points trajectoire e´leve´ de la base.
Le graphique 5.19 montre une grande diffe´rence entre les temps de re´ponse obtenus
pour les deux requeˆte. Cette diffe´rence est due a la variabilite´ de la densite´ du re´seau
de transport entre diffe´rentes re´gions de la ville. Le re´seau est beaucoup plus dense
au centre ville (voir le nombre d’objets retourne´ par les requeˆtes) ce qui a comme
conse´quence une augmentation du temps de re´ponse.
5.5 Conclusion
Dans ce chapitre nous avons de´crit une architecture de framework pour l’interro-
gation des me´tadonne´es spatio-temporelles associe´es aux contenus vide´os issus des
came´ras fixes et mobiles que nous avons propose´. L’architecture est construite au-
tour des modules suivants : stockage des diffe´rentes couches du mode`le de donne´es,
l’exe´cution des algorithmes mais aussi l’interface avec les utilisateurs. L’illustration
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Figure 5.18 – Resultats du test
Figure 5.19 – Graphique de comparaison entre Requeˆte 1 et Requeˆte 2
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du cas d’utilisation que nous avons imple´mente´ montre la faisabilite´ et les be´ne´fices
de la solution propose´e dans le contexte de la vise´osurveillance. Notre approche est
comple´mentaire des approches d’analyse de contenu vide´o (qui sont hors du cadre de
ce travail) et ensemble peuvent constituer une solution puissante de filtrage des vide´os
tant recherche´e par les ope´rationnels de la vide´osurveillance. Nos expe´rimentations
montrent que les algorithmes propose´s donnent des re´sultats prometteurs sur une
base de donne´e contenant plus de 3 millions d’objets mobiles et sur une machine de
taille modeste, des ame´liorations pouvant eˆtre amene´es par des techniques de calcul







6.1 Synthe`se des propositions
Nos travaux pre´sente´s dans ce me´moire se situent dans le contexte ge´ne´ral du fil-
trage des contenus vide´os base´ sur des me´tadonne´es associe´es aux contenus. Plus
concre`tement, le domaine d’application de ces travaux rele`ve de l’aide aux ope´rateurs
humains de vide´osurveillance dans l’analyse manuelle d’extraits vide´os particuliers
(e.g., recherche individu, objet perdu) afin de faciliter leur tache, qui est souvent
lourde et sensible aux erreurs, par la mise en place d’outils qui visent la re´duction
de l’espace et implicitement du temps de recherche.
Apre`s une e´tude des syste`mes de vide´osurveillance dans le cadre de plusieurs projets
de recherche mene´s en collaboration avec la Police Nationale, RATP, SNCF, Thale`s
Se´curite´, nous avons fait les observations suivantes qui ont servi d’hypothe`ses ou
d’analyse du besoin pour les contributions de ce travail :
1. le grand nombre de syste`mes de vide´osurveillance ge´re´s par des entite´s
diffe´rentes ayant leur propres formats de donne´es et de me´tadonne´es a comme
conse´quence un manque d’interope´rabilite´ entre les sorties des diffe´rents
syste`mes (e.g., il est difficile pour la police d’utiliser directement les enregistre-
ments issus du syste`me d’un centre commercial) ;
2. le point de de´part de toute recherche dans une collection de vide´o surveillance
est l’information spatiotemporelle ;
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3. toute trajectoire, d’objet ou d’individu, par exemple le trajet d’une victime ou
d’un agresseur avant et apre`s les faits, doit pouvoir eˆtre reconstitue´e et, en se
basant sur celle-ci, on essaye d’extraire les images permettant d’identifier le(s)
objet(s), par exemple le(s) agresseurs, suspects, pick-pockets, etc. ;
4. cette trajectoire peut eˆtre exprime´e par rapport a` diffe´rents syste`mes de
re´fe´rence (indoor ou outdoor) : syste`me ge´ode´sique, re´seau routier, re´seau de
transport, plan d’un baˆtiment ;
5. la qualite´ des enregistrements e´tant faible et les conditions d’acquisition e´tant
tre`s diverses, la performance des outils d’analyse du contenu vide´o est souvent
insuffisante ;
6. l’inexistence des me´tadonne´es comme celles disponibles pour les vide´os du web
ou des me´dias sociaux (e.g., texte autour des vide´os, titre, commentaires, tags)
doit eˆtre compense´e ;
7. le manque d’une image ”requeˆte” dans la plupart des situations (a` part des
portraits robot) est crucial au moins pour une premie`re ”ite´ration” de la re-
cherche.
Suite a` ces observations, nos contributions du travail pre´sente´ portent sur les points
suivants :
– comme une conse´quence directe des observations 1, 5, 6, 7, la premie`re contribution
de ce travail est constitue´e par une e´tude des me´tadonne´es utiles dans le contexte
de la vide´osurveillance. Cette e´tude a abouti a` la proposition d’un dictionnaire de
me´tadonne´es et d’une structuration de celui ci dans un format base´ sur la norme
ISO 22311.
– les observations 2, 3, 4 ont mene´ a` une focalisation de la recherche sur les
me´tadonne´es spatio-temporelles du dictionnaire de´fini par la premie`re contribu-
tion. En conse´quence, la recherche des extraits vide´os dans une collection issue des
syste`mes de vide´osurveillance est formule´e comme un proble`me de mode´lisation
des donne´es spatio-temporelles. Plus pre´cise´ment, les contributions propose´es sont
les suivantes (nous nous sommes focalise´s sur l’environnement outdoor) :
– la de´finition du concept de requeˆte trajectoire hybride compose´e des positions ex-
prime´es par rapport a` diffe´rents syste`mes de re´fe´rence (e.g., syste`me ge´ode´sique,
re´seau routier, re´seau de transport) ;
– un mode`le de donne´es multicouches qui inte`gre des donne´es de´crivant d’une
part ”l’environnement” : re´seau routier, re´seau de transport, et d’autre part le
mouvement des objets et le changement des champs de vue des came´ras ;
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– des ope´rateurs qui permettent la se´lection automatique d’un ensemble de
came´ras susceptibles d’avoir filme´ une sce`ne recherche´e et l’identification des
se´quences (intervalles de temps) vide´os correspondant a` chaque came´ra.
Nos contributions ont e´te´ valide´es dans le cadre d’un prototype mettant en oeuvre
les contributions pre´sente´es. Il est base´ sur l’API Google Maps pour construire des
requeˆtes trajectoires hybrides et utilise des data sets fournis dans le cadre de l’open
data par diffe´rentes collectivite´s (Transport Collectif de Toulouse).
6.2 Perspectives de recherche
Les contributions propose´es et les expe´rimentations effectue´es ont donne´ lieu a` de
nombreuses perspectives a` court, moyen et long terme. Ces perspectives portent sur
les points suivants :
1. Pour l’instant, la notion de trajectoire hybride ne concerne que l’he´te´roge´ne´ite´
des positions exprime´es par rapport a` diffe´rents syste`mes de re´fe´rence en envi-
ronnement outdoor. Le but final est de pouvoir de´finir de fac¸on homoge`ne une
trajectoire qui commence en environnement outdoor (e.g., sur la Route de Nar-
bonne a` Toulouse) et qui se finit en milieu indoor (e.g., sur les quais du me´tro
Paul Sabatier, direction Borderouge). Un premier pas a e´te´ fait dans cette di-
rection par l’interme´diaire d’un travail re´alise´ en collaboration avec le NII de
Tokyo sur la de´finition d’une trajectoire hybride en milieu indoor (de´taille´ en
Annexe A).
2. Une des hypothe`ses de notre travail est que la varie´te´ et le grand volume
des contenus vide´os rendent impossible l’analyse exhaustive de ceux-ci. En
conse´quence, il faut s’appuyer sur des me´tadonne´es pertinentes dans le contexte
de la vide´osurveillance pour re´duire l’espace et implicitement le temps de re-
cherche. Dans notre travail, nous nous appuyons sur des me´tadonne´es spatio-
temporelles afin de filtrer les vide´os qui ne concernent pas la trajectoire spatio-
temporelle d’inte´reˆt pour l’enqueˆte. D’autres mesures de filtrage ”ne´gatif”
peuvent eˆtre de´veloppe´es en se basant sur les me´tadonne´es ou sur les ca-
racte´ristiques de l’image. Par exemple, dans le cas d’utilisation pre´sente´ dans
la section 5.3 du Chapitre 5, nous pouvons observer que les images illustre´es
dans la Figure 5.13 sont trop floues et ne sont pas utiles. En connaissant la
vitesse de la came´ra et en e´tablissant par des expe´rimentations un seuil a` par-
tir duquel les images ne sont pas utilisables, alors ces images pourraient eˆtre
155
Conclusions ge´ne´rales et perspectives
filtre´es automatiquement sans les analyser. D’autres types de mesures de fil-
trage ”ne´gatif” des vide´os peuvent eˆtre de´finies en combinant les me´tadonne´es
et les parame`tres de qualite´ d’image par exemple.
3. Le cadre d’expe´rimentation d’un framework comme celui que nous propo-
sons est tre`s complexe a` cause du manque des collections de donne´es et des
protocoles ge´ne´ralise´s. Dans ce sens, les principaux acteurs du domaine de
la vide´osurveillance (ope´rationnels, autorite´s nationales, commerciaux, cher-
cheurs) ont de´marre´ une de´marche de collaboration qui a comme objectif fi-
nal la mise en place de plusieurs de´monstrateurs dans des conditions re´elles
spe´cifiques au contexte de la vide´osurveillance afin de pouvoir tester des pro-
positions d’algorithmes et de frameworks. Notre e´quipe fait partie des parte-
naires de cette de´marche et plusieurs propositions de projets sous-jacents ont
e´te´ de´pose´es dans ce sens.
4. Le cadre applicatif de notre travail a e´te´ donne´ par les projets de recherche
que nous avons mene´s dans le domaine de la vide´osurveillance. Toutefois, l’ap-
proche de mode´lisation multicouche que nous avons utilise´e est assez ge´ne´rique
et suppose une inde´pendance des diffe´rentes couches qui fait q’uelle pourrait
eˆtre utilise´e dans d’autres contextes d’application. Dans un environnement out-
door, notre framework pourrait eˆtre utilise´ dans des contextes d’applications
comme : des syste`mes de transport intelligents 1, des syste`mes de suivi des tra-
jectoires de animaux [Wannous, 2014]. Dans des environnement indoor, notre
framework de mode´lisation des trajectoires hybrides des objets mobiles pour-
rait eˆtre utilise´ dans le contexte de restaurants intelligents qui visent a` suivre
les comportements nutritionnels des personnes afin de pouvoir leur faire des
recommandations. Les trajectoires peuvent eˆtre utilise´es dans le sens ou` si une
personnes passe trop de fois pendant un seul repas au rayon des sauces ou des
desserts, cela pourrait eˆtre le signe d’une alimentation peu e´quilibre´e.
5. Pour l’instant notre travail concerne les trajectoires hybrides des objets et des
came´ras. Une perspective tre`s inte´ressante est d’utiliser les statistiques sur
les informations passe´es afin de pouvoir faire de pre´dictions sur les trajec-
toires futures des objets. Par exemple, la notion de tempe´rature de´finie dans
[Manzat, 2013] afin de de´finir le niveau de popularite´ d’un contenu multime´dia
en fonction de nombre de fois qu’il est ”utilise´” (e.g., clique´, ouvert en temps
que re´ponse pertinente a` une requeˆte) peut eˆtre e´tendue aux segments de rues
sur lesquels des incidents se sont passe´s. Dans ce cas, la tempe´rature traduirait
une mesure d’inse´curite´ d’un certain segment de rue. Cette mesure pourrait
1. http ://imsc.usc.edu/intelligent-transportation.html
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Figure 6.1 – Exemple d’architecture d’outil qui inte`gre le filtrage spatio-temporel
et l’analyse vide´o
e´voluer dans le temps et se ”propager” sur les segments proches.
6. Dans ce manuscrit, nous proposons de nous baser sur les me´tadonne´es pour un
filtrage du contenu et une exe´cution ”intelligente” des algorithmes d’indexation
sur des sous-parties de la collection vide´o. Notre approche est comple´mentaire
des approches d’analyse du contenu vide´o et ensemble peuvent constituer une
solution puissante de recherche et d’indexation des contenus vide´os qui pourra
eˆtre la base d’un outil Forensic tant recherche´. La Figure 6.1 montre le sche´ma
d’un tel outil (travail effectue´ en collaboration avec une e´quipe de NJIT de
Newark) qui inte`gre les modules de filtrage spatio-temporel et les modules
d’exe´cution des algorithmes d’analyse du contenu (FEM (Features Extractor
Manager)). La nomenclature des modules d’analyse du contenu est celle utilise´e
sur le projet LINDO et est explique´e en de´tail dans [Brut et al., 2011a].
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Sensor networks are being widely deployed for a wide range of applications : lo-
cation, navigation, measurement, detection, surveillance etc. In these applications
users issue different types of spatio-temporal queries (e.g., position queries, region
queries, trajectory queries) over a sensor database in order to extract the sensors or
the objects situated on a certain path or in a certain region, the distance between
certain objects or sensors, the intersections between objects’ paths, the aggregation
of certain measurements for a certain region or path (e.g., the energy consumption
in a room or on a given path).
The sensors used in this wide range of applications are diverse : location sensors that
generate tracking information (e.g., RFID, Wifi), sensors that detect orientation or
inclination (e.g., compass, accelerometer), sensors that generate different types of
measurements (e.g., temperature, illumination, energy consumption). The first type
of sensor information is stored and managed within spatial and location models.
These models can have other sensor information associated to them (e.g., we can
deploy sensors that measure energy consumption for every energy consumer object
in a building so that we could compute the energy consumption in a room or on the
path of a person 1) resulting in databases that contain spatial, temporal and sensor
information [Bonnet et al., 2001], [Lee and Chung, 2008].
In an outdoor environment, these applications mainly use space and location models
1. http ://www.gizmag.com/meterplug-app-save-electricity/25638/
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based on GPS sensors, that are widely embedded in cars’ on-board systems, smart-
phones, video cameras, etc. The indoor environments are becoming bigger and more
complex and people are spending large parts of their lives inside these spaces (e.g.,
working buildings, subway infrastructure, airports).
The development of many types of indoor sensors (RFID [Want, 2006], Blue-
tooth [Feldmann et al., 2003], Wifi [Scuturici and Ejigu, 2006], video cameras
[Aravecchia et al., 2010], IR sensors [Want et al., 1992], etc.) led to the creation of
large volumes of tracking data that enable a range of services similar to those en-
abled by GPS-based positioning in outdoor settings. The main problem in the indoor
context is the heterogeneity of the position information given by the different sensors.
This heterogeneity concerns different cases : (1) the positions are either geometric or
symbolic (while the geometric coordinates given by a Wifi based location system are
2D coordinates, symbolic coordinates are available via cell-IDs in cellular networks,
as well as via other positioning technologies, such as radiofrequency tags (RFIDs)
or infrared (IR) beacons), (2) the positions are expressed with regards to different
coordinate systems, (3) there is a need to combine data coming from different sen-
sors by taking into account the uncertainty. However, the multitude and variety of
positioning systems and its discussion is beyond the scope of this work. A survey
of indoor positioning systems is presented in [Sana, 2013]. Also, we are not focusing
on the third point concerning different sensor data fusion. More information can be
found in [Hightower et al., 2002] who present a multi-layer software engineering mo-
del for developing a common location framework that computes the fusion of different
location types coming from different sensors.
Our work mainly addresses the first type of heterogeneity and consists of developing
of a generic solution for objects trajectories modeling and querying framework. In
the following section we give formal definitions related to the notion of object trajec-
tory and we argue that path (or trajectory) oriented retrieval queries are not enough
exploited in the existing query frameworks. Afterwards we present our conceptual
modeling and operators that provide applications with direct support for heteroge-
neous trajectories.
A.2 Trajectory oriented query
The idea behind the concept of object trajectory originates in the need to capture
the movement of an object in an area for a period of time. The movement track of
an object (or raw movement, or raw trajectory) is defined basically as a sequence of
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spatio-temporal positions (i.e., positions that refer to the modification of an object’s
spatial characteristics (coordinates and/or geometry) in time) [Parent et al., 2013].
Depending on the sensors that detected them, the positions can be either geome-
tric (sequence of (x,y,t) triplets for 2D positions) [Parent et al., 2013] or symbolic
(sequence of (rfidtag, t)) [Jensen et al., 2009]. Also depending on the object’s type
and of the capability of the sensors associated to the object or embedded in the
environment, additional data can be associated to the object’s movement (e.g., for
a mobile camera, it is interesting to capture information like orientation and field of
view) [Arslan Ay et al., 2008].
Based on this raw data, [Parent et al., 2013] define a trajectory as being composed
of the the object’s movement track parts that are of interest for a given application
in a given time interval delimited by tstart and tend . These sequences of positions can
be segmented based on several criteria (e.g., if a trajectory of a person is composed
of many positions, a part of them have been crossed by foot and another part in a
bus, we can say that his trajectory is composed of two segments).
Let us formalize this definition. A trajectory is defined as a tuple composed of a
trajectory identifier, an object identifier, a set of trajectory segments (or units) and
a global time interval that marks the beginning and the end of the trajectory.
Tr = (trid, objid, {uk}, [tstart, tend]) (A.1)
Uk = (uid, {positioni}/1 <= i, [tkstart, tkend]) (A.2)
Many efforts were done regarding the definition of a trajectory segment (also called
trajectory unit or episode). [Mountain and Raper, 2001] define a trajectory episode
as a maximal subsequence of a trajectory such that all its spatio-temporal positions
comply with a given predicate. The predicate may concern spatio-temporal aspects
(the direction is the same) or other contextual aspects (e.g., the transportation mean
is the same). The formalized definition is illustrated in A.2. A trajectory segment k
is a tuple composed of a segment identifier, one or a set of homogeneous positions
and an optional time interval for the segment.
There are objects that move free in the environment [Parent et al., 2006] like tor-
nadoes, wild fires or white storks [Spaccapietra et al., 2008] and there are objects
whose movement is constrained by road networks [Guttting et al., 2006], transpor-
tation networks [Booth et al., 2009], [Zheng et al., 2010] or the structure of the buil-
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ding [Jensen et al., 2009]. Therefore, trajectory segments may be defined with re-
gards to the underlying space topology (with regards to the streets segments, to
transportation infrastructure and to a building architecture [Cao and Wolfson, 2005],
[Jensen et al., 2009]. In this case a trajectory can be defined as the evolution of on
object’s position in space during a time interval [Spaccapietra et al., 2008]. This de-
finition is formalized by the equation A.3.
Tr : [tbegin, tend]→ space (A.3)
The utility of spatial queries concerning past object’s movement and predictive
queries has been proven by a large amount of both research and commercial
work. There are lots of work concerning spatial queries like : position queries
[Becker and Durr, 2005] : return the locations of mobile and static objects (geome-
tric or symbolic location) and are represented according to either a geometric or a
symbolic model of space, range queries ([Gu et al., 2009], [Arslan Ay et al., 2008],
[Scuturici and Ejigu, 2006], [Yuan and Schneider, 2010]) : ”what are the pharmacies
situated in this area” or ”what are the paintings situated within 50 meters of my po-
sition”, ”what are the printers closer to my position or situated in the same room”,
k- nearest neighbor queries :”what are the closest available k nearest friends”
[Zhang et al., 2003], navigation queries [Afyouni et al., 2014] : discovering opti-
mal paths (with regards to criteria like distance or time) to some points of interest
like parks or buildings or rooms.
Most of the works dealing with object trajectories aim to use past object trajec-
tories to detect movement patterns and trajectory clustering [Patino et al., 2011]
and hence to predict future object positions. This is done using geometric trajecto-
ries [Hendawi and Mokbel, 2012], [Calderara et al., 2009] and semantic trajectories
[Parent et al., 2013]. Less work consider path oriented retrieval query and from our
knowledge there is no existing query framework that can process heterogeneous tra-
jectory (containing both symbolic and geometric segments). In the following we will
present two use cases that will show the utility of such query.
A.2.1 Video Protection Query
A victim of an aggression inside a metro station files a complaint. He/She is asked
to describe his/her movement and the main characteristics of the aggressor. Ba-
sed on his/her description and on witnesses testimonials the policemen manage to
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Figure A.1 – The plan of the first floor of a subway station
Figure A.2 – The plan of the platform of a subway station
reconstitute a possible relevant trajectory. The Figures B.1 and A.2 illustrate the
person’s trajectory inside the subway station that starts at the entrance in the sta-
tion (B.1) and ends on the platform (A.2). In order to identify the aggressor, the
videosurveillance system recordings will be analyzed. Based an the reconstituted tra-
jectory the videosurveillance operators select the cameras whose fields of view have
intersected the given trajectory in the given time interval.
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Figure A.3 – The plan of the first floor of a subway station
A.2.2 Surveillance of a working area
Let’s suppose an ”intelligent” working building. Every employee has a smartphone
that is tracked by positioning systems based on different localization sensors. Other
types of sensors are monitoring the energy consumption and the temperature eve-
rywhere in the building. The figure A.3 illustrates the trajectory of a person inside
the building. The trajectory is composed out of four segments (u1, u2, u3 and u4).
There might be a lack of position information for a certain period of time (a person
closed his/her smartphone and no information exist about it’s position). The dot-
ted line represents a gap in the definition of the trajectory (called ”hole”) that can
be ”filled” using interpolation functions [Vazirgiannis and Wolfson, 2001]. Based on
this trajectory, we want to compute different operators like aggregation of the energy
consumption, identifying the sensors situated on the path or at a certain distance of
the path.
Lets consider the next case. There is an incident in a certain area of the building.
A person is moving inside a prohibited are of the building. His/her movement track
is generated based on the detection of his/her smartphone by the surrounding Wifi
cells. This generates coordinates (x,y) with regards to the plan of the building. At
some point the signal is lost and the only information that we have is that he entered
a secured room (his badge was validated at the entrance of the room). In this case the
person’s trajectory would look like the one in the figure A.4. The first two segments
of the trajectory are u1 and u2, there is a period where the object was lost and the
last part of the trajectory is u3 which is the room C1. In that case we want to find
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Figure A.4 – Example of trajectory
the video cameras on the given path in order to visualize the recordings.
In the following we are presenting the requirements that we identified for designing
of a system that could support the queries identified in the two use cases.
A.2.3 Requirements for a heterogeneous trajectory based
query framework
The main problems when designing a object trajectory querying framework are : (1)
the integration of multiple (geometric and symbolic) segments within a trajectory,
(2) the integration of multiple coordinate systems (local coordinate system or global
coordinate systems, indoor or outdoor), (3) the integration of different trajectories
coming from different sensors (e.g., the same object has been tracked by different
sensor, how to combine the two paths).
Based on this model, the requirements for the query framework that we developed
followed the following strategy :
– Specification of the location model : even if the purpose of our work isn’t to
define yet another indoor location model since lots of efforts have been done in
this direction, we will present a state of the art of the different types of existing
approaches and we will describe and motivate our choices, by emphasizing the
particularities of our model
– Specification of the query language (definition of a query template)
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– Query transformation to SQL (definition of a query interpreter module)
– Data and query management tools (for a single coordinate system, multiple mo-
delings)
– Aggregation operators within or after the query
– Geocoding and Reverse geocoding within a coordinate system
The identified requirements for the underlying location model are :
– Geometric and symbolic location As reflected by the given use cases, it is important
for a location model to support both geometric and symbolic positions because :
(1) sensors outputs are heterogeneous, (2) users employ more semantic location
descriptions.
– Connectivity relation The representations of trajectories requires to use the connec-
tivity information between locations. For that purpose it is crucial to use the topo-
logical properties of the environment (the plan of the building) because the object’s
movement is constrained by that topology. That information needs to be modeled
explicitly in a location model.
– In order to integrate symbolic and geometrical coordinates, we need to define
mappings between the spatial model (the representation of the environment) and
the geometric coordinates. For that purpose, the geometry information related to
every section (room in our case) of the spatial model needs to be integrated in the
data model.
– Distance : Since many queries imply detecting the objects that are situated in
the visibility range of a sensor, it is important that the information stored in the
location model enables distance computation.
– Coordinate system transformation : When we are dealing with positioning tech-
nologies that express locations with regards to different coordinate systems, it is
important to describe transformations between these reference systems.
In the following we are going to present a state of the art of the existing location
models and their suitability to support trajectory queries by comparing them with
regards to the identified requirements.
A.3 State of the art : Trajectories in indoor loca-
tion models
Spatial models imply the definition of a topology model that traduces how the space
is represented and afterwards, the definition of object location and trajectories with
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regards to the space model. This representation is called location model. We are
talking about two types of location models : geometric location models and symbolic
location models [Leonhardt, 1998], [Afyouni et al., 2012]. The indoor space is parti-
tioned either using geometrical methods that generate a space division in uniform
or non-uniform cells [Ledoux and Gold, 2008], [Mekni, 2010] or using symbolic ele-
ments, most of the time related to the topological elements of the building (rooms,
hallways, doors). In our case, we are going to consider only the approaches that use
building structure elements for space partitioning since the trajectories are mainly in-
fluenced by this structure. Based on this space partitioning, geometric and symbolic
location models are defined.
Within geometric models, local and/or global reference systems are associated to
space modules and objects locations are expressed with regards to these coordinates
systems. The main advantage of these kind of models is the location high accuracy
(ignoring the sensor measurements errors) and the straight forward computation of
distances. The most important drawbacks are related to the non representation of
topological relations (e.g., connections between different rooms) and the fact that
this representation is non intuitive for users.
These drawbacks are addressed by the symbolic location modeling that is based on
much more semantically descriptions about moving objects based on structural en-
tities and/or points of interest (e.g., room/floor identifier, building name). The pro-
blems with this type of models are : the accuracy depends on the level of abstraction
of the space model, the model is less suitable for distance computation, the choice
of named locations dependent to the application (lack of interoperability), the mo-
deling effort is sometimes considerable (the symbols for locations often need to be
constructed and managed manually). Some works have also combined advantages
from both geometrical and symbolic models and proposed hybrid location models
[Buschka, 2005], [Leonhardt, 1998].
The existing surveys concerning location models are focused on the different
approaches capacity of answering position, range and nearest neighbor queries
[Becker and Durr, 2005], [Afyouni et al., 2012]. In the following we are going to
present a state of the art of the geometric, symbolic and hybrid existing models
by comparing them with regards to criteria relevant for our work : how to these
models support different types of queries (trajectory or related to trajectory queries,
topological (inside, overlaps)) ?
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Figure A.5 – Cell-based locations
A.3.1 Geometric location models
Within geometric location models, the space (or partitions of the space) is seen as an
Euclidean space so entities locations as a 2D (X,Y) or 3D (X,Y,Z) set of coordinates
with regards to global or local reference systems.
A.3.2 Symbolic location models
Many research works addressed the problems of lack of topological relations and
of semantics of the geometrical location representations. As can be seen from our
examples, in many cases the trajectories given by users are semantic and are expressed
with regards to the building topology.
The following location models represent locations with regards to different spatial
partitions that can be modeled either by using different sensors and their range of
action (Cell based and Zone based) or using building structure elements that can be
modeled either as sets, either using graphs either by using hierarchies.
– Cell based models : different cells are defined with regards to different sensor’s
range of action (e.g., Wifi, RFID, ICCARD) and object’s locations (symbolic) are
expressed using cell ids (see Figure A.5 [Leonhardt, 1998]).
An example of cell-based location is presented by [Wang et al., 2012]. Their pur-
pose is to artificially generate indoor objects trajectory (sequence of (rfidCell,
timeStart, timeEnd)) by using a simulated building plan with a rfid sensors net-
work deployed. Some supplementary geometrical information like distance between
different sensors positions, sensors ranges and objects speed are used in order to
compute probabilities for one object to move from one location to another. The
topology properties of the building are not explicitly used.
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Figure A.6 – Set based model of a building floor
[Lee and Chung, 2008],
– Set based approaches model the indoor space and the indoor locations by creating
sets and subsets of place identifiers based on the architectural properties of the
environment (see Figure A.6 [Becker and Durr, 2005]). For example, the second
floor of a building LFloor2 is represented as the set of all room numbers on that
floor. This information can be organized hierarchically in order to represent the
fact that a room is part of a floor and a floor is part of building that has two
wings [Durr and Rothermel, 2003]. The resulting structure is a lattice (see Figure
A.7). Set-based operations are used to evaluate overlapping or inclusion relations
between two locations. No direct connectivity between locations can be represented
and the distance than can be computed is only qualitative.
In order to cope with the lack of connectivity information, [Li and Lee, 2008] pro-
pose also a lattice-based approach but the symbolic identifiers are associated to
the two types of concepts describing indoor space, location (a bounded space such
a room) and exit (points that enable entering and leaving locations). A concept
lattice (C(L,E,I), ≤) is build where L is the set of locations, E is the set of exits, I is
the binary relation between locations and exits and ≤ is the containment relation
(see Figure A.8).
– Graph based approaches model symbolic locations using a graph structure
[Hu and Lee, 2004] , [Jensen et al., 2009]. The vertices of the graph are represen-
ted by places in the indoor environment (e.g., rooms, staircases). The edges of the
graph are the connections between the different places.
– Object based models
[Gonzalez et al., 2006] [Satoh, 2005]
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Figure A.7 – Lattice structure
Figure A.8 – Lattice structure
A.3.3 Hybrid models
Hybrid models address the limits of geometric or symbolic models by of-
fering solutions that combine the two localization models [Leonhardt, 1998],
[Afyouni et al., 2014], [Jiang and Steenkiste, 2002].
A.4 Query template definition
According to the steps of our strategy, we started by defining the template of the
query that our system will support based on the two motivation examples that we
presented. Let us first give the definition of what we named hybrid trajectory based
query. As explained before, an object’s trajectory is a sequence of trajectory segments
and a time interval. Each segment is composed of some positions and an optional
time interval for the segment. The positions are homogeneous within a segment (e.g.,
are expressed with regards to the same coordinate system and are either geometric
or symbolic) but different segments can contain heterogeneous positions like the
two examples show. So, a hybrid trajectory is one than contains also symbolic and
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Figure A.9 – Hybrid trajectory based query example
geometric trajectory segments. This hybrid trajectory will constitute the entry point
of our query framework.
In our previous work, we have defined a similar hybrid trajectory query for an out-
door urban environment. In a such environment objects positions may be expressed
mainly either using GPS coordinates, either with regards to the road network (e.g.,
14 Street Montesquieu, Toulouse, France), either with regards to the transportation
network (e.g., bus line number 2, station 3). We are going to illustrate our query
schema (or template) by leaning on the JSON standard 2 that represents one of the
most employed solutions for geographical (and not only geographical) data exchange
format. According to the trajectory definition that we gave, a trajectory query has a
spatial and a temporal part. The spatial part is a sequence of segments, and the tem-
poral part has a start and an end attribute. Every trajectory segment has a reference
system part and an array of positions with regards to that reference system.
Since the ultimate goal of our research is to define a seamless indoor/outdoor, sym-
bolic/geometric and local/global reference system trajectory model, we followed the
same the format in order to define hybrid indoor trajectory queries. The Figure A.10
illustrates a trajectory that contains two segments, one composed of geometrical po-
sitions expressed with regards to the floor plan and one composed of one symbolic




Figure A.10 – Hybrid indoor trajectory based query example
with regards to the ICCARD readers network deployed in the building.
The illustration of the query is presented in the Figure A.11. The green dots connec-
ted by the red line represents the first segment. The blue dot represents the position
of the ICCARD reader that corresponds to the second segment.
A.5 Geometrical-Symbolic information mapping
In order to be able to manage heterogeneous trajectory segments, the geometrical
information related to the symbolic structural parts of the building plan needs to be
captured. The mapping function RoomsToGeometrical is defined as :
RoomsToGeometrical : Rooms→ Polygon (A.4)
For now we have done the mapping only for the rooms whose name appears in the
Figure A.12 but doing it for the rest of the rooms is straightforward since it can be
done using the graphical interface by clicking on the boundary points of the room
and then by pressing draw (see Figure A.12). The polygon is saved in an Oracle
Spatial database together with a RoomID.
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Figure A.11 – Indoor trajectory visualization
Figure A.12 – Snapshot of the indoor plan
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Figure A.13 – Snapshot of the indoor plan
The doors and connections between the different rooms of the plan have also an
associated geometry (a line) that can be defined using the graphical interface similar
to the room geometries.
DoorsToGemetrical : Door → Line (A.5)
A.6 Representing topology
As we can see from the Figure A.11, the spatial trajectory resulted by connecting the
points detected by the positioning system gives incorrect results (lines crossing walls).
One solution would be to express trajectory segments using a high density of points
(for example for every second). Another solution is to use the topological properties
of the building floor in order to map the objects movement on this topology. In
order to represent the topological properties of a building we are going to use the
graph based approach [Jensen et al., 2009]. Each piece of the building (room, hallway,
staircase) represent vertices of the graph and the connections between them (doors,
passages) represent edges. We took a small part of our floor plan in order to illustrate
the topology graph. The graph in the figure A.15 represents the topology graph
corresponding to a small part of the floor plan illustrated by the figure A.14.
Every vertex and edge in the topology graph has associated a geometry attribute.
Based on this graph we are going to define a mapping function that will take as
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Figure A.14 – Indoor floor building plan
Figure A.15 – Example of topology graph
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input a geometrical trajectory segment and will map it to the building topology by
enriching the sequence of points forming the trajectory. Let us explain via an example.
Given the first segment of the trajectory illustrated in A.10, the figure A.16 illustrates
the trajectory without considering the topology graph. After applying the mapping
function whose algorithm is illustrated by algorithm 4, the resulted trajectory is
illustrated in the figure A.17.
Algorithm 4: The algorithm for mapping trajectory to the floor graph
Input: A sequence of points : pointsi , and a topology graph with the associated geometries
G < Rooms,Doors >,RoomsToGemetrical,DoorsToGemetrical
Output: A sequence of points : pointsj
1 finalList← initialList // initialize the result list with the initial list of trajectory points
2 for each pair (pointi, pointi+1) do
3 roomStart← (geomToSymbolic(pointi); roomStop← (geomToSymbolic(pointi+1);
4 if roomStart 6= roomStop then
5 intermediatePath← computeShortestPath(roomStart, roomStop,G);
6 //computing the shortest path between the two rooms in the topology graph, the list
intermediatePath will contain also startRoom and endRoom
7 end
8 for each rk in intermediatePath do
9 connection← getConnection(rk, rk + 1)
10 //extract the connections(doors or other types of connections) between the rooms on
the path between each pair of points in the trajectory
insert(finalList,middlePoint(connection)) //insert at the good position (between
pointi and pointi+1) the point representing the centroid of the geometry associated
to connection between the rooms
11 end
12 end
A.7 Indoor coordinate system
Expressing localization information with regards to different local reference system is
one of the main causes for heterogeneity and lack of interoperability among location
models. In outdoor environment, the existence of the GPS reference system makes
things much more easier. In general, spatial models have a multi layer structure with
associated mapping functions that can be used to project any local coordinates with
regards to the GPS reference system. A challenging local coordinate system example
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Figure A.16 – Example of trajectory before the mapping
Figure A.17 – Example of trajectory after the mapping
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Figure A.18 – Coordinates system of a building
in outdoor environment can be one associated to moving objects (such as trains or
buses), where local reference systems can help to address objects, such as travelers
with respect to their compartment in the train and not their absolute position to the
ground.
In indoor environments, there isn’t a global reference system similar to GPS. The-
refore, local coordinate systems might be associated to the whole building (for 3D
positions), to one floor or to each room. Given the plan of the building we are going
to consider one coordinate system per floor like in the Figure A.18. Positions are
expressed using 2D coordinates with regards to plan of the floor. A third coordinate
is associated to each position to indicate the floor number.
Therefore, in order to satisfy the generality and query requirements identified in the
introduction, a location service needs to accommodate both symbolic and geometric
location information. In particular, it must be able to process query segment in
either representation, which implies performing reference systems transformations
and geometric to symbolic mappings that the user isn’t aware of.
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GTFS (General Transit Feed
Specification) format
The General Transit Feed Specification (GTFS) 1 defines a common format for public
transportation schedules and associated geographic information. The format was
developed in 2005, when Trimet in Portland, Oregon began working with Google on
incorporating transit agency data in their trip planners.[1] They came up with Google
Transit Feed Specification, which was easily maintainable and could be imported into
Google Maps. Google offered their trip planning services for free to any agency that
formatted and maintained their transit data in that format, later to become called
General Transit Feed Specification. Now, GTFS has become the most popularly-used
data format in the world, with increasing numbers of agencies choosing to share their
transit data with the public.
GTFS ”feeds” allow public transit agencies to publish their transit data and develo-
pers to use that data to write applications. The feeds are represented in a series of
text files that are compressed into a ZIP file, and include information such as fixed-
route schedules, routes, and bus stop data. Many transit agencies have created and
published GTFS data with the primary purpose being integration with Google Maps.
However, GTFS data can used by a variety of third-party software applications for
many purposes, such as trip planning, ridesharing, and mobile applications.
1. https ://developers.google.com/transit/gtfs/reference ?hl=fr-FR
GTFS (General Transit Feed Specification) format
Figure B.1 – Le schema UML du format GTFD
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