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CHAPTER I 
 
INTRODUCTION 
 
Advances in magnetic resonance imaging have resulted in clinical and research 
imaging systems that generate very high magnetic fields, as high as 9.4T for human and 
animal studies.  The ultra-high fields translate directly into an increase in available signal 
for improvement in image quality that enables better localization and quantification of 
anatomical features and physiological properties, respectively.  The tradeoff at ultra-high 
field is an increase in time-dependent artifacts that result in geometric distortion of the 
object imaged and spatially varying signal loss not representative of the true nature of 
the object.  This has led to the development of methods to counter these effects to 
minimize their impact on image acquisition and analysis.   
Specifically, to address these effects, parallel imaging techniques have been 
used with much success for human studies.  With the parallel approach, rather than 
using a single coil to acquire the MR signal that corresponds to the spatial distribution of 
object proton density as dictated by water content, acquisition is performed using 
multiple coils surrounding the object imaged.  Each of these coils has a limited range of 
maximal sensitivity to the object signal that is spatially unique for each coil.  The 
information provided by this spatial variation in sensitivity enables the proton distribution 
to be encoded using an additional method.  Techniques such as SENSE, SMASH, and 
GRAPPA (5,9,10) have demonstrated the effective translation of the added degrees of 
freedom this provides for acceleration of MR signal acquisition to minimize time-
dependent artifacts, or to obtain higher resolution images within a given imaging time.  
This is done at the expense of some signal that is gained at the higher field strength.  
2 
To date, the use of parallel imaging techniques is largely confined to human 
imaging experiments where both the necessary parallel coil hardware and software 
technology can be obtained for commercial systems.  For animal studies, these methods 
are not readily available for systems that are commonly of higher field strengths than 
their human counterparts.  Animal experiments would also benefit from parallel 
techniques that enable accelerated image acquisition to minimize the types of artifacts 
described.  To accomplish this, parallel coil arrays and parallel reconstruction software 
must be custom built for the particular animal scanner dependent on its field strength.  
By doing so, greater flexibility is provided for the types of experiments performed, 
making full use of the available signal increase for optimal image quality.   
3 
CHAPTER II 
 
BACKGROUND 
 
A. Magnetic Resonance Imaging 
 
1. Physical Principles 
A magnetic resonance signal is established by manipulation of atomic nuclei with 
magnetic moments, typically hydrogen protons due to water abundance in animals and 
humans.  The proton contains spin angular momentum with a current about the spin axis 
that results in production of its own magnetic field and dipole moment.  Exposure to an 
external magnetic field causes the dipole moment to orient at angle in the local field 
direction.  The applied torque results in precession of the proton around the main field at 
an angular frequency that is dependent on the field strength, B0, and gyromagnetic ratio 
of the hydrogen proton, γ (42.6 MHz/T) as defined by the Larmor equation (11): 
 
Here, the gyromagnetic ratio corresponds to the ratio of the proton magnetic moment 
and its angular momentum.  Since the angular momentum for the hydrogen proton is 
quantized, its magnetic moment alignment can only be in two states: parallel or anti-
parallel to the external field.  The latter is the higher energy state, as a result, a small 
excess of protons in a volume will be in parallel alignment with B0.  For such a volume, 
the total excess of parallel moments defines the net magnetization, M0 as dictated by 
Boltzmann probability, the proton spin density, ρ0, and sample temperature T (11) : 
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2. Establishing Detectable Magnetization Signal 
Ultimately, this net magnetization is the source of signal in an MRI experiment.  
To initiate detection, the established magnetization vector is tipped perpendicular to B0 
by applying a radiofrequency magnetic field for a specific duration.  This 'RF pulse' is 
generated in a direction orthogonal to the main field by a transmission coil external to the 
object.  In order to induce a downward precession of the magnetization into the 
transverse plane perpendicular to B0, the frequency of the RF pulse must be 'on 
resonance', such that it is centered on that established for protons by the Larmor 
equation.  Typically, M0 is tipped 90º using a 'pi/2' RF pulse to ensure no residual 
magnetization is present parallel to the main field, but any specific 'flip angle" may be 
targeted.  Once tipped, it is the magnetization precession in the transverse plane that 
enables signal detection to occur.  The time-varying magnetic flux caused by the rotating 
magnetization establishes an electromagnetic force in a nearby receive coil as dictated 
by Faraday's law of induction.  The generated voltage signal has a dependency on the 
density of protons in the volume and the magnetic field strength, where (11): 
 
 
 
3. Spatial Encoding Using Pulse Sequences 
As described above, the magnetization is equally tipped into the transverse plane 
for the entire volume that experiences the RF pulse.  In this manner, the established 
signal lacks information detailing the proton density spatial distribution within small 
regions of the object.  To accomplish this, a positional dependence of the magnetic field 
along each direction is established using gradient coils.  By the Larmor equation, these 
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gradients create a spatial variation in the proton angular frequency based on their 
strength in each direction for a given voxel location within the object (11): 
 
 
 
Application of a gradient for a specific duration also establishes spin phase 
accumulation, ∆φ, that varies spatially as dictated by its direction and magnitude (11) : 
 
 
 
The frequency and phase encoding that the gradients establish, respectively, is 
ultimately the basis for spatial encoding of proton spin distribution.  This is 
accomplished using tailored pulse sequences that demonstrate the timing of RF pulse 
and gradient application to generate and receive signal during an MR experiment 
(figure 2.1).  An RF pulse is first delivered that contains a specific range of frequencies 
while a gradient in the z-direction is active.  The bandwidth of the pulse and the gradient 
established frequency encoding along z affectively tips only those spins into the 
transverse plane that are in a specific object slice.  A unique frequency and phase is 
then established for all positions in the slice plane using the applied x and y gradients. 
In essence, the encoding and subsequent sampling iteratively fills in the 'k-space' 
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Figure 2.1 – Gradient echo pulse sequence diagram consisting of slice selection during the 
RF pulse and phase encode and readout gradients to transverse k-space as pictured (6). 
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representation of the object spatial proton distribution.  Here, 'k' is defined by the braced 
integral term in equation 2.5 and corresponds to a spatial frequency dictated by the 
gradient strength and duration.  The measured signal is related to the actual proton 
density by transforming its k-space form by means of the Fourier transform (11):    
 
 
 
 
 
4. Time-Dependent T2*, Susceptibility, and Inhomegeneity Effects 
Immediately after RF pulse application, the established transverse magnetization 
begins to decay exponentially at a rate dictated by the time constant T2.  This is due to 
interactions between spins that cause local field variations and subsequent 
magnetization vector dephasing. Inhomogeneity of the external field also results in 
dephasing characterized by the time constant T2'.  The combined decay is thus (11): 
 
 
 
Increased durations between pulse application and sampling, or 'echo time', will result in 
added signal loss due to the relaxation described.  The T2 value is dependent on tissue 
microscopic properties, and can be used as a source of contrast.  Inhomogeneity based 
dephasing, which may have a spatial dependence, can result in regional artifacts in the 
form of signal voids, blurring, or geometric distortions.   
Similar dephasing is also produced by susceptibility variability in different object 
regions.  Susceptibility essentially measures the ability of a substance to be magnetized 
by an external field.  Ferromagnetic substances, for example, have a high susceptibility 
and severely distort the local magnetic field, resulting in dephasing of spins, signal loss, 
and distortion.  Air, which has zero susceptibility, can cause signal dropout due to field 
variations near normal tissue.  In all, inhomogeneity and dephasing artifacts worsen with 
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long echo times and higher field strengths due to shorter T2* and varying susceptibility.  
These time and field-dependent effects must be managed to insure good image quality.   
   
5. Rapid Imaging Approaches 
Due to the squared dependence of measured signal on field strength (equation 
2.3), high field MR systems are common, which, as described, are prone to specific 
image artifacts.  As the extent of dephasing that inhomogeneity induces is time-
dependent, efforts have focused on reducing scan acquisition duration.  First, TR can be 
minimized, but at a loss in SNR and a potential alteration in contrast.  High amplitude 
gradients and switching times have also been used, but are constrained by hardware 
limitations and have been measured to produce peripheral nerve stimulation in patients, 
placing a physiological constraint on the maximum gradient strength (12).  Partial Fourier 
methods have been proposed that use conjugate symmetry to sample only a portion of 
k-space, filled in after acquisition (13), but may produce artifacts due to phase variations 
in the image.  Spin echo sequences can be used to reduce T2' dephasing effects by 
refocusing the dephased spins with a pi-pulse before acquisition, but with no reduction in 
acquisition time (11).  For better temporal resolution, echo planar imaging scans enable 
all of k-space to be acquired in one TR after a single RF pulse (6).  This method can 
enhance artifacts however, due to alternating phase errors, chemical shifts, and field 
Figure 2.2 – A.) EPI image 
affected by geometric 
distortion and susceptibility 
artifacts, B.) distortions 
diminished using parallel 
imaging techniques to 
accelerate the scan (3). 
A B 
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inhomogeneities that produce ghosting, geometric distortions, and signal dropout (figure 
2.2).  Lastly, as described below, parallel MRI can be used with each of these methods.     
 
B. Parallel MRI Theory 
 
1. Phased Array Imaging 
Parallel imaging using a phased array was first described by the seminal paper 
written by Roemer (2) with the motivation of improving image SNR.  For a given voxel, 
the SNR measured corresponds to the signal obtained from that voxel relative to the 
integrated noise acquired based on the coil sensitivity to all points in the object.  The 
sensitivity of a loop coil to the flux generated by the magnetization for a voxel of protons 
decreases with distance.  In addition, the range of sensitivity diminishes with the 
diameter of the coil, as a result, the smaller 
the coil, less noise is integrated for those 
voxels where it is maximally sensitive.  A 
large volume coil on the other hand, is 
equally sensitive to all points of the object 
contained within it, and therefore integrates 
the noise from a large portion of the object.  
This translates into better SNR for the small 
loop in its high sensitivity regions versus that 
obtained with a large volume coil (fig 2.3).  
To combine the improved SNR obtained with a surface coil with the uniform 
sensitivity across the object achievable with a volume coil, multiple surface coils are put 
in parallel.  Each surface coil has a unique spatial sensitivity and are arranged to provide 
full coverage of the object.  The signal from each coil in the array is simultaneously 
Figure 2.3 – SNR comparison between 
various surface coil sizes and head coil (1). 
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acquired and directed to independent receivers.  Roemer demonstrated that the optimal 
SNR for the combined coil image is obtained when it is based on weighting using the 
sensitivity of each coil rather than a simple addition of the individual images (2).  The 
latter would result in equal combination of noise in each channel for a specific voxel, 
producing diminished SNR.  The formulation of the optimal combination is as follows:  
 
 
 
Here, C corresponds to the sensitivity of the ith or jth coil at the point to be combined, and 
S is the signal measured in each coil at that location.  Figure 2.4 demonstrates an 
example four coil combination for a spine parallel array. 
 
2. Accelerated Parallel MRI  
a. Overview 
The principles of phased array design and sensitivity weighted image 
combination are the basis for parallel MRI acceleration techniques.  In essence, the coil 
sensitivity profiles provide an additional mechanism of spatially encoding information by 
∑
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Figure 2.4 – Images captured by four individual coils in an array and combined image (6). 
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the intensity weighting they provide.  By acquiring alternate lines of k-space in the phase 
encode direction, a reduction in scan time is obtained that is proportional to the number 
of lines skipped.  This results in a predictable aliasing pattern in the direction of 
undersampling.  A number of methods have been proposed that successfully remove the 
aliasing artifact to an image resembling that expected without acceleration.  This was 
first proposed by Sodickson (10), who developed the SMASH technique using spatial 
harmonics to fill in the missing lines of k-space.  The subsequent SENSE method (5) 
performs the reconstruction in image-space based on the fact that the alias 
superposition of points is a linear process dictated by coil sensitivity intensity weighting.  
The prerequisite to accomplish this is accurate knowledge of the coil sensitivity profiles.   
b. Nyquist Sampling Criterion and Aliasinq Theory 
As previously described, the acquisition performed during a pulse sequence 
corresponds to sampling of points of k-space that represent the Fourier transform of the 
spatial domain image.  Each step in k-space is accomplished by maintaining the gradient 
in that direction for an additional specific time step.  The k-space step size corresponds 
to the field-of-view (FOV) of the image in the phase encode and readout directions (11): 
 
 
 
Discrete sampling of the continuous object k-space is a convolution of the object image 
and the Fourier transform of the sampling function, diagrammed below for the 1D case 
(figure 2.5).   This effectively replicates the object image at each transformed sample 
point in the spatial domain.  The distance between each replicated spatial image is 
dictated by the image FOV, which corresponds to the inverse of the k-space sampling 
step size.  As a result, a reduction in ∆k produces a larger acquired FOV and an 
increased separation between replications of the object in the image.  Large steps in k-
[2.10] 
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Figure 2.5 – Example of Nyquist 
criterion for 1D sampling case.  In k-
space, a train of sample delta 
functions are multiplied by the 
continuous data set.  This 
corresponds to the convolution of the 
sample function and data set Fourier 
transform in image space.  The initial 
spacing between sample points 
dictates the spacing of its Fourier 
pair; greater k-space sampling 
corresponds to a narrowing of the 
gap between its transform points.  If 
the original spacing exceeds the 
Nyquist limit, the convolved image is 
aliased where overlapped. 
space however, result in a smaller FOV and separation distance, which at some point 
will cause object image overlap also known as 'aliasing'.   
The Nyquist criterion puts a constraint on the maximum step size to prevent the 
aliasing effect; essentially this corresponds to whatever step size translates to a FOV 
that fully captures the dimension of the object in the spatial domain.  For parallel 
experiments, the Nyquist limit step size is multiplied by a value R that defines the rate of 
acceleration and extent of k-space not sampled (hence, R=2 indicates every other line in 
k-space is sampled).  As the sampling function is discrete and finite, the result is a single 
aliased object image (convolved with a sinc function due to finite sampling), with the 
degree of overlap dictated by the extent of k-space undersampling.  Typically, the 
number of points superimposed will correspond to the reduction value, R.  
 
 
c. Coil Sensitivity Profiles 
Fundamental to the SENSE based parallel approach is determination of the coil 
sensitivity profiles that demonstrate spatial weighting of the detected object signal.  For a 
given proton distribution with uniform object excitation that provides an available ρ(x,y) 
signal, the actual signal acquired by an array surface coil at that location is as follows: 
12 
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Here, Ci(x,y) corresponds to the sensitivity of the ith coil to the proton spin signal at point 
(x,y), which is corrupted by noise, N(x,y).  Several approaches exist for calculating the 
coil sensitivity, or B1, profile.  First, it can be modeled using the Biot-Savart law (14), 
which requires accurate models of the coil geometry and sample properties, often 
difficult to achieve due to variability between experiments and subjects.  Second, images 
of a uniform phantom can be acquired (15), an approach not often used due to the 
differences in shape, loading, and position the subsequent sample may have compared 
to the uniform object.  A third and final approach commonly used is as described by 
Pruessmann (5), based on surface coil image intensity correction methods (15,16).  
Here, images of the object are acquired by each surface coil, typically at low resolution, 
and then divided by an image from a coil with uniform object sensitivity, such as a 
volume coil.  This division results in removal of both object and phase contrast from the 
profile.  If a volume coil image is not available, a uniform image can be approximated by 
combining the separate array surface coil images using a sum-of-squares (5):  
 
 
 
[2.11] 
∑
=
=
N
i
iSSOS
1
2 [2.12] 
Figure 2.6 – Stages of sensitivity map calculation: A.) surface coil image, B.) body coil, C.) raw 
map, D.) noise mask, E.) denoised mask, F.) extrapolation mask, G.) final smoothed map (5). 
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The resultant sensitivity map in this case will only have modulus contrast removed, as 
the SOS is a magnitude image.  The SOS will also tend to have a modulation pattern 
dictated by the surface coil geometry that can be reflected in solutions that compensate 
for intensity weighting, such as SENSE.  The final map is typically processed to remove 
background noise, extrapolate edges, and to perform general smoothing (fig 2.6) (5).  
d. The SENSE Method 
With knowledge of the sensitivity profiles for all surface coils in a parallel array, the 
additional spatial encoding provided can be used to unfold an image aliased by undersampling.  
This is due to the fact that the overlap in an aliased image is a linear process based on weighting 
of the original signal intensities that have been superimposed.  As every surface coil in a parallel 
array has unique spatial sensitivity that performs the weighting, the signal collected by each coil 
can be defined by a set of linear equations.  In the case of an array consisting of two coils and a 
two-fold acceleration along y (figure 2.7),  these equations would be written as follows (6): 
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Figure 2.7 – Spatial weighting of original proton density signal detected by two different coils at 
two locations superimposed in an aliased image, defining linear set of equations for unfolding (6). 
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For any array size, the combined linear equations can be written in a general matrix form: 
 
 
 
Here, S contains the measured signal from each of the coils in an N-element array at the same 
aliased point location, C possess the sensitivity of each of the coils for all superimposed point 
locations in the unfolded image that the aliased signal corresponds to, and ρ is the desired 
unaliased signal at these locations that must be solved for to obtain the unfolded image.  To 
insure adequate degrees of freedom when computing the solution, the extent of reduction and 
thus, the number of points overlapped in the aliased image, cannot exceed the total number of 
coils available.  In essence, this constraint limits the number of equations to less than or equal to 
the number of unknowns.  The solution to ρ for the set of points superimposed at each aliased  
location is achieved using matrix inversion by the least squares method, defined as (5): 
 
A ψ term is included in the least squares that corresponds to the correlation between receiver 
channels for each coil in the array.  It is determined by measuring the acquired signal when no 
RF has been applied, and is influenced by the extent of coil coupling.  Estimation of this 
parameter provides additional weighting that improves the accuracy of the unfolded solution.  The 
correlation between two channels is accomplished via the following equation, where ni and nj are 
the noise only signal collected in the ith and jth coil of N total coils (4,5). 
 
 
 
e. SNR and Geometry Factor 
 
As described by Pruessmann (5), use of the SENSE method incurs a penalty in 
the final reconstructed image SNR compared to that obtained without acceleration: 
 
 
 
Here, the √R term corresponds to the expected loss due to reduction in Fourier 
averaging, established by acquiring fewer points while maintaining the same image 
resolution.  The second parameter is the 'geometry factor', defined at point p as (5): 
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The g-factor is ultimately a descriptor of the accuracy to which the matrix 
inversion is performed by the least squares process.  It indicates on a point-by-point 
basis, the relative spatial amplification of noise across the unfolded object.  
Fundamentally, the conditioning of the matrix will dictate how easily the matrix is inverted 
as measured by the degree of error in the inverted solution.  This determines the extent 
to which small errors in the inversion input produce noise in the reconstructed output.  
Greater degrees of ill-conditioning will result in larger errors and increased amounts of 
noise in the final unfolded solution.  As the inversion process, and thus g-factor, is 
controlled by the sensitivity profiles, the primary source of conditioning and inversion 
performance is the uniqueness of each array coil profile.  A higher degree of overlap in 
[2.18] ( )[ ] ( )[ ] ppHppHp CCCCg ,1,11 −−− ΨΨ=
Figure 2.8 – Theoretically predicted g-factor and SNR due to variation in the number of elements in 
a parallel array and across multiple reductions, with SNR compared against a volume coil.  Note the 
decrease in g-factor the larger the number of elements for each reduction, with g increasing the 
higher the R.  The SNR for each array is also higher than the volume coil, highest when n = 32 (4). 
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sensitivity between coils translates into poor conditioning of the matrix, and greater noise 
amplification.  Thus, it is tied to coil geometry as well as the sample loading experienced 
by each individual coil.  In addition, maps which have a high degree of noise will produce 
errors in the unfolded solution, which can be addressed by map smoothing.  The 
degrees of freedom provided for the solution will also largely dictate the measured g-
factor value.  A larger number of coils or lower number of superimposed points enables 
greater flexibility in solution determination, and thus, a lower measured g-factor (fig 2.8).  
In all, the g-factor is spatially variant due to the fact that the number of superimposed 
points between object regions excluding the background will vary for each point at a 
given reduction.  In sum, the g-factor must be analyzed to assess the obtained solution 
in terms of image quality and SNR variation across the object. 
 
3. Parallel MRI at High Field 
The fact that SNR is lost as a result of accelerated parallel imaging is synergistic 
with the additional SNR available at high field strengths (7,8,17,18).  This provides a 
degree of flexibility for parallel experiments using such systems by translating SNR into 
reduced acquisition times or improved spatial resolution for a fixed scan time.  As 
already described, high field systems demonstrate greater influence by T2*, ∆B0, and 
suceptibility artifacts that are time dependent and thus reduced by accelerated 
acquisitions.  In addition, high field systems deposit greater amounts of RF energy as 
measured by SAR, which is diminished when fewer RF pulses are applied (7,17).  A 
sparser k-space sampling also translates into a reduction in acoustic noise.  As an 
added benefit, theoretical and experimental studies of parallel imaging performance at 
various field strengths and reductions demonstrated an overall reduction in measured g-
factor the higher the field (7,8,17,18).  Here, the signal wavelength approaches the 
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dimensions of the human head, resulting in interference patterns in coil reception profiles 
(figure 2.9).  The greater uniqueness of in the coil sensitivities produces a drop in 
measured g-factor, enabling higher reductions to be performed for a given SNR penalty.   
 
C. Parallel Array Design Theory 
 
1. Basic Coil Theory 
1. RLC Circuit Model and Resonance 
As described, a parallel array is 
constructed by combining individual surface 
coils in a specific geometrical arrangement to 
acquire the MR signal established by 
magnetization vector precession.  A single coil 
can be modeled by an RLC equivalent circuit 
(figure 2.10), where L represents inductance 
Figure 2.9 – The diagram on the left (7) demonstrates the reduction in g-factor that occurs at high 
field strength as the size of the object increases for a given reduction due to far-field effects. These 
effects result in a more structured appearance of the sensitivity profiles at higher field (8). 
Figure 2.10 – RLC equivalent circuit for a 
single surface coil in a parallel array. 
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produced by its conductive elements, C its capacitance, R its total resistance due to 
circuit losses, with VS and VN voltage sources representing the established signal and 
noise, respectively.  The model has a resonant frequency of (19): 
 
On resonance, the inductive and capacitive reactance are equal and 180º out of phase.  
Energy is thus alternately stored between the inductor and capacitor as magnetic and 
electrostatic energy, respectively.  Since the reactance terms that define the RLC circuit 
cancel at resonance, only series resistance remains to dissipate the alternating energy.   
2. Sources of Loss 
The total resistance of the circuit is a combination of loss sources.  First, a 
portion of the total is defined by ohmic losses due to the resistances of the wire, 
components, and conductive copper pathway used in the coil circuit (20,21).  This will be 
dependent on length and diameter of the wire and the geometry of the coil loop.  
Components such as capacitors, pin diodes, and air core solenoid inductors will also 
introduce losses that can be controlled by proper component selection and coil design.  
Second, an additional loss results from interactions between the fluctuating magnetic field 
and the sample in the so-called 'near field' of the coil (20,21).  This oscillation results in 
currents in the sample, which is a conductive and lossy medium, and thus impedes the 
established current flow.  This loss is intrinsic to the properties of the sample, and can 
only be minimized by designing the coil to limit its sensitivity to voxels in the sample that 
are of interest.  Third, loss is also produced by the electric fields established due to 
potential differences in various regions of the coil (20,21).  These fields can interact with 
nearby conductive objects, produce currents, with loss dependent on the dielectric 
properties of the media they pass through.  This is controlled by shielding the sample 
from stray e-field produced by components such as capacitors, and again minimizing 
interactions to limited sample regions.  Lastly, any coil radiation extending into the 'far-
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field' of the coil will serve as a loss mechanism, as only the near-field is used for signal 
detection (20,21).  This is controlled by shielding and insuring lengths within the coil loop 
do not approach the wavelength of the signal sufficient to cause radiation.  In sum, the 
total resistance establishes the noise voltage produced by Johnson or thermal noise (20): 
 
Here, Rtotal is the total resistance, k the Boltzmann constant, T the temperature of the 
loss sources (sample and coil), and ∆f the signal acquisition frequency bandwidth.  The 
total resistance is composed of RΩ, the ohmic losses, and RM and RE, due to the 
magnetic and e-field, respectively, in both the near and far field.  All three resistance 
terms can be used to describe the coil and sample resistances as follows (21):  
 
3. Coil Q Parameter 
Ultimately, the coil circuit is characterized by its ability to store energy versus the 
dissipation caused by the described resistive properties.  This is captured by its 'Q' value 
which is frequency dependent and can be defined in multiple but equivalent ways (19): 
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Here, ω corresponds to the angular resonant frequency of the circuit, L and C are its 
equivalent inductance and capacitance, R its resistance, and ∆ω the 3 dB bandwidth of 
the resonant frequency peak.  As expected, energy storage is defined by the inductive or 
capacitive reactance, with energy dissipation captured solely by the resistive component.  
Comparison between the Q measured with and without sample loading provides a 
comparison of the coil and sample resistance, where (19): 
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Of the two resistive components, loss due to coil resistance is primarily controlled 
through proper coil design, with sample resistance, as mentioned, managed through 
restricting the coil sensitivity region.  Typically, a Q ratio of greater than 5 is targeted to 
insure that the coil resistance is much less than that of the sample (19).  This ratio 
corresponds to less than an 11% contribution to noise voltage (19).   
4. Surface Coil SNR 
When considering the signal to noise ratio of a single coil, the noise is measured 
by the described noise voltage and fundamental resistive properties that dictate its 
magnitude.  The available signal is based on the extent of magnetization tipped into the 
transverse plane and the magnitude of the field strength as indicated in equation 2.3.  
Taking into account the sensitivity of the coil, the signal voltage is (22): 
ϕω jrS eMVBV
−
=  
This equation is described by the angular frequency, ω, the magnetization density, M, 
the voxel volume, V, the sensitivity of the coil at voxel location r, with signal phase, φ.  
Using the Biot-Savart law, the sensitivity of a loop coil at a specific distance is(22): 
 
 
 
Here, 'a' corresponds to the diameter of the coil loop, zp the depth of the voxel the B-field 
is calculated at, for unit current I and permeability of free space µ0.  Using the predicted 
signal and noise voltage relationships, the SNR for a coil can thus be written as (22): 
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The second equation puts the SNR in terms of the measured Q for the coil and the filling 
factor, η, that describes the ratio of RF magnetic energy stored in the sample versus that 
stored in the coil, a parameter typically used for volume coils.  In general, SNR improves 
with a square-root of the reduction in resistance, larger voxels, greater extent of tipped 
magnetization or proton density, higher fields that translate to higher angular frequency, 
and optimal coil sensitivity to the image point, which is best close to the surface coil due 
to sensitivity drop-off dictated by the Biot-Savart law.  Reduction in noise to improve 
SNR, as described, stems from minimizing coil and sample resistance contributions. 
 
2. Matching Networks 
To make full use of the available SNR established by the coil detecting the 
signal, it must be properly interfaced to the MR receiver.  This primarily concerns a 
match of the input impedance of the preamplifier to the input impedance of the coil 
connected to it as well as the coaxial cable in between.  Typically, the target value for all 
three of these impedances is 50Ω.  If unmatched, the impedance difference results in 
reflection of the RF energy delivered to or detected from the coil.    For a transmission 
coil, this translates into lost delivered RF 
power, for a reception coil, this translates into 
a loss in signal, and thus, a drop in SNR.  To 
match the coil to the intrinsic impedance of the 
receiver and cable, matching networks are 
employed as its initial impedance will most 
likely differ.  A simple approach consists of 
adding a capacitor in series to the coil input 
Figure 2.11 – Coil with series 
capacitance (CM) to achieve input 
impedance matching. 
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(figure 2.11) to effectively switch the resonance peak to the desired 50Ω (23).  
Inductances and transmission lines can also be employed for the same effect (21). 
 
3. Common Modes and Baluns 
a. Common Mode Effects 
The tuned and matched coil loop ideally should be balanced such that each of its 
terminals have symmetrically equal but opposite currents to establish a differential mode 
signal.  In reality, the coil coaxial cable provides a current pathway through its shield that 
can interact with the electromagnetic field generated by that or any other nearby coil.  
The establishment of a shield current, or common mode signal, occurs due to inductive 
or capacitive coupling between the coil and cable shield.  The net effect is additional 
loss, difficulty in coil tuning and matching, and potential patient burns when contact is 
made with the cable.  These effects can worsen at higher field, as the coaxial cable 
length can approach the signal wavelength sufficient to radiate like an antenna, and a 
'skin effect' is enhanced in the shield separating the inner and outer shield currents.  In 
addition, the flexible nature of the coaxial cable can make the impact of a common mode 
signal highly unpredictable.  Coupling between the coaxial cable and other conductive 
pathways, such as the main magnet shield, additional coils prevalent in a parallel array, 
or the sample, can further modify the loss experienced.  In sum, to insure proper 
operation of a developed coil, such common mode currents must be minimized (21,24). 
b. Coil Balun Design 
A first strategy to minimize common mode signals is to insure symmetry of the 
coil circuit design (figure 2.12 A).  For the capacitive match strategy described 
previously, this is achieved by including a second capacitor equal to the match capacitor 
in the opposite leg of the coil input, both having twice the value of the single capacitance 
case.  This has been demonstrated to improve both the Q of the circuit and the 
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measured SNR while lowering the common mode current (21,24).  The bulk of the 
remaining methods incorporate 'baluns', short for 'balanced-to-unbalanced' input, which 
are chokes put on the coil input to block shield current flow.  Two common approaches 
are (21,24): 1.) a 'bazooka balun' (B) constructed  from a λ/4 copper tube shorted on one 
end open on the other near the coil, effectively creating a high impedance to current at 
the frequency the coil is tuned to, and 2.) a choke balun (C) constructed by wrapping the 
coax into an inductive loop with a capacitor across it that is connected to the exposed 
shield of the coax.  The combined inductance and capacitance of this latter approach is 
tuned to the coil frequency to result in a high impedance to the shield current.   
 
4. Coil Coupling 
a. Coupling Theory 
When combining multiple coils to form a parallel array, as discussed by Roemer, 
specific attention is required to insure each operates independently (2).  This is 
complicated by the fact that a pair of neighboring coils when close to one another will 
inductively couple, such that the magnetic flux induced by each will establish currents in 
the second (figure 2.13 A).  As a result, both coils will share a mutual inductance, M, that 
is dependent on a coefficient defining the strength of coupling, k, and the intrinsic 
inductance of each coil, L.  The effect of the mutual inductance is a splitting of the 
Figure 2.12 – Circuits for minimizing common mode current effects: A.) symmetrical 
capacitance match circuit, B.) bazooka balun, C.) RF choke balun. 
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resonant peak of each when both are tuned to approximately the same frequency under 
strong amounts of coupling (figure 2.13 B).  This results in difficult tuning and matching 
of each coil circuit causing non-optimal SNR performance.  In addition, both coils when 
coupled share signal and noise and in essence, begin to operate as one coil.  The image 
collected by each coil will indicate signal brightening near the coil it is coupled with.  
From a parallel imaging perspective, uniqueness of sensitivity profiles is important to 
insure low degrees of noise amplification as indicated by the calculated g-factor (4,5,25).  
Overall, coil coupling must be addressed to insure good parallel imaging performance. 
 
b. Decoupling Methods 
Several methods have been described to address coil coupling in a parallel receive 
array.  First, Roemer proposed overlapping neighboring surface coils to sufficiently 
cancel the mutual inductance between them (2).  Decoupling of non-overlapped coils 
was accomplished by connecting each to a low input impedance preamplifier (2).  The 
combined inductance and capacitance on the coil input when tuned to the coil resonance 
forms a blocking circuit that reduces the coupled current when connected through the 
low preamplifier impedance.  The latter approach is standard for many parallel array 
approaches.   Other decoupling methods have been proposed since the original Roemer 
paper that include: 1.) use of a shared capacitor to cancel mutual inductance between 
Figure 2.13 – A.) Circuit model of coupled coils with shared mutual inductance, M.  B.) 
Peak splitting caused by coupling of two coils brought near one another. 
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neighboring coils (26), 2.) capacitive decoupling networks to decouple arrays of various 
sizes (27,28), 3.) development of a generalized multi-port network for decoupling (29), 
and 4.) coil isolation using shielding (30).   
c. Active Detuning 
Coupling between transmit coils and receive arrays must also be managed.  
During transmission, the established transmit B1 would show brightening near the coils it 
is coupled with and would likely be non-uniform.  It would also require more power to 
achieve a target flip angle.  On the reception side, the SNR for each receive coil would 
be reduced, and again would result in sharing of signal detected by both the transmit 
and receive coil in the acquired images.  To prevent these effects, the standard 
approach is to detune the receive coil during transmission, and the transmit coil during 
reception.  A 'passive' approach to this problem for receive array detuning consists of 
putting crossed diodes in series with an inductance in parallel with a coil loop capacitor 
(31,32).  During RF transmission, the diodes are forward biased, establishing an RF 
blocking circuit created by the combined inductance and capacitance tuned to the coil 
resonance, effectively 'choking' the current in the loop.  A number of 'active' approaches 
have also been implemented.  In this case, a DC bias is applied across a pin diode 
through an RF choke timed with the RF pulse that results in either: 1.) a break in the coil 
loop, detuning it (33,34), or 2.) an RF blocking circuit as in the passive case (32).   
  
5. RF Pulse Transmission 
Unless otherwise noted, the principles described apply to both the design of 
receive and transmission coils.  For the latter, the established transmit B1 profile is 
ideally uniform across the image plane.  As mentioned, surface coils have an intrinsic 
non-uniform profile, thus, to achieve uniform excitation, multiple parallel coils would be 
required.  This necessitates appropriate power splitting and phase shifting hardware 
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applied to a single RF pulse often not readily available for some systems (35).  Instead, 
a volume coil is typically used for transmission, which is a homogenous resonator that 
surrounds the object as a cylinder, and approximates a sinusoidal current distribution on 
its surface.  This distribution enables the magnetization to be efficiently and equally 
rotated in the central image plane.  Various parallel imaging implementations have thus 
used an external volume coil as the transmission source, with the array used for receive 
only (36,37).  In these cases, coupling between the volume coil and receive array must 
be carefully managed by implementing the active detuning methods described. 
 
6. Parallel Array Design Considerations for SENSE 
Various authors have investigated the design considerations specific for optimal 
parallel array SENSE performance (25,38).  Their analysis focused primarily on what 
minimized the g-factor to prevent image noise degradation in order to achieve optimal 
SNR.  Specific design criteria consisted of first, minimizing the size of each surface coil 
in the array, again to reduce integrated noise.  Second, the array should be as close to 
the object as possible, to maximize the high SNR region of each surface coil.  Third, the 
neighboring coil elements should be gapped and not overlapped to insure uniqueness of 
their profiles for optimal g-factor.  Lastly, a higher number of elements provides an 
overall improvement in parallel performance.  Additional authors also demonstrated that 
proper determination of the array noise correlation for SENSE can be used to 
compensate for a moderate degree of coupling between the array elements, as long as it 
is not sufficient to cause problems that result from peak splitting (39).  Taking into 
account these findings will insure optimal SNR for accelerated SENSE experiments. 
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7. Small Animal Parallel Imaging 
To date, the number of studies performed using parallel imaging techniques is 
largely confined to human applications (6).  As comparable studies are performed on 
animals, the benefits of parallel approaches would readily translate to these 
experiments.  The lack of animal parallel imaging stems mainly from limited 
commercially available parallel arrays, multi-channel receivers, and integrated parallel 
reconstruction software in existing scanner technology.   As a result, only a handful of 
authors have developed arrays for various animal applications:  Ullmann constructed a 
four channel array for 4.7T studies, demonstrated on mouse brain using GRAPPA (40), 
Lanz also constructed a four channel array for rat brain imaging at 7T and 11.7T without 
acceleration (41), and Wu constructed an eight-channel microstrip array for mice 
imaging tested using phantoms (42).  To enhance animal studies, further developments 
in available coil technology and reconstruction software is required. 
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CHAPTER III 
 
PROJECT OBJECTIVES 
 
The primary thesis goal is to establish 9.4 T animal parallel imaging capability as follows: 
1. SENSE Reconstruction Program – A program will be developed capable of 
performing the SENSE reconstruction method for parallel imaging experiments.  
The program will accept Varian data sets aliased due to acceleration and 
subsequently use SENSE to unfold them to produce full-FOV images.  All 
necessary inputs will be handled and processed to generate required sensitivity 
maps using volume coil and sum of squares references, as well as to create noise 
correlation matrices.  Along with the unfolded image, geometry factor maps will 
also be outputted.  All inputs and reconstruction parameters will be configured 
through a user interface that enables offline reconstruction. 
2. Multi-Channel Parallel Array Design – To facilitate parallel imaging acquisition, a 
four channel receive array will be constructed optimized for rat brain imaging, with 
transmission performed by a separate volume coil.  All coils must tune and match 
to 400 MHz and 50 Ω, respectively, with detuning and decoupling methods 
implemented to minimize coupling between all coils.  The array assembly must fit 
inside a 20 cm bore and interface appropriately with the Varian 9.4 T console. 
3. 9.4 T Varian Parallel Studies – Phantom studies will be performed using the 
developed array to demonstrate coil performance on the 9.4 T scanner.   Both 
unaccelerated and accelerated images will be acquired, with the latter 
reconstructed using the developed SENSE program to test the parallel capabilities 
of the integrated system.  Basic gradient and spin echo pulse sequences will be 
used with phantoms approximating the properties of a rat brain.  Ultimately, this 
objective demonstrates the readiness of the developed system for parallel studies.    
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CHAPTER IV 
 
SENSE RECONSTRUCTION PROGRAM – SENSETOOL 
 
A. Methods 
 
1. Program Overview 
Implementation of the SENSE reconstruction algorithm to unfold undersampled 
parallel array data sets was accomplished using Matlab.  The developed program 
provides either simulated reduction of image data in the x or y directions for integer sub-
sampling, or accepts loaded aliased data sets with integer or non-integer reductions.  
The program interface (figure 4.1) has been optimized for reconstruction of arrays 
consisting of four coils, but accepts data sets for any size array.  To optimize the 
Figure 4.1 - Screen shot of the SENSETool Matlab program user interface, demonstrating 
algorithm inputs and displayed reconstruction outputs after execution.   
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algorithm performance based on a particular data set, specific inputs are provided to 
control sensitivity map processing, such as the extent of noise removal, order of map 
fitting, and degree of map erosion and dilation.  The processed sensitivity maps used 
during reconstruction, along with the unfolded image, geometry factor map 
demonstrating regions of noise amplification, and a coil noise correlation matrix, are all 
displayed after the reconstruction has completed.  The reference image used to 
calculate sensitivity maps, as well as a sum of squares of the inputted aliased images 
are also provided with reconstructed image SNR and G-factor statistics.  The method of 
SNR calculation can be modified, and phase maps of the complex reconstructed image 
and coil sensitivity profiles can also be displayed.  Lastly, reconstruction results and 
inputs can be saved for additional analysis. 
 
2. Program Flowchart 
The sequence executed by the developed program to unfold an aliased data set 
using SENSE is demonstrated below (figure 4.2) and consists of the following steps: 
a. The necessary image files for the reconstruction and sensitivity map 
calculation are inputted into the program by pressing a 'Load' button. 
b. Inputs parameters are specified to indicate loaded data or simulated 
reduction in the x and y directions, as well as the extent of map processing. 
c. After pressing the interface 'Run' button, the inputs are checked for errors, 
and the loaded data is prepared using a series of image processing steps.   
d. Sensitivity maps are calculated for all coils using the specified inputs and 
reference image, with map noise then removed and gaps filled. 
e. A noise correlation analysis is performed using noise data collected by each 
coil in the array to improve SENSE reconstruction performance. 
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f. The SENSE unfolding process is executed resulting in an unfolded image 
and a corresponding geometry factor map defining noise amplification. 
 
 
SENSETool Program Flowchart
Noise Correlation
Load Data
Full-FOV Array Images
Reduced Array Images
Map Reference Image
Sensitivity Maps
Noise Correlation Data
Prepare Data
Reduce K-Space
Pad Aliased K-Space
FFT Images
Shift Aliased Images
Cos2 Filter
Sensitivity Maps
Raw Map
Phase Estimation
Label Gaps
Remove Noise
Polynomial Fit
Reference Image
SENSE Unfolding
Extract Sensitivity Data
Remove Zero Points
Extract Aliased Point
Calculate Alias Positions
Least Squares Method
Geometry Factor
SENSE Statistics
G-Factor Mean/Max
Reconstruction SNR
Display Outputs
G-Factor Map
Sensitivity Maps
Noise Correlation
SENSE Reconstruction
Reference Image
Aliased Image SOS
Save Data
Figure 4.2 – Flowchart of SENSETool 
Matlab program for a standard SENSE 
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g. An SNR analysis is performed of the final reconstructed image, and G-factor 
statistics calculated from the calculated G-factor map. 
h. The reconstructed images, calculated sensitivity maps, reference images, 
and statistics are all displayed by the interface upon completion. 
 
3. Program Image Inputs 
To input image files into the Matlab program, the interface 'Load' button is pressed 
and the data file type selected under a pull-down menu (figure 4.3).  The program 
expects the loaded images will be in k-space form, and have a Philips (.DATA/.LIST), 
Varian (.PAR/.REC), or Matlab (.mat) format. The available data input types are:  
a. Reference Images – Corresponds 
to full-FOV images collected by 
each coil in a parallel array. These 
are used to calculate sensitivity 
maps and may also be decimated to 
simulate FOV reduction. The 
reference image dimensions should 
match the size of the target unfolded 
image with the same resolution. 
b. Reduced Images - Images of the same object in the reference images acquired by 
each coil in the parallel array, aliased due to FOV reduction.  It is expected that the 
aliased and reference images correspond to the same slice and orientation, and the 
aliased dimensions should be Ny/Ry, Nx/Rx, where Rx and Ry are the degree of 
reduction in the x and y directions, and Nx and Ny are the unfolded x and y 
dimensions, respectively.   
Figure 4.3 – Interface for loading reference, 
reduced, body coil, sensitivity maps, and noise data. 
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c. Body Coil Image – An image of the object acquired by a body coil can be loaded to 
serve as the reference for sensitivity map definition.  If no reference image is loaded, 
a sum of squares of the reference data set will automatically be calculated when 
generating sensitivity maps.  The body coil image should correspond to the same 
slice, orientation, dimensions and FOV as the loaded reference data set. 
d. Noise Correlation Data – Consists of noise data collected by each array coil used to 
determine the noise correlation between coils to optimize the SENSE reconstruction. 
e. Sensitivity Maps – A set of previously generated sensitivity maps to replace those 
calculated by the program.  The dimensions must match the unfolded image.  
 
4. Reconstruction and Sensitivity Map Parameters 
In addition to specific image file inputs, the following list of parameters can be 
altered to tailor the reconstruction or optimize sensitivity maps: 
a. Data Set – Consists of the following options 1.) Loaded – Reference: simulated 
reduction and reconstruction will be performed on the loaded reference data set, and 
2.) Loaded – Reduced: SENSE will be performed on loaded reduced data. 
b. Unfold Method – Consists of the option "1D SENSE", intended to specify alternate 
SENSE methods in future versions (2D, 3D, Regularized).  "1D SENSE" corresponds 
to reconstruction of data reduced in one direction only, not both. 
c. Ry Value / Rx Value – Indicates the reduction to be simulated or degree of reduction 
in the inputted data in the x or y direction.  One of these values must be 1.0 (2.0, 1.0 
default), and only integer reductions can be simulated, inputted data can have any 
reduction value less than or equal to the number of coils.  In the event that Philips 
data is used, x and y reduction values will automatically be determined by the 
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Figure 4.4 – Parameter 
control to define 
reconstruction and map 
performance. 
program.  For any other data type, the reduction 
defaults to R =1 and the actual reduction must be 
specified by the user.  
d. Number of Coils – Corresponds to the number of 
coils in the inputted image array data.  For all data 
types (Varian, Philips, or Matlab), the program 
automatically determines this value.  The number 
can be lowered to use a subset of the coils. 
e. Reference Image – Indicates what will be used as 
the reference for sensitivity map calculation.  
Selecting 'Body Coil' requires that a body coil image 
be loaded by the user to serve as the reference, 
selecting 'Sum of Squares' (default) indicates that a 
sum-of-squares will automatically be calculated 
using the loaded reference data. 
f. Reconstruction Map – Indicates the degree of 
processing to be performed on the calculated 
sensitivity maps: 1.) Raw map: after dividing an 
individual coil image with the reference, no additional processing is performed, 2.) 
Threshold Map: noise is removed from the raw map, but gaps in map may be 
present, 3.) Fit Map (default): map gaps are fit by a 2D polynomial, 4.) Loaded Map: 
loaded maps will be used with no additional processing, and 5.) Last Map Set: the 
last map generated on the last execution of the program is used preventing 
automatic map calculation.  The program will switch from "Last Map" to the default 
"Fit Map", if the data set is altered to insure map and data dimensions agree. 
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g. Polynomial Fit Order – Indicates the polynomial fit order used to fit any gaps in the 
coil sensitivity maps. An integer value from 1 to 6 can be selected (default = 4). 
h. Polynomial Fit Area – This parameter controls how much of the map is fit by a 
polynomial after noise removal:  1.) Gap Only (default): only gaps identified in the 
map are filled, 2.) Entire map: all map points, including gaps, excluding points 
outside of map, are fit, 3.) Edges only: only the map and gap edges are fit. 
i. Dilation/Exclusion – Specifies how many pixels the gap and map edges are dilated 
by to identify extrapolation regions for the polynomial fit, and the number of pixels the 
gap and map edges are eroded by before fit coefficient calculation (2.0, 0.0 default). 
 
5. Image Preparation 
Pressing the 'Run' button to initiate a reconstruction results first in execution of an 
initial set of processing steps on the inputted images to optimally prepare the data for 
SENSE unfolding and coil profile determination.  If reduction of the data is to be 
simulated, the full-FOV reference k-space data is sub-sampled in the x or y directions 
based on the inputted integer Rx and Ry values to create an array of reduced-FOV data 
for each coil.  Whether reduction is simulated or intrinsic in the inputted data set, both 
the reference and reduced k-space data is multiplied by cosine-squared filter to remove 
high peak noise, with the filter defined by: 
 
 
 
 
The filter is calculated at all x and y positions in an NxxNy array matching the dimensions 
of the image to be processed, where (x0,y0) corresponds to its center and  α = 5.  After 
filtering, the reduced data set is zero-padded up to the dimensions of the reference full-
FOV data.  An FFT is then performed on both the padded reduced and reference data to 
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obtain complex images. As a final step, each row in the transformed aliased images 
undergoes a downward circular shift in the reduced direction by NS pixels (Appendix A): 
 
 
Here, Nalias corresponds to the dimension of the padded aliased image in the reduced 
direction.  Any row shifted below the maximum dimension of the original image is moved 
to the top sequentially (figure 4.5).  This process insures that the aliased images are 
properly oriented for the SENSE reconstruction.  The SENSE algorithm as coded 
expects the pixel in the first row and column of the aliased image to correspond to a 
superposition of the pixel in the first row and column in the unfolded image and the 
points it is aliased with.  Without this shift, the locations of the extracted sensitivity data 
would not match the positions of the unfolded aliased points. 
 
6. Sensitivity Map Calculation 
a. Initial Map Estimate 
Critical to the SENSE reconstruction algorithm is proper determination of the coil 
sensitivity profiles, which is done after initial inputted data processing. If coil sensitivity 
maps have not been provided, this is accomplished by dividing the complex full-FOV 
images for each coil by a specific reference image.  If a complex body coil is used as 
[4.2]  
*2
3
2
1
** 





−=
R
RNN aliasS
Figure 4.5 – Demonstration of circular shift of aliased image to orient for unfolding (R = 2). 
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Figure 4.6 -   
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reference, no additional steps are required prior to division as long as the array coil and 
body coil images have the same FOV and dimensions.  In the event that a body coil 
reference is not available, an SOS of the full-FOV array coil images, A, is calculated (5): 
 
 
Here PC represents the coil c image of N coils.  As the resultant sum of squares is a 
magnitude image, using it as a reference produces a profile with the intensity contrast 
removed but that has retained object phase contrast.  Subsequent polynomial fitting of 
the complex map surface will be prone to error as a result of possible variations in the 
phase data.  To remove such residual contrast, an object phase estimate is determined 
using the method described by de Zwart (43): 
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Here, Pc is the full-FOV reference image for coil c of N coils, and φc,center the phase at the 
coil image center.  Once the object phase and SOS have been calculated, the sensitivity 
profile for each coil is determined without intensity and phase contrast (43) (fig. 4.6): 
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b. Noise Removal 
The initial estimate of the sensitivity profile (figure 4.6, E) contains noise produced by 
object regions where there is little or no signal or image artifacts.  This noise can impair 
SENSE reconstruction performance and in the case of background noise outside the 
object, corresponds to information not required to properly unfold the aliased image.  To 
eliminate the map noise, the developed program implements multiple techniques: 
1) Noise Threshold - The mean signal intensity of the sum of squares image is 
calculated and the location of every point in the SOS with a value less than 4x 
and greater than 20x the mean is determined.  All corresponding points in each 
coil map are set to zero (B) with the intent of maintaining the core map profile 
without sacrificing relevant data. 
2) Small Median Noise Clusters – Small groups of noise points in the maps not 
caught by thresholding that are connected, surrounded by zeros, and consisting 
of less than 50 points are all subsequently set to zero (B).   
3) Connected Components Labeling - Residual groups larger than 50 pixels are 
labeled by a connected components algorithm (C), and the number of pixels in 
each group determined.  All but the largest group, expected to be the relevant 
sensitivity data, are then set to zero (D). (NOTE: Removal of the small clusters 
<50 pixels prior to the connected components labeling improves the efficiency of 
the noise removal process by reducing the number of groups to label.) 
4) Manual Removal – If residual noise is present, these regions can be identified 
by manual ROI selection to specify a mask where the map should be set to zero 
(E).  This produces the final denoised sensitivity map (F). 
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Figure 4.7 – Sensitivity map denoising technique: A.) raw map with noise, B.) after 
noise threshold and small cluster removal, C.) connected components label mask, D.) 
after large cluster removal, E.) selected ROI for removal, and F.) final denoised mask. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c. Sensitivity Profile Gap Identification 
Noise removal techniques can result in gaps in the sensitivity profile that are 
within the object boundaries due to regions of low signal.  In addition, at map and gap 
edges, partial volume effects can cause errors in the calculated sensitivity data at these 
locations which may not have been removed by denoising techniques unless manually 
selected.  Subsequent motion of the object or alterations in image contrast between 
reference scan and undersampled data set acquisition can necessitate that sensitivity 
data be provided in the created gap regions or beyond map edges.  As a first step in 
establishing sensitivity information at these locations, an algorithm has been developed 
to distinguish gaps from relevant sensitivity data, and to label edge regions that will be 
excluded or extrapolated beyond to create a final map: 
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1.) Denoised Map Mask - A mask is generated with a value of '1' everywhere the 
inputted denoised mask is non-zero, corresponding to relevant sensitivity data. 
2.) Gap and Map Label - The mask is used as input to a bwboundaries Matlab 
command that labels map non-zero regions and gaps within the mask.   
3.) Gap Mask -- From the labeled data and map mask, a mask is generated that 
has a value of '1' where there are gaps within the boundaries of the object. 
4.) Disk Kernel – A disk shape kernel of a specific pixel dimension is defined for 
the dilation and erosion processes to be performed on object and gap edges. 
5.) Extrapolation Mask – Using the kernel, the map mask is dilated, and a new 
mask is generated with a value of '1' for the dilated portion only.  This 
corresponds to extrapolation regions beyond sensitivity map edges. 
6.) Exclusion Mask – Using the kernel, the map mask is eroded, and a new mask 
is generated with a value of '1' for the eroded portion only.  This corresponds to 
pixels prone to partial volume errors that will be excluded during fitting. 
7.) Final Mask – Using the above masks, a final version is created with the 
following values: '1' – pixels with usable sensitivity information, excludes 
extrapolation and exclusion points, will be used to calculate missing sensitivity 
data, '2' – gap points where sensitivity requires definition, excludes 
extrapolation and exclusion pixels, '3' – extrapolation regions where sensitivity 
requires definition, and '4' –  exclusion points near edges that should not be 
used to define missing sensitivity data.  
 
 
41 
Denoise Map
20 40 60 80 100120
20
40
60
80
100
120
Denoised Map Mask
20 40 60 80 100120
20
40
60
80
100
120
Gap and Map Label
20 40 60 80 100120
20
40
60
80
100
120
Gap Mask
20 40 60 80 100120
20
40
60
80
100
120
Disk Kernel
1 2 3 4 5
1
2
3
4
5
Extrapolation Mask
20 40 60 80 100120
20
40
60
80
100
120
Exclusion Mask
20 40 60 80 100120
20
40
60
80
100
120
Final Mask
20 40 60 80 100120
20
40
60
80
100
120
Figure 4.8 – Steps 
for identifying gaps 
regions in sensitivity 
map, points to 
exclude from fitting 
definition, and 
extrapolation regions 
beyond map edges. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
d. Global Polynomial Fit of Sensitivity Gaps 
 
Once the sensitivity profile gaps have been identified, a multivariate polynomial fit 
procedure is executed to define the missing sensitivity information and extrapolate 
beyond map edges in order to create a complete map.  From the existing set of known 
sensitivity points, a set of coefficients can be determined for an Nth order polynomial 
equation that will define the sensitivity at a specific location in the coil profile: 
     
nm
nm yxpypxpxypypxppyxs ,
2
6
2
54321 ...),( +++++++=  [4.6] 
42 
                ∑
=
−−=
N
nm
n
o
m
onm yyxxp
0,
,
)()(y)s(x,     
For a point group centered on (xo, yo), the above Nth order polynomial equation can be 
written in matrix form based on the position combinations and 'p' parameters: 
 
 
 
 
 
              
The solution for 'p' is obtained by the least squares method: 
                            
As described (5), X can be defined by the (x,y) values for points in a 
neighborhood centered on the location requiring a fit solution. S corresponds to the 
values at each of these positions which are weighted by a 2D gaussian, with its peak at 
the region center.  For each fit point, a unique neighborhood is defined and 'p' 
parameters determined by least squares to provide the appropriate intensity solution at 
that location using equation [4.6].  To insure an accurate fit, this method requires proper 
definition of the neighborhood size and gaussian profile, which may be variable 
depending on the shape of the map gaps.  Use of small neighborhoods, though 
computationally faster, may be prone to error if there is insufficient information to fill in a 
large gap.  Increasing the neighborhood size appropriately may compensate for such 
errors but can result in dramatic increases in computation time prohibitive for larger map 
sizes or applications that require 3D volume sensitivity definition.   
To address these issues, an alternate approach is proposed.  In this method, X is 
defined by all non-zero map points, not just those in a neighborhood of specific size 
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centered on the fit point.  In addition, no gaussian weighting is used of the corresponding 
point intensities.  This approach results in a single set of "p" parameters that are used to 
fit all map gaps.  As such, for N points requiring a fit solution, only one least squares is 
performed rather than the N needed above, and as such, it is expected to be 
computationally more efficient.  In addition, this approach requires that only the fit order 
be defined for any map profile or gap distribution, eliminating specification of the fit 
neighborhood dimensions and gaussian profile.  Based on this approach, the following 
steps are implemented to fill in gaps and extrapolate beyond edges:  
1.) Using the mask identifying gaps, sensitivity data, exclusion and extrapolation 
pixels, the row and column of all existing sensitivity data points and their 
values are extracted (mask value = 1), excluding mask 'exclusion' points. 
2.) The row and columns are divided by the maximum row and column number, 
respectively, and multiplied by a factor of 2.  This scales all positions between 
0 and 2 to prevent errors during the least squares calculation due to large 
numbers produced for high order fits and large map dimensions. 
3.) Based on the extracted scaled row and column positions and the order of the 
polynomial to be fit, the matrix X is defined using [4.6] above for all term 
combinations up to order N.  S is a column matrix with all of the 
corresponding sensitivity values for each position. 
4.) The least squares equation is applied to solve for the matrix p that defines all 
of the polynomial equation fit parameters based on X and S.  In Matlab, the '\' 
is operator used to perform the matrix inversion, where p = S\X. 
5.) Using the gap mask, the position of all the gap points and extrapolation 
regions are determined (mask  = 2 and 3).  Again, these positions are scaled 
to have a row and column value between 0 and 2 as described in step 2. 
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6.) The X matrix is redefined using the new set of scaled points, which when 
multiplied by the p parameter matrix, provides the sensitivity value for all fit 
locations.  The new sensitivity values are applied to their corresponding 
unscaled positions, resulting in filled gaps and extrapolated edges. 
In addition to fitting gaps and edge extrapolation regions, the software can be configured 
to fit all existing map points or just the extrapolation regions.  In both cases, the same 
points as described above are used to determine fit parameters; the program includes or 
excludes the appropriate point location when fitting to get the desired result.  An overall 
map fit provides general smoothing to address sensitivity profile noise, where an edge 
only extrapolation can be used when gap fitting or map smoothing provides no benefit to 
the SENSE reconstruction.  As will be described in the test methods section, fitting of the 
complex sensitivity data was investigated versus a direct fit of the magnitude and phase 
profile to restore missing magnitude and phase information for various fit orders. 
 
7. Receiver Noise Matrix 
As a final step prior to unfolding the aliased image data, a noise covariance matrix 
is calculated in order to estimate the correlation of the noise between receiver and coil 
channels in a multi-element array (4,5).  This matrix serves as a weighting factor for the 
least squares method used by the SENSE algorithm to improve reconstruction SNR: 
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Here, ψi,j corresponds to the noise covariance between coils i and j.  The corresponding 
noise arrays ni and nj containing N points, are generated from the inputted noise only 
data composed of noise simultaneously sampled on each coil channel.  The noise data 
for each coil is put into column form, and normalized by subtracting the mean and 
dividing by the standard deviation of the noise data for that coil.  The noise covariance is 
[4.10] 
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Figure 4.9 – Example ψ matrix 
for a 6 channel parallel array. 
calculated for each coil combination to define the 
overall receiver noise matrix, ψ, composed of NC x NC 
elements, where NC corresponds to the total number of 
coils in the multi-coil array.  In the event that no noise 
data is provided, ψ is defined by an identity matrix.  The 
resultant ψ is displayed after reconstruction (fig. 4.9). 
 
 
8. SENSE Reconstruction 
After generating the necessary inputs, the SENSE algorithm is executed to unfold 
the aliased images.  As described, these inputs are the aliased images collected by each 
coil, the coil sensitivity maps, and the noise correlation matrix.  Also required is the 
degree of reduction in the x and y directions for the loaded aliased data.  The target 
dimension of the unfolded image is assumed to match the dimensions of the sensitivity 
maps for this implementation. From these inputs, the aliased images are reconstructed 
to create a single unfolded image: 
a. An individual point is selected in the aliased image, which corresponds to a 
superposition of a specific set of unfolded image points.  These locations must be 
determined, first, to correctly extract the corresponding sensitivity data from each 
coil, and second, to properly place the unfolded information.  Assuming y-direction 
aliasing, the row of the aliased data point is used to calculate the position of the 
first superimposed point in the sensitivity maps and unfolded image (appendix B): 
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b. From the first superimposed point location, the remaining positions spaced by a 
distance of Ny-full/Ry, can then be readily determined.  The last position reached 
[4.11] 
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before the full unfolded image dimension is exceeded will define the number of 
points aliased, which is typically equivalent to the reduction value in that direction. 
c. A sum of squares of the coil sensitivity maps is generated which indicates the 
locations where any of the coils contain non-zero sensitivity information.  For all of 
the determined superimposed locations, those positions where there is no 
sensitivity data (the SOS has zero value), are excluded from the list of 
superimposed points, as they do not contribute to the aliased value. This improves 
the reconstruction results by providing the least squares a greater degree of 
freedom in the solution for a smaller number of superimposed points. 
d. From the remaining superimposed positions, the sensitivity data for each coil at 
these locations is extracted and stored in matrix S, with dimensions [Nc x Np], 
where Nc corresponds to the number of coils, and Np the number of superimposed 
points.  The aliased image value for each coil is also extracted at the current 
position to be unfolded, defining matrix 'v' of length Nc. 
e. The unfolded values can then be determined at these locations using the extracted 
information and the noise correlation matrix, ψ, using the least squares method (5):  
vSSSA HH 111 )( −−− ΨΨ=  
Simultaneously, the geometry factor map can be defined at these locations (5): 
( )( ) ( ) ρυρρρ ,1,11 SSSSg HH −−− ΨΨ=  
f. The process is repeated for every point in the aliased image resulting in an 
unfolding of all points to create the final reconstructed image and g-factor map.  If 
reduction had been in the x-direction, the same logic is applied along the columns. 
 
 
[4.12] 
[4.13] 
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9. Reconstructed Image SNR and G-Factor Analysis 
Using the calculated reconstructed image 
produced by the SENSE unfolding, an SNR 
measurement is automatically performed using 
one of the following methods: 1.) two ROI's of 
rectangular shape are predefined using available 
input fields, with the mean signal calculated in the 
first divided by the standard deviation in the 
second (default), 2.) the user is prompted to 
select signal and noise ROI's separately of 
arbitrary shape, where the mean value in the first 
ROI is divided by the standard deviation in the 
second, or 3.) the user is prompted to select a single ROI of arbitrary shape where both 
the mean signal and standard deviation is calculated for SNR determination.  The 
resultant SNR is displayed along with an outline of the selected ROI's used for the 
calculation.  Along with the SNR value, the mean and max g-factor values are calculated 
from the corresponding reconstruction g-factor map. 
 
10. Program Test Methods 
To evaluate the develop program, two data sets were acquired using a Philips 3T 
Achieva system equipped with an 8-channel head coil.  For both data sets, after 
acquiring a reference scan (TR = 4.0 ms, TE = 9.8 ms, 1º flip, 96x96x100, 250x250 mm 
FOV, 4 mm slice thickness) a single slice was obtained of a fluid filled disk phantom 
(1000 mL H20, 770 mg CuSO4, 1 mL arquad, 0.15 mL H2SO4) using an FSE sequence.  
The same sequence parameters were used for both data sets: TR = 450 ms, TE = 10 ms, 
90º flip angle, 4 mm slice thickness, 256x256 matrix size, 250 x 250 mm FOV, and the 
Figure 4.10: Example SNR interface 
display for two predefined ROI's. 
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following FOV reductions: R = 1, 2, 2.4, 3, and 4. For the first set, a uniform slice of the 
disk was acquired, for the second, the image slice contained contrasted high and low 
signal regions within the disk boundary.  To perform the following evaluations, the 
reference scans and raw unprocessed individual coil data were obtained for each slice 
along with the Philips SENSE reconstructions and g-factor maps: 
a. Sensitivity Map Calculation – Using the uniform images with R = 1, sensitivity 
magnitude and phase maps were generated with an SOS reference.  Analysis 
was based on extent of noise removal without sacrificing sensitivity information.      
b. Sensitivity Map Fitting – To evaluate the map gap identification and polynomial 
fitting process, gaps were created in the uniform slice images for all eight coils 
with no reduction.  Maps of the gapped and ungapped data were generated 
using an SOS reference, and identified gaps fit with the proposed global and 
local weighted neighborhood fit methods.  For the global method, fit orders of 1 to 
8 were applied, for the weighted method, a 40x40 neighborhood and order of 1 
and 2 were used.  For both methods, maps were fit using the complex data, and 
the tests then repeated using a separate fit of the magnitude and phase maps.  
Evaluation of each set of fit maps was accomplished by measuring the 
magnitude and phase difference between the ideal ungapped and fit maps, 
calculated as a percentage of the ideal map maximum magnitude and phase, 
respectively.  For each set of sensitivity profiles, g-factor maps were calculated 
and compared against the g-factor produced for the ideal case.  As a final 
confirmation of this method, maps were generated using the contrast slice 
images and the optimal global fit parameters. 
c. SENSE Reconstruction – To evaluate the performance of the SENSE 
reconstruction, the undersampled data sets at each reduction were unfolded and 
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g-factor maps calculated for both slices.  In each case, the reference scan data 
was used to calculate the sensitivity maps, with division by a body coil image.  
These were compared against the Philips reconstructions for the same slice at 
the matching reduction.  In addition, the SNR was determined for each 
reconstruction using a single signal and noise ROI, with the same coordinates 
used for each unfolded image.  For both the Philips and Matlab reconstructions, 
g-factor mean and max statistics were also determined. 
 
B. Results 
 
1. Sensitivity Map Calculation – Uniform Map, Denoising 
Sensitivity map calculation and processing techniques used on the uniform data 
set produced maps that demonstrated good preservation of the core profile after 
denoising (figure 4.11).  Edge information was preserved and the map matched the 
shape of the original object it corresponded to.  For this data set, no additional ROI's had 
to be defined in order to completely remove background noise, which in this case 
indicated the presence of a ghosting artifact.  The noise cutoff values of less than 4x and 
greater than 20x the SOS mean appeared sufficient for noise removal of all coils in this 
particular array.  In addition, phase information appeared mostly uniform, with some coils 
showing some residual transitions in the phase profile. 
 
2. Sensitivity Map Calculation – Polynomial Fitting 
 Fitting of profile gaps using the local gaussian-weighted method produced errors 
of 0.3% in the magnitude map, and 0.9% in the map phase using a 40x40 neighborhood 
and N = 2 (figure 4.12, 4.14).  This approach required 169 seconds to denoise and fit a 
single complex map.  In contrast, use of the global fitting method produced magnitude 
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Figure 4.11 – Calculation of sensitivity maps using uniform phantom for two coils: 
A.) raw map, B.) after denoising techniques, C.) after edge extrapolation. 
and phase errors of 0.5% at N = 5 and required approximately 2 seconds to denoise and 
fit a complex map (figure 4.13, 4.14).  A computation time 145 times faster than the local 
fit with an error less than 2% can be achieved using a global fit order of 3 or 4.  
Additionally, a direct fit of the magnitude map was demonstrated to produce a lower 
error at each fit order than a complex fit, and required approximately twice the 
computation time.  A similar direct fit of the map phase produced high errors compared 
to the complex at each order, most likely due to residual contrast in the phase maps for 
some coils.  An optimal approach appears to either be a direct fit of the magnitude and a 
separate fit of the complex  to recover the phase at N=4, or fitting the complex at N=5. 
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Figure 4.12: Gap fitting results using local gaussian-weighted method for N = 1 and 2, magnitude 
and phase, error is percentage difference of maximum expected magnitude and phase. 
Figure 4.13: Gap fitting results for the global approach at N = 1 to 8, demonstrating fit magnitude 
and phase maps, measured percentage error relative to expected maximum phase and magnitude 
and g-factor maps produced using the fit maps.  Analysis was performed both with a fit of the 
complex data and a separate phase and magnitude fit (N = 4). 
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Figure 4.14: Measure of the mean percentage phase and magnitude error and required 
fit computation time for all coils in an eight channel array using various global and local 
fit orders to recover gaps in denoised sensitivity profiles. 
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The reduction in error as the fit order was increased using the global method 
(figure 4.14) was reflected in the calculated G-factor maps, approaching the ideal G-
factor produced using the ideal ungapped maps (figure 4.13).  The separate magnitude 
and phase fit at N = 4 produced variations in the G-factor map not seen in the ideal map 
due to the poor fit of the phase information.  Using the optimally determined parameters 
of N = 5 for a complex fit, fitting of the collected data set with intrinsic gaps produced 
maps with the missing information recovered without sharp variations in the magnitude 
and phase (figure 4.15).  Overall, the profiles fit the apparent patterns in the ungapped 
regions of the map for each coil. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15: Calculated sensitivity maps using a data set with gaps: A.) raw map. 
B.) denoised map, and C.) after global polynomial fit (N = 5). 
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3. SENSE Reconstruction  
SENSE unfolding of the uniform phantom data set for low reductions ≤ 2.4 
produced minimal residual artifacts in the reconstructed image (figure 4.16).  
Reconstructions resembled closely that produced by the Philips algorithm, which both 
used a body coil image as reference when computing the sensitivity maps.  At higher 
reductions at and above 3, the developed Matlab program began to produce notable 
artifacts that reflected the alias and G-factor map patterns.  This was most pronounced 
where the greatest degree of overlap was present in the aliased image.  The artifacts 
produced by the Philip's reconstruction was less prevalent having a more uniform intensity 
as expected with this object.  A similar pattern to that in the Matlab reconstruction, 
however, was visible.  The differences most likely are due to the fact that regularization 
techniques estimating the expected signal are used by the Philips algorithm and not by the 
Matlab code.  In both cases, an estimate of the noise correlation was not available. 
The G-factor maps produced by the Matlab code were observed to have lower 
values than the Philips maps at locations where there was no overlap.  Here, the Matlab 
algorithm excluded points from the unfolding that were outside the object, resulting in a G-
factor value of 1 at these locations.  In addition, the Matlab G-factor values appeared to be 
higher than the Philips where there were more than two points superimposed, again most 
likely due to the lack of regularization beyond exclusion of unfolding points outside the 
object.  Figure 4.18 reflects the overall trends in the mean and max G-factor values for 
each reduction, which as expected, increased the higher the reduction.  For low reductions 
(≤ 2.4), comparable mean and maximum G-factor values are observed between the 
Matlab and Philips reconstructions.  At higher reductions, the Matlab G-factor values 
exceed the Philips, again where more than two points overlap. 
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Reconstruction of the object with contrast demonstrated similar results in the 
relative appearance of the unfolded image as described above at each R value (figure 
4.17).  With this object, the developed Matlab algorithm was determined to have a lower 
mean and max G-value for lower reductions (≤ 2.4).  The difference may be due to the fact 
that the Philip's sensitivity map calculation does not involve a denoising and gap filling step 
or exclusion of points outside the object when unfolding.  The residual noise in the Philip's 
sensitivity profiles may cause the high peaks in the g-factor map that produce the elevated 
G-factor statistics.   
A comparison of the SNR in a single square ROI was made (figure 4.19) for both 
the Matlab and Philips reconstructed images.  Both algorithms produced similar trends in 
SNR as the reduction was increased.  For the uniform slice, higher reductions produced 
lower SNR values.  The relative SNR for both methods was similar for R ≤ 2, but the 
Philips reconstructed image had a higher SNR for higher reductions.  This appears to 
follow the lower geometry factor values experienced at these reductions for the Philips 
reconstruction due to use of regularization techniques,  The Philips algorithm also employs 
noise normalization methods to equalize noise in the reference and aliased coil array data 
that currently is not performed by the Matlab code.  The SNR for the contrast slice was 
similar between the two different methods and in general, also decreased with reduction.  
The initial increase followed by a drop in SNR at low reductions contradicts theory, but 
may reflect the difficulty in measuring SNR in a reconstructed image.  G-factor maps 
reflect the variation in noise present across the image which will produce variations in SNR 
dependent on the ROI location, reduction, and degree of overlap in that region.  
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Figure 4.16: SENSE reconstruction results of a uniform object at various reduction values, 
comparing Matlab and Philips reconstructed image and the corresponding G-factor maps. 
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Figure 4.17: SENSE reconstruction results of object with contrast at various reduction values, 
comparing Matlab and Philips reconstructed image and the corresponding G-factor maps. 
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Figure 4.19: SNR analysis of Matlab and Philips reconstructions of the uniform and contrast phantom 
slices.  SNR calculated at various reductions, mean signal over standard deviation in square ROI. 
Figure 4.18: G-factor map statistics of mean and max G-factor values for SENSE reconstructions at 
various reductions using Matlab and Philips algorithms, for uniform and contrasted phantom object. 
SENSE Reconstruction G-Factor Statistics, Uniform Slice
1
1.5
2
2.5
3
3.5
4
0.5 1 1.5 2 2.5 3 3.5 4 4.5
Reduction Value
G
-
Fa
c
to
r 
Va
lu
e
Mean - Philips
Mean - Matlab
Max - Philips
Max - Matlab
SENSE Reconstruction G-Factor Statistics, Contrast Slice
1
1.5
2
2.5
3
3.5
4
0.5 1 1.5 2 2.5 3 3.5 4 4.5
Reduction Value
G
-
Fa
ct
o
r 
Va
lu
e
Mean - Philips
Mean - Matlab
Max - Philips
Max - Matlab
 
 
 
 
 
59 
CHAPTER V 
 
FOUR CHANNEL PARALLEL ARRAY DESIGN 
 
A. Methods 
 
1. Parallel Array Overview 
To facilitate its construction, a model of the proposed four channel parallel array 
was generated using Pro/Engineer CAD software (figure 5.1).  The basic design consists 
of a volume coil for RF transmission and a four channel surface coil array for signal 
reception.  The volume coil can also be configured to transmit and receive to capture a 
reference image for sensitivity map calculation. The array dimensions are intended for in 
vivo imaging of a rat brain, with an animal tray integrated into the design.  Both the 
volume coil and receive array contain active detuning elements controlled by an external 
driver to minimize volume to surface coil coupling during transmission and reception.  
The surface coil also employs orthogonal geometry and neighboring coil overlap to 
minimize coupling between surface coils. Each coil was designed to be manually tuned 
and matched for optimal performance under various loading conditions.  The materials 
used for coil and animal tray construction were selected to be MRI compatible; 
Figure 5.1 – Pro/Engineer drawing of the four channel parallel array and volume 
coil with integrated animal tray for rat neuroimaging studies. 
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specifically, the animal tray and receive coil mount are constructed from polycarbonate 
and acrylic plastics assembled using a combination of nylon and brass screws and 
sockets, with garolite rods implemented for tray support and tuning rods.    
 
2. Volume Coil Design 
A microstrip linear volume coil developed by Insight 
Neuroimaging Systems was used as the transmission 
source for the proposed design (figure 5.2).  The coil has 
dimensions of 12x11.5x7.2 cm (length, OD, ID), a 
homogeneous region of 4.8 cm in diameter and 5.3 cm in 
length (±1 dB), a maximum input power of 100W, and an 
unloaded Q-factor and B1 of 360 and 9.8 µT/W, respectively.  
The coil can be actively detuned using a DC voltage of +12V 
to forward bias its pin diodes.  To maintain tuning of the coil, 
-250 V is supplied to insure voltages generated during RF pulse transmission do not 
detune the coil circuit.  To minimize cable shield currents, the coil cable was modified to 
include an RF choke balun, constructed by creating a single loop of semi-rigid coax in 
parallel with a 12 pF chip capacitor.  The choke was tuned to 400 MHz by modifying the 
loop shape to alter its inductance until the S11 peak detected by an external probe 
connected to the reflection port of a network analyzer was centered on this frequency. 
 
3.  Active Decoupling Driver 
Active decoupling of the volume coil and the surface coil array was performed 
using an Insight Neuroimaging decoupler interface box capable of controlling the 
detuning of two coils simultaneously (figure 5.3).  Using a manual switch, the driver can 
Figure 5.2 – Insight 
microstrip volume coil. 
61 
be set to constantly tune or detune a coil 
connected to the device by altering the voltages 
it supplies.  When the first channel is selected, -
250 V DC is supplied to constantly tune the coils 
connected to this channel, likewise, all other 
ports are provided +12V to constantly detune 
these channels.  An 'active' setting controls the 
detuning based on an inputted TTL signal 
supplied to an available driver connector.  The decoupler can be configured to provide a 
detune output based on the high or low logic of the TTL by setting a toggle switch above 
the TTL input.   For the purposes of the 9.4T Varian system, the TTL supplied by the 
console 'T/R Gate' output has a low value during RF pulse transmission. As such, the 
toggle is set to low to insure the volume coil connected to CH 1 of the driver receives -
250 V to tune it during the TX phase.  The surface coil receive array is likewise intended 
to be detuned during transmission to prevent it from disrupting the volume coil TX B1 
profile.  During the reception phase, the supplied TTL signal transitions to a high, 
causing the receive coil to tune and the volume coil to detune upon receiving +12 V from 
the decoupler.  This prevents distortion of the reception B1 profile due to coupling with 
the receive coils.   
 
4. Receive Array Design 
The developed receive array consists of four surface coils arranged orthogonally 
on an acrylic cylindrical mount to minimize neighboring surface coil coupling (figure 5.4).  
Additional decoupling was achieved by overlapping neighboring surface coils by 10% on 
the mount cylinder. Intended to fit around a rat head for neuroimaging studies, the mount 
has an inner diameter of 38 mm, a length of 69 mm, and a length of 22 mm for its 
Figure 5.3 – Insight decoupling 
driver for active coil detuning. 
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surface coil reception region.  The center 
of this region relative to a mount stop that 
prevents its full insertion into the volume 
coil is intended to put the surface coil 
reception field at the volume coil 
isocenter.  The maximum height of the 
circuit board components enable the 
surface coil loops and circuit boards to fit 
entirely into the volume coil, with 
alignment during insertion established by a guide rod passing through the mount base.  
The receive array mount also incorporates support for an animal tray, attachment for 
each surface coil circuit board, and guides for the tuning and matching rods and the 
surface coil coaxial cables.  The tuning and matching rods all have brass tips machined 
for mating with the adjustable capacitor screws.  Contact between the rod tip and screw 
is maintained using compression of a spring placed between a fixed polycarbonate plate 
and an adjustable teflon collar that slides along each rod.  The collar for each tuning rod 
is manually fixed with a brass socket to establish optimal compression of the spring for 
the range of capacitor screw adjustment necessary to tune and match the surface coil. 
 
5. Surface Coil Design 
b. Mechanical Design 
The surface coil used in the receive array were constructed from rigid circuit 
board layered with copper on each side (figure 5.5).  The top copper layer was milled to 
define the circuit layout for component placement; the bottom layer was connected to the 
input coaxial ground to serve as a ground plane to isolate the circuit from the sample.  
To create the coil loop, a 1 mm thick, 1/8" wide adhesive copper tape was adhered in 
Figure 5.4 – Modeled four channel 
surface coil array for parallel reception.  
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sections onto the cylindrical coil mount to form a 45 x 22 
mm rectangle, with angled corners.  The segments of 
tape used to create the coil achieved electrical continuity 
by soldering each tape segment.  Chamfering of edges 
was done with the intent of creating uniform current in the 
loop to prevent non-uniformities in the image that can 
occur as a result of standing waves at sharp edges (44).  
The loop also contained four gaps between equal length 
segments of the coil for placement of distributed 
capacitance in the coil.  To facilitate geometric 
decoupling of neighboring surface coils, the coil width 
creates a 10% overlap with the neighboring loop.  Shorting between overlapped coils 
was prevented by applying adhesive tape between the layers of copper tape used to 
define each coil. 
c. Coil Schematic Overview 
The circuit schematic for each of the four parallel array surface coils is 
demonstrated in figure 5.6.  This circuit consists of: two adjustable 1-30 pF capacitors for 
manual tune and match, four 8.2 pF chip capacitors distributed in the surface coil loop, a 
12 pF chip capacitor to balance the adjustable match capacitor, a lattice balun consisting 
of two 19.9 nH inductors and two 8.2 pF capacitors, a shunt pin diode for active detuning 
of the coil circuit with DC bias supplied through 560 nH RF chokes, and an RF choke 
balun on the surface coil input.  All selected components were constructed of non-
magnetic materials to prevent susceptibility artifacts during imaging experiments (see 
appendix C for a complete parts list.).  Additional information on the circuit design and 
component selection is specified in the following sections. 
 
Figure 5.5 – Populated 
surface coil circuit board. 
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d. Coil Tuning Circuit 
Tuning of the circuit for 400 MHz was accomplished using a combination of an 
adjustable 1-30 pF capacitor put across the coil loop, and distributed capacitance 
consisting of four 8.2 pF capacitors located between equally spaced loop segments.   
Distribution affectively lowers the electrical length of the loop to below the theoretical 
λ/20 limit for operation at high frequency, creates a more uniform current in the coil, and 
lowers the maximum voltage on the loop (21,23).  In addition, the radiation from the coil 
is now multipolar instead of dipolar with a single tune capacitance, reducing the induced 
electric field inside and outside the coil.  As such, the coil is effectively below the self 
resonance limit, preventing it from operating as an antenna.   
The distributed capacitance values were selected to insure ample adjustment 
around the target 400 MHz tuning for different sample loading conditions.  To 
accomplish this, the surface coil was connected to the reflection port of a network 
analyzer and the peak frequency of the S11 reflection measured.  For a given set of 
distributed capacitance values and approximate adjusted capacitance value, the 
inductance of the coil was then calculated (21): 
Figure 5.6 – Circuit for single array surface coil with listed component values for 
tuning, matching, detuning, current balance, and shield current suppression. 
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[5.1] 
[5.2] 
 
 
 
 
Here, fS is the measured S11 peak frequency, L is the calculated inductance, and CE, CD, 
and CA are the equivalent, distributed, and adjustable capacitance values, respectively.  
With the known inductance for the coil, CE was then readily calculated using the above 
equation and fS = 400 MHz. The value for each of the four CD capacitors can then be 
determined using a CA of 15 pF to provide a wide adjustment range for the adjustable 
capacitor, and assuming the value of each distributed capacitance is equal.  Measuring 
the peak S11 reflection with the new value confirmed appropriate tuning of the circuit 
(Note: this process was done with described matching and active detuning components.) 
 
e. Matching and Balancing 
To match the coil to the 50Ω cable and receiver input impedance, an additional 
adjustable 1-30 pF capacitor was put in series with the coil input.  For an approximate 
balance of the currents in the coil, coil symmetry was achieved by putting a fixed 4.7 pF 
capacitor in the opposite leg of the coil circuit, with the selected value approximating the 
value of the adjustable capacitor when matched to 50Ω (2).  Matching was confirmed by 
connecting the coil to the reflection port of a network analyzer and observing the S11 
peak.  After tuning the peak to 400 MHz, the amplitude was adjusted to its minimum 
value, and the input impedance confirmed by displaying the analyzer smith chart.  The 
adjustable capacitor range was sufficient to match the coil with iterative adjustment of 
the balance capacitor necessary to achieve optimal matching. 
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[5.3] 
f. Lattice Balun Design 
For additional current balance in the surface coil circuit and to help minimize 
cable shield currents, a lattice balun was constructed on the coil input (figure 5.7).  The 
component values for the lattice bridge were computed using the relationship (21,45): 
 
 
 
Here, L and C are the lattice pairs of 
inductance and capacitance, ωS is the 
angular frequency it is designed for, R1 is 
the unbalanced input resistance on the 
coaxial side of the bridge, and R2 is the 
resistance looking into the surface coil.  In 
this case, the receiver input and cable 
impedance of 50Ω defines R1, and the surface coil is matched to 50Ω to define R2.  At 
400 MHz, L and C are then readily solved to have values of 19.9 nH and 8 pF, 
respectively.  For the capacitance value, a standard 8.2 pF chip capacitor was used, 
within 2.5% of the target.  The inductors were custom built to be within 2% of the target 
inductance, accomplished with four wraps of 20 gauge wire around a 1/16" core, after 
which, the core was removed.  To determine the inductance, the inductor was put in 
parallel with a 4.7 pF capacitor, and the resonant frequency of the pair detected using a 
probe connected to the reflection port of a network analyzer. Measuring the S11 peak 
frequency to determine fS, the inductance was calculated using equation [5.1] with C = 
4.7 pF.  The inductor length was modified until the frequency corresponded to an 
inductance within 2% of the target value. 
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Figure 5.7 - Lattice balun bridge network 
circuit to balance surface coil current (2). 
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g. Cable Shield Balun 
As an additional suppression method for cable shield currents, an RF choke 
balun was constructed on the input of the surface coil prior to the lattice bridge (21).  
This balun was positioned outside of the volume coil, approximately 1" from the surface 
coil input.  It consisted of a single 3/8" diameter loop of semi-rigid coaxial cable, with a 
12 pF capacitor across it.  The balun was tuned to 400 MHz by detecting its resonance 
frequency using a probe connected to the reflection port of a network analyzer.  The 
drop in the probe S11 indicated the tune frequency, which was manually set by first 
adjusting the capacitance until the frequency was as close as possible to the target.  
Fine adjustment was then achieved by altering the length and diameter of the inductive 
loop of coaxial cable.  All measurements were made with the balun connected to the 
surface coil on one end, and terminated with 50Ω on the other. 
h. Surface Coil Decoupling 
As mentioned, decoupling between surface coils in the array was accomplished 
first by arranging them in an orthogonal orientation.  Second, neighboring coils were 
overlapped by 10% to cancel out mutual inductance between the coils (2).  To optimize 
overlap decoupling, an individual coil of a neighboring pair was connected to the 
reflection port of a network analyzer, the second connected to the transmission port, with 
all other coils in the array detuned.  After tuning and matching both coils to 400 MHz and 
50Ω, respectively, inspection of the S11 and S12 peaks revealed any residual splitting of 
the peaks, which indicates strong coupling between the coils.  Observing the amplitude 
of the S12 peak provided a measure of the isolation between the two coils.  The degree 
of overlap was physically modified when necessary to eliminate peak splitting or to 
increase the amount of isolation.  This was repeated for all neighboring pairs of coils.  As 
a final decoupling scheme, a ground shield that connected to the surface coil ground 
68 
[5.5] 
[5.4] 
plane was wrapped over the coil circuit components.  This also provided isolation 
between the surface and volume coils in addition to active detuning.  To prevent shorting 
with circuit components, adhesive tape was placed on the underside of the shield.   
i. Active Detuning Circuit 
To actively detune each surface coil, a pin diode was placed in series with the 
loop input (33,34).  To put the coil in a tuned state, the diode is forward biased with 
+12V, effectively creating a short at its location to complete the resonant circuit required 
to detect the RF signal.  Likewise, to detune, the pin diode is reversed biased with -
250V, causing it to become an open circuit, effectively separating the coil loop 
inductance and capacitance from the adjustable tune and match capacitors, shifting its 
tune frequency and de-matching the circuit.  The pin diode was selected to have a rating 
of -650 V and a 1 V forward bias voltage.  Insertion loss and isolation for the series 
configuration of the pin diode were calculated to be 0.09 dB and 21.1 dB, respectively, 
using the following equations and known properties of the pin diode and coil circuit:(46) 
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Here, R is the pin diode series resistance (0.5Ω), C is the pin diode capacitance (2.2 
pF), Z0 is the coil impedance (50Ω), and f is the frequency (400 MHz).  All voltages used 
to accomplish active detuning are delivered by the Insight driver.   Since the voltages 
required to detune each surface coil is the same as that to tune the transmit volume coil, 
and the surface coil tune voltages are the same as the volume coil detune voltages, only 
a single voltage input line is required to actively control both coils. To direct the DC bias 
to all four surface coils and the volume coil, the decoupler output connects directly to a 
69 
Figure 5.8 – DC bias output 
splitter box for active detuning. 
box constructed to split the bias into five outputs (figure 5.8).  This reduces the amount 
of cable that must pass through the faraday cage to interface with the decoupler. 
Prior to biasing the pin diodes, the DC voltage lines 
for each surface coil pass through 560 nH RF choke 
inductors that have a self-resonance frequency of 410 
MHz.  These chokes prevent the surface coil Q from being 
affected by attachment of the bias lines to the detune 
driver due to their high impedance to currents with 
frequencies near the choke inductor SRF.  They also 
provide protection for the decoupler interface box during volume coil RF transmission. 
To put the bias voltage directly across the pin diode, a second RF choke is used to jump 
the DC over one of its distributed 8.2pF capacitors.  Receiver protection from the 
supplied DC bias is provided by the adjustable and balance match capacitors. 
 
6. 9.4T Varian Scanning Configuration 
a. Varian Hardware Configuration  
Figure 5.9 demonstrates the overall configuration to interface the developed 
parallel array with the Varian 9.4T system.  The volume coil transmit coaxial cable 
attaches to the first probe port on the system console.  A secondary jumper attaches 
across the 3/4λ connectors for volume coil reception.  Each of the four receive array 
surface coils attach to one of the four 3/4λ ports on the available four console receivers.  
Equal lengths of RG-223 coaxial cable were used to make the receiver to surface coil 
connections, with each cable cut to a multiple of λ/2 as confirmed on the network 
analyzer by cutting to a 0º phase delay.  The decoupler box receives TTL input from the 
'T/R Gate' output from the Varian system.  As mentioned, the TTL signal transitions low 
during an RF pulse, and high during all other portions of the scan. The decoupler CH 1 
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Figure 5.9 Connection diagram for interfacing parallel receive array, volume coil, 
and detuning driver box with the Varian system for a parallel imaging experiment. 
output passes through the 9.4 T magnet faraday cage using an interface panel, which 
then connects to the DC bias splitter box for active control of each coil in the array.  
 
 
b. Varian Software Configuration  
Operation of the four channel array with the Varian VNMRj v2.7 software requires 
configuration of the following parameters: volumercv – set to 'y' or 'n' to indicate whether 
reception is on the volume coil or the receive array, volumexmt – set to 'y' or 'n' to 
indicate whether transmission is on the volume coil or an alternate transmit channel 
(latter option is not available with the current console), and rcvrs – set to a combination 
of 'y' or 'n' to indicate which of the four channels reception occurs on (for example: 'y' 
indicates reception on the first channel only, 'yyyy' indicates reception on all four 
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channels, 'nny' indicates reception on the third channel only).  The two primary 
parameter configurations to be used with this array are: 
1. Volume TX/RX – volumercv = 'y', volumexmt = 'y', rcvrs = 'y' 
2. Volume TX/4 CH Array RX – volumercv = 'n', volumexmt = 'y', rcvrs = 'yyyy'. 
The first indicates that the system will transmit the RF pulse and receive the MR signal 
using the volume coil.  No active detuning of the volume coil is needed, but the surface 
coil array must be constantly detuned during this experiment.  The second configuration 
indicates that the volume coil will transmit, with parallel array reception.  In this case, 
active detuning prevents coupling between the volume coil and parallel array. 
c. Parallel Array Tuning and Matching 
Preparation for execution of an imaging experiment on the 9.4T Varian system 
consists of 1.) tuning and matching, 2.) frequency calibration, 3.) power calibration, 4.) 
manual shimming, and 5.) gain adjustment.  Tuning and matching of the parallel array 
coils requires first connecting the Varian console frequency sweep output to the top 
'probe' port occupied by the volume coil TX cable (figure 5.10).  Volume coil or surface 
coil cables are then connected to the splitter that directs the frequency sweep from the 
console to the coil, and the reflected signal back to a second port on the console.  
Feedback for the tune and match adjustment is provided using the 'qtune' Varian 
software program, which plots the S11 profile.  When tuning the volume coil, all surface 
coils must be actively detuned.  Likewise, when tuning the surface coils, the volume coil 
must be detuned, which requires the volume coil cable be connected to a grounded 
output in addition to appropriately setting the decoupler interface.  The remaining 
prescan calibration steps can then be performed with the system either configured for 
volume coil TX/RX or with transmission on the volume coil, reception on the parallel 
array.  In each case, a unique gain is applied for volume coil or array reception. 
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[5.6] 
Figure 5.10 – Varian system setup for tune and match of volume coil or surface coil array 
 
7. Parallel Array Characterization 
a. Unloaded/Loaded Coil Q 
The unloaded and loaded Q value was measured for each coil by connecting a 
coil to the reflection port of the network analyzer, tuning and matching the reflection 
peak, and then measuring the S11 profile -3 dB width and central tune frequency (20):  
 
 
This measurement was first made with only the surface coil under test tuned, the receive 
array isolated from the volume coil, with and without a sample.  The sample consisted of 
a 1" diameter, 4" long cylinder containing a 4% NaCl solution, placed approximately 3 
mm away from the surface coil.  Taking a ratio of the unloaded and loaded Q value 
provided a measure of the sample versus coil resistance.  This was compared against 
an optimal ratio greater than 5 to determine whether sample resistance dominated.  To 
assess the impact of nearby coils on the Q for a given surface coil, an unloaded Q value 
center
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f
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was again measured with all surface coils tuned simultaneously.  This was repeated with 
the array inserted into the detuned volume coil, and then again with the volume coil and 
receive array assembly inserted into a mock bore.  The 12 cm bore diameter matched 
that of the 9.4T magnet, and was constructed of a flexible copper sheet wrapped into a 
32" long tube.  During these tests, the volume coil Q was determined with all surface 
coils detuned, and compared against that measured when separate from the receive 
array to assess its impact.  For each test, network analyzer S11 profiles were captured. 
b. Surface Coil Coupling 
To measure the degree of coupling between surface coil pairs, one of the paired 
coils was connected to the network analyzer reflection port, the second to the 
transmission port.  The two coils tested were tuned and matched with the remaining coils 
in the array actively detuned.  Measuring the S12 peak in dB provided a measure of the 
isolation between the pair, performed for all six possible combinations of surface coils.  
For the first tested configuration, the receive array was separate from the volume coil.  
The test was then repeated with the array and volume coil assembled, and then again 
with the assembly inserted into the mock bore.  A comparison of the S12 peaks provided 
an assessment of the change in isolation for each new configuration. For each test, the 
S11 and S12 profiles were captured. 
c. Coil Active Detuning Isolation 
To measure isolation between the array surface coils and the volume coil when 
either is actively detuned, the array and volume coil were assembled with no sample, 
under the following configurations: 1.) volume coil on the reflection port, one surface coil 
on the transmission port, only the volume coil tuned (surface coil detuning assessment), 
2.) one surface coil on the reflection port, volume coil on the transmission port, only the 
surface coil tuned (volume coil detuning assessment), and 3.) one surface coil on the 
reflection port, volume coil on the transmission port, both coils tuned (maximal coupling).  
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Comparing the S12 at 400 MHz for the third and first configuration provided a measure of 
isolation between the volume coil and each detuned surface coil.  Likewise, comparing 
the S12 for the third and second test measured the isolation between each tuned surface 
coil and the detuned volume coil.  For each coil combination, both were tuned and 
matched, and the S11 and S12 profiles captured.  The tests were all repeated with the 
assembly first outside of and then inserted into the mock bore. 
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B. Results 
 
1. Constructed Four Channel Parallel Array Assembly 
 
 
 
Figure 5.11 - A & B.) Assembled parallel array with volume coil, C.) 4 channel RX array. 
A 
B 
C 
Figure 5.12 – View of top surface coil in four channel receive array. 
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2. S11 Measurement – Surface and Volume Coil Q 
a. Unloaded/Loaded Q Measurement 
An average Q of 139 was measured for each of the surface coils when 
individually tuned and separate from the volume coil without a sample (figure 5.13). 
When loaded, the unloaded to loaded Q ratio was on average 1.73, below the "rule-of-
thumb" ratio greater than 5 to insure that sample resistance is dominant over that of the 
coil.  A number of factors could have contributed to the lowered ratio.  First, calculating a 
reliable Q value was difficult due to problems selecting an appropriate reference level to 
determine the -3 dB width, resulting in potentially inflated or lowered Q values.  Second, 
the coil may not have been sufficiently loaded by the sample due to its proximity to the 
coil and established filling factor.  Due to the presence of the plastic cylinder that shapes 
the surface coil loop, the sample could be no closer than 3 mm from the coil.  In addition, 
the 1" sample diameter occupied 33% of the total available area within the 1.75" 
diameter cylinder.  To compensate for the lowered fill factor, the sample was offset as 
close as possible to the coil, but a larger sample would produce additional loading and 
potentially a better measured ratio result.   
The last contributing factor is that the coil resistance is in fact high with this 
design.  The use of solder to connect each segment of the coil loop adds resistance 
compared to a loop constructed of continuous material.  Neighboring detuned coils and 
the ground planes may also produce initial loading of the coil that produces a lowered Q 
with no sample.  The bias line RF chokes may also need further optimization to prevent 
loading that can take place once the bias lines are connected.  Use of a series pin diode 
that is forward biased during surface coil reception also adds its resistance to that of the 
coil.  To assess its impact, the pin diode was replaced with a copper strip and the 560 
nH RF choke removed that is used to jump DC across one of the loop 8.2 pF capacitors.  
The measured unloaded Q in this case was 239, which represents a 72% increase.  
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However, there was no improvement in the unloaded to loaded Q ratio, 1.78 in this case.  
Further investigation is needed to improve the measured Q ratio. 
b. Surface Coil Q in Parallel Assembly 
A 31% decrease was observed in the average measured unloaded Q when 
measured with all surface coils tuned simultaneously (figure 5.13).  A significant factor in 
this reduction is an increased coupling between each coil in the array when all tuned. 
These effects are most visible in the right and left coil S11 profiles, were residual splitting 
is apparent.  This is not observed with the top and bottom coil profiles, which are broader 
in appearance.  Upon insertion of the parallel array into the volume coil, the splitting 
observed for the right and left coil is no longer present, suggesting that the degree of 
coupling has been diminished.  Overall, the Q increases 3% in this case when compared 
to measurements made with the array external to the volume coil, contributed to the 
improved S11 profiles.  A further 10% reduction is observed on average once the 
assembly is put into the mock bore.  Here, the loss may be due to residual cable shield 
currents that results in coupling between coaxial cables and the bore shield, diminishing 
the Q for each surface coil 
c. Volume Coil Q in Parallel Assembly 
The measured Q of 234 for the isolated volume coil is 35% lower than the 
expected manufacturer specification (figure 5.13).  This may represent errors in the 
measurement technique as described above or an actual lowered Q.  Once the receive 
array was inserted, the volume coil Q decreased by 24%, due to loading caused the 
surface coils, whose circuits are approximately 1-4 mm away from to the volume coil 
inner surface.  As was observed with the array, the volume coil Q drops an additional 
24% when inserted into the mock bore.  Again, a probable cause is residual cable shield 
currents.  The S11 profile for the volume coil demonstrated a high sensitivity to 
movement of its coaxial cable and proximity of the cable to a hand or body, severely 
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shifting the tune frequency and de-matching the coil.  These effects were not observed 
with the array surface coils, suggesting the volume coil RF choke balun does not have a 
sufficiently high choke impedance to reduce cable currents. 
Figure 5.13 – S11 for various configurations to measure surface coil and volume coil Q-values. 
Top Coil Right Coil Left Coil Bottom Coil Q = 115 Q = 83 Q = 118 Q = 69 
Configuration 2:  All other surface coils tuned, array outside volume coil and mock bore, no sample 
Top Coil Right Coil Left Coil Bottom Coil Q = 116 Q = 85 Q = 91 Q = 105 
Configuration 3:  All other surface coils tuned, array inside volume coil, outside mock bore, no sample 
Top Coil Right Coil Left Coil Bottom Coil Q = 109 Q = 91 Q = 88 Q = 69 
Configuration 4:  All other surface coils tuned, array inside volume coil and mock bore, no sample 
Configuration 1 Configuration 3 Configuration 4 
Q = 237 Q = 179 Q = 136 Volume Coil Volume Coil Volume Coil 
Configuration 1:  All other coils detuned, array outside volume coil and mock bore, unloaded and loaded. 
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QL = 78 
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Ratio = 1.74 
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3. S12 Measurement - Surface Coil Coupling 
a. Surface Coil Coupling - Isolated Receive Array  
Based on surface coil coupling measurements (fig. 5.14), an average isolation of 
-15 dB was recorded between surface coils pairs when separated from the volume coil.  
The two lowest S12 magnitudes of -10 and -12 dB, respectively, were between the top 
and bottom and the right and left coil pairs, which indicates a higher degree of coupling.  
In this case, the result is expected, since the two pairs with the lowest magnitudes are 
not overlapped and are not geometrically orthogonal to one another, thus have no 
method to prevent coupling other than their separation. The remaining four pairs that are 
overlapped and orthogonal had measured isolation values ranging from -13 to -22 dB.  
In all cases, the S11 reflection peak was not split, which would have been an indicator 
that two coils are strongly coupled to one another. 
b. Surface Coil Coupling - Receive Array in Volume Coil  
Insertion of the array into the volume coil resulted in a 10% improvement in the 
measured S12 value to an average of –17 dB, indicating that the coupling between pairs 
of coils, on average, had been reduced.  The largest improvement was seen between 
the non-overlapped top and bottom and right and left pairs, with an 80% and 42% 
change, respectively. The remaining coils demonstrated little change in isolation, with a 
23% drop between the left and bottom coil.  The former result is consistent with the 
observed elimination of the split S11 profile for the right and left coil and a higher average 
Q after the array was inserted into the volume coil.  The close proximity of the volume 
coil to the array may load the surface coils sufficiently to reduce the non-overlapped pair 
mutual inductance and thus their coupling.   
c. Surface Coil Coupling - Receive Array in Volume Coil and Mock Bore 
Insertion of the array into the mock bore produced an average isolation of -19 dB, 
14% better than that measured for the first configuration.  In this case, however, the 
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Figure 5.14 - Measured isolation between surface coil pairs separate from volume coil, 
assembled with volume coil, and assembled with volume coil in a mock bore. 
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largest improvements were between the top and right, bottom and left pairs to as high as 
-26 dB, with isolation decreased between the non-overlapped top and bottom pair.  
Consistency of tuning and matching, changes in coil Q, and variability in coaxial cable 
placement that results in changes in cable shield current interactions, pronounced for the 
volume coil, can produces alterations in the measured isolation.  This latter effect is 
increased in the mock bore, providing another coupling pathway for coils and cables to 
interact.  As a result, the improvements observed with the bore may reflect changes due 
to these errors, or an added loading that further reduces coupling.  In general, coupling 
of the surface coils appears improved by placement in the volume coil, confirmed both 
by measured isolation values and lack of splitting in the S11 profiles.  Accuracy of the 
measured isolation would benefit from further trials and improvement of the balun 
suppressing the volume coil cable currents.  
 
4. S12 Measurement – Surface Coil and Volume Coil Detune Isolation 
The measured isolation between tuned volume and surface coils when maximally 
coupled was on average -13 dB (figure 5.15).  The right and left surface coils had a 
higher degree of coupling with the volume coil, with an isolation of -6 dB versus -21 dB 
for the top and bottom.   This matches the direction of the volume coil linear polarization 
along an axis parallel to that connecting the right and left surface coils.  As a result, 
maximal coupling is expected in this direction, and minimal coupling perpendicular for 
the top and bottom coils.  An average isolation of -23 dB was achieved when the volume 
coil was detuned, a -10 to -20 dB improvement from the fully coupled condition.  
Likewise, the isolation between a tuned volume coil and actively detuned surface coils 
averaged -43 dB.  The top and bottom coils again demonstrated a higher isolation 
averaging -51 dB versus -34 dB for the right and left, a -30 dB improvement compared to 
the baseline condition.  Insertion into the mock bore produced comparable coupling 
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Figure 5.15 – Measured isolation between 1.) tuned volume and surface coils, 2.) tuned volume 
and detuned surface coils, and 3.) tuned surface coils, detuned volume coil, in and out of bore. 
between tuned volume and surface coils as well as after volume coil detuning.  A lower 
average isolation of -36 dB was observed between a tuned volume coil and detuned 
surface coils due to lower top and bottom surface coil isolation, suggesting a slight 
increase in coupling between the surface and volume coils through the shield.  With the 
opposing coil detuned, the tuned coils in all cases produced no S11 splitting. 
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CHAPTER VI 
 
PARALLEL ARRAY SENSE IMAGING PERFORMANCE 
 
A. Methods 
 
1. 9.4 T Varian Imaging Data Sets 
To evaluate the parallel array imaging performance on the 9.4T Varian system 
and its ability to support SENSE studies using the developed Matlab program, multiple 
phantom data sets were collected with gradient and spin echo pulse sequences: 
a. Sphere Phantom – In this experiment, a sphere with approximately a 20 mm 
diameter containing a 0.1 mM MnCl2 solution was scanned using a gradient echo 
sequence with a 1 second TR, 5 ms TE, 90º flip angle , 2 mm slice thickness, 
128x128 matrix, and a 24x24 mm FOV.  Images were captured simultaneously by 
each channel on the receive array, and then again with the volume coil only.  A 
separate set of images were then captured with only one of the surface coils tuned, 
all others detuned.  To capture noise only data by each of the receive array 
channels, the gradient echo scan was repeated with a 0º flip angle. 
b. Pickle Phantom – Using a pickle with approximately a 28 mm diameter, gradient 
echo images were acquired with a 1 second TR, 5.28 ms TE, 90º flip angle, 2mm 
slice thickness, 256x256 matrix size, and a 36x36 mm FOV.  Separate Images were 
captured using the parallel array and volume coil.  The scan was repeated with a 0º 
flip angle to capture noise only date for each receive array channel. 
c. Uniform Phantom – Using a phantom constructed from a 29 mm diameter cylinder 
filled with 0.1 mM MnCl2 solution, a gradient echo sequence was performed with a 
TR of 1 sec, TE of 5.75 ms, 90º flip angle, 2 mm slice thickness, 256 by 256 array 
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size, and 32 by 32 mm FOV that fully captured the object axial FOV.  Images were 
acquired first simultaneously by each channel in the developed four channel array, 
and then by the volume coil only.  The scan was repeated with the number of points 
and FOV in the phase encode direction reduced to produce aliased images with the 
following reductions: R = 2 (256x128, 32x16 mm), 2.4 (256x197, 32x13.3 mm), 2.6 
(256x98, 32x19.6 mm), 3 (256x85, 32x10.6 mm), and 4 (256x64, 32x8).  For all 
reductions, the sampled data was obtained by the four channel receive array only.  A 
separate gradient echo scan was then performed with a TR = 250 ms, flip angle of 
0.01º, 256x256 matrix, and 32x32 mm FOV to capture noise only data.   
d. Tomato Phantom – Using a cherry tomato with a diameter of approximately 24 mm, 
a gradient echo sequence was executed with a TR of 1s, TE of 5 ms, 30º flip angle, 
256 by 256 matrix size, and 32 by 32 mm FOV sufficient to prevent object aliasing.  
As with the prior experiments, images were captured with the receive array and then 
again with the volume coil only.  Reduced image sets were then acquired using the 
receive array at the following reductions in the phase encode direction: R = 2 
(256x128, 32x16 mm), 2.4 (256x197, 32x13.3 mm), 2.6 (256x98, 32x19.6 mm), 3 
(256x85, 32x10.6 mm), and 4 (256x64, 32x8).  A separate parallel array noise only 
data set was then collected using a TR of 100 ms, 256 by 256 matrix size, 32 by 32 
mm FOV, and 0º flip angle. 
e. Rat Brain Phantom – The last phantom imaged was an excised rat brain removed 
from PBS and put into an empty cylinder.  Here, a spin echo sequence was executed 
with a TR of 3s, TE of 30 ms, 1.5 mm slice thickness, 128x128 matrix, and 20x20 
mm FOV. Separate images were acquired by the receive array and the volume coil.  
A single reduced parallel array image was also obtained that corresponded to an R 
of 2 in the phase encode direction using a 128x64 matrix size and 20x10 mm FOV. 
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2. Parallel Array Image Analysis 
a. Sensitivity Profiles, Coil Coupling, and Noise Correlation 
For each image set, sensitivity maps were generated using the Matlab SENSE 
program previously described.  Both SOS and acquired volume coil images were used as 
the denominator for map calculation.  For each phantom map set, analysis was based on 
consistency of the profile with the position of the coil and indication of coupling between 
coils (increased sensitivity near other coils in the array).  An additional assessment of 
coupling was provided by a comparison of the individual array coil images collected using 
the sphere phantom when all surface coils are tuned versus only one coil tuned at a time. 
Calculation of noise correlation matrices provided a final measurement of coupling 
between pairs of coils, with higher correlation values indicating higher degrees of 
coupling.  Consistency of this matrix between phantoms as well as with previous coil 
coupling results was assessed.  Using the sphere phantom, the maximum intensity value 
across all array images was calculated to determine sensitivity coverage and depth.  An 
SOS of the sphere and uniform phantom data was also measured to assess surface coil 
coverage uniformity and degree of sensitivity overlap.  
b. Parallel Array and Volume Coil SNR Comparison 
To assess SNR performance of the array during and un-accelerated scan, the 
SNR was calculated for each phantom using: 1.) the acquired volume coil image, 2.) an 
SOS parallel array image, 3.) a SENSE reconstructed R=1 image using sensitivity maps 
based on an SOS denominator, and 4.) a SENSE reconstructed R=1 image using 
sensitivity maps based on a volume coil image denominator.  The SNR calculation was 
determined using the mean of an ROI divided by its standard deviation, with the same 
region used for all four images for a given phantom. Lastly, the uniformity of parallel 
array and volume coil images was compared.   
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c. SENSE Reconstruction Performance 
For all available undersampled data sets, SENSE reconstructions were 
performed using the SENSETool program.  In all cases, the sensitivity map was 
calculated using the volume coil image as reference.  Noise data was inputted to create 
noise correlation matrices for the reconstruction.   Use of the uniform and tomato 
phantom data provided analysis over a wide range of reductions, with the tomato 
providing image contrast, and the rat brain approximating the actual intended array 
experiment.  In all cases, the reconstructed image and corresponding G-factor map were 
collected, with mean and max values measured.  An SNR measurement was also 
measured based on the mean intensity in an ROI divided by its standard deviation.  Any 
artifacts in the reconstructed result were noted compared to the un-accelerated case. 
 
B. Results 
 
1. Parallel Array Surface Coil Coupling 
 
As demonstrated in figure 6.1, images simultaneously collected by the parallel 
array surface coils when all four were tuned had intensity profiles consistent with the coil 
positions (note that the images are inverted by the Varian system).  The left coil image 
showed the greatest evidence of coupling, as indicated by the elevated intensity near the 
right coil.  The bottom coil also appears to be somewhat coupled with the left and top 
coils, demonstrated by its slightly off center profile. In general, any added coupling signal 
was of low magnitude versus the peak intensity closest to each coil.  The coupling 
behavior is supported by the images collected by each individual surface coil while all 
others in the array are detuned to establish a minimal coupling condition (B).  In this 
case, the added intensity was diminished or removed at locations other than where 
expected for the coil profile.  Lastly, the sum of squares of the tuned array coils had a 
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A 
Figure 6.1: Sphere surface coil images: A.) with all coils tuned, and B.) with only the surface coil 
displayed tuned.  Also presented are the maximum across all surface coil images and the SOS 
uniform appearance across the object that was only slightly less uniform than that 
calculated using the detuned images.  Both lacked modulation suggesting a high degree 
of overlap or gaps between coil profiles, supported by the generated maximum plots.   
 
 
2. Parallel Array Noise Correlation Matrix 
Calculation of noise correlation matrices provided a final assessment of coil 
coupling for each of the phantoms imaged (figure 6.2).  Though the magnitude of the 
measured correlation was not the same across the phantoms, some consistencies were 
observed in the relative correlation between coil pairs.  Specifically, for each phantom, 
the top and right pair had the highest correlation ranging from 0.258 for the sphere to 
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0.041 for the tomato, indicating that these coils had higher coupling versus the other 
pairs.  The next highest correlation was between the left and right coil for the sphere, 
pickle, and uniform phantoms.  The latter result corresponds with the observed coupling 
in the sphere phantom images and the fact that this pair had the lowest measured S12 
isolation value of -12 dB.  The high correlation between the top and right coil is 
unexpected, as each had a good measured S12 isolation of -26 dB, and no apparent 
signal coupling in the collected images.  The remaining pairs had low correlations for the 
most part, with moderate values for the left and bottom and right and bottom pairs.  The 
relative differences in correlation between phantoms is most likely due to differences in 
sample loading that has a direct impact on the degree of coil coupling.     
 
3. Parallel Array Surface Coil Sensitivity Maps 
The sensitivity maps calculated for the pickle, uniform, tomato, and brain 
phantom are presented in figure 6.3-6.6.  In each case, 'A' corresponds to the images 
collected by each of the surface coils in the array, 'B' is the maps resulting from use of a 
SOS denominator, and 'C' the maps resulting from a volume coil reference.  The entire 
map surface was fit using an N = 4 polynomial, extrapolation size of 2 pixels, and 
exclusion size of 0.   Evidence of coupling is again indicated between the left and right 
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Figure 6.2: Measured noise correlation for each phantom using 0º flip angle array noise data. 
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coils due to the sensitivity spread across the object, most prevalent in the larger uniform 
and tomato phantoms.  The tomato bottom coil profile also suggests top and bottom coil 
coupling.  With the exception of the brain phantom, the SOS reference produced maps 
with little distortion or overlap, optimal for SENSE.  The rat brain phantom profiles have 
less distinction between coils due to the small sample size and will likely result in higher 
G-factors.  Both the pickle and brain phantom body coil reference maps also show 
evidence of distortions that are due to a high degree of noise in the volume coil images.  
 
 
 
 
A 
B 
C 
Figure 6.3 - Uniform phantom sensitivity maps: A.) surface coil images, B.) SOS 
reference maps, and C.) volume coil reference maps. 
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A 
B 
C 
Figure 6.4 - Pickle phantom sensitivity maps: A.) surface coil images, B.) SOS 
reference maps, and C.) volume coil reference maps. 
A 
B 
C 
Figure 6.5 - Tomato phantom sensitivity maps: A.) surface coil images, B.) SOS 
reference maps, and C.) volume coil reference maps. 
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4. Volume Coil and Parallel Array Image Comparison 
Figure 6.7 provides a direct comparison between images collected by the volume 
coil, an SOS of the array surface coils, and SENSE reconstruction of the parallel array 
images using maps based on an SOS reference and volume coil reference with no 
reduction (R = 1).  For each case, the SNR is indicated, with the highest SNR for a 
particular phantom in green, the lowest in red.  For all five phantoms imaged, the highest 
SNR in each case was the SENSE reconstructed image.  The majority of these were 
generated using an SOS reference, with the tomato the only exception, producing a 
higher SNR with a volume coil reference.  The lowest SNR was produced by the volume 
coil for all but the uniform phantom, where the SOS image was lower.  The sphere 
phantom also had a comparably low SNR using the volume coil based SENSE 
reconstructed image.  For three of the phantoms, the SOS image produced the second 
A 
B 
C 
Figure 6.6 – Excised rat brain phantom sensitivity maps: A.) surface coil images, B.) 
SOS reference maps, and C.) volume coil reference maps. 
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best SNR of the images compared.  Overall, the best SNR for a given phantom was 1.4 
to 4.4 times greater than the lowest measured value.   
It is expected that the parallel array would have a better SNR than the volume 
coil.  This is due to close proximity of the array to the sample, as well as a reduction in 
losses that result from the limited surface coil E-field compared to the volume coil.  It 
should be noted, however, that the volume coil measurements were made without 
removal of the parallel array.  The resultant loading of the volume coil was previously 
demonstrated to lower its Q, causing a lowered SNR in images it collects.  A higher SNR 
would be expected without the receive array due to the improvement in Q in this case.  
In addition, problems with residual cable shield currents on the volume coil coaxial cable 
resulted in a high sensitivity of its tuning and matching to cable movement.  As a result, 
the volume coil tune and match was likely altered after initial adjustment and not optimal 
to insure high SNR images.  Power calibration of the volume coil, however, did enable 
appropriate excitation for optimal reception by the parallel array.  The results here would 
be improved by further refinement of the volume coil coaxial balun.    
Of the array images, uniformity qualitatively matching the volume coil was 
typically best achieved using the volume coil reference maps, most notable with the 
uniform and tomato phantom.  For the remaining phantoms, there was no apparent 
difference between an SOS and volume coil reconstructed image.  This is due to the 
uniform nature of the SOS for this particular array design. In fact, the rat brain SOS map 
reconstruction appeared qualitatively more uniform than the volume coil reference, most 
likely due to the low volume coil SNR.  In general, a compromise is indicated between 
achieving high SNR with a parallel array image and uniformity.  Improvements in the 
volume coil SNR may translate into better results using volume coil maps, such that they 
are comparable to that achieved with the SOS sensitivity profiles. 
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Figure 6.7 – Comparison of: volume coil image, parallel array SOS, volume coil map and SOS map 
SENSE reconstructions for phantoms tested.  Highest SNR is in green, lowest in red for each phantom. 
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5. Parallel Array SENSE Reconstruction 
a. Various Reductions – Uniform and Tomato Phantom 
 
Uniform and tomato phantom SENSE reconstructions for reductions from 1 to 4 
are picture in figures 6.8 and 6.9.  In both cases, unfolded images at R = 2 produced 
images without significant artifacts and mean/max G-values of 1.08/1.34 and 1.08/1.43 
for the uniform phantom and tomato, respectively.  Reconstructions performed at a 
reduction as high as 2.6 also demonstrated limited artifacts with a mean/max G-factor of 
1.34/2.48 for the uniform phantom, 1.31/1.98 for the tomato.  At R ≥ 3, residual edge 
effects were apparent, with notable noise at R = 4, most prevalent at maximally 
overlapped positions. High mean and maximum G-values were also measured here.   
For both phantoms, the SNR for each reconstruction was plotted along with an 
SNR at R=1 over R curve that represents a theoretically maximum possible SNR if the 
measured G-factor was 1 for all reductions (figure 6.10).  In general, both phantoms had 
an expected decrease in SNR with incremental reduction.  However, for all R values 
below R = 3, the measured SNR was better than theory maximally could predict, with an 
increase in uniform phantom SNR observed between R = 1 and 2.  As mentioned with 
the SENSETool analysis, this most likely represents the difficulty in measuring SNR for a 
SENSE reconstruction due to the location dependence of the G-factor.  Overall, based 
on the appearance of the reconstructions, measured G-values, and SNR analysis, an R 
of 2 appears to be a reasonable SENSE factor with this array, with up to 2.6 viable for 
images with higher intrinsic SNR. 
b. Various Reductions – Excised Rat Brain Phantom 
The reconstructed images of the excised rat brain presented in figure 6.11 
correspond to an image resolution of 156 µm by 156 µm with a 1.5 mm slice thickness.  
Both the R=1 and 2 reconstructions had a uniform quality with visible brain contrast.  A 
noticeable increase in noise with residual artifacts was observed for the R = 2 
95 
reconstruction.  This included a 'line' artifact produced by folding in of a noise strip 
located at the edge of the unaliased image.  A higher mean G-value of 1.34 and 
maximum of 2.76 was also observed compared to other phantoms reconstructed at this 
reduction.  This is believed to be due to the small phantom size which caused non-
optimal (non-distinct) sensitivity maps and thus high G-values. The selected image 
resolution and scan parameters also resulted in a lower intrinsic SNR compared to other 
phantoms, making the reconstruction SNR loss due to reduction more prevalent. 
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Figure 6.8 – SENSE reconstruction of uniform phantom and corresponding G-facto maps. 
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Figure 6.9 – SENSE reconstructions for tomato phantom and corresponding G-factor maps. 
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Figure 6.11 – SENSE reconstruction at R = 1 and 2 for excised rat brain with G-factor map. 
Figure 6.10 – SNR measurements for uniform and tomato phantom reconstructions compared 
to the R = 1 SNR divided by the R for each subsequent reconstruction, 
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CHAPTER VII 
 
CONCLUSIONS 
 
As indicated by the SENSE imaging tests results, the primary objectives of this 
project have been achieved.  First, a program has been developed that successfully 
implements the SENSE reconstruction method for unfolding of parallel array aliased 
image data.  This was demonstrated at various integer and non-integer reductions and 
for multiple array sizes.  Reconstruction results were qualitatively and quantitatively 
comparable to those produced by Philips commercial SENSE software in terms of 
measured SNR and G-factor values.  Any discrepancies that favor the latter commercial 
method are explained by its use of regularization techniques.  In addition, a coil 
sensitivity map calculation and processing method has been developed that efficiently 
and accurately denoises maps and fills gaps.  These efficiencies were measured to be 
as much as 145 times faster than prior methods without sacrificing accuracy.   
Second, a four channel array has been successfully modeled and constructed for 
in vivo rat brain imaging.  The incorporated active coil detuning provided an average -23 
dB isolation between the detuned volume coil and tuned surface coils, and -43 dB 
isolation between detuned surface coils and tuned volume coil.  Isolation between array 
surface coil pairs averaged -19 dB, with no visible splitting in S11 peaks.  Loaded to 
unloaded Q ratios for the array surface coils were measured to be 1.78.  These 
properties enabled simultaneous acquisition of images from all channels of the receive 
array with low levels of coupling indicated in the coil profiles and noise correlation.  
Overall, the measured SNR for images produced by the parallel array was consistently 
higher than the volume coil for five different phantoms, as high as 4.4 times in the case 
of array images created by a SENSE reconstruction of full FOV data. 
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Overall, it has successfully been demonstrated that the developed array can be 
configured to acquire reduced data sets on the 9.4T Varian system and effectively 
reconstruct the resultant aliased images using the SENSETool program.  This was 
accomplished using various phantoms including an excised rat brain.  The uniform 
appearance of the reconstructions and measured SNR and G-factor values indicate that 
the array is usable for experiments performed at reductions as high as 2 to 2.6.  
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CHAPTER VIII 
 
FUTURE WORK 
 
Issues with the SENSETool program and receive array design identified 
throughout the thesis are areas targeted for improvement.  These refinements are 
described in addition to enhancements for better usability, performance, and reliability: 
 
A. SENSETool Program Updates 
 
1. SENSE Regularization – The Tikhonov regularization technique should be 
implemented by the SENSETool reconstruction algorithm for SENSE unfolding.  As 
described in previous studies (47,48), this method has successfully produced as 
much as a 48% reduction in mean G by using an estimation of the target 
reconstruction image to assist in the unfolding process.  Tests performed here also 
revealed that in some case, the Philips regularized SENSE produced better 
reconstructions than the developed Matlab code, resulting in fewer edge artifacts at 
higher reductions, and lower G-factor and higher SNR values.   
2. 2D SENSE Reconstruction – The program should be updated to incorporate the 
ability to reconstruct data sets undersampled in two directions. Simultaneous 
reduction of k-space in this manner may enable higher accelerations to be achieved 
without inflated G-factor values, due to a reduced number of points overlapped. 
3. 3D Volume/Multiple Acquisition SENSE Reconstruction – The code should be 
modified to enable reconstruction of 3D volumes and multiple acquisition of the same 
slice.  The current design is constrained to reconstruct one slice only.  
4. Low Resolution Reference Scans – Future updates to the code should remove the 
constraint that the reference data for map calculation have the same resolution and 
102 
matrix size as the unfolded data set after applying SENSE.  This would reduce the 
scan time required to obtain the reference scan, improve reference SNR, and results 
in a degree of smoothing of the sensitivity maps prior to fitting to help fill gaps. 
5.   Oblique Slice Sensitivity Map – To eliminate the need to capture a unique reference 
scan for each new accelerated slice acquired, a single 3D volume should be used for 
sensitivity map calculation.  To perform a SENSE reconstruction, the code would use 
aliased slice position information to extract the correct maps from the 3D data set. 
 
B.  Four Channel Array Updates 
1. Mechanical Design - Figure 8.1 demonstrates the next revision of the receive array 
mechanical configuration. This design compacts the receive array mount by 
constructing it from one cylinder.  A significant benefit of this layout is that it enables 
the bias lines to be incorporated directly on the receive array.  The previous bias 
splitter was too large to fit into the bore and required that five additional cables pass 
along the length of the bore before reaching the array surface coils.  This increased 
the potential for cable shield interactions and made the array cumbersome to work 
with.  By wrapping two copper tape strips around the new mount cylinder, a single 
Figure 8.1 – Proposed receive array mechanical design.  Compacts array mount and 
incorporates the DC bias splitting into the mount with one input for biasing. 
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DC bias line is fed through the bore to supply the bias voltages.  Each surface coil 
and the volume coil then connect to the strips using SMB connectors and short 
lengths of small diameter coaxial cables.  Overall, this should simplify handling and 
reducing coupling through cable shields. 
2. Active Detuning Modification – As was noted in the characterization of the surface 
coils, removing the active detune pin diode from the circuit resulted in a 72% 
increase in coil Q.  The surface coils were also noted to have a low loaded to 
unloaded Q ratio of 1.78.  To capture the potential for improved coil Q and reduce 
surface coil resistance, an alternate active detune circuit is desirable.  The standard 
approach is to put the pin diode in series with a fixed inductor, both in parallel with a 
fixed capacitance that is typically in the surface coil loop (31,32).  Forward bias of the 
pin diode puts the inductance in parallel with the capacitor, that when properly tuned, 
creates a resonant circuit at the surface coil tune frequency.  The high impedance of 
the choke diminishes the coil current and detunes the circuit.  Previous attempts at 
implementing this method did not sufficiently detune the circuit or resulted in 
interactions between the choke resonant loop and volume coil.  The method warrants 
re-investigation using shields where necessary to constrain interactions.   
3. Adjustable Capacitor Modification - The next revision of the surface coil design will 
incorporate ATC adjustable capacitors that have incorporated shafts instead of 
screws to set the capacitance.  This will enable the capacitors to be adjusted using a 
rod with a short length of flexible tubing instead of a rod with a brass tip.  The current 
tip introduces stray capacitance that shifts and detunes the surface coil if constant 
contact is not made between the tip and capacitor.  Though the compressed rod 
springs attempt to accomplish this, the contact can be intermittent at times, resulting 
in changes in coil performance.  In addition, the spring approach has been 
unreliable, as compression can be lost if the capacitor is adjusted too far such that 
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additional adjustment is no longer possible.  The new capacitors will eliminate these 
two problems while maintaining the ability for manual tune and match. 
4. RF Choke Update – Both the surface coil and volume coil RF chokes on the input of 
each coil require modification.  In both cases, the choke was subjected to 
mechanical stress that has the potential to damage the capacitor or alter the shape 
of the semi-rigid coaxial cable inductive loop, both of which result in detuning of the 
choke.  In addition, none of the chokes were shielded, and could therefore couple 
with other objects, including each other, reducing their choke impedances.  The 
volume coil choke was also observed to be insufficient to suppress cable shield 
currents, as movement of its coaxial cable or testing its stability by placing a hand 
nearby resulted in severe alterations to the volume coil tune and match.  A new 
design is required in both cases that will handle routine stress and have sufficiently 
high resistance to prevent cable interactions.  Beyond shielding the existing design 
and altering its mechanical layout, use of bazooka baluns (21) or adding baluns in 
series to current chokes should be investigated prior to regular use of the coil. 
5. Preamplifier Decoupling - The standard approach for decoupling surface coils is to 
incorporate low input impedance preamplifiers that are put as close as possible to 
the coil input.  During reception, the low impedance results in a parallel inductance 
and capacitance on the surface coil input, resonant at the tune frequency of the coil.  
This creates a high impedance to the coupling currents between coils and effectively 
decouples them.  Higher isolations have been observed for coil designs using this 
method (2,37).  This approach should be investigated for the current design to 
improve measured isolation values, which is expected to result in lower g-factor 
values and potentially higher SNR in array images. 
6. Animal Testing – To date, the coil has not been tested with a live animal.  Future 
studies are planned to image the brain of a live rat using a combination of gradient 
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echo, spin echo, and EPI sequences.  The latter sequence is of particular interest in 
order to assess improvement in susceptibility related artifacts with increased 
reduction in scanning.  Experiments with animals may require additional 
modifications to provide necessary gases to the rat during imaging.  Bite bars and 
stereotactic head frames will also be incorporated into the animal table to insure 
stability of the rat head position.  
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[A.1] 
[A.2] 
[A.3] 
APPENDIX A – ALIASED IMAGE CIRCULAR SHIFT 
 
For a full-FOV image with 
dimensions of NX by NY pixels, reduction 
of the sampled image by a factor of R in 
the y-direction results in an aliased image 
with dimensions NX by NY/R.   After taking 
the FFT of the undersampled k-space, 
the resultant aliased image corresponds 
to the central part of the full-FOV image 
"folded" in upon itself.  If point 1 in figure 
A.1 corresponds to the first row and column of the full-FOV image, this point is repeated 
every NY/R pixels as defined by distance B due to the aliasing affect.  If point 2 
represents the first row and column in the aliased image, dependent on the reduction 
value, this point may or may not match the location of point 1.  If the difference between 
point 1 and 2 is represented by the distance 'C' in the figure, from knowledge of the 
aliasing pattern, this distance can readily be determined: 
 
 
 
 
 
 
 
Performing a circular shift of the aliased image upward by a number of pixels equal to 'C' 
will result in point 2 aligning with point 1 for any reduction.  As a result, when unfolding, 
the pixel at the first row and column of the aliased image will correspond to the pixel in 
the first row and column of the full-FOV image and the points it is aliased with. 
Figure A.1: Determination of circular shift 
necessary to align aliased point 2 with the first 
row and column of the full-FOV image (point 1). 
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[B.1] 
[B.2] 
[B.3] 
[B.4] 
[B.5] 
APPENDIX B – ALIASED PIXEL UNFOLDING LOCATIONS 
 
In order to unfold a selected aliased image point using SENSE, the location of 
the corresponding full-FOV image points must be determined (figure B.1).  This is 
dependent on FOV and k-space reduction, and the selected aliased point location.  
Assuming aliasing along y, for a given row, the physical position it corresponds to is: 
 
 
Here, LRED corresponds to the aliased image field of view length along y, which consists 
of NRED points.  The physical distance 'y' in the aliased image can be translated to a full-
FOV image pixel location using the resolution of both the aliased and full-FOV image: 
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Figure B.1: Determination of positions to 
unfold aliased image for SENSE method.  
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From equation [B.5], for a given selected aliased point, the first point of the 
superimposed set it consists of is determined.  The remaining points of this set are every 
NFULL/R from the starting location until the maximum dimensions of the full-FOV image 
are reached.  From this, the appropriate sensitivity data at these locations can be 
extracted, the SENSE method employed to solve the unfolded image values at each 
position, applied to the correct locations. 
APPENDIX C – COIL PARTS LIST 
QTY Description Value Manufacturer P/N 
2 Non-magnetic trimmer 
capacitor 1-30 pF Johanson 5641 
1 Non-magnetic chip 
capacitor 4.7 pF ATC 
ATC 100 B 4R7 0 B 
TN 500 X C 
6 Non-magnetic chip 
capacitor 8.2 pF ATC 
ATC 100 B 8R2 0 B 
TN 500 X C 
1 Non-magnetic chip 
capacitor 10 pF ATC 
ATC 100 B 100 0 F 
TN 500 X C 
1 Non-magnetic chip 
capacitor 12 pF ATC 
ATC 100 B 120 0 F 
TN 500 X C 
3 RF choke inductor 560 nH Coilcraft 1008CS-561_X_L 
2 Air-wound inductor 19.9 nH Hand-made N/A 
1 Non-magnetic pin diode N/A M/A-COM MA4P7446F-1091T 
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