Prediction interval modelling has been proposed in the literature to characterize uncertain phenomena and 8 provide useful information from a decision-making point of view. In most of the reported studies, 9 assumptions about the data distribution are made and/or the models are trained at one step ahead, which can 10 decrease the quality of the interval in terms of the information about the uncertainty modelled for a higher 11 prediction horizon. In this paper, a new prediction interval modelling methodology based on fuzzy numbers 12 is proposed to solve the abovementioned drawbacks. Fuzzy and neural network prediction interval models 13 are developed based on this proposed methodology by minimizing a novel criterion that includes the 14 coverage probability and normalized average width. The fuzzy number concept is considered because the 15 affine combination of fuzzy numbers generates, by definition, prediction intervals that can handle 16 uncertainty without requiring assumptions about the data distribution. The developed models are compared 17 with a covariance-based prediction interval method, and high-quality intervals are obtained, as determined 18 by the narrower interval width of the proposed method. Additionally, the proposed prediction intervals are 19 tested by forecasting up to two days ahead of the load of the Huatacondo microgrid in the north of Chile 20 and the consumption of the residential dwellings in the town of Loughborough, UK. The results show that 21 the proposed models are suitable alternatives to electrical consumption forecasting because they obtain the 22 minimum interval widths that characterize the uncertainty of this type of stochastic process. Furthermore, 23 the information provided by the obtained prediction interval could be used to develop robust energy 24 management systems that, for example, consider the worst-case scenario. 25
Introduction 27
Nonlinear models can provide excellent insight into complex real-world processes and systems. Such 28 models represent the relationships among variables and are useful in planning and operational stages as well 29 as in the analysis of measured data (Rencher & Schaalje, 2008) . In general, the aim of predictive models is 30 to obtain a reliable representation of the target system (Ghanbari, Hadavandi, & Abbasian-Naghneh, 2010).
31
In recent decades, several methodologies have been proposed to solve nonlinear model identification 32
problems that use a finite number of measured data and consider an optimality criterion (Škrjanc, 2011) .
33
Many studies have examined methods for improving the accuracy of these approaches to obtain higher 34 precision in expected value prediction (Khodayar, Wang, & Manthouri, 2018; Kroll & Schulte, 2014) . 35
Neural networks and fuzzy systems are efficient for nonlinear modelling because they have a high fitting 36 accuracy for nonlinear systems (Veltman, Marín, Sáez, Gutierrez, & Nuñez, 2015; Xu, Zhang, Zhu, & He, 37 2017). Although computational intelligence methods exhibit adequate performance in estimation and 38 prediction, uncertainty is not typically quantified by these modelling approaches, and only expected value 39 is obtained. However, information on the dispersion of the output of the model provides more information 40 about the phenomena modelled with uncertainty and more useful information from a decision-making point 41 of view than the models with only expected value (Kabir, Khosravi, Hosen, & Nahavandi, 2018; 42 Shrivastava, Lohia, & Panigrahi, 2016). 43
Confidence intervals and prediction intervals have been proposed to model the uncertainties of a system.
44
Confidence intervals are used to capture uncertainties in the unknown parameters of a model. Confidence 45 intervals are usually associated with parameters rather than with observations. Prediction intervals are used 46 to capture uncertainties in random variables yet to be observed and provide a probability that the random 47 variable will be within a given interval (Dybowski & Roberts, 2001 ; Heskes, 1997; Ramezani, Bashiri, & 48
Atkinson, 2011; Rencher & Schaalje, 2008) . Prediction intervals consider more sources of uncertainty than 49 do confidence intervals; these additional sources of uncertainty include model error and noise variance. The 50 predicted outputs are intervals that represent (with a given coverage probability) the most likely region 51 defined by the upper and lower bounds of the interval to which the output of the uncertain phenomena will 52 belong. 53
In this paper, prediction interval models are used to represent both nonlinear behaviour and uncertainty 54 derived from nonconventional energy sources and electrical demand. The uncertainties associated with wind 55 and photovoltaic power are due to the stochastic intermittency of the primary input (wind speed and solar 56 radiation), and the uncertainty of the demand profiles in energy communities (microgrids) is due to minor 57 load variations, which can generate large changes in the total profile (Parhizi, Lotfi, Khodaei, & Bahramirad, 58 2015). Moreover, for control of microgrids, the uncertainty associated with intermittent power sources and 59 load is typically handled using a robust model predictive control (Robust MPC) in the formulation of the 60 energy management system (EMS) (Sáez, Ávila, Olivares, Cañizares, & . The EMS is a control 61 strategy that allows coordination of the energy resources to supply the demand, guaranteeing an economic 62 and reliable operation. Robust EMS has become popular because it can be applied using uncertainty sets 63 rather than probabilistic models, reducing the difficulties related to PDF identification (Lara, Olivares, & 64 Cañizares, 2018) . 65
In the work of Valencia, Collado, Sáez, and Marín (2016), a wind-based energy source was modelled by a 66 fuzzy prediction interval based on the method reported in the work of Škrjanc, Blažič, and Agamennoni 67 (2005) , and a Robust EMS was achieved using the convex sum of the lower (worst case) and upper (best 68 case) bounds of the available wind energy. In a similar way, in the works of and 69 Xiang, Liu, and Liu (2016) , prediction interval models of the solar power, wind power, and electrical 70 demand of a microgrid were generated to formulate a scenario-based Robust EMS. In , 71 the combination of all the lower and upper bounds of the prediction intervals allowed the various scenarios 72
for Robust EMS to be defined, and the solution was obtained using a second-order cone optimization 73 problem. In Xiang et al. (2016) , scenarios were generated via Taguchi's orthogonal array testing method 74 using the prediction intervals of the uncertain variables modelled, and the optimization problem was solved 75 using a search strategy based on an orthogonal array. The results of the previous studies showed that a more 76 secure and reliable operation is achieved with Robust EMS than with EMS without uncertainty. However, 77 the performance of a Robust EMS depends on the quality of the prediction interval models over the future 78 time horizon; therefore, improved prediction interval model designs are required (Marín, Valencia, & Sáez, 79 2016; Parhizi et al., 2015; Sáez et al., 2015) . 80
Several approaches have been proposed that use neural networks and fuzzy systems to generate prediction 81 interval models (see Section 2). In many cases, these approaches carry high computational costs and/or 82 require making assumptions about the data. Additionally, in several of the reported approaches, the 83 prediction interval models are tuned only one step ahead, which could decrease the quality of the interval in 84 terms of the information about the uncertainty modelled for a higher prediction horizon. 85
This paper presents a new methodology for developing prediction interval models using a novel criterion 86 that includes the coverage probability and the normalized average width of the interval as metrics for 87 training models at future steps. Thus, the prediction interval models aim to achieve the desired coverage 88 probability with the sharpest interval possible. Note that the narrower the width of the prediction intervals, 89 the more accurate the information about the uncertainty phenomena. However, a width that is too narrow 90 might compromise the coverage probability. 91
The main contribution of this work is a new modelling methodology for constructing prediction intervals 92 based on fuzzy numbers and its extension to fuzzy and neural network prediction interval models. The fuzzy 93 number concept is used because the affine combination of interval fuzzy numbers generates, by definition, 94 prediction interval models that can handle uncertainty without requiring assumptions to be made about the 95 data and the noise distribution. The proposed prediction interval is developed in two stages. First, model 96 identification is performed to tune the parameters necessary for obtaining the expected value. Then, the 97 spreads of the parameters of the prediction interval are found for the future step. The proposed methodology 98 can be used to describe a large family of uncertain nonlinear functions, such as the electrical demand in 99 small communities. 100
The remainder of this paper is organized as follows: Section 2 presents a literature review of prediction 101 interval modelling. Section 3 introduces the problem statement. Section 4 presents prediction interval 102 models based on interval fuzzy numbers and the extension to fuzzy and neural network models. Section 5 103 describes the proposed method for developing prediction interval models. Section 6 presents the results of 104 a benchmark test and two case studies involving load forecasting for residential dwellings in the town of 105 Loughborough, UK, and for the isolated microgrid installed at Huatacondo in northern Chile. The last 106 section provides the main conclusions and the focus of future work. 107
Literature Review for Prediction Interval Modelling 108
In the specialized literature, several methods based on neural networks and fuzzy systems have been 109
proposed to obtain prediction intervals. In the work of Khosravi, Nahavandi, Creighton, and Atiya (2011a), 110 traditional methods based on neural networks were analysed, including the delta, Bayesian, mean-variance 111 estimation, and bootstrap methods. These approaches are computationally expensive and/or make 112 assumptions about noise. For instance, the delta method assumes that noise is homogeneous, and the 113 calculation of Jacobian matrices is required. The Bayesian method assumes that the parameters are a random 114 set of variables with a distribution defined a priori, and it requires the computation of the Hessian matrix.
115
The mean-variance estimation method considers that model errors are normally distributed around the true 116 target; therefore, the method requires the known mean and variances. This approach assumes that the 117 corresponding neural network accurately estimates the true targets, which is not always true, leading to a 118 low coverage probability. The bootstrap method assumes that a high-precision estimate of the true targets 119 will be produced by a group of neural networks. This method is the most computationally demanding in the 120 development stage because several neural networks are necessary to estimate variance. However, after the 121 models are trained offline, online computations are simple and do not require the evaluation of complex 122 matrices or derivatives. 123
In the works of Škrjanc (2011) for wind power using data from two wind farms. The artificial bee colony algorithm was used to find the 169 parameters necessary for the KELM models. The optimization was performed using a cost function that 170 included the coverage probability, the sharpness of the interval and the average deviation of the data from 171 the prediction interval as metrics. In the work of Voyant et al. (2018) , prediction interval models of the 172 global horizontal irradiation using regression tree methods were presented. Several prediction models were 173 tested, including classic, pruned, bagged and boosted regression tree and classic and smart persistence 174 models. Several predictors based on subsets of the training data were used to build the prediction interval. 175
Then, a cumulative distribution function (CDF) was constructed based on predicted values from each 176 regression tree model developed. In the work of Li et al. (2018) , an improved bootstrap method was 177 proposed for constructing prediction intervals using extreme gradient boosting (XGB) as the base model.
178
The approach was compared with traditional bootstrap, LUBE and SVR-2D using solar power data. The 179 proposed method in this study achieved the best performance in terms of the quality of the prediction 180 interval. Although the prediction interval performed well in previous studies, they considered only short 181 prediction horizons (a few hours ahead), and for some applications, for instance, for EMSs in microgrid 182 operations based on receding horizon control, a higher prediction horizon could be necessary. 183
Several types of Takagi Additionally, several studies have demonstrated that the use of complex fuzzy sets and logic in intelligent 201 systems can improve the prediction of future observations in a time series (Yazdanbakhsh & Dick, 2018) .
202
In the work of Chen, Aghakhani, Man, and Dick (2011), an adaptive neuro-complex fuzzy inferential system 203 (ANCFIS) was proposed. This system was applied to time-series prediction for synthetic and real-world 204 datasets. The results showed that complex fuzzy sets are a useful tool in intelligent systems design. ANCFIS 205 achieved good performance using a maximum of three rules for all experiments; in contrast, the best ANFIS 206 network used 128 rules for the synthetic dataset. Yazdanbakhsh and Dick (2017) proposed an extension of 207 the ANCFIS to the multivariable time-series prediction. The proposed approach was compared with the 208 results showed in the work of Li and Chiang (2013) for the NASDAQ dataset. The results showed that 209 ANCFIS has superior performance regarding the complex neuro-fuzzy autoregressive integrated moving 210 average (CNFS-ARIMA) approach. The work of Yazdanbaksh, Krahn, and Dick (2013) compared three 211 approaches: ANFIS, radial basis function network (RBFN) and complex fuzzy logic (ANCFIS) for 212 photovoltaic power prediction. ANCFIS was more accurate than the other approaches regarding one-step-213 ahead prediction. 214
However, the previous studies have focused only on improving the precision of the expected value rather 215 than obtaining the prediction interval. Because these kinds of the systems can naturally provide a prediction 216 interval, with the type-1 fuzzy set at the consequent, some studies have included the dispersion of the output 217 in the design of the system to obtain the prediction interval in an active way. For instance, Veltman et al.
218
(2015) developed a fuzzy prediction interval model for an electric load application. The fuzzy interval was 219 obtained by including only the uncertainty in the parameters of the consequences. All parameters (premises 220 and consequences) of the fuzzy prediction interval model were found using an improved teaching-learning-221 based optimization algorithm (ITLBO) to minimize a multi-objective cost function. Marín et al. (2016) 222 characterized uncertainty in wind power and electric load using type-2 fuzzy prediction interval models. As 223
Mendel (2017) mentioned, this work is arguably the first paper to use the type-reduced set in an active way 224 (rather than using it only as a means to obtain the expected value) during parameter identification. In a 225 manner similar to that reported in the work of Veltman et al. (2015) , all parameters of the type-2 fuzzy 226 system were tuned using some optimality criteria of the prediction interval, such as the coverage probability, 227 interval width and prediction error. Consequently, many parameters must be tuned in these approaches using 228 an optimization algorithm. The prediction interval models in Veltman et al. (2015) and Marín et al. (2016) 229 were validated for predictions up to two days ahead using data on the energy resources of an isolated 230 microgrid installed in Chile. Although the desired coverage probability in previous studies is fixed during 231 the training process of the prediction interval, this coverage probability could decrease as the number of 232 future steps increases because these models are trained one step ahead. Therefore, prediction intervals that 233 generate the most information in terms of the relationship between the width of the interval and the coverage 234 probability over future steps are required. for time-series forecasting aim to predict the expected value rather than a prediction interval. Some 245 development has also been made for the estimation of uncertainty using deep learning models. In Gal and 246
Ghahramani (2016), a Monte Carlo dropout approach for representing model uncertainty was presented.
247
The same approach was used in Zhu and Laptev (2017) , where a LSTM encoder-decoder architecture was 248 used to predict the daily completed trips processed by the Uber platform using uncertainty estimation based 249 on the Monte Carlo dropout of hidden units. However, these approaches make several assumptions on the 250 process distribution. Additionally, although LSTM networks are currently used for time-series forecasting, 251 sometimes the improvement of the prediction does not compensate for the higher complexity of the LSTM 252 network. 253
Problem Statement 254
In this paper, prediction interval modelling based on fuzzy numbers provides a systematic framework for 255 representing uncertainty and nonlinear dynamics, which makes it useful for forecasting the uncertainty 256 associated with stochastic variables, such as renewable energy-based generation variables. Next, the general 257 interval modelling problem is detailed. 258
The result of mapping an input vector () Zk onto a nonlinear real continuous function g can be written as 
In this respect, a function g from the class can be found in the band defined by the upper and lower
275
functions. The prediction intervals are developed with a certain coverage probability (1 )%   that future 276 observations of the uncertain phenomena belong to the interval defined by the lower ˆL y and upper ˆU y 277 (2011a, 2011b), and Khosravi, Nahavandi, and Creighton (2010), in this methodology, the prediction 280 interval coverage probability (PICP) and the prediction interval normalized average width (PINAW) are the 281 metrics to be incorporated in the identification process of prediction intervals. PICP is used to quantify the 282 number of measured values that fall within the interval defined by the model, and PINAW is used to measure 283 the width of the interval. 284
In this paper, new prediction interval models based on the concept of fuzzy numbers are derived such that yk This condition implies that, to generate 287 prediction intervals, the average width measured by PINAW must be minimized while considering a certain 288 desired coverage probability measured by PICP. In the next section, the proposed prediction interval models 289 based on fuzzy and neural network modelling are presented. 290
Prediction Interval Models Based on Fuzzy Numbers 291
In this section, a new approach to developing prediction intervals based on fuzzy and neural network models 292 is derived. In general, the models consider a set of p inputs 11
input measurement data at time step . k 294
When an affine linear model is used, the model output ˆ() yk at time k is defined as follows:
where ( 0,1, ,
are the regression coefficients. In this paper, to include uncertainty, the coefficients 296 i  are defined as interval fuzzy numbers (Lee, 2005; Mendel, 2017 
Based on Equations (6) and (7), the expected value is characterized by the mean ( ).
i m
The last term in both 304
equations is associated with the prediction interval, and it is characterized by the parameters ( , ).
i i ss 305
In this interval modelling approach, the parameters associated with spread ( , ) The proposed method is used to characterize uncertainty. Uncertainty corresponds to the fitting error 311 between the prediction ˆ() yk and the actual output ( ); yk thus, uncertainty is defined by the interval 312
LU yy to which the predicted value could belong. In the next section, both fuzzy and neural network 313 prediction interval models based on fuzzy numbers are presented. 314
Fuzzy Prediction Interval Modelling 315
Mathematically, a fuzzy system is defined by a set of p 
In this paper, singleton fuzzification, Gaussian membership functions ( ), Thus, the local interval output for each rule () j is 325 calculated as follows: 326
Finally, the lower ˆ() (Equation (9)) and the local outputs of each rule (Equations (11) and (12)) as follows: 328
In this paper, a fuzzy clustering method is considered for defining the rule numbers and the parameters 329 
1, , 
Neural Network Prediction Interval Modelling 341
Mathematically, a neural network system is defined by a set of p
, where L is the number of hidden layer units and l is the number of output units; in this paper, 346
The hidden weights, hidden bias, output weights and output bias are respectively. The neural network in Equation (17) can be written as follows: 348
where: 349
In this paper, Bayesian regularization is used to train the neural network. Bayesian regularization consists 350 of a paradigm designed to minimize overfitting of neural networks. The method provides a Bayesian 351 criterion for terminating training, thus generating better results for the test dataset (Gençay & Qi, 2001) . 352
In this approach, the neural network prediction interval is developed such that the output weights The lower and upper bounds 354 of the prediction interval can be calculated as follows: 355
The neural network can be defined as a neural network whose outputs are the upper and lower bounds and 356 the target prediction. As fuzzy prediction interval models, neural network prediction interval models are 357 used to forecast the output of future steps as follows: 358
1, , experimental data with a certain coverage probability at the future steps. After the tuning process is 361 completed and the prediction interval is obtained, these parameters are held constant through horizon 362
prediction. 363
Next, the method for identifying the parameters of the prediction interval based on fuzzy systems and neural 364 networks is explained. 365
Proposed Method for Developing Prediction Intervals based on Fuzzy Systems and Neural 366
Networks 367
The identification procedure for deriving the prediction interval models is shown in Fig. 1 . The first part of 368 this procedure corresponds to the identification method of the fuzzy and neural network models for obtaining 369 the expected value, and the second part is the method for prediction interval parameter (spreads) 370
identification. 371
Regarding model identification (Fig. 1) , the first step involves data collection for training, validation and 372 testing; sufficient information is collected to represent the various operational points of the process to be 373 modelled. The training dataset is used to obtain the model parameters. The validation dataset is not directly 374 used in the training process; however, it allows the model generalization capacity given by the model 375 behaviour to be evaluated under a new dataset. Finally, the test dataset is used to evaluate the performance 376 of the obtained model. 
Fig. 1. Methodology for Developing Prediction Intervals 379
In this procedure, a structural optimization is made. The structural optimization of fuzzy and neural network 380 models consists of proposing several structures. Specifically, several fuzzy models are obtained when the 381 number of clusters (rules) is modified, and several neural network models are obtained by modifying the 382 hidden neuron number. Then, relevant input variables are selected via sensitivity analysis, and a structural 383 optimization is made. Finally, the parameters necessary for obtaining the expected value are calculated using 384 the relevant input variables, the optimal structure and the training dataset. As proposed in Sáez and Zuñiga 385 (2004), the best structure is defined when the validation error is either increased or stabilized in comparison 386 with the training error when the structure of the model increases in complexity. 387
For the fuzzy models, the Gustafson-Kessel clustering algorithm is used to obtain the premise parameters, 388 and the consequence parameters are estimated by the minimum least-squares optimization method. Bayesian 389 regularization is used to obtain the parameters of the neural network models. Finally, the model is evaluated 390 using a test dataset to verify model performance. Then, if the performance of the model is not suitable, the 391 model identification procedure in previous steps must be reviewed; otherwise, this procedure is completed 392 (Sáez & Zuñiga, 2004) . 393
After the model identification procedure, the parameters associated with providing the expected value are 394 obtained. In fuzzy models, the standard deviation and centre of the Gaussian functions () (11) and (12), and the expected value (Equation (10)) can be 399
obtained. 400
Regarding neural network models, hidden weights (20) and (21)). After the model identification stage, the spreads of the 405 parameters for developing the prediction interval at future steps must be identified (see Fig. 1 ). This method 406 is described in the following section. 407
Parameters Identification for Prediction Intervals 408
This identification method stage obtains the parameters (spreads) of the prediction interval models such that 409 the upper and lower values of the interval are as narrow as possible and the interval contains a certain 410 percentage of measured data. The prediction interval models derived in this paper can include endogenous 411 () yk and exogenous variables ( ), uk where
is the vector of regressors associated with the output and input variables. Then, the prediction interval is a 413 function of the real and/or prediction data, depending on the number of future steps . In 414 this paper, the spreads for developing the prediction interval are tuned according to the required steps ahead. 415
Then, based on the formulation described in the previous sections for developing the prediction interval 416 models and the metrics for evaluating the performance of the prediction interval, the spread identification 417 procedure consists of the solution to the following optimization problem (24): 418 
are the decision variables in the optimization problem, and the dimensionalities of these parameters depend 423 on the model selected. For fuzzy models, 2 pM parameters that correspond to the spreads 424
and 2L parameters for the neural network model that corresponds to the spreads 425 is dominant. Finally, the solution to the nonlinear optimization problem (27) is computed using particle 434 swarm optimization (PSO), as outlined in the next section. 435
Solution Method 436
To solve the nonlinear optimization problem in Equation (27), traditional algorithms, such as gradient 437 descent methods, are not adequate. These methods entail a risk of falling into a local optimum when solving 438 non-convex optimization problems. Therefore, other optimization methods are needed (Quan et al., 2014) . 439
In this paper, PSO is used to solve the problem because it generally outperforms other algorithms in terms 440 of success rate and solution quality, as reported in the work of Elbeltagi, Hegazy, and Grierson (2005) . In 441 PSO, the generated solutions are called particles, and each particle has a position vector with an associated 442 velocity vector (Tran, Wu, & Nguyen, 2013) . The first step in the algorithm consists of the initialization of 443 
t Wv t c rand Pbest t x t c rand gbest t x t x t x t v t
where NP is the number of particles, and 0 1, 2, , jN  is the total number of parameters 449 to be identified, which depends on the type of model used (fuzzy or neural). W is an inertia factor, Pbest 450 is the best previous solution of the particle, and gbest is the best solution of the swarm up to the current 451 step. The terms 1 c and 2 c are called the cognitive and social acceleration constants, and () rand is a random 452 number between 0 and 1. The training termination criterion is set when a minimum error or a defined 453 maximum number of iterations is achieved. Once the training process terminates, the gbest value is chosen 454 as the spread parameter to generate the prediction interval model. 455 PINAW and PICP are used as metrics for the evaluation of the quality of the interval. Additionally, the root 456 mean square error (RMSE) and the mean absolute error (MAE) are included as performance indices to 457 evaluate the accuracy of the prediction model associated with the expected value. All indices are evaluated 458
for several prediction horizons with the test dataset. In this paper, the prediction interval models based on 459 fuzzy systems and neural networks are used to represent the nonlinear behaviour and uncertainty derived 460 from electricity demand; however, the proposed methodology can be used to describe a large family of 461 uncertainty nonlinear functions. 462
Results 463
A comparative analysis between the proposed prediction interval models based on interval fuzzy numbers 464 (PI-IFN) and covariance prediction interval models is presented following the definition presented in As indicated in Equation (18), the neural network model is a linear model of the parameters. Therefore, the 470 prediction interval based on the covariance method can be developed using Equations (29) 
where e  is the variance of the error, t  is the parameter related to the interval width, * Z is the new datum 473 used to predict the future observation and Z is the matrix that considers all data used in the training process 474 in which the output weights and output bias were determined. 475
Finally, the fuzzy prediction interval model based on covariance proposed in Škrjanc (2011) is used to obtain 476 the upper and lower bounds of the local linear model as follows: 477
where M is the total number of rules composing the fuzzy system, j  is the local variance 478 of the error, and For all the models (fuzzy and neural), t  is tuned using experimental data to achieve the desired coverage 480 probability (1 )%   , as explained in Sáez et al. (2015) . In the next section, the results of a benchmark and 481 the load forecast with the proposed prediction interval models are presented. 482
Benchmark 483
In this paper, the original Chen series in Chen, Billings, and Grant (1990) is modified and used to evaluate 484 the prediction interval models: 
where the system noise is band-limited Gaussian white noise. The system is 487 simulated, and 10,000 data points are generated. The data are divided into training, validation and testing 488 sets accounting for 55%, 25% and 20% of the total dataset, respectively. W runs from 0.9 to 0.3 during offline optimization. The number of iterations for PSO is set to 5,000, the 501 optimizations are executed several times, and the best solution is selected. The cost function value () J in 502 Equation (27) and the developed metrics are reported in Table 1 for the test dataset using various numbers 503 of steps ahead. 504
As shown in Table 1 , the fuzzy and neural network models provide cost function values () J lower than 505 those of the linear model, which is consistent with the nonlinear benchmark structure. These results are 506 expected because of the ability of the fuzzy and neural network models to better fit the dynamics and 507 nonlinearities of the systems, which are more notable for longer future-step predictions. Additionally, it can 508 be observed that the cost function of the proposed method (Equation (27)) is lower than that of the 509 covariance method for all models (i.e., linear, fuzzy and neural network). The RMSE and MAE values are 510 equal in the proposed and covariance methods because the identification method is the same. However, the 511 prediction error increases for a larger horizon prediction because the accumulative error of the model is 512 larger when the steps of the horizon increase, as shown in Table 1 . 513 
515
Furthermore, it can be observed that the PICP term is close to 90% because the interval models are trained 516 to maintain PICP near the desired value for various steps ahead. In terms of prediction intervals, the 517 proposed method (PI-IFN) provides narrower intervals for all step-ahead forecasts. While the covariance 518 method maintains a constant width for the interval (see Fig. 3a , Fig. 4a and Fig. 5a ), the proposed method 519 achieves a narrower interval in states with little noise and an interval with a width similar to that of the 520 covariance method in states with high noise. 521
Covariance method y(k)
Step k Importantly, the information level delivered by a prediction interval is directly related to its width (Marín et 522 al., 2016; Xu et al., 2017) ; thus, the proposed method yields a better information level regarding the 523 covariance method (smaller widths). Wider intervals could produce a higher PICP, but these intervals 524 provide less useful information about the uncertainty of the modelled phenomena. In this respect, the neural 525 network models exhibit sharper prediction intervals than the linear and fuzzy models. Step k
Covariance method
y(k)
Step k
Proposed method
Step k 
Application for Load Forecasting 537
In this section, two case studies involving the implementation of the prediction interval models are presented 538 to address the uncertainty associated with a load. The first case is from the isolated microgrid in the village 539 of Huatacondo in Chile, and the second is from 20 residential dwellings in the town of Loughborough, UK.
540
Both fuzzy and neural network prediction interval models based on the concept of interval fuzzy numbers 541 (PI-IFN) were used to develop the load forecasting models supported by the results obtained with the 542 benchmark. 543
Huatacondo Microgrid 544
In this section, the proposed prediction interval model based on the concept of interval fuzzy numbers (PI-545 IFN) is identified using data from an isolated microgrid in the village of Huatacondo in the Atacama Desert, 546
Chile. The dataset used corresponds to a period of 147 days, spanning Based on the obtained data and using the identification procedure described in Section 5, an optimal 552 structure consisting of three rules and nine regressors is obtained for the fuzzy model: 553
Similarly, eight neurons in the hidden layer and ten regressors are obtained for the neural network model as 554 an optimal structure: 555 ˆ( ) ( ( 1), ( 2), ( 3), ( 4), ( 92),...
Note that exogenous variables are not included in the models used to represent the behaviour of the load. 556
During the model identification stage, a prediction horizon of 1 p N  is considered, as explained in Section 557 Covariance method y(k)
Step k Proposed method y(k)
Step k 5. However, the spread parameters for generating the prediction interval models are identified using PSO 558 by considering various steps ahead with a desired coverage probability of (1 )% 90%  . The parameters 559 used for the PSO algorithm are identical to those in the benchmark problem. To minimizing the random 560 initialization of the parameters (spreads), the optimization is performed several times, and the model with 561 the lowest cost function value is selected. 562
The performance of the prediction interval models is evaluated by considering 192-step-ahead (two-day-563 ahead) predictions. This prediction horizon of the load is selected because, for instance, Palma-Behnke et 564 al. (2013) implemented an EMS that minimizes the operational costs of an isolated microgrid by considering 565 a two-day-ahead prediction of renewable resources (wind and solar) and electricity demand. 566 Table 2 presents RMSE and MAE for one-step-ahead (15 minutes), one-hour-ahead, one-day-ahead and two-567 day-ahead predictions of electricity demand using test data. In the neural network and fuzzy models, the 568 prediction errors increase when the prediction horizon increases. However, the neural network model 569 produces RMSE and MAE values lower than those of the fuzzy model. 570
The prediction intervals are evaluated and compared using PINAW and PICP. Both models can maintain a 571 coverage probability close to 90% because the spread parameters for the prediction intervals are trained to 572 remain within the bounds of the desired coverage probability for various steps ahead. The neural network 573 model generates a narrower interval for all prediction steps, but it also yields a slightly lower PICP than that 574 of the fuzzy model. Note that the J values for the neural network model (see Table 2 ) are higher than those 575 of the fuzzy model because a small variation in PICP modifies the total cost function () J (see Equation 576
(27)). 577 579 Fig. 6 shows the one-day-ahead prediction interval of the fuzzy and neural network models tuned with 90% 580 coverage probability using a receding horizon strategy. In these figures, five days of the test dataset are 581 presented. In small communities (microgrids), the variability of the load is due to the significant effects of 582 each slight change in the load on the total electricity demand. These findings confirm that prediction interval 583 modelling of the load is an important task for microgrid operation when the prediction of future quantities 584 is considered for designing controllers. 
Residential Dwellings in Loughborough 587
The load data from 20 dwellings in the town of Loughborough, UK (Richardson & Thomson, 2010) , are 588 used to develop fuzzy and neural network prediction interval models using the proposed method (PI-IFN).
589
The available load data correspond to the year 2008; however, only summer data are used to develop the 590 prediction interval. Therefore, a period of 94 days is used, which is divided into 52 days for training, 23 591 days for validation and 19 days for test data, corresponding to 55%, 25% and 20% of the total dataset, 592 respectively. The maximum electric load is 29.54 kW with a sample time of 15 minutes. 593
Equations (36) 
ˆ( ) ( ( 1), ( 2), ( 3), ( 4), ( 5), ( 91),... 
Three rules and nine neurons in the hidden layer correspond to the optimal structure for the fuzzy and neural 596 network models, respectively. Note that exogenous variables are not included in the models. Specifically, 597 in this study, one-step-ahead (15 minutes), one-hour-ahead, one-day-ahead, and two-day-ahead prediction 598 horizons are considered. For both models (fuzzy and neural network), the performance indices are computed 599 based on the method described in Section 5 for the prediction horizons considered. 600
As shown in Table 3 , the fuzzy and neural models provide similar performances in terms of RMSE and MAE 601 for the test dataset. The maximum RMSE is 2.6054 kW for a peak load of 29.54 kW, corresponding to the 602 fuzzy model at two days ahead. The coverage probability (PICP) for all prediction horizons with respect to 603 the training data is in accordance with the desired coverage probability. 604
These results suggest that the prediction interval is tuned appropriately to 90% of the desired PICP. 605
However, Table 3 shows that the PICP values for the test data are higher than the desired coverage 606 probability as the prediction horizon increases. For instance, the PICP values are 93.86% and 94.06% at 607 one-day-ahead for the fuzzy and neural network models, respectively. These results are obtained because of 608 the high variability of the data used in this study case, as shown in Fig. 7 . 609
As explained in Section 5, to calculate the spread parameters of all prediction interval models, the coverage 610 probability is fixed in the optimization problem (see Equation (24)). The interval width finding therefore 611 corresponds to the minimum width at the step ahead defined for characterizing the uncertainty of the 612 modelled demand, given the desired PICP. The interval width (PINAW) increases with the prediction 613 horizon. 614 Fig. 7 shows the one-day-ahead prediction intervals of the fuzzy and neural network models, with interval 615 widths of 47.54% and 47.93%. Despite the widths of these intervals, the relationship between the coverage 616 probability and the interval width for this study case provides sufficient information about the uncertainty 617 modelled, and this information could be useful, for instance, for the design of a robust energy management 618 system. 619 
Conclusions 622
In this paper, a new prediction interval modelling framework based on the concept of interval fuzzy numbers 623 was proposed to represent nonlinear dynamics and uncertainties. These models provide the upper and lower 624 bounds of the predicted values given a coverage probability with the minimum interval width at future 625 prediction horizons. This prediction interval modelling was extended to fuzzy systems and neural networks 626 to describe a large family of uncertain nonlinear functions. In this paper, the fuzzy number concept was used 627 because the affine combination of interval fuzzy numbers generates, by definition, interval models that can 628 address the uncertainty of the modelled phenomena without requiring assumptions to be made about the 629 data or the noise distribution. In this methodology, the spreads of the prediction interval models were tuned 630 at future steps based on a novel criterion that minimizes the width of the interval given a desired coverage 631 probability. 632
Based on a benchmark problem, the proposed method was compared with a covariance prediction interval 633 method. The results show that the proposed prediction interval models generated a narrow interval width 634 and retained the desired coverage probability. In this sense, narrow width prediction intervals provide more 635 information about the uncertainty phenomena modelled. Furthermore, the proposed method was used to 636 represent the future load uncertainty of a microgrid installed in Chile and residential dwellings in the town 637 of Loughborough, UK for several prediction horizons. The results indicated that the proposed method for 638 developing prediction intervals is suitable for load forecasting in applications of energy communities. 639
Future work will focus on the development of a robust energy management system based on the prediction 640 interval modelling developed in this paper. Additionally, other evaluation metrics for the prediction interval 641 could be included in the optimization problem, and a Pareto analysis could be included in the multi-objective 642 cost function to obtain the best compromise solution. 643
