ABSTRACT NGC 4151 is the brightest Seyfert 1 nucleus in X-rays. It was the first object to show short time delays in the Fe K band, which were attributed to relativistic reverberation, providing a new tool for probing regions at the black hole scale. Here, we report the results of a large XMM-Newton campaign in 2015 to study these short delays further. Analyzing high quality data that span time scales between hours and decades, we find that neutral and ionized absorption contribute significantly to the spectral shape. Accounting for their effects, we find no evidence for a relativistic reflection component, contrary to early work. Energy-dependent lags are significantly measured in the new data, but with an energy profile that does not resemble a broad iron line, in contrast to the old data. The complex lag-energy spectra, along with the lack of strong evidence for a relativistic spectral component, suggest that the energy-dependent lags are produced by absorption effects. The long term spectral variations provide new details on the variability of the narrow Fe Kα line . We find that its variations are correlated with, and delayed with respect to, the primary X-ray continuum. We measure a delay of τ = 3.3
INTRODUCTION
The X-ray emission in the active nuclei of Seyfert galaxies is thought to be produced in a corona that Compton scatters optical/UV photons from the accretion disk (Haardt & Maraschi 1993) or in the base of a jet (Markoff et al. 2005) close to the central supermassive black hole. The radiation can be seen directly, through absorbing systems, or when it is reflected and scattered in surrounding media, leading to a diversity in spectral shapes and variability behavior (e.g. Walton et al. 2014; Rivers et al. 2015; Walton et al. 2018) .
Absorption by gas with column densities in the levels 10 21 − 10 24 cm −2 is often observed, with ionization that range from neutral to partially and fully ionized gas (warm absorber Halpern 1984; Reynolds 1997) . Multiple layers of absorption are often observed (e.g. Ebrero et al. 2016) . Additionally, several occultation events associated with Compton thin and thick clouds have been observed (Risaliti et al. 2007; Sanfrutos et al. 2013; Markowitz et al. 2014 ).
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On the emission side, iron Kα emission lines (Fe Kα) at 6.4 keV are observed ubiquitously in AGN (Nandra & Pounds 1994; Weaver et al. 2001; Winter et al. 2009; Shu et al. 2010) . They are produced when the central X-ray source illuminates cold and dense material in its surroundings, making it a powerful probe of the circumnuclear environment in AGN.
The line is produced in optically thick material outside the direct line of sight. It is generally accompanied by a Compton reflection continuum (Guilbert & Rees 1988; Lightman & White 1988; George & Fabian 1991) , and its origin in this case is likely the outer disk or the torus (Krolik et al. 1994; Bianchi et al. 2004; Nandra 2006) . In some cases, the line appears to be emitted from a Compton thin gas, likely the Broad Line Region (BLR) (e.g. Bianchi et al. 2008) The narrow core of the line is often accompanied by an additional, relativistically broadened, component that originates much closer to the black hole (Fabian et al. 1989; Reynolds & Nowak 2003; Nandra et al. 2007; Miller 2007; Keck et al. 2015) . Measurement of the shape of the broad iron line and the reflection spectrum provides direct measurement of the black hole spin. The discovery of reverberation of the broad iron line opened a new exploration route (Zoghbi et al. 2012; Kara et al. 2016 ). Short time delays between energy bands dominated by the iron line and the primary continuum are observed, suggesting that the the emission region is compact in size (< 10 r g ; Cackett et al. 2014) .
NGC 4151, due to its brightness, was the first object to show a putative relativistic reverberation signature using XMM-Newton data (Zoghbi et al. 2012, hereafter Z12) . A relativistic reflection component was also inferred in the spectra (Z12; Keck et al. 2015; Beuchert et al. 2017) . NGC 4151 had one of the cleanest measurements of reverberation in AGN, so it was targeted with a large XMM-Newton observing campaign in order to explore the nature of the lag. Here, we report the results from that campaign and from archival XMM-Newton, Suzaku and NuSTAR observations, and in light of the new data, we revisit the spectral modeling and the lag interpretation.
NGC 4151 (z = 0.00335) is one of the nearest archetypal Seyfert 1 galaxies. It is classified as a Seyfert 1.5 and it hosts one of the brightest AGN (Ulrich 2000) . Its brightness in Xrays has made it a good target of all major X-ray telescopes (Ives et al. 1976; Yaqoob et al. 1989; Jourdain et al. 1992; Papadakis & McHardy 1995; Yaqoob et al. 1995; Piro et al. 1999; Ogle et al. 2000; Yang et al. 2001; Schurch et al. 2003; Kraemer et al. 2005; Lubiński et al. 2010; Keck et al. 2015; Couto et al. 2016) . The X-ray spectral complexity of the nuclear emission in NGC 4151 was apparent from the early observations (Holt et al. 1980; Yaqoob et al. 1989) , while emission from extended regions was known to have a significant contribution below 1 keV (Elvis et al. 1983; Pounds et al. 1986 ). The spectra of NGC 4151 at energies above 10 keV have also been a testing laboratory for many coronal emission models (Zdziarski et al. 1996; Coppi & Zdziarski 1992; Lubiński et al. 2010) .
A description of the data used in this analysis is presented in section 2. Spectral and timing analyses are presented in sections 3 and 4, respectively. Section 3.6 in particular presents the first direct measurement of the time delay between the narrow Fe Kα and the X-ray continuum. The results are contextualized and summarized in section 5.
2. OBSERVATIONS & DATA REDUCTION 1 XMM-Newton observed NGC 4151 several times over the last two decades. We reduced all the available 29 observations. Five of these had no useful science exposures or were dominated by background flares, leaving 24 observations. The most recent 9 exposures were taken in November and December 2015. The XMM-Newton EPIC data is reduced using epchain and emchain in SAS. Multiple exposures within a single observations are combined.
Source photons are extracted from circular regions of 50 radius centered on the source. Given the brightness of the source, photon pileup needs to be considered. We use the epatplot tool to check for the effect. The fraction of single and double events are calculated between 2-10 keV, the band relevant for the science in this work. If pileup is detected, the source photons are extracted from an annular region with an outer radius of 50 and an inner radius that we increase in steps of 0.5 starting from 3 , until the ratio of observed to predicted single and double photon events are within 3σ of unity. Background photons are extracted from circular regions similar to and away from the source. The RGS data, which we examine briefly, is reduced using rgsproc, the first and second order spectra are combined using rgscombine and grouped according to the optimal binning suggested by Kaastra & Bleeker (2016) . All other EPIC spectra are grouped so that the detector resolution is over-sampled by a factor of 3, ensuring the minimum signal to noise ratio per bin is 6. Details of the XMM-Newton observations are shown in Table 1 . For the spectral analysis presented in the following sections, we consider only observations with a minimum net exposure of 5 ks, hence 0657840201 and 0679780301 are not considered. The final set therefore includes 22 spectra.
Suzaku XIS data are reduced using aepipeline in HEA-SOFT. We use the same observations as Beuchert et al. (2017) (summarized in Table 1 ). All the spectra are grouped to to have a minimum signal to noise ratio of 6 per bin, oversampling the detector resolution by a factor of 3.
In all the analysis, we use HEASOFT 6.25 and SAS XMM-SAS 20180620 1732. All spectral modeling is done in XSPEC 12.10.1 (Arnaud 1996) . For the spectral modeling we use χ 2 statistics and calculate the errors on spectral parameters using the error command. All the errors quoted in the text represent 1σ uncertainty.
For the timing analysis, we only use observations with exposures larger than 10 ks. These are marked with ( t ) in table 1. In order to obtain the longest and most continuous light curves possible, we select only good time intervals where the background rate between 10-12 keV is below 0.5 counts per second. This slightly relaxed from the 0.4 counts per second in the standard spectral extraction. We also use circular regions for the source extraction rather than the annular regions used when extracting the spectra. Pileup is unlikely to affect the timing data explored here. Light curves in the energies of interest are extracted by filtering on the pulse height PI values, then we use epiclccorr to apply both absolute (vignetting, bad pixels, chip gaps, Point Spread Function and quantum efficiency) and relative (deadtime, Good Time Intervals, exposure and background) corrections. All the light curves analyzed in this work are background-subtracted using the same extraction regions from the spectral analysis. NGC 4151 is known for it complex spectrum. An illustration of the complexity of the available data is shown in Figure 1 . The figure shows the spectra from all the 22 EPIC-PN camera exposures, where the data are divided by the re- The spectra from the EPIC-PN detector from the 22 observations described in Table 1 . The spectra are divided by the effective area curve. sponse effective area at each energy. The plot shows that variations in the spectral shape can be due to a combination of intrinsic source variability (manifested in the changes between 8-10 keV) and to changes in the line of sight absorption (manifested as changes in the spectral curvature between 1-5 keV). We note also that the variability is most apparent above 1 keV. The band below 1 keV, which has been shown to contain a significant contribution from emission lines originating in a diffuse plasma, shows non negligible variability over the years. This suggests that photons from the central source leak through the absorber, a point we will discuss further in section 3.3.
EPIC-PN Gain Correction
Before proceeding with the spectral analysis, and to check specifically for energy calibration of the EPIC PN, we mea-sured the centroid energies of the strong Fe Kα line at 6.4 keV from all the 22 spectra. We fit the spectra between 6 and 7 keV with a power law model for the local continuum and a Gaussian line. The resulting energies of the line are shown in the top panel of Figure 2 .
We show data from the old (observations 1-16) and new (observations 17-24) XMM-Newton observations separately, and also from the EPIC-MOS-2. The plot shows that most of the points from the old observations are clustered around 6.4 keV, implying an origin in neutral Fe Kα emission. The new PN data all show a systematic shift of > 40 eV, which is a factor of 4 higher than the standard energy scale calibration uncertainty of the PN (Guainazzi et al 2011, XMM-SOC-CAL-TN-0083
2 ). The fact that the simultaneous MOS data are also clustered around 6.4 keV, suggests that the discrepancy is due an incorrect gain calibration in PN. Gain is the conversion of the charge signal deposited by a detected photon from detector units to energy in eV. An incorrect calibration causes photons to be assigned an energy that is different from their true energy.
We also check for gain shifts in the band below 1 keV using the strong Ne IX at 0.9 keV. The measured energies are shown in the bottom panel of Figure 2 . The figure now shows that the gain shift of ∼ 40 eV seen at 6.4 keV is not present below 1 keV. In order to mitigate the gain shift problem at the Fe Kα energies, and to allow further spectral modeling, we use the gain model in XSPEC to apply a linear shift to the energies on which the response matrix and the area curve are defined. In order to obtain the values of the linear parameters, we exploit the rich emission line spectrum of NGC 4151 below 2 keV observed simultaneously with the RGS and assume that the Fe Kα line is neutral.
First, the RGS spectrum between 0.35-1.0 keV of every observation is modeled using a power law continuum and a sum of emission and absorption lines. Lines are added to the model until the fit null hypothesis probability is p > 0.05. We then fix the parameters of the best fit model, and use them to model the PN spectra, allowing for a cross-normalization constant. This model anchors the gain model in the PN data in the 0.35-1.0 keV band. The anchor in the hard band is achieved by fitting the 6-7 keV band at the same time with a power law for the local continuum and a neutral reflection model (xillver, setting the ionization parameter to 0). This models the line at 6.4 keV, and its Compton shoulder. We are here explicitly assuming the Fe Kα line is neutral. This is justified by the fact that there has been no evidence for it being ionized. Also, as we show in section 3.3.2, despite the Fe K edge energy showing indication of ionized absorption in some observations, it is not clear that the line is produced in the same absorbing material, and even if it is, the line energy still peaks at 6.4 keV at such low ionization. We note that the gain parameters are not sensitive to the model used to fit the line as we found by using a simple Gaussian line at 6.4 keV. More complex models such as MYTORUS (Murphy & Yaqoob 2009 ) also give similar results given the limited energy band used. We use xillver (García et al. 2013) to be consistent with the spectral modeling in subsequent sections. The gain correction parameters are obtained by adding the linear gain model and fitting for its slope and offset. The additional gain model improves the fit in all cases. The resulting slopes and offsets of the gain model for each observation are shown in Table 1 . All the observations are tested in this manner. The gain correction is then applied to the response and area files which are used in subsequent analysis.
Towards a Full Model
Before attempting to model all the complex spectral data of NGC 4151, we explore signatures of different components that contribute to shaping the spectrum in sections 3.3.1, 3.3.2 and 3.3.3, then we present the full model in section 3.4.
The Soft Emission Lines
The spectrum of NGC 4151 below ∼ 2 keV is dominated by strong emission lines. Chandra images showed that a significant fraction of this soft emission originates in extended regions several hundred parsecs to 1 k-parsec in size, while the hard emission (> 2 keV) is unresolved (Yang et al. 2001) . High spatial resolution emission line images of blended O VII, O VIII, and Ne IX show extended structures that are spatially correlated with the radio jet and optical O III emission. The emission line spectrum contains a combination of photoionized and collisionally-ionized plasma (Ogle et al. 2000; Wang et al. 2011) . For simplicity, we model this component with a Bremstruhlang model and a number of Gaussian functions.
The emission spectrum from the collisionally-ionized plasma is unlikely to vary -even on time scales of yearsgiven its large size. The variability we see below < 2 keV in Figure 1 suggests that a fraction of the soft emission has to originate in a small region. As we will discuss in section 3.4, the soft variability can be attributed to some nuclear emission that leaks through the absorber, or to variability in the emission spectrum originating in the photoionized plasma.
Neutral Absorption
The variability in the shape of the spectra in Figure 1 around 3 keV, and the depth of the strong absorption edge at ∼ 7 keV both point to absorption as the main contributor to shaping the spectrum. Neutral absorption produces a sharp edge at 7.1 keV, and as the ionization increases, the energy shifts to ∼ 7.5 keV (Palmeri et al. 2002) . Figure 3 shows the distribution of measured edge energies from individual observations. These are found by fitting the spectra between 6-10 keV with a power law, a redshifted edge (zedge) and two Gaussian functions at 6.4 and 7.06 for the Fe Kα and Fe Kβ lines. The distribution shows that for most observations, the edge is consistent with neutral absorption. In a handful of observations, the edge energy is at ∼ 7.3, suggesting absorption by gas with an ionization parameter of log(ξ) ∼ 1 (ξ is the ratio of the ionizing X-ray flux to gas density ξ = 4πF x /n). We note that the highest edge energies corresponds to the observations with the highest unabsorbed flux, suggesting that the absorber is being ionized by the nuclear emission. We discuss this point further in section 5.2.
We illustrate some of the properties of the neutral absorber further by focusing on one spectrum where the absorption is prominent, observation 24. This spectrum shows a strong and sharp Fe edge, and strong curvature between 3-6 keV. Figure  4 shows different models that attempt to reproduce both of these features. Panel a shows the case of a uniform neutral absorber (ztbabs). The depth of the edge requires a large column (N H ∼ 3 × 10 23 cm −2 ), but such a column produces a sharp drop below 5 keV, that is well below the data. A possible remedy that has been suggested before is that the absorber has super-solar abundance (e.g. Schurch et al. 2003 ). This produces a stronger edge for the same lower energy curvature. Panel b shows that the data remain well above the model prediction between 2-3 keV. This super-solar abundance would also predict a much stronger line, which is not shown here. Using an ionized absorber (panel c) allows some of the continuum emission to leak through, producing some of the 2-5 keV curvature, but fails to model the edge correctly (inset in panel c). This suggests that either the absorber is not uniform or that there is a separate component that has significant contribution around 3 keV.
The first option is illustrated in panel d, where we assume that some of the continuum emission leaks through the absorber (partial covering absorber). This model accounts for both the edge and curvature, though some residuals remain. In the second option, we explored adding another power law component or a broad Gaussian function. Adding a power law is mathematically similar to the non-uniform absorber case, and such a model can be due to scattering, which is commonly observed in Seyfert-2 galaxies (Turner et al. 1997; Kammoun et al. 2019) . For the Gaussian function, we found that it peaks at 2-3 keV. This is unlikely to be a redshifted iron line, as the required high redshift imply that the Compton reflection hump would also be shifted to the XMM-PN band, which is not observed. When the Gaussian component is fitted to all the spectra, we find that its flux is tightly correlated with the hard component. We therefore conclude that although a separate component cannot be ruled out, the simpler hypothesis is that the additional component at 2-3 keV is the same hard component leaking through the absorber or being scattered by surrounding distant gas. In the rest of this work, we will refer to this model as the secondary power law component, but it can physically be produced by scattering, non-uniform absorption, or by an additional component that dominates at 3 keV.
Ionized Absorption
The strong emission lines in the soft band mask boundfree absorption from O VII, O VI, Ne IX and Ne X, which are the typical signatures of warm absorbers (Halpern 1984; Reynolds 1997; Blustin et al. 2005) . Signatures of ionized absorption in this source, therefore, have come from studying the weaker and less abundant elements such as Mg, Si and S (Kraemer et al. 2005; Couto et al. 2016) .
Evidence for strong, ionized absorption would be more apparent at lower energies. Although the 0.3-1 keV band is dominated by emission lines, we can reduce their effect by using difference spectra, where a low flux spectrum is subtracted from a high flux spectrum. Any constant emission components (here in the 0.3-1 keV band) are subtracted out, and only the variable spectrum remains. This is a simple and model-independent way to find the variable spectrum. We plot in Figure 5 the difference spectra for two pairs of observations. For each pair, high and low flux spectra are chosen to have comparable neutral absorption columns, as inferred by the Fe K edge and the 3-5 keV curvature, so that the nonlinear effect of absorption on the difference spectra are minimized. The high and low flux observations are also chosen to be close in time (a few days at most) to avoid any gain shift artifact when the same response file is used in constructing the difference spectrum. The spectra are produced by first loading the high flux spectrum into XSPEC and then loading the low flux spectrum as background. The two pairs are rep- Figure 5. High (red) and low (blue) flux spectra and their difference (green) for two pairs of observations. The left panel shows the spectra when the absorption is low (NH ∼ 6 × 10 22 ; observations 6 and 4) and the right panel shows the spectra when the absorption is high (NH ∼ 3 × 10 23 ; observations 23 and 20). The difference spectra show the shape of the variable component, which has strong troughs at ∼ 0.8 keV, indicative of ionized Oxygen.
resentative of spectra where the source is seen through low (left; N H ∼ 6 × 10 22 ; observations 6 and 4)) and high (right; N H ∼ 3 × 10 23 ; observations 23 and 20) neutral absorption columns.
The left panel of Figure 5 shows that by subtracting the constant (mostly diffuse) emission lines in the case of the spectra 4 and 6, we can see that the variable component resembles a classical warm absorber spectrum, with a trough at 0.7−0.8 keV, consistent with the bound-free absorption from Oxygen. The trough at 0.7 keV can be modeled with an absorber with an ionization parameter of logξ ∼ 1, as inferred from the Fe K edge energy, and an equivalent Hydrogen column density of N H ∼ 3 × 10 22 cm −2 . A neutral absorber alone cannot reproduce the trough.
The 22-20 difference spectrum in the right panel of Figure  5 is more complex. The flat part at 2-3 keV is likely a result of the secondary power law component discussed in Section 3.3.2. Also, in addition to a simple ionized absorber similar to the 6-4 case, the spectrum below 1 keV requires an additional power law to capture the general spectral shape. Some of the soft emission lines show up in the difference spectrum too, suggesting that part of the emission spectrum is variable. The diffuse collisionally ionized plasma is unlikely to be variable given its large size, and the variability we observed is most likely due variability of the photoionzed gas that is located at sub-parsec scales. It is then likely that the collisionally-ionized plasma is constant and produced on kpc scales, which appears to be partially correlated with the radio jet and the optical O III emission, while the variable photonionized part originates at sub-parsec scales. Separat- ing the two components is not possible given the PN energy resolution, and may be requires detailed modeling of higher resolution RGS data, which is beyond the scope of this work. The 22-20 difference spectrum also shows that the Fe Kα line is variable. A strong absorption line at 6.7 keV is also visible. This is likely due to Fe XXV produced in highly ionized gas (logξ > 3). This absorption line -along with the trough at 0.7 keV -indicate that there are at least two ionized absorbers in the line of sight: low (logξ ∼ 1) and high (logξ > 3) ionization components.
Modeling All the Spectra
In this section, we model all the 22 spectra in the 0.3-10 keV band using a model that takes into account the soft emission, the neutral and ionized absorption discussed in section 3.3.
The primary continuum is modeled with a power law (powerlaw in XSPEC; po h henceforth). The warm absorption is modeled with zxipcf (Reeves et al. 2008 ), and we refer to them as zxipcf l and zxipcf h for the low and high ionization components respectively. The secondary component that dominates at 2-3 keV is assumed to be a power law with a photon index that equals the index of the primary power law, and it is modeled as partial coverer along with the neutral absorption using TBpcf (Wilms et al. 2000) . As we discussed in section 3.3, this can be a physical partial covering component, but it does not have to be. We also include uniform neutral absorption from our galaxy using TBabs. The soft spectra below 1 keV are modeled with with a Bremsstrahlung component (brems s ) and two Gaussian emission lines at ∼ 0.57 and ∼ 0.9 keV to model the strong O VII (zgauss O ) and Ne IX (zgauss Ne ) respectively. Using a power law instead of brems s gives similar results. The strong Fe Kα line is modeled with the reflection model xillver, which also models the scattering shoulder of the line at ∼ 6.3 keV and the Fe Kβ line. The photon index of xillver is linked to that of po h and we assume solar abundances and an inclination of 30
• . The final model has the following XSPEC form:
The order of the absorption components is justified by the difference spectra in Figure 5 . The fact that we see a trough at 0.7 keV in the variable spectrum indicates that the low ionization warm absorber has to be outside the neutral absorber producing the strong Fe K edge, otherwise the neutral absorption would block any emission < 1 keV.
The same model was fitted to all the spectra. The best fit model and fit residuals for a subset of the spectra are shown in Figure 6 (A similar plot showing all the spectra is shown in Figure 16 in the appendix). The spectra selected for Figure  6 are representative and span the observed flux levels and absorption column densities. The residuals to the fit are shown in red in the lower panel of each plot. The fits are not statistically acceptable for any spectrum mostly because of the emission lines below < 2 keV that are not modeled yet.
Next, we add Gaussian functions to model these emission lines in the soft band. Gaussian lines with energies between 0.3-4 keV are added to the model one at a time, until the added line does not provide any significant (at the 90% level) improvement to the fit. The overall fit improves significantly for all the spectra. The residuals for this fit are shown in Figure 17 . Absorption lines can seen in the 2-5 keV range that are not modeled by the two warm absorption layers we included in the model. This includes lines at 2.3 keV (Si XIV), 4.9 keV (Ca XX), and 2.9 keV. The lines are weak in individual observations, but the fact some are seen in multiple observations suggests they are real. These absorption features are modeled with Gaussian lines.
Some observations (e.g. 10, 11, 18) also show an absorption line at 9.2 keV. The feature is very apparent in the combined residuals plot in the same figure. If this is due to Fe XXVI, then an outflow velocity of 0.5c is implied. The significance of this feature in individual observations is low, but the fact that it is present in at least 5 observations may also suggest that it is real. The feature is very close to the Fe XXVI K edge at 9.28 keV at zero velocity, so it could also be a weak part of the warm absorption system. If adding an absorption line at 9.2 keV provides a significant (at least 90% confidence) to the fit, we include it in the model. The same is done also for an apparent emission line at 7.5 keV (apparent for example in observations 6 and 8 in Figure 17 ), likely due to Ni Kα 3 . The residuals of the best fit model after accounting for these weak features is shown in blue in the bottom panel of each spectrum in Figure 6 (and Figure 16 for all the spectra). A summary of the main fit parameters is shown in Table 3 . The model provides an very good fit to all the spectra as indicated by the fit statistic and null hypothesis probability in the last two columns of Table 3. A closer examination of the residuals in the 2-10 keV is shown in Figure 7 . The plot do not suggest any remaining strong features in the 2-10 keV, including a relativistic broad iron line. The combined residuals rule out any additional features with contribution larger than ∼ 1%. The only observation where the model is rejected is observations 23 (p = 10 −4 ; see Table 3 ), this is mostly due to two apparent absorption lines at 5.6 and 7.4 keV likely due to a more complex absorption system that is not captured by our two zxipcf components. Adding a broad emission Gaussian function at ∼ 6 keV improves the fit only ∆χ 2 = 6 for 3 degrees of freedom, which is not significant. For a handful of observations, the null hypothesis probability suggests overfitting, and these spectra may be fitted with simpler models. Our strategy, however, was to include all components required by all the spectra. This allows us to obtain limits on components that are not strictly required in individual spectra, but that are present in other epochs. In the following section, we compare these conclusions to previous studies which implied the presence of a relativistic component.
We note that our best model has some degeneracy between some of the absorption parameters. It is conceivable that other variants of the model are possible, such as a partial covering warm absorber, partial plus full covering neutral absorbers, plus a weaker warm absorber. All these models are effectively similar in general, and distinguishing between them may require including the higher resolution RGS data. Even then, the fact that most of the strong warm absroption signatures are masked by the emission spectrum below 2 keV may make that a challenge.
Relativistic Reflection
In sections 3.3.2 and 3.3.3, we showed that at least two layers of warm absorption and one non-uniform neutral absorber are required by the data. In section 3.4, we showed that all the spectra can be described by a model that accounts for these effects, and that additional components, specifically a relativistic reflection component, are not required by the data.
The presence of relativistic reflection in the spectra of NGC 4151 have been reported in several studies (Z12; Keck et al. 2015; Beuchert et al. 2017) . In Z12, we focused on modeling the 2-10 keV spectra for subset of the XMM-Newton data presented here. Keck et al. (2015) modeled a simultaneous Suzaku and NuSTAR dataset taken in 2012, focusing on the 2.5-80 keV. Beuchert et al. (2017) modeled all the Suzaku, NuSTAR and XMM-Newton data observed prior to 2015. Their XMM-Newton data corresponds to observations 1-15 in Table 1 .
We revisit the modeling in these works in light of the most recent observations. In Z12, we found that a model consisting of an absorbed power law and distant reflection leaves broad residuals that peak around the Fe Kα line. These residuals are shown in panels a1 and a4 in Figure 8 for observations 1 and 4 in Table 1 , which were used as illustrative examples in Z12. The residuals in this case do resemble a broad Fe line, leading to the modeling in Z12. Figure 8 also shows in panels a16 and a24 similar plots from the latest observations 16 and 24 respectively. These observations are characterized by a higher absorption column density. The curvature in the residuals is stronger around the iron line, and also the spectrum rises steeply below 4 keV. The relativistic reflection model, which fit the line-like features in the old data (observations 1 and 4) cannot model the stronger feature in the new data (observations 16 and 24).
As we discussed in section 3.3.2, the strong curvature is likely due to an additional component, either due to nonuniform absorption in which a fraction of the primary source leaks through the absorber, or due to scattering of the nuclear emission by the circumnuclear gas. We illustrate this further by comparing the residuals from two models. The 3rd row of Figure 8 (b1-b24) shows the residuals when a separate power law model is added to the spectra to account for the excess below 4 keV, assuming it has a photon index that equals that of the primary power law. This component accounts for some of the residuals resembling a broad line, with some residuals left at 2-3 and 6-7 keV, which are strongest again in the new data. These are reproduced by including the two ionized absorption components discussed in section 3.3.3. The 4th row of Figure 8 (c1-c24) shows the residuals after adding these two components. The model now is the same as that already discussed in section 3.4. Beuchert et al. (2017) found that after including a partial covering model to account for the 2-3 keV spectral flattening, broad residuals remain 4 , and they are modeled with two lamp-post reflection models 5 . Their strongly blurred reflection model (LP 1 ) is only required in one Suzaku observation out of 3 Suzaku and 7 XMM-Newton observations. Those Suzaku data showed a significant discrepancy with the simultaneous NuSTAR observations at < 5 keV where the LP 1 model has significant contribution. It is by discarding the NuSTAR data < 5 keV and modeling only the Suzaku spectra that the LP 1 model is constrained. Beuchert et al. (2017) also found that a second relativistic component (LP 2 ) was required by the data. This model produces only a weakly-broadened iron line, and it is not clear that such broadening is due to strong relativistic effects. The narrow Fe Kα line in Beuchert et al. (2017) was modeled with a Gaussian line, not accounting for the photons scattered before escaping the emission region, which produces the Compton shoulder at ∼ 6.2 keV. Additionally, modeling of the higher resolution Chandra data (Miller et al. 2018) , suggests that the narrow Fe Kα line is asymmetric. Not accounting for these effects leaves a flux excess around the narrow Fe Kα line in the Suzaku data that appears like LP 2 in Beuchert et al. (2017) . We show in Figure 9 the result of fitting the model discussed in section 3.4 to only the NuSTAR data. No strong residuals remain after fitting an absorbed power law and a distant reflector. The excess in the data at 20-30 keV attributed previously to relativistic reflection is accounted for by the distant reflector.
The Distant Reflector
Using the fits presented in section 3.4 and summarized in Table 3 , we focus in this section on the distant reflector, characterized primarily by the strong narrow Fe Kα line at 6.4 keV. We find that the narrow Fe Kα line is variable between observations. Figure 10 -a shows the variations of the line flux compared to the primary continuum. The continuum flux is measured between 7-10 keV, which is the observed part of the ionizing continuum. The line flux is measured between 6.1-6.7 keV. Note that what we call line flux also . The first row shows the spectral data and models. The purple line is the xillver model. The blue line is power law model with neutral uniform absorption, and its residuals are shown in the 2nd row (labeled a1-a24). The green the line is the same model but making the absorber partial (i.e. allowing some emission to leak through the absorber), and the residuals are shown in green in the 3rd row (labeled b1-b24). The last row shows the residuals after adding a warm absorber. Figure 10 shows that the Fe Kα line flux is variable on the time-scales probed by the data (days to years), and that it is highly correlated with the unabsorbed intrinsic flux (Spearman rank correlation coefficient r = 0.80, p = 4 × 10 −6 ). A strong correlation implies that the line is responding to the continuum variability. The line flux appears to be uncorrelated with the absorption column density N H (r = −0.14, p = 0.73; Not shown).
The fractional change (max-min)/(max+min) in the continuum and line fluxes are 0.7 and 0.3 respectively, suggesting that about half of the line flux is responding. This is a lower limit as it assumes the line at the lowest flux spectra contains only the constant component, which might not be the case, suggesting that a significant fraction of the line is variable.
3.6.1. Constraint on the Narrow Fe Kα Delay from the Scatter
The existence of a correlation is a clear indication that the line responds to changes in the continuum. We attempt here to constrain the time delay between the line and the continuum using the scatter in the correlation. In section 3.6.2, we will directly measure the lag given some assumptions about the continuum variability. We can estimate the time delay from the continuum-line correlation by noting that the scatter in the relation depends on the intrinsic variability of the continuum (i.e. its power spectra density; PSD), the sampling of the observations, and the time delay. For a given continuum PSD, if the observations are separated by more than the average delay, the continuum and the line will vary 'in phase', and the scatter in their correlation will be minimal. If on the other hand, the sampling time is smaller than the time delay, the scatter is large, driven by the intrinsic random variability in the continuum. We measure the scatter in the observed data by fitting a linear model to the data shown in Figure 10 -a (i.e. fluxes in log units), and take the square root of the sum of residuals as a measure of the scatter. For the observed data, we obtain a value of (2.9 ± 0.5) × 10 −2 .
To account for the randomness in the variability, we simulate light curves of the continuum and the line similar to those observed. We first estimate the intrinsic long term power spectrum using the maximum likelihood method in Zoghbi et al. (2013) . We assume the power spectrum is a bending power law (McHardy et al. 2004) . We estimate the PSD between 10 −5 − 5 days −1 to have an index of −2.5 ± 1.0, a (natural log) normalization of −9.3 ± 0.6 in rms units, and a (natural log) break frequency of −2.9 ± 1.3 days −1 . These estimates are consistent with those measured using long term monitoring with RXTE (Markowitz et al. 2003b ). The estimated power spectrum from the line variations have is statistically consistent with that of the continuum. We use these parameters to simulate long term light curves of both the continuum and the line, with sampling similar to the observed, where the line is delayed with respect to the continuum with a delay between -30 and 30 days, using a simple delta-function transfer function. For each simulated set, we fit a linear model in the same way we did with the observed data and measure the scatter. This gives, for every lag value, a distribution of scatter values as different realizations of the light curve are produced. The resulting distribution of scatter values as a function of the assumed lag are shown in Figure  10 -b1.
The blue band from the simulation represents the 68% confidence spread, and shows the expected trend for a fixed sampling pattern. As the delay increases (positive or negative), the scatter increases. The width of the band is controlled by the intrinsic random variability in the continuum light curve. Note that the scatter does not differentiate between positive and negative lags, hence the symmetry around zero lag.
The plot in Figure 10 -b1 shows that the measured scatter implies that the delay between the continuum and the narrow Fe Kα line is consistent with 0 days. The observed scatter is smaller than any scatter expected if the delay is larger than a few days. The probability density of the delay between the line and the continuum is shown in panel b-2. The formal constraint we obtain for the delay is 0 ± 2.8 days (1σ). The probability density has broad side wings, with the 95% confidence limit extending to 19 days.
To explore the uncertainty in this modeling, we first use a power law PSD instead of a bending power law. We find that the scatter is always higher than shown in Figure 10 because the power law PSD has less variability on time scales of 10-100 days than the bending power law model, and hence predicts less scatter. Second, we also explored the effect of the assumed delta-function response function between the continuum and the line. We repeat the simulations using a bending power law PSD and a top-hat response function whose width is drawn randomly between 0 and 10 days for every simulation. This is equivalent to a Bayesian assumption of a uniform prior on the width, and then marginalizing the final Figure 11 . 2-10 keV light curves from 17 observations used in the fast timing analysis. These are identified by ( t ) in Table 1 . lag probability over this parameter. The results are shown with red band in Figure 10 -b1. The broad response function reduces the variability in the line, producing less scatter. The probability density of the delay is not affected much, and it is shown in Figure 10 -b2.
Direct Estimate of the Narrow Fe Kα Delay
In order to estimate the lags directly, we split the observations to 5 ks segments (∼ 0.06 days), and measure the delays using JAVELIN (Zu et al. 2013 ). The light curves are modeled with a Damped Random Walk process before estimating the delay. The correlation from these 5 ks segments are shown in Figure 10 -c, and the resulting constraint on the delay is shown with the red probability density plot in Figure 10 -d.
The probability density has two peaks, the high peak at ∼ 3 days, and a smaller peak at ∼ 14 days. The shorter sampling provides by the 5 ks spectra covers more relevant (∼ 1 day) time scales than those from individual observations, and therefore provides tighter constraints on the delay. Additionally, we tested if the measured lag vary or the two peaks in the probability density depend on flux. We found no evidence for such variability. The high flux data (splitting at continuum flux value of = 10.5) gives the same two peaks, while the low flux data alone gives a broader peak that incorporate both peaks from the combined data.
Figure 10-d also shows in blue color the probability density resulting from performing the same analysis (over the 0.3-10 keV band) on all available Suzaku observations (observations IDs: 701034010, 707024010, 906006010 and 906006020). Although Suzaku XIS have a slightly better energy resolution than XMM-Newton EPIC, the fact that the line is resolved in both detectors 6 implies that we are measuring the same component. The second peak in the XMM-Newton data could be due to the sampling, while the first peak and the main peak in Suzaku are statistically consistent. It is possible that the lag depends on the flux state. We have a NICER program to obtain more targeted observations to address this question.
The probability density from the combination of the data sets is shown in green in Figure 10 -d. The secondary peak at 14 days is now weaker. Our best estimate of the delay between the Fe Kα line and the primary continuum from this combined data sets is 3.3 +1.8 −0.7 days. This is the first time such a direct estimate for the delay between the X-ray continuum and the narrow Fe Kα line is made. For comparison, the delay in optical reverberation mapping between the Hβ line and the continuum at 5100Å is 6.6 +1.1 −0.8 days (Bentz et al. 2006) . The small Fe Kα lag implies that the line is emitted from a region at about a factor of 2 smaller than the optical broad line region (BLR). The result from these XMM-Newton and Suzaku data provides independent confirmation of those obtained recently by modeling the shape of the narrow Fe Kα line and how it varies between flux intervals using the Chandra/HETGS (Miller et al. 2018 ).
TIMING ANALYSIS
Throughout the timing analysis, we focus on the 2-10 keV band as the softer band shows a reduced variability due to the small contribution from the nuclear emission. We extract light curves with 128 seconds bins in the 2-10 keV band. The light curves from the all the 17 datasets (see extraction information in section 2) are shown in Figure 11 . The plotted light curves have been re-binned to have a sampling of 256 seconds for plot clarity.
The Power Spectrum
To estimate the intra-observation power spectral density, we calculate the periodogram from all the data combined. The periodogram is the squared amplitude of the Discrete Fourier Transform of the individual light curve segments. We use the rms normalization, and bin the frequencies by a geometric factor of 1.12. To reduce the red noise leak, we taper the light curves with a Hanning function (Bendat & Piersol 2000) . We then model the resulting periodogram with a power law using Whittle statistics (Vaughan 2010) as implemented in XSPEC. The best fit power law model has an index α = 2.55 +0.34 −0.30 and an integrated rms between 3 × 10 −5 − 5 × 10 −4 Hz of 3.0 ± 0.3 %. The slope is consistent with the steep power spectra measured for a large sample of Seyfert galaxies (González-Martín & Vaughan 2012), and also consistent with our estimate from the long term variability in section 3.6.1. We also calculate the periodogram at different energies. We use 8 bins between 2-10 keV in logarithmic steps. We follow a similar procedure to the total periodogram. We found that the data is consistent at the 99% confidence level with a constant rms and slope. A significant change in the rms with energy is only seen if we assume a fixed slope, and the result of the integrated rms power in the (0.3-5)×10
−4
Hz band is shown in the top of Figure 12 . The 8-bins data suggest that the variability power increases with energy with a bump at 4-5 keV. Doing the calculations for a larger num- ber of bins (as shown in Figure 12 ) suggests that the variability spectrum increases up to 4 keV and then flattens, with a drop at the energy of the narrow Fe Kα line. This shape resembles that of the absorbed primary continuum illustrated in Figure 1 . The drop at low energy is due to the secondary component dominating below 4 keV. This conclusion is further illustrated by the bottom panel of Figure 12 , which shows the coherence (e.g. Uttley et al. 2014 ) as a function of energy for the same frequency band. The coherence high above 4 keV, suggesting a single component at those energies, and drops once the secondary power law component dominates.
Time Delays
In Z12, we presented detailed time delay measurements in the iron K band. The main result from that study was a detection of energy-dependent time delays, where the 5-6 keV band is delayed with respect to the other bands. The observations analyzed in that study are 1-8 as labeled in table 1. For consistency, we re-analyzed these observations along with the new (16-24) observations. In Z12, the lags were studied mainly in two frequency bands: < 2 × 10 −5 and (0.5 − 5) × 10 −4 Hz. The result in the first bin was mostly driven by the longest observation (obs-2 in table 1). All the new observations are shorter than obs-2, and do not provide any new information on that frequency band. We note that the number of variability cycles available at the lowest frequency band from obs-2 is small, and therefore the uncertainties in the lag measurements are likely underestimated (e.g. Epitropakis & Papadakis 2016) . Confirming the result in the lowest frequency band therefore remains to be tested with future observations. We focus here on the higher frequency band (we use (0.3 − 5) × 10 −4 Hz to increase the number of variability cycles when considering observation groups). We extract light (1-8) and new (16-24) datasets respectively. The lag measurements using 8 energy bins are shown as the orange circles with errors. The green points are produced by using 24 energy bins with logarithmic spacing, but instead of extracting the lag between every bin and the reference band, we average the lag ever every 2 neighboring bins, sliding the binning window by 1 every time. Every other point is therefore independent. The groups g1 − g6 are defined in Figure 13 . curves in 8 energy bins in the 2-10 keV band, with logarithmic binning. The light curves are extracted with a time sampling of 128 seconds. We calculate the inter-band time delays using the standard procedure (Nowak et al. 1999; Uttley et al. 2014) . The light curves are also tapered with a Hanning function similar to section 4.1. We measure the time delays as a function of energy using the whole 2-10 keV band as a reference, subtracting the light curve of the band of interest each time.
We calculate lags from the combined dataset (labeled all), and from individual subgroups. The old and new subgroups correspond to data from the old (1-8) and new (16-24) observations. We also calculate the lags for other subgroups that are produced using the K-means clustering algorithm to separate the observations into groups based on the hardness-intensity values. We used the counts in two bands, 2-3 and 8-10 keV, to calculate the hardness (H-S)/(H+S) and we use the hard band as measured of the un-absorbed intensity. A range of cluster numbers between 2-8 was explored. We find that 7 clusters gives a reasonable balance between the spectral complexity and signal in each group. The resulting hardness-intensity plot is shown in Figure 13 with the each group plotted in a different color. The lag measurement from obs-7 was similar to obs1-3, so we grouped them into one group. The group labels (g 1 − g 6 ) and definitions are shown in Figure 13 .
The resulting lag measurements are shown in Figure 14 . The orange circles with errors are the lags from 8 energy bins. Figure 14 also shows in green points a higher energy resolution version of the lag spectra. These are produced by using 24 energy bins with logarithmic spacing, but instead of extracting the lag between every bin and the reference band, we calculate the lags every 2 neighboring bins, sliding the binning window by 1 every time. Every other point is therefore independent. We show this to illustrate the effect of the energy bins and obtain a smoothed higher resolution version of the plots.
Panels g 1 − g 3 effectively reproduce the results in Z12, where a lag spectrum that peaks at 5 keV was observed in the low flux observations (1-3, plus 7, which was not plotted in Z12) but not in the high flux observations (4-6). Grouping the new observations by count rate is driven by the results in Z12 which shows that reverberation lags are detected in the low flux observations and not in the high flux ones.
Panels labeled all and old are dominated by the highest flux observations (g 2 ). The spectra from the new data (g 4 , g 5 and g 6 ) show a pattern that is different from the old data, and also different within the subgroups. The g 6 panel is somewhat similar to g 4 , especially when we compare the higher resolution green points.
In order to assess the significance of these lags, we test the measurement against two null hypotheses: a constant lag and a log-linear change with energy. The first hypothesis is the simplest, and states that there is no inter-band time delays, and the lag-energy spectra should be a constant. The null model in this case has one free parameter. The second hypothesis allows for the possibility that there are continuum lags with a log-linear profile with energy without any spectral features. An increasing lag with energy is often observed to dominate at low frequencies, and may contribute to the frequencies studied here. The null model in this case has two parameters: a slope and an intercept, and the independent variable is the logarithm of the energy. The result of the tests are summarized in Table 2 . The table shows the confidence (in σ units) at which the null hypothesis in each case is rejected. In other words, A value of 3, for example, means that the null hypothesis is rejected with 3σ confidence. The numbers in bold text highlight the cases where the null hypothesis is rejected at more than 3σ level. Table 2 shows that the g1 group shows a significant energy dependent lag that is more complex than a constant and a linear trend. This quantifies the significance in the Z12 results. Inter-band lags are also significantly detected in the new observations, and the lag is more complex than linear in two groups in all subgroups. Note that the lags in g4 decrease rather than increase with energy, as commonly observed for continuum lags.
The lags in g 1 have been interpreted as being due to relativistic reflection. The peak at 5 keV suggests that the peak of a broad and redshifted iron line is delayed with respect to the continuum. The new data in groups g 4−6 is different. We revisit the interpretation of these delays in section 5.5.
DISCUSSION
The spectrum of NGC 4151 is complex, with contributions from different emission and absorption components. We attempted in section 3 to extract the main properties, and they are summarized in the following:
Neutral Absorption
Neutral absorption is a significant contributor to the shape of the spectrum, as indicated by the strong Fe K edge at 7 keV and the curvature at 4 keV. The new data, taken within ∼ 40 days, all have a column density of ∼ 3 × 10 23 cm −2 , which is an order of magnitude higher than observed in previous years. Small changes in the column density are seen on time scales of days, but the largest changes are seen at time scales of weeks to months.
The BLR, a likely origin for the absorbing material, has a scale size of several light days in NGC 4151 (Bentz et al. 2006 , see also our discussion in section 5.3). The changes of the absorption column on time scales of days is therefore likely associated with clouds in the inner BLR. The bulk of the column density changes, however, happen on longer time scales. If we model the power spectrum of the column density variations with a zero centered Lorenzian, we obtain a characteristic time scale of t abs = 36 +39 −16 days. The width of the Hβ line varies with time, with an average of 4000 km s −1 (Bentz et al. 2006) . The transverse velocity is v = 4000f km s −1 , where f < 2 is a geometry factor whose upper limit can be obtained assuming Keplerian motion: v K = (GM BH /R) 1/2 < 8000 km s −1 (using M BH = 3.6 × 10 7 M ). The radius R, is measured from the time delay of the narrow Fe Kα line; R = 3 days (section 3.6.2), assuming it is produced in the same material. The measured time scale therefore implies a characteristic size for the absorbing structures of s abs = vt abs = f × 10 15 cm (= 180f r g , and for a scale, R ∼ 1400 r g ). Assuming these structures are spherical gives a density n abs = N H /s abs , and using the range of observed column densities N H = 3 − 30 × 10 22 cm −2 , we obtain densities of n abs = (3 − 30)f × 10 7 cm −3 . The covering fraction of the neutral absorber that we used to model the extra emission at 2-4 keV appears to vary more than the column density itself. A characteristic time-scale estimate gives t c = 4.8 +6.0 −2.9 days. The parameters in table 3 suggest that observations 17 and 18, for example, which are separated by 2 days, show variation about 7%, and although the exact number may depend on the details of the modeling and the parameters degeneracy, variations of at few percent level are observed between other observations too. If the extra component at 2-4 keV is due to a physical partial coverer, the small scale variations are expected, as the clouds move quickly across the line of the sight. This would imply that the ∼ 10 15 cm structures are composed of smaller (∼ 10 13 cm) clouds that collectively produce the partial covering effect. This may also imply that the smaller clouds can have higher density than 10 7 cm −3 estimated for the larger structures, explaining why the clouds remain neutral despite being only a few light days from the central X-ray source.
If the 2-4 keV excess is modeled as a separate component, a power law for instance, the characteristic time scale increases only by small amount to t po = 6.6 +8.3 −3.9 days, and it remains smaller than the characteristic time scale of the absorber changes. This implies that this additional component originates in a region smaller than the BLR producing the neutral absorption, or that its flux is affected by structures close to the line of sight.
Warm Absorption
For the low ξ warm absorber, there are indications in the data that it is more ionized when the flux is high. Two observations do not seem to fit the trend, 1 and 2, which have low fluxes with ionization parameter logξ = 1.3 − 1.5. Scanning the ξ parameter space, we find that in both cases, there are other solutions with only marginal difference in χ 2 statistic where the ionization is low (∆χ 2 = 10, 12 for observations 1 and 2 respectively). These low ionization solutions appear to be more physical and in line with other observations. Forcing the ionization to be low for observations 1 and 2, we find a correlation between the hard (7-10 keV) flux and the ionization of the warm absorber (Spearman rank correlation coefficient r = 0.51, p = 7.5 × 10 −3 ), with a best fit linear model (in log units) of logξ = (1.9 ± 0.2) × logF hard + (20 ± 2). We consider the correlation as suggestive given the model degeneracy at the lowest flux observations (observations 1 and 2), and it would imply that the warm absorber is responding to changes of the continuum. The index of the correlation, however, is not equal to unity, implying that photoionization is not the only source of variability and changes in the density and/or location of the absorber are needed. It is conceivable that layers of the same neutral absorber in the BLR are being ionized by the increasing flux of the source. Future observation, at low fluxes specifically, may allow the location of the absorber to be independently measured by tracking these ionization changes.
The data also suggest that the high ionization absorber is also more prominent at higher flux observations. This apparent by the fact that the lowest flux observations (1, 2 and 3) show no signs of this component. The absorber is consistent with zero velocity (an upper limit of 400 km s −1 ), similar to the low ionization component, suggesting that they are part of the same absorbing system.
Narrow Fe Kα Line
The narrow Fe Kα generally shows little or no variability within a typical exposure (less than 1 day) time scale, while it varies on time scales of years, at least in some sources. Long term monitoring with RXTE suggested that only a small fraction of observed sources show variability in the line Markowitz et al. (2003a) . Four out of 15 sources studied using ASCA showed changes in line intensity, with NGC 4151 showing no variability (Weaver et al. 2001) . On much longer time scales (1000-2000 days) that correspond to light travel sizes larger than the standard torus, variability in the line is common (Fukazawa et al. 2016) .
Changes in the narrow Fe Kα line flux or ionization in individual observations separated by a few to several hours have been reported only for a few sources, including Mrk 841 (Petrucci et al. 2002) , NGC 7314 (Yaqoob et al. 2003) , Mrk 509 (Ponti et al. 2013) , NGC 2110 and NGC 2992 (Marinucci et al. 2018) .
Evidence for a direct link between the variability of the narrow Fe Kα line and the continuum were observed NGC 4051 from RXTE monitoring (Lamer et al. 2003) . More recently, an intesive campaign on Mrk 509 (Ponti et al. 2013) with XMM-Newton revealed that the line intensity is correlated with continuum flux. Similar trends with smaller number of observations were also observed in NGC 2110 and NGC 2992 (Marinucci et al. , 2018 . Our results confirm a similar relation in NGC 4151, with many more observations and smaller observational uncertainties.
It is generally thought that the dust sublimation radius forms an outer envelope to the Fe Kα line emitting region (Netzer & Laor 1993; Czerny & Hryniewicz 2011; Gandhi et al. 2015; Baskin & Laor 2018 ) Although Nandra (2006) found no correlation between the width of the Fe Kα and Hβ line in a sample of sources, implying that the Fe Kα line originates in the torus and not the BLR, other observations suggest otherwise (e.g Bianchi et al. 2008) . Shu et al. (2010) presented an extensive analysis of the Chandra grating spectra of 36 sources, finding that there is no universal location for the Fe Kα line-emitting region relative to the optical BLR. They find that a given source may have contributions to the Fe Kα line flux from parsec-scale distances from the putative black hole, down to matter a factor ∼ 2 closer to the black hole than the BLR. This latter result is consistent to our conclusion, based on the variability of the line.
The simplest interpretation of the shorter delay of the Fe Kα line compared to the Hβ line is that it originates in a smaller region. Shorter lags can also be produced if the Fe Kα line originates in a structure that is closer to our line of sight than the optical BLR. The small delay in this case is a consequence of the shorter path difference between continuum and line photons. One scenario where this is possible is that the Fe Kα line is produced in the outer surface of the torus that is grazed by our line of sight to the central source. The delays in this case are small even if the distance between continuum source and the torus is large. The geometry is similar to the scattering reverberation model proposed to explain the relativistic reverberation in AGN (Miller et al. 2010b ). This scenario is however unlikely as it would imply that most of the gas emitting the line is located close to our line of sight. The scenario is also unlikely given the Chandra measurements of the Fe Kα line asymmetry and the implied region size, which is smaller than that inferred from the Hβ line (Miller et al. 2018) . Therefore, we are left with the hypothesis that the Fe Kα line is emitted from a region smaller than the optical BLR. This could be the inner regions of the BLR itself, or the cold accretion disk. It is likely that the variable narrow Fe Kα line is produced in the same clouds responsible for the absorption discussed in section 5.1.
The time lag of the narrow Fe Kα line we find is comparable to the delay between the X-ray and the UV (Edelson et al. 2017) . The UV delay was longer than the light-travel delay predicted by models of simple reprocessing in a thin disk. A process with a characteristic time scale longer than the lighttravel time was therefore invoked (Gardner & Done 2017) . If such a model is correct, the similarity of the two delays is just a coincidence. If the X-ray/UV delay is due to light travel time, however, then the sizes of the UV-emitting region and the Fe Kα line region are comparable in size, though not necessarily co-located.
The Black Hole Mass from the Narrow Fe Kα Delay
Estimating black hole masses from optical reverberation measurements is well established (Peterson et al. 2004) . We can apply the same technique given the delay we obtained and a measure of the line width. The black hole virial mass is related to the observed quantities by:
where τ is the time delay, v is the velocity of the line emitting gas, inferred from the line width. The factor f again depends on the structure, kinematics, and orientation of the emitting region. Our measured line widths are consistent with those obtained from the higher resolution HETG Chandra data (Miller et al. 2018) , we therefore use their estimate of the line width as it has lower statistical uncertainty. The line width is σ = 23 ± 2 eV, but for the purpose of the mass estimate, it is more reasonable to use the width of the variable part of the line. Here, we use the line width measured in the difference spectrum, which is 55 +42 −22 eV (Miller et al. 2018) . Using the measured lag of τ = 3.3 +1.8 −0.7 days, we obtain a mass of M BH = (4.3 +5.2 −2.6 )f × 10 6 M . In optical reverberation, f is obtained by scaling masses to fall on the M -σ scaling relation. The most recent estimates give a value of f = 4.13 ± 1.05 (Grier et al. 2013) . Assuming the Fe Kα emission region has similar geometry to the BLR, the black hole mass becomes M BH = (1.8
7 M . This is a factor of ∼ 2 smaller than other black hole estimates, which are: M BH = 3.57
+0.45
−0.37 × 10 7 M from optical reverberation mapping (Bentz et al. 2006 ; but using more recent calibration scale by Grier et al. 2013 ), M BH = 3.0 +0.75 −2.2 × 10 7 M from gas dynamics (Hicks & Malkan 2008) , and M BH = (3.76 ± 1.15) × 10 7 M from stellar dynamics. The relatively large uncertainties, however, make our measurements formally consistent with the other estimates. It is also possible that a larger f is needed, and hence a different geometry for the Fe Kα-emitting region compared to the BLR. More precise measurement of the width of the variable part of the line in the future (e.g. with Chandra, XRISM or Athena) will be able to reduce this uncertainty.
Relativistic Reflection & Reverberation
We showed in section 3.3 that the spectrum of NGC 4151 is complex, requiring non-uniform neutral absorption and at least two layers of warm absorption. After accounting for these features, we find no strong evidence or requirement for a relativistic broad line. This is particularly the case for the new data, and by extending the best fit model to the old data, the same statement can be made. An upper limit to the contribution of relativistic reflection is around 3% in individual observations, and about 1% in the combined spectrum.
We discussed in section 3.4 why published evidence for a relativistic line NGC 4151 needed to be revisited (there are other similar cases in the literature; for example, Fairall 9; Yaqoob et al. 2016) . It remains the case, however, that the strongest evidence was the detection of reverberation. Variations in light curves at ∼ 5 keV are observed to lag those at lower and higher energies. The shape of the lag as a function of energy traces the shape of broad relativistic line (Z12; see panel g 1 in Figure 14) , suggesting the presence of broad relativistic line in the spectrum. We find that the shape of the lag-energy spectrum in the new data is different, as detailed in Figure 14 .
Interpreting the lag in the old data was relatively straight forward. The difference between g 1 , g 2 and g 3 was attributed to the level at which relativistic reflection contributed to the overall spectrum. In g 1 , it contributes significantly and therefore leads to observable inter-band delays and a peak at 5 keV. In g 2 and g 3 , its contribution is minimal, and no lags are observed. In the new data, lags are present, but they do not resemble a relativistic Fe line shape.
The spectra of the new data are dominated between 2-4 keV by the extra component that can be due to either scattering or intrinsic emission leaking through the absorber ( Figure  16 ; see also the spectra averaged over the groups used in the lag analysis in Figure 18 ). It is tempting therefore to associate the observed lags with this component. Miller et al. (2010a) suggested that time delays seen in many sources are due to reverberation of a large reflecting medium. The energy dependence of the lag results from the energy-dependent reflection fraction, which generally has a hard shape. It is not Figure 15 . Simple lag models assuming variability in the absorption. The lags are calculated relative to the last bin, and the vertical shift, as well as the actual lag values are arbitrary. The left panel is for varying the column density NH and the covering fraction of a neutral absorber. The right panel is for varying the ionization parameter ξ for ionized absorption. Note that adding a non-variable component that dominates between 2-3 keV, dilutes the lags, producing a peak or trough at ∼ 5 keV.
unreasonable that the interplay between an absorbed primary continuum and the distant reflection spectrum may produce complex shapes similar to those observed. This model, however, predicts strong narrow features at the 6.4 keV produced by the strong narrow line present in the reflection spectrum. The lags in Figure 14 suggest a smooth curve around 6.4 keV for most cases.
The variability in the 2-4 keV band can also be affected by changes in the absorbing system, such as the column densities and covering fraction of the neutral absorber (or equivalently, the flux of scattering component), and the column density or ionization of the warm absorber. A variation of any of these parameters, along with the intrinsic continuum, may produce complex lag-energy patterns. This is not because such parameters are changing in response to the continuum, but rather, it is because a smooth change in these parameters affects the spectrum in a non-linear way, making some energy bands appear to respond before others.
To illustrate this effect, we consider a neutral absorber in front a source emitting a power law spectrum. For simplicity, we can imagine two sine wave at two energy bands representing the intrinsic source variability. When the column density is constant with time, the two waves rise and fall at the same time, giving a zero delay between the two bands. If, on the other hand, the column density changes, the rise and fall time time of the waves will be different for the soft and hard band owing to the e −NH(E,t)σ(E) factor from the absorption that multiplies the spectra, where σ is the absorption cross section. A similar effect can also result from a varying covering fraction in a non-uniform absorber, or the ionization parameter in a warm absorber.
The non-linear dependence of the spectra on these parameters produces complex delay patterns, some of which are illustrated in Figure 15 (see also Silva et al. 2016) . We show examples of lag-energy models that result from varying some of the absorption parameters for neutral (left) and ionized (right) absorption. An earlier example of these models was presented in Kara et al. (2015) . We assume the intrinsic continuum is a power law with a photon index of 1.7 and no intrinsic delay between different energies. We then assume the parameters of interest (e.g. N H , ξ) vary linearly by 20-30%. In these simplified models, we assume the driving variability is a sine wave with 10% amplitude variations. Spectra at 1000 time steps are generated from the variable absorption model in which N H , logξ or the covering fraction vary linearly between 5-15, -1-0 and 0.5-0.6 respectively. The resulting variable spectra are used to calculate the lag as function of energy.
In the left panel, we see that a decreasing or increasing column density produces a decreasing or increasing lag spectrum, with an apparent Fe K edge feature. We also experimented with adding a non-variable component that contributes significantly at 2 keV. This illustrates the effect of a non-variable (at the time scales probed) distant reflection or scattering component. Its effect is to dilute the lags toward 2 keV (green dashed curve).
The effects of the ionization parameter ξ are illustrated in the right panel, where in this case we use zxipcf, fixing the column density at 10 and assuming the logξ changes between -1 and 0. The increasing ionization allows more soft flux to penetrate the absorber, and produces a curve similar to decreasing column density in the neutral case. When a constant component is added, the lags are again diluted producing a peak or trough at ∼ 5 keV, depending on whether ξ increases or decreases. The energy of the peak/trough depends on the column density of the absorber. The parameters in Figure 15 were selected to produce lag spectra that broadly resembles those we observed. Figure 15 shows that the complexity of the lags observed in NGC 4151 is likely due to variability in the absorption system. Although we have not formally fitted these models to the lag spectra, our analysis of the 5 ks spectra (used for the measuring the narrow Fe Kα lag in section 3.6) indicated that changes in the absorption parameters are common. This is in line with previous work using principle component analysis (Parker et al. 2015) . The same work also finds that other sources show variability in a relativistic component. Figure  15 suggests that the presence of variable absorption in the line of sight may complicate the interpretation of the energydependent time lags. Our current work demonstrates this complexity for the case of NGC 4151. NGC 1365 appears to share many properties of NGC 4151 (Parker et al. 2015) , so the interpretation of the spectra and the spectra may be related. Other sources, where absorption is not as prominent, may need a case-by-case analysis. For instance, hard X-ray lags are seen in 'bare' AGN such as NGC 6814 (Walton et al. 2013 ).
SUMMARY
The main results can be summarized in the following:
1. Studying the spectrum of the brightest Seyfert nucleus over two decades reveals that neutral and ionized absorption play a significant role in shaping the spectrum.
2. The data reveals a highly variable narrow Fe Kα line on time scales of days. We measure for the first time, a time delay between the narrow Fe Kα line and the continuum of τ = 3.3 +1.8
−0.7 days, implying that the line is produced in the inner BLR. Assuming the X-ray emitting BLR has a similar geometry to the optical BLR imply a black hole that is half that obtained from the optical reverberation. If we assume, on the other hand, that the mass from the optical reverberation mapping is correct, then the X-ray emitting BLR appears to have a flatter geometry.
3. We observed weak but significant days time scale variability in the soft band (< 1 keV) thought to be dominated a distant emission spectrum. The variability implies that either some nuclear emission leaks through the absorbers and contributes to the soft band and/or the photo-ionized gas is located at only a few light days from the central source.
4. Accounting for the absorbers in the system, we find no strong evidence or requirement for relativistic reflection from the inner disk.
5. Significant energy-dependent time lags are measured. The lag-spectra in the new do not resemble a simple broad iron line, unlike the old data. The new lag spectra suggest that the lags are not due to reverberation of the relativistic component, but rather due to variations in the absorbing system. This material is based upon work supported by NASA under Grant No. NNX15AW08G issued through the XMMNewton GO program. This work is based on observations obtained with XMM-Newton, an ESA science mission with instruments and contributions directly funded by ESA Member States and NASA. 10 5 Figure 18 . The spectra and best model averaged over the groups used in the timing analysis, defined in Figure 13 . The energy axis has been also re-binned to 32 bins to close to those used in the lag plot in Figure 14 . 
