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ABSTRACT
ACCURATE AND EFFICIENT SOLUTIONS
OF ELECTROMAGNETICS PROBLEMS
WITH THE MULTILEVEL FAST
MULTIPOLE ALGORITHM
O¨zgu¨r Salih Ergu¨l
Ph.D. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Levent Gu¨rel
July 2009
The multilevel fast multipole algorithm (MLFMA) is a powerful method for the
fast and eﬃcient solution of electromagnetics problems discretized with large
numbers of unknowns. This method reduces the complexity of matrix-vector
multiplications required by iterative solvers and enables the solution of large-
scale problems that cannot be investigated by using traditional methods. On the
other hand, eﬃciency and accuracy of solutions via MLFMA depend on many
parameters, such as the integral-equation formulation, discretization, iterative
solver, preconditioning, computing platform, parallelization, and many other de-
tails of the numerical implementation. This dissertation is based on our eﬀorts
to develop sophisticated implementations of MLFMA for the solution of real-life
scattering and radiation problems involving three-dimensional complicated ob-
jects with arbitrary geometries.
Keywords: Multilevel fast multipole algorithm (MLFMA), electromagnetic scat-
tering and radiation, surface integral equations, parallelization, iterative algo-
rithms.
iv
O¨ZET
ELEKTROMANYETI˙K PROBLEMLERI˙N C¸OK SEVI˙YELI˙
HIZLI C¸OKKUTUP YO¨NTEMI˙YLE DOG˘RU VE VERI˙MLI˙
C¸O¨ZU¨MLERI˙
O¨zgu¨r Salih Ergu¨l
Elektrik ve Elektronik Mu¨hendislig˘i Bo¨lu¨mu¨ Doktora
Tez Yo¨neticisi: Prof. Dr. Levent Gu¨rel
Temmuz 2009
C¸ok seviyeli hızlı c¸okkutup yo¨ntemi (C¸SHC¸Y), c¸ok sayıda bilinmeyen ic¸eren
elektromanyetik problemlerinin hızlı ve etkin c¸o¨zu¨mleri ic¸in kullanılan gu¨c¸lu¨ bir
metottur. Bu yo¨ntem sayesinde, iteratif c¸o¨zu¨cu¨lerin ihtiyac¸ duydug˘u matris-
vekto¨r c¸arpımlarının karmas¸ıklıg˘ı du¨s¸u¨ru¨lebilmekte ve geleneksel yo¨ntemlerle in-
celenemeyen bu¨yu¨k o¨lc¸ekli problemlerin c¸o¨zu¨mleri mu¨mku¨n hale gelmektedir.
O¨te yandan, C¸SHC¸Y ile gerc¸ekles¸tirilen c¸o¨zu¨mlerin verimi ve dog˘rulug˘u, integral
denklemi formu¨lasyonu, ayrıklas¸tırma, iteratif c¸o¨zu¨cu¨, o¨niyiles¸tirici, hesaplama
platformu, paralelles¸tirme, ve sayısal uygulamanın detayları gibi pek c¸ok etkene
bag˘lıdır. Bu tez, gerc¸ek yas¸amda kars¸ımıza c¸ıkan ve u¨c¸ boyutlu karmas¸ık cisimler
ic¸eren sac¸ılım ve ıs¸ınım problemlerinin c¸o¨zu¨mleri ic¸in yu¨ksek kabiliyetli C¸SHC¸Y
uygulamaları gelis¸tirme konusundaki c¸alıs¸malarımız u¨zerinedir.
Anahtar kelimeler: C¸ok seviyeli hızlı c¸okkutup yo¨ntemi (C¸SHC¸Y), elektro-
manyetik sac¸ılım ve ıs¸ınım, yu¨zey integral denklemleri, paralelles¸tirme, iteratif
algoritmalar.
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Chapter 1
Introduction
Solutions of electromagnetics problems are extremely important to analyze elec-
tromagnetic interactions of devices with each other and with their environments
including living and nonliving objects [1]. A plethora of applications in the areas
of antennas [2]–[4], radars [5], optics [6], medical imaging [7], wireless communica-
tions [8], nanotechnology, metamaterials [9]–[13], remote sensing, and electronic
packaging involve scattering or radiation of electromagnetic waves. Solutions of
problems are particularly useful to increase the productivity in those areas by
providing remedial procedures to improve existing designs before their actual re-
alizations and by preventing the waste of resources during design processes.
Electromagnetics problems can be formulated rigorously with Maxwell’s equa-
tions. Unfortunately, Maxwell’s equations can only be solved analytically for a
few canonical objects, such as a sphere [14]. Recently, computational electro-
magnetics has become a hot research area, where electromagnetics problems are
investigated with numerical techniques. Mathematical formulations of physical
events lead to set of equations that can be solved numerically by using computers.
Thanks to advances in both computer technology and solution algorithms, it has
become possible to solve real-life problems involving complicated structures, such
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as scattering from ordinary and radar-eluding stealth airborne targets, radiation
from antennas and electronic devices into living organisms, and transmission
through frequency-selective metamaterials, photonic crystals, and optical imag-
ing systems.
Developing a fast and accurate electromagnetics solver requires a well-designed
combination of diverse components in many areas, including integral equations,
wave theory, fast algorithms, numerical techniques, iterative solvers, precondi-
tioners, parallel algorithms, and computer technology. Accurate simulations of
real-life problems usually require the solution of numerical problems involving
large numbers of unknowns, which cannot be achieved easily, even when using
the most powerful computers. Therefore, one needs to develop special accelera-
tion algorithms, such as the multilevel fast multipole algorithm (MLFMA) [15],
in order to solve those large-scale problems eﬃciently on relatively inexpensive
computing platforms.
This dissertation presents our eﬀorts to solve real-life problems in electromag-
netics. Our ultimate aim was to develop a simulation environment based on
MLFMA for eﬃcient and accurate solutions of scattering and radiation problems
involving complicated structures. By developing sophisticated implementations
of MLFMA, we have made signiﬁcant contributions in the area of computational
electromagnetics.
1.2 Background
In this section, we provide a brief overview of the literature on surface formula-
tions, discretization, MLFMA, iterative solvers, preconditioning, and paralleliza-
tion.
2
1.2.1 Surface Integral Equations and Surface Formula-
tions
Surface integral equations are commonly used for the solution of scattering and
radiation problems in electromagnetics [16]–[41]. Complicated problems involv-
ing three-dimensional metallic and/or homogeneous dielectric structures are for-
mulated rigorously by deﬁning equivalent electric and/or magnetic currents on
surfaces and applying boundary conditions. Depending on the testing scheme and
boundary conditions used, there are four basic surface integral equations, namely,
the tangential electric-ﬁeld integral equation (T-EFIE), the normal electric-ﬁeld
integral equation (N-EFIE), the tangential magnetic-ﬁeld integral equation (T-
MFIE), and the normal magnetic-ﬁeld integral equation (N-MFIE) [32]. In tan-
gential equations, boundary conditions are tested directly by sampling tangential
components of ﬁelds on surfaces. In normal equations, however, ﬁelds are tested
after they are projected onto surfaces via cross-product operations with the out-
ward normal vector.
For the solution of electromagnetics problems, various surface formulations can
be derived by using diverse combinations of surface integral equations. Some of
these formulations are known to be stable and provide accurate results [16]–[40],
although their performances may vary signiﬁcantly in terms of eﬃciency and
accuracy. In general, surface formulations can be categorized into three groups,
i.e., tangential, normal, and mixed formulations, depending on their contents.
Tangential formulations involve T-EFIE and/or T-MFIE, while normal formu-
lations involve N-EFIE and/or N-MFIE. Mixed formulations are obtained by
combining tangential and normal formulations, and they contain at least one
tangential equation (T-EFIE and T-MFIE) and one normal equation (N-EFIE
and N-MFIE).
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Homogeneous Dielectric Objects:
For dielectric objects with homogeneous material properties, surface formulations
are obtained by testing boundary conditions on the two sides (i.e., inner and outer
sides) of surfaces and combining equations properly. To avoid numerical internal
resonances, it is preferable to derive a combined-ﬁeld integral equation (CFIE)
by linearly combining EFIE and MFIE [27]. For example, a combination of
T-EFIE and T-MFIE leads to a T-T-CFIE formulation. Similarly, one can ob-
tain T-N-CFIE (T-EFIE+N-MFIE), N-T-CFIE (N-EFIE+T-MFIE), and N-N-
CFIE (N-EFIE+N-MFIE) by combining EFIE and MFIE appropriately. In these
formulations, equations obtained for inner and outer regions are solved simulta-
neously to obtain the two sets of unknowns, i.e., electric and magnetic currents.
We can also derive various other formulations involving triple combinations, such
as TN-N-CFIE (T-EFIE+N-EFIE+N-MFIE), for more stable solutions [32].
CFIE formulations described above are based on a linear combination of EFIE
and MFIE in the same way for each medium, while it is also possible to use
diﬀerent combinations for inner and outer regions [33]. Alternatively, we can
linearly combine inner and outer equations while solving EFIE and MFIE si-
multaneously. In this class of formulations, Poggio-Miller-Chang-Harrington-
Wu-Tsai (PMCHWT) [17]–[19] and Mu¨ller [16] formulations are well known and
commonly used in the literature. Both tangential and normal versions of these
formulations are possible, but only the tangential PMCHWT (T-PMCHWT)
formulation and the normal Mu¨ller formulation (NMF) are stable, whereas the
normal PMCHWT and the tangential Mu¨ller formulations are usually unsta-
ble [16],[34]. Recently, remarkable eﬀorts have been made to further improve
dielectric formulations by devising novel combinations of integral equations. For
example, the combined tangential formulation (CTF) [37] is similar to the T-
PMCHWT formulation, but it involves a careful (and improved) scaling of T-
EFIE and T-MFIE. A similar combination of N-EFIE and N-MFIE leads to the
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combined normal formulation (CNF) [37]. The modiﬁed NMF (MNMF) is ob-
tained by normalizing equations in NMF to produce better-conditioned matrix
equations [36]. Finally, a mixed formulation called the electric and magnetic
current combined-ﬁeld integral equation (JMCFIE) is derived by combining all
four types of integral equations [35],[40].
Perfectly-Conducting Objects:
When the object is a perfect electric conductor (PEC), T-EFIE, T-MFIE, N-
EFIE, and N-MFIE can be solved independently to obtain the induced electric
current on the surface. Especially, T-EFIE and N-MFIE are commonly used in
the literature [17],[22],[26]. However, for closed conductors, those formulations
suﬀer from internal resonances. Therefore, similar to dielectric formulations, it
is essential to combine EFIE and MFIE appropriately to derive various CFIE
formulations [20].
Conventional CFIE formulations are usually obtained by convex combinations
of EFIE and MFIE. However, there are many studies presenting hybrid formula-
tions, where EFIE and MFIE are coupled in diverse ways. For example, EFIE and
MFIE can be applied on diﬀerent parts of the object to eﬃciently and accurately
solve electromagnetics problems involving complicated structures [24],[28],[29].
For example, in [24], a hybrid formulation is used to properly formulate elec-
tromagnetics problems with composite structures of thin and thick bodies. The
same idea is employed to avoid calculating both MFIE and EFIE for all cases,
thus reducing the computational cost [28]. In [29], EFIE and MFIE are applied
carefully on diﬀerent parts of the geometry and the two formulations are coupled
via iterative updates of equivalent sources.
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Figure 1.1: Applying the equivalence principle to a complicated problem involv-
ing multiple dielectric and metallic regions.
Composite Objects with Coexisting Dielectric and Metallic Parts:
Surface formulations can easily be applied to composite structures with coexisting
dielectric and metallic parts [35],[38]. As depicted in Figure 1.1, the equivalence
principle is used to decompose the original problem into equivalent problems by
employing equivalent currents on surfaces. Equivalent problems are deﬁned for
all nonmetallic regions, including the host medium extending to inﬁnity. Then,
integral equations can be derived as usual, by applying operators on currents and
enforcing boundary conditions for tangential ﬁelds.
Scattering from Low-Contrast Dielectric Objects:
Surface formulations tend to be less accurate as the contrast of the object de-
creases and electromagnetic properties change slightly across dielectric interfaces.
There are various applications that involve scattering from low-contrast objects,
such as red blood cells in blood plasma [42]–[44], plastic mines buried in soil [45],
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polymeric materials [46], and dielectric photonic crystals [47]. When the contrast
is low, however, conventional surface formulations encounter stability problems,
and scattered ﬁelds cannot be calculated accurately with them. Those scattering
problems can be solved accurately with volume formulations [48], which are sta-
ble when the contrast is low. On the other hand, it is also desirable to extend the
applicability of surface integral equations to low-contrast problems in order to
use advantages of surface formulations, which are usually discretized with fewer
unknowns compared to volume formulations.
The inaccuracy of surface formulations for the solution of low-contrast problems
is due to insuﬃcient modelling of radiating parts of equivalent currents deﬁned
on objects [49]. By extracting nonradiating currents and solving modiﬁed equa-
tions only for radiating currents (similar to volume formulations), scattered ﬁelds
from low-contrast objects can be calculated accurately.
1.2.2 Discretization
Electromagnetics problems involving complicated objects can be discretized and
solved numerically. By means of a simultaneous discretization of the geome-
try and surface integral equations, equivalent currents are expanded in a series
of basis functions [50]. Then, coeﬃcients of basis functions are calculated by
solving dense matrix equations, which are derived by using the method of mo-
ments (MOM) [51] and testing boundary conditions for electric and magnetic
ﬁelds on the surface.
Elements of matrices obtained by the discretization integral-equation formula-
tions can be interpreted as electromagnetic interactions between pairs of dis-
cretization elements, i.e., basis and testing functions. Applying a Galerkin
scheme for the discretization of surface formulations, i.e., using the same set
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of functions to expand current densities (basis functions) and to test bound-
ary conditions (testing functions), normal and mixed formulations contain
well-tested identity operators. It is well-known that matrix equations involv-
ing well-tested identity operators are diagonally dominant and they are well-
conditioned [37],[52],[53]. However, tangential formulations do not contain well-
tested identity operators, and their discretizations may lead to ill-conditioned ma-
trix equations. Therefore, for the eﬃciency of solutions, normal and mixed formu-
lations are preferable, especially when problems involve large objects discretized
with large numbers of unknowns [54]. On the other hand, errors in the discretiza-
tion of well-tested identity operators may deteriorate the accuracy of solutions
obtained with normal and mixed formulations [53]. The excessive error in those
formulations compared to tangential formulations can be signiﬁcant, especially
in conventional implementations employing the Rao-Wilton-Glisson (RWG) [22]
functions. Investigations on PEC objects show that scattered ﬁelds obtained with
N-MFIE and T-N-CFIE are signiﬁcantly inaccurate in comparison to those ob-
tained with T-EFIE [55],[56]. Similar observations have been made for the solu-
tion of dielectric objects [37]. In such cases, it is helpful to improve discretizations
by employing more appropriate, such as higher-order [57]–[60], basis functions to
obtain accurate results with normal and mixed formulations [37],[61]–[64]. Re-
cent studies also show that the regularization of the identity operator improves
the accuracy of N-MFIE [65],[66].
For PEC objects, T-EFIE suﬀers from the low-frequency breakdown problem
when it is discretized with ordinary basis functions, such as the RWG func-
tions [67],[68]. Speciﬁcally, matrix equations obtained from T-EFIE become
increasingly ill-conditioned as the discretization is reﬁned. T-N-CFIE is also
aﬀected by the low-frequency breakdown since it contains T-EFIE [69]–[71],
whereas N-MFIE with the RWG functions is usually stable unless the frequency
is extremely low [72]. To eliminate the low-frequency breakdown problem, one
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can apply loop-star or loop-tree decomposition methods [73]–[75]. In addition,
current and charge decomposition is introduced in [76] to derive stable formu-
lations at low frequencies. Regularization of integral equations using Calderon
identities is also commonly practiced [71],[77],[78].
1.2.3 Multilevel Fast Multipole Algorithm
It has been more than 15 years since the fast multipole method (FMM) was
developed for the eﬃcient solution of radiation and scattering problems in elec-
tromagnetics [79],[80]. Discretizations of integral-equation formulations lead to
N × N dense matrix equations, which can be solved iteratively via a Krylov-
subspace algorithm. FMM provides matrix-vector multiplications (MVMs) re-
quired by iterative algorithms in O(N3/2) time using O(N3/2) memory. By re-
ducing the computational complexity from O(N2) to O(N3/2), FMM enabled
the solution of large-scale problems on relatively inexpensive computing plat-
forms [81]. A few years later, the idea behind FMM was extended and applied
in a recursive manner, leading to MLFMA [15], which provides the solution of
larger problems by reducing the complexity of MVMs to O(N log2 N) [82] or
O(N logN) [1],[32],[83]. A tree structure of L = O(logN) levels is constructed
by placing the object in a cubic box and recursively dividing the computational
domain into sub-boxes (recursive clustering). Then, MLFMA calculates interac-
tions between radiating (basis) and receiving (testing) elements, which are far
from each other, in a group-by-group manner consisting of three stages called
aggregation, translation, and disaggregation. In each MVM, these stages are
performed on the tree structure in a multilevel scheme.
• Aggregation: Radiated ﬁelds of boxes are calculated from the bottom of the
tree structure to the highest level. At the lowest level, the radiated ﬁeld of
a box is obtained by combining radiation patterns of basis functions inside
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the box. At higher levels, the radiated ﬁeld of a box is the combination of
radiated ﬁelds of its sub-boxes.
• Translation: Radiated ﬁelds computed during the aggregation stage are
translated into incoming ﬁelds. For each box at any level, there are O(1)
boxes to translate the radiated ﬁeld to. Using cubic (identical) boxes,
there is a maximum of 73 − 33 = 316 diﬀerent translations at each level,
independent of the number of boxes [84].
• Disaggregation: Total incoming ﬁelds at box centers are calculated from
the top of the tree structure to the lowest level. The total incoming ﬁeld
for a box is obtained by combining incoming ﬁelds due to translations and
the incoming ﬁeld to the center of its parent box, if it exists. In the lowest
level, incoming ﬁelds are received by testing functions.
In MLFMA, radiated and incoming ﬁelds are sampled on the unit sphere as
a function of spherical coordinates θ and φ. The number of samples required
for each box is proportional to the size of the box as measured by the wave-
length [85]. Therefore, to match diﬀerent sampling rates of consecutive lev-
els, interpolation and transpose interpolation (anterpolation) [86] are required
during aggregation and disaggregation stages, respectively. There are two ma-
jor ways of implementing interpolations (and anterpolations), namely, through
global and local interpolation methods. Global interpolations are usually based
on the fast Fourier transform (FFT) along the φ direction and the Legendre
transform along the θ direction, performed via one-dimensional FMM [82],[87].
Using uniform sampling, FFT can also be used along the θ direction [88]. A
resulting MLFMA implementation has O(N log2 N) time complexity, while in-
terpolations are performed without error, provided that the Nyquist criterion is
applied for the sampling rate. On the other hand, local interpolation methods
introduce controllable errors [89], but they lead to more eﬃcient MLFMA imple-
mentations with O(N logN) complexity.
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To be employed repeatedly, translation operators are calculated and stored in
memory before iterations. On the other hand, direct calculation of these opera-
tors requires O(N3/2) operations, and the processing time for their setup becomes
substantial as problem size grows. As a remedy, a two-step computation is sug-
gested based on the interpolation of the translation operator [90]. First, the
translation operator is expressed as a band-limited function and it is sampled
at maximum O(N) points. Second, the operator is evaluated at required points
by interpolation from the previous samples. With an eﬃcient interpolation al-
gorithm, processing time for the calculation of translation operators is reduced
to O(N).
In MLFMA, there are also O(N) near-ﬁeld interactions, which are calculated
directly in the setup stage of the program and stored in memory to be used
multiple times during iterations. These interactions are between basis and test-
ing functions that are located close to each other, and they can be calculated
accurately by using singularity extraction techniques [22],[91]–[94], adaptive in-
tegration methods [95], and Gaussian quadratures [96].
MLFMA introduces several error sources at the cost of the provided eﬃciency.
These error sources, which are controllable to some extent [1],[85],[90],[97],[98],
arise in addition to others due to MOM, such as the simultaneous discretization
of the geometry and Maxwellian integral equations. Two errors are inherited
from FMM, namely, the truncation of an inﬁnite series and the angular integra-
tion over the unit sphere. Interpolation and anterpolation operations constitute
the third error source introduced by MLFMA.
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1.2.4 Low-Frequency Multilevel Fast Multipole Algo-
rithm
MLFMA is an eﬃcient algorithm to solve large-scale electromagnetics problems
discretized with large numbers of unknowns. However, it suﬀers from a low-
frequency breakdown, i.e., the box size in MLFMA cannot be very small com-
pared to wavelength. This is because MLFMA is based on the plane wave ex-
pansion, which becomes invalid for short distances. Therefore, MLFMA becomes
ineﬃcient for problems involving small objects discretized with large numbers
of unknowns. Speciﬁcally, when an ordinary MLFMA is applied to those low-
frequency problems, the lowest-level boxes may involve many discretization ele-
ments. This signiﬁcantly increases the processing time and memory required for
near-ﬁeld interactions, which must be calculated directly. Even the complexity
of the MLFMA implementation can be more than O(N logN) due to excessively
large numbers of the near-ﬁeld interactions.
In the literature, there are two common approaches to solve low-frequency prob-
lems eﬃciently via MLFMA. The ﬁrst approach is based on a spectral repre-
sentation of the Green’s function, where ﬁelds are divided into propagating and
evanescent parts [99]–[102]. Evanescent waves are employed to compute inter-
actions between groups separated with short distances. The second approach
is based on multipole representation of ﬁelds [103]–[108]. The Green’s function
is factorized in a series of multipoles, but the multipoles are not converted into
plane waves. In both two approaches, the box size is not restricted, and one can
divide the object into sub-boxes, which can be much smaller than the wavelength.
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1.2.5 Iterative Solvers and Preconditioning
In the literature, various Krylov-subspace methods are available to solve electro-
magnetics problems formulated with integral equations [109]. Some of them can
be listed as follows:
• BiCG: Biconjugate Gradient
• BiCGStab: Biconjugate Gradient Stabilized [110]
• CG: Conjugate Gradient
• CGS: Conjugate Gradient Squared [111]
• GMRES: Generalized Minimal Residual [112]
• LSQR: Least-Squares QR [113]–[115]
• QMR: Quasi-Minimal Residual [116]
• TFQMR: Transpose-Free Quasi-Minimal Residual [117]
The performance of each algorithm may vary signiﬁcantly depending on the prob-
lem, and there is not an optimal algorithm that performs the best for all cases.
Therefore, for a given problem, one should investigate and compare iterative so-
lutions provided by various algorithms. Sequential and parallel implementations
of iterative algorithms can be found in [109] and [118].
Preconditioning refers to transforming a matrix equation into another, but equiv-
alent one with more favorable conditioning characteristics and that can be solved
easily with iterative methods [119]. This is usually achieved by multiplying the
matrix equation with an approximate inverse of the matrix. In MLFMA im-
plementations, near-ﬁeld interactions are available to construct robust precon-
ditioners. For example, with the direct factorization of the sparse near-ﬁeld
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matrix of all near-ﬁeld interactions, one can obtain the near-ﬁeld precondi-
tioner (NFP) [54]. However, in most cases, near-ﬁeld interactions are distributed
irregularly in the full matrix and they cannot be collected in a bandlimited di-
agonal region, even when using reordering algorithms [120]. Hence, both the
factorization performed once before iterations and the solution of the precondi-
tioner system applied in each iteration are expensive in terms of processing time;
thus the preconditioner becomes a bottleneck as the problem size grows. As a
remedy, a block diagonal preconditioner (BDP) that is much more eﬃcient can
be obtained by extracting only self interactions of the lowest-level boxes [15].
Both the factorization and the application of BDP are O(N); this is appropriate
for MLFMA since the complexity of MLFMA is O(N logN) and the complex-
ity of the preconditioner should not be higher than that. Due to its simplicity
and favorable computing cost, BDP is commonly used for MLFMA solutions of
normal and mixed formulations, such as T-N-CFIE. Unfortunately, it usually
decelerates iterative solutions of tangential formulations, such as T-EFIE [54],
except for a few special cases [121]. In addition, for large problems involving
complicated objects, acceleration provided by BDP may not be suﬃcient, even
when normal and mixed formulations are used.
Recently, there have been many eﬀorts to improve iterative solutions of sur-
face formulations using preconditioners. In the context of MLFMA, one
of the most common preconditioning technique is the incomplete LU (ILU)
method [119],[122]–[125]. During the factorization of the preconditioner ma-
trix, the ILU method sacriﬁces some of elements and provides an approxima-
tion to the near-ﬁeld matrix. Despite the wide success of ILU preconditioners,
they are limited to sequential implementations due to their factorization phase
and forward-backward solutions. Hence, the sparse-approximate-inverse (SAI)
preconditioner that is well-suited for parallel implementations has been more
preferable for the solution of large-scale electromagnetics problems [126],[127].
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1.2.6 Parallelization of the Multilevel Fast Multipole Al-
gorithm
For an N×N dense matrix equation, MLFMA reduces the complexity of MVMs
from O(N2) to O(N logN), allowing for the solution of large problems with lim-
ited computational resources. On the other hand, accurate solutions of many
real-life problems require discretizations with millions of elements, leading to
matrix equations with millions of unknowns, which cannot easily be solved with
sequential implementations of MLFMA running on a single processor. To solve
such large problems, it is helpful to increase computational resources by as-
sembling parallel computing platforms and, at the same time, by parallelizing
MLFMA.
Of the various parallelization schemes for MLFMA, the most popular use
distributed-memory architectures by constructing clusters of computers with lo-
cal memories connected via fast networks [84],[128]–[135]. Parallelization tools
are available, such as the message passing interface (MPI), which provide many
communication protocols to organize parallel solutions. However, the paralleliza-
tion of MLFMA is not trivial because of the complicated structure of this algo-
rithm [134]. Simple parallelization techniques usually fail to provide eﬃcient
solutions, due to communications among processors, poor load-balancing of the
workload, and unavoidable duplications of computations over multiple proces-
sors. Consequently, there have been many eﬀorts to improve the parallelization
of MLFMA by using novel partitioning strategies, load-balancing algorithms,
and optimizations for communications. This way, it has become possible to solve
problems with tens of millions of unknowns on relatively inexpensive computing
platforms with distributed-memory architectures [84],[132],[133].
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1.3 Contributions
In this section, we summarize our major achievements during this Ph.D. period.
As listed in the bibliography, results of this study have been published in 25
journal and 66 conference papers so far.
1.3.1 Solutions of Electromagnetics Problems Involving
Dielectric and Dielectric/Metallic Objects
• We investigated various surface formulations for the fast and accurate solu-
tion of electromagnetics problems involving homogeneous dielectric objects
via MLFMA [136]–[141].
• We applied the stabilization procedure presented in [49] to various sur-
face formulations for the accurate solution of scattering problems involving
three-dimensional low-contrast dielectric objects [142]–[144]. For both tan-
gential and normal formulations, the stabilization technique involves the
expansion of incident ﬁelds in a series of basis functions and the rearrange-
ment of right-hand sides (RHSs) of equations. By eliminating terms related
to identity operators, accuracy of formulations are improved further at the
cost of increased processing time. The stabilization procedure is simple and
easily applied to existing implementations of conventional formulations. On
the other hand, the resulting formulations are stable only for moderately
low-contrast problems and they break down as the contrast is further de-
creased to very low values. In addition, these quasi-stable formulations are
sensitive to how accurately matrix elements are computed and the stable
region is more limited when ﬁnite-precision methods, such as MLFMA, are
used in order to accelerate solutions.
• We introduced a novel stabilization technique for accurate surface formula-
tions of dielectric bodies with arbitrarily low contrasts [145],[146]. Similar
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to the previous stabilization procedures, the proposed technique is based
on extracting nonradiating currents and solving modiﬁed equations to ob-
tain radiating currents. In addition, this technique involves the use of
ﬁctitious incident ﬁelds to rearrange RHSs of equations appropriately. Re-
sulting stabilized formulations provide accurate results even for extremely
low-contrast objects.
1.3.2 Solutions of Electromagnetics Problems Involving
Perfectly-Conducting Objects
• We showed that transforming original matrix equations into normal equa-
tions improves the convergence of T-EFIE signiﬁcantly [147]–[150]. Speciﬁ-
cally, the LSQR algorithm, which corresponds to a stable application of the
CG algorithm on normal equations, provides improved convergence rates
compared to other algorithms for the solution T-EFIE. Improvements ob-
tained with the LSQR algorithm become signiﬁcant for the solution of
large-scale problems involving open surfaces that must be formulated with
T-EFIE.
• We presented hybrid integral equations (HIEs) by extending the applicabil-
ity of T-N-CFIE to composite geometries with coexisting open and closed
parts [151]–[155]. For the solution of problems containing open surfaces,
the traditional T-N-CFIE is not applicable since it contains N-MFIE, which
can be applied only to closed geometries. If the overall geometry is com-
posed of open surfaces either completely or even to a minor extent (i.e.,
even if the majority of the geometry is closed), then T-EFIE becomes the
inevitable choice in spite of its ill-conditioned nature. As the problem size
gets larger, solutions of T-EFIE become extremely diﬃcult, even when it-
erative techniques are used with accelerated methods, such as MLFMA for
MVMs. Using HIEs, T-EFIE is still applied on open parts of the geometry,
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whereas T-N-CFIE is applied on closed parts to improve the convergence
of the iterative solution. Diﬀerent from the previous studies on hybrid
formulations, we used HIEs for iterative solutions of large problems with
composite structures involving both open and closed surfaces. We also
investigated the convergence characteristics of iterative solutions of large
composite problems with MLFMA [156]. Following a thorough study of
how the convergence characteristics depends on the problem geometry, for-
mulation, and iterative solvers, we provided concrete guidelines for eﬃcient
solutions.
• We conducted a series of studies to investigate in detail the inaccuracy of
N-MFIE, and systematically compared T-EFIE and N-MFIE implemen-
tations in order to identify the source of the error [157]–[159]. In those
studies, singularities arising in outer integrals of N-MFIE were extracted
for improved accuracy in numerical integrations [157], the solid-angle factor
in N-MFIE (which is not present in T-EFIE) was clariﬁed to avoid incorrect
usage [158], and the testing scheme of N-MFIE was extended by allowing
testing points to reside on edges of the triangulation (similar to the practice
in T-EFIE) [159]. Although these studies provided a better understanding
of N-MFIE and led to more robust implementations, the improvement in
the accuracy was limited, indicating that the fundamental reason for the
inaccuracy lied elsewhere. Hence, we focused on the use of novel basis and
testing functions for more accurate MFIE implementations.
• We presented eﬃcient and reliable schemes for the numerical discretization
of N-MFIE with the curl-conforming nˆ×RWG basis and testing functions
deﬁned on planar triangulations [160],[161]. Two diﬀerent formulations to
calculate elements of the impedance matrix were given in detail. In the
ﬁrst formulation, relations between elements of the impedance matrix ob-
tained by using the nˆ×RWG and the RWG functions with the Galerkin
method were also established. The second formulation was presented as an
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alternative and more eﬃcient way to calculate interactions. Furthermore,
we outlined the factorization of interactions for MLFMA implementations
employing the nˆ×RWG functions, similar to MLFMA implementation in-
volving the RWG functions. Finally, we compared results obtained by using
the nˆ×RWG and the RWG functions, and demonstrated the improvement
in the accuracy of solutions due to the nˆ×RWG functions.
• Basis functions with linear variations were investigated in terms of accuracy
of N-MFIE and T-N-CFIE, based on the previous reports indicating the in-
accuracy of N-MFIE [162]. Speciﬁcally, two functions with linear variations
along triangulation edges in both tangential and normal directions (LN-
LT type) were deﬁned. They were compared to the conventional RWG
and the curl-conforming nˆ×RWG functions. Examples were presented to
demonstrate the signiﬁcant improvement in the accuracy of N-MFIE and
T-N-CFIE gained by replacing the commonly used RWG functions with
LN-LT type functions.
• We presented the divergence-conforming linear-linear (LL) basis functions
to improve the accuracy of T-N-CFIE for large scattering problems solved
via MLFMA [163],[164]. We showed that accuracy problems of T-N-CFIE
arising from its implementations with the conventional RWG basis func-
tions can be mitigated by using the LL functions for the discretization. This
was achieved without increasing computational requirements and with only
minor modiﬁcations in existing codes based on the RWG functions.
• By setting up a computational experiment based on nonradiating currents,
we proved that the identity operator is a major error source in surface in-
tegral equations [165]–[167]. This explains why normal and mixed formu-
lations involving well-tested identity operators are signiﬁcantly inaccurate
compared to tangential formulations.
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• We showed that, in an iterative solution, the minimization of the resid-
ual error of T-N-CFIE involves a breakpoint, where a further reduction of
the residual error does not improve the compatibility of the CFIE solution
with EFIE and MFIE systems [168]. Since EFIE produces more accurate
results than CFIE, the breakpoint also corresponds to the last useful iter-
ation, where the accuracy of the CFIE solution is saturated and cannot be
improved any more.
1.3.3 Eﬃcient Solutions of Electromagnetics Problems
with the Multilevel Fast Multipole Algorithm
• We presented an eﬃcient technique to reduce interpolation and anterpola-
tion errors during aggregation and disaggregation stages of MLFMA, which
is based on the sampling of radiated and incoming ﬁelds over all possible
solid angles, i.e., all directions on the sphere [169],[170]. Speciﬁcally, the
error is reduced by employing additional samples at the poles. Since the in-
terpolation error is propagated and ampliﬁed by every level of aggregation,
this technique is particulary useful for large problems. Additional costs in
terms of memory and processing time are negligible, and the technique can
easily be adapted into existing implementations of MLFMA.
• We revisited the Lagrange interpolation of the translation operator in
MLFMA [171],[172]. We optimized two parameters of the interpolation,
namely, the number of interpolation points and the oversampling factor.
In this way, the error becomes controllable and the processing time required
to satisfy the desired level of accuracy is minimized.
• We presented a two-step Lagrange interpolation method to accelerate the
solution of electromagnetics problems with MLFMA [173]. The method
is based on performing the required two-dimensional interpolation as a
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sequence of two one-dimensional interpolations. By also applying the two-
step method for anterpolations, eﬃciency of MLFMA can be improved
signiﬁcantly. The two-step method is easy to implement and is especially
useful for problems involving large-scale objects.
• We developed a low-frequency MLFMA (LF-MLFMA) for the solution
of electromagnetics problems involving relatively small objects discretized
with large numbers of unknowns. By using the multipole representation for
radiated and incoming ﬁelds, the smallest box size and the number of levels
are not limited for accurate computations. LF-MLFMA was also combined
with the ordinary MLFMA for broadband applications.
1.3.4 Eﬃcient Parallelization of the Multilevel Fast Mul-
tipole Algorithm for the Solution of Large-Scale
Electromagnetics Problems
• We extensively investigated the parallelization of MLFMA by focusing on
diﬀerent parts of the algorithm and identifying obstacles to parallelization
eﬃciency [174]–[178]. Our approach involved load-balancing and partition-
ing techniques to distribute tasks equally among processors and to minimize
inter-processor communications.
• We introduced a novel hierarchical partitioning strategy for the eﬃcient
parallelization of MLFMA on distributed-memory architectures [179]–[184].
Unlike the previous parallelization techniques, this strategy is based on
the simultaneous distribution of boxes and their ﬁelds by considering the
best possible partitioning of each level separately, and it is well suited for
the multilevel structure of MLFMA. Due to the improved load-balancing
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and reduced communications, the hierarchical strategy oﬀers a higher par-
allelization eﬃciency than the previous approaches, especially when the
number of processors is large.
• We developed a sophisticated simulation environment based on eﬃcient
parallelization of MLFMA. We demonstrated the eﬀectiveness of our im-
plementations by solving increasingly large integral-equation problems in-
volving as many as 205 million unknowns [185]–[202].
1.3.5 Applications
• We solved scattering problems involving large-scale airborne targets with
complicated geometries. We compared radar cross section (RCS) values
obtained for various targets at realistic frequencies [203].
• Log-periodic (LP) antennas and their arrays were investigated in detail
for broadband applications [204]–[210]. The results obtained in the sim-
ulation environment led to essential improvements in fundamental design
procedures that could not be achieved with textbook-type theoretical ap-
proaches alone. Our implementations were also used to analyze other types
of antennas, such as double-ridged horn antennas [211].
• We presented fast and accurate simulations of metamaterial structures
constructed with large numbers of unit cells containing split-ring res-
onators (SRRs) and thin wires (TWs) [212]–[225]. Without resorting to
homogenization approximations and periodicity assumptions, we were able
to obtain accurate solutions of realistic metamaterial problems discretized
with millions of unknowns. We also used our implementations to solve
various electromagnetics problems involving photonic crystals [226].
22
1.4 Organization and Conventions
This dissertation involves seven main chapters and three appendices. In Chap-
ters 2 and 3, solutions of electromagnetics problems involving metallic, dielectric,
and dielectric/metallic objects are focused. Then, in Chapter 4, we present eﬃ-
cient implementations of MLFMA, as well as LF-MLFMA. Chapter 5 is devoted
to eﬃcient parallelization of MLFMA for the solution of very large electromagnet-
ics problems. We present some of the applications investigated by using MLFMA
in Chapter 6, followed by our concluding remarks in Chapter 7. Basic formu-
lations and other important issues related to this dissertation are organized in
Appendices A and B. Finally, in Appendix C, we list a few other works that need
further research.
For all electromagnetic problems and their solutions presented in this disser-
tation, we assume time-harmonic electromagnetic waves with exp(−iωt) time
dependence.
◦
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Chapter 2
Solutions of Electromagnetics
Problems Involving Dielectric
and Dielectric/Metallic Objects
In this chapter, we consider the solution of electromagnetics problems involv-
ing three-dimensional dielectric and dielectric/metallic objects with arbitrary
shapes. Various surface formulations are extensively discussed on homogeneous
dielectric objects in the context of iterative solutions via MLFMA. Comparisons
show that a mixed formulation called JMCFIE is preferable for large and compli-
cated structures. This formulation is extended to composite problems involving
multiple dielectric and dielectric/metallic regions. Investigations on the accuracy
also show that conventional surface formulations break down when the contrast
of the object is low. We provide various stabilization procedures in order to
obtain accurate results for arbitrarily low contrasts.
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2.1 Surface Operators
For surface formulations of scattering and radiation problems, three diﬀerent
operators are deﬁned as
T {X}(r) = ik
∫
S
dr′
[
X(r′) +
1
k2
∇′ ·X(r′)∇
]
g(r, r′) (2.1)
K{X}(r) =
∫
S
dr′X(r′)×∇′g(r, r′) (2.2)
I{X}(r) = X(r), (2.3)
where S is the closed surface of a three-dimensional object with an arbitrary
shape. In (2.1)–(2.3), X is either the equivalent electric current (J) or the equiva-
lent magnetic current (M) on the surface, k = ω
√
μ = 2π/λ is the wavenumber,
and g(r, r′) denotes the homogeneous-space Green’s function deﬁned as
g(r, r′) =
exp (ikR)
4πR
(
R = |r − r′|
)
(2.4)
in phasor notation with the e−iωt convention. The operator K is commonly
separated into principal-value and limit parts [26] as
K{X}(r) = KPV {X}(r)− Ωi
4π
I×n{X}(r), (2.5)
where 0 ≤ Ωi ≤ 4π is the internal solid angle, which is nonzero when the obser-
vation point r is on the surface. In (2.5), I×n{X}(r) = nˆ ×X(r), where nˆ is
the outward normal unit vector.
Using equivalent surface currents, i.e.,
J(r) = I×n{H}(r) = nˆ×H(r) (2.6)
M(r) = −I×n{E}(r) = −nˆ×E(r), (2.7)
secondary (scattered or radiated) electric and magnetic ﬁelds (outside the object)
can be calculated [17] as
Esec(r) = ηT {J}(r)−KPV {M}(r) + Ωi
4π
I×n{M}(r) (2.8)
Hsec(r) =
1
η
T {M}(r) +KPV {J}(r)− Ωi
4π
I×n{J}(r), (2.9)
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where η =
√
μ/ is the wave impedance.
2.2 Homogeneous Dielectric Objects
For dielectric objects with homogeneous material properties, the general proce-
dure of surface formulations can be summarized as follows:
• Apply surface operators on equivalent surface currents to obtain expressions
for secondary ﬁelds.
• Enforce boundary conditions for total tangential electric and magnetic
ﬁelds on the surface of the object and derive integral equations for inner
and outer media.
• Combine inner and outer integral equations appropriately to obtain a set
of equations to solve for equivalent currents.
• Calculate radiated electric and magnetic ﬁelds from equivalent currents.
Based on items above, various formulations can be derived by using diﬀerent
combinations of boundary conditions, testing schemes, and scaling operations.
Several of them are stable, free of the internal-resonance problem, and commonly
used in the literature [16]–[40].
2.2.1 Surface Integral Equations
Consider a homogeneous dielectric object with a closed surface separating two
media with diﬀerent electrical properties. Incident ﬁelds exist outside the object.
Using the equivalence principle, we consider inner and outer problems separately
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and derive two sets of equations by employing boundary conditions, i.e.,
ηonˆ× T o{J}(r)− nˆ×KPV,o{M}(r)
+
Ωo
4π
I{M}(r) = −nˆ×Einc(r) (N-EFIE-O) (2.10)
ηotˆ · T o{J}(r)− tˆ ·KPV,o{M}(r)
−Ωo
4π
tˆ · I×n{M}(r) = −tˆ ·Einc(r) (T-EFIE-O) (2.11)
1
ηo
nˆ× T o{M}(r) + nˆ×KPV,o{J}(r)
−Ωo
4π
I{J}(r) = −nˆ×H inc(r) (N-MFIE-O) (2.12)
1
ηo
tˆ · T o{M}(r) + tˆ ·KPV,o{J}(r)
+
Ωo
4π
tˆ · I×n{J}(r) = −tˆ ·H inc(r) (T-MFIE-O) (2.13)
for the outer medium Do and
ηinˆ× T i{J}(r)− nˆ×KPV,i{M}(r)
−Ωi
4π
I{M}(r) = 0 (N-EFIE-I) (2.14)
ηitˆ · T i{J}(r)− tˆ ·KPV,i{M}(r)
+
Ωi
4π
tˆ · I×n{M}(r) = 0 (T-EFIE-I) (2.15)
1
ηi
nˆ× T i{M}(r) + nˆ×KPV,i{J}(r)
+
Ωi
4π
I{J}(r) = 0 (N-MFIE-I) (2.16)
1
ηi
tˆ · T i{M}(r) + tˆ ·KPV,i{J}(r)
−Ωi
4π
tˆ · I×n{J}(r) = 0 (T-MFIE-I) (2.17)
for the inner medium Di. In (2.10)–(5.12), E
inc and H inc are incident electric
and magnetic ﬁelds, and Ωo = 4π − Ωi denotes the external solid angle. In
(2.10)–(2.17), tˆ is any tangential unit vector at the observation point r on the
surface.
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2.2.2 Surface Formulations
For homogeneous dielectric objects, tangential formulations can be obtained by
combining tangential equations [37] as
⎡
⎣ aT-EFIE-O + bT-EFIE-I
cT-MFIE-O + dT-MFIE-I
⎤
⎦ (2.18)
leading to
tˆ · [aηoT o + bηiT i]{J}(r)− tˆ · [aKPV,o + bKPV,i]{M}(r)
− 1
4π
tˆ · [aΩo − bΩi]I×n{M}(r) = −atˆ ·Einc(r) (2.19)
tˆ · [cKPV,o + dKPV,i]{J}(r) + tˆ · [cΩo − dΩi]I×n{J}(r)
+tˆ · [cη−1o T o + dη−1i T i]{M}(r) = −ctˆ ·H inc(r). (2.20)
Among inﬁnitely many possibilities for scalars {a, b, c, d}, several choices provide
stable formulations, such as
a = b = c = d = 1 (2.21)
and
a = η−1o , b = η
−1
i , c = ηo, d = ηi, (2.22)
which lead to the T-PMCHWT formulation [17]–[19] and CTF [37], respectively.
CTF can be written as
tˆ ·
⎡
⎣ ZCTF11 ZCTF12
ZCTF21 ZCTF22
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −tˆ ·
⎡
⎣ η−1o Einc
ηoH
inc
⎤
⎦ (r), (2.23)
where
ZCTF11 = ZCTF22 = T o + T i (2.24)
ZCTF12 = −η−1o KPV,o − η−1i KPV,i −
1
4π
(
Ωoη
−1
o − Ωiη−1i
)I×n (2.25)
ZCTF21 = ηoKPV,o + ηiKPV,i +
1
4π
(
Ωoηo − Ωiηi
)I×n. (2.26)
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Matrix equations obtained from CTF have identical diagonal partitions, and
they are usually better conditioned than matrix equations obtained from the T-
PMCHWT formulation [37].
Diﬀerent from tangential formulations, normal formulations are derived by using
normal integral equations [37], i.e.,⎡
⎣ aN-MFIE-O− bN-MFIE-I
−cN-EFIE-O + dN-EFIE-I
⎤
⎦ , (2.27)
leading to
− 1
4π
[
aΩo + bΩi
]I{J}(r) + nˆ× [aKPV,o − bKPV,i]{J}(r)
+nˆ× [aη−1o T o − bη−1i T i]{M}(r) = −anˆ×H inc(r) (2.28)
nˆ× [− cηoT o + dηiT i]{J}(r)− 1
4π
[
aΩo + bΩi
]I{M}(r)
+nˆ× [cKPV,o − dKPV,i]{M}(r) = cnˆ×Einc(r). (2.29)
Choices
a = μo, b = μi, c = o, d = i (2.30)
and
a = b = c = d = 1 (2.31)
in (2.27) lead to NMF [16] and CNF [37], respectively. CNF can be written as
nˆ×
⎡
⎣ ZCNF11 ZCNF12
ZCNF21 ZCNF22
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −nˆ×
⎡
⎣ H inc
−Einc
⎤
⎦ (r), (2.32)
where
ZCNF11 = ZCNF22 = KPV,o −KPV,i + I×n (2.33)
ZCNF12 = η−1o T o − η−1i T i (2.34)
ZCNF21 = −ηoT o + ηiT i. (2.35)
On the other hand, choosing scalars as
a = μo/(μo + μi), b = μi/(μo + μi), c = o/(o + i), d = i/(o + i) (2.36)
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in (2.27) leads to MNMF [36], which usually produces better-conditioned matrix
equations than NMF and CNF. MNMF can be written as
nˆ×
⎡
⎣ ZMNMF11 ZMNMF12
ZMNMF21 ZMNMF22
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r)
= −nˆ×
⎡
⎣ μoH inc/(μo + μi)
−oEinc/(o + i)
⎤
⎦ (r), (2.37)
where
ZMNMF11 =
1
(μo + μi)
(
μoKPV,o − μiKPV,i
)
+
1
4π(μo + μi)
(
μoΩo + μiΩi
)I×n (2.38)
ZMNMF12 =
1
(μo + μi)
(
μoη
−1
o T o − μiη−1i T i
)
(2.39)
ZMNMF21 = −
1
(o + i)
(
oηoT o − iηiT i
)
(2.40)
ZMNMF22 =
1
(o + i)
(
oKPV,o − iKPV,i
)
+
1
4π(o + i)
(
oΩo + iΩi
)I×n. (2.41)
Finally, mixed formulations involve both tangential and normal integral equa-
tions. For example, JMCFIE is obtained by using all equations in (2.10)–
(2.17) [35], i.e.,⎡
⎣ N-MFIE-O− N-MFIE-I + η−1o T-EFIE-O + η−1i T-EFIE-I
−N-EFIE-O + N-EFIE-I + ηoT-MFIE-O + ηiT-MFIE-I
⎤
⎦ . (2.42)
Combining operators, we derive JMCFIE as⎡
⎣ ZJMCFIE11 ZJMCFIE12
ZJMCFIE21 ZJMCFIE22
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r)
=
⎡
⎣ −η−1o tˆ ·Einc(r)− nˆ×H inc(r)
−ηotˆ ·H inc(r) + nˆ×Einc(r)
⎤
⎦ (r), (2.43)
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where
ZJMCFIE11 = ZJMCFIE22 = tˆ · (T o + T i) + nˆ× (KPV,o −KPV,i)− I (2.44)
ZJMCFIE12 = −tˆ · (η−1o KPV,o + η−1i KPV,i) + nˆ× (η−1o T o − η−1i T i)
− 1
4π
(
Ωoη
−1
o − Ωiη−1i
)
tˆ · I×n (2.45)
ZJMCFIE21 = tˆ · (ηoKPV,o + ηiKPV,i)− nˆ× (ηoT o − ηiT i)
+
1
4π
(
Ωoηo − Ωiηi
)
tˆ · I×n. (2.46)
2.2.3 Discretization
For numerical solutions of surface formulations, we discretize surfaces by using
small planar triangles and employ basis functions to expand unknown surface
current densities, i.e.,
J(r) = nˆ×H(r) ≈
N∑
n=1
aJ [n]bn(r) (2.47)
M(r) = −nˆ×E(r) ≈
N∑
n=1
aM [n]bn(r), (2.48)
where bn represents the nth basis function associated with the nth edge. Testing
integral equations on the surface, 2N × 2N matrix equations are constructed as⎡
⎣ Z¯11 Z¯12
Z¯21 Z¯22
⎤
⎦ ·
⎡
⎣ aJ
aM
⎤
⎦ =
⎡
⎣ w1
w2
⎤
⎦ , (2.49)
where matrix elements correspond to interactions of basis and testing functions,
while the RHS vector is obtained by testing incident ﬁelds. We note that matrix
elements involve combinations of discretized operators depending on the formu-
lation. Considering the nth basis function bn and the mth testing function tm,
tangentially-tested and normally-tested K, T , and I operators are discretized
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as
tˆ ·KPV → K¯TPV [m,n] =
〈
tm(r),KPV {bn}(r)
〉
(2.50)
nˆ×KPV → K¯NPV [m,n] =
〈
tm(r), nˆ×KPV {bn}(r)
〉
(2.51)
tˆ · T → T¯ T [m,n] =
〈
tm(r),T {bn}(r)
〉
(2.52)
nˆ× T → T¯N [m,n] =
〈
tm(r), nˆ× T {bn}(r)
〉
(2.53)
tˆ · I → I¯T [m,n] =
〈
tm(r),I{bn}(r)
〉
=
〈
tm(r), bn(r)
〉
(2.54)
I×n → I¯N [m,n] =
〈
tm(r),I×n{bn}(r)
〉
=
〈
tm(r), nˆ× bn(r)
〉
, (2.55)
where 〈
tm(r),f(r)
〉
=
∫
Sm
drtm(r) · f (r) (2.56)
is a surface integral on the support of the testing function Sm. Elements of RHS
vectors in (2.49) also depend on the formulation. They involve tangential and
normal testing of incident electric and magnetic ﬁelds, i.e.,
vTE [m] =
〈
tm(r),E
inc(r)
〉
=
∫
Sm
drtm(r) ·Einc(r) (2.57)
vNE [m] =
〈
tm(r), nˆ×Einc(r)
〉
=
∫
Sm
drtm(r) · nˆ×Einc(r) (2.58)
vTH [m] =
〈
tm(r),H
inc(r)
〉
=
∫
Sm
drtm(r) ·H inc(r) (2.59)
vNH [m] =
〈
tm(r), nˆ×H inc(r)
〉
=
∫
Sm
drtm(r) · nˆ×H inc(r). (2.60)
Matrix partitions in (2.49) can be derived as
Z¯
CTF
11 = Z¯
CTF
22 = T¯
T
o + T¯
T
i (2.61)
Z¯
CTF
12 = −η−1o K¯TPV,o − η−1i K¯TPV,i −
1
2
(
η−1o − η−1i
)
I¯
N
(2.62)
Z¯
CTF
21 = ηoK¯
T
PV,o + ηiK¯
T
PV,i +
1
2
(
ηo − ηi
)
I¯
N
(2.63)
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for CTF,
Z¯
CNF
11 = Z¯
CNF
22 = K¯
N
PV,o − μiK¯NPV,i − I¯T (2.64)
Z¯
CNF
12 = η
−1
o T¯
N
o − η−1i T¯Ni (2.65)
Z¯
CNF
21 = −ηoT¯No + ηiT¯Ni (2.66)
for CNF,
Z¯
MNMF
11 =
1
(μo + μi)
(
μoK¯
N
PV,o − μiK¯NPV,i
)− 1
2
I¯
T
(2.67)
Z¯
MNMF
12 =
1
(μo + μi)
(
μoη
−1
o T¯
N
o − μiη−1i T¯Ni
)
(2.68)
Z¯
MNMF
21 = −
1
(o + i)
(
oηoT¯
N
o − iηiT¯Ni
)
(2.69)
Z¯
MNMF
22 =
1
(o + i)
(
oK¯
N
PV,o − iK¯NPV,i
)− 1
2
I¯
T
(2.70)
for MNMF, and
Z¯
JMCFIE
11 = Z¯
JMCFIE
22 = T¯
T
o + T¯
T
i + K¯
N
PV,o − K¯NPV,i − I¯T (2.71)
Z¯
JMCFIE
12 = −η−1o K¯TPV,o − η−1i K¯TPV,i
+ η−1o T¯
N
o − η−1i T¯Ni −
1
2
(
η−1o − η−1i
)
I¯
N
(2.72)
Z¯
JMCFIE
21 = ηoK¯
T
PV,o + ηiK¯
T
PV,i − ηoT¯No + ηiT¯Ni +
1
2
(
ηo − ηi
)
I¯
N
(2.73)
for JMCFIE. We note that Ωo = Ωi = 2π on planar triangles. RHS vectors in
(2.49) are derived as
{
wCTF1 ,w
CTF
2
}
=
{
− η−1o vTE,−ηovTH
}
, (2.74){
wCNF1 ,w
CNF
2
}
=
{
− vNH ,vNE
}
, (2.75){
wMNMF1 ,w
MNMF
2
}
=
{
− μo
(μo + μi)
vNH ,
o
(o + i)
vNE
}
, (2.76)
and
{
wJMCFIE1 ,w
JMCFIE
2
}
=
{
− η−1o vTE − vNH ,−ηovTH + vNE
}
(2.77)
for CTF, CNF, MNMF, and JMCFIE, respectively.
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Figure 2.1: Spatial distribution of the RWG functions.
2.2.4 Direct Calculation of Interactions
Interaction between the mth testing function tm and the nth basis function bn
are derived for diﬀerent operators (T and K) and testing types (T and N) as
T¯
T
[m,n] = ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′)
+
i
k
∫
Sm
drtm(r) ·
∫
Sn
dr′∇g(r, r′)∇′ · bn(r′) (2.78)
T¯
N
[m,n] = ik
∫
Sm
drtm(r) · nˆ×
∫
Sn
dr′g(r, r′)bn(r′)
+
i
k
∫
Sm
drtm(r) · nˆ×
∫
Sn
dr′∇g(r, r′)∇′ · bn(r′) (2.79)
K¯
T
PV [m,n] =
∫
Sm
drtm(r) ·
∫
PV,Sn
dr′bn(r′)×∇′g(r, r′) (2.80)
K¯
N
PV [m,n] =
∫
Sm
drtm(r) · nˆ×
∫
PV,Sn
dr′bn(r′)×∇′g(r, r′), (2.81)
where Sm and Sn represent spatial supports of tm and bn, respectively.
We discretize dielectric formulations by employing the RWG functions [22] having
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a spatial distribution depicted in Figure 2.1, which can be expressed as
bRWGn (r) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ln
2An1
(r − rn1), r ∈ Sn1
ln
2An2
(rn2 − r), r ∈ Sn2
0, r /∈ Sn.
(2.82)
In (2.82), ln represents the length of the edge, and An1 and An2 are respectively
areas of the ﬁrst (Sn1) and the second (Sn2) triangles associated with the edge.
For the RWG functions, direct calculations of integrals in (2.78)–(2.81) can be
summarized as follows:
• Using the RWG functions, interactions in (2.80) and (2.81) can be modiﬁed
as [93]
K¯
T
PV [m,n] =
∫
Sm
drtm(r) · bn(r)×
∫
PV,Sn
dr′∇′g(r, r′) (2.83)
K¯
N
PV [m,n] =
∫
Sm
dr
(
tm(r)× nˆ
)
· bn(r)×
∫
PV,Sn
dr′∇′g(r, r′), (2.84)
where outer integrals are evaluated numerically. Only the principal value
of the inner integral is required, so that (2.83) and (2.84) are not evaluated
for self interactions of triangles. However, the value of the inner integral is
inﬁnite when the testing point is on the edge of the source triangle. Since
the singularity is logarithmic and it is quite mild, interaction of two near-
neighboring (touching) triangles can be calculated accurately by sampling
the observation points strictly inside the testing triangle. In addition, ac-
curacy and eﬃciency of calculations can be improved by extracting the
singularity [157].
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• Using divergence-conforming functions, such as the RWG functions, the
interaction in (2.78) is modiﬁed as
T¯
T
[m,n] = ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′)
+
i
k
∫
Sm
drtm(r) · ∇
∫
Sn
dr′g(r, r′)∇′ · bn(r′) (2.85)
= ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′)
+
i
k
∫
Sm
dr∇ ·
{
tm(r)
∫
Sn
dr′g(r, r′)∇′ · bn(r′)
}
− i
k
∫
Sm
dr∇ · tm(r)
∫
Sn
dr′g(r, r′)∇′ · bn(r′) (2.86)
= ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′)
− i
k
∫
Sm
dr∇ · tm(r)
∫
Sn
dr′g(r, r′)∇′ · bn(r′) (2.87)
by moving the diﬀerential operator onto the testing function in the second
term [22]. This way, the hyper-singularity of the T operator is eliminated.
For the second term of (2.79), however, the diﬀerential operator is kept
on the Green’s function. Then, this term is calculated similarly to the
interaction in (2.81). In contrast to (2.81), however, (2.79) should also be
calculated for self interactions of triangles.
• During the calculation of interactions, loops are constructed over trian-
gles instead of basis and testing functions. The integrals over basis and
testing functions are divided into many basic (double) integrals that are
independent from the alignment of functions.
• Basic integrals are evaluated in two steps; ﬁrst, inner integrals are calcu-
lated, and then, they are used in forming integrands of outer integrals.
Inner integrals are commonly shared by more than one basic integral.
• Inner integrals are performed via a decomposition into numerical and ana-
lytical parts [22],[92],[94]. Singularities arising due to the Green’s function
are extracted this way in order to avoid numerical diﬃculties and inaccu-
racies.
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• Numerical integrations are usually performed by using adaptive meth-
ods [95] employing low-order Gaussian quadratures [96]. Such adaptive
methods achieve the preset required error bounds by sampling integration
points eﬃciently.
The processing time for the calculation of interactions in (2.78)–(2.81) depends
on medium parameters. When the relative permittivity or permeability of a
medium increases, it becomes diﬃcult to evaluate interactions since integrands
become more oscillatory. In such cases, accurate calculations of interactions re-
quire extracting more terms to smooth integrands or increasing the number of
sampling points for numerical integrations.
Consider the interaction of two half RWG functions tRWGma and b
RWG
nb associated
with the ath triangle of the mth edge and the bth triangle of the nth edge,
respectively. Then,
I¯
T,RWG
[m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma) · (r − rnb) (2.88)
I¯
N,RWG
[m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma) · nˆ× (r − rnb) (2.89)
T¯
T,RWG
[m,n, a, b] = ikAma,nb
∫
Sma
dr(r − rma) · I(r
′−rnb)
in
− 4i
k
Ama,nb
∫
Sma
drI1in (2.90)
T¯
N,RWG
[m,n, a, b] = ikAma,nb
∫
Sma
dr(r − rma) · nˆma × I(r
′−rnb)
in
− 2i
k
Ama,nb
∫
Sma
dr(r − rma) · nˆma × I∇′in (2.91)
K¯
T,RWG
PV [m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma) · (r − rnb)× I∇′in (2.92)
K¯
N,RWG
PV [m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma)× nˆma · (r − rnb)× I∇′in , (2.93)
where
Ama,nb = lmln
4AmaAnb
γmaγnb (2.94)
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and
I1in =
∫
Snb
dr′g(r, r′) (2.95)
I
(r′−rnb)
in =
∫
Snb
dr′g(r, r′)(r′ − rnb) (2.96)
I∇
′
in =
∫
Snb
dr′∇′g(r, r′). (2.97)
In (2.94), γnb = ±1 and γma = ±1 depend on the direction of basis and testing
functions on triangles. Interactions of full basis and testing functions can be
calculated as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I¯
T,RWG
I¯
N,RWG
T¯
T,RWG
T¯
N,RWG
K¯
T,RWG
PV
K¯
N,RWG
PV
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
[m,n] =
2∑
a=1
2∑
b=1
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I¯
T,RWG
I¯
N,RWG
T¯
T,RWG
T¯
N,RWG
K¯
T,RWG
PV
K¯
N,RWG
PV
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
[m,n, a, b]. (2.98)
We perform a coordinate transformation so that the basis triangle lies on the
x-y plane with one of its edges on the x axis [95]. Such a transformation is es-
sential in order to easily evaluate analytic integrals appearing in the singularity
extraction. Then, interactions become
I¯
T,RWG
[m,n, a, b] = Ama,nb
∫
Sma
dr(ρ− ρma) · (ρ− ρnb) (2.99)
I¯
N,RWG
[m,n, a, b] = Ama,nb
∫
Sma
dr(ρ− ρma) · zˆ × (ρ− ρnb) (2.100)
T¯
T,RWG
[m,n, a, b] = ikAma,nb
∫
Sma
dr(ρ− ρma) · I(ρ
′−ρnb)
in
− 4i
k
Ama,nb
∫
Sma
drI1in (2.101)
38
T¯
N,RWG
[m,n, a, b] = ikAma,nb
∫
Sma
dr(r − rma) · nˆma × I¯(ρ
′−ρnb)
in
− 2i
k
Ama,nb
∫
Sma
dr(r − rma) · nˆma × I∇′in (2.102)
K¯
T,RWG
PV [m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma) · (r − ρnb)× I∇
′
in (2.103)
K¯
N,RWG
PV [m,n, a, b] = Ama,nb
∫
Sma
dr(r − rma)× nˆma · (r − ρnb)× I∇
′
in , (2.104)
where ρ = xˆx+ yˆy and
I
(ρ′−ρnb)
in =
∫
Snb
dr′g(r, r′)(ρ′ − ρnb). (2.105)
For integro-diﬀerential operators, interactions are divided into basic integrals
as follows:
• The tangentially-tested T operator involves 7 basic integrals, i.e.,
T¯
T,RWG
[m,n, a, b] = ikAma,nb
{
(xmaxnb + ymaynb)I1
− xmaI2 − ymaI3 − xnbI4 − ynbI5 + I6 + I7 − 4
k2
I1
}
, (2.106)
where
I{1,4,5} =
∫
Sma
dr
{
1, x, y
}
I1in (2.107)
I{2,6} =
∫
Sma
dr
{
1, x
}
Ix
′
in (2.108)
I{3,7} =
∫
Sma
dr
{
1, y
}
Iy
′
in (2.109)
and
Ix
′
in =
∫
Snb
dr′x′g(r, r′) (2.110)
Iy
′
in =
∫
Snb
dr′y′g(r, r′). (2.111)
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• The normally-tested T operator involves 19 basic integrals, i.e.,
T¯
N,RWG
[m,n, a, b] = ikAma,nb
{
(nyzma − nzyma)I2 + (nzxma − nxzma)I3
+ (nxzmaynb − nyzmaxnb + nzymaxnb − nzxmaynb)I1
+ nzynbI4 − nzxnbI5 + (nyxnb − nxynb)I6
+ nzI7 − nzI8 − nyI9 + nxI10
− 2
k2
[
(zmany − ymanz)I11 + (xmanz − zmanx)I14
+ nzI12 − nyI13 − nzI15 + nxI16 + (ymanx − nyxma)I17
+ nyI18 − nxI19
]}
, (2.112)
where the normal of the testing triangle is decomposed as nˆma = xˆnx +
yˆny + zˆnz, and
I{1,4,5,6} =
∫
Sma
dr
{
1, x, y, z
}
I1in (2.113)
I{2,7,9} =
∫
Sma
dr
{
1, y, z
}
Ix
′
in (2.114)
I{3,8,10} =
∫
Sma
dr
{
1, x, z
}
Iy
′
in (2.115)
I{11,12,13} =
∫
Sma
dr
{
1, y, z}xˆ · I∇′in (2.116)
I{14,15,16} =
∫
Sma
dr
{
1, x, z}yˆ · I∇′in (2.117)
I{17,18,19} =
∫
Sma
dr
{
1, x, y}zˆ · I∇′in . (2.118)
• The tangentially-tested K operator involves 9 basic integrals, i.e.,
K¯
T,RWG
PV [m,n, a, b] = Ama,nb
{
− zmaynbI1 + zmaI2 + (ynb − yma)I3
+ zmaxnbI4 − zmaI5 + (xma − xnb)I6
+ (xmaynb − ymaxnb)I7
+ (yma − ynb)I8 + (xnb − xma)I9
}
, (2.119)
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where
I{1,2,3} =
∫
Sma
dr
{
1, y, z
}
xˆ · I∇′in (2.120)
I{4,5,6} =
∫
Sma
dr
{
1, x, z
}
yˆ · I∇′in (2.121)
I{7,8,9} =
∫
Sma
dr
{
1, x, y
}
zˆ · I∇′in . (2.122)
• The normally-tested K operator involves 24 basic integrals, i.e.,
K¯
N,RWG
PV [m,n, a, b] = Ama,nb
{[
ynb(nxyma − nyxma)
]
I1
+
[
nyxma − nx(yma + ynb)
]
I2
+
[
nzxma − nxzma
]
I3 +
[
xnb(nyxma − nxyma)
]
I4
+
[
nxyma − ny(xma + xnb)
]
I5 +
[
nzyma − nyzma
]
I6
+
[
xnb(nzxma − nxzma) + ynb(nzyma − nyzma)
]
I7
+
[
zmanx − nz(xma + xnb)
]
I8
+
[
zmany − nz(yma + ynb)
]
I9
+ ynbnyI10 − nyI11 − nzI12 + nxI13 + nxI14
+ xnbnxI15 − nxI16 − nzI17 + nyI18 + nyI19
− nxI20 − nyI21 +
[
nxxnb + nyynb
]
I22
+ nzI23 + nzI24
}
, (2.123)
where
I{1,10,2,3,11,12,13,14} =
∫
Sma
dr
{
1, x, y, z, xy, xz, y2, z2
}
xˆ · I∇′in (2.124)
I{4,5,15,6,16,17,18,19} =
∫
Sma
dr
{
1, x, y, z, xy, yz, x2, z2
}
yˆ · I∇′in (2.125)
I{7,8,9,22,20,21,23,24} =
∫
Sma
dr
{
1, x, y, z, xz, yz, x2, y2
}
zˆ · I∇′in . (2.126)
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Finally, inner integrals are evaluated as
I
{1,x′,y′}
in =
1
4π
∫
Snb
dr′ {1, x′, y′} exp(ikR)− 1
R
+
1
4π
∫
Snb
dr′ {1, (x′ − x), (y′ − y)} 1
R
+
1
4π
{0, x, y}
∫
Snb
dr′
1
R
(2.127)
=
1
4π
I
{1,x′,y′}
in,c +
1
4π
I
{1,(x′−x),(y′−y)}
in,a +
1
4π
{0, x, y} I1in,a (2.128)
and
I∇
′
in =
1
4π
∫
Snb
dr′∇′
(
exp(ikR)− 1 + 0.5k2R2
R
)
+
1
4π
∫
Snb
dr′∇′
(
1
R
)
− k
2
8π
∫
Snb
dr′∇′R (2.129)
=
1
4π
I∇
′
in,c +
1
4π
I∇
′
in,a1 −
k2
8π
I∇
′
in,a2. (2.130)
In (2.127) and (2.129), we note that
lim
R→0
exp(ikR)− 1
R
= ik (2.131)
lim
R→0
∇′
(
exp(ikR)− 1 + 0.5k2R2
R
)
= 0. (2.132)
Therefore, I
{1,x′,y′}
in,c and I
∇′
in,c can be calculated numerically using adaptive inte-
gration methods [95] or Gaussian quadrature rules [96]. Remaining terms, i.e.,
I
{1,(x′−x),(y′−y)}
in,a , I
∇′
in,a1, and I
∇′
in,a2, are evaluated analytically [92].
2.2.5 Calculation of Interactions Using the Multilevel
Fast Multipole Algorithm
By factorizing the Green’s function and performing a diagonalization [79],[80],
interactions in (2.78)–(2.81) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
K¯
T
K¯
N
T¯
T
T¯
N
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
[m,n] =
(
ik
4π
)2 ∫
d2kˆ
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
FK,Tm
FK,Nm
F T ,Tm
F T ,Nm
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(rC ,k) · ατ (k, rCC′)Sn(rC′ ,k)
(2.133)
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when testing and basis functions are far from each other. In (2.133), the integral
is evaluated on the unit sphere, k = kˆk, and
ατ (k, rCC′) =
τ∑
t=0
it(2t + 1)h
(1)
t (kRCC′)Pt(kˆ · rˆCC′) (2.134)
is the translation operator expressed in terms of the spherical Hankel function of
the ﬁrst kind h
(1)
t and the Legendre polynomial Pt. The translation operator in
(2.134) is employed to translate the radiation pattern of the nth basis function
in box C ′, i.e., Sn, into incoming ﬁelds for testing functions in box C. Then,
incoming ﬁelds are received by using the receiving pattern of the mth testing
function, i.e., Fm. The distance between two boxes is represented by the vector
rCC′ = rCC′ rˆCC′ = rC − rC′, (2.135)
where rC and rC′ are reference points of C and C
′, respectively.
The radiation pattern of a basis function bn with respect to a reference point rC′
can be written as
Sn(rC′ ,k) = (I¯
3×3 − kˆkˆ) ·
∫
Sn
dr′ exp
[−ik · (r′ − rC′)]bn(r′), (2.136)
where I¯
3×3
denotes the 3 × 3 unit dyad. In contrast to radiation patterns,
receiving patterns depend on the operator and the testing type. Using a Galerkin
scheme, the receiving pattern of a testing function tm with respect to a reference
point rC can be derived for diﬀerent operators (K and T ) and testing types (T
and N) as
FK,Tm (rC ,k) = −kˆ ×
∫
Sm
dr exp
[
ik · (r − rC)
]
tm(r) (2.137)
= −kˆ × {Sm(rC ,k)}∗ (2.138)
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F T ,Tm (rC ,k) = (I¯
3×3 − kˆkˆ) ·
∫
Sm
dr exp
[
ik · (r − rC)
]
tm(r) (2.139)
=
{
Sm(rC ,k)
}∗
(2.140)
FK,Nm (rC ,k) = −kˆ ×
∫
Sm
dr exp
[
ik · (r − rC)
]
tm(r)× nˆ (2.141)
F T ,Nm (rC ,k) = (I¯
3×3 − kˆkˆ) ·
∫
Sm
dr exp
[
ik · (r − rC)
]
tm(r)× nˆ (2.142)
= kˆ × FK,Nm (rC ,k), (2.143)
where “*” represents the complex-conjugate operation.
As an example, we consider a half RWG function associated with the ﬁrst triangle
of the mth edge. Then,
SRWGm1 (rC ,k) =
lm
2Am1
(I¯
3×3 − kˆkˆ) ·
∫
Sm1
dr exp
[−ik · (r − rC)](r − rm1)
(2.144)
and
FK,N,RWGm1 (rC ,k) =
lm
2Am1
kˆ × nˆ×
∫
Sm1
dr exp
[
ik · (r − rC)
]
(r − rm1),
(2.145)
where integrals can be calculated analytically.
Using MLFMA, interactions in (2.133) are calculated in a multilevel
scheme [1],[15]. During the aggregation stage, radiation patterns of boxes are
calculated from the bottom to the top of the tree structure. We sample ﬁelds
uniformly in the φ direction and use Gauss-Legendre points in the θ direction [80].
Then, a total of [τ(l) + 1]× [2τ(l) + 2] samples are required for each box, where
τ(l) is the truncation number for the series in (2.134). To determine the value
of τ(l) for each level l = 1, 2, . . . , L, we use the excess bandwidth formula for a
one-box-buﬀer scheme [85]. Due to the oscillatory nature of the Helmholtz equa-
tion, the truncation number and the sampling rate for radiation and receiving
patterns depend on the size of boxes with respect to the wavelength associated
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with the medium. We employ local Lagrange interpolation methods to match
diﬀerent sampling rates of consecutive levels [1]. After the aggregation stage,
translations are performed to obtain incoming ﬁelds for all boxes. Then, the
disaggregation stage is performed from the top of the tree structure to the lowest
level using anterpolations [86]. Finally, angular integrations in (2.133) are com-
puted to complete MVMs. An eﬃcient implementation of MLFMA is detailed
in Chapter 4.
In MLFMA, there are O(N) near-ﬁeld interactions, which are calculated di-
rectly during the initial setup stage of the program and stored in memory, to be
used multiple times during iterations. When the problem size is large, the setup
of MLFMA usually requires negligible time, compared to the iterative solution
part. Therefore, the long setup time of JMCFIE, compared with CTF, CNF,
and MNMF, is negligible when the overall time is considered for large problems.
However, near-ﬁeld interactions require a signiﬁcant amount of memory. With
nonidentical diagonal partitions, i.e., Z¯11 
= Z¯22, MNMF requires larger memory
(4/3 that of others) to store near-ﬁeld interactions.
Similar to near-ﬁeld interactions, radiation and receiving patterns of basis and
testing functions are calculated and stored in memory before iterations. Since
patterns have only θ and φ components, they are stored in spherical coordinates.
Using CTF, only one set of patterns is required for each medium, because both
of the receiving patterns, FK,Tm and F
T ,T
m , can be obtained from the related radi-
ation pattern Sm, as indicated in (2.138) and (2.140). In other words, receiving
operations during MVMs can be performed by using radiation patterns (instead
of receiving patterns) with small modiﬁcations involving a complex conjugation
and a cross product with the angular direction kˆ. However, CNF and MNMF
require two sets of patterns, as receiving patterns FK,Nm and F
T ,N
m can be derived
from each other, but they cannot be obtained directly from the related radiation
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pattern Sm in spherical coordinates. Finally, JMCFIE also requires two sets of
patterns, considering all relations in (2.137)–(2.143).
For the solution of dielectric formulations with MLFMA, we employ the same
tree structure for both inner and outer media. However, the sampling rate for
radiated and incoming ﬁelds as well as the number of harmonics for translation
operators depend on the wavenumber. Therefore, accurate calculation of inter-
actions requires two separate versions of MLFMA to perform MVMs related to
inner and outer media.
2.2.6 General Properties of Surface Formulations
Using a Galerkin method for the discretization of surface formulations, i.e., us-
ing the same set of functions to expand current densities and to test boundary
conditions, T and I operators are well-tested with tm. On the other hand, K
operator is well-tested with nˆ × tm [37]. (Testing with nˆ × tm is equivalent to
testing with tm after a projection onto the surface by using nˆ.) Consequently,
tangential formulations, such as CTF, contain well-tested T operators and/or
weakly-tested K and I operators, i.e.,
T¯
T
[m,n] =
∫
Sm
drtm(r) · T {bn}(r) (2.146)
K¯
T
PV [m,n] =
∫
Sm
drtm(r) ·KPV {bn}(r) (2.147)
I¯
N
[m,n] =
∫
Sm
drtm(r) · nˆ× bn(r). (2.148)
46
On the other hand, normal formulations, such as MNMF and CNF, contain
well-tested K and I operators and/or weakly-tested T operators, i.e.,
K¯
N
PV [m,n] =
∫
Sm
drtm(r) · nˆ×KPV {bn}(r) (2.149)
I¯
T
[m,n] =
∫
Sm
drtm(r) · bn(r) (2.150)
T¯
N
[m,n] =
∫
Sm
drtm(r) · nˆ× T {bn}(r). (2.151)
Finally, in mixed formulations, such as JMCFIE, all three operators are well-
tested. The value of I¯
T
[m,n] in (2.150) is nonzero for overlapping testing and
basis functions, and it typically has a large value for m = n. Therefore, matrix
equations obtained with normal and mixed formulations are diagonally domi-
nant. We also note that well-tested operators appear on diagonal partitions of
matrix equations for all formulations. This is a required property in terms of
stability.
In general, conditioning and accuracy properties of tangential formulations are
determined by well-tested T operators. Using a Galerkin scheme and divergence-
conforming functions, tangentially-tested T operator has a weakly-singular ker-
nel. This leads to ill-conditioned matrix equations, but very accurate results,
provided that the condition number of the matrix is not too large to deteriorate
the accuracy of the solutions. On the other hand, normal and mixed formulations
are dominated by well-tested identity operators. This is preferable in terms of
eﬃciency since diagonally-dominant matrix equations are well-conditioned and
easy to solve iteratively. However, discretization of the identity operator involves
a large numerical error, which signiﬁcantly contaminates the accuracy of results.
2.2.7 Decoupling for Perfectly-Conducting Surfaces
When the object is PEC, operators associated with the inner medium and the
magnetic current disappear in formulations. Then, T-EFIE and T-MFIE in
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tangential formulations are decoupled, and they can be solved independently to
obtain the induced electric current on the surface of the object. For example,
CTF in (2.23)–(2.26) reduces to two independent equations, i.e.,
tˆ · T o{J}(r) = −η−1o tˆ ·Einc(r) (2.152)
tˆ ·KPV,o{J}(r) + Ωo
4π
tˆ · I×n{J}(r) = −tˆ ·H inc(r). (2.153)
T-MFIE in (2.153) is extremely unstable since both K and identity operators are
weakly-tested. On the other hand, T-EFIE in (2.152) is stable and is commonly
used in the literature [22]. Similarly, in normal formulations, N-MFIE and N-
EFIE are decoupled for PEC objects. For example, MNMF in (2.37)–(2.41)
reduces to two independent equations, i.e.,
nˆ×KPV,o{J}(r)− Ωo
4π
I{J}(r) = −nˆ×H inc(r) (2.154)
nˆ× T o{J}(r) = −η−1o nˆ×Einc(r). (2.155)
N-EFIE in (2.155) is unstable since the T operator is weakly tested, whereas
N-MFIE in (2.154) is stable and commonly used in the literature [93].
Finally, mixed formulations are decomposed into two independent formulations
for PEC objects. Speciﬁcally, JMCFIE in (2.43)–(2.46) reduces to two mixed
formulations, i.e., stable T-N-CFIE
tˆ · T o{J}(r) + nˆ×KPV,o{J}(r)− Ωo
4π
I{J}(r)
= −η−1o tˆ ·Einc(r)− nˆ×H inc(r) (2.156)
and unstable N-T-CFIE
−nˆ× T o{J}(r) + tˆ ·KPV,o{J}(r) + Ωo
4π
tˆ · I×n{J}(r)
= η−1o nˆ×Einc(r)− tˆ ·H inc(r). (2.157)
T-N-CFIE in (2.156) is free of the internal-resonance problem and is a preferable
formulation for closed conductors [20].
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2.2.8 Iterative Solutions and Preconditioning
MLFMA provides the solution of large problems by reducing the complexity of
MVMs required by iterative solvers from O(N2) to O(N logN) [1]. For eﬃ-
cient solutions, however, the number of iterations should also be small, in addi-
tion to fast MVMs. To reduce the number of iterations required for solutions,
we apply two types of eﬃcient preconditioners, namely, a two-partition block-
diagonal preconditioner (2PBDP) and a four-partition block-diagonal precondi-
tioner (4PBDP). Matrix equations in (2.49) can be preconditioned as
P¯
−1 ·
⎡
⎣ Z¯11 Z¯12
Z¯21 Z¯22
⎤
⎦ ·
⎡
⎣ aJ
aM
⎤
⎦ = P¯−1 ·
⎡
⎣ w1
w2
⎤
⎦ , (2.158)
where P¯ is a preconditioner matrix. In MLFMA, there are O(N) near-ﬁeld
interactions, which are calculated directly and are available for constructing pre-
conditioners. These interactions are between basis and testing functions that are
located in the same box or in two touching boxes at the lowest level of the tree
structure. During solutions with MLFMA, we reorder basis/testing functions ac-
cording to their positions in the multilevel tree. Let N1 be the number of boxes
at the lowest level and N(C) represent the number of basis/testing functions in
box C = 1, 2, . . . , N1. Then, basis/testing functions in box C are indexed from
N+(C) + 1 to N+(C) + N(C), where
N+(C) =
C−1∑
C′=1
N(C). (2.159)
This way, the system matrix in (2.49) has a block structure, where each block
represents the interaction of a pair of boxes at the lowest level. In the sparse
near-ﬁeld matrix, only blocks corresponding to self interactions of boxes or in-
teractions of two touching boxes involve nonzero elements.
BDP, which is based on using self interactions of boxes at the lowest level, is
commonly used to accelerate MLFMA solutions of electromagnetics problems
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involving perfectly-conducting objects [15]. The preconditioner matrix, which
has a block-diagonal structure, can be inverted and used eﬃciently with O(N)
complexity. Although BDP is successful in reducing iteration counts for normal
and mixed formulations, such as N-MFIE and T-N-CFIE, it may not accelerate
iterative solutions of tangential equations, such as T-EFIE. In fact, T-EFIE so-
lutions are usually decelerated with BDP, and BDP is rarely useful for EFIE [121].
A direct extension of BDP for dielectric problems, which we call 2PBDP, in-
volves self interactions of boxes at the lowest level in diagonal partitions, i.e.,
P¯ 2P =
⎡
⎣ P¯ 11 0
0 P¯ 22
⎤
⎦ , (2.160)
where P¯ 11 ≈ Z¯11 and P¯ 22 ≈ Z¯22 are block-diagonal matrices. Then, a precon-
ditioned matrix equation can be written as⎡
⎣ B¯11 · Z¯11 B¯11 · Z¯12
B¯22 · Z¯21 B¯22 · Z¯22
⎤
⎦ ·
⎡
⎣ aJ
aM
⎤
⎦ =
⎡
⎣ B¯11 ·w1
B¯22 ·w2
⎤
⎦ , (2.161)
where B¯11 = P¯
−1
11 and B¯22 = P¯
−1
22 are also block-diagonal matrices. Similar to
BDP, 2PBDP accelerates iterative solutions of normal and mixed formulations,
such as CNF, MNMF, and JMCFIE.
To further improve iterative solutions of normal and mixed formulations, we use
4PBDP, which is based on using diagonal blocks, i.e., self interactions of boxes
at the lowest level, in all four partitions of matrix equations. This way, some of
large elements in oﬀ-diagonal matrix partitions (Z¯12 and Z¯21) are considered in
constructing an eﬀective preconditioner. Resulting preconditioner matrices are
in the form of
P¯ 4P ≈
⎡
⎣ P¯ 11 P¯ 12
P¯ 21 P¯ 22
⎤
⎦ . (2.162)
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Since P¯ 12 and P¯ 21 are also block-diagonal matrices, the inverse of P¯ 4P can be
evaluated eﬃciently as
P¯
−1
4P =
⎡
⎣ B¯11 B¯12
B¯21 B¯22
⎤
⎦ , (2.163)
where
B¯11 = P¯
−1
11 ·
[
I¯ + P¯ 12 · S¯−1 · P¯ 21 · P¯−111
]
(2.164)
B¯12 = −P¯−111 · P¯ 12 · S¯−1 (2.165)
B¯21 = −S¯−1 · P¯ 21 · P¯−111 (2.166)
B¯22 = S¯
−1
(2.167)
and
S¯ = P¯ 22 − P¯ 21 · P¯−111 · P¯ 12 (2.168)
is the Schur complement of P¯ 11. Matrix operations in (2.164)–(2.168), i.e.,
matrix-matrix multiplications, the inversion of P¯ 11, and the inversion of S¯ can
be performed eﬃciently in O(N) time using O(N) memory. Our numerical ex-
periments show that the extra cost of 4PBDP with respect to 2PBDP is always
negligible, considering the overall cost of solutions with MLFMA. Nevertheless,
4PBDP can signiﬁcantly improve the eﬃciency of solutions by reducing iteration
counts, and it is especially useful when the acceleration provided by 2PBDP is
not suﬃcient.
In general, iterative solutions of CNF and JMCFIE become diﬃcult as the
contrast increases, i.e., when permittivity and permeability change signiﬁcantly
across dielectric interfaces. The main reason is the existence of oﬀ-diagonal ma-
trix partitions, which are numerically sensitive to the contrast. Oﬀ-diagonal par-
titions of JMCFIE and CNF are signiﬁcantly unbalanced due to multiplications
with η−1 and η in Z¯12 and Z¯21, respectively. Although this may not be critical
for low contrasts, the oﬀ-diagonal partition Z¯21 dominates the overall matrix,
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as the contrast of the object increases. Elements in the oﬀ-diagonal partition of
CNF can be written as
Z¯
CNF
21 [m,n] = iω
∫
Sm
drtm(r) · nˆ(r)×{∫
Sn
dr′bn(r′)
[
μigi(r, r
′)− μogo(r, r′)
]
+
1
ω2
∫
Sn
dr′∇′ · bn(r′)∇
[
gi(r, r
′)
i
− go(r, r
′)
o
]}
. (2.169)
Z¯
CNF
21 is also a major contribution in Z¯
JMCFIE
21 for suﬃciently high contrasts.
Using a Taylor series expansion for the exponential in the Green’s function,
[
μigi(r, r
′)− μogo(r, r′)
]
=
1
4πR
∞∑
s=0
(iωR)s
s!
[
μi(μii)
s/2 − μo(μoo)s/2
]
(2.170)
and
∇
[
gi(r, r
′)
i
− go(r, r
′)
o
]
=
Rˆ
4πR2
∞∑
s=0
(iωR)s+1
s!
[
(μii)
s/2+1/2
i
− (μoo)
s/2+1/2
o
]
− Rˆ
4πR2
∞∑
s=0
(iωR)s
s!
[
(μii)
s/2
i
− (μoo)
s/2
o
]
, (2.171)
where R = (r − r′) = RˆR. We note that 1/R and 1/R2 singularities in (2.170)
and (2.171) exist when μo 
= μi and o 
= i, respectively. In addition, numerical
values of expressions in (2.170) and (2.171), thus Z¯
CNF
21 , grow rapidly with the
increasing contrast. As a result, the overall matrix equation becomes signiﬁcantly
unbalanced and diﬃcult to solve iteratively. For those problems formulated with
CNF and JMCFIE, 4PBDP, which employs large elements in Z¯21, can be very
eﬀective to accelerate iterations.
2.2.9 Comparison of Formulations: Eﬃciency
In this section, we investigate the eﬃciency of solutions when electromagnetics
problems are formulated with CTF, CNF, MNMF, and JMCFIE. For all solu-
tions, near-ﬁeld interactions are calculated with at most 1% error, and far-ﬁeld
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Figure 2.2: Peak memory required for MLFMA solutions of scattering problems
involving a sphere with a relative permittivity of 2.0 located in free space. The
radius of the sphere is in the range from 0.75λo to 7.5λo.
interactions are computed by MLFMA with three digits of accuracy. Tree struc-
tures are constructed by ﬁxing the size of boxes at the lowest level to 0.25λo and
using a bottom-up scheme.
First, we compare the memory required for MLFMA solutions of various for-
mulations. We consider a dielectric sphere with a radius of 0.3 m located in
free space and illuminated by a plane wave propagating in the z direction with
the electric ﬁeld polarized in the x direction. The radius of the sphere changes
from 0.75λo to 7.5λo, where λo is the wavelength in free space. Discretizations
with λo/10 triangulations lead to 4142 and 412,998 unknowns, respectively, for
radii 0.75λo and 7.5λo. The relative permittivity of the sphere is r = 2.0. Fig-
ure 2.2 presents the peak memory required for MLFMA solutions with respect
to the number of unknowns. The peak memory depends on the formulation
type mainly because of diﬀerent storage requirements for near-ﬁeld interactions
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Table 2.1: Number of CGS Iterations (10−3 Residual Error) for the Solution of
Sphere Problems with r =4.0
Sphere Problems CTF CNF
Radius Unknowns NP 2PBDP 4PBDP NP 2PBDP 4PBDP
0.75λo 4152 102 344 325 48 47 32
1.00λo 7446 245 623 557 87 52 42
1.50λo 16,728 259 1145 959 184 115 76
2.00λo 29,742 213 1317 1183 272 182 90
3.00λo 65,724 678 NC NC 305 278 128
6.00λo 264,006 417 NC NC NC 1583 755
7.50λo 412,998 369 NC NC 1153 1005 468
Sphere Problems MNMF JMCFIE
Radius Unknowns NP 2PBDP 4PBDP NP 2PBDP 4PBDP
0.75λo 4152 34 26 19 46 34 28
1.00λo 7446 46 30 30 94 48 37
1.50λo 16,728 66 51 32 129 77 63
2.00λo 29,742 66 54 46 122 86 54
3.00λo 65,724 144 111 108 173 189 113
6.00λo 264,006 332 234 174 414 276 148
7.50λo 412,998 380 303 321 269 230 123
(identical or nonidentical diagonal partitions) and far-ﬁeld patterns of basis and
testing functions (one set or two sets of patterns). Having identical diagonal
partitions and using one set of far-ﬁeld patterns, CTF requires less memory than
other formulations. CNF and JMCFIE require two sets of far-ﬁeld patterns,
and their memory usage is larger than CTF. Finally, MNMF has nonidentical
diagonal partitions and requires two sets of far-ﬁeld patterns, leading to a larger
memory usage than CTF, CNF, and JMCFIE. Although the memory is not criti-
cal for small problems, it becomes more important as the problem size grows. For
example, when the radius is 7.5λo, the peak memory is 2370 MB and 3385 MB
for CTF and MNMF, respectively.
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Figure 2.3: Iteration counts for the solution of scattering problems involving a
cube with edges of 4λo located in free space. The relative permittivity of the cube
changes from 2.0 to 16.0. Iterative solutions are performed by CGS (a) without
preconditioning and (b) accelerated with 4PBDP.
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Figure 2.4: Iteration counts for the solution of scattering problems involving a
sphere with a relative permittivity of 2.0 located in free space, when problems
are formulated with (a) MNMF and (b) JMCFIE. The radius of the sphere is in
the range from 0.75λo to 7.5λo.
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Figure 2.5: Iteration counts for the solution of scattering problems involving
(a) a sphere with a relative permittivity of 2.0 and (b) a cube with a relative
permittivity of 4.0 located in free space. The radius of the sphere is in the range
from 0.75λo to 20λo and the edge length of the cube is in the range from λo to
20λo. Iterative solutions are performed by employing BiCGStab accelerated with
4PBDP.
57
0.41 m
2 m
2 m
0.5 m
0.41 m
Hertzian
Dipole
(a)
200 225 250 275 30010
0
101
102
103
Frequency (MHz)
N
um
be
r o
f I
te
ra
tio
ns
BiCGStab-4PBDP
JMCFIE (ε r = 2.0)
JMCFIE (ε r = 4.0)
MNMF (ε r = 2.0)
MNMF (ε r = 4.0)
(b)
Figure 2.6: (a) A 5-layer periodic dielectric structure illuminated by a Hertzian
dipole in free space. (b) Iteration counts (using BiCGStab accelerated with
4PBDP) for the solution of the problem in Figure 2.6(a) when the frequency
changes from 200 MHz to 300 MHz, and the relative permittivity of the structure
is 2.0 and 4.0.
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Next, we focus on the processing time required for MLFMA solutions of dielectric
problems. Once again, we consider the solution of scattering problems involving
a dielectric sphere with a radius of 0.3 m located in free space and illuminated by
a plane wave propagating in the z direction with the electric ﬁeld polarized in the
x direction. As the problem size gets larger, the setup time becomes negligible,
compared with the time required for iterations. Then, the processing time of
MLFMA solutions is directly proportional to iteration counts. Table 2.1 lists
the number of CGS iterations to reduce the residual error below 10−3 when the
radius of the sphere is in the range from 0.75λo to 7.5λo and r = 4.0. For all
formulations, we apply two eﬃcient preconditioners, i.e., 2PBDP and 4PBDP, in
addition to the no-preconditioner (NP) case. Our comments for iteration counts
in Table 2.1 are as follows:
• Preconditioning matrix equations with 2PBDP and 4PBDP does not ac-
celerate the iterative convergence for CTF. In fact, these low-cost precon-
ditioners decelerate the convergence and increase the number of iterations
for this formulation. Especially for large problems, convergence cannot be
achieved within 2000 iterations, when 2PBDP and 4PBDP are used for
CTF. These are denoted as “no convergence (NC)” in Table 2.1. A nega-
tive eﬀect of eﬃcient preconditioners was also observed for other tangential
formulations, such as T-EFIE for the solution of PEC objects [54]. How-
ever, 2PBDP and 4PBDP signiﬁcantly accelerate the iterative convergence
for normal formulations and JMCFIE.
• Although they are both normal formulations, iteration counts for CNF and
MNMF diﬀer signiﬁcantly; convergence is consistently faster for MNMF.
For large problems, CNF fails to provide quick convergence even when
compared to CTF without preconditioning.
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• Using 4PBDP provides faster convergence than 2PBDP, especially for JM-
CFIE. This is due to strong oﬀ-diagonal partitions of JMCFIE, in addition
to its strong diagonal partitions involving well-tested identity operators.
• For small problems, iteration counts for MNMF are lower than JMCFIE.
This can be observed in Table 2.1, when the radius of the sphere is in the
range from 0.75λo to 3λo. For larger problems, however, the convergence
for JMCFIE becomes faster than the convergence for MNMF. When the
radius of the sphere is 7.5λo, iteration counts are consistently lower for
JMCFIE with and without preconditioning.
To further compare dielectric formulations in terms of eﬃciency, we consider
scattering problems involving a dielectric cube with edges of 4λo located in free
space. Similar to sphere problems, the cube is illuminated by a plane wave
propagating in the z direction with the electric ﬁeld polarized in the x direction.
Discretization of the problem with λo/10 triangulation leads to 64,548 unknowns.
The relative permittivity of the cube changes from 2.0 to 16.0. Figure 2.3(a) de-
picts the number of CGS iterations with respect to the contrast of the cube,
i.e., (r − 1), to reduce the residual error below 10−3. For small contrasts, CTF
has the slowest convergence, while normal formulations, i.e., CNF and MNMF,
oﬀer the fastest convergence. As the contrast increases, however, convergence of
CNF decelerates signiﬁcantly and this formulation has the poorest convergence
when r = 16.0. Figure 2.3(a) also shows that MNMF provides the most eﬃcient
solutions and the number of iterations for this formulation is almost constant
when the contrast increases from 3.0 to 15.0. Figure 2.3(b) presents iteration
counts when 4PBDP is used to accelerate the convergence of solutions. Similar
to sphere problems, CTF solutions are decelerated with 4PBDP and the conver-
gence cannot be achieved within 2000 iterations for contrasts from 3.0 to 11.0.
Comparing Figure 2.3(b) with Figure 2.3(a), we also observe that 4PBDP signif-
icantly reduces the number of iterations for CNF and JMCFIE, but it provides
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less improvement for MNMF. Using 4PBDP, MNMF still has the lowest iteration
counts, but the eﬃciency of JMCFIE becomes close to the eﬃciency of MNMF.
Table 2.1 and Figure 2.3 show that MNMF and JMCFIE are the most appro-
priate formulations for eﬃcient solutions of large dielectric problems. These for-
mulations are further investigated by considering both various preconditioning
schemes and diﬀerent iterative algorithms to improve the eﬃciency of solutions.
As an example, Figure 2.4 presents iteration counts for sphere problems when
r = 2.0. In addition to CGS with no preconditioning and with 4PBDP, we
also present solutions obtained by employing a BiCGStab algorithm. BiCGStab
is known to provide rapid convergence for normal and combined formulations.
Figure 2.4 shows that the number of iterations is reduced for both MNMF and
JMCFIE, if BiCGStab is employed, instead of CGS.
Finally, MNMF and JMCFIE are compared for the solution of very large di-
electric problems. Figure 2.5(a) presents iteration counts for sphere problems
(r = 2.0), when solutions are performed by BiCGStab accelerated with 4PBDP.
This time, the frequency is extended to 20 GHz and the radius of the sphere
grows up to 20λo. At 20 GHz, discretization of the sphere with λo/10 trian-
gulation leads to 2,925,708 unknowns. Figure 2.5(a) shows that solutions with
JMCFIE become signiﬁcantly faster than MNMF for large problems. Using JM-
CFIE, we are able to solve a 3-million-unknown problem, which is one of the
largest integral-equation problems involving dielectric objects ever solved. Fig-
ure 2.5(b) presents results of a similar experiment, where scattering problems
involving a dielectric cube (r = 4.0) is solved by using BiCGStab accelerated
with 4PBDP. The size of the cube changes from λo to 20λo, where λo is the
wavelength in free space. The number of unknowns due to λo/10 triangulations
is in the range from 4104 to 1,624,320. Iteration counts required for both 10−2
and 10−3 residual errors are plotted with respect to the number of unknowns.
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Similar to the previous case, solutions with JMCFIE become faster than MNMF
for large problems.
In general, JMCFIE leads to more eﬃcient solutions than MNMF, when the
problem size is suﬃciently large. Our investigations further show that the better
performance of JMCFIE becomes more evident when a problem involves compli-
cated targets. As an example, Figure 2.6 presents results of a problem involving
a 5-layer periodic structure in free space excited by a Hertzian dipole. Dimen-
sions of the structure and the position of the source are detailed in Figure 2.6(a).
Discretization of the structure with 10 cm triangulation size leads to 38,700 un-
knowns. We consider two diﬀerent values for the relative permittivity of the
structure, i.e., r = 2.0 and r = 4.0. Figure 2.6(b) depicts iteration counts for
10−3 residual error as a function of frequency from 200 MHz to 300 MHz, when
problems are solved by using BiCGStab accelerated with 4PBDP. We observe
that MNMF oﬀers faster solutions when r = 2.0, and the number of iterations
is halved compared to JMCFIE. When r = 4.0, however, the number of iter-
ations for MNMF increases rapidly as the frequency changes from 200 MHz to
300 MHz. At 300 MHz, convergence cannot be achieved within 1000 iterations
by using MNMF. On the other hand, JMCFIE is more stable in the same fre-
quency range, and it provides signiﬁcantly faster solutions when r = 4.0 and the
frequency is larger than 200 MHz.
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Figure 2.7: (a) Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of
3λo and with a relative permittivity of 2.0 located in free space. (b) Relative
error deﬁned in (2.172) for diﬀerent formulations as a function of the bistatic
angle.
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Figure 2.8: (a) Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of
6λo and with a relative permittivity of 4.0 located in free space. (b) Relative
error deﬁned in (2.172) for diﬀerent formulations as a function of the bistatic
angle. CNF is omitted in this ﬁgure since its accuracy is very close to that of
MNMF, as depicted in Figure 2.7(b).
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Figure 2.9: (a) Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of
7.5λo and with a relative permittivity of 2.0 located in free space. (b) Relative
error deﬁned in (2.172) for diﬀerent formulations as a function of the bistatic
angle. CNF is omitted in this ﬁgure since its accuracy is very close to that of
MNMF, as depicted in Figure 2.7(b).
65
0 45 90 135 180−10
−5
0
5
10
15
R
CS
 /
λ2
Bistatic Angle
 
 
Cube (Edge = λ  &             ), MNMFo ε = 4.0r
o
/ 7λo
/ 5λo
/ 10λo
/ 13λo
/ 17λo
(a)
0 45 90 135 180−10
−5
0
5
10
15
 
 
RC
S 
/λ
2
Cube (Edge = λ  &             ), CTFo ε = 4.0r
o
/ 7λo
/ 5λo
/ 10λo
/ 13λo
/ 17λo
(b)
Figure 2.10: Normalized bistatic RCS (RCS/λ2o) of a cube with edges of λo and
with a relative permittivity of 4.0 located in free space. RCS values are obtained
for diﬀerent discretizations and by using (a) MNMF and (b) CTF.
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Figure 2.11: Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of 20λo
and with a relative permittivity of 2.0 located in free space.
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2.2.10 Comparison of Formulations: Accuracy
Figure 2.7(a) depicts bistatic RCS values for a sphere with a radius of 3λo and
r = 2.0. Normalized RCS (RCS/λ
2
o in dB) is plotted as a function of the ob-
servation angle from 0◦ to 180◦ on the z-x plane, where 0◦ corresponds to the
forward-scattering direction. Figure 2.7(a) shows that computational values cal-
culated by using CTF are in agreement with the analytical curve obtained by a
Mie-series solution. Although results obtained by MNMF are also close to the
analytical curve, they are signiﬁcantly inaccurate compared to CTF. For more
quantitative information, Figure 2.7(b) presents the relative error in computa-
tional results with respect to the reference analytical solution. In addition to
CTF and MNMF, we also consider the error for CNF and JMCFIE. The relative
error as a function of bistatic angle θ is deﬁned as
ΔR(θ) =
|E∞C,θ(θ)− E∞A,θ(θ)|
maxθ |E∞A,θ(θ)|
, (2.172)
where E∞C,θ and E
∞
A,θ are computational and analytical values of the far-zone
co-polar electric ﬁeld, i.e.,
E∞θ (θ) = lim
r→∞
{
rEθ(r, θ, φ = 0)
}
. (2.173)
The maximum value of the relative error is also indicated by a horizontal line in
the ﬁgure for each formulation. Figure 2.7(b) shows that CTF provides the most
accurate results, while normal formulations (MNMF and CNF) are signiﬁcantly
inaccurate compared to CTF. JMCFIE is also worse than CTF, but it is more
accurate than normal formulations. In Figure 2.8, we present bistatic RCS values
and the relative error for a sphere with a radius of 6λo and r = 4.0. Results are
very similar to the previous case. Finally, Figure 2.9 presents similar results for
a sphere with a radius of 7.5λo and r = 2.0.
Figure 2.10 depicts the normalized bistatic RCS (RCS/λ2o in dB) of a cube with
edges of λo and with a relative permittivity of 4.0. The cube is located in free
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space and illuminated by a plane wave propagating in the z direction with the
electric ﬁeld polarized in the x direction. The bistatic RCS is plotted on the
z-x plane, where 0◦ corresponds to the forward-scattering direction. The cube
is discretized by using various mesh sizes from λo/5 to λo/17. We investigate
convergence to correct RCS values as the discretization is reﬁned. Figure 2.10
shows that RCS values obtained by using MNMF converge slower than RCS val-
ues obtained by using CTF. Speciﬁcally, MNMF discretized with λo/5 and λo/7
triangles is unacceptably inaccurate. Using MNMF, there are also signiﬁcant dis-
crepancies between results obtained with λo/10 and ﬁner discretizations. Using
CTF, however, RCS values convergence rapidly as the discretization is reﬁned.
In general, normal formulations MNMF and CNF are consistently inaccurate,
compared to CTF and JMCFIE. As discussed in Chapter 3, this excessive er-
ror in normal formulations is caused by well-tested identity operators discretized
with low-order functions, such as the RWG functions. As demonstrated in Fig-
ures 2.7–2.9, the discrepancy between the accuracy of results obtained with nor-
mal, mixed, and tangential formulations can be signiﬁcant even for large dielectric
objects with smooth surfaces.
Being a combination of CTF and CNF, solutions with JMCFIE are contami-
nated with the inaccuracy of CNF. Therefore, CTF is preferable to JMCFIE in
terms of accuracy. However, JMCFIE is more suitable for the solution of large
problems, which cannot easily be obtained with CTF. For example, Figure 2.11
presents bistatic RCS values for a sphere with a radius of 20λo and r = 2.0
discretized with 2,925,708 unknowns. Computational values obtained with JM-
CFIE are close to the analytical Mie-series solution, and the maximum relative
error is 2.4%. This problem cannot be solved in a reasonable number of iterations
when it is formulated with CTF, CNF, or MNMF.
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Figure 2.12: Normalized (a) back-scattered and (b) forward-scattered RCS
(RCS/λ2o) of a dielectric sphere with a radius of 0.5λo located in free space.
The relative permittivity of the sphere changes from 1.0 + 10−3 to 100.0.
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Figure 2.13: Normalized (a) back-scattered and (b) forward-scattered RCS
(RCS/λ2o) of a lossy sphere with a radius of 0.5λo located in free space. The rela-
tive complex permittivity of the sphere changes from 1.0+ i10−3 to 1.0+ i100.0.
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Figure 2.14: Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of
0.5λo located in free space, when the relative permittivity of the sphere is (a) 4.0
and (b) 100.0. The sphere is discretized with λo/10 triangles.
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Figure 2.15: Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of
0.5λo located in free space, when the relative permittivity of the sphere is (a) 4.0
and (b) 100.0. The sphere is discretized with λo/20 triangles.
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2.2.11 Accuracy with Respect to Contrast
Figure 2.12 presents back-scattered and forward-scattered RCS of a dielectric
sphere with a radius of 0.5λo located in free space. Normalized RCS (RCS/λ
2
o) is
plotted as a function contrast (r−1) when the relative permittivity of the sphere
changes from 1.0 + 10−3 to 100.0. For numerical solutions, discretization of the
sphere with λo/10 triangulation lead to 1860 unknowns. Computational results
obtained by using CTF, MNMF, and JMCFIE are compared with analytical
values obtained by a Mie-series solution. Figure 2.12 shows that computational
values are consistent with analytical solutions for moderate contrasts from 0.1 to
10.0. However, they become inaccurate for very low and high contrasts.
In general, conventional surface formulations are unstable when the contrast of
the object is very low. To obtain accurate results, those formulations should be
stabilized as discussed in Section 2.3. On the other hand, inaccuracy of surface
formulations for relatively high contrasts is due to the approximation of the ac-
tual geometry during numerical solutions. Since we use small planar triangles for
the discretization, the computational model and the actual geometry of a smooth
object are diﬀerent. When the permittivity or permeability of an object is high,
small discrepancies between the model and the actual geometry may create large
errors. We emphasize that the error is not due to the insuﬃcient discretization
of equivalent currents since the discretized model is solved with a desired level
of accuracy using λo/10 triangles. The error is due to the geometric diﬀerence
between the actual object and the computational model.
Figure 2.13 presents back-scattered and forward-scattered RCS of a lossy sphere
with a radius of 0.5λo located in free space. The relative complex permittivity
of the sphere changes from 1.0 + i10−3 to 1.0 + i100.0. We again compare com-
putational values obtained by using CTF, MNMF, and JMCFIE with analytical
results. As opposed to the previous case, surface formulations are accurate when
74
the conductivity is high. In fact, we know that λo/10 discretizations provide
accurate results even for smooth PEC objects with inﬁnite conductivity. How-
ever, similar to the low-permittivity case, surface formulations become unstable
when the conductivity is low and they provide inaccurate results as depicted in
Figure 2.13.
In order to show that the geometric discretization is critical for high contrasts,
we present results of scattering problems involving a sphere with a radius of
0.5λo located in free space. We consider two diﬀerent values for the relative
permittivity of the sphere, i.e., r = 4.0 (moderate contrast) and r = 100.0
(high contrast). The sphere is illuminated by a plane wave propagating in the z
direction with the electric ﬁeld polarized in the x direction. Figure 2.14 presents
the normalized bistatic RCS (RCS/λ2o) on the z-x plane. When the contrast is
moderate, computational values obtained by using λo/10 discretization are in
agreement with the Mie-series result. However, as depicted Figure 2.14(b), com-
putational and analytical results become inconsistent for the high contrast case.
Figure 2.15 presents the normalized bistatic RCS, when the discretization of the
sphere is reﬁned by using λo/20 triangles. We observe that the accuracy of com-
putational results is improved for both moderate and high contrasts. However,
the improvement is more signiﬁcant for the high-contrast case. In addition to
the better discretization of the equivalent currents, the geometric discretization
of the sphere is enhanced by using smaller triangles; this improvement is more
visible when the contrast is high.
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2.3 Low-Contrast Breakdown and Its Solution
Conventional surface formulations are stable and provide accurate solutions (with
various levels of accuracy, depending on the existence of well-tested identity oper-
ators, types of basis and testing functions, discretization method, geometry of the
object, etc.), for problems involving objects with moderate contrasts. However,
those formulations become inaccurate to calculate scattered ﬁelds as the contrast
of the object decreases, i.e., when the electromagnetic material properties of the
object and the host medium become close to each other. This breakdown, which
limits the applicability of surface formulations, does not arise in volume integral
equations. Therefore, volume formulations can be used to solve such problems
accurately. However, it is also desirable to extend the applicability of surface
integral equations to low-contrast problems in order to use advantages of sur-
face formulations, which may require lower numbers of unknowns compared to
volume formulations for some problems.
2.3.1 A Combined Tangential Formulation without Iden-
tity Operators
Stabilization procedures to eliminate the low-contrast breakdown are applied to
a tangential formulation obtained by using
a = b = 1, c = d = ηoηi (2.174)
in (2.19)–(2.20), which is slightly diﬀerent from the original CTF in (2.23)–(2.26).
With these coeﬃcients, the modiﬁed CTF (M-CTF) is derived as
tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −tˆ ·
⎡
⎣ Einc
ηoηiH
inc
⎤
⎦ (r), (2.175)
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where
ZM-CTF11 = ηoT o + ηiT i (2.176)
ZM-CTF12 = −KPV,o −KPV,i −
1
4π
(
Ωo − Ωi
)I×n (2.177)
= −KPV,o −KPV,i −
(
1− Ωi
2π
)
I×n (2.178)
ZM-CTF21 = ηoηi
(KPV,o +KPV,i)+ 1
4π
(
Ωo − Ωi
)
ηoηiI×n (2.179)
= ηoηi
(KPV,o +KPV,i)+ ηoηi
(
1− Ωi
2π
)
I×n (2.180)
ZM-CTF22 = ηiT o + ηoT i. (2.181)
Then, matrix partitions for M-CTF are derived as
Z¯
M-CTF
11 = ηoT¯
T
o + ηiT¯
T
i (2.182)
Z¯
M-CTF
12 = −K¯TPV,o − K¯TPV,i (2.183)
Z¯
M-CTF
21 = ηoηi
(
K¯
T
PV,o + K¯
T
PV,i
)
(2.184)
Z¯
M-CTF
22 = ηiT¯
T
o + ηoT¯
T
i . (2.185)
When discretized, M-CTF is free of identity operators (like the PMCHWT for-
mulation) and involves well-balanced diagonal partitions (like the original CTF)
for low contrasts. In addition to M-CTF, we also consider CNF in (2.32)–(2.35)
in the context of stabilization.
2.3.2 Nonradiating Currents
In surface formulations of closed objects, equivalent surface currents can be de-
composed as
J(r) = nˆ×H(r) = nˆ×H inc(r) + nˆ×Hrad(r) (2.186)
M(r) = −nˆ×E(r) = −nˆ×Einc(r)− nˆ×Erad(r), (2.187)
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where {J inc,M inc} = {nˆ × H inc,−nˆ × Einc} do not radiate outside the sur-
face [30], i.e.,
ηoT o{J inc}(r)−KPV,o{M inc}(r) + Ωi
4π
I×n{M inc}(r) = 0 (2.188)
1
ηo
T o{M inc}(r) +KPV,o{J inc}(r)− Ωi
4π
I×n{J inc}(r) = 0, (2.189)
for r ∈ Do. Equations (2.188) and (2.189) can be projected onto the surface as⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ ηoT o −KPV,o
KPV,o η−1o T o
⎤
⎦ ·
⎡
⎣ nˆ×H inc
−nˆ×Einc
⎤
⎦ (r)
−Ωi
4π
⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ nˆ× nˆ×Einc
nˆ× nˆ×H inc
⎤
⎦ (r) = 0 (2.190)
or ⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ ηoT o −KPV,o
KPV,o η−1o T o
⎤
⎦ ·
⎡
⎣ nˆ×H inc
−nˆ×Einc
⎤
⎦ (r)
= −Ωi
4π
⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ Einc
H inc
⎤
⎦ (r) (2.191)
for r ∈ S.
2.3.3 Conventional Formulations in the Limit Case
As the contrast goes to zero, i.e., i → o and μi → μo, M-CTF in (2.175)–(2.181)
becomes
tˆ ·
⎡
⎣ 0 (Ωi/2π − 1)I×n
η2o
(
1− Ωi/2π
)I×n 0
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r)
+tˆ ·
⎡
⎣ 2ηoT o −2KPV,o
2η2oKPV,o 2ηoT o
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −tˆ ·
⎡
⎣ Einc
η2oH
inc
⎤
⎦ (r) (2.192)
or
tˆ ·
⎡
⎣ ηoT o −KPV,o
η2oKPV,o ηoT o
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −Ωi
4π
tˆ ·
⎡
⎣ Einc
η2oH
inc
⎤
⎦ (r). (2.193)
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Considering the tangential form of (2.191), the solution of (2.193) can be obtained
as J = nˆ×H inc and M = −nˆ×Einc. When the contrast is zero, CNF in (2.32)–
(2.35) reduces to a simpler form, i.e.,
−
⎡
⎣ I 0
0 I
⎤
⎦ ·
⎡
⎣ J
M
⎤
⎦ (r) = −nˆ×
⎡
⎣ H inc
−Einc
⎤
⎦ (r), (2.194)
where the same solution can be obtained trivially. We note that “incident cur-
rents”
{
nˆ×H inc,−nˆ×Einc} do not radiate and conventional forms of surface
formulations satisfy the limit case mathematically. On the other hand, when they
are discretized, these formulations fail to provide accurate results for scattered
ﬁelds from low-contrast objects.
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Figure 2.16: Equivalent (a) electric and (b) magnetic currents on a sphere with
a radius of 0.3 m illuminated by a plane wave at 6 GHz. The sphere is located
in free space and has a relative permittivity of r = 1.0 + 10
−4.
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Figure 2.17: Radiating parts of the (a) electric and (b) magnetic currents de-
picted in Figure 2.16.
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2.3.4 Low-Contrast Breakdown
As the contrast goes to zero, nonradiating currents dominate total currents,
while radiating currents, i.e.,
{
nˆ × Hrad,−nˆ × Erad}, tend to vanish. As an
example, Figure 2.16 presents equivalent electric and magnetic currents on the
surface of a dielectric sphere of radius 0.3 m illuminated by a plane wave at
6 GHz. The sphere is in free space and has a relative dielectric constant of
r = 1.0 + 10
−4. Radiating parts of currents are also depicted in Figure 2.17.
Comparing Figure 2.17 to Figure 2.16, we observe that radiating currents form
very small portions of total currents. Therefore, when total currents are solved
by employing conventional surface formulations, it becomes diﬃcult to perform
calculations accurately enough to capture small radiating currents properly. In
other words, even though surface currents J and M are computed with rela-
tively small error, radiated ﬁelds may not be obtained accurately from them,
since radiating currents are numerically insigniﬁcant compared to nonradiating
currents.
2.3.5 Stabilization of Surface Formulations by Extracting
Nonradiating Currents
In order to calculate scattered ﬁelds from low-contrast objects accurately, we
extract nonradiating parts of currents and solve only radiating currents as un-
knowns of the problem [49]. Applying the stabilization procedure to the tangen-
tial formulation in (2.175)–(2.181), we obtain a stable CTF (S-CTF) as
tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r) = −tˆ ·
⎡
⎣ Einc
ηoηiH
inc
⎤
⎦ (r)
− tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦ (r). (2.195)
82
Using (2.176)–(2.181) and (2.191),
tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ Jrad
M rad
⎤
⎦ (r)
= tˆ ·
⎡
⎣ Y11 Y12
Y21 Y22
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦ (r), (2.196)
where
Y11 = Ωo
Ωi
ηoT o − ηiT i (2.197)
Y12 = −Ωo
Ωi
KPV,o +KPV,i +
(
1− Ωi
2π
)
I×n (2.198)
Y21 = ηoηi
(
Ωo
Ωi
KPV,o −KPV,i
)
− ηoηi
(
1− Ωi
2π
)
(2.199)
Y22 = Ωo
Ωi
ηiT o − ηoT i. (2.200)
When the contrast goes to zero, S-CTF reduces to
tˆ ·
⎡
⎣ ηoT o −KPV,o
KPV,o η−1o T o
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r) = (Ωo − Ωi)
Ωi
×
tˆ ·
⎡
⎣ ηoT o −KPV,o + (Ωi/4π)I×n
KPV,o − (Ωi/4π)I×n η−1o T o
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦ (r), (2.201)
or
tˆ ·
⎡
⎣ ηoT o −KPV,o
KPV,o η−1o T o
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r) = 0 (2.202)
using (2.191), and the solution is zero.
Discretization of S-CTF in (2.196) leads to
⎡
⎣ Z¯M-CTF11 Z¯M-CTF12
Z¯
M-CTF
21 Z¯
M-CTF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦ =
⎡
⎣ Y¯ 11 Y¯ 12
Y¯ 21 Y¯ 22
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦ , (2.203)
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where
Y¯ 11 = ηoT¯
T
o − ηiT¯ Ti (2.204)
Y¯ 12 = −K¯TPV,o + K¯TPV,i (2.205)
Y¯ 21 = ηoηiK¯
T
PV,o − ηoηiK¯TPV,i (2.206)
Y¯ 22 = ηiT¯
T
o − ηoT¯ Ti . (2.207)
In (2.203),
{
aradJ ,a
rad
M
}
and
{
aincJ ,a
inc
M
}
are two sets of vectors involving coeﬃ-
cients expanding radiating and nonradiating currents, respectively, i.e.,
{
nˆ×Hrad(r),−nˆ×Erad(r)
}
=
N∑
n=1
{
aradJ [n],a
rad
M [n]
}
bn(r) (2.208)
{
nˆ×H inc(r),−nˆ×Einc(r)
}
=
N∑
n=1
{
aincJ [n],a
inc
M [n]
}
bn(r), (2.209)
and
aJ = a
rad
J + a
inc
J (2.210)
aM = a
rad
M + a
inc
M . (2.211)
We note that only
{
aradJ ,a
rad
M
}
contribute to radiated ﬁelds.
Extracting nonradiating parts of currents in CNF, we obtain a stable CNF (S-
CNF) as
nˆ×
⎡
⎣ ZCNF11 ZCNF12
ZCNF21 ZCNF22
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r) = −nˆ×
⎡
⎣ H inc
−Einc
⎤
⎦ (r)
− nˆ×
⎡
⎣ ZCNF11 ZCNF12
ZCNF21 ZCNF22
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦ (r). (2.212)
Using (2.33)–(2.35),
nˆ×
⎡
⎣ ZCNF11 ZCNF12
ZCNF21 ZCNF22
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r)
= −nˆ×
⎡
⎣ V11 V12
V21 V22
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦ (r), (2.213)
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where
V11 = V22 = KPV,o −KPV,i (2.214)
V12 = ZCNF12 = η−1o T o − η−1i T i (2.215)
V21 = ZCNF21 = −ηoT o + ηiT i. (2.216)
When the contrast goes to zero, S-CNF reduces to⎡
⎣ I 0
0 I
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r) = 0 (2.217)
and the solution is again zero. S-CNF is discretized as⎡
⎣ Z¯CNF11 Z¯CNF12
Z¯
CNF
21 Z¯
CNF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦ = −
⎡
⎣ V¯ 11 V¯ 12
V¯ 21 V¯ 22
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦ , (2.218)
where
V¯ 11 = V¯ 22 = K¯
N
PV,o − K¯NPV,i (2.219)
V¯ 12 = Z¯
CNF
12 = η
−1
o T¯
N
o − η−1i T¯Ni (2.220)
V¯ 21 = Z¯
CNF
21 = −ηoT¯No + ηiT¯Ni . (2.221)
Left-hand sides (LHSs) of stable formulations are the same as those of their
conventional forms. In other words, the stabilization procedure only requires
a modiﬁcation on RHSs of formulations. On RHSs, both S-CTF and S-CNF
involve operators applied on incident ﬁelds. Since these operators are already
available, the stabilization does not require a signiﬁcant cost in terms of the pro-
cessing time and memory usage. The extra cost is only due to the calculation of
modiﬁed RHSs before iterative solutions, which can be performed in negligible
time compared to other parts of implementations.
In their discrete forms, a direct approach to apply operators on incident ﬁelds is
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to expand ﬁelds in a series of basis functions and perform MVMs. The expansion
can be achieved by using identity operators and solving the equation⎡
⎣ I 0
0 I
⎤
⎦ ·
⎡
⎣ nˆ×H inc
−nˆ×Einc
⎤
⎦ (r) =
⎡
⎣ nˆ×H inc
−nˆ×Einc
⎤
⎦ (r) (2.222)
with MOM. Using local basis functions, such as the RWG functions, identity
operators lead to sparse matrices and the discrete form of (2.222) can be written
as ⎡
⎣ I¯T 0
0 I¯
T
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦ =
⎡
⎣ vNH
−vNE
⎤
⎦ . (2.223)
The solution of (2.223) usually requires negligible time; however, the use of dis-
cretized identity operators may deteriorate the accuracy of results.
Using (2.223) in (2.203) and (2.218), discretized S-CTF and S-CNF can be writ-
ten as⎡
⎣ Z¯M-CTF11 Z¯M-CTF12
Z¯
M-CTF
21 Z¯
M-CTF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦
=
⎡
⎣ Y¯ 11 Y¯ 12
Y¯ 21 Y¯ 22
⎤
⎦ ·
⎡
⎣ I¯T 0
0 I¯
T
⎤
⎦
−1
·
⎡
⎣ vNH
−vNE
⎤
⎦ (2.224)
and⎡
⎣ Z¯CNF11 Z¯CNF12
Z¯
CNF
21 Z¯
CNF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦
= −
⎡
⎣ V¯ 11 V¯ 12
V¯ 21 V¯ 22
⎤
⎦ ·
⎡
⎣ I¯T 0
0 I¯
T
⎤
⎦
−1
·
⎡
⎣ vNH
−vNE
⎤
⎦ , (2.225)
respectively.
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2.3.6 Double-Stabilized Combined Tangential Formula-
tion
The presence of discretized identity operators in (2.223) deteriorates the accuracy
of results obtained with S-CTF and S-CNF. Although this is not critical for S-
CNF, which already involves identity operators on the LHS, the accuracy of S-
CTF can be aﬀected signiﬁcantly. Therefore, to obtain more accurate results, we
developed a double-stabilized CTF (DS-CTF) based on calculating coeﬃcients
related to incident ﬁelds by discretizing and solving the tangential form of (2.191),
i.e., ⎡
⎣ ηoT¯ To −K¯TPV,o
K¯
T
PV,o η
−1
o T¯
T
o
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦ = −0.5
⎡
⎣ vTE
vTH
⎤
⎦ . (2.226)
This formulation is completely free of identity operators. On the other hand, the
improved accuracy comes at the cost of reduced eﬃciency since it is necessary
to solve an additional dense matrix equation rather than the extremely sparse
equation in (2.223). Using (2.226) in (2.203), discretized DS-CTF can be written
as ⎡
⎣ Z¯M-CTF11 Z¯M-CTF12
Z¯
M-CTF
21 Z¯
M-CTF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦ =
−0.5
⎡
⎣ Y¯ 11 Y¯ 12
Y¯ 21 Y¯ 22
⎤
⎦ ·
⎡
⎣ ηoT¯ To −K¯TPV,o
K¯
T
PV,o η
−1
o T¯
T
o
⎤
⎦
−1
·
⎡
⎣ vTE
vTH
⎤
⎦ . (2.227)
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Figure 2.18: (a) Relative error in the solution of scattering problems involving
a sphere with a radius of 0.5λo located in free space. (b) Normalized bistatic
RCS (RCS/λ2o) of a sphere with a radius of 0.5λo and with a relative permittivity
of 1.0 + 10−3 located in free space.
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Figure 2.19: (a) Relative error in the solution of scattering problems involving
a sphere with a radius of 6λo located in free space. (b) Normalized bistatic
RCS (RCS/λ2o) of a sphere with a radius of 6λo and with a relative permittivity
of 1.0 + 10−3 located in free space.
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Figure 2.20: Forward-scattered RCS (m2) of a cube with edges of λo and with a
relative permittivity of 1.0 + 10−4 located in free space with respect to various
discretizations of the scattering problem.
2.3.7 Numerical Results
First, we demonstrate the improved accuracy of stable formulations in the solu-
tion of scattering problems involving a small sphere with a radius of 0.5λo. The
sphere is located in free space and illuminated by a plane wave propagating in
the z direction with the electric ﬁeld polarized in the x direction. Discretization
of the surface with λo/10 mesh size produces 620 triangles and 2 × 930 RWG
functions are employed to expand the unknown surface current densities. Matrix
equations involving 1860 unknowns and obtained by using conventional and sta-
ble formulations are solved iteratively. Matrix elements are computed directly
with 10−2 relative error. Figure 2.18(a) shows the relative error in computed
values of the far-zone electric ﬁeld on the z-x plane with respect to diﬀerent con-
trasts (r − 1) from 10−4 to 10−1. The far-zone co-polar electric ﬁeld is sampled
at 360 points as
E∞θ [n] = lim
r→∞
{
rEθ(r, θn, φ = 0)
}
, (2.228)
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where θn = (n− 1)π/360 for n = 1, 2, . . . , 360. We compute (2.228) by using dif-
ferent integral-equation formulations and by a Mie-series method as a reference.
Then, the relative error is deﬁned as
ΔR =
||E∞C,θ −E∞A,θ||2
||E∞A,θ||2
, (2.229)
where E∞C,θ and E
∞
A,θ are computational and analytical values, respectively, and
||.||2 represents the 2-norm of complex arrays involving 360 elements. Fig-
ure 2.18(a) shows that M-CTF and CNF formulations encounter stability prob-
lems as contrast decreases and they fail to provide accurate results for low-
contrast levels. With stable formulations, however, accuracy does not depend
on the contrast and we obtain accurate results even for r = 1.0 + 10
−4. We
also observe that S-CTF is more accurate than S-CNF. In addition, DS-CTF
provides the most accurate results for low-contrast problems, since its imple-
mentation is completely free of identity terms. Figure 2.18(b) presents the RCS
of the sphere when the contrast is 10−3. Normalized RCS (RCS/λ2o) is plotted
on the z-x plane as a function of the observation angle, where 0◦ corresponds to
the forward-scattering direction. We observe that traditional formulations are
inaccurate, while values obtained by DS-CTF are in agreement with the reference
Mie-series solution.
Figure 2.19 shows the solution of a scattering problem involving a sphere of
radius 6λo discretized with 264,006 unknowns. In Figure 2.19(a), we again con-
sider the relative error for diﬀerent formulations with respect to the contrast of
the sphere. In MLFMA solutions, near-ﬁeld interactions are calculated with at
most 1% error, and far-ﬁeld interactions are computed with three digits of ac-
curacy. Similar to the previous example, stable formulations do not break down
as contrast decreases. In Figure 2.19(b), bistatic RCS values are plotted as a
function of the observation angle when the contrast is 10−3. Conventional for-
mulations are accurate only in the forward-scattering direction (0◦), while the
accuracy is improved signiﬁcantly by using DS-CTF.
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For the solution of the scattering problem involving a sphere of radius 6λo with
0.1 contrast, Table 2.2 lists iteration counts of the CGS method to reduce the
residual error to less than 10−6. We note that extra costs of S-CTF and S-
CNF are negligible compared to M-CTF and CNF, respectively. These stable
formulations require only 8–9 iterations to solve the extremely sparse matrix
equation in (2.223). On the other hand, using DS-CTF doubles the process-
ing time compared to S-CTF since the solution of the dense matrix equation
in (2.226) requires 670 iterations, in addition to 616 iterations for the solution
of the main equation. Table 2.2 also shows that both conventional and stable
tangential formulations (M-CTF, S-CTF, and DS-CTF) require more iterations
than normal formulations (CNF and S-CNF). On the other hand, tangential for-
mulations are generally more accurate to calculate scattered ﬁelds compared to
normal formulations, as usual.
Finally, Figure 2.20 presents results of a scattering problem involving a cube
with edges of 1 m illuminated by a plane wave at 300 MHz. The cube has a
relative permittivity of 1.0 + 10−4 and it is located in free space. Figure 2.20
shows forward-scattered RCS values (m2) for diﬀerent discretizations of the ge-
ometry. Triangulation of the geometry with λo/5 and λo/30 mesh sizes leads to
1008 and 36,756 unknowns, respectively. In the MLFMA implementation, near-
ﬁeld interactions are again calculated with 1% error and far-ﬁeld interactions
are computed with three digits of accuracy. Figure 2.20 indicates that all stable
formulations tend to converge to a limit (correct) value as the discretization be-
comes denser. However, convergence characteristics depend on the formulation
type. We observe that S-CNF and DS-CTF have the slowest and the fastest
convergence rates, respectively. Another interpretation of Figure 2.20 is that the
most accurate results are provided by DS-CTF for a given mesh size. Speciﬁcally,
for the conventional λo/10 triangulation, the error of S-CNF is more than 3%;
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Table 2.2: Number of CGS Iterations (10−6 Residual Error) for the Solution of
a Sphere Problem Discretized with 264,006 Unknowns
CNF M-CTF S-CNF S-CTF DS-CTF
Full System 35 638 33 655 616+670
Sparse System – – 8 9 –
this may not be acceptable since matrix elements are calculated with at most
1% error.
2.3.8 Breakdown of Stable Formulations for Very Low
Contrasts
In the three stable formulations described above, namely, S-CNF, S-CTF, and
DS-CTF, RHSs are obtained by applying inner and outer operators on incident
ﬁelds. In addition, operators are subtracted from each other so that RHSs go to
zero as the contrast decreases. Hence, we call these formulations operator-based
stabilization formulations (OBSFs). Using OBSFs, radiating parts of currents
can be computed accurately for low-contrast objects, i.e., when radiating currents
are numerically insigniﬁcant compared to nonradiating currents. This is because
relatively large nonradiating currents are extracted, and only radiating currents
are solved for. Consequently, OBSFs provide accurate results for low-contrast
problems that cannot be solved accurately with conventional formulations. How-
ever, even OBSFs break down and fail to provide accurate results for very low
contrasts. The reason is numerical errors arising during the computation of RHSs
of OBSFs, which become signiﬁcant when the contrast decreases to very low val-
ues and renders the RHS vanishingly small.
To explain numerical problems in OBSFs, we consider S-CTF in (2.196)–(2.200)
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and its discretization in (2.203)–(2.207). The RHS of S-CTF is obtained by ap-
plying integro-diﬀerential operators on nonradiating currents, i.e., we compute⎡
⎣ wS-CTF1
wS-CTF2
⎤
⎦ =
⎡
⎣ ηoT¯ To −K¯TPV,o
ηoηiK¯
T
PV,o ηiT¯
T
o
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦
−
⎡
⎣ ηiT¯ Ti −K¯TPV,i
ηoηiK¯
T
PV,i ηoT¯
T
i
⎤
⎦ ·
⎡
⎣ aincJ
aincM
⎤
⎦ . (2.230)
Operators related to outer and inner media are applied on tangential incident
ﬁelds (nonradiating currents) in the ﬁrst and the second terms of (2.230), re-
spectively. Then, the second term is subtracted from the ﬁrst term to compute
the RHS. When the contrast is low, the RHS is small, but it is obtained by the
subtraction of two terms that are relatively large. Then, depending on the dis-
cretization and the accuracy of MVMs, the RHS of S-CTF may not be calculated
accurately when the contrast is very low, i.e., when the result of the subtraction
is very small.
In general, OBSFs fail to provide accurate results when the contrast is decreased
to very low values. Therefore, it is desirable to obtain a robust formulation that
is valid for arbitrarily low contrasts. We achieve this by introducing ﬁctitious
ﬁelds and forming RHSs based on the diﬀerence of ﬁelds. This method leads to
accurate calculation of RHSs, even when the contrast is extremely low.
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2.3.9 Field-Based Stabilized Combined-Tangential For-
mulation
When incident ﬁelds are extracted from the LHS, S-CTF in (2.195) can be rewrit-
ten as
tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ Jrad
M rad
⎤
⎦ (r) = −0.5tˆ ·
⎡
⎣ Einc
ηoηiH
inc
⎤
⎦(r)
−tˆ ·
⎡
⎣ ηiT i −KPV,i
ηoηiKPV,i ηoT i
⎤
⎦ ·
⎡
⎣ J inc
M inc
⎤
⎦(r). (2.231)
At this stage, we consider incident ﬁelds as functions of medium parameters, i.e.,
Einc(r) = e(r, o, μo) (2.232)
H inc(r) = h(r, o, μo). (2.233)
Then, we deﬁne ﬁctitious incident ﬁelds as
Eincf (r) = e(r, i, μi) (2.234)
H incf (r) = h(r, i, μi) (2.235)
by using parameters of the inner medium for the outside. This way, similar to
identities in (2.191), we have⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ ηiT i −KPV,i
KPV,i η−1i T i
⎤
⎦ ·
⎡
⎣ nˆ×H incf
−nˆ×Eincf
⎤
⎦ (r)
= −Ωi
4π
⎧⎨
⎩ tˆ·nˆ×
⎫⎬
⎭
⎡
⎣ Eincf
H incf
⎤
⎦ (r). (2.236)
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Finally, by adding and subtracting terms of (2.236) in (2.231), we obtain
tˆ ·
⎡
⎣ ZM-CTF11 ZM-CTF12
ZM-CTF21 ZM-CTF22
⎤
⎦ ·
⎡
⎣ J rad
M rad
⎤
⎦ (r)
= −0.5tˆ ·
⎡
⎣ Einc −Eincf
ηoηi
(
H inc −H incf
)
⎤
⎦ (r)
− tˆ ·
⎡
⎣ ηiT i −KPV,i
ηoηiKPV,i ηoT i
⎤
⎦ ·
⎡
⎣ nˆ× (H inc −H incf )
−nˆ× (Einc −Eincf )
⎤
⎦ (r), (2.237)
which we call ﬁeld-based-stabilized CTF (FBS-CTF). In contrast to OBSFs,
FBS-CTF has a RHS obtained by subtracting real and ﬁctitious incident ﬁelds
from each other. These subtractions can be performed analytically in the con-
tinuous space before the discretization. Then, operators related to the inner
medium are applied to compute the second term of the RHS in (2.237). We note
that the RHS of FBS-CTF is obtained as the sum of two terms, i.e.,⎡
⎣ wFBS-CTF1,1
wFBS-CTF2,1
⎤
⎦ = −0.5tˆ ·
⎡
⎣ Einc −Eincf
ηoηi
(
H inc −H incf
)
⎤
⎦ (r) (2.238)
and⎡
⎣ wFBS-CTF1,2
wFBS-CTF2,2
⎤
⎦ = −tˆ ·
⎡
⎣ ηiT i −KPV,i
ηoηiKPV,i ηoT i
⎤
⎦ ·
⎡
⎣ nˆ× (H inc −H incf )
−nˆ× (Einc −Eincf )
⎤
⎦ (r),
(2.239)
which are both small when the contrast is low. Consequently, the RHS can be
calculated accurately for arbitrarily low contrasts, and it is sensitive to neither
the discretization errors nor numerical errors arising during MVMs. FBS-CTF
can easily be obtained from the conventional CTF implementation and, similar
to S-CTF and S-CNF, its extra cost is also negligible.
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Using the expansion in (2.222), discretization of FBS-CTF leads to
⎡
⎣ Z¯M-CTF11 Z¯M-CTF12
Z¯
M-CTF
21 Z¯
M-CTF
22
⎤
⎦ ·
⎡
⎣ aradJ
aradM
⎤
⎦ = −0.5
⎡
⎣ I¯T 0
0 I¯
T
⎤
⎦
−1
·
⎡
⎣ vTE,f
ηoηiv
T
M,f
⎤
⎦
−
⎡
⎣ ηiT¯ Ti −K¯TPV,i
ηoηiK¯
T
PV,i ηoT¯
T
i
⎤
⎦ ·
⎡
⎣ I¯T 0
0 I¯
T
⎤
⎦
−1
·
⎡
⎣ vNM,f
−vNE,f
⎤
⎦ , (2.240)
where
vTE,f [m] =
∫
Sm
drtm(r) ·
[
Einc(r)−Eincf (r)
]
(2.241)
vTM,f [m] =
∫
Sm
drtm(r) ·
[
H inc(r)−H incf (r)
]
(2.242)
vNE,f [m] =
∫
Sm
drtm(r) · nˆ×
[
Einc(r)−Eincf (r)
]
(2.243)
vNM,f [m] =
∫
Sm
drtm(r) · nˆ×
[
H inc(r)−H incf (r)
]
. (2.244)
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Figure 2.21: Normalized bistatic RCS (RCS/λ2o) of a sphere with a radius of 0.5λo
located in free space, when the relative permittivity of the sphere is (a) 1.0+10−5
and (b) 1.0 + 10−9.
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Figure 2.22: Relative error in the solution of scattering problems involving a
sphere with a radius of 0.5λo located in free space.
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Figure 2.23: Relative error in the solution of scattering problems involving a
sphere with a radius of 0.5λo located in free space. Scattering problems are
solved by using FMM.
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Figure 2.24: (a) Relative error in the solution of scattering problems involving
a sphere with a radius of 6λo located in free space. (b) Normalized bistatic
RCS (RCS/λ2o) of a sphere with a radius of 6λo and with a relative permittivity
of 1.0 + 10−9 located in free space.
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Figure 2.25: (a) Normalized bistatic RCS (RCS/λ2o) of a cube with edges of λo
located in free space. The relative permittivity of the cube is 1.0 + 10−1. RCS
values are obtained by using surface formulations when the mesh size is λo/30.
(b) RCS values obtained with FBS-CTF and EFVIE agree with each other.
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Figure 2.26: (a) Normalized bistatic RCS (RCS/λ2o) of a cube with edges of λo
located in free space. The relative permittivity of the cube is 1.0 + 10−3. RCS
values are obtained by using surface formulations when the mesh size is λo/30.
(b) RCS values obtained with FBS-CTF and EFVIE agree with each other.
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Figure 2.27: (a) Normalized bistatic RCS (RCS/λ2o) of a cube with edges of λo
located in free space. The relative permittivity of the cube is 1.0 + 10−6. RCS
values are obtained by using surface formulations when the mesh size is λo/30.
(b) RCS values obtained with FBS-CTF and EFVIE agree with each other.
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Figure 2.28: Bistatic RCS (dBm2) of a λo × λo × λo/10 slab located in free
space, when the relative permittivity of the slab is (a) 1.1, (b) 1.0 + 10−3, and
(c) 1.0 + 10−6.
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2.3.10 Numerical Results for Very Low Contrasts
Figure 2.21 presents bistatic RCS results for a sphere with a radius of 0.5λo. The
sphere is located in free space and illuminated by a plane wave propagating in the
z direction with the electric ﬁeld polarized in the x direction. Discretization of
the surface with λo/10 mesh size leads to matrix equations with 1860 unknowns.
Matrix elements are computed directly with 10−2 relative error. In Figure 2.21,
the normalized RCS (RCS/λ2o) is plotted as a function of the observation angle
on the z-x plane, where 0◦ corresponds to the forward-scattering direction. The
contrast of the sphere is 10−5 and 10−9 in Figure 2.21(a) and Figure 2.21(b),
respectively. For reference, RCS values are also computed analytically by a
Mie-series solution. When the contrast is 10−5, conventional formulations, i.e.,
M-CTF and CNF, are inaccurate, while stable formulations provide accurate re-
sults that are close to the analytical curve. When the contrast is further reduced
to 10−9, OBSFs also fail to agree with the analytical curve. For this extremely
low contrast, the only formulation that provides accurate results is FBS-CTF.
To further compare formulations, Figure 2.22 presents the relative error deﬁned
in (2.229) as a function of the contrast. We observe that errors of M-CTF and
CNF increase sharply when the contrast decreases below 10−1–10−2, while OB-
SFs break down when the contrast is about 10−5–10−6. On the other hand, the
error of FBS-CTF is almost constant with respect to the contrast. Finally, Fig-
ure 2.23 presents the relative error, when computational values are obtained by
FMM, instead of MOM. Comparing Figure 2.23 with Figure 2.22, we observe
that the extra error introduced by FMM aﬀects the stability of OBSFs signif-
icantly. Speciﬁcally, using FMM, those formulations break down earlier, i.e.,
when the contrast is about 10−4. This is because OBSFs are very sensitive to
numerical errors arising during MVMs. On the other hand, FBS-CTF provides
stable results even with FMM, as depicted in Figure 2.23.
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Figure 2.24 presents results of a scattering problem involving a sphere of 6λo dis-
cretized with λo/10 triangles leading to 264,006 unknowns. Problems are solved
by MLFMA, where near-ﬁeld interactions are calculated with 1% error and far-
ﬁeld interactions are computed with three digits of accuracy. Figure 2.24(a)
depicts bistatic RCS values on the z-x plane when the sphere is illuminated by a
plane wave propagating in the z direction with the electric ﬁeld polarized in the x
direction and the contrast of the sphere is 10−9. We observe that all formulations
except for the FBS-CTF fail to provide accurate results compared to Mie-series
solution. RCS values provided by FBS-CTF deviate from analytical results only
around 90◦, where scattering is very low. As presented in Figure 2.24(b), the
accuracy of FBS-CTF is stable for all values of the contrast from 10−1 to 10−9.
OBSFs are also stable in the 10−1–10−5 range, while they oﬀer diﬀerent levels
of accuracy depending on the use of the identity operator. However, they break
down when the contrast decreases below 10−5. Finally, as in the previous exam-
ples, conventional CTF and CNF break down immediately below 10−1 contrast,
testifying to the need for stabilized formulations.
Next, we consider the solution of scattering problems involving a cube with
edges of λo discretized with λo/30 triangles. The cube is in free space and it is
illuminated by a plane wave propagating in the z direction with the electric ﬁeld
polarized in the x direction. We consider three diﬀerent relative permittivities
for the cube, i.e., 1.1, 1.0 + 10−3, and 1.0 + 10−6, corresponding to 10−1, 10−3,
and 10−6 contrasts, respectively. Scattering problems are solved by FMM, where
near-ﬁeld interactions are calculated with 1% error and far-ﬁeld interactions are
computed with three digits of accuracy. Figure 2.25 presents the normalized RCS
(RCS/λ2o) as a function of the observation angle on the z-x plane, where 0
◦ corre-
sponds to the forward-scattering direction. The contrast of the cube is 10−1. As
depicted in Figure 2.25(a), there are relatively small discrepancies among results
obtained by using diﬀerent formulations. In Figure 2.25(b), we compare RCS
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values obtained by using FBS-CTF with those obtained by using the electric-
ﬁeld volume integral equation (EFVIE) [48], which is immune to low-contrast
problems. Figure 2.25(b) conﬁrms that FBS-CTF and other surface formula-
tions are accurate when the contrast of the cube is 10−1. Figure 2.26 compares
bistatic RCS values obtained by various formulations as the contrast of the cube
is decreased to 10−3. In this case, RCS values obtained by using conventional
formulations, namely, M-CTF and CNF, are inconsistent with values obtained
by using stable formulations, i.e., S-CNF, S-CTF, DS-CTF, and FBS-CTF. As
demonstrated in Figure 2.26(d), FBS-CTF (and other stable formulations) are
consistent with VIE. Hence, we conclude that stable formulations are accurate,
while M-CTF and CNF break down when the contrast of the cube is 10−3. Fi-
nally, Figure 2.27 presents bistatic RCS results, when the contrast of the cube is
very low, i.e., 10−6. As opposed to the previous examples, RCS values obtained
with OBSFs (S-CNF, S-CTF, and DS-CTF) and FBS-CTF are not consistent.
In Figure 2.27(d), we again compare FBS-CTF with VIE, where the two for-
mulations agree well with each other. This proves that only FBS-CTF provides
accurate results, while other surface formulations break down when the contrast
is 10−6.
Finally, Figure 2.28 presents results of scattering problems involving a λo× λo×
λo/10 dielectric slab, where λo = 1 m is the wavelength outside the object (free
space). The slab is located at the origin as depicted in the insets of Fig 2.28, and
it is illuminated by a plane wave propagating in the z direction with the electric
ﬁeld polarized in the x direction. We consider three diﬀerent relative permit-
tivities for the slab, i.e., 1.1, 1.0 + 10−3, and 1.0 + 10−6, corresponding to 0.1,
10−3, and 10−6 contrasts, respectively. The slab is discretized with λo/20 mesh
size leading to matrix equations with 11,424 unknowns. Scattering problems are
solved by using FMM, where near-ﬁeld interactions are calculated with 1% error
and far-ﬁeld interactions are computed with three digits of accuracy. We plot
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the bistatic RCS in dBm2 as a function of the observation angle on the z-x plane.
RCS values obtained by using M-CTF and FBS-CTF are compared with those
obtained by using EFVIE. As depicted in Figure 2.28(a), M-CTF and FBS-CTF
are consistent with EFVIE when the contrast of the slab is relatively large (0.1).
As the contrast decreases to 10−3 and 10−6, however, RCS values obtained with
M-CTF become inconsistent with values obtained with FBS-CTF and EFVIE.
Similar to the previous examples, FBS-CTF is accurate and agrees well with the
reference EFVIE for all contrasts.
2.4 Composite Objects with Multiple Dielectric
and Metallic Regions
Surface formulations can easily be extended to those problems including compos-
ite objects with multiple dielectric and PEC regions. The generalized procedure
consists of the following main stages:
• Formulate an equivalent problem for each nonmetallic domain by deﬁning
equivalent currents, applying operators on currents, and enforcing bound-
ary conditions for tangential ﬁelds.
• Perform a discretization for each domain by employing oriented basis and
testing functions.
• Combine related unknowns on boundaries and corresponding equations to
form a single matrix equation to solve.
• Calculate radiated electric and magnetic ﬁelds from equivalent currents.
This generalized procedure is extensively discussed in [38] in the context of a
EFIE-CFIE-PMCHWT formulation, together with various techniques to handle
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junctions, i.e., those locations where three or more domains intersect.
As demonstrated in Section 2.2, JMCFIE is a preferable formulation in terms
of accuracy and eﬃciency for the solution of problems involving homogeneous
dielectric objects. In numerical solutions employing the RWG functions, JMC-
FIE is more accurate than normal formulations, such as CNF and MNMF. In
addition, iterative solutions of problems involving large and complicated objects
are more eﬃcient with JMCFIE, which requires fewer iterations than CNF and
MNMF. For a given discretization with the RWG functions, tangential formula-
tions, such as CTF, may provide more accurate results than JMCFIE. On the
other hand, matrix equations obtained with tangential formulations are diﬃcult
to solve iteratively. In fact, improving the accuracy of JMCFIE solutions to lev-
els of tangential formulations by reﬁning the discretization can be more eﬃcient
than using tangential formulations with coarse discretizations. Moreover, JMC-
FIE becomes essential for large problems, which might not easily be solved with
tangential formulations. In this section, we extend the MLFMA solution of JM-
CFIE to those problems involving composite structures with multiple dielectric
and PEC regions. We mainly focus on the eﬃciency of solutions and investigate
the number of iterations for increasingly large objects.
Consider the general case involving U regions, namely, D0, D1, . . . , DU−1, and
D0 is a region extending to inﬁnity. Each region Du for u = 0, 1, . . . , (U − 1) is
either metallic with perfect conductivity or lossless dielectric with constant elec-
tromagnetic parameters, i.e., permittivity u and permeability μu. We assume
that each region Du has a nonzero volume and is bounded by a closed surface
Su. Then,
Su =
U∑
v=1
v =u
Suv, (2.245)
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where Suv = Svu is the interface between regions Du and Dv. We also assume
that there is no junction where three or more regions intersect. For an interface
Suv for u < v, the unit normal vector nˆ is directed into the region Du.
2.4.1 Discretization
For numerical solutions, surface currents are expanded in a series of basis func-
tions. Since we assume that there is no junction, each basis function is located
on the interface of two regions, such as Du and Dv. For u < v, Du and Dv are
called the ﬁrst and the second regions, respectively, of the basis function. In
addition, basis functions are indexed by ﬁrst considering nonmetallic surfaces,
which involve ND ≤ N basis functions. On these surfaces, which separate two
dielectric regions, both electric and magnetic currents are expanded in a series
of the same set of basis functions bn for n = 1, 2, . . . , ND. Remaining (N −ND)
basis functions, if any, are deﬁned on metallic surfaces to expand the electric
current. Using a Galerkin scheme for the discretization, we employ the same
set of functions as testing functions, i.e., there are N testing functions to test
boundary conditions.
In general, discretizations of JMCFIE lead to (N + ND) × (N + ND) dense
matrix equations in the form of⎡
⎢⎣
[
Z¯
JMCFIE
11
]
N×N
[
Z¯
JMCFIE
12
]
N×ND[
Z¯
JMCFIE
21
]
ND×N
[
Z¯
JMCFIE
22
]
ND×ND
⎤
⎥⎦ ·
⎡
⎣ aJ
aM
⎤
⎦ =
⎡
⎣ wJMCFIE1
wJMCFIE2
⎤
⎦ . (2.246)
Consider the interaction between a basis function bn and a testing function tm,
and let a dielectric region Du be common for the two functions. Then, the
corresponding matrix element in the diagonal partition Z¯
JMCFIE
11 in (2.246) can
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be written as
Z¯
JMCFIE
11 [m,n]
+←−− ξnξm
2
∫
Sm
drtm(r) · bn(r)
+ ξn
∫
Sm
drtm(r) · nˆ×KPV,u{bn}(r)
+ ξnξm
∫
Sm
drtm(r) · T u{bn}(r), (2.247)
where we use the
+←− notation to indicate the cumulative addition operation,
since the value in (2.247) may not be the only contribution to Z¯
JMCFIE
11 [m,n].
Speciﬁcally, if tm and bn are on the same nonmetallic surface, both re-
gions of these functions are common, and the corresponding matrix element
Z¯
JMCFIE
11 [m,n] involves two sets of contributions, i.e., interactions of basis and
testing functions through the two regions. In (2.247), signs ξm = ±1 and ξn = ±1
are determined by the orientation of basis and testing functions. If the common
region Du is the “ﬁrst” region for the basis (testing) function, then ξn = +1
(ξm = +1); otherwise, ξn = −1 (ξm = −1).
When the basis function bn is not on a metallic surface, i.e., n ≤ ND, there
exists a matrix element Z¯
JMCFIE
12 [m,n] in (2.246). A contribution to this element
due to the interaction of basis and testing functions through the common region
Du can be written as
Z¯
JMCFIE
12 [m,n]
+←−− ξn
2
η−1u
∫
Sm
drtm(r) · nˆ× bn(r)
+ ξnη
−1
u
∫
Sm
drtm(r) · nˆ× T u{bn}(r)
− ξnξmη−1u
∫
Sm
drtm(r) ·KPV,u{bn}(r). (2.248)
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When the testing function tm is not on a metallic surface, i.e., m ≤ ND, there
exists a matrix element Z¯
JMCFIE
21 [m,n] with a contribution as
Z¯
JMCFIE
21 [m,n]
+←−ξn
2
ηu
∫
Sm
drtm(r) · nˆ× bn(r)
− ξnηu
∫
Sm
drtm(r) · nˆ× T u{bn}(r)
+ ξnξmηu
∫
Sm
drtm(r) ·KPV,u{bn}(r). (2.249)
Finally, when both basis and testing functions are not on metallic surfaces, there
exists a matrix element Z¯
JMCFIE
22 [m,n], which is equal to the corresponding ele-
ment of Z¯
JMCFIE
11 [m,n], i.e.,
Z¯
JMCFIE
22 [m,n] = Z¯
JMCFIE
11 [m,n], (2.250)
for m ≤ ND and n ≤ ND.
In general, each nonmetallic region may host some external sources that produce
incident electric and magnetic ﬁelds, i.e., Eincu and H
inc
u . Consider a testing
function tm on the surface of a nonmetallic region Du. Incident ﬁelds in Du are
tested by tm and added to the related element in the upper partition of the RHS
vector, i.e.,
wJMCFIE1 [m]
+←−− ξm
∫
Sm
drtm(r) · nˆ×H incu (r)
− ξmη−1u
∫
Sm
drtm(r) ·Eincu (r), (2.251)
where ξm = ±1 is determined by the orientation of tm. In addition, when the
testing function tm is not on a metallic surface, i.e., m < ND, there exists a
corresponding element in the second partition of the RHS vector in (2.246).
Contribution to this element due to incident ﬁelds in region Du can be written
as
wJMCFIE2 [m]
+←−ξm
∫
Sm
drtm(r) · nˆ×Eincu (r)
− ξmηu
∫
Sm
drtm(r) ·H incu (r). (2.252)
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2.4.2 Special Case: Coated Dielectric or Metallic Object
In the case of a coated dielectric object, there are three nonmetallic regions,
namely, D0, D1, and D2, while D1 is between D0 and D2. Since there is no
metallic surface, ND = N , and the size of the resulting matrix equation is 2N ×
2N . Let the ﬁrst N01 basis/testing functions and the remaining N02 = (N−N01)
basis/testing functions be deﬁned on surfaces S01 and S02, respectively. Each
partition in (2.246) can be divided into four sub-partitions, i.e.,
Z¯
JMCFIE
ab =
⎡
⎣ Z¯JMCFIEab,11 Z¯JMCFIEab,12
Z¯
JMCFIE
ab,21 Z¯
JMCFIE
ab,22
⎤
⎦
N×N
(2.253)
for a = 1, 2 and b = 1, 2. In (2.253), Z¯
JMCFIE
ab,11 and Z¯
JMCFIE
ab,22 represent N01 ×N01
and N02 × N02 matrices containing interactions of basis and testing functions
located on S01 and S02, respectively. For m,n = 1, 2, . . . , N01,
Z¯
JMCFIE
11,11 [m,n] = Z¯
JMCFIE
22,11 [m,n] = −
∫
Sm
drtm(r) · bn(r)
+
∫
Sm
drtm(r) · nˆ×
[KPV,0 −KPV,1]{bn}(r)
+
∫
Sm
drtm(r) ·
[T 0 + T 1]{bn}(r) (2.254)
Z¯
JMCFIE
12,11 [m,n] =
1
2
(η−11 − η−10 )
∫
Sm
drtm(r) · nˆ× bn(r)
+
∫
Sm
drtm(r) · nˆ×
[
η−10 T 0 − η−11 T 1
]{bn}(r)
−
∫
Sm
drtm(r) ·
[
η−10 KPV,0 + η−11 KPV,1
]{bn}(r) (2.255)
Z¯
JMCFIE
21,11 [m,n] =
1
2
(η0 − η1)
∫
Sm
drtm(r) · nˆ× bn(r)
−
∫
Sm
drtm(r) · nˆ×
[
η0T 0 − η1T 1
]{bn}(r)
+
∫
Sm
drtm(r) ·
[
η0KPV,0 + η1KPV,1
]{bn}(r). (2.256)
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For m,n = (N01+1), (N01+2), . . . , (N01+N02), and (m
′, n′) = (m−N01, n−N01),
Z¯
JMCFIE
11,22 [m
′, n′] = Z¯JMCFIE22,22 [m
′, n′] = −
∫
Sm
drtm(r) · bn(r)
+
∫
Sm
drtm(r) · nˆ×
[KPV,1 −KPV,2]{bn}(r)
+
∫
Sm
drtm(r) ·
[T 1 + T 2]{bn}(r) (2.257)
Z¯
JMCFIE
12,22 [m
′, n′] =
1
2
(η−12 − η−11 )
∫
Sm
drtm(r) · nˆ× bn(r)
+
∫
Sm
drtm(r) · nˆ×
[
η−11 T 1 − η−12 T 2
]{bn}(r)
−
∫
Sm
drtm(r) ·
[
η−11 KPV,1 + η−12 KPV,2
]{bn}(r) (2.258)
Z¯
JMCFIE
21,22 [m
′, n′] =
1
2
(η1 − η2)
∫
Sm
drtm(r) · nˆ× bn(r)
−
∫
Sm
drtm(r) · nˆ×
[
η1T 1 − η2T 2
]{bn}(r)
+
∫
Sm
drtm(r) ·
[
η1KPV,1 + η2KPV,2
]{bn}(r). (2.259)
On the other hand, the oﬀ-diagonal sub-partitions, i.e., Z¯
JMCFIE
ab,12 and Z¯
JMCFIE
ab,21 ,
involve interactions of basis and testing functions that are located on diﬀerent
surfaces. These basis and testing functions interact only through the region D1.
For m = 1, 2, . . . , N01, n = (N01+1), (N01+2), . . . , (N01+N02), and n
′ = n−N01,
Z¯
JMCFIE
11,12 [m,n
′] = Z¯22,12[m,n′] =
1
2
∫
Sm
drtm(r) · bn(r)
+
∫
Sm
drtm(r) · nˆ×KPV,1{bn}(r)
−
∫
Sm
drtm(r) · T 1{bn}(r) (2.260)
Z¯
JMCFIE
12,12 [m,n
′] = −η
−1
1
2
∫
Sm
drtm(r) · nˆ× bn(r)
+ η−11
∫
Sm
drtm(r) · nˆ× T 1{bn}(r)
+ η−11
∫
Sm
drtm(r) ·KPV,1{bn}(r) (2.261)
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Z¯
JMCFIE
21,12 [m,n
′] =
η1
2
∫
Sm
drtm(r) · nˆ× bn(r)
− η1
∫
Sm
drtm(r) · nˆ× T 1{bn}(r)
− η1
∫
Sm
drtm(r) ·KPV,1{bn}(r). (2.262)
For m = (N01+1), (N01+2), . . . , (N01+N02), n = 1, 2, . . . , N01, and m
′ = m−N01,
Z¯
JMCFIE
11,21 [m
′, n] = Z¯22,21[m′, n] =
1
2
∫
Sm
drtm(r) · bn(r)
−
∫
Sm
drtm(r) · nˆ×KPV,1{bn}(r)
−
∫
Sm
drtm(r) · T 1{bn}(r) (2.263)
Z¯
JMCFIE
12,21 [m
′, n] =
η−11
2
∫
Sm
drtm(r) · nˆ× bn(r)
− η−11
∫
Sm
drtm(r) · nˆ× T 1{bn}(r)
+ η−11
∫
Sm
drtm(r) ·KPV,1{bn}(r) (2.264)
Z¯
JMCFIE
21,21 [m
′, n] = −η1
2
∫
Sm
drtm(r) · nˆ× bn(r)
+ η1
∫
Sm
drtm(r) · nˆ× T 1{bn}(r)
− η1
∫
Sm
drtm(r) ·KPV,1{bn}(r). (2.265)
Next, we consider a coated metallic object in homogeneous space. In this case,
there are two nonmetallic regions, i.e., D0 and D1, and the size of the matrix
equation is (N +ND)× (N +ND), where ND < N . Let the ﬁrst ND basis/testing
functions be located on the surface S01 and the remaining N02 = (N − ND)
basis/testing functions be located on the metallic surface S02. Then, the expres-
sions for matrix elements in the diagonal partition Z¯
JMCFIE
11 are the same as the
expressions in (2.254), (2.257), (2.260), and (2.263), which are derived for the
coated dielectric object. On the other hand, the oﬀ-diagonal partition Z¯
JMCFIE
12
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becomes a rectangular matrix with two sub-partitions, i.e.,
Z¯
JMCFIE
12 =
⎡
⎣ Z¯JMCFIE12,11
Z¯
JMCFIE
12,21
⎤
⎦
N×ND
, (2.266)
where matrix elements Z¯
JMCFIE
12,11 [m,n] and Z¯
JMCFIE
12,21 [m
′, n] for m,n = 1, 2, . . . , ND
and m′ = 1, 2, . . . , N02 are calculated as in (2.255) and (2.264). The oﬀ-diagonal
partition Z¯
JMCFIE
21 also becomes a rectangular matrix, i.e.,
Z¯
JMCFIE
21 =
[
Z¯
JMCFIE
21,11 Z¯
JMCFIE
21,12
]
ND×N
, (2.267)
where sub-partitions Z¯
JMCFIE
21,11 [m,n] and Z¯
JMCFIE
21,12 [m,n
′] for m,n = 1, 2, . . . , ND,
and n′ = 1, 2, . . . , N02 are calculated as in (2.256) and (2.262). Finally, the
diagonal partition Z¯
JMCFIE
22 is an ND×ND matrix with elements Z¯JMCFIE22 [m,n] =
Z¯
JMCFIE
11 [m,n] for m,n = 1, 2, . . . , ND.
2.4.3 Solutions of Composite Problems with the Multi-
level Fast Multipole Algorithm
For a general problem involving U regions, MLFMA must be applied for each
nonmetallic region separately [83]. This is because radiated and incoming ﬁelds
of boxes are deﬁned and sampled on the unit sphere, and the number of samples
depends on the box size as measured by the wavelength [1]. For each region Du,
we perform four MVMs with four partitions of the system matrix, i.e.,
y1 = Z¯
JMCFIE
11,u · xJ + Z¯JMCFIE12,u · xM (2.268)
y2 = Z¯
JMCFIE
21,u · xJ + Z¯JMCFIE22,u · xM , (2.269)
where coeﬃcients xJ and xM are provided by the iterative algorithm. We note
that a set of aggregation, translation, and disaggregation stages is performed
once for a multiplication with a partition, although each partition involves some
combination of integro-diﬀerential operators. This is possible, since radiated and
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incoming ﬁelds do not depend on the type of the integro-diﬀerential operator.
Only receiving patterns of testing functions depend on the operator and the
testing type as given in (2.136)–(2.143). At the beginning of an aggregation stage,
radiation patterns of basis functions are multiplied with coeﬃcients provided by
the iterative algorithm and combined to obtain radiated ﬁelds of boxes at the
lowest level. In the aggregation stage performed for a region Du, only basis
functions located on the surface of the region (Su) are considered. Besides, for
partitions Z¯
JMCFIE
12,u and Z¯
JMCFIE
22,u , basis functions located on metallic surfaces
are omitted. At the end of a disaggregation stage, incoming ﬁelds are received
by testing functions. Similar to the aggregation stage, a disaggregation stage
performed for a region Du involves only testing functions located on the surface
of the region. In addition, testing functions located on metallic surfaces do not
receive incoming ﬁelds for partitions Z¯
JMCFIE
21,u and Z¯
JMCFIE
22,u . Finally, signs ξm
and ξn in (2.247), (2.248), (2.249), and (2.250), are introduced when radiation
patterns of basis functions are combined or when incoming ﬁelds are multiplied
with receiving patterns of testing functions at the lowest level.
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Figure 2.29: Iteration counts for the solution of scattering problems involving a
dielectric sphere of radius a coated with a dielectric shell of radius 2a, where a
changes from 0.5λo to 2.5λo. (a) Low-contrast case when relative permittivities of
the core and the shell are 4.0 and 2.0, respectively. (b) High-contrast case when
relative permittivities of the core and the shell are 2.0 and 4.0, respectively.
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Figure 2.30: Iteration counts for the solution of scattering problems involving
a PEC sphere of radius a coated with a dielectric shell of radius 2a, where a
changes from 0.5λo to 2.5λo. The relative permittivity of the shell is (a) 2.0 and
(b) 4.0.
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Figure 2.31: Iteration counts for the solution of scattering problems involving
a dielectric cube coated with a dielectric shell. The core and the shell have
edges of a and 2a, respectively, where a changes from 0.5λo to 2.5λo. (a) Low-
contrast case when relative permittivities of the core and the shell are 4.0 and
2.0, respectively. (b) High-contrast case when relative permittivities of the core
and the shell are 2.0 and 4.0, respectively.
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Figure 2.32: Iteration counts for the solution of scattering problems involving
a PEC cube coated with a dielectric shell. The core and the shell have edges
of a and 2a, respectively, where a changes from 0.5λo to 2.5λo. The relative
permittivity of the shell is (a) 2.0 and (b) 4.0.
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Figure 2.33: Normalized bistatic RCS (RCS/λ2o) of a structure involving spheres
of radii 5λo and 10λo, when (a) relative permittivities of the core and the shell
are 4.0 and 2.0, respectively, and (b) relative permittivities of the core and the
shell are 2.0 and 4.0, respectively.
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Figure 2.34: Normalized bistatic RCS (RCS/λ2o) of a structure involving spheres
of radii 5λo and 10λo, when (a) the core is metallic and the relative permittivity
of the shell is 2.0 and (b) the core is metallic and the relative permittivity of the
shell is 4.0.
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2.4.4 Numerical Results
In this section, we present iterative solutions for various scattering problems and
investigate their iteration counts when solutions are accelerated with 2PBDP
and 4PBDP, in addition to the NP case. For those problems involving metallic
surfaces, oﬀ-diagonal partitions of 4PBDP are rectangular matrices. In addition,
blocks in oﬀ-diagonal partitions are not necessarily square, and some of them
can be rectangular, depending on the object and the recursive clustering scheme
in MLFMA. Scatterers are located in free space and illuminated by a plane wave
propagating in the z direction with the electric ﬁeld polarized in the x direction.
Surfaces are discretized with the RWG functions on λo/10 triangulations, where
λo is the wavelength outside objects (free space), and iterative solutions are per-
formed using the BiCGStab algorithm. In all solutions, MVMs are accelerated
via MLFMA, and the relative residual error for the iterative convergence is set
to 10−3.
Figure 2.29 depicts iteration counts for the solution of scattering problems in-
volving a spherical composite object with multiple dielectric regions. A dielectric
sphere of radius a is coated with a dielectric shell of radius 2a, where a changes
from 0.5λo to 2.5λo. Discretizations of problems lead to 13,176 and 316,032 un-
knowns, respectively, when a = 0.5λo and a = 2.5λo. Figure 2.29(a) presents
iteration counts with respect to the number of unknowns when relative per-
mittivities of the core and the shell are 4.0 and 2.0, respectively. In this case,
2PBDP reduces iteration counts substantially in comparison to the NP case,
while 4PBDP does not provide a signiﬁcant improvement over 2PBDP. On the
other hand, when permittivities of the shell and the core are exchanged, we
obtain iteration counts depicted in Figure 2.29(b), where 4PBDP presents a su-
perior performance in comparison to 2PBDP. Due to the relatively high contrast
between the shell and free space, solutions of JMCFIE become diﬃcult without
preconditioning. For example, when a = 1.67λo, convergence cannot be achieved
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in 1000 iterations. 2PBDP accelerates the convergence for large problems, but
the improvement is not suﬃcient. Using 4PBDP, the number of iterations is less
than 100 for all solutions in Figure 2.29.
Next, we consider iterative solutions of scattering problems involving a spher-
ical composite object with dielectric and metallic parts. In this case, a metallic
sphere of radius a is coated with a dielectric shell of radius 2a, where a changes
from 0.5λo to 2.5λo. Figure 2.30 presents iteration counts with respect to the
number of iterations. Similar to the previous example, 2PBDP reduces iteration
counts signiﬁcantly for the low-contrast case, i.e., when the relative permittivity
of the shell is 2.0, as depicted in Figure 2.30(a). In this case, 4PBDP provides
some improvement over 2PBDP, as the problem size grows. When the relative
permittivity of the shell is 4.0, however, 4PBDP accelerates iterative solutions
signiﬁcantly, compared to 2PBDP. In fact, 2PBDP decelerates solutions for large
problems, and there is a large discrepancy between performances of 2PBDP and
4PBDP. Using 4PBDP, the number of iterations is again less than 100 for all
solutions in Figure 2.30.
We also consider electromagnetics problems involving composite objects with
sharp edges and corners. Figure 2.31 presents iteration counts for the solution
of scattering problems involving a coated dielectric cube. The core and the shell
have edges of a and 2a, respectively, where a changes from 0.5λo to 2.5λo. Faces
of the object are parallel to the coordinate axes. Discretizations of problems
lead to matrix equations with 9864 to 228,132 unknowns. Figure 2.31(a) depicts
iteration counts as a function of the number of unknowns, when relative per-
mittivities of the core and the shell are 4.0 and 2.0, respectively. Results are
similar to those for the spherical object depicted in Figure 2.29(a), i.e., 2PBDP
accelerates iterative solutions signiﬁcantly, and 4PBDP further reduces iteration
counts slightly compared to 2PBDP. When relative permittivities of the core and
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the shell are exchanged, however, 4PBDP performs much better than 2PBDP, as
depicted in Figure 2.31(b). On the other hand, unlike solutions of the spherical
object in Figure 2.29(b), 2PBDP is also eﬀective for the high-contrast case in
Figure 2.31(b). This is probably due to the larger numbers of elements being
used in constructing 2PBDP for the cubic object, i.e., boxes at the lowest level of
the multilevel tree are more populated for the cubic object than for the spherical
object. Nevertheless, 4PBDP is again preferable for all solutions in Figure 2.31.
Figure 2.32 presents the solution of scattering problems involving a coated metal-
lic cube. Sizes of the core and the shell are the same as those in the coated
dielectric cube. Similar to the previous examples, 4PBDP provides the most
eﬃcient results, and it presents improved convergence in comparison to 2PBDP,
when the contrast is high.
Finally, to demonstrate the eﬀectiveness of an implementation involving
MLFMA, JMCFIE, and 4PBDP, we present the solution of large scattering prob-
lems discretized with 1,264,128 unknowns. A sphere of radius 5λo is placed inside
another sphere of radius 10λo. We consider four diﬀerent cases:
• Relative permittivities of the core and the shell are 4.0 and 2.0, respectively.
• Relative permittivities of the core and the shell are 2.0 and 4.0, respectively.
• The core is metallic and the relative permittivity of the shell is 2.0.
• The core is metallic and the relative permittivity of the shell is 4.0.
Scattering problems are solved via 6-level MLFMA, and iteration counts are
101, 283, 75, and 187, respectively, for 10−3 residual error. Figures 2.33 and
2.34 presents normalized bistatic RCS (RCS/λ2o) values on the z-x plane, where
0◦ and 180◦ correspond to forward-scattering and back-scattering directions, re-
spectively. Computational values are compared with analytical values obtained
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by Mie-series solutions. We observe that computational and analytical results
agree perfectly.
◦
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Chapter 3
Solutions of Electromagnetics
Problems Involving
Perfectly-Conducting Objects
In this chapter, we consider the solution of electromagnetics problems involving
three-dimensional PEC objects. Using a Galerkin scheme for the discretization,
T-EFIE, N-MFIE, and T-N-CFIE in (2.152), (2.154), and (2.156), respectively,
are stable formulations for PEC surfaces. For the sake of brevity, those formula-
tions are called EFIE, MFIE, and CFIE. We also introduce hybrid formulations
for the solution of electromagnetics problems involving composite structures with
coexisting open and closed metallic surfaces. Our investigations show that normal
and mixed formulations, such as MFIE and CFIE, are noticeably and consistently
more inaccurate than tangential formulations, such as EFIE. Computational ex-
periments also show that the source of the excessive error in those formulations
is well-tested identity operators. We improve the accuracy of MFIE and CFIE
to levels of EFIE by employing more appropriate basis functions instead of the
conventional RWG functions.
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3.1 Integral-Equation Formulations of Perfectly-
Conducting Objects
For PEC objects, the boundary condition for the tangential electric ﬁeld can be
used to derive EFIE as
tˆ · ik
∫
S
dr′
[
J(r′) +
1
k2
∇′ · J(r′)∇
]
g(r, r′) = −tˆ · η−1Einc(r), (3.1)
where the scattered or radiated electric ﬁeld is expressed in terms of the induced
(unknown) surface current J . Similar to EFIE, MFIE is derived by using the
boundary condition for the tangential magnetic ﬁeld on the surface as
−Ωo
4π
J(r) + nˆ×
∫
PV,S
dr′J(r′)×∇′g(r, r′) = −nˆ×H inc(r), (3.2)
where the observation point approaches the closed surface S from the outside.
Finally, the conventional CFIE is a convex combination of EFIE and MFIE [20],
i.e.,
CFIE = αEFIE + (1− α)MFIE, (3.3)
where α is a parameter between 0 and 1.
Discretizations of EFIE and MFIE lead to N ×N matrix equations as
Z¯E · a = wE (3.4)
Z¯M · a = wM . (3.5)
Elements of Z¯ and w are derived in Chapter 2. Speciﬁcally,
Z¯E [m,n] = T¯
T
[m,n] (3.6)
Z¯M [m,n] = −1
2
I¯
T
[m,n] + K¯
N
PV [m,n] (3.7)
wE [m] = −η−1vTE [m] (3.8)
wM [m] = −vNH [m] (3.9)
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for m,n = 1, 2, . . . , N , where K¯
N
PV , T¯
T
, I¯
T
, vTE , and v
N
H are deﬁned in (2.51),
(2.52), (2.54), (2.57), and (2.60), respectively. Using the deﬁnition in (3.3),
matrix equations obtained from CFIE can be derived as
Z¯C · a = wC , (3.10)
where
Z¯C [m,n] = αZ¯E[m,n] + (1− α)Z¯M [m,n] (3.11)
wC [m] = αwE [m] + (1− α)wM [m]. (3.12)
3.1.1 Comments on Integral-Equation Formulations
In surface formulations of electromagnetic scattering and radiation problems in-
volving metallic objects, EFIE, MFIE, and CFIE can be employed either at our
discretion or due to limitations imposed by the problem. We list advantages and
disadvantages of those formulations as follows:
• EFIE can be used to formulate both open and closed surfaces. An open
surface can be thought of as the limit case of squeezing a closed surface into
zero thickness so that the open surface is formed by merging the two oppo-
site surfaces of an inﬁnitely thin geometry. Then, the current distribution
on the two sides of the thin structure becomes indistinguishable, and they
are simply combined into a single equivalent current to be solved as the
unknown of the problem [31],[77]. For open surfaces, EFIE in (3.1) is still
applicable since the implied boundary condition remains valid in this limit
case. Although the current term J in (3.1) and (3.2) are the same, MFIE
is not applicable to open surfaces. Since it contains MFIE, CFIE in (3.3)
is also not applicable to open surfaces.
• For closed objects, EFIE and MFIE suﬀer from internal resonances. In
vicinities of discrete frequencies, matrix equations obtained from EFIE and
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MFIE have null-space solutions, i.e.,
Z¯E,M · a = 0, a 
= 0. (3.13)
As a major advantage, CFIE is free of internal resonances experienced by
EFIE and MFIE [20].
• EFIE is a tangential formulation and its discretization usually produces ill-
conditioned matrix equations that are diﬃcult to solve iteratively. Being
a normal formulation, MFIE involves well-tested identity operators, which
leads to well-conditioned matrix equations that are crucial for iterative
solvers, such as MLFMA. Finally, choosing a proper coupling parameter
α, CFIE leads to better-conditioned matrix equations, compared to both
EFIE and MFIE [52],[54].
• EFIE suﬀers from the low-frequency breakdown problem [67],[68]. Ma-
trix equations obtained from EFIE discretized with ordinary functions,
such as the RWG functions, become increasingly ill-conditioned as the dis-
cretization is reﬁned. Since it contains EFIE, CFIE is also aﬀected by
the low-frequency breakdown [69],[70]. However, MFIE is stable unless the
frequency is extremely low [72].
• MFIE is suitable for hybridization with the physical optics (PO) method
since both are based on the same magnetic ﬁeld boundary condition [29].
• Using a Galerkin scheme, EFIE produces symmetric matrix equations,
whereas MFIE and CFIE do not.
• MFIE and CFIE involving well-tested identity operators are signiﬁcantly
inaccurate compared to EFIE, especially when they are discretized with
low-order functions, such as the RWG functions.
For closed objects, CFIE is preferred since it is free of internal resonances and it
leads to better-conditioned matrix equations, compared to EFIE and MFIE. For
open surfaces, however, EFIE becomes an inevitable choice.
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Figure 3.1: Solutions of scattering problems involving a conducting sphere with
a radius of 0.3 m. (a) Normalized back-scattered RCS (RCS/πa2) and (b) the
number of CGS iterations (10−6 residual error) when the radius of the sphere (a)
changes from 0.5λ to 1.2λ.
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3.1.2 Internal-Resonance Problem
In order to demonstrate internal resonances encountered in surface formulations
of PEC objects, we consider the solution of scattering problems involving a sphere
with a radius of 0.3 m. The sphere is illuminated by a plane wave and discretized
with 3 cm triangles, on which the RWG functions are deﬁned. Figure 3.1(a)
presents normalized back-scattered RCS values (RCS/πa2, where a is the radius
of the sphere) obtained with EFIE, MFIE, and CFIE, in addition to the ana-
lytical Mie-series solutions, when a changes from 0.5λ to 1.2λ. We observe that
RCS values obtained with MFIE are signiﬁcantly inaccurate in vicinities of dis-
crete frequencies due to internal resonances. Although EFIE also suﬀers from
internal-resonance problems, it produces accurate RCS results since null-space
solutions of EFIE do not radiate.
Figure 3.1(b) presents the number of CGS iterations to reduce the residual error
below 10−6 for EFIE, MFIE, and CFIE. Iterative solutions of EFIE are acceler-
ated with NFP, whereas MFIE and CFIE solutions are accelerated with BDP.
In Figure 3.1(b), we observe peaks at resonance frequencies for both EFIE and
MFIE. However, CFIE is free of internal resonances and its iterative solution is
stable in the entire frequency range.
3.1.3 Formulations of Open Surfaces
Consider a PEC open surface, which is obtained by merging the two opposite
surfaces of an inﬁnitely thin geometry. Using the same discretization for opposite
surfaces, the electric current is expanded in a series of N basis functions, i.e.,
J(r) ≈
N∑
n=1
a+[n]bn(r) +
N∑
n=1
a−[n]bn(r), (3.14)
where a+[n] = a[n] and a−[n] = a[n + N ] represent coeﬃcients (one for each
side) of the nth basis function bn. Applying a Galerkin scheme, we employ the
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same set of functions as testing functions. Then, the discretization of EFIE leads
to a 2N × 2N matrix equation in the form of⎡
⎣ T¯ T T¯ T
T¯
T
T¯
T
⎤
⎦ ·
⎡
⎣ a+
a−
⎤
⎦ = −η−1
⎡
⎣ vTE
vTE
⎤
⎦ , (3.15)
which is reduced to
[
T¯
T
T¯
T
]
·
⎡
⎣ a+
a−
⎤
⎦ = −η−1vTE . (3.16)
Instead of solving the under-determined system in (3.16), we combine coeﬃcients
and obtain an N ×N matrix equation, i.e.,
T¯
T · (a+ + a−) = −η−1vTE . (3.17)
Then (a+ + a−) can be used to compute electromagnetic ﬁelds everywhere. On
the other hand, discretization of MFIE for the same problem leads to⎡
⎣ −0.5I¯T + K¯NPV 0.5I¯T + K¯NPV
−0.5I¯T + K¯NPV 0.5I¯T + K¯NPV
⎤
⎦ ·
⎡
⎣ a+
a−
⎤
⎦ = −
⎡
⎣ vNH
vNH
⎤
⎦ , (3.18)
which is reduced to
[
−0.5I¯T + K¯NPV 0.5I¯T + K¯NPV
]
·
⎡
⎣ a+
a−
⎤
⎦ = −vNH (3.19)
or
K¯
N
PV · (a+ + a−)− 0.5I¯T · (a+ − a−) = −vNH . (3.20)
Obviously the under-determined system obtained with MFIE in (3.20) cannot
be solved to obtain (a+ + a−).
Similar to MFIE, the conventional CFIE, which is obtained by the convex com-
bination of EFIE and MFIE, is not applicable to open surfaces. Nevertheless,
one can derive various combined formulations based on simultaneous solutions
of EFIE and MFIE for open surfaces, i.e.,⎡
⎣ α1T¯ T 0
α2K¯
N
PV −0.5α2I¯T
⎤
⎦ ·
⎡
⎣ (a+ + a−)
(a+ − a−)
⎤
⎦ = −
⎡
⎣ α1η−1vTE
α2v
N
H
⎤
⎦ (3.21)
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Figure 3.2: Scattering problems involving a half sphere.
or⎡
⎣ α1T¯ T α1T¯ T
α2
(
K¯
N
PV − 0.5I¯T
)
α2
(
K¯
N
PV + 0.5I¯
T
)
⎤
⎦ ·
⎡
⎣ a+
a−
⎤
⎦ = −
⎡
⎣ α1η−1vTE
α2v
N
H
⎤
⎦ ,
(3.22)
where α1 and α2 are combination parameters. On the other hand, our investiga-
tions show that using combined formulations, such as (3.21) and (3.22), instead
of EFIE does not provide any advantage in terms of iterative solutions.
As an example, we present the solution of a scattering problem involving a PEC
half sphere, as depicted in Figure 3.2. The object is illuminated by a plane
wave propagating in the −z direction with the electric ﬁeld polarized in the x
direction (Excitation 1 in Figure 3.2) at 2 GHz. Discretization of the object
with λ/10 triangles involves 9,991 RWG functions. The problem is formulated
with EFIE and with the combined formulation in (3.21) using various values
for α = α1 = (1 − α2). All solutions are performed iteratively using MLFMA.
Table 3.1 lists the number of CGS iterations to reach 10−6 residual error. We
observe that using the combined formulation instead of EFIE does not accelerate
iterative solutions. In fact, EFIE is almost the best formulation in Table 3.1.
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Table 3.1: Number of CGS Iterations (10−6 Residual Error) for the Solution of
a Scattering Problem Involving a Half Sphere in Figure 3.2 at 2 GHz
Combined Formulation (α)
EFIE 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
399 549 409 438 413 396 478 461 479 604
3.1.4 Low-Frequency Breakdown of the Electric-Field In-
tegral Equation
In general, the electric ﬁeld due to an electric current J involves two parts,
namely, the vector-potential part
EV (r) = iωμ
∫
S
dr′J(r′)g(r, r′) (3.23)
and the scalar-potential part
ES(r) =
i
ω
∫
S
dr′∇′ · J(r′)∇g(r, r′), (3.24)
where E(r) = EV (r) + ES(r). As the frequency decreases, the scalar-potential
part dominates the vector-potential part. In fact, using a ﬁnite-precision arith-
metic, the vector-potential part can be lost during numerical solutions. On the
other hand, (3.24) is not a one-to-one mapping between the electric current and
the electric ﬁeld. Speciﬁcally, for a given ES, there are inﬁnitely many J . This
is because, for a nonzero frequency, J has a solenoidal part J sol such that
∇′ · J sol(r′) = 0. (3.25)
We note that the solenoidal part contributes to the electric ﬁeld only through
the vector potential part in (3.23).
A major problem is that the low-frequency breakdown of EFIE can be encoun-
tered at an arbitrary frequency as the discretization is reﬁned. A matrix equation
obtained with EFIE can be decomposed as
Z¯
V
E · a + Z¯SE · a = wE , (3.26)
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where
Z¯
V
E [m,n] = ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′) (3.27)
Z¯
S
E[m,n] =
i
k
∫
Sm
drtm(r) ·
∫
Sn
dr′∇g(r, r′)∇′ · bn(r′) (3.28)
for m,n = 1, 2, . . . , N . It can be shown that Z¯
S
E dominates Z¯
V
E when the mesh
size decreases. On the other hand, using ordinary basis and testing functions,
such as the RWG functions, Z¯
S
E is a rank-deﬁcient matrix. Hence, the overall ma-
trix equation becomes increasingly ill-conditioned as the mesh size is decreased.
A rigorous solution of the low-frequency breakdown of EFIE is using loop-star
or loop-tree decomposition methods [73]–[75]. However, one can also develop
other types of decompositions to construct better-conditioned matrix equations
than those obtained from EFIE. In this section, we present a simple approach
based on separate discretizations of current and charge distributions for stable
solutions of EFIE. Similar formulations are extensively discussed in [76].
Consider a discretization of EFIE, where the electric current is expanded in
a series of RWG functions. We discretize the electric charge density separately
by using pulse functions on triangles, i.e.,
iρe(r)√
μ
=
∇′ · J(r′)
k
≈
N∑
n=1
aρ[n]b
PLS
n (r), (3.29)
where N	 is the number of triangles,
bPLSn (r) =
⎧⎪⎨
⎪⎩
1, r ∈ S	n
0, r /∈ S	n
, (3.30)
and S	n is the surface of the nth triangle. Testing EFIE with the RWG functions,
we obtain an N × (N + N	) matrix equation
[
Z¯
V,RWG
E Z¯
S,R/P
E
]
·
⎡
⎣ a
aρ
⎤
⎦ = i
kη
vTE, (3.31)
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where
Z¯
V,RWG
E [m,n] =
∫
Sm
drtRWGm (r) ·
∫
Sn
dr′g(r, r′)bRWGn (r
′) (3.32)
Z¯
S,PLS
E [m,n
′] =
∫
Sm
dr
∇ · tRWGm (r)
k
∫
S
n′
dr′g(r, r′)bPLSn′ (r
′) (3.33)
for m,n = 1, 2, . . . , N and n′ = 1, 2, . . . , N	. To solve the under-determined
system in (3.31), we consider the Lorentz gauge
∇ ·
∫
S
dr′g(r, r′)J(r′) = iω
∫
S
dr′g(r, r′)ρe(r′), (3.34)
which describes the relation between vector and scalar potentials. Discretization
of (3.34) leads to a N	 × (N + N	) matrix equation
[
Z¯
V,P/R
E Z¯
S,PLS
E
]
·
⎡
⎣ a
aρ
⎤
⎦ = 0, (3.35)
where
Z¯
V,P/R
E =
∫
S
m′
drtPLSm′ (r)
∫
Sn
dr′g(r, r′)
∇′ · bRWGn (r′)
k
(3.36)
Z¯
S,PLS
E =
∫
S
m′
drtPLSm′ (r)
∫
S
n′
dr′g(r, r′)bPLSn′ (r
′) (3.37)
for m′, n′ = 1, 2, . . . , N	 and n = 1, 2, . . . , N . Finally, we combine (3.31) and
(3.35) to obtain an (N + N	)× (N + N	) matrix equation as⎡
⎣ Z¯V,RWGE Z¯S,R/PE
Z¯
V,P/R
E Z¯
S,PLS
E
⎤
⎦ ·
⎡
⎣ a
aρ
⎤
⎦ = i
kη
⎡
⎣ vTE
0
⎤
⎦ . (3.38)
We emphasize that the regularized EFIE (REFIE) in (3.38) does not eliminate
the low-frequency breakdown. However, it is more stable than the conventional
EFIE with respect to the mesh size.
As an example, we consider the solution of scattering problems involving a square
patch with edges of 30 cm and discretized with 1.5 cm triangles. The patch is
located on the x-y plane and illuminated by a plane wave propagating in the −z
direction. We choose the frequency in the range from 7.8125 MHz to 2000 MHz.
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Figure 3.3(a) presents the 1-norm condition number for matrices obtained from
EFIE and REFIE with respect to the number of triangles per wavelength. We
observe that the condition number grows as the mesh size decreases for both
EFIE and REFIE. However, REFIE provides better-conditioned matrix equa-
tions, especially for dense discretizations. Figure 3.3(b) presents iteration counts
(10−6 residual error) for the solution of patch problems formulated with EFIE and
REFIE. Using BiCGStab for EFIE, convergence cannot be achieved within 2000
iterations when the mesh size is smaller than λ/100. However, the number of
iterations is less than 400 for all problems formulated with REFIE. Figure 3.3(b)
also shows that the CGS algorithm is quite successful to solve ill-conditioned ma-
trix equations obtained from EFIE, and the large gap between iteration counts
for EFIE and REFIE disappears when using CGS.
In general, the number of iterations in an iterative solution does not only depend
on the condition number of the matrix. This is also conﬁrmed in the example
depicted in Figure 3.3, where the number of CGS iterations for EFIE and REFIE
are close to each other, even though REFIE produces better-conditioned matrix
equations than EFIE. In the next section, we show that a transformation into
normal equations improves the iterative solutions of EFIE although the condition
number is squared.
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Figure 3.3: Solutions of scattering problems involving a square patch discretized
with 1.5 cm triangles. (a) Condition number (1-norm) and (b) iteration counts
(10−6 residual error) with respect to the number of triangles per wavelength.
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3.2 Iterative Solutions of Normal Equations
In iterative solutions of matrix equations obtained from the discretization of sur-
face integral equations, the number of iterations naturally depends on the type of
the iterative solver. Among diﬀerent kinds of algorithms, Krylov subspace meth-
ods, such as BiCG, BiCGStab, CG, CGS, GMRES, QMR, and TFQMR, can be
employed for the solution of electromagnetics problems formulated with surface
integral equations. For a given problem, the performance of each algorithm may
vary signiﬁcantly, depending on the shape of the geometry, discretization, and
the type of the formulation. Since reducing the number of iterations is extremely
important to obtain eﬃcient solutions, we investigate and compare iterative so-
lutions provided by various algorithms.
In this section, we show that transforming original equations into normal equa-
tions improves the convergence of EFIE signiﬁcantly. We present the solution of
EFIE by employing the LSQR algorithm [113],[114], which corresponds to a sta-
ble application of the CG algorithm on normal equations. Despite the squaring of
the condition number due to such a transformation into normal equations, LSQR
improves the convergence rate of iterative solutions of EFIE and performs better
than many other iterative algorithms. We also show that the improved conver-
gence is peculiar to EFIE, and LSQR does not have a good performance for CFIE
solutions. Finally, we reduce the memory required for the GMRES algorithm by
using the acceleration due to the transformation into normal equations.
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Figure 3.4: Iterative solutions of a scattering problem involving a PEC sphere
with a radius of 1.5λ formulated by CFIE (red) and EFIE (blue). Matrix equa-
tions have 8364 unknowns and solutions are performed by the CGS algorithm
applied on the ordinary equation and transformed equations in (3.39) and (3.42),
labeled by ‘ZHZ’ and ‘ZZ’, respectively.
3.2.1 Improving the Iterative Convergence via Transfor-
mation into Normal Equations
Matrix equations in (3.4), (3.5), and (3.10) can be transformed into normal
equations as
Z¯ · a = w → Z¯H · Z¯ · a = Z¯H ·w (3.39)
with
Z¯
H
=
(
Z¯
†)∗
, (3.40)
where ‘†’ and ‘∗’ represent transpose and complex conjugate operations, respec-
tively. We note that Y¯ = Z¯
H · Z¯ is a Hermitian (self-adjoint) matrix, i.e.,
Y¯
H
= Y¯ . Using a Galerkin scheme, the EFIE matrix becomes symmetric so that
only the complex conjugate operation is required in (3.39). Then, the ordinary
MLFMA can be employed to perform MVMs related to the complex-conjugate
matrix as
y = Z¯
∗
E · x =
(
Z¯E · x∗
)∗
, (3.41)
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where only input (x) and output (y) vectors are required to be modiﬁed. In the
case of non-Galerkin EFIE, however, transpose operation is required in (3.39),
which can be implemented carefully by reversing steps of the ordinary MLFMA.
The resulting transpose MLFMA is also required for MFIE and CFIE, which
lead to nonsymmetric matrices, even with the Galerkin method.
Figure 3.4 presents iterative solutions of a scattering problem involving a PEC
sphere with a radius of 1.5λ, where the residual error is plotted with respect
to the iteration count. The sphere is illuminated by a plane wave and matrix
equations with 8364 unknowns are solved by the CGS algorithm using MLFMA.
For both CFIE and EFIE formulations, we compare the rate of convergence of
ordinary matrix equations in (3.4) and (3.10) and transformed equations in the
form of (3.39). In addition, we consider the transformation
Z¯ · a = w → Z¯ · Z¯ · a = Z¯ ·w, (3.42)
where both sides of the ordinary matrix equation are multiplied with the
impedance matrix.
We note that new matrices in (3.39) and (3.42) obtained by transformations, i.e.,
Z¯
H · Z¯ and Z¯ · Z¯, have condition numbers that are squares of condition numbers
of the impedance matrix Z¯. With higher condition numbers, both transforma-
tions might decrease convergence rates. However, Figure 3.4 shows that this is
not true and we obtain diﬀerent results from the two transformations, especially
for EFIE:
• The transformation in (3.42) decreases convergence rates signiﬁcantly for
both CFIE and EFIE compared to ordinary solutions. Transformed matrix
equations require more iterations, especially in the case of EFIE, where
convergence to an error of less than 0.1 cannot be achieved within 1000
iterations.
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• With the transformation in (3.39), CFIE has a faster convergence com-
pared to the solution obtained by the transformation in (3.42), but it is
still slower than the ordinary solution. However, in the case of EFIE, the
transformation in (3.39) leads to an even faster convergence than the ordi-
nary solution.
We also conﬁrmed results presented in Figure 3.4 by considering various scatter-
ing problems involving diﬀerent geometries with closed and open surfaces. We
observed that the transformation in (3.39) consistently improved the convergence
rate of iterative solutions of EFIE.
It is shown in [77],[78] that a transformation similar to (3.42) improves the con-
ditioning of EFIE and provides faster convergence in iterative solutions, but not
in the discrete form as in (3.42), and subject to a stabilization procedure that
is valid only for closed surfaces. Here, we show that iterative solutions of EFIE
can be improved by the transformation in (3.39) using the transpose complex
conjugate of the impedance matrix. This improvement is obtained in the dis-
crete form of the transformation as in (3.39), and it also exists for the solution
of problems involving open surfaces.
In Figure 3.4, the transformed equation in (3.39) oﬀers a faster convergence
rate compared to the ordinary equation for EFIE. However, it does not increase
the eﬃciency of the iterative solution since the transformed equation requires
four MVMs per CGS iteration while the ordinary solution requires only two.
As a consequence, we suggest solving the transformed equation in (3.39) using
the CG algorithm in order to reduce the number of MVMs to two per iteration,
while maintaining beneﬁts of the transformation. Among diﬀerent types of CG
algorithms for least-squares equations, we choose the LSQR algorithm, which is
a stable method based on Lanczos bidiagonalization as detailed in [113],[114].
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Figure 3.5: Iterative solutions of a scattering problem involving a sphere with a
radius of 2λ formulated by (a) CFIE and (b) EFIE. Matrix equations with 14,871
unknowns are solved by various iterative algorithms.
Then, without having to consider the transformation in (3.39) explicitly, we sim-
ply feed the LSQR algorithm with MVMs related to the impedance matrix Z¯
and its transpose complex conjugate Z¯
H
. Then, LSQR performs CG solutions
of the transformed equation in an implicit and stable way.
3.2.2 Least-Squares QR Algorithm
Figure 3.5 presents iterative solutions of a scattering problem with 14,871 un-
knowns. The problem involves a sphere with a radius of 2λ illuminated by a plane
wave. Ordinary equations obtained with CFIE and EFIE are solved iteratively
by employing various algorithms, including LSQR. We note that the solution
of ordinary equations in (3.4) and (3.10) using LSQR corresponds to a stable
solution of the transformed equation in (3.39) using the CG algorithm [115]. All
iterative algorithms in Figure 3.5 require two MVMs for each iteration except for
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GMRES, which requires only one MVM per iterations at the cost of increased
memory.
Figure 3.5(a) shows that the most eﬃcient solutions of the CFIE formulation
are performed by BiCGStab and the no-restart GMRES. In terms of the pro-
cessing time, GMRES is better than other iterative algorithms since it requires
only 34 MVMs to reduce the residual error to less than 10−6. However, BiCGStab
is preferable since it requires only 20 iterations, or 40 MVMs, without using the
extra memory needed by GMRES. On the other hand, LSQR is ineﬃcient com-
pared to all other iterative algorithms by requiring 50 iterations, or 100 MVMs,
to reduce the error to same levels. Therefore, LSQR appears to be a bad choice
for the CFIE solution of the problem.
In contrast to CFIE, Figure 3.5(b) shows that LSQR has signiﬁcantly diﬀer-
ent convergence properties for the EFIE solution of the problem; it is not the
slowest converging iterative algorithm as in Figure 3.5(a). Indeed, it requires
383 iterations, or 766 MVMs, to reduce the error to less than 10−6 without us-
ing the extra memory needed by GMRES, which requires 510 MVMs. In other
words, LSQR provides faster convergence compared to BiCG, BiCGStab, CGS,
and TFQMR, and it is a good alternative to GMRES, which oﬀers a faster con-
vergence at the cost of extra memory. The improved convergence provided by
LSQR is due to favorable properties of the transformation in (3.39) for EFIE.
The same improvement cannot be observed in CFIE solutions since the transfor-
mation in (3.39) does not improve the convergence of CFIE, as also depicted in
Figure 3.4.
In Figure 3.5, we observe that LSQR provides an improved convergence for EFIE,
but it is still ineﬃcient compared to CFIE solutions. In general, for the solution
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Figure 3.6: Iterative solutions of a scattering problem involving a 30λ × 30λ
patch discretized with 310,383 unknowns.
of problems involving closed surfaces, CFIE is very eﬃcient and negates the ne-
cessity of employing LSQR with EFIE. On the other hand, for problems with
open surfaces, EFIE is the inevitable choice and the improved convergence pro-
vided by LSQR becomes important. As an example, Figures 3.6 and 3.7 present
the solution of scattering problems involving a d × d conducting patch, where
d = 30 cm and corresponds to various values from 12λ to 30λ. The patch is
located on the x-y plane and illuminated by a plane wave propagating in the −z
direction. Discretizations of the geometry for diﬀerent frequencies lead to rela-
tively large matrix equations with the number of unknowns ranging from 49,200
to 310,383. Scattering problems are solved by MLFMA parallelized into 16 pro-
cesses on a cluster of AMD Opteron 870 processors. Figure 3.6 presents iteration
counts when d = 30λ and the number of unknowns is 310,383. In terms of itera-
tion counts, LSQR provides the fastest convergence compared to other iterative
algorithms and it requires 713 iterations, or 1426 MVMs, to reduce the error to
less than 10−6. On the other hand, since GMRES requires only one MVM per
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Figure 3.7: Processing time and peak memory per processor as a function of the
number of unknowns for the solution of scattering problems involving a patch
geometry with various dimensions from 12λ× 12λ to 30λ× 30λ. Only the time
and memory required for iterative solutions are considered.
iteration, a fair comparison should be based on processing times of iterative so-
lutions. In addition, such a comparison is necessary in order to consider diﬀerent
setup times required by iterative algorithms, which become considerable as the
number of unknowns increases. In this manner, Figure 3.7 presents processing
times for solutions with respect to the number of unknowns. We ignore the ﬁxed
setup time for MLFMA and report only the time required to perform iterative
solutions to reduce the residual error to less than 10−6. It can be observed that
no-restart GMRES provides the fastest solution, especially as the problem size
grows. However, as also seen in Figure 3.7, it requires a peak memory that
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Figure 3.8: Scattering problems involving an open prism.
is signiﬁcantly larger than other iterative algorithms. As an example, for the
solution of the largest problem in Figure 3.7 with 310,383 unknowns, GMRES
requires 321 MB memory per processor, while the total memory usage (including
the memory required by MLFMA) is only 456 MB per processor. Thus, leaving
the memory-hungry GMRES aside, among memory-eﬃcient solutions provided
by other algorithms, LSQR requires the minimum processing time, as depicted in
Figure 3.7. In other words, LSQR performs better than CGS, BiCG, BiCGStab,
and TFQMR, and it is a strong alternative to no-restart GMRES, which has
considerably larger memory requirements.
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Figure 3.9: Processing times required by various iterative algorithms for MLFMA
solutions of scattering problems described in Figures 3.2 and 3.8.
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We further demonstrate the improved convergence provided by LSQR on two
scattering problems involving a half sphere (HS) and an open prism (OP), as
depicted in Figures 3.2 and 3.8, respectively. The half-sphere problem is solved
at 2 GHz and 7.5 GHz, while the open-prism problem is solved at 5 GHz and
16 GHz. For lower frequencies, discretizations of problems with about λ/10 tri-
angulation lead to 9,911 and 11,351 unknowns for the half-sphere and the open-
prism problems, respectively (small problems). For higher frequencies, similar
discretizations with λ/10 mesh size lead to 116,596 and 127,925 unknowns (large
problems). We employ a parallel MLFMA implementation to perform MVMs.
For each geometry, we solve two scattering problems involving plane-wave exci-
tations described in Figures 3.2 and 3.8. As an iterative solver, we employ the
LSQR algorithm in addition to GMRES, CGS, BiCG, BiCGStab, and TFQMR.
Figure 3.9 presents the processing time required by various iterative algorithms
for the solution of scattering problems. Processing times are measured again on
a cluster of 16 AMD Opteron 870 processors for the convergence of the residual
error to less than 10−6. We observe that LSQR outperforms other iterative algo-
rithms, except for GMRES with a restart parameter of 1000. However, GMRES
requires considerably larger memory than all other algorithms. For example,
for the solution of the large half-sphere problem, the memory requirement of
GMRES is about 140 MB per processor, while it is only 1–1.5 MB for other
algorithms.
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Table 3.2: Solutions of Scattering Problems Involving a Patch Geometry of Var-
ious Sizes
GMRES
Size N Iterations Time (s) Memory (MB)
12λ× 12λ 49,200 620 568 30
18λ× 18λ 111,405 776 2372 81
20λ× 20λ 137,792 793 2635 107
25λ× 25λ 215,338 877 4232 180
30λ× 30λ 310,383 991 6070 290
GMRES-NE
Size N Iterations Time (s) Memory (MB)
12λ× 12λ 49,200 254 445 13
18λ× 18λ 111,405 335 1959 36
20λ× 20λ 137,792 360 2269 49
25λ× 25λ 215,338 413 3620 87
30λ× 30λ 310,383 467 5016 139
3.2.3 Solutions of Normal Equations Using the General-
ized Minimal Residual Algorithm
The improved convergence provided by LSQR is due to favorable properties of
normal equations in (3.39) for EFIE. We also use beneﬁts of normal equations by
employing GMRES. As an example, we revisit the solution of scattering prob-
lems involving a square patch with various sizes from 12λ × 12λ to 30λ × 30λ.
Problems are solved on a cluster of 16 AMD Opteron 870 processors. Table 3.2
lists the number of iterations for 10−6 residual error, solution time, and memory
per processor, when GMRES is used to solve original and transformed (normal)
matrix equations. Only the memory required for GMRES is considered. Com-
pared to conventional solutions, the number of iterations is reduced by 53–59%
when GMRES is applied on normal equations (denoted as GMRES-NE). The
processing time, however, does not decrease by the same amount, since the num-
ber of MVMs per iteration is two for GMRES-NE. Nevertheless, for the largest
problem discretized with 310,383 unknowns, the processing time is reduced by
152
17%, while the number of MVMs decreases only by 6%. This is because the
cost of GMRES itself increases quadratically with the number of iterations [112].
Hence, reducing the number of iterations is preferable even when the number of
MVMs does not decrease signiﬁcantly. Finally, Table 3.2 shows that the memory
required for GMRES is reduced by 52–57%. For the largest problem, MLFMA
itself requires only 135 MB memory per processor. Then, the total memory us-
age (including GMRES and MLFMA) per processor is reduced from 425 MB to
274 MB, just by solving the normal equation instead of the original equation
with GMRES.
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Figure 3.10: Number of MVMs as a function of number of elements per wave-
length for the solution of scattering problems involving a square patch with
edges of 30 cm. (a) Patch is discretized with 49,200 unknowns and the frequency
changes from 3 GHz to 15 GHz. (b) The frequency is 10 GHz and the patch is
discretized with 49,200 to 310,383 unknowns.
154
Table 3.3: Number of MVMs (10−6 Residual Error) for the Solution of Scattering
Problems Involving a Half Sphere and Open Prism in Figures 3.2 and 3.8
CGS BiCGStab LSQR
Problem NP NFP NP NFP NP NFP
Half Sphere, Excitation 1 at 2 GHz 798 38 1240 36 657 174
Half Sphere, Excitation 2 at 2 GHz 988 38 1346 38 655 172
Open Prism, Excitation 1 at 5 GHz 1342 72 1606 60 935 448
Open Prism, Excitation 2 at 5 GHz 1220 56 1426 54 899 422
3.2.4 Limitations
Transformation into normal equations improves iterative solutions of EFIE. How-
ever, the improvement is usually restricted to ordinary discretizations with λ/10
triangles. In Figure 3.10, we revisit the iterative solution of scattering prob-
lems involving a square patch with edges of 30 cm. In Figure 3.10(a), the patch
is discretized with 49,200 unknowns and the frequency changes from 3 GHz to
15 GHz. The mesh size corresponds to λ/8 and λ/40 at 15 GHz and 3 GHz,
respectively. Due to the low-frequency breakdown of EFIE, the iterative conver-
gence becomes diﬃcult as the mesh size decreases with respect to wavelength.
However, as depicted in Figure 3.10(a), the number of iterations increases faster
for LSQR, compared to other iterative algorithms. In other words, the improved
convergence provided by LSQR vanishes for dense discretizations. Figure 3.10(b)
presents another experiment, where a 10λ×10λ patch is discretized with various
mesh sizes from λ/12 to λ/30. In this case, the frequency is ﬁxed to 10 GHz,
but the number of unknowns changes from 49,200 to 310,383. Similar to the
previous example, rapid convergence of the LSQR algorithm compared to other
algorithms deteriorates as the mesh size decreases.
In addition to low performance for dense discretizations, LSQR algorithm is dif-
ﬁcult to accelerate with preconditioners. For example, Table 3.3 lists the number
of MVMs required for the half-sphere and the open-prism problems discretized
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with 9,911 and 11,351 unknowns, respectively. We compare CGS, BiCGStab,
and LSQR when solutions are accelerated with NFP, in addition to the NP
case. Without preconditioning, LSQR performs better than other algorithms.
However, using NFP, both CGS and BiCGStab are accelerated much more than
LSQR, which becomes the worst choice among the three algorithms.
Despite many limitations that prevent the use of LSQR, advantages of this al-
gorithm and the transformation into normal equations for EFIE cannot be un-
derestimated. It needs further research to reveal how such a transformation that
squares the condition number can improve the solution of EFIE and how it can
be generalized to other types of problems.
3.3 Hybrid Formulations for Coexisting Open
and Closed Surfaces
Real-life electromagnetics problems often involve both thin and thick conduc-
tors that need to be modeled with open and closed surfaces, respectively. Since
MFIE is not applicable to open surfaces, conventional solutions employ EFIE
even when only a small part of the geometry is an open surface. Unfortunately,
EFIE produces ill-conditioned matrix equations that are diﬃcult to solve with
an iterative solver, especially when the problem includes some closed parts [54].
Consequently, as problem size increases, the solution of composite problems with
coexisting open and closed surfaces becomes extremely diﬃcult. Although iter-
ations are accelerated via eﬃcient algorithms, such as MLFMA, convergence is
usually not reached within a reasonable number of iterations. To remedy this,
we propose HIE formulations by using an extended deﬁnition of CFIE. Result-
ing hybrid formulations allow for more eﬃcient solutions of composite problems
without sacriﬁcing accuracy.
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Extending the deﬁnition of CFIE in (3.3), HIEs can be written as
HIE = α(r)EFIE +
[
1− α(r)]MFIE, (3.43)
where the parameter α depends on the observation point. HIEs employ MFIE
or CFIE on closed parts of the geometry, while EFIE is applied on open parts,
as usual. Discretization of (3.43) leads to
Z¯H · a = wH , (3.44)
where
Z¯H [m,n] = αmZ¯E[m,n] + (1− αm)Z¯M [m,n] (3.45)
wH [m] = αmwE[m] + (1− αm)wM [m]. (3.46)
The matrix equation in (3.44)–(3.46) has a variable αm depending on the index
of the row (m) in the impedance matrix, i.e., the index of the testing function.
This provides the freedom to choose diﬀerent linear combinations for diﬀerent
testing functions, even using pure EFIE (αm = 1) or pure MFIE (αm = 0) for
some m. In general, we obtain better-conditioned matrix equations by including
CFIE interactions in the solution of composite problems. We also note that the
traditional CFIE can be interpreted as a special case of HIEs for closed surfaces,
where EFIE and MFIE are combined with a ﬁxed parameter for each testing case.
MLFMA solutions of HIEs, where αm depends on the location of the testing
function, is similar to MLFMA solutions of EFIE, MFIE, and CFIE, and do
not require any special procedures. This is because, in MLFMA, radiated and
incoming ﬁelds do not depend on the type of the formulation and αm appears
only in receiving patterns of testing functions.
157
z5 m
5 m
1 m
1 m
(a)
z
x
y
16 m
16 m
16 m
0.75 m
3.25 m
1.9 m
(b)
y
z
30 cm
60 cm
60 cm
50 cmx
(c)
Figure 3.11: Various composite problems (a) with almost completely closed ge-
ometries, except for very minor open parts, (b) involving more closed parts than
open parts, and (c) with comparable amounts of open and closed parts.
158
3.3.1 Examples to Composite Problems
Figure 3.11 shows three diﬀerent kinds of composite problems, where relative
amounts of open and closed surfaces are diﬀerent. All objects are located in free
space and discretized with the RWG functions. Problems are also summarized
in Table 3.4. The ﬁrst problem in Figure 3.11(a) is a radiation problem involving
a dipole antenna (open surface) of length 1 m located over a PEC rectangular
box (closed surface) with dimensions of 1 m × 5 m × 5 m. This structure is an
example of problems with almost completely closed geometries, except for very
minor open parts. The problem is solved at 300 MHz, and the discretization of
the object leads to 24,186 unknowns on the box and only 19 unknowns on the
antenna. We simulated the feed of the antenna by a delta-gap source located at
the center of the strip.
Figure 3.11(b) shows an example of problems involving mostly closed parts but
with some open parts. A cross-shaped open surface is placed over a closed el-
lipsoid surface with dimensions shown in the ﬁgure. The problem is solved at
500 MHz and illuminated by a plane wave propagating in the −x direction with
the electric ﬁeld polarized in the y direction. Discretization of the object leads
to 115,023 unknowns on the ellipsoid (closed surface) and 16,608 unknowns on
the cross-shaped part (open surface).
Finally, as an example of problems with comparable amounts of open and closed
parts, Figure 3.11(c) shows a sphere with radius 30 cm placed over a 60 cm ×
60 cm square patch. The structure is illuminated by the same plane wave as in
the second problem. The problem is solved at two frequencies; at 1 GHz, the
number of unknowns is 3768 on the sphere and 1301 on the patch, whereas at
6 GHz, there are 132,336 unknowns on the sphere and 49,200 on the patch.
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Table 3.4: Composite Problems
Number of Unknowns
Problem Frequency Closed Parts Open Parts
Problem 1: Figure 3.11(a) 300 MHz 24,186 19
Problem 2: Figure 3.11(b) 500 MHz 115,023 16,608
Problem 3: Figure 3.11(c) 1 GHz 3768 1301
Problem 3: Figure 3.11(c) 6 GHz 132,336 49,200
3.3.2 Iterative Convergence for Various Formulations
In Figures 3.12 and 3.13, convergence characteristics are depicted for CGS algo-
rithm and for diﬀerent formulations applied to the composite problems. In all ex-
amples, iterative convergence is the slowest for the conventional EFIE. Especially
for the ﬁrst two problems, EFIE does not reach the 10−6 residual error within a
reasonable number of iterations. As shown in Figures 3.12(a) and 3.12(b), the
hybrid CFIE/EFIE formulation dramatically improves the convergence of these
two problems, when CFIE with αm = 0.2 is applied to closed parts. On the other
hand, when MFIE is applied to closed parts, leading to a hybrid MFIE/EFIE
formulation, improvement is not suﬃcient.
For the third problem containing comparable amounts of open and closed sur-
faces, there is improvement with the hybrid CFIE/EFIE formulation, but it is
less than those in the previous two problems. For this problem, EFIE con-
verges better than the ﬁrst and the second problems due to the larger portion
of open surface. The CFIE/EFIE formulation is still much better than EFIE
for the larger problem in Figure 3.13(b). However, the acceleration provided by
CFIE/EFIE is not very signiﬁcant for the smaller problem in Figure 3.13(a). In
fact, iterations in Figure 3.13(a) are at the frequency where EFIE shows quite
good performance. In Figure 3.14, a frequency sweep from 500 MHz to 1200 MHz
is demonstrated for the same problem. EFIE suﬀers from internal resonances,
and the number of iterations peaks at various frequencies. On the other hand,
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Figure 3.12: Convergence characteristics of problems in Figure 3.11(a) and Fig-
ure 3.11(b) for diﬀerent formulations, i.e., EFIE, MFIE/EFIE, and CFIE/EFIE,
solved with CGS.
the hybrid CFIE/EFIE formulation is free of the internal resonances so that the
number of iterations is steady and consistently in the same low range.
3.3.3 Iterative Convergence with Various Iterative Meth-
ods
Figures 3.15 and 3.16 demonstrate convergence characteristics for the solution
of Problem 1 using various iterative methods. In general, we observe that the
hybrid CFIE/EFIE formulation consistently leads to the fastest convergence. Ta-
ble 3.5 lists the number of iterations for the same problem to reach 10−6 residual
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Figure 3.13: Convergence characteristics of problem in Figure 3.11(c) for diﬀerent
formulations, i.e., EFIE, MFIE/EFIE, and CFIE/EFIE, solved with CGS.
error. When the EFIE formulation is applied to the entire problem, CGS, LSQR,
and TFQMR converge within 2000 iterations, while BiCG, BiCGStab, and GM-
RES (with a restart parameter of 200 iterations) do not. With CFIE/EFIE, the
number of iterations drops for all cases, but GMRES performs the best in terms
of the number of MVMs. This is because GMRES requires only one MVM per
iteration while others require two. On the other hand, GMRES requires more
memory than other iterative methods in Table 3.5; hence BiCGStab might be
preferred as problem size grows and it becomes critical to reduce memory.
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Figure 3.14: Iteration counts to reach 10−6 residual error for the problem in
Figure 3.11(c) in the frequency range from 500 MHz to 1200 MHz.
Table 3.5: Number of Iterations (10−6 Residual Error) for the Solution of Prob-
lem 1 in Table 3.4
Method EFIE MFIE/EFIE CFIE
BiCG NC 495 72
BiCGStab NC 377 47
CGS 1488 372 63
GMRES NC 388 60
LSQR 1307 568 101
TFQMR 1407 358 52
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Figure 3.15: Convergence characteristics of the problem in Figure 3.11(a) for
various iterative methods and diﬀerent formulations, i.e., EFIE, MFIE/EFIE,
and CFIE/EFIE.
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Figure 3.16: Convergence characteristics of the problem in Figure 3.11(a) for
various iterative methods and diﬀerent formulations, i.e., EFIE, MFIE/EFIE,
and CFIE/EFIE.
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Figure 3.17: Convergence characteristics of problems in Figures 3.11(a) and
3.11(b) for the preconditioned CGS and diﬀerent formulations, i.e., EFIE,
MFIE/EFIE, and CFIE/EFIE.
3.3.4 Eﬀect of Preconditioning
Convergence characteristics for preconditioned systems are depicted in Fig-
ures 3.17 and 3.18. For the three problems, EFIE and hybrid formulations are
solved with CGS preconditioned by BDPs. EFIE solutions with NFP are also
presented in the same ﬁgures for comparison. To easily check the eﬀect of pre-
conditioning on diﬀerent problems and formulations, Table 3.6 lists the number
of iterations to reach 10−6 residual error. Looking at Figure 3.17, Figure 3.18,
and Table 3.6, we note the following observations:
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Figure 3.18: Convergence characteristics of problem in Figure 3.11(c) for the
preconditioned CGS and diﬀerent formulations, i.e., EFIE, MFIE/EFIE, and
CFIE/EFIE.
• For the ﬁrst problem with a completely closed geometry except for a very
minor open part, the convergence of hybrid formulations is signiﬁcantly
improved by the eﬃcient BDP. However, for EFIE, BDP does not work and
the convergence is worse than the NP case. The strong NFP improves the
converge of EFIE, although the number of iterations is still high, compared
to hybrid formulations.
• For the second problem, where there are more closed than open parts, BDP
does not work even with hybrid formulations. This can be explained with
the worsening of the condition of the system since more open parts need
to be formulated with EFIE, compared to the ﬁrst problem. Nevertheless,
167
Table 3.6: Number of CGS Iterations to Reach 10−6 Residual Error
Problem/Unknowns Preconditioner EFIE MFIE/EFIE CFIE/EFIE
Problem 1 / 24,205 NP 1488 372 63
Problem 1 / 24,205 BDP NC 280 33
Problem 1 / 24,205 NFP 429 - -
Problem 2 / 131,631 NP NC 1387 607
Problem 2 / 131,631 BDP NC NC 1058
Problem 2 / 131,631 NFP NC - -
Problem 3 / 5069 NP 280 218 219
Problem 3 / 5069 BDP 828 507 421
Problem 3 / 5069 NFP 37 - -
Problem 3 / 181,536 NP 1334 919 611
Problem 3 / 181,536 BDP NC NC 1327
Problem 3 / 181,536 NFP 420 - -
the hybrid CFIE/EFIE formulation is preferable since its NP case is still
better than EFIE with a strong NFP.
• For the third problem, where open and closed parts are comparable, the
eﬀect of EFIE becomes signiﬁcant. As in the second problem, BDP does not
work even for hybrid formulations. In addition to this, EFIE with NFP
performs better than hybrid formulations with NP. Consequently, NFP
provides a trade-oﬀ between memory and number of iterations. There is
an alternative way using the hybrid CFIE/EFIE formulation with NFP and
leading to fewer iterations. However, due to the non-symmetric impedance
matrix, this would be more expensive in terms of memory than the EFIE
case.
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Figure 3.19: Iteration counts with respect to the variable αm, which is applied
to closed parts of problems in Figures 3.11(a) and 3.11(c).
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Figure 3.20: Normalized bistatic RCS (RCS/λ2) on the z-x plane for structures
in Figures 3.11(a) and 3.11(c).
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3.3.5 Eﬀect of the Combination Parameter
Next, we focus on the variable αm employed in the convex combination of EFIE
and MFIE in the CFIE part of hybrid formulations. We demonstrate two diﬀerent
cases in Figure 3.19, where the number of iterations are depicted with respect
to the variable αm applied on closed parts of problems. The four curves in each
ﬁgure represent residual errors from 10−3 to 10−6. Comparing Figures 3.19(a)
and (b), we observe that the dependence on the αm is directly based on the
type of geometry. In Problem 1, where only a small portion of the geometry
is open, there is an optimal αm of about 0.2−0.4 for the best convergence. In
both directions to MFIE/EFIE (αm = 0) and to EFIE (αm = 1), the number of
iterations increases. On the other hand, in the case of Problem 3, the open part is
relatively larger, and it is diﬃcult to set an optimal αm for αm 
= 1. We conclude
that choosing αm around 0.2 does not guarantee the exact optimal convergence
for all cases, but it provides a number of iterations close to the optimal case.
3.3.6 Radar-Cross-Section Results
Finally, to check the accuracy of hybrid formulations, RCS results are presented
for problems in Figures 3.11(a) and 3.11(c). In Figure 3.20, normalized RCS
values (RCS/λ2) are plotted on the z-x plane with respect to the θ angle deﬁned
as increasing from the positive z axis to the positive x axis. The highest RCS
values in Figures 3.20(b) and 3.20(c) appear at 270◦, which corresponds to the
forward-scattering direction. For both radiation and scattering problems, we
observe that the hybrid CFIE/EFIE formulation provides accurate results that
agree well with reference EFIE solutions.
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Figure 3.21: Normalized back-scattered RCS (RCS/πa2) of a PEC sphere with
a radius of (a) λ and (b) 2λ as a function of the number of unknowns. The dots
on the curves correspond to the λ/10 discretization.
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Figure 3.22: Normalized forward-scattered RCS (RCS/πa2) of a PEC sphere
with a radius of (a) λ and (b) 2λ as a function of the number of unknowns. The
dots on the curves correspond to the λ/10 discretization.
173
0.5 1 1.5
10−4
10−2
100
R
el
at
iv
e 
Er
ro
r (
Fo
rw
ard
-S
ca
tte
rin
g)
Ratio (a / λ)
EFIE-RWG
MFIE-RWG
CFIE-RWG
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
0
45
90
135
180
Bi
st
at
ic
 A
ng
le
0
45
90
135
180
Bi
st
at
ic
 A
ng
le
0
45
90
135
180
Bi
st
at
ic
 A
ng
le
Relative Error (log):EFIE-RWG
Relative Error (log): MFIE-RWG
Relative Error (log): CFIE-RWG
a
Figure 3.23: Relative error in the bistatic RCS of a PEC sphere with a radius of
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174
−0.5
0
0.5
−0.5
0
0.5
0
1
2
3
4
y (m)z (m)
J y
H
in
c
|  
  
| \
 | 
  
  
  
  
|
(a)
−0.5
0
0.5
−0.5
0
0.5
0
1
2
3
4
y (m)z (m)
J y
H
in
c
|  
  
| \
 | 
  
  
  
  
|
(b)
Figure 3.24: Magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface (at x = 0.5 m) of a PEC cube with
edges of λ, obtained by using (a) EFIE with RWG and (b) MFIE with RWG.
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Figure 3.25: Magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface (at x = 0.5 m) of a PEC cube with
edges of 2λ, obtained by using (a) EFIE with RWG and (b) MFIE with RWG.
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Figure 3.26: Solutions of a radiation problem involving a 1 cm × 1 cm × 1 cm
PEC box excited by a Hertzian dipole located inside the box at z = 0.35 cm.
The relative error is plotted as a function of frequency from 20 GHz to 60 GHz.
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3.4 On the Accuracy of Normal and Mixed For-
mulations Discretized with the Rao-Wilton-
Glisson Functions
Normal and mixed formulations, such as MFIE and CFIE, provide inaccurate
results, compared to tangential formulations, such as EFIE. The discrepancy
between results obtained with diﬀerent formulations is evident especially when
they are discretized with low-order basis functions, such as the RWG functions.
Although the same physical current distribution is expanded by an identical set
of RWG functions, the same level of accuracy cannot be obtained with EFIE,
MFIE, and CFIE. Independent of the shape and the size of the geometry, com-
putational results obtained with MFIE and CFIE employing RWG functions are
plagued with a persistent inaccuracy problem.
In order to demonstrate the inaccuracy of MFIE and CFIE compared to EFIE
discretized with the RWG functions, we consider scattering problems involving a
PEC sphere with a radius of a. The sphere is illuminated by a plane wave at two
diﬀerent frequencies corresponding to a = λ and a = 2λ. In addition to analyt-
ical Mie-series solutions, scattering problems are also solved with EFIE, MFIE,
and CFIE. For this purpose, the surface of the sphere is discretized with various
triangulations of coarse to ﬁne densities, corresponding to 1000 to 30,000 un-
knowns, respectively. Figures 3.21 and 3.22 present back-scattered and forward-
scattered RCS, respectively, obtained with various mesh sizes. The dots in the
plots correspond to the λ/10 triangulation density at each frequency. Clearly,
EFIE results readily converge to reference analytical results for mesh densities
even smaller than λ/10, whereas MFIE results manifest signiﬁcant discrepancies
with analytical results not only for λ/10 triangulation, but also for much higher
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mesh densities. CFIE solutions in Figures 3.21 and 3.22 are obtained by com-
bining EFIE and MFIE with α = 0.2. Even though back-scattered RCS values
presented in Figure 3.21 do not display a signiﬁcant inaccuracy for CFIE solu-
tions, it should be emphasized that back-scattered and forward-scattered RCS
in Figures 3.21 and 3.22 are obtained from the same CFIE solutions. Therefore,
based on the comparison of Mie series, EFIE, and CFIE solutions presented in
Figure 3.22, we conclude that CFIE solutions bear inaccuracies caused by MFIE.
In Figure 3.23, we consider scattering problems involving a PEC sphere with
a radius of a, when a changes from 0.5λ to 1.5λ. The sphere is discretized with
the RWG functions on 2 cm triangles. In two-dimensional plots, the relative
error in bistatic RCS values obtained with EFIE, MFIE, and CFIE (α = 0.2)
formulations with respect to analytical Mie-series solutions is investigated as
a function of bistatic angle and frequency. In plots, 0o and 180o correspond to
back-scattering and forward-scattering directions, respectively. We also focus the
relative error in the forward-scattering direction as a function of frequency in the
last plot of Figure 3.23. In the two-dimensional plot, the relative error of EFIE is
rarely above 10−2, which occurs due to zero-crossings of the bistatic RCS. In the
forward-scattering direction, the relative error of the EFIE solution is below 10−3.
On the other hand, MFIE and CFIE results obtained by the same discretization
of the geometry have considerably larger errors. The excessive error exists both
for MFIE and CFIE, but MFIE also suﬀers from internal-resonance problems,
since null-space solutions of MFIE can radiate to far zone. Those resonances of
MFIE appear in the last plot as peaks above a base formed by the CFIE curve.
Next, we consider scattering problems involving a PEC cube with edges of 1 m,
when the frequency is 300 MHz and 600 MHz. The cube is located at the
origin and it is illuminated by a plane wave propagating in the −x direction
with the electric ﬁeld polarized in the y direction. Various discretizations with
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20 cm to 3 cm triangles lead to matrix equations with 500 to 18,000 unknowns.
Figures 3.24 and 3.25 show the magnitude of the y component of the normal-
ized surface current
(|Jy|/|Hinc|) induced on the front surface of the cube (at
x = 0.5 m). In Figure 3.24, where d = λ and the triangulation size is about
λ/10, and in Figure 3.25, where d = 2λ and the triangulation size is about
λ/12.5, we observe that the modelling of the surface current is diﬀerent for EFIE
and MFIE implementations using the RWG functions. Even though plots look
similar, signiﬁcant diﬀerences can be noticed by focusing on calculated values at
z = ±0.5 m, where the induced current is expected to be singular. The com-
bination of the geometry discretization and the RWG functions does not allow
the computed current values to become singular at those two edges of the cube.
Since the physically correct solution is singular, the more accurate computed
solutions get, the higher values they would assume at those edges in order to
match the singularity as closely as possible. Comparing Figure 3.24(a) to Fig-
ure 3.24(b) and Figure 3.25(a) to Figure 3.25(b), EFIE solutions are seen to have
consistently higher values than MFIE solutions in spite of employing exactly the
same discretization and the RWG functions. Since the only diﬀerence is in the
integral-equation formulation, this comparison demonstrates the inaccuracy of
MFIE relative to EFIE.
To further demonstrate the inaccuracy of CFIE compared to EFIE, Figure 3.26
presents results of a radiation problem involving a 1 cm×1 cm×1 cm PEC box lo-
cated at the origin. As depicted in Figure 3.26, the box is excited with a Hertzian
dipole oriented in the z direction and located inside the box at z = 0.35 cm.
Ideally, the radiated ﬁeld outside the box should be zero due to the shielding
provided by the closed PEC surface. We calculate the radiated ﬁeld in the far
zone on the x-y plane at (r = 3 m, θ = π/2, φn), where φn = (n − 1)π/180 for
n = 1, 2, . . . , 360. The relative error is deﬁned as the 2-norm of the total electric
ﬁeld divided by the 2-norm of the incident electric ﬁeld. The total electric ﬁeld
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is obtained by adding the incident ﬁeld due to the Hertzian dipole and the sec-
ondary ﬁeld due to the induced electric current on the cube. Figure 3.26 presents
the relative error as a function of frequency from 20 GHz to 60 GHz. In this range
of frequency, the size of the box varies from 0.67λ to 2λ. The radiation problem
is discretized with 7200, 28,800, 115,200, and 460,800 unknowns, and solved by
LF-MLFMA. We observe that CFIE with α = 0.2 is signiﬁcantly less accurate
than EFIE. In order to obtain the same accuracy, the number of unknowns of
CFIE should be 16 times larger than that of EFIE.
3.5 Alternative Implementations of the Magnetic-
Field Integral Equation
Since EFIE in (3.1) contains electric charge density, i.e.,
∇ · J(r) = iωρe(r), (3.47)
divergence-conforming basis functions must be used to expand the current den-
sity in EFIE. In other words, basis functions employed for current modelling
should also be capable of properly modelling the inherent charge distribution. If
an attempt was made to use basis functions that are not divergence conforming,
the divergence in (3.47) would create singular blade functions on edges of the
entire discretization that would mathematically undermine computations and
that could physically be interpreted as artiﬁcial line-charge accumulation and
gaps in the conducting surface. In addition, the hyper-singularity in EFIE is
usually eliminated by moving the diﬀerential operator onto the testing function,
as shown in (2.85)–(2.87). Then, testing functions are also restricted to be di-
vergence conforming in EFIE.
In the conventional discretization of the normally-tested K operator in (2.81),
the diﬀerential operator is kept on the Green’s function. Therefore, there is no
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any restriction on basis and testing functions in MFIE. On the other hand, one
can move the diﬀerential operator from the Green’s function onto either the basis
function or the testing function. By using standard vector identities and the
∇′ = ∇′S + nˆ′
∂
∂n′
(3.48)
decomposition, we can manipulate (2.81) to obtain
K¯
N
PV [m,n] =
∫
Sm
drtm(r) · nˆ×
∫
PV,Sn
dr′g(r, r′)∇′S × bn(r′)
+
∫
Sm
drtm(r) · nˆ×
∫
PV,Sn
dr′bn(r′)× nˆ′∂g(r, r
′)
∂n′
−
∫
Sm
drtm(r) · nˆ×
∫
PV,Sn
dr′∇′S ×
[
g(r, r′)bn(r′)
]
, (3.49)
where the diﬀerential operator is partially transferred onto the basis function. In
this discretization of MFIE, the basis function is restricted to be curl conforming,
however, no restriction exists on the testing function. Alternatively, (2.81) can
be manipulated to obtain a third form as
K¯
N
PV [m,n] =
∫
Sm
dr
[
∇S ×
(
tm(r)× nˆ
)]
·
∫
PV,Sn
dr′bn(r′)g(r, r′)
+
∫
Sm
drtm(r) · nˆ× nˆ×
∫
PV,Sn
dr′bn(r′)
∂g(r, r′)
∂n
−
∫
Sm
dr∇S ·
[(
tm(r)× nˆ
)
×
∫
PV,Sn
dr′bn(r′)g(r, r′)
]
, (3.50)
where the diﬀerential operator is partially applied to the testing function. In this
discretization, there is no restriction on the basis function; however, the testing
function is restricted to be a divergence-conforming function since
∇S ×
(
tm(r)× nˆ
)
= −nˆ∇ · tm(r). (3.51)
For divergence-conforming functions, such as the RWG functions, we use the
expression in (2.81) in order to evaluate matrix elements. Although the same
expression is also valid for curl-conforming functions, we prefer the modiﬁed
expression in (3.49) for these functions. In (3.49), the inner integral of the third
term can be manipulated into a line integral over edges around the basis function.
In addition, the ﬁrst term in (3.49) is usually simpliﬁed by using the expression
for the curl of basis functions.
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3.6 Improving the Accuracy with Curl-Conforming
Basis Functions
Our careful investigations on the inaccuracy of MFIE showed that neither the
numerical evaluation of the singular MFIE integrals, nor the incorrect use of the
solid-angle factor, is the fundamental cause of the inaccuracy [56],[61],[157]–[159].
This ﬁnding stimulates further studies, especially for a better understanding of
how the discretization of MFIE and the modelling of the surface current aﬀects
the accuracy of results. In this section, we present implementations of MFIE
with the curl-conforming nˆ×RWG basis functions. We show that the accuracy
of MFIE can be improved signiﬁcantly by employing nˆ×RWG functions, instead
of the conventional RWG functions.
n^
n^
O
en
Sn1
Sn2
r
rn1
rn2
Figure 3.27: Spatial distribution of the nˆ×RWG functions.
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3.6.1 Matrix Elements
The nˆ×RWG functions have a spatial distribution shown in Figure 3.27, which
can be expressed as
bnRWGn (r) = nˆ× bRWGn (r), (3.52)
where bRWGn (r) is the associated RWG function shown in Figure 2.1 and deﬁned
in (2.82). Using (3.52), matrix elements are derived as
Z¯
nRWG
M [m,n] = −
1
2
I¯
T,nRWG
[m,n] + K¯
N,nRWG
PV [m,n] (3.53)
= −1
2
I¯
T,RWG
[m,n]− K¯N,RWGPV [n,m] (3.54)
for m,n = 1, 2, . . . , N , where K¯
N,RWG
PV and I¯
T,RWG
are normally-tested K and
tangentially-tested I operators discretized with the RWG functions. We note
that interactions calculated for the nˆ×RWG and the RWG functions are closely
related. When basis and testing functions related to edges m and n do not
overlap in space, only the principal-value term remains in (3.53) and (3.54), and
we obtain
Z¯
nRWG
M [m,n] = K¯
N,nRWG
PV [m,n] = −K¯N,RWGPV [n,m] = −Z¯RWGM [n,m], (3.55)
where Z¯
RWG
M represents matrix elements for the RWG functions.
One can also derive an alternative implementation for the nˆ×RWG functions
by considering (3.49), i.e.,
Z¯
nRWG
M [m,n] =
∫
Sm
drtnRWGm (r) · nˆ×
∫
PV,Sn
dr′g(r, r′)∇′S × bnRWGn (r′)
+
∫
Sm
drtnRWGm (r) · nˆ×
∫
PV,Sn
dr′bnRWGn (r
′)× nˆ′∂g(r, r
′)
∂n′
−
∫
Sm
drtnRWGm (r) · nˆ×
∫
PV,Sn
dr′∇′S ×
[
g(r, r′)bnRWGn (r
′)
]
− 1
2
I¯
T,nRWG
[m,n]. (3.56)
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Using (3.52) in (3.56), we obtain
Z¯
nRWG
M [m,n] =
∫
Sm
drtRWGm (r) ·
∫
PV,Sn
dr′nˆ′g(r, r′)∇′ · bRWGn (r′)
+
∫
Sm
drtRWGm (r) ·
∫
PV,Sn
dr′bRWGn (r
′)
∂g(r, r′)
∂n′
−
∫
Sm
drtRWGm (r) ·
∫
PV,Sn
dr′nˆ′∇′ ·
[
g(r, r′)bRWGn (r
′)
]
− 1
2
I¯
T,RWG
[m,n]. (3.57)
3.6.2 Direct Calculation of Interactions
For the direct calculation of interactions between the nˆ×RWG functions, we
prefer the alternative implementation in (3.57). Consider the interaction of two
half nˆ×RWG functions tnRWGma and bnRWGnb associated with the ath triangle of the
mth edge and the bth triangle of the nth edge, respectively. Then,
K¯
N,nRWG
PV [m,n, a, b] = Ama,nb
{
2
∫
Sma
dr(r − rma) ·
∫
PV,Snb
dr′nˆ′g(r, r′)
+
∫
Sma
dr(r − rma) ·
∫
PV,Snb
dr′(r′ − rnb)∂g(r, r
′)
∂n′
−
∫
Sma
dr(r − rma) ·
∫
PV,Snb
dr′nˆ′∇′ ·
[
g(r, r′)(r′ − rnb)
]}
,
(3.58)
where Ama,nb is deﬁned in (2.94). After a coordinate transformation, we obtain
K¯
N,nRWG
PV [m,n, a, b] = Ama,nb
{
2
∫
Sma
dr(z − zma)
∫
PV,Snb
dr′g(r, r′)
+
∫
Sma
dr(ρ− ρma) ·
∫
PV,Snb
dr′(ρ′ − ρnb)
∂g(r, r′)
∂z
−
∫
Sma
dr(z − zma)
∫
PV,Snb
dr′∇′ ·
[
g(r, r′)(ρ′ − ρnb)
]}
.
(3.59)
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Using the surface divergence theorem, the inner integral of the third term in
(3.59) can be converted into a line integral, i.e.,
∫
Sma
dr(z − zma)
∫
PV,Snb
dr′∇′ ·
[
g(r, r′)(ρ′ − ρnb)
]
=
∫
Sma
dr(z − zma)
∫
PV,∂Snb
dr′uˆ′ · (ρ′ − ρnb)g(r, r′), (3.60)
where ∂Snb represents the contour around the basis triangle and uˆ
′ is the unit
vector directed perpendicularly outward the triangle. We note that
uˆ′ · (ρ′ − ρnb) =
2An
ln
(3.61)
on the nth edge, but it evaluates to zero on the two other edges of the basis
triangle. Then, (3.59) becomes
K¯
N,nRWG
PV [m,n, a, b] = Ama,nb
{
2
∫
Sma
dr(z − zma)
∫
PV,Snb
dr′g(r, r′)
+
∫
Sma
dr(ρ− ρma) ·
∫
PV,Snb
dr′(ρ′ − ρnb)
∂g(r, r′)
∂z
− 2An
ln
∫
Sma
dr(z − zma)
∫
PV,en
dr′g(r, r′)
}
. (3.62)
The line integral of the Green’s function along the nth edge en is singular when
the observation point approaches to this edge. Similar to (2.83) and (2.84), the
singularity is logarithmic and do not create numerical problems when observation
points are sampled inside the testing triangle for near-neighboring interactions.
Nevertheless, a singularity-extraction method can be used to improve the eval-
uation of those interactions [157]. In addition, the order of integrals can be
exchanged as [94]
∫
Sma
dr(z − zma)
∫
PV,en
dr′g(r, r′) =
∫
PV,en
dr′
∫
Sma
dr(z − zma)g(r, r′), (3.63)
where the inner integral is now bounded for every case including the sampling of
testing points on the edge of the basis triangle.
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The interaction of two half nˆ×RWG functions can be divided into basic inte-
grals as
K¯
N,nRWG
PV [m,n, a, b] = Ama,nb
{
− xmaI6 − ymaI7 + I8 + I9
+ (xmaxnb + ymaynb)I3 − xnbI4 − ynbI5 − 2(zmaI1 − I2)
− 2Anb
ln
(I11 − zmaI10)
}
, (3.64)
where
I{1,2} =
∫
Sma
dr
{
1, z
}
I1in (3.65)
I{3,4,5} =
∫
Sma
dr
{
1, x, y
}
zˆ · I∇′in (3.66)
I{6,8} =
∫
Sma
dr
{
1, x
}
zˆ · Ix′∇′in (3.67)
I{7,9} =
∫
Sma
dr
{
1, y
}
zˆ · Iy′∇′in (3.68)
I{10,11} =
∫
Sma
dr
{
1, z
}
Ie,1in . (3.69)
Inner integrals I1in and I
∇′
in are evaluated as in (2.127)–(2.130). In addition, we
compute
Ix
′∇′
in = I
(x′−x)∇′
in + xI
∇′
in (3.70)
Iy
′∇′
in = I
(y′−y)∇′
in + yI
∇′
in , (3.71)
where
I
(x′−x)∇′
in =
1
4π
∫
Snb
dr′(x′ − x)∇′
(
exp(ikR)− 1 + 0.5k2R2
R
)
+
1
4π
∫
Snb
dr′(x′ − x)∇′
(
1
R
)
− k
2
8π
∫
Snb
dr′(x′ − x)∇′R (3.72)
and
I
(y′−y)∇′
in =
1
4π
∫
Snb
dr′(y′ − y)∇′
(
exp(ikR)− 1 + 0.5k2R2
R
)
+
1
4π
∫
Snb
dr′(y′ − y)∇′
(
1
R
)
− k
2
8π
∫
Snb
dr′(y′ − y)∇′R. (3.73)
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We note that only z components of I∇
′
in , I
(x′−x)∇′
in , and I
(y′−y)∇′
in are required.
Finally, basic integrals I10 and I11 involve a line integral
Ie,1in =
1
4π
∫
en
dr′
exp(ikR)
R
, (3.74)
which depends on the orientation of the basis function, as opposed to other inner
integrals.
3.6.3 Calculation of Interactions Using the Multilevel
Fast Multipole Algorithm
Consider a half nˆ×RWG function associated with the ﬁrst triangle of the mth
edge. Radiation and receiving patterns required for MLFMA implementations
employing the nˆ×RWG functions are derived as
SnRWGm1 (rC ,k) =
lm
2Am1
(I¯
3×3 − kˆkˆ)·
nˆ×
∫
Sm1
dr exp
[−ik · (r − rC)](r − rm1), (3.75)
FK,N,nRWGm1 (rC ,k) = −
lm
2Am1
kˆ ×
∫
Sm1
dr exp
[
ik · (r − rC)
]
(r − rm1), (3.76)
where integrals are the same as those in (2.144) and (2.145).
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Figure 3.28: Normalized back-scattered RCS (RCS/πa2) of a PEC sphere with
a radius of (a) λ and (b) 2λ as a function of the number of unknowns. The dots
on the curves correspond to the λ/10 discretization.
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Figure 3.29: Normalized forward-scattered RCS (RCS/πa2) of a PEC sphere
with a radius of (a) λ and (b) 2λ as a function of the number of unknowns. The
dots on the curves correspond to the λ/10 discretization.
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Figure 3.30: Magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface (at x = 0.5 m) of a PEC cube with
edges of (a) λ and (b) 2λ, obtained by using MFIE with nˆ×RWG.
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Figure 3.31: Back-scattered RCS (m2) of a PEC cube with edges of (a) λ and
(b) 2λ as a function of the number of unknowns. The dots on the curves corre-
spond to the λ/10 discretization.
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Figure 3.32: Forward-scattered RCS (m2) of a PEC cube with edges of (a) λ
and (b) 2λ as a function of the number of unknowns. The dots on the curves
correspond to the λ/10 discretization.
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3.6.4 Numerical Results
To compare the accuracy of solutions obtained by using the conventional RWG
and the nˆ×RWG functions, we consider scattering problems involving a PEC
sphere, when the radius of the sphere is λ and 2λ. Figures 3.28 and 3.29 illus-
trate normalized back-scattered and forward-scattered RCS (RCS/πa2, where a
is the radius of the sphere), respectively, obtained by FMM implementations em-
ploying the RWG and the nˆ×RWG functions. Scattering problems are solved for
various triangulations involving approximately 1000 to 30,000 unknowns. In both
ﬁgures, we observe that, as N increases, RCS values obtained with the nˆ×RWG
functions converge to exact Mie-series results faster than those obtained with
the RWG functions, i.e., RCS values obtained with the nˆ×RWG functions are
more accurate for all discretization densities. The improvement obtained with
the nˆ×RWG functions over the RWG functions is signiﬁcant even for the λ/10
discretization, which is commonly used as a rule of thumb in numerical solutions.
Next, we revisit the solution of scattering problems involving a PEC cube with
edges of 1 m, when the frequency is 300 MHz and 600 MHz. Figures 3.30(a) and
3.30(b) show that, using the nˆ×RWG functions, the modelling of the surface
current is visibly improved compared to the RWG functions depicted in Fig-
ures 3.24 and 3.25, especially in the representation of singular currents ﬂowing
along edges. We observe that the use of the nˆ×RWG functions in the MFIE so-
lution provides higher values at z = ±0.5 m than the use of the RWG functions
with either EFIE or MFIE. It should be remarked that this is merely an indica-
tor for the improved accuracy of MFIE with the use of the nˆ×RWG functions,
but not an absolute proof since the exact current distribution is not available for
comparisons. Nevertheless, RCS results are also supporting inferences obtained
from current solutions. Figures 3.31 and 3.32 demonstrate back-scattered and
forward-scattered RCS (in m2), respectively, when edges of the cube are λ and
2λ. Comparing MFIE results, we observe faster convergence (with respect to the
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improved discretization and the increasing N) of RCS values with the nˆ×RWG
functions. The improvement is signiﬁcant especially for relatively coarse dis-
cretizations, even for the commonly used λ/10 triangulation, as marked on the
curves.
3.7 Improving the Accuracy with LN-LT Type
Basis Functions
In this section, we present LN-LT type basis functions to further improve
the accuracy of MFIE and CFIE implementations. Speciﬁcally, we introduce
divergence-conforming LL and curl-conforming nˆ×LL functions, which allow lin-
ear variation of the current along edges of triangulations [60]. We show that
LN-LT type functions improve the accuracy of MFIE and CFIE to levels of
EFIE, without increasing computational requirements. Improving the accuracy
of normal and mixed formulations of dielectric objects with the LL functions is
presented in [37].
Table 3.7: Linear Basis and Testing Functions
Function Conformity Type Function/Edge
RWG Divergence CN-LT 1
nˆ×RWG Curl LN-CT 1
LL Divergence LN-LT 2
nˆ×LL Curl LN-LT 2
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Figure 3.33: (a) First-kind and (b) second-kind LL functions deﬁned at the nth
edge (en). Arrows show the direction while the shading indicates the magnitude
of the vector distribution. Light and dark colors represent the low and high
values, respectively, and white corresponds to zero.
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Figure 3.34: (a) First-kind and (b) second-kind nˆ×LL functions deﬁned at the
nth edge (en). Arrows show the direction while the shading indicates the mag-
nitude of the vector distribution. Light and dark colors represent the low and
high values, respectively, and white corresponds to zero.
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3.7.1 Linear Basis Functions
Table 3.7 lists functions under investigation in this section with some of their
essential properties. For comparisons, we consider the conventional divergence-
conforming RWG functions, as well as the curl-conforming nˆ× RWG func-
tions presented in Section 3.6. The RWG functions can be classiﬁed as CN-LT
type [31], since their spatial distribution depicted in Figure 2.1 has constant nor-
mal (CN) and linear tangential (LT) components at the main edge. On the other
hand, the nˆ× RWG functions having spatial distributions shown in Figure 3.27
are LN-CT (linear normal, constant tangential) type. Besides the RWG and
the nˆ×RWG functions, we investigate the divergence-conforming LL functions.
Spatial distributions of the LL functions are depicted in Figure 3.33, where two
kinds of LL functions are deﬁned on the same edge en with expressions
bLL(1)n (r) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ln
4(An1)2
(r − rn1) ·
[
(rn4 − rn1)× nˆ
]
(rn3 − rn1), r ∈ Sn1
ln
4(An2)2
(r − rn2) ·
[
(rn4 − rn2)× nˆ
]
(rn3 − rn2), r ∈ Sn2
0, r /∈ Sn
(3.77)
for the LL function of the ﬁrst kind, and
bLL(2)n (r) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ln
4(An1)2
(r − rn1) ·
[
(rn3 − rn1)× nˆ
]
(rn4 − rn1), r ∈ Sn1
ln
4(An2)2
(r − rn2) ·
[
(rn3 − rn2)× nˆ
]
(rn4 − rn2), r ∈ Sn2
0, r /∈ Sn
(3.78)
for the LL function of the second kind. In Figure 3.33, vertex locations rn1, rn2,
rn3, and rn4 are labeled as well as the three edges of the triangles en, ep, and ez
depending on the kind of the LL function. For both kinds of the LL functions,
the spatial distribution
• is parallel to one of the side edges ep over both of the triangles,
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• changes linearly along the edge ep and becomes maximum at the intersec-
tion of that edge with the main edge en,
• is exactly zero at the other side edge ez,
• has a continuous normal component across the main edge en, and
• varies linearly at the main edge en in both perpendicular and tangential
directions.
Because of the ﬁnal property above, LL functions are classiﬁed as LN-LT type,
providing linear variation along the main edge in both directions.
The LL functions can actually decompose the corresponding RWG function as
bRWGn (r) = b
LL(1)
n (r) + b
LL(2)
n (r), (3.79)
where bRWGn represents the RWG function associated with the nth edge. The
charge distribution implied by expressions in (3.77) and (3.78) is
∇ · bLL(1)n (r) = ∇ · bLL(2)n (r) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ln
2An1
, r ∈ Sn1
−ln
2An2
, r ∈ Sn2
0, otherwise,
(3.80)
which is constant and exactly half of that for the RWG functions. Equation
(3.80) indicates that the LL functions are divergence-conforming since their di-
vergence is ﬁnite. Although this property is not crucial for MFIE, which also
allows the use of curl-conforming functions depending on the formulation type,
divergence-conforming property of the LL functions becomes essential for CFIE
implementations.
The LL functions can also be identiﬁed as a subset of LN/QT or QN/LT type
vector functions discussed in [31]. Contrary to the RWG functions, the LL func-
tions are ﬁrst-order complete to represent vectors by providing six degrees of
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freedom to model the linear variation on triangles. As depicted in Figure 3.33,
there are two kinds of LL functions deﬁned on the same edge simultaneously to
expand the current density better than the RWG functions that are only zeroth-
order complete. Improved current modelling with higher-order completeness is
achieved at the cost of doubling the number of basis functions compared to the
RWG functions for the same triangulation of the geometry. On the other hand,
we show that the LL functions provide more accurate RCS results with MFIE
and CFIE for the same number of unknowns as the RWG functions. The im-
provement is present even for curved geometries, where the discretization for the
LL functions is coarser and leads to more deviation from the actual geometry
to keep the number of unknowns approximately the same as when the RWG
functions are used on the same geometry with a ﬁner triangulation.
Although the LL functions are ﬁrst-order complete to represent vectors, they
are only zeroth-order complete to represent the divergence or curl of a vector.
The LL functions improve the accuracy of MFIE to levels of EFIE, while they
are similar to the RWG functions by providing linear variations for the induced
current on triangular domains. In this manner, the LL functions are diﬀerent
from higher-order techniques in computational electromagnetics appeared in the
literature to improve the accuracy of integral equations [57]–[59]. Advantages of
the LL functions can be listed as follows:
• The LL functions can be implemented with simple modiﬁcations on exist-
ing codes employing the RWG functions. Most of numerical procedures
in MLFMA, such as singularity extractions for near-ﬁeld interactions and
Fourier transforms for far-ﬁeld interactions, can be adapted from those of
the RWG functions.
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• For the same number of unknowns, employing the LL functions in MLFMA
implementations does not require extra computational load compared to
employing the RWG functions.
Finally, the curl-conforming nˆ×LL functions are derived from the LL functions
as
bnLL(1)(r) = nˆ× bLL(1)(r)
bnLL(2)(r) = nˆ× bLL(2)(r), (3.81)
and we note that
∇S × bnLL(1)(r) = nˆ∇ · bLL(1)(r)
∇S × bnLL(2)(r) = nˆ∇ · bLL(2)(r). (3.82)
Similar to the LL functions, the nˆ×LL functions are also deﬁned in pairs located
at the same edge with spatial distributions illustrated in Figure 3.34. For both
kinds of the nˆ×LL functions, the spatial distribution
• is perpendicular to one of the side edges ep over both of the triangles,
• changes linearly along the edge ep and becomes maximum at the intersec-
tion of that edge with the main edge en,
• is exactly zero at the other side edge ez,
• has a continuous normal component across the main edge en, and
• varies linearly at the main edge en in both perpendicular and tangential
directions.
Similar to the LL functions, the nˆ×LL functions are LN-LT type.
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3.7.2 Direct Calculation of Interactions
The divergence-conforming LL functions can be employed for EFIE, MFIE, and
CFIE. As an example, we consider the interaction of two half LL functions tLL(1)ma
and b
LL(1)
nb associated with the ath triangle of the mth edge and the bth triangle
of the nth edge, respectively. We assume that both functions are the ﬁrst kind.
Using (3.77) and (3.80), matrix elements are derived as
Z¯
LL(1)
E [m,n, a, b] = T¯
T,LL(1)
[m,n, a, b] (3.83)
Z¯
LL(1)
M [m,n, a, b] = K¯
N,LL(1)
PV [m,n, a, b]−
1
2
I¯
T,LL(1)
[m,n, a, b], (3.84)
where
I¯
T,LL(1)
[m,n, a, b] = Bma,nb(rm3 − rma) · (rn3 − rnb)∫
Sma
dr(r − rma) ·
[
(rm4 − rma)× nˆ
]
(r − rnb) ·
[
(rn4 − rnb)× nˆ
]
(3.85)
T¯
T,LL(1)
[m,n, a, b] = ikBma,nb(rm3 − rma) · (rn3 − rnb)∫
Sm
dr(r − rma) ·
[
(rm4 − rma)× nˆma
]
∫
Sn
dr′g(r, r′)(r′ − rnb) ·
[
(rn4 − rnb)× nˆnb
]
− 4i
k
Bma,nb
∫
Sm
dr
∫
Sn
dr′g(r, r′) (3.86)
K¯
N,LL(1)
PV [m,n, a, b] = Bma,nb(rm3 − rma) · nˆma × (rn3 − rnb)×∫
Sma
dr(r − rma) ·
[
(rm4 − rma)× nˆma
]
∫
PV,Snb
dr′(r′ − rnb) ·
[
(rn4 − rnb)× nˆnb
]∇′g(r, r′) (3.87)
and
Bma,nb = lmln
16(Ama)2(Anb)2
. (3.88)
After a coordinate transformation,
I¯
T,LL(1)
[m,n, a, b] = Bma,nb(ρm3 − ρma) · (ρn3 − ρnb)∫
Sma
dr(ρ− ρma) ·
[
(ρm4 − ρma)× zˆ
]
(ρ− ρnb) ·
[
(ρn4 − ρnb)× zˆ
]
(3.89)
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T¯
T,LL(1)
[m,n, a, b] = ikBma,nb(ρm3 − ρma) · (ρn3 − ρnb)∫
Sm
dr(r − rma) ·
[
(rm4 − rma)× nˆma
]
∫
Sn
dr′g(r, r′)(ρ′ − ρnb) ·
[
(ρn4 − ρnb)× zˆ
]
− 4i
k
Bma,nb
∫
Sm
dr
∫
Sn
dr′g(r, r′) (3.90)
K¯
N,LL(1)
PV [m,n, a, b] = Bma,nb(rm3 − rma) · nˆma × (ρn3 − ρnb)×∫
Sma
dr(r − rma) ·
[
(rm4 − rma)× nˆma
]
∫
PV,Snb
dr′(ρ′ − ρnb) ·
[
(ρn4 − ρnb)× zˆ
]∇′g(r, r′). (3.91)
For integro-diﬀerential operators, interactions are further divided into basic in-
tegrals as
T¯
T,LL(1)
[m,n, a, b] = ikBma,nb(ρm3 − ρma) · (ρn3 − ρnb){
(yn4 − ynb)
[
(ym4 − yma)nz − (zm4 − zma)ny
][
xma(xnbI1 − I2)− xnbI4 + I5
]
+ (xn4 − xnb)
[
(zm4 − zma)ny − (ym4 − yma)nz
][
xma(ynbI1 − I3)− ynbI4 + I6
]
+ (yn4 − ynb)
[
(zm4 − zma)nx − (xm4 − xma)nz
][
yma(xnbI1 − I2)− xnbI7 + I8
]
+ (xn4 − xnb)
[
(xm4 − xma)nz − (zm4 − zma)nx
][
yma(ynbI1 − I3)− ynbI7 + I9
]
+ (yn4 − ynb)
[
(xm4 − xma)ny − (ym4 − yma)nx
][
zma(xnbI1 − I2)− xnbI10 + I11
]
+ (xn4 − xnb)
[
(ym4 − yma)nx − (xm4 − xma)ny
][
zma(ynbI1 − I3)− ynbI10 + I12
]}
− 4i
k
Bma,nbI1 (3.92)
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and
K¯
N,LL(1)
PV [m,n, a, b] = Bma,nb(rm3 − rma) · nˆma × (ρn3 − ρnb)×{
(yn4 − ynb)
[
(ym4 − yma)nz − (zm4 − zma)ny
][
xma(xnbI1 − I2)− xnbI4 + I5
]
+ (xn4 − xnb)
[
(zm4 − zma)ny − (ym4 − yma)nz
][
xma(ynbI1 − I3)− ynbI4 + I6
]
+ (yn4 − ynb)
[
(zm4 − zma)nx − (xm4 − xma)nz
][
yma(xnbI1 − I2)− xnbI7 + I8
]
+ (xn4 − xnb)
[
(xm4 − xma)nz − (zm4 − zma)nx
][
yma(ynbI1 − I3)− ynbI7 + I9
]
+ (yn4 − ynb)
[
(xm4 − xma)ny − (ym4 − yma)nx
][
zma(xnbI1 − I2)− xnbI10 + I11
]
+ (xn4 − xnb)
[
(ym4 − yma)nx − (xm4 − xma)ny
][
zma(ynbI1 − I3)− ynbI10 + I12
]}
.
(3.93)
We note similarities between (3.92) and (3.93). Finally, basic integrals can be
listed as
I{1,4,7,10} =
∫
Sma
dr
{
1, x, y, z
}
I1in (3.94)
I{2,5,8,11} =
∫
Sma
dr
{
1, x, y, z
}
Ix
′
in (3.95)
I{3,6,9,12} =
∫
Sma
dr
{
1, x, y, z
}
Iy
′
in (3.96)
I{1,4,7,10} =
∫
Sma
dr
{
1, x, y, z
}
I∇
′
in (3.97)
I{2,5,8,11} =
∫
Sma
dr
{
1, x, y, z
}
Ix
′∇′
in (3.98)
I{3,6,9,12} =
∫
Sma
dr
{
1, x, y, z
}
Iy
′∇′
in , (3.99)
where I1in, I
x′
in, I
y′
in, I
∇′
in , I
x′∇′
in , and I
y′∇′
in are deﬁned in (2.95), (2.110), (2.111),
(2.97), (3.70), and (3.71), respectively.
The curl-conforming nˆ×LL functions can be employed only for MFIE. As in
the case of the RWG and the nˆ×RWG functions, matrix elements derived for
the LL and the nˆ×LL functions are closely related. On the other hand, similar
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to the nˆ×RWG functions, we derive an alternative and more eﬃcient implemen-
tation for the nˆ×LL functions. Using (3.81) in (3.49), we obtain
K¯
N,nLL(1,2)
PV [m,n] =
∫
Sm
drtLL(1,2)m (r) ·
∫
PV,Sn
dr′nˆ′g(r, r′)∇′ · bLL(1,2)n (r′)
+
∫
Sm
drtLL(1,2)m (r) ·
∫
PV,Sn
dr′bLL(1,2)n (r
′)
∂g(r, r′)
∂n′
−
∫
Sm
drtLL(1,2)m (r) ·
∫
PV,Sn
dr′nˆ′∇′ ·
[
g(r, r′)bLL(1,2)n (r
′)
]
.
(3.100)
As in the previous cases, expression in (3.100) is decomposed into basic integrals
for the implementation.
3.7.3 Calculation of Interactions Using the Multilevel
Fast Multipole Algorithm
In MLFMA implementations employing LN-LT type functions, radiation and
receiving patterns are calculated again by using (2.136)–(2.143). As an example,
we consider the LL functions of the ﬁrst kind and take only the ﬁrst triangle of
the mth edge. We obtain
S
LL(1)
m1 (rC ,k) =
lm
4(Am1)2
(I¯
3×3 − kˆkˆ) · (rm3 − rm1)
[
(rm4 − rm1)× nˆ
] · ∫
Sm1
dr exp
[−ik · (r − rC)](r − rm1) (3.101)
F
K,N,LL(1)
m1 (rC ,k) = −
lm
4(Am1)2
kˆ × [(rm3 − rm1)× nˆ]
[
(rm4 − rm1)× nˆ
] · ∫
Sm1
dr exp
[
ik · (r′ − rC)
]
(r′ − rm1). (3.102)
Derivations for the LL functions of the second kind and the nˆ×LL functions are
similar.
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Figure 3.35: Normalized back-scattered RCS (RCS/πa2) of a PEC sphere with
a radius of (a) λ, (b) 1.5λ, and (c) 2λ as a function of the number of unknowns.
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Figure 3.36: Normalized forward-scattered RCS (RCS/πa2) of a PEC sphere with
a radius of (a) λ, (b) 1.5λ, and (c) 2λ as a function of the number of unknowns.
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Figure 3.37: Magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface (at x = 0.5 m) of a PEC cube with
edges of λ, obtained by using MFIE with (a) LL and (b) nˆ×LL.
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Figure 3.38: Magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface (at x = 0.5 m) of a PEC cube with
edges of 2λ, obtained by using MFIE with (a) LL and (b) nˆ×LL.
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Figure 3.39: Back-scattered RCS (m2) of a PEC cube with edges of (a) λ and
(b) 2λ as a function of the number of unknowns.
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Figure 3.40: Forward-scattered RCS (m2) of a PEC cube with edges of (a) λ and
(b) 2λ as a function of the number of unknowns.
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Figure 3.41: BCE deﬁned in (3.104) in the solution of a scattering problem
involving a λ× λ× λ conducting box formulated with MFIE.
3.7.4 Numerical Results (MFIE)
To compare basis functions in terms of how they aﬀect the accuracy of MFIE
implementations, we ﬁrst present results of scattering problems involving a PEC
sphere with a radius of a, when a = λ, a = 1.5λ, and a = 2λ. Discretizations
of the sphere with λ/10 triangles lead to 3723, 8364, and 14,871 edges. The
sphere is illuminated by a plane wave and scattering problems are solved with
FMM and MLFMA implementations employing the RWG, nˆ×RWG, LL, and
nˆ×LL functions. Figures 3.35 and 3.36 display normalized back-scattered and
forward-scattered RCS (RCS/πa2, where a is the radius of the sphere), respec-
tively. RCS values are plotted with respect to the number of unknowns, which
corresponds to the number of edges for the RWG and the nˆ×RWG functions,
but twice that for the LL and the nˆ×LL functions. To compare performances of
functions, convergence to the analytically calculated value is investigated. It can
be observed that the convergence is signiﬁcantly faster for LN-LT type functions,
namely, the divergence-conforming LL and the curl-conforming nˆ×LL functions.
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In other words, for a given number of unknowns, MFIE solutions obtained by
these functions are more accurate than those obtained by the RWG and the
nˆ×RWG functions. We also note that the nˆ×RWG functions give more accu-
rate RCS values compared to the RWG functions, but the accuracy is relatively
poor compared to the LL and the nˆ×LL functions.
RCS values in Figures 3.35 and 3.36 are plotted with respect to the number
of unknowns so that diﬀerent basis functions can be compared fairly. However,
since the LL and the nˆ×LL functions are deﬁned in pairs at the edges, their
triangulation is diﬀerent from the triangulation of the RWG and the nˆ×RWG
functions to keep the number of unknowns ﬁxed. In other words, a coarser tri-
angulation is employed for the LL and the nˆ×LL functions. Employing these
functions for a given number of unknowns, the number of triangles to model the
geometry is half of that for the RWG and the nˆ×RWG functions. For curved
geometries, a coarser triangulation leads to a larger deviation from the actual
geometry. Therefore, in the example of the sphere problem, we keep in mind that
the LL and the nˆ×LL functions improve the accuracy in spite of the decreased
quality of the geometry discretization.
To demonstrate the eﬀect of using diﬀerent basis functions on the modelling
of the induced current, we consider scattering problems involving a PEC cube
with edges of 1 m, when the frequency is 300 MHz and 600 MHz. The cube is
located at the origin and it is illuminated by a plane wave propagating in the
−x direction with the electric ﬁeld polarized in the y direction. Figures 3.37 and
3.38 show the magnitude of the y component of the normalized surface current(|Jy|/|Hinc|) induced on the front surface of the cube when the frequency is
300 MHz and 600 MHz, respectively. The modeled current is obtained for LN-
LT type functions and triangulations with mesh size of about λ/10. Comparing
Figures 3.37 and 3.38 with Figures 3.24, 3.25, and 3.30, we observe that the
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modelling is signiﬁcantly improved with LN-LT type functions compared to the
CN-LT type RWG functions and the LN-CT type nˆ×RWG functions, especially
for the representation of singular current at edges. We also note that features
and the quality of the current modelling are very similar for both the divergence-
conforming LL functions and the curl-conforming nˆ×LL functions. Figures 3.39
and 3.40 display back-scattered and forward-scattered RCS (m2) of PEC cubes,
plotted again with respect to the number of unknowns. As in sphere problems, we
observe faster convergence for the LL and the nˆ×LL functions, while the RWG
functions give the worst accuracy for a given number of unknowns in MFIE.
Finally, we consider the boundary-condition error (BCE) in the solution of a
scattering problem involving a λ × λ × λ conducting box located at the origin.
The box is illuminated by a plane wave propagating in the −x direction with the
electric ﬁeld polarized in the y direction. In order to measure the accuracy of nu-
merical solutions, we sample the magnetic ﬁeld and test the boundary condition
point-wise on the surface of the box. A relative error
ΔR(r) =
|J(r)− nˆ×H(r)|
|nˆ×H inc(r)| (3.103)
is calculated at various observation points r ∈ S. Then, BCE is deﬁned as the
integral of the relative error (3.103) over the entire surface, i.e.,
ΔBCE(r) =
∫
S
drΔR(r). (3.104)
Figure 3.41 presents BCE as a function of the number of unknowns and for
various discretizations of the problem with diﬀerent basis functions. We observe
that BCE for the LN-LT type functions is approximately half of that for the
RWG and the nˆ×RWG functions. In other words, the boundary condition for
the magnetic ﬁeld is satisﬁed better by using LN-LT type functions. This explains
why LN-LT type functions produce more accurate RCS results than the RWG
and the nˆ×RWG functions.
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Figure 3.42: Relative error in the bistatic RCS of a PEC sphere with a radius
of a, when a changes from 0.5λ to 1.5λ. Computational results are obtained
by using EFIE discretized with the RWG functions, as well as MFIE and CFIE
discretized with the LL functions.
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Figure 3.43: Normalized back-scattered RCS (RCS/πa2) of a PEC sphere with a
radius of (a) λ and (b) 2λ as a function of α in CFIE. The number of unknowns
is (a) 3723 for RWG and 7446 for LL, (b) 8364 for RWG and 16728 for LL.
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Figure 3.44: Normalized forward-scattered RCS (RCS/πa2) of a PEC sphere
with a radius of (a) λ and (b) 2λ as a function of α in CFIE. The number of
unknowns is (a) 3723 for RWG and 7446 for LL, (b) 8364 for RWG and 16728
for LL.
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Figure 3.45: Iteration counts (10−3 residual error ) for the solution of scattering
problems involving a sphere with a radius of (a) λ (3723 edges) and (b) 1.5λ (8364
edges) as a function of α in CFIE.
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Figure 3.46: Back-scattered RCS (m2) of a PEC cube with edges of (a) λ and
(b) 2λ as a function of the number of unknowns.
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Figure 3.47: Forward-scattered RCS (m2) of a PEC cube with edges of (a) λ and
(b) 2λ as a function of the number of unknowns.
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Figure 3.48: Co-polar bistatic RCS (in dBm2) of the stealth airborne target
Flamme at 3 GHz. The maximum dimension of the scaled geometry is 0.6 m,
corresponding to 6λ at 3 GHz. The target is illuminated by a plane wave prop-
agating in the x-y plane at 200◦ angle from the x axis, with the electric ﬁeld
polarized in θ direction (vertical polarization).
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3.7.5 Numerical Results (CFIE)
The divergence-conforming LL functions can also be used to improve the accu-
racy of CFIE, similar to MFIE. As an example, we consider scattering problems
involving a sphere with a radius of a, when a changes from 0.5λ to 1.5λ. In
Figure 3.42, the relative error in bistatic RCS values obtained with EFIE, MFIE,
and CFIE (α = 0.2) formulations is plotted as a function of bistatic angle and
frequency. We also focus on the relative error in the forward-scattering direction
as a function of frequency. EFIE is discretized with the RWG functions, whereas
MFIE and CFIE are discretized with the LL functions. Comparing results in
Figure 3.42 with the previous results in Figure 3.23, we observe that MFIE and
CFIE become as accurate as the reference EFIE with the RWG functions. In
MFIE solutions, there are two consequences when the RWG functions are re-
placed by the LL functions. First, eﬀects of internal resonances are narrower
as a function of frequency for the LL functions. Second, the excessive error of
MFIE with the RWG functions disappears and the accuracy is improved for all
frequencies. Using the LL functions instead of the RWG functions, accuracy of
CFIE is also improved to levels of EFIE.
To further compare the RWG and the LL functions in terms of the accuracy
of CFIE implementations, Figures 3.43 and 3.44 present back-scattered and
forward-scattered RCS, respectively, of a PEC sphere with a radius of a, when
a = λ and a = 1.5λ. For each case, the sphere is discretized with λ/10 trian-
gles. RCS values are calculated for diﬀerent values of the coupling parameter α.
Values at α = 0 and α = 1 correspond to those obtained by MFIE and EFIE,
respectively. Besides the overall improvement in accuracy by the use of the LL
functions, Figures 3.43 and 3.44 demonstrate that the signiﬁcant and undesired
variance in accuracy with the use of the RWG functions is dramatically reduced
with the use of the LL functions. In other words, accuracy is stabilized with
respect to the variable α and becomes weakly dependent on the choice of this
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variable.
Although there is no optimum α for the accuracy of the LL functions, Fig-
ure 3.45 shows that the conditioning of the matrix equation depends strongly on
this variable. In this ﬁgure, CGS iteration counts required to reach 10−3 residual
error for FMM solutions of sphere problems are depicted. FMM employing the
CGS solver is accelerated by BDP obtained by keeping self-interactions of boxes
in the FMM structure. It is observed that the approximate range of α from 0.2
to 0.3 is optimum for both the RWG and the LL functions.
Figures 3.46 and 3.47 present back-scattered and forward-scattered RCS of a
cube with edges of 1 m, when the frequency is 300 MHz and 600 MHz. CFIE
formulations (α = 0.2) employing the RWG and the LL functions are compared.
In this convergence analysis, we also observe a signiﬁcant improvement in the
accuracy of CFIE by using the LL functions.
Finally, Figure 3.48 presents the solution of a scattering problem involving a
stealth airborne target Flamme [81]. The scaled size of the Flamme is 0.6 m
corresponding to 6λ at 3 GHz, and it is illuminated by a plane wave propagating
in the x-y plane at φ = 200◦ angle from the nose. The electric ﬁeld is polarized in
the θ direction (vertical polarization). Figure 3.48 presents the co-polar bistatic
RCS (in dBm2) on the x-y plane as a function of the bistatic angle φ from 210◦
to 360◦. We observe that computational results provided by EFIE employing
the RWG functions agree well with measurements. However, we cannot obtain
the same agreement when using CFIE discretized with the RWG functions. We
also observe that the accuracy of CFIE can be improved to levels of EFIE by
employing the LL functions instead of the RWG functions.
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Figure 3.49: (a) Normalized forward-scattered RCS (RCS/πa2) of a sphere with
a radius of 6λ as a function of the number of unknowns. The dots on the
curves correspond to the λ/10 discretization. (b) Error in the scattered ﬁeld as
a function of the number of linear unknowns per wavelength.
224
0 45 90 135
−4
−3
−2
−1
0
1
2
R
CS
 (d
B)
Analytical
LL (65724)
RWG (64556)
150 165 180
−10
0
10
20
30
40
−20
Analytical
LL (65724)
RWG (64556)
Bistatic Angle Bistatic Angle
(a)
0 45 90 135 180
0
1
2
3
4
5
R
el
at
iv
e 
Er
ro
r (%
)
 
LL
RWG
Bistatic Angle
6λ
(b)
Figure 3.50: (a) Normalized bistatic RCS (RCS/πa2) of a sphere with a radius
of 6λ as a function of bistatic angle from 0o (back-scattering) to 180o (forward-
scattering). (b) Relative error as deﬁned in (2.172) for the bistatic RCS depicted
in Figure 3.50(a). The error for the RWG functions is signiﬁcantly larger than the
error for the LL functions, especially in the forward-scattering direction, where
the RWG error is above 4%.
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Figure 3.51: (a) A scatterer composed of planar surfaces connected with sharp
edges and corners. (b) Forward-scattered RCS (m2) with respect to the number
of unknowns for the scatterer in Figure 3.51(a) illuminated by a plane wave
propagating in the −y direction at 4 GHz. Curves are obtained with CFIE and
MFIE implementations employing the RWG and the LL functions.
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3.7.6 Numerical Results for Large-Scale Problems
Replacing the RWG functions with the LL functions signiﬁcantly improves the
accuracy of MFIE and CFIE, even for large and smooth geometries. As an exam-
ple, we consider scattering problems involving a large sphere with a radius of 6λ.
The sphere is illuminated by a plane wave and scattering problems discretized by
various triangulations are solved by diﬀerent MLFMA implementations involving
MFIE and CFIE formulations. In Figure 3.49(a), normalized forward-scattered
RCS is plotted with respect to the number of unknowns. Since the size of the
scatterer is ﬁxed with respect to the wavelength, the number of unknowns is con-
trolled by changing the ﬁneness of the triangulation. As the number of unknowns
increases from about 50,000 to 500,000, all computational curves approach the
analytical value obtained by a Mie-series solution. Convergence is signiﬁcantly
faster for both MFIE and CFIE formulations with the LL functions, and MFIE
with the RWG functions has the slowest convergence. We also observe the poor
performance of CFIE with the RWG functions. Since computational resources
required for the RWG and the LL functions are similar for a ﬁxed number of
unknowns, the LL functions are superior to RWG functions because of the sig-
niﬁcant boost in the accuracy.
Figure 3.49(b) oﬀers another view for the accuracy of RCS results obtained with
the RWG and the LL functions. The RCS error, which is deﬁned as the error
in the scattered ﬁeld in reference to an exact Mie-series solution, is plotted on
a log-log scale as a function of the number of linear unknowns per wavelength.
Then, the slope of the error curve signiﬁes the order of convergence of the nu-
merical solution. It is seen in Figure 3.49(b) that the error decreases with higher
slopes for the LL functions than for the RWG functions, demonstrating that the
LL functions provide higher-order convergence. Note that slopes of the error
curves for the LL functions are not constant, as opposed to slopes of the error
curves for the RWG functions. This is because the LL functions reduce the error
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so eﬀectively that the residual error is mainly due to the discretization, i.e., the
error in the geometrical representation of the sphere.
In Figure 3.50(a), we present the normalized bistatic RCS (RCS/πa2) of a sphere
with a radius of 6λ. The sphere is discretized with mesh sizes of about λ/8 for
RWG and λ/5 for LL. Then, the number of unknowns is approximately the same
for RWG and LL cases although the triangulation is coarser for the LL case. In
Figure 3.50(a), computational results are obtained with the CFIE formulation,
and analytical results are also displayed. The plot is divided into two parts with
diﬀerent scales of the y axis for clarity of details. For bistatic directions from 0o
(back-scattering) to 135o, the LL functions unambiguously provide more accurate
results. In the range from 135o to 180o (forward-scattering), the improvement is
not evident in the dB scale. On the other hand, we plot the relative error (2.172)
in Figure 3.50(b), where the large error in the forward-scattering direction is vis-
ible. The error with the LL functions is consistently lower and under 0.2%. The
error with the RWG functions peaks in the forward-scattering direction, where it
is above 4%. This error is not acceptable since near-ﬁeld and far-ﬁeld interactions
of the matrix equation are calculated with a maximum error of 1% and 0.1%,
respectively. Furthermore, the relative residual error in the iterative solution is
10−6 so that we expect the total computational error to be 1% at most. In the
RWG case, the error due to the simultaneous discretization of the geometry and
the current distribution is signiﬁcant and dominates the computational error.
As Figure 3.50(b) suggests, the excessive error due to the discretization with the
RWG functions can be easily prevented by replacing them with the LL functions.
Finally, we present results of scattering problems involving a relatively long ob-
ject with sharp edges and corners as described in Figure 3.51(a). The scatterer is
composed of planar surfaces only, and therefore, its triangulation does not lead
to a deviation from the actual geometry, as opposed to the sphere. The object
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is illuminated by a plane wave propagating in the −y direction and we calculate
the forward-scattered RCS at 4 GHz by employing MFIE and CFIE formula-
tions with the RWG and the LL functions. We apply diﬀerent discretizations
with the triangulation size varying from 1.5 cm to 0.375 cm, leading to total of
15,340 to 238,672 triangles, respectively. We also note that λ/10 triangulation
corresponds to 91,782 edges on the object. Figure 3.51(b) presents the forward-
scattered RCS values with respect to number of unknowns; we observe that all
four curves tend to converge to each other as the mesh gets denser, the number
of unknowns increases, and computations become more accurate. However, the
convergence rate depends on the type of the formulation and the basis function.
MFIE with the RWG functions has the slowest convergence while CFIE with the
RWG functions shows relatively poor performance compared to MFIE and CFIE
formulations employing the LL functions. As in the case of the large sphere prob-
lem, we observe that the LL functions provide signiﬁcantly improved accuracy
for both MFIE and CFIE solutions of the problem.
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Figure 3.52: RMS of the far-zone electric ﬁeld due to nonradiating currents
{J inc(r),M inc(r)} expanded on the surface of (a) a sphere with a radius of 0.5λ
and (b) a cube with 0.5λ edges. Both surfaces are illuminated by a plane wave
with unit amplitude propagating in free space.
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3.8 Excessive Discretization Error Due to the
Identity Operator
In this section, we show that the identity operator is a major error source in sur-
face integral equations. This may explain why normal and mixed formulations
involving well-tested identity operators are signiﬁcantly inaccurate compared to
tangential formulations.
Discretization of the well-tested identity operator is trivial. The integral
I¯
T
[m,n] =
∫
Sm
drtm(r) · bn(r) (3.105)
does not contain any singularity and it can be evaluated accurately (even exactly,
if desired) by using a low-order Gaussian quadrature rule. On the other hand, the
identity operator behaves like an operator with a highly-singular kernel [53],[65].
This alternative interpretation can be understood when (3.105) is rewritten as a
double integral over testing and basis functions as
I¯
T
[m,n] =
∫
Sm
drtm(r) ·
∫
Sn
dr′δ(r, r′)bn(r), (3.106)
where δ(r, r′) is a Dirac delta function as the kernel of the operator. Therefore,
the discretization of the identity operator may cause an unexpectedly large error,
even though the discretization itself involves very small or no error.
To present the excessive error due to the discretization of the identity opera-
tor, we consider the expansion of nonradiating currents {J inc(r),M inc(r)} in
a series of RWG functions, as in (2.209). For an arbitrary surface, unknown
coeﬃcients aincJ and a
inc
M can be calculated by using two diﬀerent methods:
• The matrix equation in (2.226) is solved. This method involves only
integro-diﬀerential operators and does not contain any (well-tested) iden-
tity operator.
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• We consider the identity equation in (2.223), which is remarkably simpler
than the ﬁrst one, as it does not involve the discretization of any integro-
diﬀerential operators.
We note that the two expansion methods are analogous to solutions of elec-
tromagnetics problems using tangential and normal/mixed formulations, respec-
tively. In fact, solutions with surface integral equations can be interpreted as the
expansion of total currents in a series of basis functions.
We perform experiments on two diﬀerent geometries: a sphere with a radius of
0.5λ and a cube with edges of 0.5λ. Both objects are illuminated by a plane wave
propagating in the −x direction with the electric ﬁeld polarized in the y direction.
Amplitude of the plane wave is unity. Nonradiating currents {J inc(r),M inc(r)}
are expanded in a series of RWG functions on objects using the two methods
described above, i.e., using tangentially-tested K and T operators and using the
identity operator. Expansion coeﬃcients are calculated and used to compute ra-
diated ﬁelds in the far zone. The far-zone electric ﬁeld is sampled at 360 points
as
E∞{θ,φ}[n] = lim
r→∞
{
rE{θ,φ}(r, θ = π/2, φn)
}
, (3.107)
where Eθ and Eφ are arrays containing θ and φ components of the radiated
electric ﬁeld, and φn = (n − 1)π/180 for n = 1, 2, . . . , 360. Then, we compute
the root-mean-square (RMS) of the total electric ﬁeld as
fRMS =
√√√√ 1
360
360∑
n=1
(∣∣E∞θ [n]∣∣2 + ∣∣E∞φ [n]∣∣2
)
. (3.108)
Since expanded currents {J inc(r),M inc(r)} should not radiate, RMS value in
(3.108) directly corresponds to the error in calculations. Using the RWG func-
tions deﬁned on planar triangles, we compute far-zone ﬁelds analytically; hence,
the error is only due to the discretization of currents.
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Figures 3.52(a) and 3.52(b) present the RMS value in (3.108) for sphere and cube
problems, respectively, as a function of the number of elements per wavelength.
In both cases, we observe that the RMS value decreases as the triangulation
becomes ﬁner. However, there exists a signiﬁcant discrepancy between results
obtained with the two discretization methods. Given a mesh size, the RMS value
is consistently smaller with the ﬁrst method using integro-diﬀerential operators
K and T compared to the second method using the well-tested identity operator.
In other words, the discretization of the well-tested identity operator generates
larger error compared to the discretization of directly-tested K and T operators,
even when we use the same set of RWG functions.
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Figure 3.53: First 30 elements of residual vectors rC (CFIE), rC→E (CFIE in
EFIE), and rC→M (CFIE in MFIE) for the iterative CFIE (α = 0.2) solution of
a radiation problem involving a λ× λ× λ conducting box.
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Figure 3.54: First 30 elements of residual vectors rC (CFIE), rC→E (CFIE in
EFIE), and rC→M (CFIE in MFIE) for the iterative CFIE (α = 0.5) solution of
a scattering problem involving a λ× λ× λ conducting box.
235
3.9 Compatibility of Surface Integral Equations
Due to the excessive error in MFIE, matrix equations obtained with EFIE and
MFIE are incompatible, i.e., a solution vector calculated by using MFIE does not
satisfy EFIE with the desired level of accuracy, and vice versa. In fact, for a given
problem, coeﬃcient vectors obtained with EFIE and MFIE can be signiﬁcantly
diﬀerent, i.e.,
(Z¯E)
−1 ·wE = aE 
= aM = (Z¯M)−1 ·wM , (3.109)
even when EFIE and MFIE solutions are not contaminated with internal res-
onances. Being a convex combination of EFIE and MFIE, CFIE solutions are
contaminated with the MFIE inaccuracy. Therefore, coeﬃcients obtained with
CFIE are also incompatible with EFIE and MFIE systems.
Since EFIE is more accurate than MFIE, one can write
aM = aE +ΔaME , (3.110)
where the discrepancy between coeﬃcients obtained with EFIE and MFIE is
interpreted as the error in MFIE. The coeﬃcient vector obtained with CFIE is
related to those obtained with EFIE and MFIE as
aC = α(Z¯C)
−1 · Z¯E · aE + (1− α)(Z¯C)−1 · Z¯M · aM . (3.111)
Using (3.110) in (3.111), we arrive at
aC = aE +ΔaCE , (3.112)
where
ΔaCE = (1− α)(Z¯C)−1 · Z¯M ·ΔaME, (3.113)
which can be interpreted as the CFIE solution being contaminated with the in-
accuracy of MFIE.
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When the solution of CFIE is obtained by using an iterative algorithm, the
residual vector
rC = wC − Z¯C · aC (3.114)
is minimized. Using the deﬁnition of CFIE in (3.3), the residual vector for CFIE
can be written as
rC = αrC→E + (1− α)rC→M , (3.115)
where
rC→E = wE − Z¯E · aC (3.116)
rC→M = wM − Z¯M · aC (3.117)
are residual vectors obtained by testing the CFIE solution in EFIE and MFIE
systems, respectively.
An important observation is that the minimization of the norm of rC does not re-
quire the minimization of norms of rC→E and rC→M . As an example, we consider
the solution of radiation and scattering problems involving a λ× λ× λ conduct-
ing box, when problems are formulated with CFIE. In the radiation problem, the
box is excited with a Hertzian dipole located inside the box at x = 0.1λ. In the
scattering problem, the box is illuminated by a plane wave propagating in the
−x direction with the electric ﬁeld polarized in the y direction. Discretizations of
problems with the RWG functions on λ/10 triangles lead to 2052× 2052 matrix
equations. Matrix elements are calculated with a maximum of 1% error, and
iterative solutions are performed by using the BiCGStab algorithm. Iterations
are stopped when the residual error
ΔCres =
||rC ||2
||wC ||2 , (3.118)
where || · ||2 represents the 2-norm of a vector, is reduced to below 10−6.
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Figure 3.53 presents the ﬁrst 30 elements of residual vectors rC , rC→E, and
rC→M , denoted by “CFIE”, “CFIE in EFIE”, and “CFIE in MFIE”, respec-
tively, when α = 0.2 in the CFIE solution of the radiation problem involving a
λ×λ×λ conducting box. We observe that rC→E and rC→M involve signiﬁcantly
larger elements than rC . Furthermore, elements of rC→E are exactly four times
those of rC→M . This is because, as the norm of rC is minimized, elements of
rC→E and rC→M are scaled with respect to each other, i.e.,
rC→E ≈ −(1− α)
α
rC→M , (3.119)
instead of converging to zero. For α = 0.2, the ratio of −(1 − α)/α = −4 is
manifested in Figure 3.53. More precisely, the error criteria for the iterative
solution, i.e.,
ΔCres =
||rC ||2
||wC ||2 =
||αrC→E + (1− α)rC→M ||2
||wC ||2 ≤ 10
−6, (3.120)
is achieved without the minimization of ||rC→E||2 and ||rC→M ||2.
Figure 3.54 presents the ﬁrst 30 elements of residual vectors rC , rC→E, and
rC→M , when α = 0.5 in the CFIE solution of the scattering problem involving a
λ × λ × λ conducting box. Similar to the previous example, rC→E and rC→M ,
denoted by “CFIE in EFIE” and “CFIE in MFIE”, respectively, involve signiﬁ-
cantly larger elements than rC , denoted by “CFIE”. As opposed to the previous
solution, however, rC→E = −rC→M since −(1 − α)/α = −1. Depending on the
value of α, compatibility of the CFIE solution with EFIE and MFIE systems
varies, but the CFIE solution cannot satisfy both systems at the same time with
the desired level of accuracy.
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Figure 3.55: Iterative solutions of a radiation problem involving a λ × λ × λ
conducting box excited with a Hertzian dipole located inside the box at x = 0.1λ.
Residual errors and the far-ﬁeld error deﬁned in (3.122) are plotted as a function
BiCGStab iterations for CFIE when α=0.2, 0.5, and 0.8.
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Figure 3.56: Iterative solutions of a scattering problem involving a λ × λ × λ
conducting box illuminated by a plane wave propagating in the −x direction
with the electric ﬁeld polarized in the y direction. Residual errors and the near-
ﬁeld error deﬁned in (3.124) are plotted as a function BiCGStab iterations for
CFIE when α=0.2, 0.5, and 0.8.
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Figure 3.57: Iterative solutions of a scattering problem involving a conducting
sphere with a radius of 1.5λ illuminated by a plane wave propagating in the −x
direction with the electric ﬁeld polarized in the y direction. Residual errors and
the far-ﬁeld error deﬁned in (3.125) are plotted as a function BiCGStab iterations
for CFIE when α=0.2, 0.5, and 0.8.
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3.9.1 Convergence to Minimum Achievable Error
In an iterative solution of a matrix equation obtained from the discretization of
an integral-equation formulation, accuracy of the solution is saturated and the
solution error cannot be reduced any further after a number of iterations. This
is because there are various error sources, such as the numerical calculation of
matrix elements, and the overall error cannot be minimized by only reducing the
residual error. Then, in an iterative solution, a further reduction of the residual
error becomes meaningless after the minimum solution error is achieved.
A CFIE solution can be signiﬁcantly incompatible with EFIE and MFIE sys-
tems, even when the residual error is small. In fact, an iterative solution of
CFIE involves a breakpoint, where a further reduction of the residual error does
not improve the solution in terms of compatibility with EFIE and MFIE. Since
EFIE is more accurate than CFIE, this breakpoint, where the compatibility of
the CFIE solution with the EFIE system is maximized, corresponds to the last
useful iteration to obtain the highest possible accuracy with CFIE. We note
that the minimum achievable error in an EFIE solution depends on various er-
ror sources, and not only on the reduction of the residual error. In the case of
CFIE, however, the excessive discretization error in the MFIE part becomes a
major error source, and the minimum achievable error is closely related to the
compatibility of the CFIE solution with the EFIE system.
As an example, Figure 3.55 presents iterative solutions of a radiation problem
involving a λ× λ× λ conducting box excited with a Hertzian dipole located in-
side the box at x = 0.1λ. The radiation problem is formulated with CFIE when
α = 0.2, 0.5, and 0.8. The residual error in (3.118) is plotted with respect to
BiCGStab iterations. We also plot
ΔC→Eres =
||rC→E||2
||wE||2 and Δ
C→M
res =
||rC→M ||2
||wM ||2 (3.121)
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denoted by “CFIE in EFIE” and “CFIE in MFIE”, respectively, in the ﬁrst row
of Figure 3.55. Our observations are as follows:
• The number of iterations is 31, 50, and 117 when α = 0.2, 0.5, and 0.8,
respectively.
• Compatibility of the CFIE solution with EFIE and MFIE systems is sat-
urated at about the 10th, 20th, and 50th iterations, respectively. Values
of ΔC→Eres and Δ
C→M
res , which are obtained by testing the coeﬃcient vec-
tor in EFIE and MFIE systems, respectively, become steady after these
breakpoints, and they do not drop further as iterations continue.
• The maximum compatibility of the CFIE solution with the EFIE or the
MFIE system depends on the value of α.
For the radiation problem, we also calculate the error in the far-zone electric
ﬁeld at each iteration in addition to the residual error. Incident and total electric
ﬁelds are sampled in the far-zone on the x-y plane at (r = ∞, θ = π/2, φn), where
φn = (n − 1)π/180 for n = 1, 2, . . . , 360. The total electric ﬁeld is obtained by
combining the incident ﬁeld radiated by the Hertzian dipole and the secondary
ﬁeld due to the induced electric current on the surface of the cube. Coeﬃcients
for the discretized induced current are provided by the iterative algorithm at
each iteration. Theoretically, the total electric ﬁeld should be zero outside the
cube, because the source is shielded by a PEC closed surface. Then, the far-ﬁeld
error is deﬁned as
ΔFF =
||E∞tot||2
||E∞inc||2
, (3.122)
where E∞tot and E
∞
inc are arrays of 360 elements containing total and incident
electric ﬁelds in the far zone. In the second row of Figure 3.55, the far-ﬁeld error
(3.122) in CFIE solutions is plotted with respect to iterations. The minimum
achievable error provided by EFIE is also indicated in each plot. Our observations
can be listed as follows:
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• Accuracy of CFIE solutions is saturated and cannot be improved any fur-
ther after some numbers of iterations.
• The last useful iteration and the minimum achievable accuracy in a CFIE
solution depends on the value of α.
• For each value of α, the last useful iteration in terms of the solution accu-
racy corresponds to the breakpoint, where the compatibility of the CFIE
solution with the EFIE system is saturated.
As a result, the compatibility of the CFIE solution with the EFIE system is an
important indicator in determining the last useful iteration for the highest pos-
sible accuracy with CFIE.
Figure 3.56 presents iterative solutions of a scattering problem involving a
λ × λ × λ conducting box illuminated by a plane wave propagating in the −x
direction with the electric ﬁeld polarized in the y direction. Similar to the pre-
vious example, the residual error is plotted as a function of BiCGStab iterations
for CFIE with α = 0.2, 0.5, and 0.8. In the ﬁrst row of Figure 3.56, we again
plot ΔC→Eres and Δ
C→M
res to demonstrate the compatibility of CFIE solutions with
EFIE and MFIE systems. For this problem, saturation occurs at the 7th, 10th,
and 30th iterations, respectively, when α = 0.2, 0.5, and 0.8. During solutions,
we also calculate the error in the near-zone electric ﬁeld at each iteration. In
this case, we sample the total electric ﬁeld inside the cube at 19 × 19 = 361
regularly-spaced points, i.e.,
Etot[n] =
√∣∣Etot,x(xn, yn, z)∣∣2 + ∣∣Etot,y(xn, yn, z)∣∣2 + ∣∣Etot,z(xn, yn, z)∣∣2, (3.123)
where Etot,x, Etot,y, and Etot,z are x, y, and z components of the total electric ﬁeld,
z = 0, and −λ/2 ≤ xn, yn ≤ λ/2 for n = 1, 2, ..., 361. Because of the shielding
eﬀect of the PEC closed surface, the total electric ﬁeld, which is obtained by
combining the incident plane wave and the secondary ﬁeld due to the induced
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electric current, should be zero inside the cube. Then, we deﬁne the near-ﬁeld
error as
ΔNF =
||Etot||2
||Einc||2 , (3.124)
where Etot and Einc are arrays of 361 elements containing total and incident
electric ﬁelds at sample points. As depicted in the second row of Figure 3.56, the
last useful iteration for the minimum possible error with CFIE coincides with
the breakpoint for the compatibility of the solution with the EFIE system.
Finally, Figure 3.57 presents the iterative solutions of a scattering problem in-
volving a conducting sphere with a radius of 1.5λ. The sphere is illuminated by
a plane wave propagating in the −z direction with the electric ﬁeld polarized in
the x direction. Discretization of the problem with the RWG functions on λ/10
triangles lead to 8364 × 8364 matrix equations. Iterative solutions are again
performed by using the BiCGStab algorithm. As depicted in the ﬁrst row of
Figure 3.57, the compatibility of the CFIE solutions with the EFIE system sat-
urates at the 9th, 13th, and 56th iterations, respectively, when α = 0.2, 0.5, and
0.8. During iterative solutions of this problem, the far-ﬁeld error is calculated
[similar to (2.229)] as
ΔR =
||E∞C,θ −E∞A,θ||2
||E∞A,θ||2
, (3.125)
where E∞C,θ and E
∞
A,θ are arrays of 360 elements containing computational and
analytical values for the co-polar electric ﬁeld on the x-z plane. Figure 3.57
conﬁrms the previous results that the minimum achievable error and the last
useful iteration in CFIE solutions are closely related to the compatibility of
solutions with the EFIE system.
◦
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Chapter 4
Eﬃcient Solutions of
Electromagnetics Problems with
the Multilevel Fast Multipole
Algorithm
In this chapter, we present eﬃcient implementations of MLFMA for the solution
of large-scale electromagnetics problems. We investigate MLFMA in detail by
considering its major stages, and we focus on interpolations and anterpolations
during aggregation and disaggregation stages. Eﬃcient and accurate interpola-
tion of translation operators is also discussed. Finally, we present LF-MLFMA
for the eﬃcient solution of electromagnetics problems involving small details with
respect to wavelength. For the sake of brevity, we consider only PEC objects.
But, as discussed in Chapter 2, MLFMA and all procedures presented in this
chapter can easily be applied to electromagnetics problems involving dielectric,
multiple dielectric, and dielectric-metallic objects.
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4.1 Multilevel Fast Multipole Algorithm
Matrix equations obtained by the discretization of integral-equation formulations
can be solved iteratively, where required MVMs are accelerated by MLFMA. For
an N × N dense matrix equation, MLFMA reduces the complexity of an MVM
from O(N2) to O(N logN). In general, MLFMA splits MVMs as
Z¯ · x = Z¯NF · x + Z¯FF · x, (4.1)
where near-ﬁeld interactions denoted by Z¯NF are calculated directly and stored
in memory to perform partial multiplications Z¯NF · x, while multiplications in-
volving far-ﬁeld interactions, i.e., Z¯FF · x, are performed eﬃciently.
4.1.1 Recursive Clustering
Without losing generality, we consider a smooth object with an electrical dimen-
sion of kD, where k = 2π/λ is the wavenumber. Discretization (triangulation)
of the object with λ/10 mesh size leads to N unknowns, where N = O(k2D2).
The fundamental idea in MLFMA is to replace interactions of basis and test-
ing functions with interactions of groups of functions. Speciﬁcally, far-ﬁeld in-
teractions between distant basis and testing functions are calculated eﬃciently
in a group-by-group manner. In addition, in order to calculate far-ﬁeld inter-
actions in a multilevel scheme, a tree structure is constructed by placing the
object in a cubic box and recursively dividing the computational domain into
subdomains, until the box size is about 0.25λ. A multilevel tree structure with
L = O(log(kD)) = O(logN) levels is obtained by considering nonempty boxes.
Although the actual number of levels is (L + 2), the highest two levels are not
used directly in MLFMA. At level l from 1 to L, the number of boxes can be
approximated as
Nl ≈ 4(1−l)N1, (4.2)
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where N1 = O(N). In other words, the number of boxes decreases approximately
by a factor of four from a level to the next higher level.
The tree structure in MLFMA can be constructed by using a top-down or a
bottom-up scheme. In the top-down scheme, the size of the largest cube enclos-
ing the object is minimized, while the size of the smallest boxes at the lowest level
depends on the size of the object and the number of levels. In the bottom-up
scheme, however, the size of the smallest boxes is ﬁxed to some value (such as
0.25λ), and box sizes at higher levels are recursively doubled until the whole ob-
ject is enclosed by the largest box. For a given problem, one of the two strategies
can be preferable in terms of eﬃciency and accuracy.
4.1.2 Far-Field Interactions
In MLFMA, far-ﬁeld interactions are calculated in a group-by-group manner
using the factorization and diagonalization of the homogeneous-space Green’s
function [79],[80]. In each MVM, three main stages, i.e., aggregation, translation,
and disaggregation, are performed as described below.
Aggregation
In this stage, radiated ﬁelds of boxes are calculated from the bottom of the tree
structure to the highest level (l = L). At the lowest level, radiation patterns
of basis functions, which are calculated and stored during the setup stage, are
multiplied with coeﬃcients provided by the iterative solver and combined to
obtain radiated ﬁelds of the smallest boxes. The radiated ﬁeld of a box C at a
reference point rC can be calculated as
SC(rC ,k) =
∑
n∈C
x[n]Sn(rC ,k), (4.3)
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where Sn represents the radiation pattern of the nth basis function inside the
box, and x[n] represents coeﬃcients provided by the iterative solver. In (4.3),
radiation functions SC and Sn have only θ and φ components, and they are
functions of the angular direction kˆ. Radiated ﬁelds of boxes at higher levels
(l > 1) are obtained by shifting and combining radiated ﬁelds of boxes at lower
levels, i.e.,
SC(rC ,k) =
∑
C′∈C
β(k, rC − rC′)SC′(rC′ ,k), (4.4)
where
β(k, rC − rC′) = exp
[
ik · (rC − rC′)
]
. (4.5)
Translation
In the translation stage of MLFMA, radiated ﬁelds of boxes are translated into
incoming ﬁelds for other boxes. The incoming ﬁeld to the center of a box C (due
to translations) is calculated as
GC(rC ,k) =
∑
C′∈F{C}
ατ(l)(k, rC − rC′)SC′(rC′,k), (4.6)
where F{C} represents boxes in the far-ﬁeld list of C, and ατ(l) is the diagonal
translation operator, as deﬁned in (2.134).
Disaggregation
In the disaggregation stage, total incoming ﬁelds at box centers are calculated
from the top of the tree structure to the lowest level. At the highest level, the
total incoming ﬁeld for a box is obtained by the combination of incoming ﬁelds
due to translations. At lower levels, however, the incoming ﬁeld to the center of
a box involves a contribution from the incoming ﬁeld to the center of its parent
box. For a box C at a level l < L, the total incoming ﬁeld is calculated as
G+C(rC ,k) = GC(rC ,k) + β(k, rC − rC′)G+C′(rC′,k), (4.7)
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where GC is the incoming ﬁeld due to translations, and C
′ is the parent box
of C, i.e., C ∈ C ′. Following the disaggregation operations at the lowest level,
incoming ﬁelds are received by testing functions via an angular integration as
N∑
n=1
Z¯FF [m,n]a[n] =
(
ik
4π
)2 ∫
d2kˆFm(rC ,k) ·G+C(rC ,k), (4.8)
where Fm represents the receiving pattern of the mth testing function inside
a box C at the lowest level. Similar to radiation patterns of basis functions,
receiving patterns of testing functions are also calculated during the setup of
MLFMA.
4.1.3 Near-Field Interactions
In MLFMA, there are also O(N2/N1) = O(N) near-ﬁeld interactions, which are
calculated directly in the setup stage of the program and stored in memory to be
used multiple times during the iterative solution. These interactions are between
basis and testing functions that are located in the same box or in two touching
boxes at the lowest level. We note that the near-ﬁeld matrix Z¯NF has a sparsity
of O(1/N1) = O(1/N).
4.1.4 Sampling
For each box in the tree structure, radiated and incoming ﬁelds are sampled on
the unit sphere. We choose samples regularly spaced in the φ direction and use
the Gauss-Legendre quadrature in the θ direction [80]. For level l = 1, 2, . . . , L,
the number of samples is Sθl = [τ(l) + 1] and S
φ
l = 2[τ(l) + 1] along θ and
φ directions, respectively, where τ(l) is the truncation number for the series in
(2.134) to calculate translation operators. For each level l, the truncation number
is determined by the excess bandwidth formula [85] considering the worst-case
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scenario [97], i.e.,
τ(l) ≈ 1.73kal + 2.16(d0)2/3(kal)1/3, (4.9)
where al is the box size and d0 is the desired digits of accuracy. We note that
the sampling rate depends on the box size as measured by the wavelength (kal =
2πal/λ), and the total number of samples can be approximated as
Sl = S
θ
l S
φ
l ≈ 2(l−1)Sθ1 × 2(l−1)Sφ1 = 4(l−1)S1, (4.10)
where S1 = O(1).
Considering the sampling along the angular directions θ and φ, aggregations
at the lowest level can be rewritten as
[
sθC s
φ
C
]
S1×2 =
∑
n∈C
x[n]
[
sθn s
φ
n
]
S1×2, (4.11)
where sθn and s
φ
n are arrays of S1 elements containing θ and φ components of the
radiation pattern of the nth basis function. Similarly, sθC and s
φ
C in (4.11) are
arrays of S1 elements containing θ and φ components of the radiated ﬁeld of a
box C at the lowest level. For a box C at a higher level (l > 1),
[
sθC s
φ
C
]
Sl×2 =
∑
C′∈C
[
β¯

C′→C
]
Sl×Sl ·
[
Γ¯(l−1)→l
]
Sl×Sl−1 ·
[
sθC′ s
φ
C′
]
Sl−1×2,
(4.12)
where β¯

C′→C is a diagonal matrix containing shift functions in (4.5) and Γ¯(l−1)→l
is a sparse interpolation (upsampling) matrix. We use Lagrange interpolation to
match diﬀerent sampling rates of consecutive levels [1].
Similar to aggregations, translation operations can be written in the matrix form
as [
gθC g
φ
C
]
Sl×2 =
∑
C′∈F{C}
[
α¯C′→C
]
Sl×Sl ·
[
sθC′ s
φ
C′
]
Sl×2, (4.13)
where gθC and g
φ
C are arrays of Sl elements containing θ and φ components of
the incoming ﬁeld to the center of a box C, and α¯C′→C is a diagonal translation
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Figure 4.1: Tree size and the number of near-ﬁeld interactions for the solution
of sphere problems using top-down scheme to construct the multilevel tree.
matrix. Then, for a box C ∈ C ′ at a level l < L, the total incoming ﬁeld is
calculated as
[
g+,θC g
+,φ
C
]
Sl×2 =
[
gθC g
φ
C
]
Sl×2
+
[
Γ¯(l+1)→l
]
Sl×Sl+1 ·
[
β¯

C′→C
]
Sl+1×Sl+1 ·
[
g+,θC′ g
+,φ
C′
]
Sl+1×2,
(4.14)
where Γ¯(l+1)→l is a sparse interpolation (downsampling) matrix. Finally, at the
lowest level, incoming ﬁelds are received by testing functions as
N∑
n=1
Z¯FF [m,n]a[n] ≈
(
ik
4π
)2{[
f θm
]
1×S1 ·
[
W¯
]
S1×S1 ·
[
g+,θC
]
S1×1
+
[
fφm
]
1×S1 ·
[
W¯
]
S1×S1 ·
[
g+,φC
]
S1×1
}
(4.15)
for m ∈ C. In (4.15), W¯ is a diagonal matrix involving weights of the angular
integration in (4.8), while f θm and f
φ
m are arrays of S1 elements containing θ and
φ components of the receiving pattern of the mth testing function.
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4.1.5 Computational Requirements
When MLFMA is used, the memory requirement for a MVM (Θmem) is propor-
tional to the tree size ST , i.e.,
Θmem ∝ ST =
L∑
l=1
NlSl =
L∑
l=1
2Nl[τ(l) + 1]
2. (4.16)
The processing time (Θtime) is also related to the tree size as
Θtime ∝
L∑
l=1
clNlSl =
L∑
l=1
2clNl[τ(l) + 1]
2, (4.17)
where cl represents relative weights for levels l = 1, 2, ..., L. Using Nl ≈ 4(1−l)N1
and Sl ≈ 4(l−1)S1,
NlSl ≈ N1S1 = O(N) (4.18)
and all levels of MLFMA have equal importance with O(N) complexity in terms
of processing time and memory. Then,
Θmem = O(L)O(N) = O(N logN) (4.19)
Θtime = O(L)O(N) = O(N logN), (4.20)
i.e., the complexity of MLFMA is O(N logN). Although this is true in gen-
eral, measurements may present deviations from the ideal case depending on the
construction technique for the tree structure, even when N is very large. For
example, in Figure 4.1, tree size (ST ) is plotted as a function of the number of
unknowns for the solution of scattering problems involving sphere geometries of
various sizes, when the top-down scheme is used to construct the multilevel tree
and the number of accurate digits d0 is 2. The radius of the sphere changes
from λ to 110λ corresponding to 3723 and 41, 883, 648 unknowns, respectively,
using λ/10 triangulation. We observe that the tree size oscillates around the
O(N logN) curve. Due to such local variations, processing time and memory
requirement for MVMs with respect to N cannot be strictly proportional to
N logN . As an example, the tree size grows only by 50% when the number of
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unknowns increases from 23,405,664 to 41,883,648. Then, the memory required
for MVMs increases by about 50%, which is below the asymptotical estimation
of 85%.
Processing time for the initial setup of MLFMA (prior to the iterative solu-
tion) is dominated by calculating near-ﬁeld interactions and it is proportional
to N2/N1. The amount of memory to store near-ﬁeld interactions is also signif-
icant. Asymptotically, N1 = O(N) and near-ﬁeld interactions has a complexity
of O(N). However, similar to MVMs, local variations in the processing time and
memory requirement for near-ﬁeld interactions may exhibit behavior diﬀerent
than the asymptotical estimation. This is because, as depicted in Figure 4.1,
the number of near-ﬁeld interactions oscillates around the O(N) curve when a
top-down scheme is used to construct the tree structure. Consequently, variation
in processing time and memory with respect to N can be higher or lower than
the asymptotically linear estimate.
Radiation and receiving patterns of basis and testing functions are sampled ac-
cording to the sampling rate of boxes at the lowest level. These patterns are
calculated analytically and stored in memory before iterative solutions. We re-
duce the number of samples to S1 = [τ(1)/2+1]× [2τ(1)+2] using the symmetry
of patterns. Although the processing time to calculate radiation and receiving
patterns is negligible, signiﬁcant amount of memory is required to store them,
which is comparable to the memory used for near-ﬁeld interactions.
Similar to radiation and receiving patterns, translation operators are also cal-
culated and stored in memory before iterations. For each box at any level, there
are O(1) boxes at the same level to translate the radiated ﬁeld to. In addition,
using the symmetry of cubic (identical) boxes, the number of diﬀerent transla-
tion operators is 73 − 33 = 316, independent of the level [84]. Although using
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Table 4.1: Major Parts of MLFMA and Their Computational Requirements
Memory
Part Proportional to Complexity
MVM
∑L
l=1 Nl[τ(l) + 1]
2 O(N logN)
Radiation and Receiving Patterns N [τ(1) + 1]2 O(N)
Translation Operators
∑L
l=1 dl[τ(l) + 1]
2 O(N)
Near-Field Interactions N2/N1 O(N)
Processing Time
Part Proportional to Complexity
MVM
∑L
l=1 clNl[τ(l) + 1]
2 O(N logN)
Radiation and Receiving Patterns N [τ(1) + 1]2 O(N)
Translation Operators
∑L
l=1 dl[τ(l) + 1]
2 O(N)
Near-Field Interactions N2/N1 O(N)
Note: cl and dl represent relative weights for levels l = 1, 2, . . . , L.
the symmetry reduces the number of translation operators signiﬁcantly, we also
need interpolation methods to calculate these operators in O(N) time during the
setup stage [90]. With the optimization of interpolations, both calculation time
and memory for translation operators are insigniﬁcant compared to other parts
of the implementation, especially when the problem size is large.
As a summary, Table 4.3 lists major parts of MLFMA and their computation
requirements for the solution of large problems.
4.1.6 Anterpolation
Interpolations during the disaggregation stage can be replaced with anterpola-
tions (transpose interpolations) to improve the accuracy of MLFMA [86]. Con-
sider the interaction of the nth basis function and the mth testing function via
a translation at level l 
= 1. Then, the corresponding matrix element can be
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written as
Z¯[m,n] =
(
ik
4π
)2 ∫
d2kˆFm(rC ,k) ·Gn(rC ,k), (4.21)
where Gn is the incoming ﬁeld due to the nth basis function. Equation (4.21)
represents the calculation of a single interaction in MLFMA. (We note that this
expression is not used explicitly, because interactions are actually calculated in
a group-by-group manner.) Since τl > τ1 for l > 1, the sampling rate for Gn is
larger than the sampling rate for Fm. An accurate way to calculate (4.21) could
be to interpolate Fm and to perform the numerical integration in the ﬁne grid.
This leads to
Z¯[m,n] ≈
(
ik
4π
)2{[
gθn
]
1×Sl ·
[
W¯
]
Sl×Sl ·
[
Γ¯1→l
]
Sl×S1 ·
[
f θm
]
S1×1
+
[
gφn
]
1×Sl ·
[
W¯
]
Sl×Sl ·
[
Γ¯1→l
]
Sl×S1 ·
[
fφm
]
S1×1
}
, (4.22)
where gθn and g
φ
n are arrays of Sl elements containing θ and φ components of the
incoming ﬁeld due to the nth basis function. On the other hand, the procedure
in (4.22) contradicts with the structure of MLFMA, where the disaggregation is
performed downward from top to bottom of the tree. As given in (4.15), incoming
ﬁelds must be received at the lowest level, i.e.,
Z¯[m,n] ≈
(
ik
4π
)2{[
f θm
]
1×S1 ·
[
W¯
]
S1×S1 ·
[
Γ¯l→1
]
S1×Sl ·
[
gθn
]
Sl×1
+
[
fφm
]
1×S1 ·
[
W¯
]
S1×S1 ·
[
Γ¯l→1
]
S1×Sl ·
[
gφn
]
Sl×1
}
. (4.23)
The procedure in (4.23) ﬁts into the MLFMA structure, but it is inaccurate since
the integration is performed in the coarse grid.
In MLFMA, we use another procedure, which is obtained by taking the transpose
of (4.22), i.e.,
Z¯[m,n] ≈
(
ik
4π
)2{[
f θm
]
1×S1 ·
[(
Γ¯1→l
)†]
S1×Sl ·
[
W¯
]
Sl×Sl ·
[
gθn
]
Sl×1
+
[
fφm
]
1×S1 ·
[(
Γ¯1→l
)†]
S1×Sl ·
[
W¯
]
Sl×Sl ·
[
gφn
]
Sl×1
}
, (4.24)
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Figure 4.2: Lagrange interpolation employing 4×4 points (shaded circles) located
in the coarse grid to evaluate the function at a point (star) located in the ﬁne
grid. Sampling values of θ and φ are speciﬁed in radians and selected from a
practical case.
where
(
Γ¯1→l
)†
is a transpose interpolation (anterpolation) matrix. This proce-
dure is suitable for MLFMA and its accuracy is exactly the same as the accuracy
of the hypothetical procedure in (4.22). We note that integration weights related
to level l also need to be anterpolated; hence, it is appropriate to introduce them
during translations when radiated ﬁelds are converted into incoming ﬁelds.
4.2 Lagrange Interpolation and Anterpolation
In our MLFMA implementations, we use local Lagrange interpolation, which is
preferable due to its favorable computing cost and controllable error [1]. From
the local neighborhood of each target point in the ﬁne grid, where the ﬁeld is to
be obtained by interpolation, 2p× 2p points in the coarse grid are selected. This
is illustrated in Figure 4.2 for p = 2, where values of the ﬁeld at 4 × 4 points
(shaded circles) are employed to compute the value at the target point (star). Let
f(θ, φ) be a scalar function representing a radiated or incoming ﬁeld in MLFMA.
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Using a two-dimensional Lagrange interpolation, the value of the function at a
target point (θ,φ) in the ﬁne grid is obtained by using 2p × 2p samples in the
coarse grid, i.e.,
f(θ, φ) ≈
s+p∑
j=s+1−p
wj(φ)
t+p∑
i=t+1−p
vi(θ)f(θi, φj), (4.25)
where wj(φ) and vi(θ) represent interpolation weights derived as
wj(φ) =
s+p∏
m=s+1−p
m=j
φ− φm
φj − φm (4.26)
for the φ direction, and
vi(θ) =
t+p∏
n=t+1−p
n =i
θ − θn
θi − θn (4.27)
for the θ direction, respectively. We note that reference indices s and t in (4.25)–
(4.27) are determined by the location of the target point (θ, φ), with respect to
samples in the coarse grid.
Since sampling rates for ﬁelds are determined by considering their spectral con-
tents, we keep the number of interpolation points 4p2 ﬁxed for entire aggregation
and disaggregation stages. In other words, the same number of interpolation
points are employed at each level of MLFMA. Although functions being inter-
polated get richer in terms of harmonic content for higher levels, the sampling
rate is also increased so that a ﬁxed number of interpolation points is suﬃcient
to obtain the same level of accuracy in all levels.
Interpolation of a function at Sθl × Sφl points requires
Θtime = 4p2Sθl S
φ
l = 8p
2[τ(l) + 1]2 (4.28)
operations. If weights in θ and φ directions are combined, interpolation in (4.25)
can be expressed as a MVM, i.e.,
[
f
]
Sl×1 ≈
[
Γ¯(l−1)→l
]
Sl×Sl−1 ·
[
f
]
Sl−1×1, (4.29)
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where f represents one-dimensional arrays involving samples of f . For interpo-
lations from level (l− 1) to l, there are 4p2 nonzero elements per row in Γ¯(l−1)→l.
The matrix representation in (4.29) is preferred due to its simplicity, and it is
very useful for an easy implementation of anterpolations in MLFMA. However,
the amount of memory required for the interpolation matrix is proportional to
Θmemorymatrix = 4p
2Sθl S
φ
l = 8p
2[τ(l) + 1]2, (4.30)
which can be signiﬁcant for large problems. Considering the original form in
(4.25), it is possible to store interpolation weights along θ and φ directions sepa-
rately, in two arrays of sizes 2p[τ(l) + 1] and 4p[τ(l) + 1], respectively. Then, the
total memory used for interpolations from level (l − 1) to l becomes
Θmemoryarray = (2p+ 4p)[τ(l) + 1] = 6p[τ(l) + 1], (4.31)
without any change in the number of operations and processing time. The re-
duction in memory by using the array representation instead of the matrix rep-
resentation is
Θmemoryarray
Θmemorymatrix
=
6p[τ(l) + 1]
8p2[τ(l) + 1]2
=
3
4p[τ(l) + 1]
, (4.32)
which is especially signiﬁcant for higher levels.
4.2.1 Improving the Eﬃciency of Interpolations and An-
terpolations via a Two-Step Method
In general, interpolations and anterpolations constitute the major computational
bulk of MLFMA. Therefore, to obtain an eﬃcient solver, it is extremely impor-
tant to optimize the interpolation/anterpolation routines in MLFMA. The num-
ber of operations required for the conventional (one-step) Lagrange interpolation
from level (l−1) to l is 8p2[τ(l)+1]2. This is because there are [τ(l)+1]×2[τ(l)+1]
points in the ﬁne grid (samples for level l) and each of these points has 4p2 con-
tributions from the coarse grid. On the other hand, locations of sampling points
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in θ and φ directions are independent of each other. Therefore, interpolations
along the two directions can be performed consecutively, as follows:
• Perform an interpolation along the θ direction as
f(θ, φj) ≈
t+p∑
i=t+1−p
vi(θ)f(θi, φj), (4.33)
which requires 2pSθl S
φ
l−1 operations.
• Perform an interpolation along the φ direction using the result of the ﬁrst
step, i.e.,
f(θ, φ) ≈
s+p∑
j=s+1−p
wj(φ)f(θ, φj). (4.34)
This step requires 2pSθl S
φ
l operations.
Consequently, using the two-step method, the processing time required to inter-
polate the function at Sθl × Sφl points is
Θtimetwo-step = 2pS
θ
l (S
φ
l−1 + S
φ
l ) = 4p[τ(l) + 1][τ(l) + τ(l − 1) + 2]. (4.35)
Comparing processing times required for one-step and two-step interpolation
methods,
Θtimetwo-step
Θtimeone-step
=
4p[τ(l) + 1][τ(l) + τ(l − 1) + 2]
8p2[τ(l) + 1]2
<
8p[τ(l) + 1][τ(l) + 1]
8p2[τ(l) + 1]2
=
1
p
(4.36)
since τ(l − 1) < τ(l). Therefore, the two-step method is always faster than the
one-step method. To store the intermediate array between steps, the two-step
method requires a bit more memory than is used in the one-step method. Nev-
ertheless, the speedup in the two-step method more than compensates for the
small increase in memory.
The two-step interpolation method is easily implemented by decomposing the
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conventional one-step method into two successive parts. To demonstrate the ac-
celeration provided by the two-step method, we present the solution of scattering
problems involving PEC spheres of various radii from 6λ to 48λ illuminated by
a plane wave. Problems are formulated by CFIE and discretized with the RWG
functions. Triangulations with λ/10 mesh size lead to large matrix equations
involving 132,003 to 8,447,808 unknowns. Problems are solved iteratively, with
MVMs performed eﬃciently by MLFMA. Solutions are parallelized into 16 pro-
cesses on a cluster of AMD Opteron 870 processors. The hierarchical partitioning
strategy is used for the eﬃcient parallelization of MLFMA. Far-ﬁeld interactions
are calculated with two digits of accuracy and interpolation/anterpolation oper-
ations are performed using 6 × 6 stencils (p = 3). Table 4.2 lists the processing
time required for the aggregation stage, in addition to the speedup oﬀered by the
two-step interpolation method. Compared to the conventional one-step method,
the two-step method reduces the processing time of the aggregation stage by
about 45%. To demonstrate the overall improvement, Table 4.2 also presents
processing times required for MVMs, which are reduced by 25-30% with the
two-step interpolation method.
4.2.2 Improving the Accuracy of Interpolations and An-
terpolations Using Samples at Poles
As the problem size grows and more levels are required to construct the tree struc-
ture of MLFMA, it becomes critical to minimize the interpolation error. This
is because interpolation and anterpolation operations are performed between all
consecutive levels and the overall error is accumulated during aggregation and
disaggregation stages. In this section, we introduce a method to reduce the error
around the two poles of the sphere, i.e., the north pole (θ = 0) and the south
pole (θ = π). This is essential since the error in these regions is usually larger
than the error in other regions.
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Table 4.2: Processing Time Required for an Aggregation Stage and for an MVM
when Interpolation/Anterpolation Operations are Performed by using One-Step
and Two-Step Interpolation Methods
Sphere Problems Aggregation
Radius (λ) Unknowns One-Step (s) Two-Step (s) Reduction
6 132,000 0.646 0.360 44%
7.5 206,499 0.844 0.470 44%
10 367,821 2.18 1.19 45%
15 829,881 3.86 2.14 45%
20 1,462,854 9.47 5.28 44%
30 3,319,524 17.1 9.43 45%
40 5,851,416 40.7 22.3 45%
48 8,447,808 54.7 30.8 44%
Sphere Problems MVM
Radius (λ) Unknowns One-Step (s) Two-Step (s) Reduction
6 132,000 1.98 1.47 26%
7.5 206,499 2.52 1.86 26%
10 367,821 6.21 4.46 28%
15 829,881 11.1 8.00 28%
20 1,462,854 27.0 19.6 27%
30 3,319,524 47.0 33.4 29%
40 5,851,416 112 79.2 29%
48 8,447,808 152 109 28%
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Figure 4.2 demonstrates a practical case, where the value of the ﬁeld is to be
obtained at a point (star) with spherical coordinates (θ, φ) = (0.409, 0.483) spec-
iﬁed in radians. The ﬁgure is related to an aggregation step from a level with
a box size of 0.25λ to the next level with a box size of 0.5λ. Using the excess
bandwidth formula for three digits of accuracy, the truncation number is 8 and
12 for the lower and the higher levels, respectively. Therefore, the number of
samples in the θ (φ) direction is 9 (18) for the coarse grid and 13 (26) for the
ﬁne grid. The interpolation parameter, p, is set to 2 so that 4×4 points (shaded
circles) are employed in the interpolation. According to the conventional sam-
pling scheme [80], samples are regularly spaced in the φ direction while they are
chosen as the Gauss-Legendre points in the θ direction.
In Figure 4.2, there is only one sample in the θ direction on the coarse grid
(θ = 0.253) above the target point up to the north pole (θ = 0). Therefore, four
points for the interpolation are provided from the region on the other side of the
pole. Considering the next sample in the decreasing θ direction, these are points
with θ = −0.253. Although this is the best choice, there exists a wide gap in
the θ direction from θ = −0.253 to θ = 0.253. These wide gaps created near the
poles in all levels lead to larger interpolation errors compared to other regions
far from the poles.
To reduce the interpolation error described above, we employ the poles by sam-
pling ﬁelds at θ = 0 and θ = π. Although radiated and incoming ﬁelds in
MLFMA are vectors with two spherical components represented as
f (θ, φ) = θˆθˆ · f(θ, φ) + φˆφˆ · f(θ, φ), (4.37)
we evaluate and store ﬁelds at the poles in x and y directions. As an example,
for the north pole, θ and φ components are extracted as
θˆ · f(0, φ) = [ cosφfx(θ = 0) + sinφfy(θ = 0)] (4.38)
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and
φˆ · f (0, φ) = [ cosφfy(θ = 0)− sin φfx(θ = 0)] (4.39)
whenever required for the interpolation. Consequently, independent of the value
of φ, all interpolations performed near the poles are improved by this technique
using (4.38) and (4.39) without having to store values of f (θ = 0, φ) for each
sample of φ. This is illustrated in Figure 4.2, where samples computed with
(4.38) and (4.39) are represented by circles located at θ = 0.
To include calculations related to the poles, four more complex numbers are
required (two for each pole) for each basis and testing functions. The extra
memory and the increase in the processing time are negligible compared to base
requirements, since the data size for each basis and testing function is raised from
4[τ(l) + 1]2 to 4[τ(l) + 1]2 + 4, where τ(l) is at least 7 for two digits of accuracy.
During aggregation and disaggregation processes, values at the poles are calcu-
lated and stored for each box to improve the interpolation and the anterpolation
at all levels. However, the poles do not contribute to the angular integration.
As a numerical example, Figure 4.3 depicts the relative interpolation error re-
lated to a basis box C1 with the size of 2λ at the fourth level from the bottom
of the tree structure. For the ﬁeld of the box, the number of angular samples in
θ and φ directions are 33 and 66, respectively, determined by the excess band-
width formula for three digits of accuracy. By the row-wise arrangement of the
θ-φ space, the interpolation error is plotted with respect to samples. Only the
error in the θ component of the ﬁeld, which is the dominant component in this
example, is plotted. The relative interpolation error is deﬁned as
ΔR[n] =
∣∣f˜ [n]− f [n]∣∣
max |f | , (4.40)
where f is the exact ﬁeld, f˜ is the perturbed ﬁeld obtained via interpolations, and
n = 1, 2, . . . , 2178 is the sample index. The exact data is calculated by evaluating
the ﬁeld for each basis function inside the cube with the sample rate deﬁned for
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Figure 4.3: Relative interpolation error deﬁned in (4.40) with respect to samples
on a 33×66 grid converted into one-dimensional data by a row-wise arrangement
of the θ-φ space. The reference data is obtained without interpolation. To obtain
the interpolated data, aggregation is performed from the lowest (ﬁrst) level to
the fourth level by employing interpolations with (red) and without (gray) poles.
the fourth level so that it is obtained without any interpolation. However, in the
case of the perturbed data, ﬁelds of basis functions are sampled according to the
smallest box size, which is 0.25λ. Then, three aggregation steps are performed
from the lowest (ﬁrst) level to the fourth level. Consequently, the perturbed data
is the practical case, where the interpolation error is introduced at three passages
between levels, i.e., from ﬁrst to second, second to third, and third to fourth.
In Figure 4.3, interpolation error is plotted when the poles are not employed as
in the conventional case (gray) and when they are employed (red). For a clear
comparison, maximum errors are also indicated in the plot with horizontal lines.
Employing the poles decreases errors and the maximum relative error is reduced
approximately to its half from 1.530 × 10−4 to 7.147 × 10−5. The reduction in
the error is clearly visible at the two ends of the horizontal axis corresponding to
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points located near the poles. However, the improvement extends beyond these
narrow polar regions towards the middle of the horizontal axis corresponding to
points located around the equator. This is due to the fact that an interpolation
error made in the ﬁrst steps of the aggregation is propagated towards the equa-
tor region in the next steps. Consequently, the use of the poles improves the
interpolation accuracy also for points located far from the poles. In general, im-
provements obtained by adding the poles in the Lagrange interpolation become
more signiﬁcant as the problem size grows and more levels are required in the
MLFMA tree.
Demonstration of the anterpolation error is not as straightforward as the in-
terpolation error since the anterpolated function is diﬀerent from the original
function. Therefore, to prove that employing poles also increases the accuracy of
the anterpolation in MLFMA, we present in Figure 4.4 errors in partial MVMs.
After translating the radiation of C1 into an incoming wave for a testing box C2,
we perform disaggregation steps from the fourth level to the ﬁrst level. This way,
as presented in Figure 4.4(a), we obtain the error in the partial MVM related to
boxes C1 and C2 with respect to the index of testing functions in C2. Similar to
(4.40), the relative error is deﬁned as
ΔR[m] =
∣∣y˜[m]− y[m]∣∣
max |y| , (4.41)
where
y[m] =
N(C1)∑
n=1
Z¯[m,n]x[n]
(
m = 1, 2, . . . , N(C2)
)
(4.42)
is the result of the partial multiplication without interpolation and anterpola-
tion errors. This reference data is obtained by evaluating radiation and receiving
patterns of basis and testing functions inside boxes C1 and C2, respectively, with
the sampling rate deﬁned for the fourth level so that interpolation and anterpo-
lation are not involved. In (4.42), x[n] represents coeﬃcients of basis functions
inside C1 for n = 1, 2, . . . , N(C1), Z¯[m,n] represents matrix elements calculated
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by MLFMA, and m is the testing index from 1 to N(C2) = 704. The perturbed
data in (4.41) is obtained by performing usual aggregation and disaggregation
steps so that values in Figure 4.4(a) contain both interpolation and anterpo-
lation errors. Figure 4.4(a) displays a signiﬁcant improvement in the accuracy
obtained by using the poles. Next, we eliminate the interpolation error by com-
puting incoming waves to the center of the testing box C2 without employing
interpolation. The result is depicted in Figure 4.4(b), where the error in the
partial MVM is due to only the anterpolation. Therefore, Figure 4.4(b) clearly
demonstrates that employing the poles enhances the accuracy of anterpolations,
similar to the improvement shown in Figure 4.3 for interpolations.
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Figure 4.4: Relative errors deﬁned in (4.41) in partial MVMs related to two
boxes C1 and C2 in the fourth level with respect to the index of the testing
function located in C2. The reference data is obtained without interpolation
and anterpolation. (a) Relative error when interpolation and anterpolation are
employed. (b) Relative error when interpolation is eliminated and the error is
only due to the anterpolation.
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4.3 Optimal Interpolation of Translation Oper-
ators
Direct calculation of translation operators requires O(N3/2) operations, and the
processing time for their setup becomes substantial as the problem size grows.
In [90], Lagrange interpolation was proposed to eﬃciently ﬁll translation matri-
ces for large problems. However, parameters of the interpolation, namely, the
number of interpolation points and the oversampling factor, were ﬁxed. With
parameters ﬁxed, interpolation error is not controllable and the processing time
is not minimized. In this section, we revisit the Lagrange interpolation of transla-
tion operators and optimize parameters of the interpolation to obtain the desired
level of the accuracy with the minimum processing time. The optimal parame-
ters are compared to ﬁxed parameters to demonstrate the improvement obtained
with the optimization.
4.3.1 Lagrange Interpolation of Translation Operators
A three-dimensional translation operator between a pair of basis and testing
boxes is given in (2.134). For level l, the summation in (2.134) is truncated
at τ(l), which is determined by the excess bandwidth formula in (4.9). In Fig-
ure 4.5(a), the truncation number τ(l) is plotted with respect to the number of
accurate digits d0 and for diﬀerent values of the box size al increasing by a factor
of two from 0.25λ to 64λ. Figure 4.5(a) demonstrates that L grows rapidly as the
box size increases. For a ﬁxed al, however, τ(l) increases gradually with respect
to d0 and the variation is small for large al.
Processing time required to calculate the translation operator is measured on
a 1.8 GHz Opteron 244 processor. In Figure 4.5(b), the processing time is
plotted with respect to same parameters as in Figure 4.5(a). Values are given
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Figure 4.5: (a) Truncation number as a function of d0 and the box size al.
(b) Processing time to compute the translation function for a single box-box
interaction. In both ﬁgures, there are 9 curves for diﬀerent values of the box
size increasing by a factor of two from 0.25λ to 64λ. The lowest and the highest
curves correspond to 0.25λ and 64λ, respectively.
for a single interaction between a pair of basis and testing boxes while a typ-
ical problem requires the calculation of numerous box-box interactions. Since
τ(l) = O(kal), the processing time to evaluate (2.134) for a ﬁxed kˆ is O(kal). In
addition, the number of angular directions kˆ is O(τ 2(l)) and the processing time
to evaluate (2.134) becomes O(k3a3l ) for a box-box interaction. For the lowest
level of MLFMA, O(k3a3l ) = O(1), which is acceptable although the number
of boxes at this level is O(N). However, for the largest boxes of a problem,
O(kal) = O(N1/2) and O(k3a3l ) = O(N3/2), which is signiﬁcant. In fact, as N
becomes large, the processing time required to calculate translation operators
for a problem is dominated by evaluations for higher levels, although there are a
few boxes at those levels. In addition, the setup time for the translation matrix
becomes dominant compared to the time required for other parts of MLFMA,
even MVMs that can be performed in O(N logN) time.
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Deﬁning a variable ϕ = cos−1(kˆ · rˆCC′), the translation operator can be expressed
as a band-limited function of ϕ [90] as
ατ(l)(k,RCC′ , ϕ) =
τ(l)∑
t=0
it(2t+ 1)h
(1)
t (kRCC′)Pt(cosϕ). (4.43)
Choosing an oversampling factor q and sampling the operator along ϕ from 0
to π at qτ(l) equally-spaced points (· represents the ﬂoor operation), i.e., at
ϕi = π(i − 1)/(qτ(l) − 1) and i = 1, . . . , qτ(l), the translation operator can
be obtained by Lagrange interpolation at any point as
α˜τ(l)(k,RCC′ , ϕ) =
t+p∑
i=t+1−p
ατ(l)(k,RCC′, ϕi)wi(ϕ), (4.44)
where α˜ represents the translation function perturbed by the interpolation error,
t =
⌊
ϕ(qτ(l) − 1)
π
+ 1
⌋
, (4.45)
and
wi(ϕ) =
t+p∏
j=t+1−p
j =i
ϕ− ϕj
ϕi − ϕj . (4.46)
In (4.44) and (4.46), p is the number of interpolation points employed at each
side of the target location ϕ.
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Figure 4.6: (a) Magnitude and (b) phase of the translation function with respect
to ϕ for the case of al = 4λ, d0 = 3, and rCC′ = xˆ2a.
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Figure 4.7: (a) Interpolation error and (b) processing time with respect to inter-
polation parameters p and q for the translation function in Figure 4.6.
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4.3.2 Optimal Interpolation
Figures 4.6(a) and 4.6(b) depict the magnitude and phase of the translation op-
erator, respectively, for two boxes separated by rCC′ = xˆ2al, where al = 4λ. The
number of accurate digits d0 is 3 and τ(l) = 57. We perform the direct calcula-
tion of the translation operator, where the function is evaluated at the required
points by using (4.43). In the φ direction, there are 2[τ(l) + 1] = 116 samples
that are equally spaced from 0 to 2π. In the θ direction, there are [τ(l)+1] = 58
samples (zeros of the Legendre polynomial) and they are not equally spaced.
Then, there are a total of 2[τ(l) + 1]2 = 6728 distinct kˆ directions to evaluate
the translation operator. It should be noted that the transform from (2.134) to
(4.43) not only depends on τ(l), but also on relative positions of boxes, i.e., it
also depends on rCC′ .
Before the translation matrix is ﬁlled via Lagrange interpolation, parameters
q and p must be determined. For ﬁxed values of d0 and al, we perform a scan
over q and p parameters to ﬁnd their optimal values. Figure 4.7(a) demonstrates
the interpolation error with respect to q and p for the case in Figure 4.6. Inter-
polation error is deﬁned as
ΔI = max
n
{ |α˜τ(l)(ϕ[n])− ατ(l)(ϕ[n])|
maxϕ {|ατ(l)(ϕ)|}
}
, (4.47)
where n = 1, . . . , 2[τ(l) + 1]2 and ϕ[n] represents sampling points. Interpolation
error decreases when q or p is increased. In this case d0 = 3, which means that
MLFMA computes interactions with three digits of accuracy. Thus (p, q) pairs
leading to larger than 10−3 error are not allowable. In other words, the error
introduced by the interpolation of the translation operator should be adjusted
according to the desired level of accuracy.
This strategy yields a set of (p, q) pairs satisfying the error criterion. Optimiza-
tion is completed by choosing the (p, q) pair with the minimum processing time.
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Table 4.3: Speedup Obtained by Using the Optimal (p, q) Pair for al ≥ 4λ
d0 (p, q) al = 4λ al = 8λ al = 16λ al = 32λ al = 64λ
2 (2,3.5) 14.0 27.5 54.3 108.3 216.0
3 (2,6.5) 10.8 20.2 40.0 77.0 151.9
4 (3,6.0) 7.9 15.0 28.9 56.9 113.7
5 (3,8.5) 7.1 13.0 24.7 48.4 96.6
As shown in Figure 4.7(b), processing time (measured on a 1.8 GHz Opteron 244
processor) to evaluate the translation operator increases as p or q is increased.
Then, there exists an optimal (p, q) pair satisfying the desired level of accuracy
with the minimum processing time. We scan parameters p and q for various
values of al and d0. All possible values of rCC′ according to the one-box-buﬀer
scheme [85] are also checked. In the end, we obtain optimal values listed in Ta-
ble 4.3 with the corresponding speedup compared to the direct calculation. We
note that values presented in Table 4.3 do not depend on the computer plat-
form. The optimal (p, q) pairs are valid for al ≥ 4λ and they are found to be
independent of rCC′ . For smaller boxes such as al = λ or 2λ, the interpolation
does not lead to a signiﬁcant speedup, and therefore, we prefer to calculate these
translations directly. In the case of much smaller boxes such as al = 0.25λ or
0.5λ, direct calculation is faster than the interpolation for any (p, q) pair satisfy-
ing the desired accuracy. Figures 4.8(a) and 4.8(b) compare optimal (p, q) pairs
to ﬁxed p = 3, q = 5.0 values suggested in [90]. In Figure 4.8(a), interpolation
error is plotted with respect to the box size al from 4λ to 64λ and for diﬀerent
levels of accuracy, i.e., for d0 = 2, 3, 4, and 5 corresponding to 10
−2, 10−3, 10−4,
and 10−5 relative errors, respectively. In the optimized case, error is always be-
low the desired level of accuracy. However, with ﬁxed parameters, error is not
controllable and is localized around 10−4. The corresponding speedup is plotted
in Figure 4.8(b), where it increases with increasing box size and decreases with
increasing number of accurate digits in the optimized case. This relationship
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is also evident in Table 4.3. Comparing Figures 4.8(a) and (b), the following
observations can be made:
• For d0 = 2 and 3, ﬁxed p = 3, q = 5.0 satisﬁes the desired level of accuracy
but optimal (p, q) pairs provide higher speedup.
• For d0 = 4 and 5, the ﬁxed p = 3, q = 5.0 seems to give higher speedup
compared to optimal (p, q) pairs, however, the accuracy is not satisﬁed with
ﬁxed parameters.
Based on these observations, we conclude that optimization is essential to im-
prove the interpolation of the translation operator.
To demonstrate the overall improvement obtained with interpolation, we present
results of a scattering problem involving a conducting sphere of radius 20λ. This
is a 1,462,854-unknown problem solved by a parallel MLFMA implementation
with seven levels. The problem is solved on a cluster of 32 processors (2.6 GHz
Pentium 4 Celeron). The box size is 0.25λ for the lowest level and 16λ for the
highest level. As an example, if the number of accurate digits d0 is set to 3, then
τ(l) takes values from 8 to 195. We use the one-box-buﬀer scheme and reduce
the number of translations by exploiting the symmetry [84]. During the setup
phase of the program, each processor checks all of its box-box interactions to
eliminate the unneeded translations. In Figure 4.9(a), processing time for the
calculation of translation operators is plotted with respect to d0. For both types
of calculations (direct and interpolated), the maximum is chosen among process-
ing times spent by 32 processors. In Figure 4.9(b), the speedup obtained by the
interpolation method over direct calculation is plotted as a function of d0. The
speedup is over 14 up to d0 = 5.
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Figure 4.8: (a) Interpolation error and (b) corresponding speedup for diﬀerent
box sizes from 4λ to 64λ and for d0 = 2, 3, 4, 5. (rCC′ = xˆ2a)
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Figure 4.9: (a) Processing time to compute translation operators for a 1,462,854-
unknown sphere problem. (b) Speedup obtained with optimal interpolation com-
pared to direct calculation of translation operators.
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4.4 Multilevel Fast Multipole Algorithm for
Low-Frequency Problems
MLFMA is a powerful method, which provides fast and accurate solutions of
scattering and radiation problems in electromagnetics. Unfortunately, it suﬀers
from a low-frequency breakdown, which limits its applicability to those problems
involving small details with respect to wavelength. A major limitation is that
the box size in MLFMA cannot be very small compared to wavelength since
the plane wave expansion becomes invalid for short distances. Hence, when an
ordinary MLFMA is applied to low-frequency problems discretized with very
small elements, the lowest-level boxes may involve many discretization elements.
As a result, the complexity of the MLFMA implementation can be more than
O(N logN) due to excessively large numbers of near-ﬁeld interactions that must
be calculated directly.
In this section, we present an eﬃcient implementation of LF-MLFMA based
on multipoles [103]–[108]. Fields are expanded in a series multipoles, but they
are not converted into plane waves to avoid the low-frequency breakdown. This
way, the box size is not restricted, and the object can be partitioned into sub-
boxes that can be much smaller than the wavelength. Without the plane wave
expansion, translations are not diagonalized and involve dense MVMs, which
may decrease the eﬃciency. On the other hand, the number of multipoles does
not depend on the box size for small boxes, and the resulting LF-MLFMA imple-
mentation has O(N) complexity, provided that the object is not very large. Nev-
ertheless, since the multipole expansion becomes ineﬃcient for very large boxes,
we also combine LF-MLFMA and the ordinary MLFMA to obtain a broadband
implementation for dense discretizations of very large objects.
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4.4.1 Addition Theorem
Consider the decomposition of an arbitrary vector rij = ri − rj = (rij, θij , φij)
into three vectors, i.e.,
rij = riI + rIJ + rJj, (4.48)
where
rIJ = rI − rJ = (rIJ , θIJ , φIJ) (4.49)
riI = ri − rI = (riI , θiI , φiI) (4.50)
rJj = rJ − rj = (rJj, θJj , φJj) (4.51)
and |rIJ | > |riI + rJj |. The three-dimensional addition theorem can be written
as
Ψt,u(k, rij) =
∞∑
t′=0
t′∑
u′=−t′
{Ψt′,u′(k, riI + rJj)}αt′,u′,t,u(k, rIJ). (4.52)
In (4.52),
Ψt,u(k, r) = h
(1)
t (kr)Yt,u(θ, φ) (4.53)
and
{Ψt,u(k, r)} = jt(kr)Yt,u(θ, φ) (4.54)
represent wave functions (multipole ﬁelds), where h
(1)
t is the spherical Hankel
function of the ﬁrst kind, jt is the spherical Bessel function of the ﬁrst kind,
Yt,u(θ, φ) =
√
(2t+ 1)
4π
(t− u)!
(t+ u)!
P ut (cos θ) exp(iuφ) (4.55)
represents spherical harmonics, and P ut is the associated Legendre function. The
multipole-to-multipole translation function in (4.52) can be derived as
αt′,u′,t,u(k, r) =
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′−tΨt′′,u′′(k, r)Gt,u,t′,u′,t′′,u′′, (4.56)
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where
Gt,u,t′,u′,t′′,u′′ =
∫
d2kˆYt,u(θ, φ)Y
∗
t′,u′(θ, φ)Y
∗
t′′,u′′(θ, φ) (4.57)
are the Gaunt coeﬃcients. Using∫
d2kˆY ∗t,u(θ, φ)Yt′,u′(θ, φ) = δtt′δuu′ , (4.58)
Yt,u(θ, φ) = (−1)uY ∗t,−u(θ, φ), (4.59)
and Y0,0(θ, φ) = 1/
√
4π, we obtain
G0,0,t′,u′,t′′,u′′ =
∫
d2kˆY0,0(θ, φ)Y
∗
t′,u′(θ, φ)Y
∗
t′′,u′′(θ, φ)
=
(−1)u′′√
4π
∫
d2kˆY ∗t′,u′(θ, φ)Yt′′,−u′′(θ, φ)
=
(−1)u′′√
4π
δt′t′′δu′(−u′′) (4.60)
Gt,u,0,0,t′′,u′′ =
1√
4π
δtt′′δuu′′ (4.61)
Gt,u,t′,u′,0,0 =
1√
4π
δtt′δuu′ . (4.62)
Setting t = u = 0 in (4.56) and using (4.60), we derive the monopole-to-multipole
translation function as
αt′,u′,0,0(k, r) =
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′Ψt′′,u′′(k, r)G0,0,t′,u′,t′′,u′′
=
1√
4π
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′Ψt′′,u′′(k, r)(−1)u′′δt′t′′δu′(−u′′)
=
√
4π(−1)t′+u′Ψt′,−u′(k, r)
=
√
4π(−1)t′+u′h(1)t′ (kr)Yt′,−u′(θ, φ). (4.63)
Similarly, setting t′ = u′ = 0 in (4.56) and using (4.61), we derive the multipole-
to-monopole translation function as
α0,0,t,u(k, r) =
√
4πΨt,u(k, r) =
√
4πh
(1)
t (kr)Yt,u(θ, φ). (4.64)
Finally, setting t′ = u′ = 0 in (4.63) or t = u = 0 in (4.64), the monopole-to-
monopole translation function can be derived as
α0,0,0,0(k, r) =
√
4πh
(1)
0 (kr)Y0,0(θ, φ) = h
(1)
0 (r) =
exp (ikr)
ikr
, (4.65)
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which is simply a scaled version of the homogeneous-space Green’s function.
It is remarkable that most of the Gaunt coeﬃcients are identically zero. Consid-
ering only nonzero terms, the multipole-to-multipole translation function can be
written as
αt′,u′,t,u(k, r) =
|t+t′|∑
t′′=|t−t′|
4πit
′+t′′−tΨt′′,u−u′(k, r)Gt,u,t′,u′,t′′,u−u′. (4.66)
Using (4.66) and (4.60)–(4.61), it is trivial to derive the monopole-to-multipole
and multipole-to-monopole translation functions as
αt′,u′,0,0(k, r) =
|t′|∑
t′′=|−t′|
4πit
′+t′′Ψt′′,−u′(k, r)G0,0,t′,u′,t′′,−u′
= 4π(−1)t′Ψt′,−u′(k, r)(−1)
−u′
√
4π
δt′t′δu′u′
=
√
4π(−1)t′+u′Ψt′,−u′(k, r) (4.67)
and
α0,0,t,u(k, r) =
|t|∑
t′′=|t|
4πit
′′−tΨt,u(k, r)Gt,u,0,0,t,u
= 4πΨt,u(k, r)δt′t′′δuu =
√
4πΨt,u(k, r), (4.68)
respectively.
The addition theorem can be used to factorize the homogeneous-space Green’s
function, i.e.,
g(ri, rj) =
ik√
4π
Ψ0,0(k, rij)
=
∞∑
t′=0
t′∑
u′=−t′
{Ψt′,u′(k, riI + rJj)}αt′,u′,0,0(k, rIJ). (4.69)
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Using (4.53), (4.54), (4.59), and (4.67) in (4.69), we obtain
g(ri, rj) = ik
∞∑
t′=0
t′∑
u′=−t′
{Ψt′,u′(k, riI + rJj)}(−1)t′+u′Ψt′,−u′(k, rIJ)
= ik
∞∑
t′=0
t′∑
u′=−t′
(−1)t′jt′(kriIJj)Yt′,u′(θiIJj , φiIJj)h(1)t′ (krIJ)Y ∗t′,u′(θIJ , φIJ)
= ik
∞∑
t′=0
(−1)t′jt′(kriIJj)h(1)t′ (krIJ)
t′∑
u′=−t′
Yt′,u′(θiIJj , φiIJj)Y
∗
t′,u′(θIJ , φIJ),
(4.70)
where
riIJj = (riIJj, θiIJj , φiIJj) = riI + rJj . (4.71)
The inner summation in (4.70) can be evaluated as
t′∑
u′=−t′
Yt′,u′(θiIJj , φiIJj)Y
∗
t′,u′(θIJ , φIJ) =
(2t′ + 1)
4π
Pt′(rˆIJ · rˆiIJj), (4.72)
where Pt′ is the Legendre polynomial. Inserting (4.72) in (4.70), we obtain
g(ri, rj) =
ik
4π
∞∑
t′=0
(−1)t′(2t′ + 1)jt′(kriIJj)h(1)t′ (krIJ)Pt′(rˆIJ · rˆiIJj), (4.73)
which is called the Gegenbauer’s addition theorem.
4.4.2 Factorization of Translation Functions
Consider a multipole-to-multipole translation from ri to rj , i.e.,
αt′,u′,t,u(k, rij) =
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′−tΨt′′,u′′(k, rij)Gt,u,t′,u′,t′′,u′′. (4.74)
Using the addition theorem (4.52) in (4.74) and changing the order of summa-
tions, we obtain
αt′,u′,t,u(k, rij) =
∞∑
t1=0
t1∑
u1=−t1
4πit
′−t{Ψt1,u1(k, riIJj)}
∞∑
t′′=0
t′′∑
u′′=−t′′
it
′′
Gt,u,t′,u′,t′′,u′′αt1,u1,t′′,u′′(k, rIJ). (4.75)
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Inner summations can be modiﬁed by using (4.56) as
∞∑
t′′=0
t′′∑
u′′=−t′′
it
′′
Gt,u,t′,u′,t′′,u′′αt1,u1,t′′,u′′(k, rIJ)
=
∞∑
t2=0
t2∑
u2=−t2
4πit1+t2Ψt2,u2(k, rIJ)
∞∑
t′′=0
t′′∑
u′′=−t′′
Gt,u,t′,u′,t′′,u′′Gt′′,u′′,t1,u1,t2,u2
=
∞∑
t2=0
t2∑
u2=−t2
4πit1+t2Ψt2,u2(k, rIJ)
∞∑
t′′=0
t′′∑
u′′=−t′′
Gt,u,t1,u1,t′′,u′′Gt′′,u′′,t′,u′,t2,u2
=
∞∑
t′′=0
t′′∑
u′′=−t′′
it
′′+t1−t′Gt,u,t1,u1,t′′,u′′αt′,u′,t′′,u′′(k, rIJ) (4.76)
=
∞∑
t′′=0
t′′∑
u′′=−t′′
it
′′+t1−t′Gt,u,t′′,u′′,t1,u1αt′,u′,t′′,u′′(k, rIJ) (4.77)
leading to
αt′,u′,t,u(k, rij) =
∞∑
t1=0
t1∑
u1=−t1
4πit
′−t{Ψt1,u1(k, riIJj)}
∞∑
t′′=0
t′′∑
u′′=−t′′
it
′′+t1−t′Gt,u,t′′,u′′,t1,u1αt′,u′,t′′,u′′(k, rIJ)
=
∞∑
t′′=0
t′′∑
u′′=−t′′
αt′,u′,t′′,u′′(k, rIJ)βt′′,u′′,t,u(k, riIJj), (4.78)
where
βt′,u′,t,u(k, r) =
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′−t{Ψt′′,u′′(k, r)}Gt,u,t′,u′,t′′,u′′ (4.79)
is the multipole-to-multipole shift function. By performing similar derivations,
one can also show that
αt′,u′,t,u(k, rij) =
∞∑
t′′=0
t′′∑
u′′=−t′′
βt′,u′,t′′,u′′(k, riIJj)αt′′,u′′,t,u(k, rIJ), (4.80)
βt′,u′,t,u(k, riIJj) =
∞∑
t′′=0
t′′∑
u′′=−t′′
βt′,u′,t′′,u′′(k, riI)βt′′,u′′,t,u(k, rJj), (4.81)
and
αt′,u′,t,u(k, rij) =
∞∑
t1=0
t1∑
u1=−t1
∞∑
t2=0
t2∑
u2=−t2
βt′,u′,t1,u1(k, riI)
αt1,u1,t2,u2(k, rIJ)βt2,u2,t,u(k, rJj). (4.82)
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We note that the multipole-to-multipole shift function in (4.79) is the regular
part of the multipole-to-multipole translation function in (4.66). Considering
only nonzero Gaunt coeﬃcients,
βt′,u′,t,u(k, r) =
|t+t′|∑
t′′=|t−t′|
4πit
′+t′′−t{Ψt′′,u−u′(k, r)}Gt,u,t′,u′,t′′,u−u′. (4.83)
Setting t = u = 0 in (4.83) and using (4.60), we derive the monopole-to-multipole
shift function as
βt′,u′,0,0(k, r) =
|t′|∑
t′′=|−t′|
4πit
′+t′′{Ψt′′,−u′(k, r)}G0,0,t′,u′,t′′,−u′
= 4π(−1)t′{Ψt′,−u′(k, r)}(−1)
−u′
√
4π
δt′t′δu′u′
=
√
4π(−1)t′+u′{Ψt′,−u′(k, r)}
=
√
4π(−1)t′+u′jt′(kr)Yt′,−u′(θ, φ). (4.84)
Similarly, setting t′ = u′ = 0 in (4.83) and using (4.61), we derive the multipole-
to-monopole shift function as
β0,0,t,u(k, r) =
|t|∑
t′′=|t|
4πit
′′−t{Ψt,u(k, rij)}Gt,u,0,0,t,u
= 4π{Ψt,u(k, r)} 1√
4π
δttδuu
=
√
4π{Ψt,u(k, r)} =
√
4πjt(kr)Yt,u(θ, φ). (4.85)
Finally, setting t′ = u′ = 0 in (4.84) or t = u = 0 in (4.85), the monopole-to-
monopole shift function can be derived as
β0,0,0,0(k, r) =
√
4πj0(kr)Y0,0(θ, φ) = j0(kr) =
sin(kr)
kr
. (4.86)
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Consider the application of (4.80) to the monopole-to-monopole translation func-
tion, i.e.,
α0,0,0,0(k, rij) =
∞∑
t′′=0
t′′∑
u′′=−t′′
β0,0,t′′,u′′(k, riIJj)αt′′,u′′,0,0(k, rIJ). (4.87)
Using (4.59), (4.63), (4.72), and (4.85) in (4.87), we obtain the Gegenbauer’s
addition theorem, i.e.,
g(ri, rj) =
ik
4π
α0,0,0,0(k, rij)
= ik
∞∑
t′′=0
(−1)t′′jt′′(kriIJj)h(1)t′′ (krIJ)
t′′∑
u′′=−t′′
(−1)u′′Yt′′,u′′(θiIJj, φiIJj)Yt′′,−u′′(θIJ , φIJ)
=
ik
4π
∞∑
t′′=0
(−1)t′′(2t′′ + 1)jt′′(kriIJj)h(1)t′′ (krIJ)Pt′′(rˆIJ · rˆiIJj). (4.88)
4.4.3 Expansions
Consider a vector X = kˆX, where X >> r = |r| for an observation point r.
Then,
exp (ik|X + r|)
4π|X + r| ≈
exp (ikX)
4πX
exp (ik · r). (4.89)
Using the Gegenbauer’s addition theorem and the large-argument form of the
spherical Hankel function, we obtain
exp (ik · r) =
∞∑
t=0
it(2t+ 1)jt(kr)Pt(kˆ · rˆ), (4.90)
which can be interpreted as the expansion of a plane wave in a series of spherical
waves. In order to derive an expression for the expansion of a spherical wave in
a series of plane waves, we multiply both sides of (4.90) with Pt′′(kˆ · rˆ′′), where
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rˆ′′ is an arbitrary direction. Performing an angular integration on both sides,
∫
d2kˆ exp (ik · r)Pt′′(kˆ · rˆ′′)
=
∫
d2kˆ
∞∑
t=0
it(2t+ 1)jt(kr)Pt(kˆ · rˆ)Pt′′(kˆ · rˆ′′)
=
∞∑
t=0
it(2t+ 1)jt(kr)
∫
d2kˆPt(kˆ · rˆ)Pt′′(kˆ · rˆ′′)
=
∞∑
t=0
it(2t+ 1)jt(kr)
4π
(2t′′ + 1)
Pt(rˆ · rˆ′′)δtt′′
= 4πit
′′
jt′′(kr)Pt′′(rˆ · rˆ′′). (4.91)
Finally, choosing rˆ′′ = rˆ, we obtain
jt′′(kr) =
(−i)t′′
4π
∫
d2kˆ exp (ik · r)Pt′′(kˆ · rˆ). (4.92)
4.4.4 Diagonalization
FMM and MLFMA are based on the diagonalization of the Gegenbauer’s addition
theorem. Using (4.91) in (4.88) for r = riIJj and r
′′ = rIJ , we obtain
g(ri, rj) =
ik
(4π)2
∞∑
t′′=0
it
′′
(2t′′ + 1)h(1)t′′ (krIJ)∫
d2kˆ exp (ik · riIJj)Pt′′(kˆ · rˆIJ). (4.93)
Changing the order of the summation and the angular integration, the
homogeneous-space Green’s function can be written as
g(ri, rj) =
ik
(4π)2
∫
d2kˆβ(k, riIJj)α(k, rIJ), (4.94)
where β is the diagonal (plane-wave-to-plane-wave) shift function deﬁned in (4.5)
and
α(k, r) =
∞∑
t′′=0
it
′′
(2t′′ + 1)h(1)t′′ (kr)Pt′′(kˆ · rˆ) (4.95)
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is the diagonal (plane-wave-to-plane-wave) translation function. In practice, the
summation in (4.95) is truncated as given in (2.134). We note that, using (4.94),
derivatives of the Green’s functions can also be written in diagonal forms as
{∇g}(ri, rj) = ik
(4π)2
∫
d2kˆ(ik) exp (ik · riIJj)α(k, rIJ) (4.96)
{∇∇′g}(ri, rj) = ik
(4π)2
∫
d2kˆ(kk) exp (ik · riIJj)α(k, rIJ). (4.97)
In general, diagonalization can be applied to all multipole-to-multipole shift and
translation functions. For example, consider a multipole-to-multipole shift from
ri to rj, i.e.,
βt′,u′,t,u(k, rij) =
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′−t{Ψt′′,u′′(k, rij)}Gt,u,t′,u′,t′′,u′′
=
∞∑
t′′=0
t′′∑
u′′=−t′′
4πit
′+t′′−tjt′′(krij)Yt′′,u′′(θij , φij)
∫
d2kˆYt,u(θ, φ)Y
∗
t′,u′(θ, φ)Y
∗
t′′,u′′(θ, φ). (4.98)
Changing the order of summations and the angular integration, and using (4.72)
and (4.90), we obtain
βt′,u′,t,u(k, rij) = 4π
∫
d2kˆ
[
it
′
Y ∗t′,u′(θ, φ)
][
i−tYt,u(θ, φ)
]
∞∑
t′′=0
it
′′
jt′′(krij)
t′′∑
u′′=−t′′
Yt′′,u′′(θij , φij)Y
∗
t′′,u′′(θ, φ)
=
∫
d2kˆ
[
it
′
Y ∗t′,u′(θ, φ)
][
i−tYt,u(θ, φ)
]
∞∑
t′′=0
it
′′
(2t′′ + 1)jt′′(krij)Pt′′(kˆ · rˆij)
=
∫
d2kˆ
[
it
′
Y ∗t′,u′(θ, φ)
]
exp (ik · rij)
[
i−tYt,u(θ, φ)
]
=
∫
d2kˆT P→Mt′,u′ (θ, φ)β(k, rij)T
M→P
t,u (θ, φ), (4.99)
where
TM→Pt,u (θ, φ) = i
−tYt,u(θ, φ) (4.100)
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is the multipole-to-plane-wave transformer and
T P→Mt′,u′ (θ, φ) = i
t′Y ∗t′,u′(θ, φ) (4.101)
is the plane-wave-to-multipole transformer. Applying a similar procedure, one
can derive the diagonalization of the multipole-to-multipole translation function
as
αt′,u′,t,u(k, rij) =
∫
d2kˆT P→Mt′,u′ (θ, φ)β(k, riI)α(k, rIJ)β(k, rJj)T
M→P
t,u (θ, φ).
(4.102)
We note that (4.102) reduces to (4.94) when t = u = t′ = u′ = 0.
4.4.5 Factorization of Matrix Elements
Low-frequency problems can be solved eﬃciently by using the factorization of the
Green’s function without diagonalization. Consider the solution of electromag-
netics problems involving metallic objects discretized with the RWG functions.
Matrix elements related to far-ﬁeld interactions can be written as
Z¯FF,E[m,n] = ik
∫
Sm
drtm(r) ·
∫
Sn
dr′g(r, r′)bn(r′)
− i
k
∫
Sm
dr∇ · tm(r)
∫
Sn
dr′g(r, r′)∇′ · bn(r′) (4.103)
= Z¯
V
FF,E[m,n] + Z¯
S
FF,E[m,n] (4.104)
and
Z¯FF,M [m,n] =
∫
Sm
dr
(
tm(r)× nˆ
) · ∫
PV,Sn
dr′bn(r′)×∇′g(r, r′) (4.105)
for EFIE and MFIE, respectively. Using (4.82), the Green’s function can be
factorized as
g(r, r′) =
ik
4π
∞∑
t1=0
t1∑
u1=−t1
∞∑
t2=0
t2∑
u2=−t2
β0,0,t1,u1(k, r − rC)
αt1,u1,t2,u2(k, rCC′)βt2,u2,0,0(k, rC′ − r′), (4.106)
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where |rCC′ | = |rC−rC′ | > |r−r′−rC +rC′ |. Using (4.106) in (4.103)–(4.105),
we obtain
Z¯
V
FF,E[m,n] =
(
ik
4π
)2 ∞∑
t1=0
t1∑
u1=−t1
∞∑
t2=0
t2∑
u2=−t2
F E,Vm,t1,u1(rC , k)
· αt1,u1,t2,u2(k, rCC′)SE,Vn,t2,u2(rC′ , k) (4.107)
Z¯
S
FF,E[m,n] =
(
ik
4π
)2 ∞∑
t1=0
t1∑
u1=−t1
∞∑
t2=0
t2∑
u2=−t2
FE,Sm,t1,u1(rC , k)
αt1,u1,t2,u2(k, rCC′)S
E,S
n,t2,u2(rC′ , k) (4.108)
Z¯FF,M [m,n] =
(
ik
4π
)2 ∞∑
t1=0
t1∑
u1=−t1
∞∑
t2=0
t2∑
u2=−t2
FMm,t1,u1(rC , k)
· αt1,u1,t2,u2(k, rCC′)SMn,t2,u2(rC′ , k), (4.109)
where
SE,Vn,t,u(rC′, k) = S
M
n,t,u(rC′, k) =
√
4π
∫
Sn
dr′bn(r′)βt,u,0,0(k, rC′ − r′) (4.110)
SE,Sn,t,u(rC′, k) =
√
4π
ik
∫
Sn
dr′∇′ · bn(r′)βt,u,0,0(k, rC′ − r′) (4.111)
represent the radiation pattern of the nth basis function and
F E,Vm,t,u(rC , k) =
√
4π
∫
Sm
drtm(r)β0,0,t,u(k, r − rC) (4.112)
FE,Sm,t,u(rC , k) =
√
4π
ik
∫
Sm
dr∇ · tm(r)β0,0,t,u(k, r − rC) (4.113)
FMm,t,u(rC , k) =
√
4π
ik
∫
Sm
dr
(
tm(r)× nˆ
)×∇β0,0,t,u(k, r − rC) (4.114)
represent the receiving pattern of the mth testing function. Using a Galerkin
scheme,
FE,Vm,t,u(rC , k) =
{
SE,Vm,t,u(rC ,k)
}∗
(4.115)
FE,Sm,t,u(rC , k) = −
{
SE,Sm,t,u(rC ,k)
}∗
(4.116)
since
βt′,u′,t,u(k, r) = β
∗
t,u,t′,u′(k,−r). (4.117)
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In (4.107)–(4.109), matrix elements are calculated by a direct translation between
box centers rC′ and rC , where radiation and receiving patterns are evaluated.
However, in practice, multilevel interactions are required by performing several
shifts before and after translations. For example, let a multipole-to-multipole
translation be performed between rD and rD′, which are close to receiving and
radiation centers, i.e., rC and rC′, respectively. Then, the translation function
in (4.107)–(4.109) is further factorized as
αt1,u1,t2,u2(k, rCC′) =
∞∑
t3=0
t3∑
u3=−t3
∞∑
t4=0
t4∑
u4=−t4
βt1,u1,t3,u3(k, rCD)
αt3,u3,t4,u4(k, rDD′)βt4,u4,t2,u2(k, rD′C′), (4.118)
where rCD = rC − rD and rD′C′ = rD′ − rC′ .
In practice, summations in (4.107)–(4.109) and (4.118), as well as those in trans-
lation and shift functions, must be truncated at t = τ . We perform a worst-case
analysis in order to determine the truncation number τ required for a desired
level of accuracy. Consider two identical boxes with edges of al = 2
l−2λ, where
l changes from −7 to 4, i.e., λ/512 ≤ al ≤ 4λ. The “source” box is centered at
(x, y, z) = (0, 0, 0) and the “observation” box is centered at (x, y, z) = (2al, 0, 0),
according to a one-box-buﬀer scheme. We test a total of 64 cases, when source
and observation points are located at box corners, i.e., r′ = (±al/2,±al/2,±al/2)
and r = (2al ± al/2,±al/2,±al/2). The Green’s function is calculated by using
the factorization in (4.106) with multipole-to-multipole translations between box
centers. The relative error of the factorization compared to the analytical eval-
uation of the Green’s function is obtained for diﬀerent values of the truncation
number τ . Considering 64 cases, the maximum error is selected to determine
the number of accurate digits for a given truncation number. As a result, we
obtain truncation numbers required for various box sizes and diﬀerent numbers
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Table 4.4: Truncation Numbers Obtained by a Worst-Case Analysis of the Fac-
torization of the Green’s Function in (4.106)
Number of Accurate Digits
l Box Size d0 = 1 d0 = 2 d0 = 3 d0 = 4 d0 = 5
4 4λ 25 28 31 33 36
3 2λ 14 16 19 21 27
2 λ 8 10 12 19 25
1 λ/2 5 8 12 19 24
0 λ/4 4 7 11 17 24
-1 λ/8 3 7 11 17 24
-2 λ/16 3 7 11 17 24
-3 λ/32 3 7 11 17 24
-4 λ/64 3 7 11 17 24
-5 λ/128 3 7 11 17 24
-6 λ/256 3 7 11 17 24
-7 λ/512 3 7 11 17 24
of accurate digits (d0) from 1 to 5, as listed in Table 4.4. We observe that, for
a desired level of accuracy, the truncation number is almost constant when the
box size is small. For very large boxes, however, it grows rapidly as the box size
increases; this limits the applicability of multipole-to-multipole interactions for
large boxes.
Next, we test truncation numbers listed in Table 4.4 for two-level interactions.
We again consider two al × al × al boxes centered at (x, y, z) = (0, 0, 0) and
(x, y, z) = (2al, 0, 0). This time, each box contains a smaller box with edges
of al/2. Source and observation points are located at corners of small boxes.
We test 8 × 8 × 8 × 8 = 4096 cases by considering eight diﬀerent locations for
source and observation points, as well as eight diﬀerent placement of small boxes
inside large boxes. In each case, the homogeneous-space Green’s function is
calculated by using a factorization involving two shifts on the source side (from
the source point to the center of the small box and from the center of the small
box to the center of the large box), a multipole-to-multipole translation between
centers of large boxes, and two shifts on the observation side (from the center
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Table 4.5: Maximum Relative Error in a Two-Level Calculation of the Green’s
Function Using the Truncation Numbers in Table 4.4
Box Size Maximum Relative Error
Large Small d0 = 2 d0 = 3 d0 = 4
4λ 2λ 1.1882E-2 6.2268E-4 8.2273E-5
2λ λ 5.1073E-3 4.3117E-4 8.3946E-5
λ λ/2 3.9394E-3 8.3753E-4 1.3247E-4
λ/2 λ/4 4.5135E-3 1.0285E-3 1.0108E-4
λ/4 λ/8 7.8453E-3 1.0573E-3 9.7895E-5
λ/8 λ/16 7.1366E-3 1.0489E-3 9.6000E-5
λ/16 λ/32 6.9732E-3 1.0468E-3 9.5533E-5
λ/32 λ/64 6.9331E-3 1.0463E-3 9.5417E-5
λ/64 λ/128 6.9232E-3 1.0461E-3 9.5388E-5
λ/128 λ/256 6.9207E-3 1.0461E-3 9.5380E-5
λ/256 λ/512 6.9201E-3 1.0461E-3 9.5379E-5
of the large box to the center of the small box and from the center of the small
box to the observation point). Table 4.5 lists the maximum relative error of
the factorization compared to the analytical evaluation of the Green’s function
for diﬀerent box sizes and desired digits of accuracy. We observe that, in some
cases, the error is larger than desired. This is because truncation numbers listed
in Table 4.4 are obtained for single-level interactions and extra shifts in multilevel
interactions deteriorate the accuracy of the factorization. Nevertheless, relative
errors listed in Table 4.5 are obtained for the worst case scenarios and they are
not signiﬁcantly larger than target errors.
4.4.6 Low-Frequency Multilevel Fast Multipole Algo-
rithm
LF-MLFMA can be implemented by using the factorization of matrix elements
in (4.107)–(4.109). Recursive clustering and construction of the tree structure
in LF-MLFMA are very similar to those in the ordinary MLFMA. However, as
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opposed to MLFMA, there is no limitation for the box size. Without consider-
ing the electrical size of the object, a tree structure of L = O(logN) levels is
constructed by placing the object in a cubic box and recursively dividing the com-
putational domain into subdomains. Then, far-ﬁeld interactions are calculated
in a group-by-group manner via three main stages, i.e., aggregation, translation,
and disaggregation. For level l = 1, 2, . . . , L, the number of multipoles to repre-
sent ﬁelds is Ml = [τ(l) + 1]
2.
In the aggregation stage, radiated ﬁelds of boxes are calculated in terms of
multipoles from the bottom of the tree structure to the highest level (l = L).
Aggregations at the lowest level can be written as
[
sxC s
y
C s
z
C s
s
C
]
M1×4 =
∑
n∈C
x[n]
[
sxn s
y
n s
z
n s
s
n
]
M1×4, (4.119)
where x[n] represent coeﬃcients provided by the iterative solver, {sxn, syn, szn, ssn}
are arrays of M1 elements containing the radiation pattern of the nth basis func-
tion, and {sxC , syC , szC , ssC} are arrays of M1 elements containing the radiated ﬁeld
of a box C at the lowest level. We note that ssn and s
s
C , which are related to
scalar electric potential, are not required for MFIE. For a box C at a higher level
(l > 1),
[
sxC s
y
C s
z
C s
s
C
]
Ml×4 =
∑
C′∈C
[
β¯C′→C
]
Ml×Ml−1 ·
[
sxC′ s
y
C′ s
z
C′ s
s
C′
]
Ml−1×4,
(4.120)
where β¯C′→C is an Ml × Ml−1 dense matrix containing multipole-to-multipole
shift functions βt′,u′,t,u(k, rC−rC′) for t′ = 1, 2, . . . , τ(l) and t = 1, 2, . . . , τ(l−1).
In the translation stage, radiated ﬁelds of boxes are translated into incoming
ﬁelds for other boxes. The incoming ﬁeld to the center of a box C due to boxes
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in the far-ﬁeld of C, i.e., F{C}, can be calculated as
[
gxC g
y
C g
z
C g
s
C
]
Ml×4 =
∑
C′∈F{C}
[
α¯C′→C
]
Ml×Ml ·
[
sxC′ s
y
C′ s
z
C′ s
s
C′
]
Ml×4,
(4.121)
where {gxn, gyn, gzn, gsn} are arrays of Ml elements containing the incoming ﬁeld to
the center of a box C and α¯C′→C is an Ml×Ml dense matrix containing multipole-
to-multipole translation functions αt′,u′,t,u(k, rC − rC′) for t′ = 1, 2, . . . , τ(l) and
t = 1, 2, . . . , τ(l).
Finally, in the disaggregation stage, total incoming ﬁelds at box centers are
calculated from the top of the tree structure to the lowest level. For a box C at
a level l < L, the total incoming ﬁeld is calculated as
[
g+,xC g
+,y
C g
+,z
C g
+,s
C
]
Ml×4 =
[
gxC g
y
C g
z
C g
s
C
]
Ml×4
+
[
β¯C′→C
]
Ml×Ml+1 ·
[
g+,xC′ g
+,y
C′ g
+,z
C′ g
+,s
C′
]
Ml+1×4 (4.122)
by combining contributions from translations and from the incoming ﬁeld to
the center of the parent box C ′. In (4.122), β¯C′→C is an Ml × Ml+1 dense
matrix containing multipole-to-multipole shift functions βt′,u′,t,u(k, rC − rC′) for
t′ = 1, 2, . . . , τ(l − 1) and t = 1, 2, . . . , τ(l). We note that
[
β¯C′→C
]
Ml×Ml+1 =
{[
β¯C→C′
]
Ml+1×Ml
}H
(4.123)
since βt′,u′,t,u(k, rC − rC′) = β∗t,u,t′,u′(k, rC′ − rC). At the lowest level, total
incoming ﬁelds are received by testing functions as
N∑
n=1
Z¯FF [m,n]a[n] ≈
(
ik
4π
)2{[
fxm
]
1×M1 ·
[
g+,xC
]
M1×1 +
[
f ym
]
1×M1 ·
[
g+,yC
]
M1×1
+
[
f zm
]
1×M1 ·
[
g+,zC
]
M1×1 +
[
f sm
]
1×M1 ·
[
g+,sC
]
M1×1
}
(4.124)
for m ∈ C, where {fxm,f ym,f zm,f sm} are arrays of M1 elements containing the
receiving pattern of the mth testing function.
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Using multipoles, the processing time and the memory requirement for aggrega-
tion, translation, and disaggregation stages at level l are proportional to NlM
4
l ,
where Nl ≈ 4(1−l)N1 is the number of boxes. For small objects, Ml = O(1),
which is independent of N , and LF-MLFMA is dominated by computations at
the lowest level with O(N) complexity. On the other hand, LF-MLFMA is not
appropriate for large-scale problems since the number of multipoles can be pro-
hibitively large at higher levels. As a remedy, we employ the ordinary MLFMA
at higher levels, where the multipole representation becomes ineﬃcient. The
resulting broadband implementation of MLFMA provides eﬃcient solutions of
large-scale problems involving small details with respect to wavelength [108].
In the broadband MLFMA, radiated ﬁelds represented by multipoles at level
l are converted into plane waves as
[
sxC s
y
C s
z
C s
s
C
]
Sl×4 = T¯
M→P
Sl×Ml ·
[
sxC s
y
C s
z
C s
s
C
]
Ml×4, (4.125)
where T¯
M→P
is an Sl × Ml transformer matrix containing multipole-to-plane-
wave transformers in (4.100). We note that only θ and φ components of radiated
ﬁelds are required using the plane-wave representation. They can be obtained as
sθC [n] = cos(θ[n]) cos(φ[n])s
x
C [n]
+ cos(θ[n]) sin(φ[n])syC [n]− sin(θ[n])szC [n] (4.126)
sφC [n] = − sin(θ[n]) sin(φ[n])sxC [n] + sin(θ[n]) cos(φ[n])syC [n] (4.127)
for n = 1, . . . , Sl, where θ[n] and φ[n] represent spherical coordinates of samples
on the unit sphere. When ﬁelds are converted into plane waves, aggregation,
translation, and disaggregation stages at level l and higher levels can be per-
formed as in the ordinary MLFMA. After disaggregation operations from the
highest level to level l, incoming ﬁelds represented by plane waves are trans-
formed back to cartesian system and converted into multipoles as
[
sxC s
y
C s
z
C s
s
C
]
Ml×4 = T¯
P→M
Ml×Sl ·
[
sxC s
y
C s
z
C s
s
C
]
Sl×4, (4.128)
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Figure 4.10: Relative error (a) in the ﬁrst column of the impedance matrix and
(b) in the expansion coeﬃcients obtained by using LF-MLFMA compared to
a very accurate MOM implementation for the solution of scattering problems
involving a PEC sphere.
where T¯
P→M
is an Ml×Sl transformer matrix containing plane-wave-to-multipole
transformers in (4.101).
4.4.7 Numerical Results
In order to test the accuracy of the LF-MLFMA implementation, we consider
the solution of scattering problems involving a PEC sphere of radius 0.3 m dis-
cretized with 930 RWG functions. The sphere is illuminated by a plane-wave
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propagating in the −z direction with the electric ﬁeld polarized in the x direc-
tion in free space. We consider various frequencies in the range from 15.625 MHz
to 500 MHz. The diameter of the sphere changes from λ/32 to λ, whereas the
mesh size changes from λ/320 to λ/10. Problems are formulated by EFIE, MFIE,
and CFIE. Solutions are performed by using a very accurate MOM implementa-
tion and LF-MLFMA with three digits of accuracy. Figure 4.10(a) presents the
relative error in the ﬁrst column of the impedance matrix as a function of sphere
size with respect to wavelength. The relative error is deﬁned as
ΔR =
maxm
{∣∣Z¯LF-MLFMA[m, 1]− Z¯MOM[m, 1]∣∣}
maxm
{∣∣Z¯MOM[m, 1]∣∣} , (4.129)
where Z¯LF-MLFMA and Z¯MOM are matrices obtained by using LF-MLFMA and
the reference MOM implementation, respectively. We observe that matrix el-
ements can be computed accurately with the desired level of accuracy using
LF-MLFMA. The relative error is less than 10−3 for all formulations and at all
frequencies. On the other hand, accurate computations of matrix elements do
not necessarily lead to accurate solutions. Figure 4.10(b) presents the relative
error (deﬁned with respect to the reference MOM solution as in (4.129)) in the
coeﬃcients to expand the electric current obtained by using LF-MLFMA. In the
case of EFIE, the relative error increases as the mesh size decreases. This is
because EFIE suﬀers from a low-frequency breakdown and three digits of accu-
racy provided by LF-MLFMA becomes insuﬃcient when the condition number is
very large. We note that CFIE is also aﬀected by the low-frequency breakdown
problem, but MFIE provides stable solutions in the entire frequency range.
In order to demonstrate the eﬃciency of LF-MLFMA, we consider the solu-
tion of real-life electromagnetics problems involving metamaterials. Figure 4.11
depicts a 1-layer metamaterial wall, which is constructed by periodically arrang-
ing 18 × 11 SRRs. A single SRR has dimensions in the order of microns and
resonates at about 100 GHz when embedded into a homogeneous host medium
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with a relative permittivity of 4.8 [12]. The incident ﬁeld is generated by a
Hertzian dipole located at x = −1.2 mm. For numerical solutions, surfaces are
discretized with λ/100 triangles, where λ is the wavelength in the host medium.
Such a dense discretization is required for accurate modelling of SRRs that in-
volve small details with respect to wavelength. Problems are formulated with
EFIE and matrix equations involving 16,236 unknowns are solved iteratively by
the GMRES method without restart. MVMs are performed by MLFMA and
LF-MLFMA with 2 digits of accuracy. Iterative solutions are also accelerated by
the SAI preconditioner.
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Figure 4.11: 1-layer metamaterial wall involving 18× 11 SRRs.
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Figure 4.12: Solutions of electromagnetics problems involving a 1-layer SRR
wall discretized with 16,236 unknowns. The number of GMRES iterations (10−3
residual error), the solution time, and the total time including setup and solution
times are plotted with respect to frequency.
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Figure 4.13: Solutions of electromagnetics problems involving a 2-layer SRR
wall discretized with 32,472 unknowns. The number of GMRES iterations (10−3
residual error), the solution time, and the total time including setup and solution
times are plotted with respect to frequency.
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Figure 4.14: Solutions of electromagnetics problems involving a 4-layer SRR
wall discretized with 64,944 unknowns. The number of GMRES iterations (10−3
residual error), the solution time, and the total time including setup and solution
times are plotted with respect to frequency.
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Figure 4.15: Memory required for the solution of electromagnetics problems in-
volving 1-layer, 2-layer, and 4-layer SRR walls discretized with 16,236, 32,472,
and 64,944 unknowns, respectively.
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Figure 4.12 presents the solution of electromagnetics problems involving the 1-
layer SRR wall depicted in Figure 4.11. The number of iterations for 10−3 resid-
ual error, the solution time, and the total time are plotted with respect to fre-
quency from 90 GHz to 110 GHz. The number of iterations become maximum
at 95 GHz due to a numerical resonance. Considering only MLFMA, the SAI
preconditioner reduces the number of iterations signiﬁcantly compared to the NP
case. On the other hand, the solution time is not reduced due to the additional
factorization cost of the preconditioner. In other words, reducing the number
of iterations does not necessarily accelerate solutions. We also observe that us-
ing LF-MLFMA instead of MLFMA increases the number of iterations since the
number of near-ﬁeld interactions used to construct the preconditioner is smaller
in LF-MLFMA, compared to MLFMA. On the other hand, the most eﬃcient
solutions are provided by LF-MLFMA. Superior performance of LF-MLFMA is
more apparent in terms of the total time, which includes the setup time domi-
nated by the calculation of near-ﬁeld interactions in addition to the solution time.
We also consider 2-layer and 4-layer SRR walls involving 2×18×11 and 4×18×11
SRRs, respectively. Figures 4.13 and 4.14 present the number of iterations, the
solution time, and the total time as a function of frequency. We observe that
LF-MLFMA provides more eﬃcient solutions than MLFMA. Finally, Figure 4.15
presents the memory required for the solution of 1-layer, 2-layer, and 4-layer SRR
walls. In addition to faster solutions, LF-MLFMA requires less memory than
MLFMA.
◦
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Chapter 5
Eﬃcient Parallelization of the
Multilevel Fast Multipole
Algorithm for the Solution of
Large-Scale Electromagnetics
Problems
MLFMA is a powerful method for the fast and eﬃcient solution of scattering
and radiation problems in electromagnetics. However, many real-life problems
require discretizations with millions of unknowns, which may not be handled
easily with sequential implementations of MLFMA running on a single proces-
sor. In order to achieve the solution of such large problems, MLFMA can be
parallelized and employed on a cluster of computers. In this chapter, we present
our eﬀorts for the eﬃcient solution of large-scale electromagnetics problems us-
ing MLFMA on parallel computers. We introduce a hierarchical partitioning
strategy, which improves the parallelization eﬃciency signiﬁcantly, compared to
the previous parallelization approaches. We demonstrate the eﬀectiveness of our
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algorithm by solving very large electromagnetics problems involving as many
as 200 million unknowns on relatively inexpensive computing platforms with
distributed-memory architectures.
Problems considered in this chapter involve closed conducting surfaces, which
can be formulated with CFIE. As discussed in Chapter 3, CFIE produces well-
conditioned matrix equations that are easy to solve iteratively. In all solutions,
problems are discretized with about λ/10 mesh size, and near-ﬁeld interactions
are calculated with maximum 1% error. For relatively small problems involv-
ing less than 20 million unknowns, tree structures are constructed by using a
bottom-up scheme with 0.25λ smallest box size, and far-ﬁeld interactions are
calculated with three digits of accuracy. For larger problems, we use either a
top-down scheme or a bottom-up scheme with 0.175λ smallest box size. For
those problems, far-ﬁeld interactions are calculated with two digits of accuracy,
unless stated otherwise. During the aggregation stage, interpolations from a
level to the next higher level are performed using 6 × 6 samples in the coarse
grid for each sample in the ﬁne grid. Finally, iterative solutions are performed by
using BiCGStab accelerated with BDP, and the residual error for the iterative
convergence is set to 10−6 and 10−3 for small and large problems, respectively.
5.1 On the Parallelization of the Multilevel Fast
Multipole Algorithm
Because of its complicated structure, parallelization of MLFMA is not trivial and
several issues must be carefully considered to obtain an eﬃcient parallelization
of MLFMA.
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• Partitioning: The main task in the parallelization of MLFMA is partition-
ing the multilevel tree structure among processors. For high eﬃciency, it
is essential to distribute the tree structure with minimal duplication.
• Load-balancing: Parallelization cannot be achieved eﬃciently without dis-
tributing tasks equally among processors. Load-balancing algorithms must
be used for each part of the implementation to obtain a suﬃciently high
parallelization eﬃciency.
• Communications: In parallel MLFMA, processors need to communicate
with each other to transfer data. Using appropriate partitioning schemes
and load-balancing algorithms signiﬁcantly reduces the data traﬃc. How-
ever, remaining communications must be organized carefully. For high
eﬃciency, it is also essential to use high-speed networks to connect proces-
sors.
5.2 Parallel Computing Platforms
We have been using the following parallel computers for the solution of large-scale
problems in electromagnetics. Each computer involves 16 computing nodes.
• Clovertown Cluster (Swindon): Each node has 16 GB of memory and two
quad-core Intel Xeon Clovertown processors with 2.66 GHz clock rate.
• Tigerton Cluster (Swindon): Each node has 32 GB of memory and two
quad-core Intel Xeon Tigerton processors with 2.93 GHz clock rate.
• Harpertown Cluster (BiLCEM): Each node has 32 GB of memory and two
quad-core Intel Xeon Harpertown processors with 3.00 GHz clock rate.
• Dunnington Cluster (Swindon): Each node has 48 GB of memory and four
six-core Intel Xeon Dunnington processors with 2.40 GHz clock rate.
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In all clusters, memory in a node is available to all cores in the node. Nodes
are connected via Inﬁniband networks, while processors in a node are connected
through high-speed mainboard buses. In the context of parallelization, we use
the terms “processor” and “core” synonymously. For a solution on p processors,
we use the maximum number of nodes available, i.e., the number of processes
per node is minimized. In other words, if a code is parallelized into 2i processes,
and if 2i ≤ 16, then we use 2i nodes, each running only one process. When
2i > 16, however, the solution is parallelized over 16 nodes, and 2i/16 processors
are employed per node.
5.3 Simple Parallelization
A simple parallelization of MLFMA is based on distributing boxes among pro-
cessors at all levels. We apply load-balancing for both near-ﬁeld and far-ﬁeld
interactions. In the following subsections, we provide details of the simple par-
allelization of MLFMA.
5.3.1 Near-Field Interactions
Near-ﬁeld interactions should be distributed among processors using a load-
balancing algorithm. Considering the sparse near-ﬁeld matrix, the rows m =
1, 2, ..., N are assigned to processors in such a way that all processors have ap-
proximately equal numbers of near-ﬁeld interactions (near-ﬁeld partitioning).
Distributing rows equally among processors usually fails to provide good load-
balancing, even for the solution of problems involving symmetrical geometries,
such as a sphere. After distribution, near-ﬁeld interactions are calculated in each
processor without any communication.
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5.3.2 Far-Field Interactions
Calculation of far-ﬁeld interactions is organized according to the partitioning of
the tree structure (far-ﬁeld partitioning). We choose a level of distribution (LoD)
to distribute boxes among processors using a load-balancing algorithm that con-
siders the combined load of all descendants (children, grandchildren, etc.) of
each box at LoD. The combined load for a box is the size of the subtree at-
tached to the box; we account for all descendants, each weighted by the number
of ﬁeld samples. The load-balancing algorithm assigns the whole branch of the
tree starting at an LoD box to the same processor. This way, aggregation and
disaggregation stages up to LoD can be performed without any communication.
During the setup stage, each processor calculates and stores radiation and re-
ceiving patterns of basis and testing functions included in its local tree according
to the far-ﬁeld partitioning.
Using the simple parallelization technique, there can be two diﬀerent schemes
for the parallelization of higher levels above LoD. In the ﬁrst scheme, boxes are
still distributed among processors equally as much as possible. Then, a box and
its parent box may belong to diﬀerent processors. As a consequence, aggrega-
tion and disaggregation stages involve dense communications for higher levels of
the tree structure. Rather than this scheme, we prefer the second one, where
boxes at levels above LoD are allowed to be duplicated in diﬀerent processors, if
required. This way, all aggregation and disaggregation stages can be performed
without any communication. We note that, when radiated ﬁelds are translated
into incoming ﬁelds, contributions from diﬀerent processors are combined auto-
matically for duplicated boxes.
309
51 2 3 4 76 8Step 1
51 2 3 4 76 8Step 2
51 2 3 4 76 8
51 2 3 4 76 8
51 2 3 4 76 8
51 2 3 4 76 8
51 2 3 4 76 8
Step 3
Step 4
Step 5
Step 6
Step 7
Figure 5.1: Processor pairing for translations.
The translation stage is one of the most critical parts in terms of the eﬃciency of
the simple parallelization technique. This is because dense one-to-one communi-
cations are required between processors. In general, each processor sends some
data (radiated ﬁelds) to all other processors. We organize these communications
using a communication map, which consists of interaction layers to match pro-
cessors. For p processors, it can be shown that communications can be achieved
in (p−1) steps, as depicted in Figure 5.1 for a 8-processor case. After processors
are paired, the following operations are performed on the receiver and sender
sides:
• The sender and receiver determine box-box interactions involving basis
boxes on the sender side and testing boxes on the receiver side.
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• Radiated ﬁelds of basis boxes are sent one by one.
• When the radiated ﬁeld of a basis box is received by the receiver, all of
translations involving this basis box and testing boxes owned by the receiver
are performed. This ensures that the same data is not transferred more
than once.
To further improve the eﬃciency of translations, we use nonblocking send and
receive operations of MPI to transfer the data. In addition to inter-processor
translations, there are also intra-processor translations that are related to boxes
located in the same processor. These translations can be performed indepen-
dently in each processor, without any communication.
In the setup of MLFMA, each processor is tasked with calculating a set of trans-
lation operators that will be required during MVMs. For a given translation,
the operator is calculated by the processor working on the testing box. Due to
symmetry, a translation operator can be used for many interactions at a level.
Therefore, some of translation operators are duplicated and included in more
than one processor. Those duplications may decrease the eﬃciency of the paral-
lelization, especially due to increasing cost of operators at higher levels.
Finally, to match near-ﬁeld and far-ﬁeld partitioning schemes during MVMs,
all-to-one and one-to-all communications are required, as depicted in Figure 5.2.
After near-ﬁeld computations are performed, the partitioning of the output vector
is modiﬁed for far-ﬁeld computations. We note that the iterative solver is also
parallelized according to the far-ﬁeld partitioning. The processing time for these
communications is usually negligible. Similar all-to-all communications are also
required during solutions of the preconditioner system.
311
Output Vector with
Near-Field Partitioning
1
Output Vector with
Far-Field Partitioning
2
3
4
5
6
7
8
One-to-All
1
2
3
4
5
6
7
8
Full Output Vector
One-to-All
Figure 5.2: Communications performed in each MVM to match near-ﬁeld and
far-ﬁeld partitioning schemes.
5.4 Hybrid Parallelization
The simple parallelization technique, which is based on assigning each box to a
processor, usually fails to provide eﬃcient solutions. This is mainly due to dense
communications between processors, duplication of computations, and unbal-
anced distribution of the workload among processors. Since such problems arise
mostly at higher levels of MLFMA, a hybrid parallelization technique, which ap-
plies diﬀerent partitioning strategies for lower and higher levels, is developed to
improve the eﬃciency [134]. In this technique, processor assignments are made
on the basis of ﬁelds of boxes at higher levels. In other words, each box at higher
levels is shared by all processors, while each processor is assigned to the same
portion of ﬁelds for all boxes.
As an example, Figure 5.3 depicts a 4-level tree structure (L = 4), where levels are
represented by two-dimensional rectangles. Horizontal and vertical dimensions
of rectangles correspond to boxes and θ samples of ﬁelds, respectively. At lower
levels (distributed levels), there are many boxes with small numbers of samples
for radiated and incoming ﬁelds. Therefore, it is appropriate to distribute boxes
at these levels by assigning each of them to a single processor. At higher levels
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Figure 5.3: Distribution of a 4-level tree structure among eight processors using
the hybrid partitioning strategy.
(shared levels), however, it is easier to distribute ﬁeld samples among processors
by assigning each box to all processors, since there are a few boxes at these levels
with large numbers of samples. We note that ﬁeld samples are partitioned only
along the θ direction for an easy implementation of interpolation/anterpolation
operations.
Distributing ﬁeld samples instead of boxes at higher levels of MLFMA has two
major consequences:
• Translations can be performed without any communication at higher levels,
whereas aggregation and disaggregation stages require one-to-one commu-
nications.
• Load-balancing is improved since the distribution of samples is easier than
the distribution of boxes at higher levels.
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Figure 5.4: All-to-all communications performed at LoD to change the far-ﬁeld
partitioning scheme from distributed levels to shared levels.
In the following subsections, we provide details of the hybrid parallelization of
MLFMA by emphasizing major diﬀerences compared to the simple parallelization
technique.
5.4.1 Aggregation Stage
Using the hybrid technique, the partitioning scheme is changed during the ag-
gregation stage at LoD by employing an all-to-all communication, as shown in
Figure 5.4. For each box, samples of the radiated ﬁeld stored in a processor is dis-
tributed among all processors. From LoD to the highest level L, the aggregation
stage involves one-to-one communications that are required for the interpolation
of ﬁelds. This is illustrated in Figure 5.5, where an interpolation is performed
on samples of a box C located at level 3 of the tree structure in Figure 5.3. As
an example, only the interpolation in processor 5 is depicted although similar
operations are also performed in other processors. To compute the data at each
sample in the ﬁne grid, a set of samples are used in the coarse grid. Even though
a local interpolation method is used, some of those coarse samples may be lo-
cated in other processors. Therefore, one-to-one communications are performed
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to provide the required data (inﬂation). After the data is prepared, interpolation
and shifting operations are performed to include the contribution of the box C
in the radiated ﬁeld of its parent box C ′.
We note that communications at shared levels are mainly required between pro-
cessors located close to each other. In other words, the processor with index n
requires data from its neighbors, i.e., (n−1) and (n+1). On the other hand, de-
pending on the partitioning and the number of interpolation points, more data
might be required from other processors next to neighbors. We apply a load-
balancing algorithm to distribute ﬁelds appropriately so that the amount of the
data transferred among all processors is minimized. However, as the number of
processes increases and ﬁelds are distributed over many processors, dense one-
to-one communications cannot be avoided; this may reduce the eﬃciency of the
parallelization.
For each problem, we carefully choose the number of distributed and shared
levels by an optimization. For this purpose, we assign LoD to a series of possible
levels and monitor the distribution of boxes and their ﬁelds. For some of lev-
els (higher levels), distribution of ﬁelds is better than the distribution of boxes,
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i.e., ﬁeld samples can be partitioned evenly among processors, but not boxes. For
others (lower levels), however, boxes can be partitioned easily, while it is diﬃcult
to partition ﬁeld samples among processors. Then, we choose LoD such that dis-
tributing ﬁelds (boxes) is more preferable for all levels above (below) LoD. The
choice of LoD depends on the tree structure (hence the geometry of the target)
as well as the number of processors. However, our measurements show that, for a
given problem, LoD is insensitive to the latter parameter if only a small number
(e.g., 2 to 16) of processors are employed.
5.4.2 Translation Stage
Using the hybrid technique, all translations at shared levels can be performed
without any communication since ﬁeld samples are distributed among processors
and a processor is assigned to the same portion of radiated and incoming ﬁelds for
all boxes. In addition, translation operators are not duplicated at shared levels,
since they are also partitioned among processors. At distributed levels, how-
ever, some translations are needed between boxes located in diﬀerent processors.
Those inter-processor translations are performed via one-to-one communications
using a communication map, as in the simple parallelization of MLFMA.
5.4.3 Disaggregation Stage
Similar to the aggregation stage, one-to-one communications are required during
the disaggregation stage at shared levels. Since the anterpolation is the transpose
of the interpolation, some of samples obtained from an anterpolation operation
should be sent to other processors. This is because interpolations during the
aggregation stage are performed using the inﬂated data prepared by one-to-one
communications among processors. As the reverse of this process, anterpolations
produce inﬂated data, which must be deﬂated via one-to-one communications.
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This is illustrated in Figure 5.6, where processor 5 performs the anterpolation
operation on samples of box C ′ for its sub-boxes C. Some of the resulting data
in the coarse grid is used locally, while the rest are sent to other processors (de-
ﬂation), i.e., exactly the reverse of the interpolation. As the disaggregation
operation proceeds down to LoD, the partitioning is changed via an all-to-all
communication. Then, the disaggregation is performed from LoD to the lowest
level without any communication. Finally, at the lowest level, each processor
performs angular integrations and produces a partition of the output vector.
5.4.4 Communications
As a summary, Table 5.1 lists communications required during MVMs using
the hybrid parallelization technique. For distributed and shared levels, com-
munications are required in translation and aggregation/disaggregation stages,
respectively. In addition to those one-to-one communications, the hybrid paral-
lelization involves collective all-to-one, one-to-all, and all-to-all communications.
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Table 5.1: Communications Required During MVMs Using the Hybrid Paral-
lelization Technique
Part Communication
Near-Field Interactions All-to-One and One-to-All
Distributed Aggregation/Disaggregation None
Aggregation/Disaggregation at LoD All-to-All
Shared Aggregation/Disaggregation One-to-One
Distributed Translation One-to-One
Shared Translation None
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Figure 5.7: Parallelization eﬃciency for the solution of a scattering problem
involving a sphere of radius 24λ discretized with 2,111,952 unknowns.
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5.5 Numerical Results for the Hybrid Paral-
lelization Technique
To demonstrate the eﬃciency provided by the hybrid parallelization technique,
we consider the solution of a scattering problem involving a sphere with a radius
of 24λ. The problem is discretized with 2,111,952 unknowns and solved on the
Clovertown cluster. Figure 5.7 depicts the eﬃciency (with respect to the solution
with a single processor) when the solution is parallelized into 2, 4, 8, 12, and 16
processes. The parallelization eﬃciency is deﬁned as
εp =
T1
pTp
, (5.1)
where Tp is the processing time of the solution using p processors. Figure 5.7(a)
shows that the overall eﬃciency (setup and iterative solution) is above 85% when
the number of processors is 16. In this case, eﬃciency ratios for the setup and
the solution parts are about 97% and 80%, respectively. We observe in Fig-
ure 5.7(a) that the setup part is parallelized very eﬃciently, since this part is
communication-free and computations (especially near-ﬁeld interactions) are per-
fectly distributed among processors using load-balancing algorithms.
In Figure 5.7(b), we present the parallelization eﬃciency for aggregation, trans-
lation, and disaggregation stages, in addition to the overall eﬃciency for MVMs.
We observe that aggregation and disaggregation stages are parallelized with
about 87% eﬃciency, while the eﬃciency for the translation stage is 59% for the
16-processor case. To further investigate the parallelization, Figure 5.8 presents
processing time and eﬃciency (with respect to the solution with two processors)
for various categorized parts of MVMs. Our observations are as follows:
• Aggregation and disaggregation stages at distributed levels (l = 1, 2, 3, 4
for this problem) constitute the signiﬁcant part of the processing time of
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parts of MVMs for the solution of a scattering problem involving a sphere of
radius 24λ discretized with 2,111,952 unknowns.
MVM. These stages are perfectly parallelized, thanks to the load-balancing
algorithm for distributed levels.
• The parallelization eﬃciency of aggregation and disaggregation stages at
shared levels (from l = 5 to l = L = 7 in this problem) is also quite
high. However, the eﬃciency drops to about 80% for the 16-processor case.
This is due to the increasing amount of one-to-one communications for
interpolations and anterpolations.
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• Parallelization eﬃciency of communication-free (intra-processor) transla-
tions is in the 80%–100% range. All of translations at shared levels and
some of those at distributed levels are communication-free.
• Translations that are performed with communications (inter-processor
translations) and all-to-all communications performed at LoD exhibit re-
duced eﬃciency as the number of processes increases. Since they take
longer processing time, inter-processor translations aﬀect the overall eﬃ-
ciency more than all-to-all communications.
In general, inter-processor translations are the bottleneck of the parallelization.
Since these translations are performed at distributed levels, their negative con-
tributions can be minimized by increasing the number of shared levels. However,
aggregation and disaggregation at low levels cannot be performed eﬃciently by
partitioning coarsely-sampled ﬁelds. In fact, we carefully determine the number
of distributed and shared levels to optimize the parallelization eﬃciency for the
solution of each problem. Results presented in Figures 5.7 and 5.8 are obtained
with the best possible choice for the number of distributed/shared levels in terms
of the overall parallelization eﬃciency.
Even though the hybrid parallelization technique increases the parallelization
eﬃciency signiﬁcantly, compared to simple parallelization approaches, the im-
provement can be insuﬃcient, especially when the number of processors is large.
As a remedy, we developed a hierarchical partitioning technique that is well suited
for the multilevel structure of MLFMA. With the enhanced load-balancing of-
fered by the hierarchical technique, parallelization of MLFMA can be improved
signiﬁcantly.
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Figure 5.9: Distribution of a 4-level tree structure among eight processors using
the hierarchical partitioning strategy.
5.6 Hierarchical Parallelization
The hierarchical parallelization is based on the simultaneous partitioning of boxes
and their ﬁelds at all levels. We adjust the partitioning in both directions (boxes
and samples of ﬁelds) appropriately by considering the number of boxes and the
number of samples at each level. As an example, we again consider a 4-level
tree structure (L = 4), where each level is represented by a rectangular box.
Hierarchical partitioning of the tree structure among eight processors is depicted
in Figure 5.9. At the lowest level, boxes are distributed among eight processors,
and each box is assigned to a single processor, without any partitioning of ﬁeld
samples. Then, at the next level (l = 2), ﬁeld samples are partitioned among
two groups of processors, i.e., (1,3,5,7) and (2,4,6,8), while the number of box
partitions is reduced to four. At this level, samples of each box are shared by two
processors. As we proceed to higher levels, the number of partitions for boxes
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and samples of ﬁelds are systematically decreased and increased, respectively. In
the following subsections, we present the hierarchical parallelization of MLFMA
in detail by considering the main stages of the algorithm.
5.6.1 Partitioning of the Tree Structure
We consider the parallelization of MLFMA on a cluster of p processors, where
p = 2i for some integer i. Using the hierarchical partitioning technique, the
number of partitions for boxes at level l is chosen as
p l,c = max
{
p
2(l−1)
, 1
}
= max
{
p 2(1−l), 1
}
. (5.2)
We note that boxes are not partitioned for levels l > log2(p), if such a level exists.
The number of boxes assigned to each processor can be approximated as
Npl ≈
Nl
p l,c
≈
⎧⎨
⎩ 2
(1−l)N1/p, l ≤ log2(p)
4(1−l)N1, l > log2(p)
⎫⎬
⎭ . (5.3)
In addition, samples of ﬁelds are divided into
p l,s =
p
p l,c
= min
{
2(l−1), p
}
(5.4)
partitions along the θ direction for level l. The number of θ samples assigned to
each processor is
Sθ,pl ≈
Sθl
p l,s
≈
⎧⎨
⎩ S
θ
1 , l ≤ log2(p)
2(l−1)Sθ1/p, l > log2(p)
⎫⎬
⎭ . (5.5)
Also considering the sampling in the φ direction, the total number of samples
per processor can be written as
Spl = S
θ,p
l S
φ
l ≈
⎧⎨
⎩ 2
(l−1)S1, l ≤ log2(p)
4(l−1)S1/p, l > log2(p)
⎫⎬
⎭ . (5.6)
Finally, the size of the local data at each processor is
Npl S
p
l ≈ N1S1/p (5.7)
for l = 1, 2, ..., L.
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Figure 5.10: Aggregation operations from level 3 to level 4 for the partitioned
tree structure in Figure 5.9.
5.6.2 Aggregation Stage
For the partitioned tree structure in Figure 5.9, aggregation operations from
level 3 to level 4 are depicted in Figure 5.10. Since ﬁeld samples are partitioned
among processors, one-to-one communications are required to inﬂate the local
data in accordance with the interpolation requirements. As shown in Figure 5.10,
one-to-one communications occur within two separate groups of processors that
are located in the same columns, i.e., (1,2,3,4) and (5,6,7,8). As an important
advantage of the hierarchical partitioning technique, distribution of θ samples
into large numbers of partitions is avoided. Therefore, communications are re-
quired only between pairs of processors located next to each other. For example,
processor 3 communicates with processors 1 and 2, but not with processor 4.
Processors 3 and 4 would need to communicate with each other if the number
of the θ samples required for the interpolation is larger than the number of the
θ samples per processor. However, using the hierarchical technique, the number
of partitions along the θ direction, hence the number of θ samples per processor,
can be adjusted such that those secondary communications between distant pro-
cessors are avoided.
When the required data is prepared by one-to-one communications for a box,
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its radiated ﬁeld is interpolated and shifted to the center of its parent box. Tem-
porary levels involving parent boxes and ﬁeld samples after interpolation and
shifting operations are denoted as intermediate levels. As an example, for the
partitioned tree structure in Figure 5.9, level 3.5 is depicted in Figure 5.10. Fol-
lowing the interpolation, the number of samples along the θ direction assigned
to each processor is doubled, i.e.,
Sθ,pl+1/2 ≈ 2Sθ,pl ≈
⎧⎨
⎩ 2S
θ
1 , l ≤ log2(p)
2lSθ1/p, l > log2(p)
⎫⎬
⎭ . (5.8)
At the same time, the number of boxes in each processor can be written as
Npl+1/2 ≈
Npl
4
≈
⎧⎨
⎩ 2
−(1+l)N1/p, l ≤ log2(p)
4(−l)N1, l > log2(p)
⎫⎬
⎭ . (5.9)
Intermediate levels are deﬁned temporarily and used to arrange the data in each
processor, before communications are performed to modify the partitioning ac-
cording to the hierarchical technique.
From an intermediate level (l + 1/2) to the next level (l + 1), data is exchanged
among processors, if l ≤ log2(p). As depicted in Figure 5.10, processors are
paired according to their positions in the partitioning scheme. Each processor
performs the following communications.
• Send half of ﬁeld samples of each box at the intermediate level.
• Receive the complementary data, which involves ﬁeld samples of some
boxes, from the associated processor.
With data exchanges, the number of boxes in each processor is doubled with
respect to the number of boxes at the intermediate level, while the number of
samples along the θ direction is halved. Then, we have
Npl+1 ≈
⎧⎨
⎩ 2
(−l)N1/p, (l + 1) ≤ log2(p)
4(−l)N1, (l + 1) > log2(p)
⎫⎬
⎭ (5.10)
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and
Sθ,pl+1 ≈
⎧⎨
⎩ S
θ
1 , (l + 1) ≤ log2(p)
2lSθ1/p, (l + 1) > log2(p)
⎫⎬
⎭ , (5.11)
which agree with expressions in (5.3) and (5.5), respectively.
5.6.3 Translation Stage
Using the hierarchical partitioning technique, one-to-one communications are
required during the translation stage for levels l ≤ log2(p), since boxes are par-
titioned and some translations are needed between boxes located in diﬀerent
processors. As in the simple parallelization technique, those communications are
achieved by pairing processors and transferring radiated ﬁelds of boxes between
pairs. On the other hand, using the hierarchical partitioning strategy, commu-
nications are required only among processors that are located in the same row
of the partitioning. For example, as depicted in Figure 5.11, communications at
level 2 are performed within two separate groups of processors, i.e., (1,3,5,7) and
(2,4,6,8). In general, for inter-processor translations at level l, each processor is
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paired one by one with the other (p l,c − 1) processors. Once a pairing is estab-
lished, radiated ﬁelds of boxes are transferred, and translations are performed by
the receiver processor.
5.6.4 Disaggregation Stage
As usual, the parallelization of the disaggregation stage is very similar to the
parallelization of the aggregation stage using the hierarchical partitioning strat-
egy. When incoming ﬁelds are calculated at box centers at level l, partitioning
is modiﬁed via data exchanges among processors, if l ≤ log2(p) + 1. This way,
the partitioning at level (l − 1/2) is generated as required for anterpolation and
shifting operations. Then, incoming ﬁelds at box centers are anterpolated and
shifted to centers of their sub-boxes at level (l − 1). Following an anterpolation
operation, some of the resulting data are used locally, while the rest are sent
to other processors. Similar to communications during interpolations, data are
transferred among neighboring processors in the same column of the partitioning
scheme.
5.6.5 Communications in the Hierarchical Parallelization
Using the hierarchical partitioning strategy, computations on the tree structure
are distributed among processors with improved load-balancing, compared to
the previous strategies based on partitioning with respect to only boxes or only
samples of ﬁelds. However, there are still unavoidable communications among
processors, which may reduce the eﬃciency of the parallelization. In this section,
we investigate these communications in detail.
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Communications in Aggregation and Disaggregation Stages
During an interpolation operation in a processor at level l = 2, 3, ..., (L− 1), the
amount of data required from other processors for each box is proportional to the
number of samples in the φ direction. Considering also the number of boxes per
processor, the communication volume for interpolations at level l can be written
as
vint,l ∝ 2(l−1)Sφ1
⎧⎨
⎩ 2
(1−l)N1/p, l ≤ log2(p)
4(1−l)N1, l > log2(p)
⎫⎬
⎭
=
⎧⎨
⎩ N1S
φ
1 /p, l ≤ log2(p)
N1S
φ
1 /2
(l−1), l > log2(p)
⎫⎬
⎭ ≤ N1Sφ1 /p (5.12)
for l = 2, 3, ..., (L − 1). In general, the communication volume vint,l tends to
decrease with the increasing number of processors p. We also note that aggre-
gations at the lowest level do not involve one-to-one communications to inﬂate
data, since samples are not partitioned at this level.
For levels l ≤ log2(p), half of the produced data is exchanged between pairs
of processors to modify the partitioning in accordance with the hierarchical par-
titioning strategy. The volume of these communications can be expressed as
vexc,l ∝
⎧⎨
⎩ N1S1/p, l ≤ log2(p)0, l > log2(p)
⎫⎬
⎭ ≤ N1S1/p (5.13)
for l = 1, 2, ..., (L− 1), where the upper bound is again inversely proportional to
the number of processors p. The communication volume for the disaggregation
stage is the same as the communication volume for the aggregation stage.
Communications in the Translation Stage
During the translation stage, each processor is paired one by one with (p l,c−1) =
max
{
p 2(1−l)− 1, 0} processors to perform inter-processor translations. For each
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pair, the number of box-box interactions required to be performed is proportional
to the number of boxes per processor. In addition, the size of the data transferred
in each interaction is proportional to the number of local samples per box, i.e.,
Spl . Therefore, the communication volume for translations can be written as
vtrans,l ∝ max
{
p 2(1−l) − 1, 0}Npl Spl ≤ N1S1/2(l−1) (5.14)
for l = 1, 2, ..., L. We note that the upper bound for the communication volume
in (5.14) depends on the level. Speciﬁcally, communications during translations
may become signiﬁcant for lower levels, i.e., when l is small. In fact, due to these
communications, the translation stage is the major bottleneck in the hierarchical
parallelization of MLFMA.
5.6.6 Improved Partitioning of the Tree Structure
In the previous sections, we assume that the partitioning changes regularly on
the tree structure, i.e., the number of partitions of boxes decreases from a level
to the next upper level and the number of partitions of ﬁeld samples is adjusted
accordingly. In fact, for a given problem, we choose the number of partitions
at each level carefully. For example, in some cases, the number of partitions do
not change from a level to the next level. This is required especially to avoid
excessive communications during aggregation and disaggregation stages.
5.6.7 Comparisons with the Previous Parallelization
Techniques
The hierarchical parallelization technique is compared with two previous ap-
proaches, namely, the simple and the hybrid parallelization techniques. As de-
tailed in Section 5.3, the simple parallelization of MLFMA is based on the dis-
tribution of boxes among processors at all levels. A major disadvantage of this
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technique is the diﬃculty in distributing small numbers of boxes at higher levels
of the tree structure. When the number of processors is large, those boxes must
be duplicated over multiple processors. Otherwise, a large amount of data is
required to be communicated during aggregation and disaggregation stages. In
addition, when using the simple parallelization technique, translations involve
dense communications among processors.
The hybrid parallelization technique was successfully developed to improve the
parallelization of MLFMA [134]. As detailed in Section 5.4, lower (distributed)
levels of MLFMA are partitioned as in the simple technique, i.e., boxes are
distributed among processors. At higher (shared) levels, however, samples of
ﬁelds are distributed, instead of boxes. Unlike the hierarchical parallelization,
samples at a shared level are distributed among all processors, without any par-
titioning of boxes. Distributing samples provides improved load-balancing and
communication-free translations for higher levels of the tree structure. On the
other hand, problems arise for some levels at the middle of the tree, where it is
not eﬃcient to distribute either ﬁelds or boxes among processors.
The hierarchical parallelization technique provides two important advantages,
compared to simple and hybrid techniques.
• Improved Load-Balancing: Partitioning both boxes and samples of ﬁelds
leads to an improved load-balancing of the workload among processors at
each level. Consequently, duplication of computations, which may occur in
the simple parallelization, and waits for the synchronization of processors
are minimized.
• Reduced Communications: Although the hierarchical partitioning increases
types of communications, compared to simple and hybrid approaches, the
amount of data transferred is decreased. In addition, due to the improved
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load-balancing, the average package size is enlarged, and the number of
communication events is reduced. As a result, the communication time is
signiﬁcantly shortened.
To demonstrate reduced communications with the hierarchical technique, we con-
sider the solution of a scattering problem involving a sphere of radius 20λ dis-
cretized with 1,462,854 unknowns. The problem is solved by a 7-level MLFMA
parallelized with hybrid and hierarchical techniques on 64 processors. The hy-
brid technique involves three shared and 4 distributed levels. The number of box
partitions in the hierarchical technique is 64, 64, 32, 16, 8, 4, and 2 from the
lowest level to the highest level. We note that ﬁeld samples are not distributed
for levels l = 1 and l = 2. Table 5.2 lists the number of communications and
the amount of data communicated during a MVM. We observe that the total
amount of communications is reduced by 31% using the hierarchical partitioning
strategy compared to the hybrid strategy. In addition, the average size of pack-
ages is increased by 51%, and the number of communication events is reduced by
54%. These results are also conﬁrmed with other experiments involving diﬀerent
numbers of processors and objects with diverse geometries.
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Table 5.2: Communications During a MVM for the Solution of a Scattering Prob-
lem Involving a Sphere Discretized with 1,462,854 Unknowns on 64 Processors
Hybrid Hierarchical
Number of Amount Number of Amount
Events (Bytes) Events (Bytes)
Interpolation at l = 6 0 0 1170 182,520
Interpolation at l = 5 0 0 590 148,680
Interpolation at l = 4 6960 1,030,080 292 108,040
Interpolation at l = 3 1360 646,272 136 107,712
Data Exchange at l = 7 0 0 2 213,304
Data Exchange at l = 6 0 0 2 122,640
Data Exchange at l = 5 0 0 2 106,560
Data Exchange at l = 4 0 0 2 73,920
Data Exchange at l = 3 0 0 2 55,552
Change Partitioning 1160 171,680 0 0
Aggregation Total 9480 1,848,032 2198 1,118,928
Aggregation Ratio 100% 100% 23% 61%
Disaggregation Total 9480 1,848,032 2198 1,118,928
Disaggregation Ratio 100% 100% 23% 61%
Translation at l = 7 0 0 56 111,104
Translation at l = 6 0 0 148 156,288
Translation at l = 5 0 0 235 139,120
Translation at l = 4 425 749,700 427 179,340
Translation at l = 3 910 615,160 1005 313,560
Translation at l = 2 1812 587,088 1861 602,964
Translation at l = 1 3228 464,832 3483 501,552
Translation Total 6375 2,416,780 7215 2,003,928
Translation Ratio 100% 100% 113% 83%
MVM 25,335 6,112,844 11,611 4,241,784
MVM Ratio 100% 100% 46% 69%
Average Package Size 241 Bytes (100%) 365 Bytes (151%)
332
Finally, another important advantage of the hierarchical parallelization technique
appears when MLFMA is employed on a cluster with multiprocessor nodes. Most
of the mainboards built recently have multiple processors connected via high-
speed buses. Then, parallel computers are constructed by clustering a number
of multiprocessor computing units (nodes), instead of processors. Resulting par-
allel computers are highly nonuniform, since communications among processors
in the same node are signiﬁcantly faster than those among processors located
in diﬀerent nodes. Using multicore processors further complicates the situation,
since communications within nodes also have diverse rates, depending on whether
inter-core communications are taking place in the same processor or between two
processors in the same node. The hierarchical parallelization technique is suit-
able for such parallel platforms.
As an example, let the tree structure in Figure 5.9 be partitioned among two
nodes, each having four processors, i.e., processors 1–4 and processors 5–8 are
located in two diﬀerent nodes. Then, all communications during aggregation and
disaggregation stages from level 1 to level 3 are performed inside nodes. Inter-
node communications are required only for translations and for data exchanges
during aggregation and disaggregation stages between level 3 and level 4. In
general, the hierarchical partitioning strategy facilitates processor arrangements
in nonuniform platforms to minimize inter-node communications. However, in
this study, we do not use this advantage directly; hence, the improved eﬃciency
obtained with the hierarchical parallelization is general and valid for all types of
distributed-memory architectures.
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Figure 5.12: Parallelization eﬃciency with respect to the number of processors for
the solution of a scattering problem involving a sphere of radius 20λ discretized
with 1,462,854 unknowns. (a) Overall eﬃciency including setup and iterations,
when the solution is parallelized by using simple, hybrid, and hierarchical tech-
niques. (b) Eﬃciencies for MLFMA stages, i.e., aggregation, translation, and
disaggregation, using the hierarchical technique.
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Figure 5.13: Parallelization eﬃciency for the solution of scattering problems
involving (a) a sphere of radius 40λ discretized with 5,851,416 unknowns and (b) a
sphere of radius 60λ discretized with 13,278,096 unknowns. Parallel eﬃciency is
deﬁned with respect to two and four processors, respectively.
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5.7 Numerical Results for the Hierarchical Par-
allelization Technique
We demonstrate the improved eﬃciency provided by the hierarchical paralleliza-
tion technique, compared to the previous parallelization approaches, on scat-
tering problems involving spheres of various sizes discretized with millions of
unknowns. Figure 5.12 presents the parallelization eﬃciency obtained for the
solution of a scattering problem involving a sphere of radius 20λ discretized with
1,462,854 unknowns. Figure 5.12(a) depicts the eﬃciency for the total time (in-
cluding the setup and iterations), when the solution is parallelized on 2, 4, 8, 16,
32, 64, and 128 processors of the Tigerton cluster. We observe that the hierar-
chical technique improves the parallelization eﬃciency signiﬁcantly, compared to
simple and hybrid approaches, especially when the number of processors is large.
The hybrid parallelization performs better than the simple parallelization; how-
ever, its eﬃciency drops rapidly for p > 32, and it becomes ineﬃcient, compared
to the hierarchical parallelization. Using 128 processors, the hierarchical paral-
lelization technique provides 58% eﬃciency, corresponding to a 74-fold speedup
with respect to the single-processor solution.
Figure 5.12(b) presents the parallelization eﬃciency for the three main stages
of MVMs, i.e., aggregation, translation, and disaggregation, using the hierarchi-
cal parallelization technique. We observe that the translation stage becomes a
major bottleneck when the number of processors increases. For a solution on
128 processors, the parallelization eﬃciency of translations drops below 30%.
This is because the communication volume for translations, given in (5.14), does
not scale with the number of processors p, unlike the communication volume
for aggregation and disaggregation stages. In addition, many communications
required for inter-processor translations occur among processors located in dif-
ferent nodes. Then, the rate of communications during the translation stage is
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mostly limited by the speed of the Inﬁniband network. Nevertheless, even the
parallelization of translations is improved with the hierarchical technique, and
the overall eﬃciency provided by the hierarchical technique is consistently higher
than those obtained with simple and hybrid approaches.
Figure 5.13 presents the parallelization eﬃciency for the solution of scattering
problems involving spheres of radii 40λ and 60λ discretized with 5,851,416 and
13,278,096 unknowns, respectively, where the eﬃciency is deﬁned with respect
to solutions with two and four processors. Similar to the previous results, the
parallelization eﬃciency is increased signiﬁcantly by using the hierarchical par-
allelization technique.
Even though Figures 5.12 and 5.13 compare relative performances of diﬀerent
parallelization techniques, we emphasize that they do not provide the complete
information for the eﬃciency of solutions. In general, one should also consider
the following factors.
• Clock Rate of the Processors: Although using faster processors leads to
faster solutions, the parallelization eﬃciency can be degraded as the com-
putation time is reduced. This is because the communication time becomes
more signiﬁcant when the processing time for computations is small.
• Eﬃcient Implementation of the Algorithm: We carefully implement
MLFMA by minimizing the processing time, which may also have an ad-
verse eﬀect on the parallelization eﬃciency. For example, as opposed to
common implementations of MLFMA, we calculate and store radiation
and receiving patterns of basis and testing functions during the setup of
the program, and we use them eﬃciently during iterations. Calculating
patterns on the ﬂy in each MVM without storing them is also a common
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Table 5.3: Solutions of Sphere Problems Using the Hierarchical Parallelization
Technique
Sphere Radius 20λ 40λ 60λ
Unknowns 1,462,854 5,851,416 13,278,096
Number of Iterations 27 30 43
Setup Time (s)
Simple 184 1065 2630
Hybrid 89 356 812
Hierarchical 88 348 797
Solution Time (s)
Simple 512 2467 5400
Hybrid 442 1162 3122
Hierarchical 184 804 2257
practice for low-memory implementations. That would increase the pro-
cessing time, but the parallelization eﬃciency would also increase, since
those calculations can be parallelized very eﬃciently.
• Accuracy Parameters: The accuracy of solutions also aﬀects the paralleliza-
tion eﬃciency. For example, most of communications during aggregation
and disaggregation stages could be avoided by reducing the number of in-
terpolation points. This would increase the parallelization eﬃciency, but
the accuracy of solutions would deteriorate.
We note that parallel-eﬃciency results presented in Figures 5.12 and 5.13 are
obtained under strict circumstances, using an eﬃcient and accurate implemen-
tation of MLFMA on a cluster of processors with a relatively high clock rate.
To quantify the eﬃciency of solutions, Table 5.3 lists processing times, when the
three problems are solved on 128 processors. Using the hierarchical paralleliza-
tion technique, the largest problem with 13,278,096 unknowns is solved in less
than one hour.
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Table 5.4: Major Versions of Parallel MLFMA
Version Details
v-54 Hybrid parallelization
v-74 Hierarchical parallelization
v-85 Hierarchical parallelization, memory revised
v-96 Hierarchical parallelization, memory revised
v-101 Hierarchical parallelization, memory revised
5.8 Solutions of Large-Scale Electromagnetics
Problems
In this section, we present the solution of increasingly large electromagnetics
problems via parallel MLFMA. By developing sophisticated implementations of
the hierarchical partitioning strategy, we are able to solve problems involving
hundreds of millions of unknowns. All solutions presented in this section could
be relaxed by sacriﬁcing the accuracy, which would enable the solution of even
larger problems. In addition, the problem size could be enlarged at the cost of
increasing processing time by performing some of computations on the ﬂy and
reducing memory requirements. However, we do not follow those tricks since the
major purpose of this study is solving very large electromagnetics problems both
fast and accurately.
Table 5.4 lists major versions of parallel MLFMA implemented during a 1.5-
year period from March 2007 to September 2008. Version 54 involves the hybrid
parallelization technique optimized with load-balancing algorithms. The hierar-
chical technique is implemented and optimized for the ﬁrst time in version 74.
By increasing the eﬃciency in terms of processing time and memory, the hier-
archical technique provides faster solutions of larger problems, compared to the
hybrid technique. However, as the number of processors increases, memory can
easily become a bottleneck that prevents the solution of larger problems. From
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Table 5.5: Solutions of Large-Scale Electromagnetics Problems with MLFMA
Parallelized on the Clovertown Cluster
Problem Sphere Sphere Sphere Flamme Flamme
Size 160λ 192λ 220λ 240λ 320λ
Unknowns 23,405,664 33,791,232 41,883,648 14,326,512 24,782,400
Solver v-54 v-54 v-54 v-54 v-54
Levels 9 9 9 9 10
Box Size 0.156λ 0.188λ 0.215λ 0.234λ 0.156λ
Processors 16 16 16 16 16
Excitation H (0◦) H (0◦) H (0◦) H (0◦) H (0◦)
Iterations 17 21 19 31 36
Processing Time (minutes)
Setup 94 183 274 160 104
Solution 155 264 290 99 241
Total 252 451 570 261 349
version 74 to 101, we systematically revise the implementation by identifying and
eliminating the major obstacles in terms of memory. At the end, version 101 is
developed and used to solve problems involving more than 200 million unknowns.
These are the largest integral-equation problems ever solved in the literature.
5.8.1 Solutions on the Clovertown Cluster
In Table 5.5, we present the solution of large-scale electromagnetics problems on
16 processors of the Clovertown cluster. First three problems involve spheres of
radii 80λ, 96λ, and 110λ, which are discretized with 23,405,664, 33,791,232, and
41,883,648 unknowns, respectively. We also consider two scattering problems
involving the stealth airborne target Flamme at 120 GHz and 160 GHz. The
size of the Flamme corresponds to 240λ and 320λ, and discretizations with λ/10
triangles lead to matrix equations with 14,326,512 and 24,782,400 unknowns,
respectively. All solutions are parallelized by using the hybrid technique. We
observe that each problem is solved in less than 10 hours.
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Figure 5.14: Time diagrams for the solution of a scattering problem involving
a sphere of radius 80λ discretized with 23,405,664 unknowns using the hybrid
parallelization technique on 16 processors of the Clovertown cluster. (a) Overall
time and (b) single MVM. In diagrams, white areas correspond to waits before
operations that require synchronization.
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In Figure 5.14, we further present details of the solution of the 23-million-
unknown problem involving a sphere with a radius of 80λ. In Figure 5.14(a),
the total processing time is depicted for all processors from 1 to 16. Af-
ter the input and the recursive clustering part(1), computations of translation
operators(2) and radiation/receiving patterns(4) require negligible time. Cal-
culation of near-ﬁeld interactions(3) dominates the setup time, which is about
94 minutes. Then the solution part(5), involving a total of 34 MVMs, is per-
formed in about 155 minutes. The processing time for a MVM is depicted
in 5.14(b), including the near-ﬁeld stage(1), aggregation/disaggregation in dis-
tributed levels(2,9), all-to-all communications(3,8), aggregation/disaggregation in
shared levels(4,7), communication-free (intra-processor) translations(5), and inter-
processor translations(6). The most problematic parts in terms of parallelization
eﬃciency, i.e., all-to-all communications and inter-processor translations, require
negligible time compared to other parts of the MVM. This is commonly observed
with large-sized problems and supports the conclusion that the parallelization ef-
ﬁciency for a ﬁxed number of processors usually increases as the problem size
grows.
To present the accuracy of solutions, Figures 5.15, 5.16, and 5.17 depict the
normalized bistatic RCS (RCS/πa2, where a is the radius of the sphere) values
for spheres of radii 80λ, 96λ, and 110λ, respectively. Analytical values obtained
by Mie-series solutions are also plotted from 172◦ to 180◦, where 180◦ corresponds
to the forward-scattering direction. Figures 5.15–5.17 show that computational
values sampled at 0.1◦ are in agreement with analytical values.
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Figure 5.15: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of 80λ
discretized with 23,405,664 unknowns from 172◦ to 180◦, where 180◦ corresponds
to the forward-scattering direction.
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Figure 5.16: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of 96λ
discretized with 33,791,232 unknowns from 172◦ to 180◦, where 180◦ corresponds
to the forward-scattering direction.
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Figure 5.17: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
110λ discretized with 41,883,648 unknowns from 172◦ to 180◦, where 180◦ corre-
sponds to the forward-scattering direction.
Finally, Figure 5.18 presents the normalized bistatic RCS (RCS/λ2) of the stealth
airborne target Flamme at 120 GHz and 160 GHz, when the target is illuminated
by a plane wave propagating in the −x direction with the electric ﬁeld polarized
in the y direction (H polarization). RCS values are plotted on the x-y plane as a
function of the bistatic angle φ, where 0◦ and 180◦ correspond to back-scattering
and forward-scattering directions, respectively. In both cases, we observe that
the back-scattered RCS of the Flamme is very low and it is 70 dB less than the
forward-scattered RCS.
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Figure 5.18: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at (a) 120 GHz and (b) 160 GHz. The target is illuminated by a plane
wave propagating in the −x direction with the electric ﬁeld in polarized in the y
direction.
345
Table 5.6: Solutions of Large-Scale Electromagnetics Problems with MLFMA
Parallelized on the Tigerton Cluster
Problem Sphere Sphere Box Flamme Almond
Size 240λ 300λ 200λ 480λ 539λ
Unknowns 53,112,384 85,148,160 75,276,288 57,306,048 61,367,808
Solver v-74 v-74 v-74 v-74 v-74
Levels 9 10 9 10 10
Box Size 0.235λ 0.147λ 0.196λ 0.235λ 0.263λ
Processors 16 16 16 16 16
Excitation H (0◦) H (0◦) Dipole H&V (30◦) H&V (30◦)
Iterations 21 23 11 43&34 18&16
Processing Time (minutes)
Setup 361 294 188 536 462
Solution 176 398 89 481 282
Total 547 710 291 1028 755
5.8.2 Solutions on the Tigerton Cluster
Table 5.6 presents the solution of large-scale electromagnetics problems on the
Tigerton cluster. In general, it is possible to solve larger problems on the Tigerton
cluster with 512 GB memory, compared to the Clovertown cluster with 256 GB
memory. In addition, the hierarchical technique is used to increase the paral-
lelization eﬃciency. As shown in Table 5.6, a scattering problem involving a
sphere of radius 150λ discretized with 85,148,160 unknowns is solved in less than
12 hours. Figures 5.19 and 5.20 present the normalized bistatic RCS (RCS/πa2)
values for spheres of radii 120λ and 150λ, respectively. We observe that compu-
tational values agree well with analytical values obtained by Mie-series solutions.
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Figure 5.19: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
120λ discretized with 53,112,384 unknowns (a) from 0◦ to 180◦ and (b) from 172◦
to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.20: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
150λ discretized with 85,148,160 unknowns (a) from 0◦ to 180◦ and (b) from 172◦
to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.21: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 240 GHz. The target is illuminated by a plane wave propagating in
the x-y plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized
in (a) z direction and (b) φ direction.
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Figure 5.22: Normalized bistatic RCS (RCS/λ2) of the NASA Almond at
640 GHz. The target is illuminated by a plane wave propagating in the x-y
plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized in (a) z
direction and (b) φ direction.
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In addition to canonical problems, we consider the solution of scattering prob-
lems involving the Flamme at 240 GHz and the NASA Almond at 640 GHz,
discretized with 57,306,048 and 61,367,808 unknowns, respectively. The size of
the Flamme corresponds to 480λ at 240 GHz. The size of the NASA Almond is
25.27 cm, corresponding to 539λ at 640 GHz. Both targets are illuminated by
a plane wave propagating in the x-y plane at a 30◦ angle from the x axis (from
φ = 30◦). Both vertical and horizontal polarizations are considered, i.e., each
problem is solved twice after the setup of MLFMA. Figures 5.21 and 5.22 present
the normalized bistatic RCS (RCS/λ2) of the Flamme and the NASA Almond,
respectively, on the x-y plane as a function of the bistatic angle φ. We note that
the back-scattered RCS (at 30◦) is low for both targets, but their scattering char-
acteristics are signiﬁcantly diﬀerent, especially from 90◦ to the forward-scattering
direction (210◦). In this range, RCS of the Flamme makes peaks at several an-
gles, but RCS of the NASA Almond is generally higher than RCS of the Flamme.
Finally, we consider the solution of a radiation problem involving a 200λ×200λ×
200λ conducting box discretized with 75,276,288 unknowns. A Hertzian dipole
oriented in the z direction is located on the top of the box. Figure 5.23 presents
the z component of the normalized electric ﬁeld in the far zone on the x-y plane.
In addition to the incident ﬁeld radiated by the Hertzian dipole, we consider the
secondary ﬁeld due to the induced electric current on the surface of the cube.
We observe that the secondary ﬁeld is 30–40 dB less than the incident ﬁeld, and
the incident ﬁeld is very close to the total ﬁeld. In fact, the secondary ﬁeld can
be interpreted as the noise created by the box to the radiation of the Hertzian
dipole. Since the box is very large, it behaves like an inﬁnite ground plane and
it does not aﬀect the radiation of the dipole signiﬁcantly.
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Figure 5.23: Radiated electric ﬁeld (dBV) in the far zone on the x-y plane due
to a Hertzian dipole located on a 200λ× 200λ× 200λ conducting box.
Table 5.7: Solutions of a Scattering Problem Involving a Sphere of Radius 110λ
with Parallel MLFMA (v-74) on 16 Processors of the Tigerton and the Harper-
town Clusters
Swindon Tigerton BiLCEM Harpertown Ratio
Setup (minutes) 312 233 0.75
Solution (minutes) 175 169 0.97
Total (minutes) 496 410 0.83
5.8.3 Solutions on the Harpertown Cluster
In Table 5.7, we consider the solution of a scattering problem involving a sphere of
radius 110λ discretized with 41,883,648 unknowns and we compare the Tigerton
and the Harpertown clusters in terms of processing time. MLFMA with three
digits of accuracy is parallelized on 16 processors using the hierarchical technique.
We observe that the Harpertown cluster is signiﬁcantly faster than the Tigerton
cluster for the setup part, even though the clock rate increases only from 2.93 GHz
to 3.00 GHz. For the solution part, however, performances of the two clusters
become close to each other.
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Table 5.8: Solutions of Large-Scale Electromagnetics Problems with MLFMA
Parallelized on the Harpertown Cluster
Problem Sphere Sphere Sphere Sphere Flamme
Size 320λ 320λ 320λ 320λ 640λ
Unknowns 93,622,656 93,622,656 93,622,656 93,622,656 99,129,600
Solver v-74 v-85 v-85 v-96 v-96
Levels 10 10 10 10 11
Box Size 0.156λ 0.156λ 0.156λ 0.156λ 0.156λ
Processors 16 16 32 64 32
Excitation H (0◦) H (0◦) H (0◦) H (0◦) V (30◦)
Iterations 24 24 24 24 50
Processing Time (minutes)
Setup 263 261 132 72 166
Solution 454 450 243 144 368
Total 751 712 377 217 534
Table 5.8 presents the solution of large-scale electromagnetics problems on the
Harpertown cluster. A scattering problem involving a sphere of radius 160λ dis-
cretized with 93,622,656 unknowns is solved by using diﬀerent implementations
of the hierarchical parallelization technique. From v-74 to v-85 and v-85 to v-96,
we systematically decrease the memory requirement by eliminating sequential
(non-parallel) input/output arrays. We note that major arrays containing near-
ﬁeld interactions, radiation and receiving patterns of basis and testing functions,
translation operators, and radiated/incoming ﬁelds of boxes are parallelized in
all implementations. However, v-74 involves some input/output arrays that are
not parallelized for simplicity. Although those arrays are negligible for relatively
small problems, they easily become a bottleneck in terms of memory as the prob-
lem size grows.
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Figure 5.24: Memory required by each node for the solution of a scattering
problem involving a sphere of radius 160λ discretized with 93,622,656 unknowns,
when the solution is performed by using (a) v-74 and (b) v-85 implementations
parallelized on 16 processors.
354
0 20 40 60 80 1000
5
10
15
20
25
30
35
40
Steps
M
em
or
y 
/ N
od
e 
(G
B)
160λ
Node Involving 
the Master Process
(a)
0 20 40 60 80 1000
5
10
15
20
25
30
35
40
Steps
M
em
or
y 
/ N
od
e 
(G
B) 160λ
Node Involving 
the Master Process
(b)
Figure 5.25: Memory required by each node for the solution of a scattering
problem involving a sphere of radius 160λ discretized with 93,622,656 unknowns,
when the solution is performed by using (a) v-85 and (b) v-96 implementations
parallelized on 32 processors.
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Figure 5.26: Memory required by each node for the solution of a scattering
problem involving a sphere of radius 160λ discretized with 93,622,656 unknowns,
when the solution is performed by using (a) v-96 and (b) v-101 implementations
parallelized on 64 processors.
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Figure 5.24 depicts memory required by v-74 and v-85 implementations for the
solution of a sphere problem discretized with 93,622,656 unknowns on 16 proces-
sors. Memory used by each node (hence each processor) is plotted as a function
of time steps. We note that the amount of memory does not increase monotoni-
cally since we immediately deallocate arrays that are not used in the next stages
of the program. Figure 5.24 shows that the memory requirement is reduced sig-
niﬁcantly by parallelizing some of sequential arrays in v-74. In Figure 5.25, we
compare memory required by v-85 and v-96 implementations for the solution of
the same problem on 32 processors. We further eliminate bottlenecks in v-85 and
reduce memory used by each node (two processors) to about 20 GB. Finally, in
Figure 5.26, we compare v-96 with the ﬁnal version of the parallel MLFMA, i.e.,
v-101, for the solution of the same problem on 64 processors. We note that it
was impossible to solve this problem on 64 processors using v-85 and earlier im-
plementations due to the duplication of sequential arrays on multiple processors.
Using v-101, however, the maximum memory used by each node (four processors)
is only about 21 GB, which is much smaller than 32 GB, the maximum allowable
memory. As shown in Table 5.8, this problem is solved in less than four hours
on 64 processors.
Figure 5.27 depicts the normalized bistatic RCS (RCS/πa2) values for a sphere of
radius 160λ. As in the previous examples, we observe a good agreement between
computational and analytical solutions. In Figure 5.28, we present the solution
of another scattering problem involving the Flamme discretized with 99,129,600
unknowns. The frequency is 320 GHz and the size of the Flamme corresponds
to 640λ. As shown in Table 5.8, this problem is solved in less than nine hours
on 32 processors for a single illumination.
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Figure 5.27: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
160λ discretized with 93,622,656 unknowns (a) from 0◦ to 180◦ and (b) from 172◦
to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.28: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 320 GHz. The target is illuminated by a plane wave propagating in
the x-y plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized
in the z direction.
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Table 5.9: Solutions of Large-Scale Electromagnetics Problems Involving More
Than 100 Million Unknowns with MLFMA Parallelized on the Harpertown Clus-
ter
Problem Sphere Flamme Almond Wing
Size 360λ 720λ 715λ 400λ
Unknowns 135,164,928 134,741,760 125,167,104 121,896,960
Solver v-101 v-101 v-101 v-101
Levels 10 11 11 10
Box Size 0.176λ 0.176λ 0.175λ 0.195λ
Excitation H (0◦) V (30◦) V (30◦) V (30◦)
Iterations 23 44 20 17
Processing Time for 16 Processors
Setup (minutes) 480 537 435 366
Solution (minutes) 489 644 330 177
Total (minutes) 975 1186 769 546
MVM (s) 618 425 449 285
Aggregation (s) 200 138 154 98
Translation (s) 194 129 128 69
Disaggregation (s) 209 144 155 106
MVM Rest 15 14 12 12
Processing Time (minutes) for 32 Processors
Setup (minutes) 243 (99%) 272 (99%) 219 (99%) 186 (98%)
Solution (minutes) 263 (93%) 369 (87%) 171 (97%) 99 (89%)
Total (minutes) 511 (95%) 646 (92%) 394 (98%) 289 (95%)
MVM (s) 327 (95%) 234 (91%) 239 (94%) 155 (92%)
Aggregation (s) 103 (97%) 72 (96%) 77 (100%) 51 (96%)
Translation (s) 105 (92%) 75 (86%) 72 (89%) 40 (86%)
Disaggregation (s) 106 (99%) 76 (95%) 80 (97%) 54 (98%)
MVM Rest (s) 13 11 10 10
Processing Time (minutes) for 64 Processors
Setup (minutes) 126 (95%) 136 (99%) 109 (100%) 96 (95%)
Solution (minutes) 161 (76%) 203 (79%) 101 (82%) 62 (71%)
Total (minutes) 292 (84%) 345 (86%) 215 (89%) 163 (84%)
MVM (s) 194 (80%) 128 (83%) 137 (82%) 92 (78%)
Aggregation (s) 58 (86%) 37 (93%) 43 (90%) 28 (88%)
Translation (s) 64 (76%) 41 (79%) 39 (82%) 21 (82%)
Disaggregation (s) 60 (87%) 38 (95%) 45 (86%) 30 (88%)
MVM Rest (s) 12 12 10 13
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Table 5.10: Peak Memory (GB) Required for the Solutions in Table 5.9
Problem Sphere Flamme Almond Wing
Size 360λ 720λ 715λ 400λ
Unknowns 135,164,928 134,741,760 125,167,104 121,896,960
16 Processors 424 427 385 431
32 Processors 438 (97%) 455 (94%) 414 (93%) 443 (97%)
64 Processors 467 (91%) 513 (83%) 471 (82%) 500 (86%)
5.8.4 Further Solutions on the Harpertown Cluster
Table 5.9 presents the solution of large-scale problems discretized with more than
100 million unknowns on the Harpertown cluster. A scattering problem involv-
ing a sphere of radius 180λ discretized with 135,164,928 unknowns is solved by a
10-level MLFMA. We also consider the Flamme at 360 GHz, the NASA Almond
at 850 GHz, and a wing-shaped object having a maximum dimension of 400λ
at 120 GHz. The sphere is illuminated by a plane wave propagating in the −x
direction with the electric ﬁeld polarized in the y direction. Other three objects
are illuminated by a plane wave propagating in the x-y plane at a 30◦ angle from
the x axis with the electric ﬁeld polarized in the z direction (V polarization).
Solutions are performed on 16, 32, and 64 processors of the Harpertown cluster.
Table 5.9 lists processing times and the parallelization eﬃciency obtained for
32 and 64 processors with respect to 16 processors. In addition to setup and
solution parts, processing times for aggregation, translation, and disaggregation
stages are also listed separately. We note that “MVM Rest” in Table 5.9 accounts
for near-ﬁeld interactions, all-to-all communications to change the partitioning
of the output vector before far-ﬁeld interactions, and input/output operations.
Table 5.9 shows that, using 64 processors, parallelization eﬃciency for the total
time is more than 80% for all problems. Due to this relatively high eﬃciency
provided by the hierarchical partitioning strategy, we are able to solve each prob-
lem in three to six hours.
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Table 5.10 lists the total memory required for the solution of problems in Ta-
ble 5.9. Increasing the number of processors raises the memory requirement since
the eﬃciency of the parallelization is not perfectly 100%. Nevertheless, using 64
processors, the parallelization eﬃciency in terms of memory usage is also more
than 80% for all problems.
Figure 5.29 presents details of the processing time for 64-processor solutions
of scattering problems in Table 5.9. We observe that the calculation of near-ﬁeld
interactions and the iterative solution are dominant parts. The processing time
for near-ﬁeld interactions is perfectly balanced among processors for all cases,
except for the wing-shaped object. We use load-balancing algorithms in order to
distribute near-ﬁeld interactions evenly among processors. For the wing-shaped
object, however, this strategy does not lead a perfect parallelization in terms of
processing time. Because, we calculate all interactions accurately with 1% error
by using adaptive integration methods, and the number of integration points,
thus the processing time, for an interaction depends on relative positions of basis
and testing functions. On the discretized wing-shaped object, there are very dif-
ﬁcult interactions that require longer processing times, compared to other inter-
actions. Using a load-balancing algorithm without considering the computation
time, those diﬃcult interactions are accumulated in some processors, leading to
unequal processing times for the near-ﬁeld stage. Nevertheless, we still prefer
distributing near-ﬁeld interactions equally among processors, since this is the
best choice in terms of memory and it is diﬃcult to guess the computation time
for each interaction a priori. For 64-processor solutions, Figure 5.30 presents de-
tails of MVMs, which involve near-ﬁeld, aggregation, intra-processor translation,
inter-processor translation, and disaggregation stages.
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Figure 5.29: Details of the processing time for the solution of large scattering
problems on 64 processors of the Harpertown cluster.
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Figure 5.30: Details of MVMs for the solution of large scattering problems on 64
processors of the Harpertown cluster.
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Figure 5.31: Details of memory used for the solution of large scattering problems
on 64 processors of the Harpertown cluster.
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Figure 5.31 presents details of the memory usage for 64-processor solutions. We
consider memory used in each computing node from 1 to 16. A majority of
memory is required to store near-ﬁeld interactions and radiation/receiving pat-
terns of basis/testing functions. Another signiﬁcant contribution is due to ag-
gregation and disaggregation arrays, which contain radiated and incoming ﬁelds
of boxes calculated during MVMs. Memory used in computing nodes are not
equal, mostly due to diﬀerent amounts of radiation and receiving patterns of ba-
sis and testing functions assigned to processors. Those patterns are distributed
according to the far-ﬁeld partitioning of the tree structure. In general, boxes at
the lowest level are distributed equally among processors. However, populations
of boxes, i.e., numbers of basis and testing functions in boxes, may vary signif-
icantly. A load-balancing algorithm, which accounts for populations of boxes,
could be used to improve the distribution of radiation and receiving patterns.
However, this method would deteriorate the load-balancing of MVMs in terms
of both memory and processing time.
Figure 5.32 depicts the normalized bistatic RCS (RCS/πa2) values for a sphere
with a radius of 180λ. We observe that computational and analytical results
agree well with each other. In Figures 5.32–5.35, we present RCS values for the
Flamme, the NASA Almond, and the wing-shaped object. The normalized RCS
(RCS/λ2) is plotted on the x-y plane as a function of the bistatic angle, where
30◦ and 210◦ correspond to back-scattering and forward-scattering directions, re-
spectively. The back-scattered RCS of the Flamme is extremely low; it is 100 dB
less than the forward-scattered RCS. For the NASA Almond, the back-scattered
RCS is again very small, but we observe relatively high co-polar RCS values from
90◦ to 210◦. Finally, the back-scattered RCS of the wing-shaped object is quite
large, and we observe peaks at diverse angles due to strong reﬂections from this
target.
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Figure 5.32: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
180λ discretized with 135,164,928 unknowns (a) from 0◦ to 180◦ and (b) from
172◦ to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.33: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 360 GHz. The target is illuminated by a plane wave propagating in
the x-y plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized
in the z direction.
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Figure 5.34: Normalized bistatic RCS (RCS/λ2) of the NASA Almond at
850 GHz. The target is illuminated by a plane wave propagating in the x-y
plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized in the z
direction.
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Figure 5.35: (a) A wing-shaped object having a maximum dimension of 400λ and
illuminated by a plane wave propagating in the x-y plane at a 30◦ angle from
the x axis with the electric ﬁeld in polarized in the z direction. (b) Normalized
bistatic RCS (RCS/λ2) of the wing-shaped object.
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Table 5.11: Solutions of a Scattering Problem Involving a Sphere of Radius 180λ
(135,164,928 Unknowns) with Parallel MLFMA (v-101) on 32 and 64 Processors
of the Harpertown and the Dunnington Clusters
BiLCEM Swindon
Harpertown Dunnington Ratio
Number of Processors 32 64 32 64 32 64
Setup (minutes) 243 126 312 157 1.28 1.25
Solution (minutes) 263 161 343 222 1.30 1.38
Total (minutes) 511 292 661 386 1.29 1.32
MVM (s) 327 194 430 274 1.32 1.41
Aggregation (s) 103 58 132 66 1.28 1.14
Translation (s) 105 64 141 121 1.34 1.89
Disaggregation (s) 106 60 133 68 1.25 1.13
MVM Others (s) 13 12 24 12 1.84 1.00
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Figure 5.36: Details of MVMs for the solution of a scattering problem involving
a sphere of radius 180λ discretized with 135,164,928 unknowns on (a) 32 and
(b) 64 processors of the Dunnington cluster.
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Table 5.13: Parameters Related to the Solution of Scattering Problems Dis-
cretized with More Than 200 Million Unknowns
Problem Sphere Flamme Almond
Size 420λ 880λ 925λ
Unknowns 204,823,296 204,664,320 203,476,224
Levels 11 12 12
Boxes 32,838,414 24,513,819 28,704,346
Lowest-Level Boxes 24,201,112 18,228,249 21,301,667
Near-Field Interactions 24.6×109 29.4×109 23.0×109
Near-Field Sparsity 5.86×10−7 7.02×10−7 5.56×10−7
Truncation Numbers 5–1986 5–3945 5–3945
5.8.5 Solutions on the Dunnington Cluster
In Table 5.11, we consider the solution of a scattering problem involving a
sphere of radius 180λ discretized with 135,164,928 unknowns and we compare the
Harpertown and the Dunnington clusters in terms of processing time. MLFMA
is parallelized on 32 and 64 processors using the hierarchical technique. For 32
processors, the Harpertown cluster with 3.00 GHz clock rate is approximately
1.30 times faster than the Dunnington cluster with 2.40 GHz clock rate. This
ratio is observed for both setup and solution parts, as well as aggregation, trans-
lation, and disaggregation stages of MLFMA. For 64 processors, however, the
Harpertown cluster is 1.38 times faster the Dunnington cluster. We also observe
that the Dunnington cluster is slower than the Harpertown cluster particularly
for the translation stage. As depicted in Figure 5.36, the relative duration of
the inter-processor translations compared to other stages of MLFMA increases
substantially on 64 processors of the Dunnington cluster. Due to those relatively
slow translations, the processing time increases more than expected from the
clock rate. Nevertheless, the Dunnington cluster has a total of 768 GB memory
and it allows for the solution of larger electromagnetics problems compared to
the Harpertown cluster.
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Table 5.12 presents the solution of large-scale problems on the Dunnington clus-
ter. A scattering problem involving a sphere of radius 190λ discretized with
167,534,592 unknowns is solved on 16, 32, and 64 processors using 10-level (top-
down scheme) and 11-level (bottom-up scheme) MLFMA. In both cases, the
problem is solved in about nine hours on 64 processors. We also consider the
solution of larger problems involving a sphere of radius 200λ and a sphere of ra-
dius 210λ discretized with 182,102,016 and 204,823,296 unknowns, respectively.
Both two problems are solved in less than 11 hours on 64 processors.
Table 5.12 also presents the solution of scattering problems involving the NASA
Almond at 1100 GHz and the Flamme at 440 GHz. The NASA Almond is illu-
minated by a plane wave propagating in the x-y plane at a 30◦ angle from the
x axis with the electric ﬁeld polarized in the φ direction (H polarization). This
problem is solved in about 7.5 hours. For the Flamme, we consider three diﬀerent
illuminations involving plane waves propagating in the x-y plane at 0◦, 30◦, and
60◦ angles from the x axis. Solution of each problem requires 15–16 hours.
Table 5.13 lists important parameters related to the solution of scattering prob-
lems involving more than 200 million unknowns. Tree structures have 24–33
million boxes and most of them are used at the lowest level. The number of
near-ﬁeld interactions is 23–30 billion and the sparsity of the near-ﬁeld matrix is
less than 10−6 for all problems. The truncation numbers are in range from 5 to
1986 for the sphere problem and from 5 to 3945 for the others.
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Figure 5.37: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
190λ discretized with 167,534,592 unknowns (a) from 0◦ to 180◦ and (b) from
172◦ to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.38: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
200λ discretized with 182,102,016 unknowns (a) from 0◦ to 180◦ and (b) from
172◦ to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.39: Normalized bistatic RCS (RCS/πa2) of a sphere with a radius of
210λ discretized with 204,823,296 unknowns (a) from 0◦ to 180◦ and (b) from
172◦ to 180◦, where 180◦ corresponds to the forward-scattering direction.
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Figure 5.40: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 440 GHz. The target is illuminated by a plane wave propagating in
−x direction with the electric ﬁeld in polarized in the y direction.
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Figure 5.41: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 440 GHz. The target is illuminated by a plane wave propagating in
the x-y plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized
in the φ direction.
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Figure 5.42: Normalized bistatic RCS (RCS/λ2) of the stealth airborne target
Flamme at 440 GHz. The target is illuminated by a plane wave propagating in
the x-y plane at a 60◦ angle from the x axis with the electric ﬁeld in polarized
in the φ direction.
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Figure 5.43: Normalized bistatic RCS (RCS/λ2) of the NASA Almond at
1100 GHz. The target is illuminated by a plane wave propagating in the x-y
plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized in the φ
direction.
378
Figures 5.37–5.39 present normalized bistatic RCS (RCS/πa2) values for spheres
of radii 190λ, 200λ, and 210λ, respectively. We observe that computational
values are in agreement with analytical values obtained by Mie-series solutions.
Figures 5.40–5.42 present the normalized RCS (RCS/λ2) of the Flamme when it is
illuminated as listed in Table 5.12. For all illuminations, the back-scattered RCS
of the Flamme is very low, as usual. Finally, Figure 5.43 depicts the normalized
RCS (RCS/λ2) of the NASA Almond, which is also low in the back-scattering
direction but has relatively large values from 90◦ to 270◦.
◦
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Chapter 6
Applications and Post Processing
Numerical solutions of real-life electromagnetics problems are usually followed
by various post-processing procedures, such as computation of ﬁelds at vari-
ous locations, depending on the application. In this chapter, we provide an
overview for calculating near-zone and far-zone ﬁelds from coeﬃcients obtained
by MLFMA implementations. We also present various examples to applications
that we have investigated via MLFMA. Speciﬁcally, we consider scattering from
the stealth airborne target Flamme, transmission through frequency-selective
metamaterials and periodic dielectric structures, and radiation from LP anten-
nas. We present the eﬀect of external resonances on scattering characteristics of
the Flamme. Unusual electromagnetic properties of metamaterials are demon-
strated on various metamaterial walls involving SRRs and TWs. We also present
frequency-selective characteristics of dielectric structures involving periodical ar-
rangements of rectangular slabs. Finally, we present accurate simulations of
trapezoidal-tooth LP antennas and their circular arrays using our sophisticated
simulation environment based on MLFMA.
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6.1 Near-Zone Fields
Numerical solutions of a scattering or radiation problem involving a PEC object
provide expansion coeﬃcients of the electric current on the surface of the object.
Finding coeﬃcients aJ [n] for n = 1, 2, . . . , N , we calculate secondary (scattered
or radiated) electric and magnetic ﬁelds at any point r as
Esec(r) = ikη
N∑
n=1
aJ [n]
∫
Sn
dr′
[
bn(r
′) +
1
k2
∇′ · bn(r′)∇
]
g(r, r′) (6.1)
Hsec(r) =
N∑
n=1
aJ [n]
∫
Sn
dr′bn(r′)×∇′g(r, r′). (6.2)
If the observation point r is close to the object, singularity extraction methods
are required to evaluate integrals in (6.1) and (6.2) accurately. On the other
hand, singularity extractions must be avoided when the observation point is far
from the object and |r| is very large.
For dielectric objects, expansion coeﬃcients of both electric and magnetic cur-
rents must be considered to compute electric and magnetic ﬁelds. If the obser-
vation point r is outside the object,
Esec(r) = ikoηo
N∑
n=1
aJ [n]
∫
Sn
dr′
[
bn(r
′) +
1
k2o
∇′ · bn(r′)∇
]
go(r, r
′)
−
N∑
n=1
aM [n]
∫
Sn
dr′bn(r′)×∇′go(r, r′) (6.3)
Hsec(r) =
N∑
n=1
aJ [n]
∫
Sn
dr′bn(r′)×∇′go(r, r′)
+
iko
ηo
N∑
n=1
aM [n]
∫
Sn
dr′
[
bn(r
′) +
1
k2o
∇′ · bn(r′)∇
]
go(r, r
′), (6.4)
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where we use electrical parameters of the host medium. On the other hand, if
the observation point is inside the object,
Esec(r) = −ikiηi
N∑
n=1
aJ [n]
∫
Sn
dr′
[
bn(r
′) +
1
k2i
∇′ · bn(r′)∇
]
gi(r, r
′)
+
N∑
n=1
aM [n]
∫
Sn
dr′bn(r′)×∇′gi(r, r′) (6.5)
Hsec(r) = −
N∑
n=1
aJ [n]
∫
Sn
dr′bn(r′)×∇′gi(r, r′)
− iki
ηi
N∑
n=1
aM [n]
∫
Sn
dr′
[
bn(r
′) +
1
k2i
∇′ · bn(r′)∇
]
gi(r, r
′), (6.6)
where electrical parameters of the object is used. In our typical computations
involving many observation points, we do not check whether a given observa-
tion point is located inside or outside the object. Instead, we compute both
(6.3)–(6.4) and (6.5)–(6.6), and superpose results to obtain secondary ﬁelds at
all observation points. This is legitimate since expressions in (6.3)–(6.4) and
(6.5)–(6.6) are related to outer and inner problems and they do not contribute to
electromagnetic ﬁelds at observation points inside and outside the object, respec-
tively. A similar procedure is applied for composite objects involving multiple
dielectric and metallic parts. Without checking positions of observation points,
we allow the radiation of electric and magnetic currents using electrical param-
eters of each medium.
As an example, we consider the solution of a scattering problem involving a
dielectric sphere of radius 0.5λo coated with a dielectric shell of radius λo located
in free space. The spherical object is illuminated by a plane wave propagating
in the −z direction with the electric ﬁeld polarized in the x direction. Relative
permittivities of the core and the shell are 4.0 and 2.0, respectively. The prob-
lem is formulated by JMCFIE and solved via MLFMA. Figures 6.1(a) and 6.1(b)
present the radial (ρ) and the angular (φ) components of the total electric ﬁeld
in a 2λo× 2λo area on the x-y plane. We observe that the angular component of
the electric ﬁeld is continuous across dielectric interfaces.
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Figure 6.1: (a) Radial and (b) angular components of the total electric ﬁeld in a
2λo× 2λo area around a dielectric sphere of radius 0.5λo coated with a dielectric
shell of radius λo. The spherical object is illuminated by a plane wave and relative
permittivities of the core and the shell are 4.0 and 2.0, respectively.
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Figure 6.2: (a) Radial and (b) angular components of the total electric ﬁeld in a
2λo× 2λo area around a dielectric sphere of radius 0.5λo coated with a dielectric
shell of radius λo. The spherical object is illuminated by a plane wave and relative
permittivities of the core and the shell are 2.0 and 4.0, respectively.
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Figure 6.3: (a) Radial and (b) angular components of the total electric ﬁeld in
a 2λo × 2λo area around a PEC sphere of radius 0.5λo coated with a dielectric
shell of radius λo. The spherical object is illuminated by a plane wave and the
relative permittivity of the shell is 2.0.
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Figure 6.4: (a) Radial and (b) angular components of the total electric ﬁeld in
a 2λo × 2λo area around a PEC sphere of radius 0.5λo coated with a dielectric
shell of radius λo. The spherical object is illuminated by a plane wave and the
relative permittivity of the shell is 4.0.
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Figures 6.2–6.4 present similar results when the material properties of the core
and the shell are changed. In Figure 6.2, relative permittivities of the core and
the shell are 2.0 and 4.0, respectively. In Figure 6.3, the core is PEC and the
relative permittivity of the shell is 2.0. Finally, in Figure 6.4, the core is again
PEC, but the relative permittivity of the shell is 4.0. We note that the magnitude
of the electric ﬁeld becomes very small inside PEC spheres. Although this is a
trivial result and expected due the shielding by PEC surfaces, we emphasize
that vanishingly small ﬁelds inside PEC spheres present the high accuracy of
solutions.
6.2 Far-Zone Fields
In the far zone, electric and magnetic ﬁelds decay with 1/|r| and they become
zero when |r| is inﬁnite. In those cases, we are interested in normalized ﬁeld
quantities, i.e.,
Esec,∞(θ, φ) = exp(−iko|r|) lim|r|→∞
{|r|Esec(r)}
=
ikoηo
4π
N∑
n=1
aJ [n]
(
I¯
3×3 − kˆkˆ) · V n(θ, φ)
− iko
4π
N∑
n=1
aM [n]kˆ × V n(θ, φ) (6.7)
and
Hsec,∞(θ, φ) = exp(−iko|r|) lim|r|→∞
{|r|Hsec(r)}
=
1
ηo
kˆ ×Esec,∞(θ, φ), (6.8)
where
V n(θ, φ) =
∫
Sn
dr′bn(r′) exp(−ikorˆ · r′) (6.9)
is the vector current moment of the nth basis function.
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Figure 6.5: Discretization of the unit sphere: (a) Sampling with equally-spaced
points in the θ-φ domain and (b) uniform sampling of six biquadratic patches in
the u-v domain.
In many cases, far-zone electromagnetic ﬁelds need to be calculated at various
directions as a function of angular parameters θ and φ. If the unit sphere is
sampled with equally-spaced points in the θ-φ domain, the resulting discretiza-
tion is illustrated in Figure 6.5(a), where an unnecessary crowding of sampling
points around the north pole and the south pole is observed. Since far-zone
ﬁelds are completely arbitrary, there are no preferred directions requiring denser
sampling. Thus, not only is the dense sampling around poles redundant and
ineﬃcient (a signiﬁcant amount of computation is performed for each direction),
but also generates misleading (more diﬃcult to read) three dimensional plots. As
an alternative, the unit sphere can be modeled with six biquadratic patches, as
shown in Figure 6.5(b). Each biquadratic patch has the general representation
of
r(u, v) =
2∑
m=0
2∑
n=0
am,nu
mvn (6.10)
for 0 ≤ u, v ≤ 1, where am,n represents vector coeﬃcients and r(u, v) is the
position vector from the origin pointing to the surface. Then, sampling points
can be obtained on each patch by a uniform distribution in the u-v domain.
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Figure 6.5(b) illustrates a discretization with 13× 13 points on each patch, pro-
ducing a total of 864 directions on the unit sphere. In contrast, the discretization
in Figure 6.5(a), which has comparable ﬁdelity around the equator, contains 33%
more sampling directions.
Far-zone scattering properties of targets are usually characterized by RCS deﬁned
as
RCS(θ, φ) =
4π
ηo
∣∣Esec,∞θ (θ, φ)∣∣2 + 4πηo
∣∣Esec,∞φ (θ, φ)∣∣2, (6.11)
which depends on the frequency, the shape and material properties of the object,
the excitation (illumination), and the observation angle. For a given target and
excitation, we usually investigate RCS as a function of the frequency and the
observation angle (bistatic). As an example, in Figures 6.6 and 6.7, we present
the bistatic co-polar RCS of the stealth airborne target Flamme located on the
x-y plane. In Figure 6.6, the target is illuminated by a plane wave propagating at
60◦ angle from the nose. Both horizontal (H) and vertical (V) polarizations are
considered. In polar plots, radial and angular directions represent the frequency
and the observation angle, respectively. The bistatic RCS is plotted as a function
of frequency from 2 GHz to 11 GHz and as a function of observation angle
from 0◦ to 360◦. We note that the RCS of the Flamme is very low in the
back-scattering direction (0◦) due to the stealth property of the target. For the
horizontal polarization, a strong reﬂection from the target at about 330◦ is also
remarkable. Figure 6.7 presents similar results when the Flamme is illuminated
by a plane wave propagating at 120◦ angle from the nose. For this excitation,
the back-scattered RCS of the Flamme is usually at low levels, but it increases
at various frequencies, particularly for the horizontal polarization.
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Figure 6.6: Co-polar bistatic RCS of the Flamme from 2 GHz to 11 GHz. The
target is illuminated by a plane wave propagating at 60◦ angle from the nose
with the electric ﬁeld polarized in horizontal and vertical directions.
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Figure 6.7: Co-polar bistatic RCS of the Flamme from 2 GHz to 11 GHz. The
target is illuminated by a plane wave propagating at 120◦ angle from the nose
with the electric ﬁeld polarized in horizontal and vertical directions.
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A major parameter to measure the radiation quality of an antenna is the directive
gain in a desired direction (θ0, φ0), i.e.,
D(θ0, φ0) = 4πP
∞(θ0, φ0)
[ ∫ 2π
0
dφ
∫ π
0
dθ sin θP∞(θ, φ)
]−1
, (6.12)
where
P∞(θ, φ) =
1
ηo
∣∣Esec,∞θ (θ, φ)∣∣2 + 1ηo
∣∣Esec,∞φ (θ, φ)∣∣2 (6.13)
is the radiation intensity. Using the sampling scheme depicted in 6.5(b), the
integral in (6.12) can be expressed in the u-v domain for each biquadratic surface
as
I =
∫ 1
0
du
∫ 1
0
dv
[∣∣Esec,∞θ (u, v)∣∣2 + ∣∣Esec,∞φ (u, v)∣∣2](u, v). (6.14)
In (6.14),
(u, v) =
√
juu(u, v)jvv(u, v)− j2uv(u, v) (6.15)
is the Jacobian, where
juu(u, v) =
∂r
∂u
· ∂r
∂u
=
2∑
m1=1
2∑
m2=1
2∑
n1=0
2∑
n2=0
am1,n1 · am2,n2m1m2um1+m2−2vn1+n2 (6.16)
jvv(u, v) =
∂r
∂v
· ∂r
∂v
=
2∑
m1=0
2∑
m2=0
2∑
n1=1
2∑
n2=1
am1,n1 · am2,n2n1n2um1+m2vn1+n2−2 (6.17)
juv(u, v) =
∂r
∂u
· ∂r
∂v
=
2∑
m1=1
2∑
m2=0
2∑
n1=0
2∑
n2=1
am1,n1 · am2,n2m1n2um1+m2−1vn1+n2−1. (6.18)
The directive gain is extensively used in Section 6.6 to compare various designs
of LP antennas and their arrays.
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Figure 6.8: (a) Co-polar and (b) cross-polar bistatic RCS of the Flamme from
2 GHz to 11 GHz. The target is illuminated by a plane wave propagating at 140◦
angle from the nose with the electric ﬁeld polarized in the vertical direction.
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Flamme, 140 V, 7.5 GHz
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Flamme, 140 V, 7.9 GHz
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Figure 6.9: Induced electric current on the surface of the Flamme at (a) 7.5 GHz,
(b) 7.9 GHz, and (c) 8.4 GHz. The target is illuminated by a plane wave propa-
gating at 140◦ angle from the nose with the electric ﬁeld polarized in the vertical
direction.
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Figure 6.10: Induced electric current on the surface of the cavity of the Flamme at
(a) 7.5 GHz, (b) 7.9 GHz, and (c) 8.4 GHz. The cavity is isolated and illuminated
by a plane wave similar to the Flamme.
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6.3 External Resonances (Flamme)
External resonances can be encountered when a scatterer involves a cavity and
the cavity is excited appropriately. Those physical resonances lead to rapid
changes in scattering characteristics of the target, which can be visible when
electromagnetic ﬁelds are investigated as a function of frequency. For example,
Figure 6.8 presents the bistatic RCS of the Flamme from 2 GHz to 11 GHz when
the target is illuminated by a plane wave propagating at 140◦ angle from the nose.
The plane wave is vertically polarized and both co-polar (VV) and cross-polar
(VH) RCS is considered. We observe that RCS values change rapidly around
7.9 GHz due to the resonance of the cavity located at the back of the Flamme.
To further investigate external resonances of the Flamme, Figure 6.9 presents
the electric current density induced on the surface of the target at three diﬀerent
frequencies, i.e., 7.5 GHz, 7.9 GHz, and 8.4 GHz. Comparing Figures 6.9(a) and
6.9(b), we observe that the value of the current density inside the cavity at the
resonance frequency (7.9 GHz) is signiﬁcantly larger than the value of the cur-
rent density at the ordinary frequency (7.5 GHz). As depicted in Figure 6.9(c),
another external resonance occurs at 8.4 GHz. However, at this frequency, the
value of the current density inside the cavity does not increase signiﬁcantly and
the resonance is not visible in RCS results depicted in Figure 6.8.
Finally, in order to verify that the cavity of the Flamme resonates at 7.9 GHz and
8.4 GHz, Figure 6.10 presents the solution of scattering problems involving the
cavity alone. The cavity is isolated from the rest of the target and illuminated
by the same plane wave at 7.5 GHz, 7.9 GHz, and 8.4 GHz. We observe that
the value of the current density inside the cavity becomes large at 7.9 GHz and
8.4 GHz due to resonances.
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Figure 6.11: 1-layer CMM wall involving 18× 11 SRRs combined with TWs.
6.4 Metamaterials
Metamaterials are artiﬁcial structures that are constructed by periodically ar-
ranging unit cells, such as SRRs and TWs. Due to the resonant nature of those
cells, electromagnetic properties of the host medium, i.e., permittivity, perme-
ability, or both, can eﬀectively become negative for some frequencies, which can
be useful in diverse applications, such as sub-wavelength focusing, cloaking, and
designing improved antennas. At a resonance frequency, even a single SRR is
able to block the transmission of waves, which can be observed as a shadowing
eﬀect. This unusual behavior can be explained with the induced negative eﬀec-
tive permeability in the medium. Due to the complex eﬀective wavenumber, the
propagating power decays rapidly in the transmission region behind the SRR.
It is well known that periodical arrangements of TWs can also be used to block
electromagnetic waves, if the spacing between TWs is small compared to the
wavelength and if TWs are aligned parallel to the electric ﬁeld of the incident
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wave. As opposed to SRRs, however, the shadowing eﬀect can be obtained with
TWs over a wide range of frequencies. In the context of metamaterials, the
shielding property of TWs can be explained as the induction of negative eﬀective
permittivity in the medium.
Figure 6.11 depicts a 1-layer composite metamaterial (CMM) wall constructed
by combining the 18 × 11 SRR array in Figure 4.11 with TWs. Dimensions of
TWs are compatible with dimensions of SRRs, and they exhibit negative eﬀective
permittivity in a wide range of frequencies, including the resonance frequency of
SRRs, i.e., 100 GHz. By arranging SRRs and TWs in the same medium, both
eﬀective permittivity and eﬀective permeability can be simultaneously negative
for some frequencies. When SRRs do not resonate, CMM structures are opaque
due to the negative eﬀective permittivity induced by TWs. At resonance fre-
quencies of SRRs, however, CMMs are unexpectedly transparent, which can be
explained by the induced double negativity [9].
Figure 6.12 presents the solution of metamaterial problems involving 1-layer SRR
and CMM walls depicted in Figures 4.11 and 6.11, respectively. Both walls are
embedded into a homogeneous host medium with a relative permittivity of 4.8
and located at x = 0. A y-directed Hertzian dipole is radiating from x = 1.2 mm.
Problems are formulated with EFIE, discretized with the RWG functions, and
solved iteratively using MLFMA. We compute the total electric and magnetic
ﬁelds (Etot and H tot) at various points on the z = 0 plane. Then, the power
transmission at an observation point r = (x, y, 0) is deﬁned as
T (r) = |P
tot
av (r)|
|P incav (r)|
, (6.19)
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where P totav and P
inc
av represent total and incident time-average power densities,
i.e.,
P totav =
1
2
Re
{
Etot(r)× [H tot(r)]∗
}
(6.20)
P incav =
1
2
Re
{
Einc(r)× [H inc(r)]∗
}
. (6.21)
In Figure 6.12, we observe that the power transmission to the left of the SRR
wall is almost unity (0 dB) at 95 GHz. Then, at 100 GHz, the transmission drops
drastically, and a shadowing eﬀect is observed. At this frequency, the SRR wall
is opaque, due to the negative eﬀective permeability stimulated in the medium.
The wall becomes transparent again at 105 GHz, although the transmitted power
is less than 0 dB. The CMM structure constructed by combining SRRs and TWs
is opaque at 95 GHz. At this frequency, the transmission property of the CMM is
dominated by the negative eﬀective permittivity dictated by TWs. At 100 GHz,
however, the structure becomes transparent, and we observe a relatively high
power transmission to the left of the array. This unusual behavior of the CMM
is a result of double negativity; since SRRs resonate at 100 GHz, both eﬀective
permittivity and permeability of the medium become negative at this frequency.
The transparency of the CMM wall tapers down at 105 GHz. We note that all
computational results in Figure 6.12 agree well with the experimental results in
the literature [9]–[13].
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Figure 6.12: Power transmission on the z = 0 plane for 1-layer SRR and CMM
walls at 95 GHz, 100 GHz, and 105 GHz. A y-directed Hertzian dipole is radiating
from x = 1.2 mm.
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Figure 6.13: Power transmission on the y = 0 plane for a 10-layer dielectric struc-
ture illuminated by an x-directed Hertzian dipole at (a) 20 GHz and (b) 25 GHz.
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Figure 6.14: Power transmission on the y = 0 plane for a 10-layer dielectric struc-
ture illuminated by an x-directed Hertzian dipole at (a) 30 GHz and (b) 35 GHz.
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6.5 Periodic Dielectric Structures
Periodic dielectric structures are useful in many applications due to their
frequency-selective electromagnetic characteristics. For example, Figures 6.13
and 6.14 present the solution of transmission problems involving a periodical ar-
rangement of 0.41 cm × 2 cm × 2 cm dielectric slabs with a relative permittivity
of 4.8. The structure involving 10 identical slabs is illuminated by an x-directed
Hertzian dipole at 20 GHz, 25 GHz, 30 GHz, and 35 GHz. Problems are formu-
lated with JMCFIE and discretized with the RWG functions. Matrix equations
involving 77,400 unknowns are solved iteratively via MLFMA. Iterative solutions
are also accelerated by using the SAI preconditioner. The power transmission
deﬁned in (6.19) is computed at various locations around the structure on the
z-x plane.
Figure 6.13 shows that the dielectric structure behaves like a waveguide at 25 GHz
and 30 GHz. At those frequencies, power radiated by the Hertzian dipole is
transmitted to the region on the LHS of the structure. At 35 GHz, however,
the structure becomes opaque and does not transmit the power, as depicted in
Figure 6.14(a). Since the structure is constructed by using ﬁnite-size slabs, shad-
owing is not observed for all locations in the transmission region. Speciﬁcally, we
note high transmission values even at 35 GHz, especially around the edges of the
structure. Nevertheless, the electromagnetic response of the structure at 35 GHz
is completely diﬀerent from its waveguide-like response at 20 GHz and 25 GHz.
Finally, as depicted in Figure 6.14(b), the power transmission rises again when
the frequency is increased to 35 GHz.
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6.6 Log-Periodic Antennas and Arrays
LP antennas are important with their ability to display nearly frequency-
independent characteristics over wide bands of frequency [2]–[4]. Unlike LP
dipole arrays, which have well-known and time-tested theoretical design recipes,
more complicated LP antennas require some degree of correction following their
theoretical design according to log-periodic rules. In this section, nonplanar
trapezoidal-tooth LP antennas and their circular arrays are considered. We
demonstrate that accurate numerical simulations can bridge the gap between
approximate designs of LP structures obtained with theoretical design recipes
and more precise performance requirements.
Radiation problems involving LP structures are formulated with EFIE, dis-
cretized with the RWG functions, and solved iteratively using MLFMA. Although
the number of unknowns is relatively low (1000–10,000) and those problems could
be solved with MOM, acceleration provided by MLFMA is necessary since mul-
tiple solutions are required at several frequencies. In many cases, we use high
sampling rate in frequency sweeps so that we can properly observe rapid oscil-
lations in radiation patterns and directive gains of LP antennas and their array
conﬁgurations. This leads to about 100 to 1000 solutions per problem, requir-
ing an eﬃcient algorithm, such as MLFMA, to reach solutions quickly without
sacriﬁcing accuracy.
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Figure 6.15: A nonplanar trapezoidal-tooth LP antenna design; (a) top view and
(b) three-dimensional view.
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Figure 6.16: Far-zone radiation pattern of the LP antenna design shown in Fig-
ure 6.15 for various frequencies in the 300-800 MHz range. Normalized radiated
power is presented in the logarithmic scale.
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Figure 6.17: Current distribution on the LP antenna design shown in Figure 6.15
at diﬀerent frequencies. Active region is seen to shift as a function of the fre-
quency and spills out of the antenna at high frequencies.
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6.6.1 Nonplanar Trapezoidal-Tooth Log-Periodic Anten-
nas
In Figure 6.15, a nonplanar antenna design comprising two planar LP arms
with narrow trapezoidal-tooth elements is shown with its apex located at the
origin. On each arm, the antenna has 22 teeth, alternating from side to side of
the constant-width feed-line, whose lengths, widths, and distances to the source
location are determined according to log-periodic rules. The tooth sequence does
not continue up to the apex location, where the source is located, establishing a
toothless part of the feed-line to supply the electrical connection. The geometric
growth factor
τ =
Rn+1
Rn
(6.22)
and the tooth-width ratio
ε =
Rn − wn
Rn
(6.23)
are selected as 0.95 and 0.98, respectively, where Rn is the distance between the
source location and the nth tooth, whereas wn is the width of the nth tooth. The
angle α is 15◦ so that arms expand from the source location with an angle of 30◦,
and teeth are attached to center strips with constant widths. If the length of
arms is kept constant, increasing or decreasing the angle α shifts the frequency
range of operation to lower or higher frequencies, respectively. On the other
hand, if it is desirable to keep the frequency range unchanged, then varying the
angle α aﬀects the length of the antenna arm.
For the LP antenna in Figure 6.15, the angle between the two arms (ϕ) is chosen
as 45◦, which aﬀects the directive gain of the antenna. Speciﬁcally, higher values
of ϕ reduce the width of the main beam, but increase the side-lobe level. Lower
values of ϕ suppress side lobes, but increase the beamwidth. Values of ϕ in the
30◦–45◦ range are observed to provide a trade-oﬀ for high directive gain.
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The smallest and the largest teeth of the antenna in Figure 6.15 are approx-
imately 9 cm and 27 cm, respectively. A signiﬁcant majority of the current
on an LP antenna exists in the active region, which resides on teeth that are
about quarter-wavelength long so that pairs of quasi-symmetric teeth form half-
wavelength long radiating elements. We note that the location of the active
region depends on the frequency, i.e., for low and high frequencies of the oper-
ation range, the active region resides on large and small elements, respectively,
and partially spills out of the antenna. At intermediate frequencies, for which
the active region is completely accommodated on the surface of the antenna,
frequency independence is satisﬁed. In this case, the antenna behaves as if it
has an inﬁnite length, since the current out of the active region is negligible. In
other words, truncation of the element sequence at both ends of the antenna does
not make a diﬀerence compared to a theoretical inﬁnite structure. On the other
hand, as the active region reaches the end of the antenna and begins to overﬂow,
the antenna becomes dysfunctional and the frequency independence collapses. If
the small current outside the active region is ignored, the antenna in Figure 6.15
is expected to operate nearly frequency independent in the 300–800 MHz range.
Nevertheless, this simple guess does not consider the overﬂow of the active re-
gion due to its ﬁnite but unknown width, which could easily be included in the
analysis by using the available information if the design was an LP dipole ar-
ray [2]. For the design under consideration, this valuable information can only
be obtained through numerical simulations.
In the operation frequency range, variation in radiation characteristics with re-
spect to the frequency is directly related to the density of elements on an LP
antenna. If τ is close to unity, which means that elements are closely spaced, the
active region moves on the antenna smoothly. As a consequence, variation in the
radiation characteristics becomes small in the interval [fi, fi+1], where fi = τfi+1.
On the other hand, for lower values of τ , frequency independence deteriorates
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due to the large separation between elements. We note that choosing a small τ
value makes it easier to construct the antenna with fewer elements for the same
frequency range of operation.
Figure 6.16 shows normalized plots of the three-dimensional far-zone radiation
pattern of the LP antenna in Figure 6.15 at various frequencies in the 300–
800 MHz range. The main beam points in the z direction, along the apex of the
antenna, due to backﬁre radiation. For low frequencies, the radiation pattern
seems to be nearly frequency independent. However, the antenna fails to main-
tain the same radiation pattern for frequencies above 500 MHz. In other words,
the antenna does not operate frequency independently in the frequency band it is
designed for. Since the radiation pattern of the antenna deteriorates towards the
higher end of the frequency band, it is easy to guess that the trouble is associated
with the smaller teeth of the antenna. Indeed, plots of the current distribution at
various frequencies shown in Figure 6.17 demonstrate that the active region spills
out of the antenna for higher frequencies. Both the observation and the diagnosis
of this problem, which is not predicted by theoretical design rules, are performed
in the simulation environment. The solution is also monitored by simulations:
extra teeth are added one at a time towards the source end of the antenna until
the frequency-independence property of the antenna is found satisfactory over
the entire 300–800 GHz frequency range.
The corrected design with 2× 38 teeth is shown in Figure 6.18, while radiation-
pattern and current-distribution plots for this design are shown in Figures 6.19
and 6.20, respectively. Far-ﬁeld plots in Figure 6.19 are nearly frequency in-
dependent in the desired frequency range. Plots of the current distribution in
Figure 6.20 show that the active region is successfully located on the antenna
for all frequencies in the desired band, as opposed to the high-frequency spillover
demonstrated in Figure 6.17. Finally, for a frequency-independent antenna, the
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Figure 6.18: Top view of a nonplanar trapezoidal-tooth LP antenna design with
16 teeth added to each arm of the original antenna design shown in Figure 6.15.
directive gain is expected to remain relatively unchanged over the frequency
band of interest. The directive-gain curves in Figure 6.21 clearly demonstrate
the improvement in the operation of the modiﬁed antenna.
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Figure 6.19: Far-zone radiation pattern of the corrected LP antenna design shown
in Figure 6.18.
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Figure 6.20: Current distribution on the corrected LP antenna design shown
in Figure 6.18 at diﬀerent frequencies. Active region is seen to be successfully
contained on the antenna for all frequencies.
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Figure 6.21: Directive gain in the z direction for the original and the corrected
LP antenna designs shown in Figures 6.15 and 6.18, respectively.
6.6.2 Circular Arrays of Log-Periodic Antennas
We employ LP antennas to construct circular arrays with regularly-spaced el-
ements, as depicted in Figure 6.22. To preserve frequency independence, the
antennas are arranged in a circular form. Theoretically, the radiation intensity
of a circular array of identical elements can be calculated as [2]
P∞a (θ, φ) = fAF (θ, φ)P
∞
e (θ, φ), (6.24)
where P∞e and P
∞
a represent radiation intensities of a single element and the
array, respectively. This theoretical scenario is depicted in Figure 6.23, where
the elements are represented by the dots on the circle. The array factor fAF in
(6.24) can be calculated as
fAF (θ, φ) =
P∑
p=1
Ip exp(−ika sin θ cos(φ− φp)), (6.25)
where P is the number of antennas, k is the wavenumber, a is the radius of
the circle, Ip is the complex excitation coeﬃcient of the pth element, and φp is
the angle between the pth element and the x axis. At this stage, we assume
that dots in Figure 6.23 represent the center of active regions located on LP
antennas. Since the active region appears on those elements that are about a
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y-x
Figure 6.22: Circular array of LP antennas constructed by employing three iden-
tical trapezoidal-tooth antennas depicted in Figure 6.18. Antennas are regularly
spaced.
quarter-wavelength long, the circle in Figure 6.23 has a radius that is inversely
proportional to k. Consequently, fAF becomes independent of frequency with
the elimination of the k factor in the exponential term of (6.25). Finally, if fe
is almost frequency-independent, we conclude that the radiation intensity of the
array fa should also be independent of frequency to the same degree.
Despite the simple discussion above, simulations show that we cannot ignore
mutual couplings between LP antennas that are located close together, as in
Figure 6.22. To prove this, we compare radiations from the single antenna in
Figure 6.18 with the array in Figure 6.22, where only the antenna on the x axis
is active. Considering (6.24) and (6.25) in this case, Ip is zero for the unexcited
elements, and the radiation of the array should be the same as the radiation of
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Figure 6.23: Conﬁguration for a circular array, where array elements are repre-
sented by dots on a circle.
the single antenna. On the other hand, in Figure 6.24, we plotted the directive
gain in the −x direction with respect to frequency, and it is completely diﬀerent
for the array and the single antenna. Due to mutual couplings, unexcited anten-
nas in the array signiﬁcantly modify the total radiation. The directive gain of
the array oscillates much more than the single element, demonstrating a drop in
the quality of frequency independence.
We have conﬁrmed that oscillations in Figure 6.24(b) are directly related to the
geometric growth factor (τ) of the LP array. Let fi and fi+1 be two consecutive
frequencies, at which the directive gain makes a peak. Then, fi/fi+1 ≈ τ , which
is equal to 0.95 in our case. Figures 6.25(a) and (b) show the directive gain when
τ becomes 0.98 and 0.85, respectively. It is clearly observed that the oscillation
rate depends on τ . In fact, this relation also exists in the case of the single an-
tenna in Figure 6.24(a). However, the active region on the single antenna moves
so smoothly that radiation characteristics change little in intervals [fi,fi+1] and
the oscillation is less visible. When we examine array conﬁgurations, we note
that mutual couplings between antennas disturb the localization of the active
region, and we see a large eﬀect on radiation characteristics.
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Figure 6.24: Directive gain in the −x direction sampled with 1 MHz resolution
for (a) the trapezoidal-tooth LP antenna in Figure 6.18 and (b) the circular array
in Figure 6.22 with only the antenna on the x axis active.
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Figure 6.25: Directive gain in the −x direction sampled with 1 MHz resolution
for the conﬁguration in Figure 6.22 with only the antenna on the x axis active
for (a) τ = 0.98 and (b) τ = 0.85.
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As discussed in Section 6.6.1, frequency independence of an LP structure can be
controlled by the geometric growth factor τ . However, as depicted in Figures 6.24
and 6.25, it becomes increasingly diﬃcult to control the variation in radiation
characteristics as multiple LP antennas are coalesced in an array conﬁguration.
In other words, it might be impossible to obtain the desired level of frequency
independence with the highest allowable τ , which must be lower than unity be-
cause of nonzero widths of elements. This is mainly due to the complicated
mutual couplings among antennas. In order to improve frequency-independence
properties of LP arrays, we optimize excitations of array elements via genetic
algorithms (GAs).
GAs have been successfully employed in many computational-electromagnetics
applications. They are especially useful when the optimization space is large
and it is diﬃcult to derive an analytical expression for the cost function of the
optimization. We therefore employ GAs to improve the frequency independency
of LP arrays. The optimization procedure can also be used to provide beam-
steering ability to those arrays. Since it is desired to point the main beam in a
speciﬁc direction, choosing the directive gain (6.12) as the cost function of the
optimization is logical. Speciﬁcally, we employ GAs to optimize excitations of
array elements that maximize the directive gain in some given direction (θ, φ).
Consider the three-element LP array in Figure 6.22. GAs work on a pool of in-
dividuals (citizens), each of which represents a trial combination of optimization
variables. An individual suggests values for antenna excitations I1 = A1 expϕ1,
I2 = A2 expϕ2, and I3 = A3 expϕ3, where A1,2,3 and ϕ1,2,3 represent the am-
plitude and the phase, respectively. Without loss of generality, we take ϕ3 = 0
and there are ﬁve variables to be optimized. Parameter values are selected from
the optimization space formed by sampling A1,2,3 and ϕ1,2 in [0,1] and [0
◦,360◦]
ranges, respectively. We observe that uniform samplings with intervals of 0.1 in
419
amplitude and 36◦ in phase are suﬃcient, leading to 10 samples for each variable.
We employ a one-to-one map to convert values represented by each individual
into a single lengthy word of binary numbers, called the chromosome. Each indi-
vidual also has a degree of success, which is simply the value of the cost function
of the optimization, i.e., the directive gain at the optimization angle. We deﬁne
the successful individual as the set of excitations I1, I2, and I3, which results in
high directive gain. In the beginning of the optimization, individuals are created
randomly. The optimization is then continued as new generations are formed
and the pool is modiﬁed progressively. There are three important operations to
produce a new generation from the old one.
• Crossover: Two successful individuals are selected to exchange some bits
of their chromosomes randomly and generate two new individuals called
children. There are various crossover schemes to perform exchanges.
• Mutation: Some of binary numbers in chromosomes are modiﬁed randomly,
i.e., 1 changes into 0 and 0 changes into 1.
• Elitism: One or two most successful individuals are preserved in the pool
without any modiﬁcation.
Heuristically, as new generations are produced and the pool evolves, the overall
success of the population increases. In the extreme case, all individuals are the
same with the highest possible success after a number of generations. Then, the
optimization is completed and any individual gives optimal values via an inverse
mapping from the chromosome to excitations. However, it usually is suﬃcient to
interrupt iterations after a number of generations and select the most successful
individual in the pool as the optimization result.
Prior to performing an optimization for the LP array, we carefully adjust param-
eters of GAs by examining results obtained at some frequencies. We especially
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consider diﬀerent values for the size of the pool, the mutation rate, and the num-
ber of generations. By checking ﬁnal results and convergence characteristics of
GAs, parameters are selected and ﬁxed, i.e., the same set of parameters is used
for all computations at diﬀerent frequencies. For optimizations of LP arrays, we
usually use pools with 20–30 individuals and keep the mutation rate for each
digit of chromosomes at about 5%. We apply elitism only for the most successful
individual. The limit for the number of generations is selected to be 50, i.e.,
we stop the iterations after the 50th generation. Therefore, the number of tri-
als to complete the optimization at a single frequency is about 1000–1500. A
brute-force approach to check all possible combinations of the ﬁve optimization
variables with the same sampling would require 105 trials, which is 100 times
larger than that of GAs. With numerous experiments, we have conﬁrmed that
genetic algorithms converge to optimized values that are very close to those found
by the brute-force approach.
Although GAs reduce the number of trials signiﬁcantly compared to a brute-
force optimization, the calculation of the success for each individual has to be
performed eﬃciently. We therefore employ a superposition technique. For any
LP array, the number of MLFMA solutions can be kept as low as the number
of elements in the array. In each solution, we feed only one antenna with the
excitation strength of unity. The radiated ﬁeld is then calculated and stored in
the memory. For the rotationally-symmetric array in Figure 6.22, the number of
MLFMA solutions per frequency is further reduced to one using the symmetry.
We note that the solution by exciting an antenna in the array is diﬀerent from the
solution of an antenna alone, since the former includes mutual couplings between
antennas. Whenever it is required to test a set of values for excitations, radiated
ﬁelds are multiplied by corresponding coeﬃcients and superposed to obtain the
total radiation intensity and the directive gain of the whole array.
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Figure 6.26: Directive gain in the −x direction sampled with 1 MHz resolution
for the array in Figure 6.22 when (a) only the antenna on the x axis is active,
and (b) three antennas are active with optimized excitations.
Figure 6.26 presents the result of the optimization by GAs for the array in Fig-
ure 6.22. The directive gain in the −x direction is plotted with respect to fre-
quency for two cases; when only the antenna on the x axis is excited, and when
all antennas are active with optimized excitations. For any frequency, optimiza-
tion is expected to provide increased directive gain. This is in fact the case;
however optimization is even more eﬀective at those frequencies, where the di-
rective gain is low. Therefore, the optimization by GAs reduces the variation
in the directive gain with respect to frequency, and the array becomes more
frequency-independent.
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Figure 6.27: Far-zone radiation pattern of the array in Figure 6.22 for various
frequencies and alignments. Directive gain is optimized in the −x direction.
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Figure 6.28: Optimized directive gain in the −x direction sampled with 1 MHz
resolution when the array in Figure 6.22 is rotated in the φ direction for (a) 10◦
and (b) 20◦.
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Since the array in Figure 6.22 is symmetric, i.e., its elements are regularly spaced,
it already has some beam-steering ability. Considering the optimization of the
directive gain in the −x (φ = 180o) direction, the same directive gain can also
be obtained at φ = 60o and φ = 300o by simply exchanging excitations among
antennas. However, it is also desirable to steer the main beam in any direction
within a sector between two antennas. This goal can again be achieved via
optimization with genetic algorithms. Figures 6.27 and 6.28 show the results of
the optimization. Since it is easier to rotate the antenna than to change the
optimization direction, we use diﬀerent conﬁgurations shown at the bottom of
Figure 6.27; the optimization angle is ﬁxed at φ = 180o for all conﬁgurations.
The array is rotated 10o and 20o in the φ direction to test the beam-steering
ability in a sector of 2× 20o = 40◦. We conﬁrmed that a rotation in the negative
direction is not required; due to symmetry, results of an optimization in the −φ0
direction can be approximated from the optimization in the +φ0 direction. In
Figure 6.28, we observe that the optimized directive gain in the −x direction
drops as the antenna is rotated; this is because the main beam is not totally
controllable, and it is diﬃcult to maintain the directive gain at high levels. This
is also evident in Figure 6.27, where the far-zone radiation pattern of the array
is plotted for some selected frequencies and for diﬀerent alignments of the array.
The maximum radiation cannot be kept in the −x direction when the antenna
is rotated 20◦. Nevertheless, the directive gain is larger than ﬁve up to 20◦. This
means that the array in Figure 6.22 can provide a directive gain larger than ﬁve
in three distinct sectors, each of which has an extent of 40◦. We also note that
this is valid for a wide frequency range from 300 MHz to 800 MHz.
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Figure 6.29: Circular-sectoral arrays of closely spaced LP antennas with (a) three
elements and (b) four elements.
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Figure 6.30: Far-zone radiation pattern of the array in Figure 6.29(a) for various
frequencies and alignments. Directive gain is optimized in the −x direction.
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Figure 6.31: Far-zone radiation pattern of the array in Figure 6.29(b) for various
frequencies and alignments. Directive gain is optimized in the −x direction.
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Figure 6.32: Directive gain in the −x direction obtained by the genetic optimiza-
tion for (a) the three-element array in Figure 6.29(a) and (b) the four-element
array in Figure 6.29(b). Arrays are rotated for diﬀerent angles from 0◦ to 50◦ to
test the beam-steering ability in a sector of 100◦.
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6.6.3 Circular-Sectoral Arrays of Log-Periodic Antennas
Finally, we focus on sectoral arrays of LP antennas, where elements are placed
side by side in a circular arrangement, as depicted in Figure 6.29. Such an ar-
ray with closely spaced elements is observed to provide a wider scanning range
and higher directive gain compared to full-circular arrays, e.g., depicted in Fig-
ure 6.22. Therefore, sectoral arrays might be preferable depending on the ap-
plication. On the other hand, sectoral arrays with closely localized elements do
not eliminate the need for full-circular arrays, where regularly spaced elements
provide narrower but multiple scanning ranges.
Figures 6.30 and 6.31 present far-ﬁeld radiation patterns for three-element and
four-element arrays depicted in Figure 6.29, demonstrating beam-steering abili-
ties of arrays for 0◦, 10◦, 20◦, and 30◦ on the azimuth plane. The directive gain is
optimized in the −x direction while rotating arrays from 0◦ to 30◦ as depicted in
the ﬁrst column of each ﬁgure. Since steering the beam at −10◦, −20◦, and −30◦
can also be realized by symmetry, a total scan range of 60◦ can be achieved. Due
to the frequency independence, radiation patterns do not change signiﬁcantly
with respect to the frequency in the range from 400 MHz to 700 MHz. When the
array is rotated from 0◦ to 30◦, the main beam is in the −x direction due to the
optimization by GAs. However, as the rotation angle is increased, it becomes
diﬃcult to keep the main beam in the −x direction. Especially with the further
increase of the rotation angle up to 60◦–70◦ (not shown here), we observe that
the main beam is not in the −x direction anymore. In other words, although
GAs attempt to maximize the directive gain in the −x direction, the main beam
cannot be pointed in the −x direction.
For more quantitative information, Figures 6.32(a) and 6.32(b) present the di-
rective gain in the −x direction as a function of the frequency with 25 MHz
intervals and for diﬀerent orientations of three-element and four-element arrays,
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respectively. Results of optimizations for 40◦ and 50◦ orientations are also in-
cluded. It can be observed that both arrays in Figure 6.29 provide directive gain
over 9 in angular sectors of 100◦. This is achieved in the frequency range from
300 MHz to 800 MHz and this range can be extended by adding more teeth to
LP antennas. On the other hand, Figure 6.32 also shows that the directive gain
of the four-element array has larger ﬂuctuations compared to the directive gain
of the three-element array. This is due to increasing mutual couplings among
antennas when the array becomes more populous. In other words, mutual cou-
plings among antennas tend to deteriorate the frequency independence and this
becomes more signiﬁcant as the number of elements in the array is increased.
◦
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Chapter 7
Concluding Remarks
Finally, we list major conclusions of this Ph.D. study.
1. JMCFIE is a suitable formulation for the eﬃcient solution of large-scale
dielectric problems using MLFMA. This formulation is also applicable to
composite problems involving multiple dielectric and dielectric/metallic re-
gions.
2. For accurate solutions of electromagnetics problems involving low-contrast
dielectric objects, conventional surface formulations can be stabilized by
extracting nonradiating currents. A stabilization procedure based on ﬁc-
titious incident ﬁelds enables accurate solutions even for extremely low
contrasts.
3. Although they lead to better-conditioned matrix equations, normal and
mixed formulations are noticeably and consistently more inaccurate than
tangential formulations. Computational experiments show that the source
of the excessive error in normal and mixed formulations is well-tested iden-
tity operators.
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4. Accuracy of normal and mixed formulations can be improved to levels of
tangential formulations by employing more appropriate basis functions,
such as the LL functions, instead of the conventional RWG functions.
5. Composite structures with coexisting open and closed metallic parts can be
formulated with HIEs, which are based on ﬂexible combinations of EFIE
and MFIE depending on the testing point. HIEs lead to well-conditioned
matrix equations that are easy to solve iteratively.
6. Accuracy and eﬃciency of MLFMA implementations can be improved
signiﬁcantly via optimizations and simple modiﬁcations on conventional
schemes of interpolations.
7. A broadband MLFMA implementation based on using multipoles for small
clusters is appropriate for the eﬃcient solution of multi-scale problems.
8. Hierarchical partitioning strategy provides eﬃcient parallelization of
MLFMA and enables the solution of large-scale problems discretized with
hundreds of millions of unknowns on distributed-memory architectures.
As presented in this thesis, sophisticated implementations of MLFMA can pro-
vide fast and accurate solutions of real-life electromagnetics problems, such
as scattering from airborne targets, radiation from antennas, and transmission
through metamaterials.
◦
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Appendix A
Basics
A.1 Solutions of Maxwell’s Equations for Ho-
mogeneous Media
Faraday’s law of induction:
∇×E(r, t) = −∂B(r, t)
∂t
(A.1)∮
C
E(r, t) · dl = −
∫
S
∂B(r, t)
∂t
· da (A.2)
Ampere’s circuital law with Maxwell’s extension:
∇×H(r, t) = ∂D(r, t)
∂t
+ J(r, t) (A.3)∮
C
H(r, t) · dl =
∫
S
∂D(r, t)
∂t
· da+
∫
S
J(r, t) · da (A.4)
Gauss’s law:
∇ ·D(r, t) = ρe(r, t) (A.5)∮
S
D(r, t) · da =
∫
V
ρe(r, t)dV (A.6)
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Gauss’s Law for magnetism:
∇ ·B(r, t) = 0 (A.7)∮
S
B(r, t) · da = 0 (A.8)
Continuity equation:
∇ · J(r, t) = −∂ρe(r, t)
∂t
(A.9)∮
S
J(r, t) · da = −
∫
V
∂ρe(r, t)
∂t
dV (A.10)
Constitutive relations:
D(r, t) = ¯(r) ·E(r, t) (A.11)
B(r, t) = μ¯(r) ·H(r, t) (A.12)
Constitutive relations for isotropic medium:
D(r, t) = (r)E(r, t) (A.13)
B(r, t) = μ(r)H(r, t) (A.14)
Constitutive relations for isotropic and homogeneous medium:
D(r, t) = E(r, t) (A.15)
B(r, t) = μH(r, t) (A.16)
Maxwell’s equations for isotropic and homogeneous (simple) medium:
∇×E(r, t) = −μ∂H(r, t)
∂t
(A.17)
∇×H(r, t) = ∂E(r, t)
∂t
+ J(r, t) (A.18)
∇ ·E(r, t) = 1

ρe(r, t) (A.19)
∇ ·H(r, t) = 0 (A.20)
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Phasor notation with e−iωt convention:
y(r, t) = Re{y(r) exp(−iωt)} (A.21)
∂y(r, t)
∂t
= −iωRe{y(r) exp(−iωt)} (A.22)
x(r, t) = Re{x(r) exp(−iωt)} (A.23)
Maxwell’s equations for simple medium in phasor notation with e−iωt convention:
∇×E(r) = iωμH(r) (A.24)
∇×H(r) = −iωE(r) + J(r) (A.25)
∇ ·E(r) = 1

ρe(r) (A.26)
∇ ·H(r) = 0 (A.27)
Continuity equation for simple medium in phasor notation with e−iωt convention:
∇ · J(r) = iωρe(r) (A.28)
Linear dependency of Maxwell’s equations:
∇ · ∇×E(r) = 0 = iωμ∇ ·H(r) →∇ ·H(r) = 0 (A.29)
∇ · ∇ ×H(r) = 0 = −iω∇ ·E(r) +∇ · J(r)
= −iω∇ ·E(r) + iωρe(r) →∇ ·E(r) = 1

ρe(r) (A.30)
Boundary conditions (nˆ is directed into the medium 1):
nˆ×
[
E1(r)−E2(r)
]
= 0 (A.31)
nˆ×
[
H1(r)−H2(r)
]
= J(r) (A.32)
nˆ ·
[
D1(r)−D2(r)
]
= ρe(r) (A.33)
nˆ ·
[
B1(r)−B2(r)
]
= 0 (A.34)
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Boundary conditions for a PEC surface:
nˆ×E1(r) = 0 (A.35)
nˆ×H1(r) = J s(r) (A.36)
nˆ ·E1(r) = 1

ρes(r) (A.37)
nˆ ·H1(r) = 0 (A.38)
Helmholtz equation for the electric ﬁeld:
∇×∇×E(r) = iωμ∇×H(r) (A.39)
∇∇ ·E(r)−∇2E(r) = iωμ
[
− iωE(r) + J(r)
]
(A.40)
1

∇ρe(r)−∇2E(r) = w2μE(r) + iωμJ(r) (A.41)
∇2E(r) + k2E(r) = −iωμJ(r) + 1

∇ρe(r)
(
k = ω
√
μ
)
(A.42)
Helmholtz equation for the magnetic ﬁeld:
∇×∇×H(r) = −iω∇×E(r) +∇× J(r) (A.43)
∇∇ ·H(r)−∇2H(r) = −iω[iωμH(r)]+∇× J(r) (A.44)
−∇2H(r) = w2μH(r) +∇× J(r) (A.45)
∇2H(r) + k2H(r) = −∇× J(r) (A.46)
Potentials:
∇ ·H(r) = 0 → H(r) = 1
μ
∇×Am(r) = 1
iωμ
∇×E(r) (A.47)
∇×
[
E(r)− iωAm(r)
]
= 0 (A.48)
E(r) = iωAm(r)−∇φe(r) (A.49)
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Lorentz gauge and Helmholtz equation for potentials:
∇2Am(r) + k2Am(r) = −μJ(r) +∇
(
∇ ·Am(r)− iωμφe(r)
)
(A.50)
∇ ·Am(r) = iωμφe(r) (A.51)
∇2Am(r) + k2Am(r) = −μJ(r) (A.52)
∇ ·E(r) = iω∇ ·Am(r)−∇ · ∇φe(r) = 1

ρe(r) (A.53)
∇2φe(r) + k2φe(r) = −1

ρe(r) (A.54)
Green’s function (kernel of the free-space Helmholtz equation):
(
∇2 + k2
)
g(r, r′) = −δ(r, r′) (A.55)
g(r, r′) =
exp(ikR)
4πR
(A.56)
R = |r − r′| (A.57)
Potentials due to arbitrary charge and current distributions:
φe(r) =
1

∫
S
dr′g(r, r′)ρe(r′) (A.58)
Am(r) = μ
∫
S
dr′g(r, r′)J(r′) (A.59)
Electric and magnetic ﬁelds due to arbitrary charge and current distributions:
E(r) = iωAm(r)−∇φe(r) (A.60)
= ikη
∫
S
dr′g(r, r′)J(r′)− 1

∇
∫
S
dr′g(r, r′)ρe(r′) (A.61)
= ikη
∫
S
dr′g(r, r′)J(r′)− 1
iω
∇
∫
S
dr′g(r, r′)∇′ · J(r′) (A.62)
= ikη
{∫
S
dr′g(r, r′)J(r′) +
1
k2
∫
S
dr′∇g(r, r′)∇′ · J(r′)
}
(A.63)
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H(r) =
1
μ
∇×Am(r) = ∇×
∫
S
dr′g(r, r′)J(r′) (A.64)
=
∫
S
dr′∇g(r, r′)× J(r′) (A.65)
Maxwell’s equations with Dirac ansatz:
∇×E(r) = iωμH(r)−M(r) (A.66)
∇×H(r) = −iωE(r) + J(r) (A.67)
∇ ·E(r) = 1

ρe(r) (A.68)
∇ ·H(r) = 1
μ
ρm(r) (A.69)
Continuity equation for magnetic current and charge:
∇ ·M(r) = iωρm(r) (A.70)
Electromagnetic ﬁelds with Dirac ansatz:
E(r) = iωAm(r)−∇φe(r)− 1

∇×Ae(r) (A.71)
H(r) = iωAe(r)−∇φm(r) + 1
μ
∇×Am(r) (A.72)
Potentials:
φm(r) =
1
μ
∫
S
dr′g(r, r′)ρm(r′) (A.73)
Ae(r) = 
∫
S
dr′g(r, r′)M(r′) (A.74)
∇ ·Ae(r) = iωμφm(r) (A.75)
∇2Ae(r) + k2Ae(r) = −M (r) (A.76)
∇2φm(r) + k2φm(r) = −1
μ
ρm(r) (A.77)
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Electric and magnetic ﬁelds due to arbitrary charge and current distributions:
E(r) = ηT {J}(r)−K{M}(r) (A.78)
H(r) =
1
η
T {M}(r) +K{J}(r) (A.79)
Integro-diﬀerential operators:
T {X}(r) = ik
∫
S
dr′
[
X(r′) +
1
k2
∇′ ·X(r′)∇
]
g(r, r′) (A.80)
K{X}(r) =
∫
S
dr′X(r′)×∇′g(r, r′) (A.81)
Complex Poynting vector (power density):
P (r) = E(r)×H∗(r) (A.82)
Real (time-average) power density:
P av(r) = 〈P av(r, t)〉 = 〈E(r, t)×H(r, t)〉 (A.83)
=
1
2
Re{P (r)} = 1
2
Re
{
E(r)×H∗(r)} (A.84)
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A.2 Fields of a Hertzian Dipole
Let IDM = uˆDMIDM be dipole moment of a Hertzian dipole located at the origin:
Am(r) = μIDM
exp(ikR)
4πR
(A.85)
H(r) =
1
μ
∇×Am(r) = ∇× IDM exp(ikR)
4πR
− IDM ×∇
[
exp(ikR)
4πR
]
(A.86)
= −IDM ×∇
[
exp(ikR)
4πR
]
(A.87)
= −IDM ×
(
xˆ
∂R
∂x
+ yˆ
∂R
∂y
+ zˆ
∂R
∂z
)
∂
∂R
[
exp(ikR)
4πR
]
(A.88)
= −IDM × Rˆ ∂
∂R
[
exp(ikR)
4πR
]
(A.89)
= IDM × Rˆexp(ikR)
4πR
(
1
R
− ik
)
(A.90)
E(r) = iωAm(r)−∇φe(r) (A.91)
= iωAm(r)− 1
iωμ
∇∇ ·Am(r) (A.92)
= iωμIDM
exp(ikR)
4πR
− 1
iω
∇∇ · IDM exp(ikR)
4πR
(A.93)
= iωμIDM
exp(ikR)
4πR
− 1
iω
∇
[
IDM · ∇
(
exp(ikR)
4πR
)]
(A.94)
= iωμIDM
exp(ikR)
4πR
− 1
iω
∇
{
IDM ·R
[
ik
exp(ikR)
4πR2
− exp(ikR)
4πR3
]}
(A.95)
= iωμIDM
exp(ikR)
4πR
− 1
iω
∇(IDM ·R)
[
ik
exp(ikR)
4πR2
− exp(ikR)
4πR3
]
− 1
iω
(IDM ·R)∇
[
ik
exp(ikR)
4πR2
− exp(ikR)
4πR3
]
(A.96)
∇(IDM ·R) = IDM (A.97)
∇
[
ik
exp(ikR)
4πR2
− exp(ikR)
4πR3
]
= −Rˆexp(ikR)
4πR2
(
k2 +
3ik
R
− 3
R2
)
(A.98)
468
E(r) = iwμIDM
exp(ikR)
4πR
− 1
iw
IDM
[
ik
exp(ikR)
4πR2
− exp(ikR)
4πR3
]
+
1
iw
(IDM ·R)Rˆexp(ikR)
4πR2
(
k2 +
3ik
R
− 3
R2
)
(A.99)
= iwμ
exp(ikR)
4πR
[
IDM
(
1 +
i
kR
− 1
k2R2
)
− (IDM · Rˆ)Rˆ
(
1 +
3i
kR
− 3
k2R2
)]
(A.100)
Far-zone ﬁelds:
Hfar(r) ≈ IDM × Rˆexp(ikR)
4πR
(−ik) (A.101)
≈ −ikIDM × rˆ exp(ikr)
4πr
exp(−ikrˆ · r′) (A.102)
Efar(r) ≈ iwμexp(ikR)
4πR
[
IDM − (IDM · Rˆ)Rˆ
]
(A.103)
≈ ikη exp(ikr)
4πr
exp(−ikrˆ · r′)
[
IDM − (IDM · rˆ)rˆ
]
(A.104)
Far-zone real power density:
P farav (r) = −
k2η
32π2r2
[
IDM − (IDM · rˆ)rˆ
]
× (IDM × rˆ) (A.105)
=
k2η
32π2r2
[
rˆ(IDM · IDM)− (IDM · rˆ)rˆ(rˆ · IDM)
]
(A.106)
= rˆ
k2η
32π2r2
|IDM |2
[
1− (rˆ · uˆDM)2
]
(A.107)
A.3 Method of Moments
Let L be a linear operator applied on an unknown function f(x):
L{f}(x) = g(x) (A.108)
Expand f(x) in a series of known basis functions:
f(x′) ≈
N∑
n=1
a[n]bn(x
′) (A.109)
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Test the equation via inner products with testing functions:
∫
dx tm(x) ·
N∑
n=1
a[n]L{bn}(x) =
∫
dx tm(x) · g(x)
(
m = 1, 2, . . . , N
)
(A.110)
Change the order of summation and integration:
N∑
n=1
a[n]
∫
dx tm(x) · L{bn}(x) =
∫
dx tm(x) · g(x)
(
m = 1, 2, . . . , N
)
(A.111)
Construct an N ×N matrix equation:
N∑
n=1
a[n]Z¯[m,n] = v[m]
(
m = 1, 2, . . . , N
)
(A.112)
Z¯[m,n] =
∫
dx tm(x) · L{bn}(x) (A.113)
v[m] =
∫
dx tm(x) · g(x) (A.114)
A.4 Gaussian Quadratures
Numerical integrations of nonsingular functions on triangles can be performed
accurately and eﬃciently by using Gaussian quadratures [96]. A symmetrical
quadrature rule on a triangle with a spatial support of Sm can be written as∫
Sm
drf(r) ≈ Am
Q∑
q=1
wqf(rqm), (A.115)
where Am is the area of the triangle, Q is the number of quadrature points, and
wq represents the integration weight for qth sample point. Locations of sample
points are determined as
rqm = ζq1rm1 + ζq2rm2 + ζq3rm3, (A.116)
where rm1, rm2, and rm3 are node coordinates of the triangle, whereas ζq1, ζq2,
and ζq3 are simplex coordinates satisfying ζq1 + ζq2 + ζq3 = 1.
470
A.5 Electromagnetic Excitation
Let Z¯ · a = w be an N × N matrix equation constructed by using MOM. The
excitation vector w is obtained by testing incident electric and magnetic ﬁelds,
i.e.,
w[m] =
∫
Sm
dr
⎧⎨
⎩ tm(r)·tm(r) · nˆ×
⎫⎬
⎭
⎧⎨
⎩ η
−1Einc(r)
H inc(r)
⎫⎬
⎭, (A.117)
where Sm is the spatial support of the testing function tm for m = 1, 2, . . . , N . We
have been using the following types of excitations in our numerical simulations.
Plane-Wave Excitation
A plane wave propagating in the kˆ direction with the electric ﬁeld polarized in
the eˆ direction (eˆ ⊥ kˆ) can be written an
Einc(r) = eˆEa exp (ikkˆ · r) (A.118)
H inc(r) =
1
η
kˆ ×Einc(r) = kˆ × eˆEa
η
exp (ikkˆ · r), (A.119)
where Ea is the amplitude of the plane wave.
Hertzian Dipole
Electric and magnetic ﬁelds of a Hertzian (ideal) dipole with dipole moment IDM
located at rd can be written as
Einc(r) = iwμ
exp(ik|r − rd|)
4π|r − rd|
[
IDM
(
1 +
i
k|r − rd| −
1
k2|r − rd|2
)
− (r − rd)IDM · (r − rd)|r − rd|2
(
1 +
3i
k|r − rd| −
3
k2|r − rd|2
)]
(A.120)
and
H inc(r) = IDM × (r − rd)exp(ik|r − rd|)
4π|r − rd|2
(
1
|r − rd| − ik
)
, (A.121)
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respectively. Singularity extraction methods are required to evaluate integrals in
(A.117) when the dipole is close to the observation point and |r − rd| is small.
Complex-Source-Point Excitation
In order to obtain an electromagnetic beam, which satisﬁes the Maxwell’s equa-
tions exactly, an ideal dipole can be located at rd = rd,R + ird,I in complex
coordinates [41]. Then, expressions in (A.120) and (A.121) can be used to com-
pute electric and magnetic ﬁelds at any point r, where
|r − rd| = (r − rd) · (r − rd)∗. (A.122)
The real part of the source location, i.e., rd,R, determines the position of the
beam in real coordinates, whereas the imaginary part, i.e., rd,I , determines the
direction of the beam and the width of the beam waist.
As an example, we consider various complex-source-point excitations obtained
by placing a Hertzian dipole with I¯DM = zˆ in complex coordinates. Figure A.1
presents a normalized electric ﬁeld, i.e., |E(r)| exp (−ik|rd,I |), on the x-y plane,
when rd = iλxˆ and rd = iλyˆ. Since rd,R = 0, both beams are located at
the origin. However, the beam propagates in the positive x and y directions
when rd,I = λxˆ and rd,I = λyˆ, respectively. In Figure A.2, we consider another
two beams in the x direction with rd = 2iλxˆ and rd = 10iλxˆ. We note that
increasing the value of |rd,I | increases the width of the beam waist.
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Figure A.1: Normalized electric ﬁeld on the x-y plane when a Hertzian dipole
with IDM = zˆ is located at (a) rd = iλxˆ and (b) rd = iλyˆ.
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Figure A.2: Normalized electric ﬁeld on the x-y plane when a Hertzian dipole
with IDM = zˆ is located at (a) rd = 2iλxˆ and (b) rd = 10iλxˆ.
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Delta-Gap Excitation
A voltage source can be placed on a metallic surface by using a delta-gap excita-
tion. A local electric ﬁeld is deﬁned inside an inﬁnitely narrow opening between
two triangles of the discretization, i.e.,
Einc(r) = Ie lim
d→0
uˆδ(r, re)/d, (A.123)
where e is the index of the edge, re represents any point at the edge, uˆ is the
unit vector on the surface perpendicular to the edge, Ie is a complex coeﬃcient
related to the strength of the feed, and d is the width of the theoretical gap. In
the limit d → 0, the gap shrinks to the edge e. The dirac delta function δ(r, re)
in (A.123) indicates that Einc(r) is zero outside the small gap.
As an example, consider T-EFIE and let a delta-gap excitation at eth edge be
tested by the RWG functions. Using (A.123) in (A.117), we obtain
wE [m] =
∫
Sm
drtm(r) · η−1Einc(r) = ±Iele
η
δ[m, e], (A.124)
where le represents the length of the edge and
δ[m, e] =
⎧⎨
⎩ 1, m = e0, m 
= e. (A.125)
We note that only one element (m = e) of the excitation vector is nonzero.
Current-Source Excitation
Similar to the voltage source, a current source can be used to excite a metallic
structure involving open surfaces. A current source and a corresponding sink
can be placed at two diﬀerent edges and an electrical connection is established
mathematically. As opposed to the delta-gap excitation, a current source can be
placed at a physical edge, which is not shared by two triangles.
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As an example, consider again T-EFIE discretized with the RWG functions,
and let a current source and a current sink be placed at two physical edges e1
and e2, respectively. Then, we deﬁne two half RWG functions at e1 and e2. The
resulting matrix equation can be written as
N+2∑
n=1
Z¯E [m,n]a[n] = wE[m] = 0
(
m = 1, . . . , N
)
, (A.126)
where the dimension of the equation is increased to N×(N +2) due to extra half
functions. We note that wE [m] = 0 since there is no incident-ﬁeld excitation in
this case and the integral for the RHS in (A.117) evaluates to zero. On the other
hand, coeﬃcients corresponding to e1 and e2 are ﬁxed, i.e.,
a[e1] = Ie (A.127)
a[e2] = −Ie. (A.128)
In other words, the expansion coeﬃcients a[e1] and a[e2] are forced to be ±Ie
to simulate the source and the sink. By setting the two coeﬃcients as above, we
solve the system
N+2∑
n=1
n =e1,e2
Z¯E [m,n]a[n] = −IeZ¯E [m, e1] + IeZ¯E[m, e2]
(
m = 1, . . . , N
)
,
(A.129)
to determine the coeﬃcients a[n] for n 
= e1, e2.
A.6 Krylov-Subspace Iterative Methods
Krylov-subspace iterative methods can be investigated in the context of diago-
nalization processes.
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Symmetric Lanczos Process
Consider a matrix equation
Z¯ · a = w, (A.130)
where Z¯ is an N ×N symmetric matrix. We deﬁne
β(1)v(1) = w (A.131)
and construct
β(k+1)v(k+1) = Z¯ · v(k) − α(k)v(k) − β(k)v(k−1), (A.132)
where
α(k) =
[
v(k)
]H · Z¯ · v(k) − [v(k)]H · β(k)v(k−1) (A.133)
and β(k) ≥ 0 are chosen appropriately such that ||v(k)||2 = 1. The recursion can
be rewritten as
[
Z¯
]
N×N ·
[
V¯
]
N×k =
[
V¯
]
N×k ·
[
Δ¯
]
k×k
+ β(k+1)
[
0 0 · · · 0 v(k+1)]
N×k, (A.134)
where
V¯ =
[
v(1) v(2) · · · v(k)]
N×k (A.135)
is a unitary matrix, i.e.,
V¯
H · V¯ = I¯. (A.136)
This process is called tridiagonalization since
Δ¯ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α(1) β(2)
β(2) α(2) β(3)
β(3) α(3) β(4)
β(4) α(4)
. . .
. . .
. . . β(k−1)
β(k−1) α(k−1) β(k)
β(k) α(k)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
k×k
(A.137)
is tridiagonal.
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Iterative Methods Based on the Symmetric Lanczos Process
If the matrix Z¯ is positive deﬁnite, the CG method can be applied to solve the
matrix equation in (A.130). In this method, a subproblem
[
Δ¯
]
k×k · y(k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
β(1)
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
k×1
(A.138)
is solved, and the original solution can be obtained as a(k) = V¯ · y(k). For the
solution of the subproblem, a Cholesky factorization is used, i.e.,
[
Δ¯
]
k×k =
[
L¯
]
k×k ·
[
D¯
]
k×k ·
[
L¯
H]
k×k, (A.139)
where L¯ is lower triangular and D¯ is diagonal.
For a general symmetric Z¯ matrix, which is not positive deﬁnite, the MINRES
method can be applied by minimizing the norm of
⎡
⎣ Δ¯
0 · · · 0 β(k)
⎤
⎦
(k+1)×k
· y(k) −
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
β(1)
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(k+1)×1
(A.140)
to obtain y(k) and a(k) = V¯ ·y(k). For the solution of the subproblem in (A.140),
a QR factorization is used as⎡
⎣ Δ¯
0 · · · 0 β(k)
⎤
⎦
(k+1)×k
=
[
Q¯
]
(k+1)×(k+1) ·
⎡
⎣ R¯
0
⎤
⎦
(k+1)×k
, (A.141)
where Q¯ is unitary and R¯ is upper triangular.
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Nonsymmetric Lanczos Process
Consider a matrix equation in the form of (A.130), where Z¯ is an N × N non-
symmetric matrix. We deﬁne
β(1)v(1) = w (A.142)
and u(1) · v(1) = 1 to construct
β(k+1)u(k+1) = Z¯ · u(k) − α(k)u(k) − δ(k)u(k−1) (A.143)
δ(k+1)v(k+1) = Z¯ · v(k) − α(k)v(k) − β(k)v(k−1). (A.144)
In (A.143) and (A.144),
α(k) =
[
u(k)
]H · Z¯ · v(k), (A.145)
β(k) ≥ 0, and δ(k) ≥ 0 are chosen appropriately such that ||v(k)||2 = 1 and
||u(k)||2 = 1. The recursion can be rewritten as
[
Z¯
]
N×N ·
[
V¯
]
N×k =
[
V¯
]
N×k ·
[
Δ¯
]
k×k
+ δ(k+1)
[
0 0 · · · 0 v(k+1)]
N×k (A.146)[
Z¯
]
N×N ·
[
U¯
]
N×k =
[
U¯
]
N×k ·
[
Δ¯
]
k×k
+ β(k+1)
[
0 0 · · · 0 v(k+1)]
N×k, (A.147)
where
V¯ =
[
v(1) v(2) · · · v(k)]
N×k (A.148)
and
U¯ =
[
u(1) u(2) · · · u(k)]
N×k (A.149)
satisfy
U¯
H · V¯ = I¯. (A.150)
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This process is also called tridiagonalization, since
Δ¯ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α(1) β(2)
δ(2) α(2) β(3)
δ(3) α(3) β(4)
δ(4) α(4)
. . .
. . .
. . . β(k−1)
δ(k−1) α(k−1) β(k)
δ(k) α(k)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
k×k
(A.151)
is tridiagonal.
Iterative Methods Based on the Nonsymmetric Lanczos Process
BiCG and QMR methods, as well as their transpose-free variants, i.e., BiCGStab,
CGS, TFQMR, are based on the nonsymmetric Lanczos process. In BiCG, a
subproblem similar to (A.138) is solved via an LU factorization, i.e.,
Δ¯k×k = L¯k×k · D¯k×k · R¯k×k. (A.152)
QMR is similar to MINRES, and the norm of
⎡
⎣ Δ¯
0 · · · 0 δ(k)
⎤
⎦
(k+1)×k
· y(k) −
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
δ(1)
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(k+1)×1
(A.153)
is minimized by using a QR factorization.
Arnoldi Process
Arnoldi process involves a recursion in the form of
[
Z¯
]
N×N ·
[
V¯
]
N×k =
[
V¯
]
N×k ·
[
H¯
]
k×k
+ β(k+1)
[
0 0 · · · 0 v(k+1)]
N×k, (A.154)
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[
Z¯
]
N×N ·
[
V¯
]
N×k =
[
V¯
]
N×k ·
[
H¯
]
k×k
+ β(k+1)
[
0 0 · · · 0 v(k+1)]
N×k, (A.155)
where V¯ =
[
v
(1)
n v
(2)
n · · · v(k)n
]
is again a unitary matrix. As opposed to the
matrix obtained by a tridiagonalization, H¯ is a Hessian matrix. A subproblem
similar to (A.138) is considered for the solution. The eﬃcient GMRES method
is based on the Arnoldi process.
Golub-Kahan Process
For a general N×N matrix equation in the form of (A.130), Golub-Kahan process
starts with
β(1)x(1) = w (A.156)
α(1)v(1) = Z¯
H · x(1) (A.157)
and construct a recursion as
β(k+1)x(k+1) = Z¯ · v(k) − α(k)x(k) (A.158)
α(k+1)v(k+1) = Z¯
H · x(k+1) − β(k+1)v(k), (A.159)
where α(k) ≥ 0 and β(k) ≥ 0 are chosen appropriately such that ||x(k)||2 = 1 and
||v(k)||2 = 1. The recursion can be rewritten as
[
Z¯
]
N×N ·
[
V¯
]
N×k =
[
X¯
]
N×(k+1) ·
[
Λ¯
]
(k+1)×k (A.160)[
Z¯
H]
N×N ·
[
X¯
]
N×(k+1) =
[
V¯
]
N×k ·
[
Λ¯
H]
k×(k+1)
+ α(k+1)
[
0 0 · · · 0 v(k+1)]
N×(k+1), (A.161)
481
where Λ¯ is lower-bidiagonal, i.e.,
Λ¯ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α(1)
β(2) α(2)
β(3) α(3)
β(4) α(4)
. . .
. . .
β(k−1) α(k−1)
β(k) α(k)
β(k+1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k+1)×k
. (A.162)
The LSQR method is based on the Golub-Kahan process, where a subproblem
similar to (A.140) is solved via a QR factorization.
A.7 Least-Squares QR Method
The LSQR method is diﬀerent from many other Krylov-subspace algorithms by
providing the solution of diﬀerent kinds of matrix equations, such as rectangular
and rank-deﬁcient square systems, in addition to square systems with full rank.
In this section, we focus on LSQR and present major stages of this algorithm by
using various examples.
Bidiagonalization
The core of LSQR, i.e., the Golub-Kahan process, can also be called bidiagonal-
ization, since the resulting matrix in (A.162) is bidiagonal. As an example, we
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consider a 4× 4 matrix equation, i.e.,⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 2 3 3
4 5 6 7
8 9 10 11
12 13 14 15
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· a =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
2
3
4
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.163)
Using (A.156)–(A.159), the ﬁrst and the second iterations can be written as
[
Z¯
]
4×4 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.42
0.47
0.52
0.57
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.18 −0.63
0.37 −0.59
0.55 −0.05
0.73 0.49
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎣ 35.2
2.80
⎤
⎦ (A.164)
and
[
Z¯
]
4×4 ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.42 0.78
0.47 0.23
0.52 −0.32
0.57 −0.48
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.18 −0.63 −0.75
0.37 −0.59 0.59
0.55 −0.05 0.18
0.73 0.49 −0.24
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎣
35.2 0
2.80 1.69
0 0.09
⎤
⎥⎥⎥⎦ .
(A.165)
We note that
⎡
⎣ 0.42 0.47 0.52 0.57
0.78 0.23 −0.32 −0.48
⎤
⎦ ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.42 0.78
0.47 0.23
0.52 −0.32
0.57 −0.48
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= I¯2×2, (A.166)
⎡
⎢⎢⎢⎣
0.18 0.37 0.55 0.73
−0.63 −0.59 −0.05 0.49
−0.75 0.59 0.18 −0.24
⎤
⎥⎥⎥⎦ ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.18 −0.63 −0.75
0.37 −0.59 0.59
0.55 −0.05 0.18
0.73 0.49 −0.24
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= I¯3×3, (A.167)
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and ⎡
⎢⎢⎢⎣
35.2 0
2.80 1.69
0 0.09
⎤
⎥⎥⎥⎦ (A.168)
is bidiagonal. Recursions in (A.156)–(A.159) can be performed one more time
as a third iteration, but this leads to β(4) = 0 since the rank of Z¯ is only three.
Therefore, in this example, the bidiagonalization process must stop after two
iterations.
Next, we consider a matrix equation involving a 4 × 4 matrix with full rank,
i.e., ⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 2 3 1
4 5 6 3
8 9 10 5
12 6 14 15
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· a =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
2
3
4
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.169)
In this case, the bidiagonalization process involves three iterations and we obtain
[
Z¯
]
4×4·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.49 0.14 −0.75
0.38 −0.69 −0.21
0.61 −0.23 0.61
0.50 0.68 0.15
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.18 −0.55 0.44 0.69
0.37 −0.58 0.21 −0.70
0.55 −0.19 −0.79 0.20
0.73 0.57 0.38 0.03
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
30.3 0 0
3.53 5.27 0
0 3.82 1.37
0 0 0.32
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.170)
Finally, we consider an over-determined matrix equation involving a 4×3 matrix,
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i.e., ⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 2 3
4 5 6
7 8 9
12 6 14
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· a =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
2
3
4
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.171)
After two iterations, the bidiagonalization process leads to
[
Z¯
]
4×3·
⎡
⎢⎢⎢⎣
0.56 0.62
0.43 −0.78
0.71 −0.02
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.18 −0.76 0.48
0.37 −0.43 −0.12
0.55 −0.10 −0.72
0.73 0.48 0.48
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎣
25.4 0
1.44 2.85
0 2.42
⎤
⎥⎥⎥⎦ .
(A.172)
Generating Subproblems
Consider the iterative solution of a least-squares problem
min
a
‖r‖2 = min
a
∥∥w − Z¯M×N · a∥∥2, (A.173)
where, in general, M 
= N . For kth iteration, we use (A.156) and (A.160) to
arrive at
r = β(1)x(1) − [X¯]
M×(k+1) ·
[
Λ¯
]
(k+1)×k ·
[
V¯
H]
k×N · a(k)
=
[
X¯
]
M×(k+1) ·
{[
β(1) 0 . . . 0
]†
− [Λ¯]
(k+1)×k ·
[
V¯
H]
k×N · a(k)
}
=
[
X¯
]
M×(k+1) ·
{[
β(1) 0 . . . 0
]†
− [Λ¯]
(k+1)×k · y(k)
}
, (A.174)
where
y(k) =
[
V¯
H]
k×N · a(k) (A.175)
or
a(k) =
[
V¯
]
N×k · y(k). (A.176)
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Then instead of solving the original problem in (A.173), we consider the sub-
problem
min
y(k)
‖rsub‖2 = min
y(k)
∥∥∥∥ [ β(1) 0 . . . 0 ]† − [Λ¯](k+1)×k · y(k)
∥∥∥∥
2
(A.177)
and obtain the actual solution via (A.176). We note that the solution of the
subproblem in (A.177) is signiﬁcantly easier than the solution of the original
problem in (A.173) since Λ¯ is a bidiagonal matrix. However, (A.177) should be
solved at each iteration k of the bidiagonalization process.
As an example, we consider the solution the problem in (A.163). For k = 2,
[
Λ¯
]
(k+1)×k =
⎡
⎢⎢⎢⎣
35.2 0
2.80 1.69
0 0.09
⎤
⎥⎥⎥⎦ (A.178)
and β(1) = 5.48. Then, the subproblem is minimizing the 2-norm of
⎡
⎢⎢⎢⎣
35.2 0
2.80 1.69
0 0.09
⎤
⎥⎥⎥⎦ · y(k) =
⎡
⎢⎢⎢⎣
5.48
0
0
⎤
⎥⎥⎥⎦ , (A.179)
which gives y(k) = [ 0.16 −0.26 ]†. Finally, we obtain the solution for the
original problem as
a(k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0.42 0.78
0.47 0.23
0.52 −0.32
0.57 −0.48
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· y(k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−0.14
0.01
0.16
0.22
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.180)
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QR Factorization
Solution of the subproblem in (A.177) can be performed by using a QR factor-
ization, i.e.,
[
Q¯
]
(k+1)×(k+1) ·
⎡
⎣ R¯
0
⎤
⎦
(k+1)×k
· y(k) =
[
β(1) 0 . . . 0
]†
(A.181)
or ⎡
⎣ R¯
0
⎤
⎦
(k+1)×k
· y(k) = [Q¯H]
(k+1)×(k+1) ·
[
β(1) 0 . . . 0
]†
. (A.182)
We note that β(1)Q¯
∗
[1, k + 1] should be zero for consistency. Otherwise, the
system is inconsistent and it can be solved only in the least-squares sense.
Following the QR factorization, we obtain a sparse matrix equation in the form
of ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R11 R12
R22 R23
R33 R34
. . .
. . .
. . . R(k−1)k
Rkk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
k×k
· y(k) = β1
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q∗11
Q∗12
...
...
Q∗1k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (A.183)
where Rmn = R[m,n] and Qmn = Q¯[m,n]. We eliminate y
(k) by using (A.176)
as
a(k) = β1
[
V¯
]
N×k ·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R11 R12
R22 R23
R33 R34
. . .
. . .
. . . R(k−1)k
Rkk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1
k×k
·
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q∗11
Q∗12
...
...
Q∗1k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(A.184)
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Finally, the expression in (A.184) can be used to derive a recursive relation as
a(k) = a(k−1) + β1Q∗1kz
(k) (A.185)
z(k) =
1
Rkk
v(k) − R(k−1)k
Rkk
z(k−1). (A.186)
We note that the subproblem in (A.177) is never solved directly. Elements of the
QR factorization, i.e., Rkk, R(k−1)k, and Q1k, are used in (A.185) and (A.186) to
obtain a(k). In order to calculate those elements, the required QR factorization
in the kth iteration is not performed from scratch. Instead, we use recursive
relations, as detailed in [113].
A.8 Rao-Wilton-Glisson and Linear-Linear Func-
tions
In this section, we use the notation in [57] to derive the LL functions from the
RWG functions by a decomposition. The zeroth-order divergence-conforming
bases for triangular elements, such as the RWG functions, can be written as
fβ(r) =
1
Jβ
[
ζβ+1(r)β−1 − ζβ−1(r)β+1
] (
β = 1, 2, 3
)
, (A.187)
where Jβ indicates the Jacobian derived for the RWG functions as
Jβ =
2A
|β| (A.188)
and A is the area of the triangle. In (A.187), ζi(r) for i = 1, 2, 3 represent parent
coordinates with the dependency relationship
ζ1(r) + ζ2(r) + ζ3(r) = 1 (A.189)
when r is on the triangle. In addition, i in (A.187) for i = 1, 2, 3 represent edge
vectors with the dependence
1 + 2 + 3 = 0. (A.190)
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The RWG functions, which provide three degrees of freedom per triangle, are
zeroth-order complete since they can represent any constant vector function on
a triangle and their surface divergence is also constant. Given the three RWG
functions corresponding to the three edges of a triangle as in (A.187), the set of
LL functions associated with the same triangle can be derived as
f
(1)
β (r) =
1
Jβ
ζβ+1(r)β−1 (A.191)
f
(2)
β (r) = −
1
Jβ
ζβ−1(r)β+1 (A.192)
with the decomposition
fβ(r) = f
(1)
β (r) + f
(2)
β (r)
(
β = 1, 2, 3
)
. (A.193)
We note that both of the distributions in (A.187) and (A.191)–(A.192) provide
a linear variation for parallel components along the edges β. On the other hand,
∇ζβ(r)|ζβ(r)=0 · f (1)β (r) = ζβ+1(r) (A.194)
∇ζβ(r)|ζβ(r)=0 · f (2)β (r) = ζβ−1(r) (A.195)
so that normal components of the LL functions in (A.191)–(A.192) have also
linear variation along edges β, while they are constant for the RWG functions in
(A.187), i.e.,
∇ζβ(r)|ζβ(r)=0 · fβ(r) = ζβ+1(r) + ζβ−1(r) = 1− ζβ(r) = 1. (A.196)
Any linearly varying vector function on the triangle can be represented by a
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combination of the LL functions since
f
(1)
2 (r)
|2| +
f
(2)
2 (r)
|2| −
f
(1)
3 (r)
|3| −
f
(2)
3 (r)
|3| =
1
2A
(A.197)
f
(1)
3 (r)
|3| +
f
(2)
3 (r)
|3| −
f
(1)
1 (r)
|1| −
f
(2)
1 (r)
|1| =
2
2A
(A.198)
f
(2)
2 (r)
|2| −
f
(1)
3 (r)
|3| =
ζ1(r)1
2A
(A.199)
f
(2)
3 (r)
|3| −
f
(1)
1 (r)
|1| =
ζ2(r)2
2A
(A.200)
−f
(2)
3 (r)
|3| =
ζ2(r)1
2A
(A.201)
f
(1)
3 (r)
|3| =
ζ1(r)2
2A
. (A.202)
On the other hand, the LL functions are not strictly ﬁrst-order complete since
their surface divergences
∇S · f (1)β (r) =
1
Jβ
β−1 · ∇ζβ+1(r) = 1
Jβ
=
|β|
2A
(A.203)
∇S · f (2)β (r) = −
1
Jβ
(r)β+1 · ∇ζβ−1(r) = − 1
Jβ
= −|β|
2A
(A.204)
for β = 1, 2, or 3 are constants. As indicated in [57], a strictly ﬁrst-order complete
basis requires eight degrees of freedom on the triangle, whereas the LL functions
have six degrees of freedom. Nevertheless, LL functions have the advantage that
their implementations do not require higher-order techniques while providing
signiﬁcantly higher accuracy than the RWG functions.
◦
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Appendix B
Extras
B.1 Mie-Series Solutions
Mie-series solutions of scattering problems involving spherical objects are known
for about 100 years [14]. The solution procedure is based on a purely analyti-
cal application of the Maxwell’s equations on spherical objects that are illumi-
nated by electromagnetic waves. Although the solution method is named after
its developer German physicist Gustav Mie, it is known that the basic theory
was presented previously by Ludvig Valentin Lorenz in 1890. Since then, many
variations of the theory have been published in journal papers and text books.
Mie-series solutions are still used in electromagnetics, especially to test the ac-
curacy of computational solvers.
Mie-series solutions involve the expansion of electromagnetic ﬁelds in terms of
spherical functions. Among various types of procedures, we follow a rigorous
derivation based on Debye potentials. We consider time-harmonic scattering
from spherical objects located at the origin in a homogeneous medium extending
to inﬁnity. Angular frequency is ω. Total electric and magnetic ﬁelds in each
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homogeneous medium are separated into known incident and unknown scattered
ﬁelds. By applying boundary conditions on spherical surfaces, unknown coeﬃ-
cients for scattered ﬁelds can be determined analytically. In theory, electromag-
netic ﬁelds can only be expanded by inﬁnite numbers of terms. Therefore, an
exact solution cannot be generated by using a computer program. However, a
ﬁnite number of terms is usually suﬃcient to obtain the solution with a desired
level of accuracy.
B.1.1 Deﬁnitions
Some of spherical functions, which are frequently used in Mie-series solutions,
are deﬁned as
ωn(θ) =
n
sin θ
[
cos θPn(cos θ)− Pn−1(cos θ)
]
(B.1)
Ωn(θ) = sin θ
∂
∂θ
ωn(θ) (B.2)
=
n
sin θ
[
(n cos2 θ − 1)Pn(cos θ)
− 2(n− 1) cos θPn−1(cos θ) + (n− 1)Pn−2(cos θ)
]
(B.3)
γn(kr) = krh
(1)
n (kr) (B.4)
Γn(kr) =
∂
∂r
[
rh(1)n (kr)
]
=
[
krh
(1)
n−1(kr)− nh(1)n (kr)
]
(B.5)
υn(kr) = krjn(kr) (B.6)
Υn(kr) =
∂
∂r
[
rjn(kr)
]
=
[
krjn−1(kr)− njn(kr)
]
. (B.7)
B.1.2 Debye Potentials
Debye potentials at r = (r, θ, φ) are deﬁned as
πe(r) =
cos φ
η
∞∑
n=1
anν(kr)ωn(θ) (B.8)
πm(r) = − sinφ
∞∑
n=1
bnν(kr)ωn(θ), (B.9)
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where ν is a spherical Bessel or spherical Hankel function. In (B.8) and (B.9), an
and bn are coeﬃcients determined by boundary conditions. Derivatives of Debye
potentials are derived as
∂
∂θ
πe(r) =
cosφ
η sin θ
∞∑
n=1
anνn(kr)Ωn(θ) (B.10)
∂
∂φ
πe(r) = −sin φ
η
∞∑
n=1
anνn(kr)ωn(θ) (B.11)
∂
∂θ
πm(r) = −sin φ
sin θ
∞∑
n=1
bnνn(kr)Ωn(θ) (B.12)
∂
∂φ
πm(r) = − cosφ
∞∑
n=1
bnνn(kr)ωn(θ). (B.13)
B.1.3 Electric and Magnetic Fields
Electromagnetic ﬁelds can be obtained from Debye potentials as
Eθ(r) =
i
ωr
∂2
∂r∂θ
rπe(r) +
1
sin θ
∂
∂φ
πm(r) (B.14)
Eφ(r) =
i
ωr sin θ
∂2
∂r∂φ
rπe(r)− ∂
∂θ
πm(r) (B.15)
Hθ(r) = − i
ωμr
∂2
∂r∂θ
rπm(r) +
1
sin θ
∂
∂φ
πe(r) (B.16)
Hφ(r) = − i
ωμr sin θ
∂2
∂r∂φ
rπm(r)− ∂
∂θ
πe(r). (B.17)
B.1.4 Incident Fields
We assume that spherical objects are located in a homogeneous space with elec-
tromagnetic parameters (o, μo) and they are illuminated by a plane wave prop-
agating in the z direction with the electric ﬁeld polarized in the x direction,
i.e.,
Eincθ (r) = cos θ cosφ exp (ikor cos θ) (B.18)
Eincφ (r) = − sin φ exp (ikor cos θ). (B.19)
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Incident electric and magnetic ﬁelds can be expanded in a series of spherical
functions at r = (r, θ, φ) as
Eincθ (r) = −
cosφ
kor sin θ
∞∑
n=1
R(0)n
[
υn(kor)ωn(θ)− iΥn(kor)Ωn(θ)
]
(B.20)
Eincφ (r) =
sinφ
kor sin θ
∞∑
n=1
R(0)n
[
υn(kor)Ωn(θ)− iΥn(kor)ωn(θ)
]
(B.21)
H incθ (r) =
i sinφ
koηor sin θ
∞∑
n=1
R(0)n
[
Υn(kor)Ωn(θ) + iυn(kor)ωn(θ)
]
(B.22)
H incφ (r) =
i cosφ
koηor sin θ
∞∑
n=1
R(0)n
[
Υn(kor)ωn(θ) + iυn(kor)Ωn(θ)
]
, (B.23)
where
R(0)n =
(−i)−n(2n + 1)
n(n + 1)
. (B.24)
B.1.5 Perfectly-Conducting Sphere
Consider a PEC sphere with a radius of ro. Scattered electric and magnetic ﬁelds
outside the sphere at r = (r, θ, φ) can be derived as
Esca,oθ (r) = −
cosφ
kor sin θ
∞∑
n=1
[
bnγn(kor)ωn(θ)− ianΓn(kor)Ωn(θ)
]
(B.25)
Esca,oφ (r) =
sinφ
kor sin θ
∞∑
n=1
[
bnγn(kor)Ωn(θ)− ianΓn(kor)ωn(θ)
]
(B.26)
Hsca,oθ (r) =
i sinφ
koηor sin θ
∞∑
n=1
[
bnΓn(kor)Ωn(θ) + ianγn(kor)ωn(θ)
]
(B.27)
Hsca,oφ (r) =
i cosφ
koηor sin θ
∞∑
n=1
[
bnΓn(kor)ωn(θ) + ianγn(kor)Ωn(θ)
]
. (B.28)
Applying boundary conditions on the PEC surface, we obtain
an = −R(0)n
Υn(koro)
Γn(koro)
(B.29)
bn = −R(0)n
υn(koro)
γn(koro)
. (B.30)
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B.1.6 Dielectric Sphere
Consider a lossless dielectric sphere with a radius of ro and with electromagnetic
parameters (i, μi). Electric and magnetic ﬁelds inside the sphere can be derived
as
Esca,iθ (r) = −
cosφ
kir sin θ
∞∑
n=1
[
dnυn(kir)ωn(θ)− icnΥn(kir)Ωn(θ)
]
(B.31)
Esca,iφ (r) =
sin φ
kir sin θ
∞∑
n=1
[
dnυn(kir)Ωn(θ)− icnΥn(kir)ωn(θ)
]
(B.32)
Hsca,iθ (r) =
i sinφ
kiηir sin θ
∞∑
n=1
[
dnΥn(kir)Ωn(θ) + icnυn(kir)ωn(θ)
]
(B.33)
Hsca,iφ (r) =
i cosφ
kiηir sin θ
∞∑
n=1
[
dnΥn(kir)ωn(θ) + icnυn(kir)Ωn(θ)
]
. (B.34)
Equations (B.20)–(B.28) can be used to derive electric and magnetic ﬁelds outside
the sphere. Applying boundary conditions and using
υn(x)Γn(x)− γn(x)Υn(x) = i, (B.35)
we obtain
an = R
(0)
n
η−1o υn(koro)Υn(kiro)− η−1i υn(kiro)Υn(koro)
η−1i υn(kiro)Γn(koro)− η−1o γn(koro)Υn(kiro)
(B.36)
bn = R
(0)
n
η−1i υn(koro)Υn(kiro)− η−1o υn(kiro)Υn(koro)
η−1o υn(kiro)Γn(koro)− η−1i γn(koro)Υn(kiro)
(B.37)
cn = R
(0)
n
(
ki
koηo
)
i
η−1i υn(kiro)Γn(koro)− η−1o γn(koro)Υn(kiro)
(B.38)
dn = R
(0)
n
(
ki
koηo
)
i
η−1o υn(kiro)Γn(koro)− η−1i γn(koro)Υn(kiro)
. (B.39)
B.1.7 Coated Perfectly-Conducting Sphere
Consider a PEC sphere with a radius of rs coated with a dielectric shell with
a radius of ro. The dielectric shell is lossless with electromagnetic parameters
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(s, μs). Electric and magnetic ﬁelds inside the shell can be derived as
Esca,sθ (r) = −
cos φ
ksr sin θ
∞∑
n=1
[
f+n γn(ksr)ωn(θ)− ie+nΓn(ksr)Ωn(θ)
]
− cos φ
ksr sin θ
∞∑
n=1
[
f−n υn(ksr)ωn(θ)− ie−nΥn(ksr)Ωn(θ)
]
(B.40)
Esca,sφ (r) =
sin φ
ksr sin θ
∞∑
n=1
[
f+n γn(ksr)Ωn(θ)− ie+nΓn(ksr)ωn(θ)
]
+
sin φ
ksr sin θ
∞∑
n=1
[
f−n υn(ksr)Ωn(cos θ)− ie−nΥn(ksr)ωn(θ)
]
(B.41)
Hsca,sθ (r) =
i sinφ
ksηsr sin θ
∞∑
n=1
[
f+n Γn(ksr)Ωn(θ) + ie
+
n γn(ksr)ωn(θ)
]
+
i sinφ
ksηsr sin θ
∞∑
n=1
[
f−n Υn(ksr)Ωn(θ) + ie
−
n υn(ksr)ωn(θ)
]
(B.42)
Hsca,sφ (r) =
i cosφ
ksηsr sin θ
∞∑
n=1
[
f+n Γn(ksr)ωn(θ) + ie
+
n γn(ksr)Ωn(θ)
]
+
i cosφ
ksηsr sin θ
∞∑
n=1
[
f−n Υn(ksr)ωn(θ) + ie
−
n υn(ksr)Ωn(θ)
]
. (B.43)
Equations (B.20)–(B.28) can be used to derive electric and magnetic ﬁelds outside
the object. Applying boundary conditions, we obtain
an = R
(0)
n
1 + R
(1)
n R
(3)
n
R
(5)
n + R
(1)
n R
(4)
n
(B.44)
bn = R
(0)
n
1 + R
(2)
n R
(6)
n
R
(8)
n + R
(2)
n R
(7)
n
, (B.45)
where
R(1)n = −
Υn(ksrs)
Γn(ksrs)
(B.46)
R(2)n = −
υn(ksrs)
γn(ksrs)
(B.47)
R(3)n =
η−1s γn(ksro)Υn(koro)− η−1o υn(koro)Γn(ksro)
η−1s υn(ksro)Υn(koro)− η−1o υn(koro)Υn(ksro)
(B.48)
R(4)n =
η−1o γn(koro)Γn(ksro)− η−1s γn(ksro)Γn(koro)
η−1s υn(ksro)Υn(koro)− η−1o υn(koro)Υn(ksro)
(B.49)
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R(5)n =
η−1o γn(koro)Υn(ksro)− η−1s υn(ksro)Γn(koro)
η−1s υn(ksro)Υn(koro)− η−1o υn(koro)Υn(ksro)
(B.50)
R(6)n =
η−1o γn(ksro)Υn(koro)− η−1s υn(koro)Γn(ksro)
η−1o υn(ksro)Υn(koro)− η−1s υn(koro)Υn(ksro)
(B.51)
R(7)n =
η−1s γn(koro)Γn(ksro)− η−1o γn(ksro)Γn(koro)
η−1o υn(ksro)Υn(koro)− η−1s υn(koro)Υn(ksro)
(B.52)
R(8)n =
η−1s γn(koro)Υn(ksro)− η−1o υn(ksro)Γn(koro)
η−1o υn(ksro)Υn(koro)− η−1s υn(koro)Υn(ksro)
. (B.53)
Let rs 
= ro, s = o, and μs = μo. Then,
an → R(0)n
R
(1)
n R
(3)
n
R
(5)
n
= −R(0)n
Υn(koro)
Γn(koro)
(B.54)
bn → R(0)n
R
(2)
n R
(6)
n
R
(8)
n
= −R(0)n
υn(koro)
γn(koro)
, (B.55)
which are in agreement with expressions in (B.29) and (B.30) for a PEC sphere
in a homogeneous space.
B.1.8 Coated Dielectric Sphere
Finally, consider a dielectric sphere with a radius of rs coated with a dielectric
shell with a radius of ro. Both the core and the shell are lossless with electro-
magnetic parameters (i, μi) and (s, μs), respectively. Once again, (B.20)–(B.28)
can be used to derive electric and magnetic ﬁelds outside the sphere. Similarly,
equations (B.31)–(B.34) and (B.40)–(B.43) can be used to derive electromagnetic
ﬁelds inside the core and the shell, respectively. Using boundary conditions, we
obtain
an = R
(0)
n
1 + R
(1)
n R
(3)
n
R
(5)
n + R
(1)
n R
(4)
n
(B.56)
bn = R
(0)
n
1 + R
(2)
n R
(6)
n
R
(8)
n + R
(2)
n R
(7)
n
, (B.57)
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where
R(1)n =
η−1s γn(ksrs)Υn(kirs)− η−1i υn(kirs)Γn(ksrs)
η−1i υn(kirs)Υn(ksrs)− η−1s υn(ksrs)Υn(kirs)
(B.58)
R(2)n =
η−1i γn(ksrs)Υn(kirs)− η−1s υn(kirs)Γn(ksrs)
η−1s υn(kirs)Υn(ksrs)− η−1i υn(ksrs)Υn(kirs)
(B.59)
R(3)n =
η−1s υn(ksro)Υn(koro)− η−1o υn(koro)Υn(ksro)
η−1s γn(ksro)Υn(koro)− η−1o υn(koro)Γn(ksro)
(B.60)
R(4)n =
η−1o γn(koro)Υn(ksro)− η−1s υn(ksro)Γn(koro)
η−1s γn(ksro)Υn(koro)− η−1o υn(koro)Γn(ksro)
(B.61)
R(5)n =
η−1o γn(koro)Γn(ksro)− η−1s γn(ksro)Γn(koro)
η−1s γn(ksro)Υn(koro)− η−1o υn(koro)Γn(ksro)
(B.62)
R(6)n =
η−1o υn(ksro)Υn(koro)− η−1s υn(koro)Υn(ksro)
η−1o γn(ksro)Υn(koro)− η−1s υn(koro)Γn(ksro)
(B.63)
R(7)n =
η−1s γn(koro)Υn(ksro)− η−1o υn(ksro)Γn(koro)
η−1o γn(ksro)Υn(koro)− η−1s υn(koro)Γn(ksro)
(B.64)
R(8)n =
η−1s γn(koro)Γn(ksro)− η−1o γn(ksro)Γn(koro)
η−1o γn(ksro)Υn(koro)− η−1s υn(koro)Γn(ksro)
. (B.65)
Let rs 
= ro, s = o 
= i, and μs = μo 
= μi. Then,
an → R
(0)
n
R
(1)
n R
(4)
n
= R(0)n
η−1i υn(kirs)Υn(kors)− η−1o υn(kors)Υn(kirs)
η−1o γn(kors)Υn(kirs)− η−1i υn(kirs)Γn(kors)
(B.66)
bn → R
(0)
n
R
(2)
n R
(7)
n
= R(0)n
η−1o υn(kirs)Υn(kors)− η−1i υn(kors)Υn(kirs)
η−1i γn(kors)Υn(kirs)− η−1o υn(kirs)Γn(kors)
, (B.67)
which are in agreement with expressions in (B.36) and (B.37) for a dielectric
sphere in a homogeneous domain.
B.1.9 Far-Field Expressions
Using the large-argument form of the spherical Hankel function, i.e.,
lim
x→∞
h(1)n (x) ≈ (−i)n+1
exp (ix)
x
(B.68)
lim
x→∞
Γn(x) ≈
[
(−i)n exp (ix)− n(−i)n+1 exp (ix)
x
]
≈ (−i)n exp (ix), (B.69)
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we obtain
E∞θ (θ, φ) = lim
r→∞
[
r exp (−ikor)
]
Esca,oθ
=
i cosφ
ko sin θ
∞∑
n=1
(−i)n
[
anΩn(θ) + bnωn(θ)
]
(B.70)
E∞φ (θ, φ) = lim
r→∞
[
r exp (−ikor)
]
Esca,oφ
= − i sinφ
ko sin θ
∞∑
n=1
(−i)n
[
anωn(θ) + bnΩn(θ)
]
(B.71)
RCS(θ, φ) = 4π
[∣∣E∞θ (θ, φ)∣∣2 + ∣∣E∞φ (θ, φ)∣∣2]. (B.72)
When θ = 0◦ (back-scattering direction),
ωn(θ)
sin θ
→ −n(n + 1)
2
(B.73)
Ωn(θ)
sin θ
→ −n(n + 1)
2
(B.74)
E∞θ (θ, φ) → −
i cos φ
ko
∞∑
n=1
n(n + 1)
2
(−i)n(an + bn) (B.75)
E∞φ (θ, φ) →
i sin φ
ko
∞∑
n=1
n(n + 1)
2
(−i)n(an + bn), (B.76)
and
RCS(θ = 0◦) =
π
k2o
∣∣∣∣∣
∞∑
n=1
n(n + 1)(−i)n(an + bn)
∣∣∣∣∣
2
. (B.77)
Similarly, when θ = 180◦ (forward-scattering direction),
ωn(θ)
sin θ
→ n(n + 1)
2
(−1)n (B.78)
Ωn(θ)
sin θ
→ −n(n + 1)
2
(−1)n (B.79)
E∞θ (θ, φ) → −
i cos φ
ko
∞∑
n=1
n(n + 1)
2
(i)n
(
an − bn
)
(B.80)
E∞φ (θ, φ) → −
i sin φ
ko
∞∑
n=1
n(n + 1)
2
(i)n
(
an − bn
)
, (B.81)
and
RCS(θ = 180◦) =
π
k2o
∣∣∣∣∣
∞∑
n=1
n(n + 1)(i)n
(
an − bn
)∣∣∣∣∣
2
. (B.82)
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B.2 Other Formulations
B.2.1 Electric-Field Volume Integral Equation
Volume integral equations can be used to formulate electromagnetics problems
involving dielectric objects. Major advantages and disadvantages of volume for-
mulations compared to surface formulations can be listed as follows:
• For thin dielectric objects, volume integral equations produce better-
conditioned matrix equations than surface integral equations.
• Volume integral equations does not breakdown for low-contrast objects as
opposed to conventional surface integral equations.
• Heterogeneous dielectric objects can be modeled easily with volume inte-
gral equations, which allow diﬀerent electrical parameters for discretization
elements.
• Volume integral equations usually require more numbers of unknowns than
surface integral equations for a given problem.
In this section, we brieﬂy present a volume integral equation, namely, EFVIE,
derived for non-magnetic dielectric objects.
We consider a dielectric object with a relative permittivity of r located in free
space. Equivalent electric current can be deﬁned as
J(r) = iωκ(r)D(r) = iωκ(r)0r(r)E(r), (B.83)
where 0 is the permittivity of free space and
κ(r) =
1− r(r)
r(r)
(B.84)
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is the contrast at the observation point r. When r is located outside the object,
κ(r) = 0, hence J(r) = 0. The total electric ﬁeld in (B.83) can be written as
E(r) = Einc(r)
+ ik0η0
∫
D
dr′J(r′)g0(r, r′)− iη0
k0
∇
∫
D
dr′J(r′) · ∇′g0(r, r′), (B.85)
where Einc is the incident electric ﬁeld created by external sources, k0 = 2π/λ0 =
ω
√
μ00 is the wave number, and η0 is the wave impedance in free space. Using
(B.85) in (B.83), one can obtain [48]
D(r)
0r(r)
− ik0η0
∫
D
dr′iωκ(r′)D(r′)g0(r, r′)
+
iη0
k0
∇
∫
D
dr′iωκ(r′)D(r′) · ∇′g0(r, r′) = Einc(r), (B.86)
which is called EFVIE.
For numerical solutions of EFVIE, we expand iωD in a series of basis functions,
i.e.,
iωD(r) =
N∑
n=1
anbn(r), (B.87)
and test the equation by using a set of testing functions tm for m = 1, 2, . . . , N .
We obtain N ×N dense matrix equations in the form of
Z¯EV · a = wEV , (B.88)
where matrix elements and elements of the RHS vector are derived as
Z¯EV [m,n] =
1
iω0
∫
Dm
dr
1
r(r)
tm(r) · bn(r)
− iωμ0
∫
Dm
drtm(r) ·
∫
Dn
dr′κ(r′)bn(r′)g0(r, r′)
− 1
iω0
∫
Dm
drtm(r) · ∇
∫
Dn
dr′κ(r′)bn(r′) · ∇′g0(r, r′) (B.89)
and
wEV [m] =
∫
Dm
drtm(r) ·Einc(r), (B.90)
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respectively.
Similar to surface formulations, we use the RWG functions for the discretization
of EFVIE. Each RWG function is deﬁned in a pair of tetrahedra sharing a com-
mon surface. The nth RWG function with a spatial support of Dn = Dn1 +Dn2
can be written as
fRWG,Vn (r) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
An
3Vn1
(r − rn1), r ∈ Dn1
An
3Vn2
(rn2 − r), r ∈ Dn2
0, r /∈ Dn,
(B.91)
where An represents the area of the common surface, whereas Vn1 and Vn2 are
volumes of the ﬁrst (Dn1) and the second (Dn2) tetrahedron, respectively. In
(B.91), rn1 and rn2 are coordinates of the two vertices opposite of the common
surface. We note that the charge density represented by the nth RWG function
can be derived as
∇ · fRWG,Vn (r) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
An
Vn1
, r ∈ Dn1
−An
Vn2
, r ∈ Dn2
0, r /∈ Dn.
(B.92)
Consider the interaction of two half RWG functions tRWG,Vma and b
RWG,V
nb asso-
ciated with the ath tetrahedron of the mth surface and bth tetrahedron of the
nth surface, respectively. We obtain
Z¯EV [m,n, a, b] =
Cma,nb
iω0
∫
Dma
dr
1
r(r)
(r − rma) · (r − rnb)
− iωμ0Cma,nb
∫
Dma
dr(r − rma) ·
∫
Dnb
dr′κ(r′)(r′ − rnb)g0(r, r′)
− Cma,nb
iω0
∫
Dma
dr(r − rma) · ∇
∫
Dnb
dr′κ(r′)(r′ − rnb) · ∇′g0(r, r′),
(B.93)
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where
Cma,nb = AmAn
9VmaVnb
γmaγnb (B.94)
and γnb, γma = ±1, depending on the direction of basis and testing functions in
tetrahedra.
At this stage, we assume that the permittivity is constant inside each tetra-
hedron. Then,
Z¯EV [m,n, a, b] =
Cma,nb
iω0r,nb
∫
Dma
dr(r − rma) · (r − rnb)
− iωμ0κnbCma,nb
∫
Dma
dr(r − rma) ·
∫
Dnb
dr′(r′ − rnb)g0(r, r′)
− Cma,nbκnb
iω0
∫
Dma
dr(r − rma) · ∇
∫
Dnb
dr′(r′ − rnb) · ∇′g0(r, r′).
(B.95)
For the third term in (B.95), we use the divergence theorem and properties of
the RWG functions to arrive at
∫
Dnb
dr′(r′ − rnb) · ∇′g0(r, r′) = 3Vnb
An
∫
Sn
dr′g0(r, r′)− 3
∫
Dnb
dr′g0(r, r′).
(B.96)
Inserting (B.96) in (B.95), and using the divergence theorem again, we obtain
Z¯EV [m,n, a, b] =
Cma,nb
iω0r,nb
∫
Dma
dr(r − rma) · (r − rnb)
− iωμ0κnbCma,nb
∫
Dma
dr(r − rma) ·
∫
Dnb
dr′(r′ − rnb)g0(r, r′)
− 9Cma,nbκnb
iω0
∫
Dma
dr
∫
Dnb
dr′g0(r, r′)
+
Anκnbγnbγma
iω0Vnb
∫
Sm
dr
∫
Dnb
dr′g0(r, r′)
+
Amκnbγnbγma
iω0Vma
∫
Dma
dr
∫
Sn
dr′g0(r, r′)
− κnbγnbγma
iω0
∫
Sm
dr
∫
Sn
dr′g0(r, r′). (B.97)
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Finally, (B.97) can be written in terms of basic integrals as
Z¯EV [m,n, a, b] =
Cma,nb
iω0r,nb
{
(xmaxnb + ymaynb + zmaznb)Vma + I17 + I18 + I19
− (xma + xnb)I14 − (yma + ynb)I15 − (zma + znb)I16
}
− iωμ0κnbCma,nb
{
(xmaxnb + ymaynb + zmaznb)I1 + I8 + I9 + I10
− xnbI2 − ynbI3 − znbI4 − xmaI5 − ymaI6 − zmaI7
}
− 9Cma,nbκnb
iω0
{
I1 − Vma
Am
I11 − Vnb
An
I12 +
VmaVnb
AmAn
I13
}
, (B.98)
where
I{1,2,3,4} =
∫
Vma
dr
{
1, x, y, z
}∫
Vnb
dr′g0(r, r′) (B.99)
I{5,6,7} =
∫
Vma
dr
∫
Vnb
dr′
{
x′, y′, z′
}
g0(r, r
′) (B.100)
I8 =
∫
Vma
drx
∫
Vnb
dr′x′g0(r, r′) (B.101)
I9 =
∫
Vma
dry
∫
Vnb
dr′y′g0(r, r′) (B.102)
I10 =
∫
Vma
drz
∫
Vnb
dr′z′g0(r, r′) (B.103)
I11 =
∫
Sm
dr
∫
Dnb
dr′g0(r, r′) (B.104)
I12 =
∫
Dma
dr
∫
Sn
dr′g0(r, r′) (B.105)
I13 =
∫
Sm
dr
∫
Sn
dr′g0(r, r′) (B.106)
I{14,15,16} =
∫
Vma
dr
{
x, y, z
}
(B.107)
I{17,18,19} =
∫
Vma
dr
{
x2, y2, z2
}
. (B.108)
Inner integrals in (B.99)–(B.108) can be calculated accurately by using singu-
larity extraction methods [91]. We note that surface integrals in I11, I12, and
I13 can be omitted when electrical parameters do not change across Sm or Sn.
This is because contributions from two tetrahedra on the two sides of the surface
cancel each other.
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B.2.2 Born Approximation
When the contrast of the object is low, i.e., κ(r) ≈ 0, the equivalent volume
electric current can be approximated as
J(r) = iωκ(r)0r(r)E
inc(r) = iω[1− r(r)]0Einc(r), (B.109)
by replacing the total electric ﬁeld with the incident ﬁeld, which is called the
Born approximation.
B.2.3 Impedance Boundary Conditions
A commonly used approximation for a smooth object with high conductivity is
using an impedance boundary condition (IBC), such as
M(r) = Zsnˆ× J(r), (B.110)
where Zs is the impedance of the surface. For example, using (B.110) in T-EFIE,
one can obtain
ηtˆ · T {J}(r)−Zstˆ ·KPV {nˆ× J}(r)− ΩoZs
4π
tˆ · J(r) = −tˆ ·Einc(r) (B.111)
or
tˆ · ikη
∫
S
dr′
[
J(r′) +
1
k2
∇′ · J(r′)∇
]
g(r, r′)
−Zstˆ ·
∫
S
dr′nˆ′ × J(r′)×∇′g(r, r′)− ΩoZs
4π
tˆ · J(r) = −tˆ ·Einc(r). (B.112)
EFIE in the form of (B.112) can be discretized and solved numerically. However,
it should be emphasized that IBCs are valid and provide accurate solutions under
two strict circumstances:
• The object must be smooth and much thicker than the skin depth.
• Magnitude of the refractive index of the object must be signiﬁcantly larger
than the unity.
505
B.3 Solutions of Large Problems
As demonstrated in Chapter 4, parallelization of MLFMA provides the solution
of electromagnetics problems discretized with hundreds of millions of unknowns.
In this section, we discuss some important details that must be considered for
eﬃcient and accurate solutions of those large-scale problems.
B.3.1 Mesh Reﬁnement
Discretizations involving large numbers of triangles can be performed eﬃciently
via a mesh-reﬁnement algorithm. For example, a coarse discretization with T
triangles provided by a commercial program can be used to generate a ﬁne dis-
cretization with 4T triangles by dividing each original triangle into four sub-
triangles. This reﬁnement procedure can be applied repeatedly in order to de-
crease the mesh size, as required. On the other hand, although the mesh size
can be appropriate for accurate solutions, a ﬁne discretization obtained via the
reﬁnement algorithm does not provide a better modelling of curved surfaces com-
pared to the coarse kernel discretization. Hence, the mesh-reﬁnement algorithm
may not be preferred if a similar discretization with the same mesh size can be
obtained via a commercial program.
As an example, Figure B.1 presents the solution of a scattering problem in-
volving the stealth airborne target Flamme at 160 GHz. The size of the Flamme
corresponds to 320λ, and it is illuminated by a plane wave propagating in the
x-y plane at a 30◦ angle from the x axis with the electric ﬁeld polarized in the
z direction. Discretizations of the target with λ/10 triangles using a commercial
program and the mesh-reﬁnement algorithm lead to matrix equations involving
24,386,412 and 24,782,400 unknowns, respectively. The kernel discretization for
the mesh reﬁnement involves only 258,150 triangles. The problem is solved by a
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Figure B.1: Bistatic RCS (dBm2) of the stealth airborne target Flamme at
160 GHz. The target is illuminated by a plane wave propagating in the x-y
plane at a 30◦ angle from the x axis with the electric ﬁeld in polarized in the z
direction.
10-level MLFMA with three digits of accuracy. Figure B.1 presents the bistatic
RCS values on the x-y plane as a function of the bistatic angle φ from 180◦ to
225◦, where 210◦ corresponds to the forward-scattering direction. We observe
that RCS values obtained by employing the reﬁned mesh are very close to those
obtained by employing the “correct” mesh of the commercial program. Small
discrepancies between two results are due to diﬀerent levels of accuracy oﬀered
by the mesh-reﬁnement algorithm and the commercial program for modelling
curved surfaces of the Flamme.
B.3.2 Mesh Quality
In addition to the mesh size, the quality of the discretization is essential to obtain
accurate solutions of electromagnetics problems. On the other hand, it becomes
increasingly diﬃcult to detect errors in the discretization as the problem size gets
larger and the discretization involves many triangles.
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Figure B.2: Induced electric current on the surface of the Flamme. Unusual
currents due to triangles with high aspect ratios are clearly visible.
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As an example to errors encountered during discretizations, Figure B.2 presents
the solution of a scattering problem involving the Flamme. The electric current
induced on the surface of the target is investigated. We observe that current
values become unusually high at two symmetric locations. By zooming into those
locations, extremely narrow triangles with very large aspect ratios are observed.
We note that contamination of the accuracy of the solution due to distorted
discretization elements, such as triangles with large aspect ratios, can be diﬃcult
to detect without investigating the induced current on each and every portion of
the surface.
B.3.3 Recursive Clustering
In MLFMA, a multilevel tree structure must be constructed with less than
O(N logN) complexity. Otherwise, the recursive clustering part can easily be-
come a bottleneck of the implementation. We apply following steps to construct
a tree structure for a given discretized object.
• Determine the number of levels L and the box size at each level. Identify
boxes from the top to the bottom of the tree structure for each unknown.
At this stage, boxes are indexed according to their locations in oct-tree.
• Generate a real array of size N . The value of the nth element of the array
is C + n/N , where C is the index of the box at the lowest level including
nth unknown.
• Sort the real-type array by using a quick-sort algorithm.
• By tracing the sorted array once, ﬁnd the number of boxes and the number
of unknowns in each box.
• Rename each box by considering only non-empty boxes in the tree struc-
ture.
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Figure B.3: Solution of a scattering problem involving a perfectly-conducting
sphere discretized with 1,462,854 unknowns. (a) Histogram of the lowest-level
boxes in terms of the number of unknowns. (b) Number of near-ﬁeld interactions
assigned to each processor when rows of the matrix equation are distributed
equally among 32 processors.
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B.3.4 Distribution of Near-Field Interactions
Using cubic boxes in MLFMA provides many computational advantages due to
the symmetry. On the other hand, since the box size is ﬁxed, basis and test-
ing functions are distributed unequally among the lowest-level boxes. Hence,
during the parallelization of MLFMA, load-balancing algorithms are required
at each part of the algorithm, even for near-ﬁeld interactions. As an example,
Figure B.3 presents the solution of a scattering problem involving a perfectly-
conducing sphere of radius 20λ discretized with 1,462,854 unknowns. The prob-
lem is solved by a 7-level MLFMA using a bottom-up scheme. Figure B.3(a)
depicts an histogram of the lowest-level boxes in terms of the number of un-
knowns. We observe that the number of unknowns per box changes in a wide
range from 1 to 42. We also note that about 7000 out of 109,790 boxes involve
only one unknown.
Figure B.3(b) depicts the number of near-ﬁeld interactions assigned to each pro-
cessor when the solution is parallelized on a cluster of 32 processors and rows of
the matrix equation are distributed equally among processors. Since the number
of unknowns per box vary signiﬁcantly, the number of near-ﬁeld interactions per
row also vary signiﬁcantly, even for the simple sphere geometry. Hence, equal
distribution of rows leads to unequal distribution of unknowns among processors.
As a remedy, we use a load-balancing algorithm in order to distribute near-ﬁeld
interactions (instead of rows) equally among processors, which leads to the near-
ﬁeld partitioning. A load-balancing of far-ﬁeld interactions leads to the far-ﬁeld
partitioning of the matrix equation, which can be signiﬁcantly diﬀerent from the
near-ﬁeld partitioning.
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Figure B.4: Processing time for the solution of a scattering problem involving a
perfectly-conducting sphere of radius 20λ discretized with 1,462,854 unknowns.
(a) Setup time and (b) solution time are investigated with and without a system
program employed on the BiLCEM Clovertown cluster.
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B.3.5 Optimization of Parallel Solutions
Solutions via parallel MLFMA cannot be performed eﬃciently without opti-
mization. In this subsection, we summarize some of our observations during our
studies on the parallelization of MLFMA.
Eﬀects of Other Running Programs:
Figure B.4 presents the solution of a scattering problem involving a perfectly-
conducting sphere of radius 20λ discretized with 1,462,854 unknowns. The prob-
lem is solved by a 7-level MLFMA using the hybrid strategy and a bottom-up
scheme on the BiLCEM Clovertown cluster. The cluster involves eight nodes and
each node has two quad-core Intel Xeon Clovertown processors with 2.33 GHz
clock rate. Two diﬀerent cases are considered:
1. A system program requiring a signiﬁcant processing load is employed on a
single processor of a node, in addition to the parallel MLFMA.
2. All 64 processors are reserved for the parallel MLFMA.
Figures B.4(a) and B.4(b) depict the processing time for setup and solution
parts, respectively, as a function of the number of processors. We observe that
the processing time decreases regularly as the number of processors increases
up to 32 in both cases, i.e., with and without the system program. When the
number of processors is 64, however, the existence of the system program aﬀects
the processing time signiﬁcantly, even though the program is employed on a single
processor. In fact, for the solution part, the processing time increases from 32
processors to 64 processors. This experiment shows the necessity of a master
node to host system programs without aﬀecting the parallelization of MLFMA.
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Figure B.5: Solutions of a scattering problem involving a perfectly-conducting
sphere of radius 20λ discretized with 1,462,854 unknowns on the BiLCEM Clover-
town cluster. Processing times are compared when the parallel computer is em-
ployed as usual and when it is overloaded.
In Figure B.5, we again consider the solution of the sphere problem involving
1,462,854 unknowns on the BiLCEM Clovertown cluster. In addition to ordi-
nary solutions on 16–64 processors, we consider overloaded solutions, i.e., when
dummy programs are employed at the same time on all 64 processors of the
cluster. In Figure B.5, the ratio of processing times required for overloaded
and ordinary solutions is plotted as a function of the number of processors. We
observe that the setup time is doubled since each processor is used with 50%
eﬃciency. On the other hand, overloading signiﬁcantly aﬀects the solution part,
which involves many communications between processors. Using 32 and 64 pro-
cessors, overloading leads to more than 15-fold deceleration for the solution part.
As discussed in Chapter 4, using slower processors may increase the paralleliza-
tion eﬃciency since the computation time increases and dominates the commu-
nication time. This observation does not contradict with our observations in
514
Figure B.5. Speciﬁcally, overloading in Figure B.5 does not only slow down
processors but also decreases the performance of the whole system, including
communications. The setup part, which involves only computations, is aﬀected
by 50% due to the reduced eﬀective clock rate. The solution part, however, is
aﬀected more than 50% since it requires synchronization between processors and
delays in diﬀerent processors are accumulated.
Distribution of Processes:
Figure B.6 presents solutions of a scattering problem involving a perfectly-
conducting sphere of radius 20λ discretized with 1,462,854 unknowns on the
Tigerton cluster in Swindon. Solutions are parallelized among various numbers
of processors. In Figure B.6(a), we compare two diﬀerent cases, i.e., when 8
and 16 nodes of the cluster are employed. In both cases, the number of nodes
is maximized for all solutions, as usual. We observe that the ratio of process-
ing times required on 8 and 16 nodes is usually close to one, except for the
64-processor case. In this case, using 8 nodes instead of 16 nodes increases the
solution time by 8%. This experiment shows that using all processors in a node
may decrease the performance of the parallel computer, even though a suﬃcient
number of processors is actually available. Figure B.6(b) presents the solution of
the same problem on 16 nodes of the Tigerton cluster when the number of nodes
is maximized (distributed) and when the number of nodes is minimized (full).
For example, 16 processors are selected from 16 nodes (1 processor per each
node) and 2 nodes (8 processors per each node) in distributed and full schemes,
respectively. Figure B.6(b) conﬁrms that using all processors in a node increases
the solution time. This is not observed for the setup part, which only involves
computations and does not require any communication between processors.
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Figure B.6: Solutions of a scattering problem involving a perfectly-conducting
sphere of radius 20λ discretized with 1,462,854 unknowns on the Tigerton cluster.
Processing times are compared when (a) diﬀerent numbers of nodes are employed
and (b) processors are distributed among nodes in diﬀerent ways.
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Figure B.7: Optimization of intra-node communications in the BiLCEM Clover-
town cluster via a BIOS update. (a) Sorted latency (μs) and (b) sorted band-
width (MB/s).
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Figure B.8: Optimization of inter-node communications in the BiLCEM Clover-
town cluster via an Inﬁniband driver update.
Optimization of the Parallel Environment
The parallel environment should also be optimized for the best possible perfor-
mance of the parallel MLFMA. As an example, Figure B.7 presents the optimiza-
tion of intra-node communications between eight processors in the same node of
the BiLCEM Clovertown cluster. A simple update of the basic input/output
system (BIOS) signiﬁcantly accelerates intra-node communications. Speciﬁcally,
the latency decreases and the bandwidth increases, as depicted in Figures B.7(a)
and B.7(b), respectively.
In Figure B.8, we present the acceleration of inter-node communications by up-
dating the Inﬁniband driver. The processing time required for an integer transfer
is plotted when processors located in diﬀerent nodes perform communications
with each other. If the number of processors is larger than two, multiple com-
munications are performed at the same time. Hence, the communication time
increases as the number of processors increases. Figure B.8 shows that a simple
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Figure B.9: Time required for one-to-one communications in the BiLCEM
Clovertown cluster after optimizations. A data package of size 4 kB is com-
municated between all processors (cores) of the cluster.
update of the Inﬁniband driver signiﬁcantly accelerates inter-node communica-
tions.
Figure B.9 presents the time required for one-to-one communications in the BiL-
CEM Clovertown cluster after the parallel environment is optimized. A single
data package of 4 kB is communicated between all pairs of processors (cores) of
the cluster. We observe large discrepancies between the time required for intra-
node and inter-communications. Speciﬁcally, the package can be communicated
in more than 10 μs when cores are located on diﬀerent nodes, whereas it takes
less than 6 μs when cores are located in the same node. In addition, Figure B.9
shows that the speed of intra-node communications also depends on the location
of cores in the node, e.g., communications are faster when cores are located in
the same processor package.
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Figure B.10: Comparisons of MPI programs for solutions of scattering prob-
lems involving (a) a perfectly-conducting sphere of radius 20λ discretized with
1,462,854 unknowns and (b) a perfectly-conducting sphere of radius 110λ dis-
cretized with 41, 883, 648 unknowns.
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Finally, the choice of the MPI program is an another major parameter, which
aﬀects the parallelization of MLFMA. Among several choices, one program may
perform better than others for a given parallel computer. As an example, MVA-
PICH usually leads to more eﬃcient solutions than LAMMPI and OPENMPI
on the BiLCEM Clovertown cluster. Figure B.10(a) presents a comparison of
diﬀerent MPI programs for the solution of a scattering problem involving a
perfectly-conducting sphere of radius 20λ discretized with 1,462,854 unknowns.
We observe that MVAPICH leads to faster iterative solutions than LAMMPI and
OPENMPI, especially when the number of processors is large. It is remarkable
that the setup time does not depend on the MPI program, but the solution time
does. Using 64 processors, OPENMPI and LAMMPI are 100% and 30% slower
than MVAPICH for the solution part.
On the BiLCEM Clovertown cluster, MVAPICH is also more stable than other
MPI programs for the solution of large-scale problems. As an example, Fig-
ure B.10(b) presents the solution of a scattering problem involving a sphere of
radius 110λ discretized with 41, 883, 648 unknowns. The processing time required
for each MVM is plotted. We observe that ﬁrst two MVMs require signiﬁcantly
more time than others using LAMMPI. This undesired event is not observed
when using MVAPICH, which provides more stable solutions than LAMMPI. It
should be emphasized that our ﬁndings about MPI programs are based on the
latest versions of those programs and they are measured on the BiLCEM Clover-
town cluster, i.e., they may not be generalized to other parallel computers. On
the other hand, results in Figure B.10 shows that the choice of the MPI program
is crucial in terms of the eﬃciency of parallel solutions.
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Eﬃcient Use of the Computational Environment
It is well-known that programming is essential as much as underlying algorithms
to obtain eﬃcient solvers. Speciﬁcally, programs must be optimized to eliminate
all bottlenecks and to avoid stagnation when the problem size is large. As an
example to impacts of programming to the eﬃciency of solutions, we consider a
simple experiment involving multiplications ofN×N dense matrices. Figure B.11
presents the processing time as a function of N3 measured on an AMD Opteron
870 processor. Theoretically, the complexity of matrix-matrix multiplications is
O(N3). We consider two diﬀerent schemes to perform multiplications V¯ = X¯ ·Y¯ .
1. Ordinary: Loops are constructed as
for m = 1, 2, ..., N
for n = 1, 2, ..., N
for k = 1, 2, ..., N
V¯ [m,n] = V¯ [m,n] + X¯[m, k]Y¯ [k, n]
2. Improved: Loops are constructed as
for n = 1, 2, ..., N
for k = 1, 2, ..., N
for m = 1, 2, ..., N
V¯ [m,n] = V¯ [m,n] + X¯[m, k]Y¯ [k, n]
Figure B.11 shows that, using the ﬁrst (ordinary) scheme, the processing time
of matrix-matrix multiplications does not change linearly with respect to N3,
and the complexity of matrix-matrix multiplications seems larger than O(N3).
In addition, the processing time is signiﬁcantly longer for the ﬁrst (ordinary)
scheme compared to the second (improved) case, especially when N is large. A
major diﬀerence between two schemes is the use of the data stored in memory.
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Figure B.11: Processing time required for multiplications ofN×N dense matrices
on an AMD Opteron 870 processor.
Using the Fortran programming language, matrices are stored column-wise in
memory, and it is always faster to access a local data compared to a distributed
data. When loops are constructed by following the ordinary scheme, X¯ and V¯
matrices are not used in the best possible manner. Speciﬁcally, both X¯ and V¯ are
used row-wise, which leads to signiﬁcant delays when accessing data in memory.
Even the complexity of matrix-matrix multiplications is larger than expected due
to the ineﬃcient use of memory. As depicted in Figure B.11, changing the order
of loops rectiﬁes the complexity and provides the desired eﬃciency.
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B.4 Strategies for Building Less-Accurate Mul-
tilevel Fast Multipole Algorithm
MLFMA can perform a MVM with a desired level of accuracy, which is con-
trolled by the excess bandwidth formula in (4.9). There are many studies to
further improve the reliability of implementations by reﬁning formulas for trun-
cation numbers, especially for small boxes [97]. In most cases, the purpose is
to obtain accurate results by suppressing the error sources in MLFMA. On the
other hand, it is also desirable to build less-accurate forms of MLFMA, which
can be more eﬃcient than the original MLFMA. A less-accurate MLFMA can be
used to construct a strong preconditioner, where the accuracy is not very critical,
but a reasonable approximation is required with high eﬃciency.
A direct way to construct a less-accurate MLFMA is reducing truncation num-
bers using (4.9). For example, if the ordinary MLFMA has four digits of accu-
racy, i.e., d0 = 4, then a less-accurate MLFMA may have one or two digits of
accuracy [127]. On the other hand, this strategy has two major disadvantages:
1. A less-accurate MLFMA obtained by decreasing d0 in (4.9) is not signiﬁ-
cantly faster than the ordinary MLFMA. Because, the truncation number
loosely depends on d0 for large boxes at higher levels of MLFMA. As an
example, let d0 be reduced from 4 to 1. At the lowest level involving 0.25λ
boxes, the truncation number drops signiﬁcantly by 40% (from 10 to 6).
On the other hand, for a higher level with 16λ boxes, the truncation num-
ber decreases from 200 to 184, which corresponds to an only 8% reduction.
Therefore, reducing the value of d0 does not provide a signiﬁcant accelera-
tion, especially when the problem size is large.
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2. Extra cost of a less-accurate MLFMA obtained by decreasing d0 can be
signiﬁcant due to radiation and receiving patterns of basis and testing func-
tions calculated during the setup stage. In addition to ordinary patterns
employed by the ordinary MLFMA, a new set of patterns is required for
the less-accurate MLFMA with reduced truncation numbers.
As a result, better strategies are required to construct less-accurate and eﬃcient
versions of MLFMA.
Another strategy to build a less-accurate MLFMA can be omitting some of far-
ﬁeld interactions. In this case, the number of accurate digits is the same as that
for the ordinary MLFMA, but aggregation, translation, disaggregation stages
are omitted for a number of higher levels of the tree structure. The resulting
less-accurate MLFMA is called the incomplete MLFMA (IMLFMA), which does
not require extra computations during the setup stage. In addition, IMLFMA
can easily be obtained via minor modiﬁcations to the ordinary MLFMA. On the
other hand, this strategy fails to provide an acceptable accuracy for a suﬃcient
speedup. For example, half of levels must be ignored to obtain a two-fold speedup
with IMLFMA compared to the ordinary MLFMA. However, this would lead to
a poor approximation since many interactions (much more than 50%) are ignored.
Alternatively, we propose approximate MLFMA (AMLFMA), which is based
on systematically reducing truncation numbers as
T rl = Tmin + af(Tl − Tmin), (B.113)
where Tmin is the minimum truncation number and Tl is the ordinary truncation
number for level l. In (B.113), af represents an approximation factor in the
range from 0.0 to 1.0. As af is increased from 0.0 to 1.0, AMLFMA becomes more
accurate but less eﬃcient, and it corresponds to ordinary MLFMA when af = 1.0.
Since the truncation number at the lowest level is not modiﬁed, AMLFMA does
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Figure B.12: Errors in MVMs performed by AMLFMA with af = 0.0–0.8 and
by IMLFMA (omitting the highest level) for a sphere problem discretized with
132,003 unknowns. The reference data is obtained by using an ordinary MLFMA
with three digits of accuracy.
not require extra computations for radiation and receiving patterns of basis and
testing functions. Only a new set of translation functions is required, which leads
to a negligible extra cost.
As an example, we consider the solution of electromagnetics problems involv-
ing a sphere of radius 6λ and a 20λ × 20λ patch, discretized with 132,003 and
137,792 unknowns, respectively. For both two problems, MVMs are performed
by AMLFMA with various values of af . In addition to AMLFMA, we also con-
sider IMLFMA, which is constructed by omitting interactions only at the highest
level. The number of levels (L) is 4 and 6 for sphere and patch problems, re-
spectively. The input array is ﬁlled with ones, and output arrays provided by
AMLFMA and IMLFMA are compared with a reference array provided by the
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Figure B.13: Errors in MVMs performed by AMLFMA with af = 0.0–0.8 and
by IMLFMA (omitting the highest level) for a patch problem discretized with
137,792 unknowns. The reference data is obtained by using an ordinary MLFMA
with three digits of accuracy.
ordinary MLFMA with three digits of accuracy. For each element of the output
vector m = 1, 2, . . . , N , a base error is deﬁned as
Δb[m] = log10(Δr[m]), (B.114)
where · represents the ceil operation and Δr[m] represents the relative error
with respect to the reference value provided by the ordinary MLFMA.
Figures B.12 and B.13 present the number of elements satisfying various base
errors for sphere and patch problems, respectively. Figure B.12 shows that the
accuracy of the MVM deteriorates slightly when af is 0.8 and 0.6 for the sphere
problem, i.e., the base error is −3 or below for most of elements. Those elements
are calculated with high accuracy, which is even better than acceptable since the
ordinary MLFMA has three digits of accuracy. Reducing the value of af to 0.4
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Table B.1: Processing Time (s) for MVMs via MLFMA and Less-Accurate Im-
plementations of MLFMA.
AMLFMA
Problem Unknowns MLFMA 0.8 0.6 0.4 0.2 0.0 IMLFMA
Sphere 132,003 34.9 28.3 23.2 19.8 16.0 13.0 32.4
Patch 137,792 24.5 19.4 15.2 12.8 10.1 8.1 21.6
and 0.2, accuracy of AMLFMA decreases and numbers of elements satisfying −2
and −1 base errors increase. Finally, when af = 0.0, i.e., when the truncation
number is Tmin for all levels, there are many elements with 0 base error, which
corresponds to minimum 10% relative error. Figure B.13 presents similar results
for a completely diﬀerent geometry, i.e., 20λ× 20λ patch. Using AMLFMA, we
are able adjust the accuracy of MVMs by choosing the approximation factor af
from 1.0 to 0.0. On the other hand, IMLFMA, which is obtained by omitting
only the highest level, provides inaccurate results compared to AMLFMA with
af = 0.2− 0.4 for both problems.
Figures B.12 and B.13 show that we obtain relatively accurate MVMs by
AMLFMA when using af = 0.2 − 0.4. This cannot be predicted by the ex-
cess bandwidth formula in (4.9), which suggests signiﬁcantly large truncation
numbers. This is because the excess bandwidth formula is based on the worst-
case scenario for positions of basis and testing functions inside boxes [97]. In
fact, the ordinary MLFMA must use truncation numbers obtained with (4.9) to
guarantee the desired level of accuracy. However, for a typical problem, there
are many interactions that can be computed accurately using lower truncation
numbers. We employ those interactions in AMLFMA, which can be used to
construct powerful preconditioners, where the accuracy is not very critical.
Finally, Table B.1 lists the processing time required for a MVM performed by
ordinary MLFMA, AMLFMA, and IMLFMA measured on a cluster of 16 AMD
Opteron 870 processors. For both sphere and patch problems, AMLFMA with
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af = 0.2 provides a signiﬁcant acceleration by reducing the processing time
more than 50% compared the ordinary MLFMA. We also note that the speedup
provided by IMLFMA is less than the speedup provided by AMLFMA, even
when af = 0.8.
B.5 Multilevel Fast Multipole Algorithm for
Hermitian Matrix-Vector Multiplications
Some of Krylov subspace algorithms, such as LSQR, requires multiplications with
the hermitian of the matrix, in addition to multiplications with the matrix itself.
Those hermitian MVMs can be performed eﬃciently by reversing steps of the
ordinary FMM or MLFMA. Consider the interaction of the mth testing function
with all basis functions using FMM, i.e.,
N∑
n=1
Z¯[m,n]x[n] =
N∑
n=1
Z¯NF [m,n]x[n]
+
(
ik
4π
)2 ∫
d2kˆFm(rC ,k) ·
∑
C′∈F{C}
ατ (k, rC − rC′)
∑
n∈C′
Sn(rC′ ,k)x[n],
(B.115)
where Fm and Sn represent receiving and radiation patterns, respectively. Then,
one can obtain
N∑
n=1
Z¯
∗
[n,m]x[n] =
N∑
n=1
Z¯
∗
NF [n,m]x[n]
+
(
ik
4π
)2 ∫
d2kˆS∗m(rC′ ,k) ·
∑
C∈F{C′}
α∗τ (k, rC − rC′)
∑
n∈C
F ∗n(rC ,k)x[n].
(B.116)
The expression in (B.116) can be interpreted as follows:
• Combine receiving patterns of testing functions in each box.
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• Translate receiving patterns of boxes into local receiving patterns for other
boxes.
• Receive radiated ﬁelds of basis functions locally.
When Z¯ is symmetric,
F ∗n(rC ,k) = Sn(rC ,k) (B.117)
S∗m(rC ,k) = Fm(rC ,k) (B.118)
and
N∑
n=1
Z¯
∗
[n,m]x[n] =
N∑
n=1
Z¯
∗
NF [m,n]x[n]
+
(
ik
4π
)2 ∫
d2kˆFm(rC′ ,k) ·
∑
C∈F{C′}
α∗τ (k, rC − rC′)
∑
n∈C
Sn(rC ,k)x[n].
(B.119)
Using
Fm(rC′,k) · α∗τ (k, rC − rC′)Sn(rC ,k) = F ∗m(rC′,k) · α∗τ (k, rC′ − rC)S∗n(rC ,k),
(B.120)
we obtain
N∑
n=1
Z¯
∗
[n,m]x[n] =
N∑
n=1
Z¯
∗
[m,n]x[n] (B.121)
as expected.
B.6 Calculation of Some Special Functions
In this section, we present fast and eﬃcient calculations of some special functions,
particularly those required for various implementations of MLFMA.
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B.6.1 Spherical Bessel Functions
We calculate spherical Bessel and spherical Hankel functions of order t as
jt(x) =
√
π
2x
Jt+1/2(x) (B.122)
h
(1,2)
t (x) =
√
π
2x
H
(1,2)
t+1/2(x), (B.123)
where Jt+1/2 and H
(1,2)
t+1/2 are ordinary Bessel and Hankel functions that are avail-
able in the AMOS library. We note that a recursive calculation of a Bessel or
Hankel function of order t requires the calculation of functions with lower orders
t′ < t. Hence, a given value of t, the AMOS library provides all orders up to t
simultaneously.
B.6.2 Legendre Functions
Instead of ordinary Legendre functions, we compute normalized Legendre func-
tions deﬁned as
Rut (cos θ) =
√
(t− u)!
(t+ u)!
P ut (cos θ) (B.124)
for |u| ≤ t. We start with
R00(cos θ) = 1 (B.125)
R01(cos θ) = cos θ (B.126)
R11(cos θ) = −
1√
2
(
1− cos2 θ)1/2 = − 1√
2
sin θ (B.127)
R−11 (cos θ) =
√
2P−11 (cos θ) = −
1√
2
P 11 (cos θ) = −R11(cos θ), (B.128)
and construct a recursion for t ≥ 2 as follows:
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• |u| 
= t
Rut (cos θ) =
√
(t− u)!
(t+ u)!
P ut (cos θ)
= cos θ
(2t− 1)
(t− u)
√
(t− u)
(t+ u)
√
(t− 1− u)!
(t− 1 + u)!P
u
t−1(cos θ)
− (t+ u− 1)
(t− u)
√
(t− u)
(t+ u)
√
(t− 1− u)
(t− 1 + u)
√
(t− 2− u)!
(t− 2 + u)!P
u
t−2(cos θ)
= cos θ
(2t− 1)√
(t− u)(t+ u)R
u
t−1(cos θ)
−
√
(t− 1 + u)(t− 1− u)√
(t− u)(t+ u) R
u
t−2(cos θ). (B.129)
• u = t
Rut (cos θ) = R
t
t(cos θ) =
1√
(2t)!
P tt (cos θ)
=
1√
(2t)!
(−1)t(2t− 1)!!(1− cos2 θ)t/2
=
1√
(2t)!
(−1)t (2t)!
2tt!
(1− cos2 θ)t/2
= −
√
(2t− 1)
2t
(1− cos2 θ)1/2Rt−1t−1(cos θ). (B.130)
• u = −t
Rut (cos θ) = R
−t
t (cos θ) =
√
(2t)!P−tt (cos θ) =
√
(2t)!
(2t)!
(−1)tP tt (cos θ)
=
√
(2t)!
(2t)!
(2t)!
2tt!
(1− cos2 θ)t/2 =
√
(2t)!
2tt!
(1− cos2 θ)t/2
=
√
(2t− 1)
2t
(1− cos2 θ)1/2R−t+1t−1 (cos θ). (B.131)
In recursive formulas (B.129)–(B.131), we set Rut (cos θ) = 0, when u > t or
u < −t.
B.6.3 Gradient of Multipole-to-Monopole Shift Functions
LF-MLFMA implementations using MFIE require the gradient of multipole-to-
monopole shift functions, which can be calculated as
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∇β0,0,t,u(k, r) =
√
4π∇
(
jt(kr)Yt,u(θ, φ)
)
= rˆ
√
4π
∂jt(kr)
∂r
Yt,u(θ, φ) + θˆ
√
4π
jt(kr)
r
∂Yt,u(θ, φ)
∂θ
+ φˆ
√
4π
jt(kr)
r sin θ
∂Yt,u(θ, φ)
∂φ
= rˆ
√
4π(−1)t
{
t
r
jt(r)− kjt+1(kr)
}
Yt,u(θ, φ)
+ θˆ
√
4π(−1)t jt(kr)
r
√
(2t+ 1)
4π
(t− u)!
(t+ u)!
exp (iuφ)
∂P ut (cos θ)
∂θ
+ φˆ
√
4π(−1)t jt(kr)
r sin θ
iuYt,u(θ, φ)
= rˆ
√
4π(−1)t
{
t
r
jt(kr)− kjt+1(kr)
}
Yt,u(θ, φ)
+ θˆ
√
4π(−1)t jt(kr)
r sin θ
√
(2t+ 1)(t+ 1− u)(t+ 1 + u)
(2t+ 3)
Yt+1,u(cos θ)
− θˆ
√
4π(−1)t jt(kr) cos θ
r sin θ
(t+ 1)Y ut (cos θ)
+ φˆ
√
4π(−1)t jt(kr)
r sin θ
iuYt,u(θ, φ). (B.132)
B.6.4 Calculation of Gaunt Coeﬃcients
Gaunt coeﬃcients Gt,u,t′,u′,t′′,u′′, which are required in LF-MLFMA implementa-
tions, are calculated for |u| ≤ t, |u′| ≤ t′, |u′′| ≤ t′′, |t − t′| ≤ t′′ ≤ |t + t′|,
u′′ = u− u′, and when t + t′ + t′′ is even. They can be derived as
Gt,u,t′,u′,t′′,u′′ = (−1)u
√
(2t+ 1)(2t′ + 1)(2t′′ + 1)
4π⎛
⎝ t t′ t′′
0 0 0
⎞
⎠
⎛
⎝ t t′ t′′
−u u′ u′′
⎞
⎠ (B.133)
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in terms of Wigner-3j symbols. In order to calculate Wigner-3j symbols, we start
with⎛
⎝ t t′ t+ t′
u u′ u′′
⎞
⎠ = (−1)t−t
′−u′′
[
(2t)!(2t′)!(t+ t′ + u′′)!(t+ t′ − u′′)!
]1/2
[
(2t+ 2t′ + 1)!(t+ u)!(t− u)!(t′ + u′)!(t′ − u′)!
]1/2
(B.134)
and construct a recursion for |t− t′| ≤ t′′ < |t+ t′| as
⎛
⎝ t t′ t′′
u u′ u′′
⎞
⎠ = −a
b
⎛
⎝ t t′ t′′ + 2
u u′ u′′
⎞
⎠− c
b
⎛
⎝ t t′ t′′ + 1
u u′ u′′
⎞
⎠ , (B.135)
where
a = (t′′ + 1)
{[
(t′′ + 2)2 − (t− t′)2]
[
(t + t′ + 1)2 − (t′′ + 2)2][(t′′ + 2)2 − (u′′)2]}1/2 (B.136)
b = (t′′ + 2)
{[
(t′′ + 1)2 − (t− t′)2]
[
(t + t′ + 1)2 − (t′′ + 1)2][(t′′ + 1)2 − (u′′)2]}1/2 (B.137)
c = −(2t′′ + 3)[t(t + 1)u′′ − t′(t′ + 1)u′′ − (t′′ + 1)(t′′ + 2)(u′ − u)]. (B.138)
◦
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Appendix C
Other Works
C.1 Regularization of the Combined-Field In-
tegral Equation
In this section, we present a stable implementation of N-N-CFIE, which is ob-
tained by the convex combination of N-EFIE and N-MFIE. Using a Galerkin
scheme, N-N-CFIE is extremely unstable due to N-EFIE involving weakly-tested
T operator. We apply a stabilization procedure introduced in [71] and develop
a regularized CFIE (RCFIE), which provides well-conditioned matrix equations
that can be solved eﬃciently via iterative methods.
Consider the solution of smooth PEC objects via N-N-CFIE, i.e.,
ZN-N-CFIE(α){J}(r) = −αη−1o nˆ×Einc(r)− (1− α)nˆ×H inc(r), (C.1)
where
ZN-N-CFIE(α) = αnˆ× T + (1− α)nˆ×K− 1
2
(1− α)I. (C.2)
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A pseudo-CFIE operator is deﬁned as
ZP(α) = ZN-N-CFIE(α) − (1− α)nˆ×K+ iαnˆ×K+ (1− α)I
= αnˆ× T + iαnˆ×K+ 1
2
(1− α)I. (C.3)
Using Calderon identities, i.e.,
(nˆ×K)(nˆ× T ) = −(nˆ× T )(nˆ×K) (C.4)
(nˆ×K)2 − (nˆ× T )2 = I/4, (C.5)
the pseudo-CFIE operator can be inverted as
[ZP(α)]−1 = 1
α2 + (1− α)2
[
2(1− α)I − 4iαnˆ×K− 4αnˆ× T ]. (C.6)
Finally, using (C.6), N-N-CFIE can be regularized as
[ZP(α)]−1ZN-N-CFIE(α){J}(r) = −αη−1o [ZP(α)]−1{nˆ×Einc}(r)
− (1− α)[ZP(α)]−1{nˆ×H inc}(r) (C.7)
or
ZRCFIE{J}(r) = −[ZP(α)]−1{αη−1o nˆ×Einc + (1− α)nˆ×H inc}(r), (C.8)
where
ZRCFIE = I + 2(1− α)
(1− α + iα)(nˆ×K)
− 4α
(1− α + iα)
[
(nˆ× T ) + i(nˆ×K)](nˆ×K). (C.9)
RCFIE in (C.8) can be discretized by using the RWG functions. We obtain
N ×N dense matrix equations in the form of
Z¯RC · a = wRC , (C.10)
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where
Z¯RC = I¯
T
+
2(1− α)
(1− α + iα)K¯
N
− 4α
(1− α + iα)
[
T¯
N
+ iK¯
N] · [I¯T ]−1 · K¯N (C.11)
wRC = −αη−1o Z¯−1P ·
[
I¯
T ]−1 · vNE − (1− α)Z¯−1P · [I¯T ]−1 · vNH (C.12)
and
Z¯
−1
P =
1
α2 + (1− α)2
[
2(1− α)I¯T − 4iαK¯N − 4αT¯N]. (C.13)
We note that the inverse of the Gram matrix I¯
T
is used between two discretized
operators applied on the coeﬃcient vector or before a discretized operator ap-
plied on a RHS vector.
Figure C.1 presents the solution of scattering problems involving a perfectly-
conducting sphere of radius 30 cm discretized with 930 RWG functions. The
sphere is illuminated by a plane wave at various frequencies decreasing from
500 MHz to 7.8125 MHz. Figure C.1(a) depicts 2-norm condition numbers of
constructed matrix equations as a function of the mesh size. We observe that
the condition number for the ordinary CFIE, i.e, T-N-CFIE, increases as the
mesh size decreases, due to the low-frequency breakdown of T-EFIE. In addition,
RCFIE (with α = 0.5) provides more stable matrix equations than T-N-CFIE
when the mesh size is smaller than λ/20. It is remarkable that matrix equations
obtained from N-N-CFIE have extremely high condition numbers for dense dis-
cretizations. Figure C.1(b) also presents favorable properties of RCFIE, which
requires fewer iterations than T-N-CFIE when the mesh size smaller than λ/10.
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Figure C.1: Solutions of scattering problems involving a perfectly-conducting
sphere of radius 30 cm discretized with 930 unknowns at various frequencies.
(a) 2-norm condition number and (b) number of CGS iterations (for 10−6 residual
error) as a function of mesh size in the range from λ/10 to λ/640.
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Figure C.1 shows that RCFIE provides more eﬃcient solutions than T-N-CFIE
for dense discretizations. Nevertheless, for relative small objects with respect to
wavelength, the most eﬃcient solutions are usually obtained by using N-MFIE
(not shown in Figure C.1). In fact, favorable convergence properties of RCFIE for
those problems are mostly due to N-MFIE inside this formulation. We conclude
that RCFIE should be tested and compared with other formulations for the
solution of large-scale problems (such that MFIE cannot be used due to internal
resonances) with dense discretizations. This will be considered elsewhere.
C.2 Using the Linear-Linear Functions for the
Identity Operator
When discretized with the RWG functions, normal and mixed formulations are
signiﬁcantly inaccurate compared to tangential formulations due to the exces-
sive discretization error of the identity operator. In addition, the LL functions
improve the accuracy of normal and mixed formulations to levels of tangential
formulations. Since the source of the error in those formulations is the identity
operator, an important question arises: Is it possible to discretize only the iden-
tity operator with the LL functions to improve the accuracy without the extra
cost of the LL functions compared to the RWG functions. Such a discretization
of MFIE using N RWG functions and 2N LL functions leads to 2N ×2N matrix
equations in the form of
−1
2
I¯
T,LL · a + I¯T,LR ·
[
I¯
T,LL
]−1
· K¯N,RWGPV ·
[
I¯
T,LL
]−1
· I¯T,RL · a = −vN,LLH ,
(C.14)
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where I¯
T,LR
and I¯
T,RL
are 2N×N and N×2N sparse matrix equations containing
inner products of RWG and LL functions, i.e.,
I¯
T,LR
[m,n] =
〈
tLLm (r), b
RWG
n (r)
〉
(C.15)
I¯
T,RL
[m,n] =
〈
tRWGm (r), b
LL
n (r)
〉
. (C.16)
In (C.14), the identity operator is discretized with the LL functions, whereas
the integro-diﬀerential K operator is discretized with the RWG functions. Al-
though the mixed discretization in (C.14) is successfully implemented, numerical
experiments show that the accuracy of MFIE is not improved. This is because,
the implementation using (C.14) still involves the discretization of the identity
operator using the RWG functions to perform conversions for the K operator.
C.3 Rectangular Combined-Field Integral Equa-
tion
Ordinary CFIE is a convex combination of EFIE and MFIE. On the other hand,
EFIE and MFIE can also be solved in the least-squares sense, instead of adding
them into a single equation. Such a simultaneous solution of EFIE and MFIE
leads to an 2N × N rectangular matrix equation. As an example, Figure C.2
presents the solution of a scattering problem involving a perfectly-conducting
sphere of radius 6λ discretized with 132,003 RWG functions. The problem is for-
mulated by a rectangular CFIE obtained by stacking α×EFIE and (1−α)×MFIE
with α = 0.33. The iterative solution is performed by using the LSQR algorithm.
Figure C.2 shows that the residual error drops rapidly in the LS sense, but the
true residual does not drop beyond a certain value (10−2). This is because EFIE
and MFIE do not have exactly the same solution, i.e., they are not compatible,
due to the excessive discretization error of the identity operator in MFIE. As
depicted in Figure C.2, the CFIE solution is also incompatible with EFIE and
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Figure C.2: Solution of a scattering problem involving a perfectly-conducting
sphere of radius 6λ formulated with a rectangular CFIE and discretized with
132,003 unknowns.
MFIE, and residual errors obtained by testing the solution in EFIE and MFIE
systems also saturate after 20th iteration.
C.4 An Iterative Solution of the Magnetic-Field
Integral Equation
Since MFIE is a second-kind integral equation, it can be solved trivially by
applying a recursion. Using the expression for MFIE recursively for multiple
times, the unknown electric current can be written as
J(r) =
(
4π
Ωo
)
nˆ×KPV,o{J}(r) +
(
4π
Ωo
)
nˆ×H inc(r) (C.17)
=
(
4π
Ωo
)2
(nˆ×KPV,o)2{J}(r) +
(
4π
Ωo
)2
nˆ×KPV,o{nˆ×H inc}(r)
+
(
4π
Ωo
)
nˆ×H inc(r), (C.18)
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which can be generalized as
J(r) =
∞∑
m=0
(
4π
Ωo
)m+1
(nˆ×KPV,o)m{nˆ×H inc}(r). (C.19)
The expression in (C.19) indicates that the unknown electric current can be
computed by applying the K operator repeatedly on the tangential component
of the incident magnetic ﬁeld. Nevertheless, numerical experiments show that,
for a given accuracy, the number of MVMs required in (C.19) is usually higher
than the number of MVMs required in ordinary solutions of MFIE via a Krylov-
subspace algorithm.
C.5 Phase-Front Extraction
Using a phase-front extraction, we assume that the induced electric current on a
large-scale object illuminated by a plane wave is in form of
J(r) = Jo(r) exp(ik · r), (C.20)
where k = kkˆ and kˆ is the direction of the plane wave. By extracting the physi-
cal rapid variation exp(ik · r), the remaining term Jo, which can be interpreted
as the envelope of the current, may vary slowly on the surface of the object.
Hence, an accurate discretization of Jo may require fewer elements than the dis-
cretization of J .
As an example, we consider the discretization of EFIE with the RWG functions.
Using a phase-front extraction, the electric current is expanded as
J(r) ≈
N∑
n=1
aJ [n] exp (ik · r)bRWGn (r). (C.21)
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Using RWG testing functions, matrix elements are derived as
Z¯
RWG
E,exp[m,n] = ik
∫
Sm
drtRWGm (r) ·
∫
Sn
dr′g(r, r′) exp (ik · r′)bRWGn (r′)
− i
k
∫
Sm
dr∇ · tRWGm (r)
∫
Sn
dr′g(r, r′)∇′ ·
[
exp (ik · r′)bRWGn (r′)
]
= ik
∫
Sn
dr′ exp (ik · r′)bRWGn (r′) ·
∫
Sm
drg(r, r′)tRWGm (r)
− i
k
∫
Sm
dr∇ · tRWGm (r)
∫
Sn
dr′g(r, r′)∇′ ·
[
exp (ik · r′)bRWGn (r′)
]
= ik
∫
Sn
dr′ exp (ik · r′)bRWGn (r′) ·
∫
Sm
drg(r, r′)tRWGm (r)
− i
k
∫
Sm
dr∇ · tRWGm (r)
∫
Sn
dr′g(r, r′) exp (ik · r′)∇′ · bRWGn (r′)
− i
k
∫
Sm
dr∇ · tRWGm (r)
∫
Sn
dr′g(r, r′)∇′ exp (ik · r′) · bRWGn (r′)
= ik
∫
Sn
dr′ exp (ik · r′)bRWGn (r′) ·
∫
Sm
drg(r, r′)tRWGm (r)
− i
k
∫
Sn
dr′ exp (ik · r′)∇′ · bRWGn (r′)
∫
Sm
drg(r, r′)∇ · tRWGm (r)
− i
k
∫
Sn
dr′∇′ exp (ik · r′) · bRWGn (r′)
∫
Sm
drg(r, r′)∇ · tRWGm (r).
(C.22)
As usual, the ﬁnal expression in (C.22) is divided into basis integrals and
singularity-extraction methods are employed for accurate computations.
The phase-front extraction can be successful only when (C.20) is applicable. Oth-
erwise, the size of discretization elements cannot be reduced and the phase-front
extraction may not provide the desired speedup compared to ordinary solutions.
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Figure C.3: Distribution of near-ﬁeld interactions between lowest-level boxes.
(a) Original, (b) reordered via an RCM algorithm, (c) reordered via GAs using
the cost function deﬁned in (C.23), and (d) reordered via GAs using the cost
function deﬁned in (C.24).
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C.6 Reordering Sparse Near-Field Matrices
Near-ﬁeld interactions in MLFMA are essential to construct preconditioners to
accelerate iterative solutions. However, using the indexing dictated by the mul-
tilevel tree structure, near-ﬁeld interactions are usually distributed irregularly in
the matrix equation. Hence, it can be useful to reorder near-ﬁeld interactions
such that they are located close to the diagonal and they can be used eﬃciency
to construct banded preconditioners.
As an example, Figure C.3 presents the distribution of near-ﬁeld interactions
between lowest-level boxes for a scattering problem involving a sphere of radius
λ discretized with 3723 unknowns. Original distribution without reordering is
depicted in Figure C.3(a). Applying a reverse-Cuthill-McKee (RCM) algorithm,
we obtain the pattern in C.3(b) with a reduced bandwidth of near-ﬁeld interac-
tions. We also employ GAs in order to collect near-ﬁeld interactions close to the
diagonal as much as possible. Two examples are presented in Figures C.3(c) and
C.3(d), which are obtained by using diﬀerent cost functions for the optimization,
i.e,
C1 =
∑
j
|m(j)− n(j)|2 (C.23)
C2 =
∑
j
u(|m(j) + n(j)| − 20), (C.24)
where m and n represent the row index and the column index of the jth box-
box interaction, and u(x) = 0.5 + 0.5x/|x| is the unit step function. In general,
Figure C.3 shows that we are able to improve the placement of near-ﬁeld interac-
tions. However, numerical experiments show that banded preconditioners based
on reordered near-ﬁeld interactions are still ineﬃcient compared to ordinary pre-
conditioners.
◦
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Abbreviations
2PBDP: Two-partition block-diagonal preconditioner
4PBDP: Four-partition block-diagonal preconditioner
A: Ampere
AMLFMA: Approximate multilevel fast multipole algorithm
BCE: Boundary-condition error
BDP: Block-diagonal preconditioner
BiCG: Biconjugate gradient (method)
BiCGStab: Biconjugate gradient stabilized (method)
CFIE: Combined-ﬁeld integral equation
CG: Conjugate gradient
CGS: Conjugate gradient squared (method)
cm: Centimeter
CMM: Composite metamaterial
CNF: Combined normal formulation
CTF: Combined tangential formulation
dB: Decibel
DS-CTF: Double-stabilized combined tangential formulation
EFIE: Electric-ﬁeld integral equation
EFVIE: Electric-ﬁeld volume integral equation
FBS-CTF: Field-based-stabilized combined tangential formulation
FFT: Fast Fourier transform
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FMM: Fast multipole method
GA: Genetic algorithms
GB: Gigabyte
GHz: Gigahertz
GMRES: Generalized minimal residual (method)
HIE: Hybrid integral equation
IBC: Impedance boundary condition
ILU: Incomplete LU (method)
IMLFMA: Incomplete multilevel fast multipole algorithm
JMCFIE: Electric and magnetic current combined-ﬁeld integral equation
kB: Kilobyte
LF-MLFMA: Low-frequency multilevel fast multipole algorithm
LHS: Left-hand side
LL: Linear-linear (functions)
LoD: Level of distribution
LP: Log-periodic (antennas)
LSQR: Least-squares QR (method)
m: Meter
MB: Megabyte
M-CTF: Modiﬁed combined tangential formulation
MFIE: Magnetic-ﬁeld integral equation
MHz: Megahertz
MLFMA: Multilevel fast multipole algorithm
MNMF: Modiﬁed normal Mu¨ller formulation
MOM: Method of moments
MPI: Message passing interface
MVM: Matrix-vector multiplication
NC: No convergence
N-EFIE: Normal electric-ﬁeld integral equation
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NFP: Near-Field preconditioner
NMF: Normal Mu¨ller formulation
N-MFIE: Normal magnetic-ﬁeld integral equation
NP: No preconditioner (case)
OBSF: Operator-based stabilization formulation
PEC: Perfect electric conductor
PMCHWT: Poggio-Miller-Chang-Harrington-Wu-Tsai (formulation)
PO: Physical optics
PV: Principal value
QMR: Quasi-minimal residual (method)
RCFIE: Regularized CFIE
RCM: Reverse-Cuthill-McKee algorithm
RCS: Radar cross section
REFIE: Regularized EFIE
RHS: Right-hand side
RMS: Root-mean-square
RWG: Rao-Wilton-Glisson (functions)
s: Seconds
SAI: Sparse-approximate-inverse (preconditioner)
S-CNF: Stable combined normal formulation
S-CTF: Stable combined tangential formulation
SRR: Split-ring resonator
T-EFIE: Tangential electric-ﬁeld integral equation
TFQMR: Transpose-free quasi-minimal residual (method)
T-MFIE: Tangential magnetic-ﬁeld integral equation
TW: Thin wire
V: Volt
μs: Microsecond
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Glossary
+←−: Cumulative addition operation
〈·〉: Time-average
〈·, ·〉: Inner product
|| · ||2: 2-norm
!: Factorial operation
†: Transpose operation
H : Hermitian operation
∗: Complex-conjugate operation
⊥: Perpendicular
·: Floor operation
·: Ceil operation
∇: Diﬀerential operator
a: Box size
a[·]: Expansion coeﬃcients
A: Area
Ae(·): Electric vector potential
Am(·): Magnetic vector potential
b(·), b(·): Basis function
B(·), B(·, ·): Magnetic ﬂux density
B¯[·, ·]: Block matrix
C: Contour
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d0: Digits of accuracy
D: Homogeneous domain
D(·, ·): Directive gain
D(·), D(·, ·): Electric ﬂux density
D[·, ·]: Diagonal matrix
e: Edge
E(·), E(·, ·): Electric ﬁeld intensity
f(·), f(·, ·): Scalar function
f (·): Vector function
f [·]: Array containing samples of a receiving pattern
F (·, ·), F [·, ·](·): Receiving pattern
F{·}: Far-ﬁeld list
g(·, ·): Homogeneous-space Green’s function
g[·]: Array containing samples of an incoming ﬁeld
G: Gaunt coeﬃcient
G(·, ·): Incoming ﬁeld
h(1)(·): Spherical Hankel function of the ﬁrst kind
h(2)(·): Spherical Hankel function of the second kind
H(·), H(·, ·): Magnetic ﬁeld intensity
I, I: Value of an integral, complex coeﬃcient
IDM : Dipole moment
I¯[·, ·], I¯[·, ·, ·, ·]: Identity matrix, discretized identity operator
I¯
3×3
: 3× 3 unit dyad
I{·}(·): Identity operator
j(·) : Spherical Bessel function of the ﬁrst kind
J : Jacobian
J(·), J(·, ·): Electric current density
k: Wavenumber
kˆ: Angular direction
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K¯[·, ·], K¯[·, ·, ·, ·]: Discretized K operator
K{·}(·): Integro-diﬀerential operator
l: Length
 : Edge vector
L: Number of levels
L¯[·, ·]: Lower-triangular matrix
M(·): Magnetic current density
nˆ: Normal unit vector
N , N(·): Number of basis/testing functions, triangles, unknowns, or clusters
O(·): Order
p: Number of interpolation points, number of processors, number of partitions
P (·): Legendre polynomial, associated Legendre function
P∞(·, ·): Radiation intensity
P (·): Power density
P¯ [·, ·]: Preconditioner matrix
q: Oversampling factor
Q¯[·, ·]: Unitary matrix
Re{·}: Real part
rˆ: Unit vector towards the observation point
r: Observation point, position
r′: Source point
r[·]: Residual vector
R: Distance
Rˆ: Unit vector from source point to observation point
R: Vector from source point to observation point
R¯[·, ·]: Upper-triangular matrix
s[·]: Array containing samples of a radiation function
S: Surface, support, number of samples, size
S(·, ·), S[·, ·](·): Radiation pattern, radiated ﬁeld
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S¯[·, ·]: Schur complement
t: Processing time, time
T (·, ·) Transformer
t(·), t(·): Testing function
tˆ: Tangential unit vector
T¯ [·, ·], T¯ [·, ·, ·, ·]: Discretized T operator, transformer matrix
T (·): Power transmission
T {·}(·): Integro-diﬀerential operator
u(·): Unit step function
W¯ : Diagonal weight matrix
v(·), w(·): Interpolation weights
v[·], w[·]: RHS vectors
V : Volume
V{·}(·), Y{·}(·), Z{·}(·): Combined operators
V (·, ·): Vector current moment
V¯ [·, ·], Y¯ [·, ·], Z¯[·, ·]: Impedance matrices
Y (·, ·): Spherical harmonics
Z: Impedance
α, α(·): Combination parameter
α(·, ·): Translation function
α¯[·, ·]: Translation matrix
α¯[·, ·]: Diagonal translation matrix
β(·, ·): Shift function
β¯[·, ·]: Shift matrix
β¯

[·, ·]: Diagonal shift matrix
γ: Direction of a basis function
γ(·): Normalized spherical Hankel function of the ﬁrst kind
Γ(·): Derivative of normalized spherical Hankel function of the ﬁrst kind
Γ¯: Sparse interpolation matrix
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δ, δ(·), δ(·, ·): Kronecker or Dirac delta function
Δ: Error
Δ¯[·, ·]: Tridiagonal matrix
, ε, (·), ¯(·): Permittivity
ε: Eﬃciency, tooth-width ratio (for LP antennas)
ζ : Simplex coordinates
η: Wave impedance
θ: Angular direction
Θ: Amount (time, memory)
κ: Contrast
λ: Wavelength
Λ¯: Lower bidiagonal matrix
μ, μ(·), μ¯(·): Permeability
ν(·): Spherical Bessel or Hankel function
ξ: Orientation of a basis function
π: Pi number
πE(·), πM(·): Debye potentials
ρe(·), ρe(·, ·): Electric charge density
ρm(·): Magnetic charge density
(·, ·): Jacobian
τ : Geometric ratio (for LP antennas)
τ , τ(·): Truncation number
υ(·): Normalized spherical Bessel function
Υ(·): Derivative of normalized spherical Bessel function
φ: Angular direction
φe(·): Electric scalar potential
φm(·): Magnetic scalar potential
ϕ: Angular direction, angular function
Ψ(·, ·): Wave function (multipole ﬁeld)
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ω: Angular frequency
ω(·): Spherical function involving Legendre polynomials
Ωo,Ωi: Solid angle
Ω(·): Spherical function involving Legendre polynomials
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