In this paper we consider the "size principle" for featural similarity, which states that rare features should be weighted more heavily than common features in people's evaluations of the similarity between two entities. Specifically, it predicts that if a feature is possessed by n objects, the expected weight scales according to a 1/n law. One justification of the size principle emerges from a Bayesian analysis of simple induction problems (Tenenbaum & Griffiths 2001), and is closely related to work by Shepard (1987) proposing universal laws for inductive generalization. In this article, we (1) show that the size principle can be more generally derived as an expression of a form of representational optimality, and (2) present analyses suggesting that across 11 different data sets in the domains of animals and artifacts, human judgments are in agreement with this law. A number of implications are discussed.
Introduction
Similarity offers a fundamental mechanism for organizing experience, imposing order on the "great blooming, buzzing confusion" (James, 1890) presented to the senses. As a result, similarity data provide a powerful tool for understanding the kinds of mental representations that people use to make sense of their world. Whether these mental representations are geometric (Attneave, 1950; Torgerson, 1958) , hierarchical (Sattath & Tversky, 1977) , featural (Tversky, 1977; Shepard & Arabie, 1979) or structured in some other manner (Goldstone, 1994; Hahn, Chater, & Richardson, 2003) , they appear to provide powerful constraints on the kinds of inductive inferences that people draw in everyday life. Nevertheless, much remains unknown about how people judge similarity, and many basic questions are still not fully understood. What characteristics of the world or of human cognition cause similarity to be organized the way that it is? How does similarity relate to the features possessed by objects, and what kinds of higher-order operations and structures are used to organize the features into coherent mental representations? These questions and many others form the basis of a considerable volume of current research.
Bound up with these questions about similarity are the unknowns associated with features themselves: what constitutes a feature and from where does it originate? These unknowns comprise at least three distinct issues:
1. Feature discovery. The feature discovery problem is the problem of extracting features from the "blooming, buzzing confusion" in the first place. If the world provides the learner with a large volume of noisy data to work with, how should he or she extract those features that approximate this information as simply as possible? Why, out of infinitely many possible features (N. Goodman, 1955) , are certain particular features important? What are the rules that determine when the learner should propose that a feature actually exists? This problem has close ties to dimensionality reduction problems commonly studied in psychology and other disciplines (Thurstone, 1947; Torgerson, 1958; Shepard & Arabie, 1979; Navarro & Griffiths, 2008) .
2. Feature selection. The feature selection problem is similar to the feature discovery problem, but is slightly simpler. Given that the learner has already chosen some features with which one can represent objects, how should he or she choose a subset of relevant features that pertain to a particular problem? Although there is a high degree of variability when people are asked to list features, there is also substantial agreement, and feature lists have proven to be highly useful in understanding many aspects of human cognition, including conceptual structure, categorization, and semantic memory, among others (see McRae, Cree, Seidenberg, & McNorgan, 2005 , for a discussion). This problem has strong ties to the theory of pragmatics and optimal communication in language (Sperber & Wilson, 1986; Frank, Goodman, Lai, & Tenenbaum, 2009) , and is discussed in some detail by Zeigenfuse and Lee (submitted) in this volume.
3. Feature weighting. How much importance should be attached to any particular feature in any particular context? When trying to determine how similar two objects are, which features are more likely to provide the relevant respects for similarity (Medin, Goldstone, & Gentner, 1993) , and how is this determined? This issue has strong ties to the Bayesian theory of generalization (Tenenbaum & Griffiths, 2001a; Sanjana & Tenenbaum, 2002; Navarro, Lee, Dry, & Schultz, 2008) , which we discuss later.
Note that these three issues overlap to some extent: feature weighting and selection could be treated as a single problem if weights of zero are allowed, and feature discovery can be thought of as the most difficult type of feature selection, in which every logically possible feature is considered as a possible candidate for inclusion. However, each issue focuses on different problems, so these distinctions are still helpful. Recent work in the Bayesian framework has proposed a general size principle for cognition (e.g., Tenenbaum & Griffiths, 2001a; Sanjana & Tenenbaum, 2002; Xu & Tenenbaum, 2007; Frank et al., 2009 ). In the context of features and similarities, the size principle predicts a relationship between the "size" of a feature's extension (i.e., the number of objects possessing it) and the extent to which objects that possess it are similar to each other. A general feature such as is a thing has an extremely large extension, picking out all members of the class things, whereas a specific feature such as has a prehensile tail is narrower, picking out only things like monkeys. In most papers, the origin of the size principle relates to the implicit sampling assumptions in the feature weighting problem (Tenenbaum & Griffiths, 2001a) , though some authors have considered the role of information communication in selection problems (Frank et al., 2009 ). This paper is split into three main parts. In the first, we review some necessary background and describe how the analysis of Tenenbaum and Griffiths (2001a) produces the size principle during feature weighting and the assumptions on which the analysis relies. In the second part to the paper, we discuss and expand on the feature selection based analysis of Frank et al. (2009) , allowing us to derive the size principle from the feature discovery problem. We show that as a natural consequence of the central limit theorem, a learner who seeks to encode the world using a small number of coherent features will converge on a mental representation of similarity that weights smaller reference classes more highly. In the third part of the paper, having motivated the size principle from these different perspectives, we then put it to a strong empirical test by evaluating it on the Leuven dataset of objects and features in 11 different domains. We conclude with a discussion of the implications of the different analyses.
Sampling Assumptions and the Size Principle
Before beginning our derivation of the size principle for similarity, some background is necessary. We first describe a simple model that relates features to similarity, and then explain how the analysis of Tenenbaum and Griffiths (2001a) extends this model, deriving the size principle based on certain assumptions about how objects are sampled from the world. This forms the background for understanding our analysis, which is presented in part two of the paper.
The common features model: Simple but useful
The Bayesian model described in this paper is based on the familiar common features model (Tversky, 1977; Shepard & Arabie, 1979) in which the assessment of the similarity s ij between two entities x i and x j depends only on those features they share. That is,
where f ik = 1 if the entity x i possesses the k-th feature, f ik = 0 if it does not, and w k is a non-negative saliency weight associated with the feature. This resemblance is a consequence of some deliberate simplifications we made in constructing our analysis, and should not be taken as a strong commitment to the common features model. We therefore address some of the shortfalls of the common features model in order to reassure the reader that they do not present a difficulty for our analysis. The most obvious shortfall with the common features model is the fact that it relies strongly on features, defined as "binary indicator variables used to pick out groups of similar entities." In some domains, binary assignments do not provide a good approximation to the underlying stimulus representation (Tversky & Hutchinson, 1986) , and it is better to use continuous-valued stimulus dimensions instead. In some cases, it is necessary to use both kinds of representations together (Navarro & Lee, 2003) . Additionally, there are situations where a featural model can represent the domain but is less parsimonious than a more structured approach (Goldstone, 1994) . In this paper we consider cases where participants actually provided explicit lists of binary features; in such cases, a pragmatic reliance on featural representations does not seem inappropriate.
A second issue relates to the particular way in which featural similarity is defined in the common features model: similarity is assumed to be symmetric (in the sense that s ij = s ji ), an assumption that is frequently violated in empirical data. While this is a legitimate issue with common features models, it does not matter for the current analysis since the data sets that we consider are all symmetric by experimental design. Alternatively, it would be a problem if Bayesian similarity models were fundamentally incapable of representing asymmetric similarity relations. Fortunately, this is not the case: it is fairly easy to derive asymmetric models such as the ratio model (Gregson, 1975; Tversky, 1977) from basic probabilistic assumptions. Tenenbaum and Griffiths (2001a) provide one such derivation, though others are possible.
A third issue is the related concern of incompleteness. Without additional assumptions about information retrieval (e.g., Navarro, 2003, ch. 6) , the common features model makes no predictions about the time-course of similarity judgment or the sequence of mental operations that support it, whereas other models are able to capture a number of basic phenomena in this respect (Goldstone, 1994; Hahn et al., 2003) . Along similar lines, the common features model treats all features as essentially being of the same type, making no distinction between the perceptual characteristics of a tiger (e.g., is orange), its category memberships (e.g., is a carnivore), and its more abstract semantic associations (e.g., is associated with the Weeroona Bay football club). All such characteristics are treated as "features", since they supply a respect in which two entities may be similar. Since the common features model is incapable of representing such distinctions, it is incomplete in a fundamental sense. However, it is important to recognize that while this kind of incompleteness means that the common features model cannot be a sufficient explanation for subjective similarity, it does not have any obvious bearing on the question at hand, which is to ask whether there exists any systematic relationship between the number of entities possessing a feature and the importance attached to it.
Expansion of the common features model to incorporate sampling
In this subsection we demonstrate how the common features model can be extended to incorporate sampling assumptions. The result is a slight variation on the generalization model described in Tenenbaum and Griffiths (2001a) .
Let X = (x 1 , . . . , x n ) denote the set of entities in the domain, and let C = (c 1 , . . . , c m ) denote a collection of domain-relevant consequential sets, or classes. These sets represent the learner's hypotheses for why entities should be treated similar to one another in this context; when asked "are apples and tennis balls similar?" the answer would be "yes" if the relevant attribute is shape, and "no" if it is edibility. That is, our learner assumes that one of the consequential sets c * provides the relevant respect for similarity. 1
In light of these assumptions, what information is made available to the learner by the statement "x i and x j are similar"? This statement explicitly asserts that x i and x j are both in some consequential set or class c * (formally, that (x i , x j ) ∈ c * for some unstated set c * ∈ C). In addition, the statement selects the entities x i and x j for comparison; if the selection process is influenced by the kinds of regularities C present in the domain, then this can convey information about the nature of c * . If we let s ij denote the similarity of x i and x j , we obtain
where there are m possible consequential sets and the summation in the second line expresses the uncertainty about which element c * is the relevant one for the statement. If we take the x ∈ X and c ∈ C conditions as given, and assume that the four pieces of information in the similarity statement are exchangeable, then
where z ik denotes whether item x i is in class k (i.e., z ik = 1 if x i ∈ c k and 0 otherwise). The Pr(c k ) term describes the prior probability that the relevant class c * is in fact c k , and for the current purposes we assume that this is a fairly arbitrary weighting function. 2 Accordingly, letting Pr(c k ) ∝ w k denote this function, and assuming that the consequential sets C correspond to classes of entities that share some feature (i.e., z ik ≡ f ik ), then
We now have an expression that is equivalent to the common features model (Equation 1) except for the additional term Pr(x i , x j | c k ). It is this Pr(x i , x j | c k ) term that is of most interest to us here. This term refers to the manner in which the items x i and x j are sampled -the manner in which they are assumed (by the learner) to have been generated (by the speaker or world). We consider possible ways of calculating this in the next section, and show that the size principle for similarity emerges as a consequence of one particular sampling assumption. and thus avoid looking at possible combinations of those features unless such combinations were themselves explicitly listed. In any case, the form of the model can still be written as a weighted additive functionthe sum is simply taken over a much larger set of candidates.
Strong sampling and the size principle
In most similarity experiments, the actual process by which the query items are generated is obvious: the experimenter systematically asks about all possible pairs of distinct entities in X , and so the probability of observing the pair (x i , x j ) is entirely independent of c * . However, this is not particularly representative of how similarity works in real life, where similarities are either spontaneously noticed among the objects that one happens to encounter (which is generally non-random), or are suggested in conversation (also generally non-random). People are much more likely to spontaneously notice that birds are like bats when the topic of conversation involves things that can fly than in the context of conversations about a more general topic things that breathe, much less the totally irrelevant topic 18th century astrophysics. If people apply natural sampling assumptions, then the mere fact of having been asked about birds and bats is evidence that the relevant respect for similarity is more likely to be things that can fly than either things that breathe or things relevant to 18th century astrophysics.
To formalize this, we can consider a number of possibilities for Pr(x i , x j | c k ). The exhaustive listing method used in experiments is an example of weak sampling, in which the observed entities are generated independently of the consequential set c k . If, for simplicity, an entity is sampled uniformly from X , we get 3
That is, the object x i is observed as a result of some process that does not in any way depend on the consequential set, or class, c k . This sampling scheme was used by Shepard (1987) when formalizing his exponential law of generalization. Alternatively, Tenenbaum and Griffiths (2001a) proposed that in some contexts it is more appropriate to assume a strong sampling scheme in which items are sampled explicitly from the relevant class. If an observation is generated in this fashion, we obtain
where n k = |c k | denotes the number of entities belonging to the class (i.e., its size). If one wanted to judge the similarity between two items x i and x j , one would need to evaluate it with respect to all possible classes; as a result of strong sampling, smaller classes that contain both x i and x j would assign higher probability to the data, and should therefore be expected to be weighted more heavily in people's similarity judgments than larger classes. This is the size principle for similarity as derived by Tenenbaum and Griffiths (2001a) . 4
3 To be precise, Pr(xi | c k ) = 1/|X |, where |X | is the number of objects in X . In other words, the probability of observing object xi is proportional to the number of objects in the domain. Crucially, it does not depend on the size of the consequential set c k .
4 If both xi and xj are sampled from the consequential set, then the weighting term would be Pr(xi, xj | c k ) = 1/n k 2 . However, Tenenbaum and Griffiths (2001a) argued for a sampling scheme based on the idea that only one of the entities was known to have been sampled from c k and the question at issue was whether having observed (say) xi, some property would generalize to item xj. With only one item known to belong to the class, the weighting factor for a similarity judgment would take the form of a 1/n k rule rather than a 1/n k 2 rule. There is a strong pragmatic basis for this claim: if the learner knows
As long as such classes are "Type I" categories in the Shepard, Hovland, and Jenkins (1961) sense 5 , any class is effectively equivalent to a feature -the class of things that eat peanuts indexes the same entities as those that share the feature eats peanuts, and so on. Thus, the size principle is in fact a statement about the sort of features that will be weighted highly by a rational learner who assumes strong sampling: the smaller a feature is -the fewer entities that share that feature -the more important it should be.
On the Origins of Features
So far we have seen how the size principle for similarity judgment emerges naturally from an assumption that objects are strongly sampled from the world. In contexts in which a person has to compare two objects and determine how similar they are, strong sampling seems like a reasonable assumption. This is particularly true when the objects are obviously sampled in a certain way, as in experimental or conversational situations in which the context explicitly constrains the consequential sets from which the objects are chosen. Although it is difficult to say for sure, it seems plausible to think that sampling done "by the world" is at the very least non-random, and may (at least sometimes) more closely resemble strong sampling than any other.
However, there are also circumstances in which strong sampling assumptions obviously do not hold. For instance, one obvious instance of weak sampling is the standard experimental paradigm for similarity, in which the experimenter systematically queries the participant about all possible pairs of distinct entities. To the extent that similarity data show a size effect (as illustrated later) when collected in this manner, something is amiss. One possibility is that people have an intuitive bias to assume that objects in real life are strongly sampled, which leads them to reject the artificial nature of the "exhaustive pairwise sampling" method. While there is probably some truth to this, it is not an entirely satisfying explanation. For instance, in a somewhat different inductive generalization task, sought to infer the sampling assumptions made by participants by using a model that smoothly interpolated between strong and weak sampling. The results suggested that the majority of people used a fairly weak sampling model, with a significant minority of participants applying stronger sampling assumptions. It may be that people make fundamentally different assumptions about the origins of data when switching from a feature induction task to a similarity judgment task, but this seems unlikely.
There is another, more fundamental, issue at play here as well. While it is useful to have some notion about how features are weighted in the context of similarity judgment tasks, there is a sense in which the underlying problem is considerably more general. Put simply, it is not only the case that people need to weight features when making judgments (as per Tenenbaum & Griffiths, 2001a) or select a single most-informative word to describe an object (as per Frank et al., 2009) . Before any such action is possible, we need to discover or extract a set of useful features in the first place. In what follows, we demonstrate that in advance that both entities are drawn from the class, then he or she can state categorically that they are similar in the relevant respect, even if they cannot say what it is (and hence sij = 1 for all i and j). This is unlikely to be true of most contexts.
5 Technically, as long as a disjunction or conjunction of features can be said to produce a consequential set, then we need not restrict ourselves to "Type I" categories. However, the restriction is convenient, since Type I categories correspond to salient regularities in people's mental representations (Shepard et al., 1961) . 8 the feature discovery problem itself induces a size principle.
Size effects in feature discovery: The derivation from central limits
To motivate our approach it is instructive to consider the derivation presented by Frank et al. (2009) . As in Tenenbaum and Griffiths (2001a) , they associate the k-th consequential set (in their case a set of possible word referents) with a uniform distribution over n k entities, but they make somewhat different assumptions about where the consequential set comes from. Tenenbaum and Griffiths (2001a) assume that the world selects the true class more or less randomly, and then generates observations from that class. The learner then seeks to identify the class using the information conveyed by the sampling process. In contrast, in Frank et al. (2009) the world picks the observation more or less at random, and the learner specifies a class that would be maximally informative about that observation. Not surprisingly, the two yield equivalent results: the learner should try to specify the most specific word or smallest set that is consistent with the observation. For our purposes the interesting thing is not the specific result per se, but the weakened assumptions that produced it: namely, the fact that there is no need for the observation to be strongly sampled, only that the consequential set be informative.
In this section, we extend the approach taken by Frank et al. (2009) , and propose that the size principle for similarity need not be a consequence of the sampling assumptions that generate objects at all. All that is required is that the underlying mental representations be chosen to optimally encode some structure in the world. One manner in which this can occur is equivalent to the Frank et al. (2009) situation in which people select, from among the features in their mental representation, those that are most informative as to the underlying similarities between entities. However, our derivation is much more general, and does not require any pre-existing feature set at all -the law arises naturally from the feature discovery process, in which the learner is assumed to extract a collection of features that encode some structure in the world. The nice thing about this approach is that it is able to explain why the size principle is able to emerge even when strong sampling seems to be violated. Later in the paper we put this prediction to the test. For now, however, we only derive and explain it. Why should rational feature discovery result in weighting smaller features more highly, according to a 1/n law?
Consider the simplest possible case, in which the world provides the learner with some resemblance structure. We denote that structure with Ω = [ω ij ] and imagine that it captures something like the "true" similarity matrix provided by the environment. 6 Such a structure might be produced by a large number of low-weight "microfeatures" observable in the environment; in such a case, ω ij simply denotes the proportion of such features that are shared by two stimuli. However, the exact origin of this knowledge is irrelevant to our purposes; it only matters that it exists. Having observed this structure Ω through experience, people need to extract a smallish number of more sensible features F, a set of associated weights w, and the inferred similarities s ij . We do not assume that the features are re-weighted further when assessed in contexts that require the judgment of similarity. Formally, this means we assume that s ij ≈ k f ik f ik w k , as per the original common features model (Equation 1). In other words, to the extent that there are any systematic biases among the weights of different features, our analysis assumes that they arise in the initial learning of F and w.
What is the nature of Ω? On the one hand, it is quite clear that the real world has a great deal of structure; to give just one example, we know that perceptual representations are highly structured, likely as a result of specific evolutionary pressures. It is also apparent that direct experience of the world is not the only way that information is made available to people: we learn pedagogically and vicariously as well. These points are not a concern to our analysis, since we are not proposing a complete model for learning nor do we care (for now) about the precise knowledge that comprises Ω. Rather, we are attempting to show that -all else being equal -a learner seeking to represent the structure of the world using a smallish collection of features will end up with a size principle, weighting the features that index fewer entities in the world more highly. In support of this proposition, we consider the extreme case where Ω is entirely arbitrary. In that case, that the information available to the learner would reflect only the simple fact that some things are similar, and other things are not. Our point is that on this basis alone, a size principle emerges. Naturally, if the world provides a particular structure that implies a different law, then other laws might emerge. However, if the world provides no bias, then a rational learner should supply one, and the supplied bias takes the form of a 1/n law.
If the goal is to encode the resemblance structure of this world Ω as effectively as possible, which features should the learner include in their mental representation? Intuitively, an effective feature should pick out a coherent subset of entities -those entities that are highly similar to one another. If some feature is possessed by n = |c| entities, then we need to calculate the average similarityω, taken over all N = n(n − 1)/2 pairs of entities that share the feature. In our minimally structured environment, we assume that the "true" similarities ω ij are randomly generated from some unknown distribution that has finite mean µ and variance σ 2 . If so, then the central limit theorem (e.g., Schervish, 1995, theorem B.97) 
and thus, asymptotically,ω ∼ Normal µ, 2σ 2 n(n − 1)
.
In other words, the distribution over possible intraclass similarities for a given feature depends on the number of entities that have that feature (i.e., they depend on the feature's size). With this in mind, we let f (y | µ, σ, n) denote the percentile function which returns the value v such that Pr(ω ≤ v | µ, σ, n) = y. From Equation 10, we obtain
where Φ −1 (y) is the inverse cumulative distribution function that produces the percentiles for the standard normal distribution with mean 0 and standard deviation 1. So, for example, Φ −1 (0.975) ≈ 1.96 yields the 97.5th percentile. Next, if we let g(y) = Φ −1 (y) √ 2σ denote a rescaled percentile function for a normal distribution with mean 0 and standard deviation √ 2σ, in order to collect together those terms that are independent of n,
Finally, since lim n→∞ n n−1 = 1, we obtain the asymptotic expression
Since g(·) is a monotonic increasing function with g(1/2) = 0, randomly sampling features will not produce a size principle, since the intraclass similarities will on average sit at the 50th percentile of the distribution. In that case g(y)/n = 0, and the expected intraclass similarity for a random feature would be µ regardless of its size. However, if only those features that exceed some (high) percentile rank are included, then y > 1/2, implying g(y) > 0 and causing a size principle to emerge. More formally, any feature discovery procedure that can broadly be treated as a kind of statistical test for the coherence of a feature 7 should obey this 1/n rule.
To characterize the results in more psychologically meaningful terms, what they imply is this: as long as an agent has a preference for representing the world using coherent features, those features will exhibit a size law. If the agent encodes only those features that pass a statistical test for coherence with significance level α, then the intraclass similarities should be scattered around the µ + g(α)/n line, in accordance with the various 1/n rules proposed in the literature. Alternatively, suppose that only those features that reach some fixed (i.e., non size-dependent) coherence level are encoded (i.e.,w > γ, where γ is a constant). As noted by Navarro and Perfors (in preparation) , this induces a different kind of size principle, where the encoded features are almost always small ones, which has important implications for understanding how people engage in intuitive hypothesis testing. Regardless of how it is implemented, the key observation to note is that large features will tend to have an intraclass similarity very near to the domain average µ because they will contain most of the objects in the domain, and pairs with high similarity will tend to be balanced by pairs with low similarity. Smaller features, on the other hand, will be all over the spectrum: some might pick out a few highly similar objects (e.g., apples and oranges) and some might pick out a few very different objects (e.g., chalk and cheese). However, to the extent that the agent is picky, and ignores incoherent features, these highly incoherent small features are necessarily the first thing to get censored out, and as a consequence those small features that remain will be much more coherent than the large ones.
This result suggests that one should observe a size principle whenever features are constructed in such a way as to represent the structure in the domain, regardless of any assumptions about how objects were sampled. We do not disagree with Tenenbaum and Griffiths (2001a) or Frank et al. (2009) , and view their results as complementary to ours; our analysis simply provides another reason that one might expect a size principle to emerge, without requiring any special assumptions to be made about either the similarity judgment task (as per Tenenbaum & Griffiths, 2001a) or the feature listing task (as per Frank et al., 2009) . Instead, the size principle may be deeply embedded in or mental representation of the world, purely as a function of the desire for efficient coding. 8
In the rest of the paper, we explore to what extent this prediction holds across a variety of objects and features in 11 different domains.
Empirical Evidence for the Size Principle
As we have seen, there is some pre-existing work suggesting that the size principle may hold for natural categories (Sanjana & Tenenbaum, 2002) and for novel properties . However, to our knowledge no studies have looked at similarity judgments specifically (besides Zeigenfuse & Lee, submitted, who use the same data that we do), nor are there any studies that aggregate across multiple data sets and domains. In this respect, the Leuven data provide a nice test bed, since they suggest a straightforward method for investigating the proposition that people implicitly weight small features more heavily than larger features when judging the similarity between entities. It has 11 distinct data sets of interest, of which 5 belong to the broad domain of animals (i.e., mammals, birds, insects, fish and reptiles) and 6 belong to the general domain of artifacts (i.e., clothes, musical instruments, kitchen utensils, vehicles, weapons and tools). A list of 10 of entities used in each domain is shown in Table 1 .
Data collection & checking
The specifics of the data collection are discussed in detail elsewhere (see De Deyne et al., 2008) , but the key characteristics for the present purposes are as follows: for each of the the 11 data sets, a total of 1003 people were asked to list the features of various members of each category. So, for instance, for the tools category, they were asked to list properties of 30 different types of tool, such as drills, crowbars, chisels and wheelbarrows. This yielded 285 unique features for the 30 objects, with a highly uneven distribution of generation frequencies: the majority of the features listed were mentioned by less than 1% of the participants, but a small number of features were listed extremely often. Indeed, a cursory examination suggests that as is typical for such things, the function relating the rank to the actual frequency is an approximate power law (Zipf, 1965) .
In any case, given the set of m ≈ 200 − 300 features that people considered relevant to the n ≈ 20−30 entities in each category, the next stage of data collection asked 4 participants to complete an n × m feature matrix F = [f ik ], such that f ik = 1 if the ith object possesses the kth feature, and f ik = 0 if it does not. For this paper, we used a "majority rule" to construct an aggregate feature matrix, in which f ik = 1 if at least 3 of the 4 participants judged object i to possess feature k. From this feature matrix we constructed a set of classes C, one per feature. The kth feature generates the kth class c k consisting of all entities that possess that feature (i.e., all x i such that f ik = 1). For instance, if the feature were eats peanuts, then the corresponding class would be things that eat peanuts. In terms of the notation introduced in the previous section, the feature assignments f ik are treated as equivalent to the class assignments z ik . The size of the feature, then, is given by the number of entities in the class corresponding to that feature. Obviously, the set of classes induced by the listed features does not exhaust the possible respects for similarities among entities, but it does constitute an important subset.
We can examine the patterns of similarity judgment in light of the collection of features that people naturally use to describe each of the entities in the dataset. For each of the 11 data sets, an additional group of participants (usually about 20 people) rated the similarities between all pairs of entities in the domain, on a scale from 1 to 20. After averaging the ratings across participants and normalizing, the similarity data take the form of an n × n matrix S = [s ij ] where s ij denotes the average similarity between items i and j.
A specific prediction
Given a set of features, we now require a more precise expression for the predictions of the Bayesian similarity model described earlier. We would like an expression for the average intraclass similarity among the set of entities that share a particular feature. That is, we seek an expression for E[s ij | x i , x j ∈ c k ], the expected similarity between two items given that we know both belong to the class c k . For a feature f k that has an extension to the class c k , we can write the similarity between two members of the class, x i and x j , as follows If the number of classes is large, we can treat the various w k terms as approximately independent of one another. If we make the simplifying assumption that the various feature assignments f ik are independent of one another (discussed later), then we can assume a linear relationship of the form
where the coefficients a and b do not depend on c k . In order to satisfy the constraint that self-similarities are maximal (i.e., s ii = 1), we fix a + b = 1. Along the same lines, if every object is in c k then the average similarity among class members iss (the average of all similarities in S). These two constraints fix the two coefficients at a = (1−s)n n−1 and b = ns−1 n−1 , and make the prediction that the conditional expected intraclass similaritys k given that all members possess the kth feature is
Data analysis
The raw data for our analysis are plotted in Figure 1 . In each domain, we have a collection of 20-30 high-frequency (>3%) features, and we wish to see if there is a relationship between the number of items that possess the feature n k , and the average similarity Figure 1 . The average intra-class similarity implied by those features that reached the 3% cutoff. Each black dot plots the average similarity among items with a particular feature (x axis) against the number of items with the feature (y axis). The solid lines plot the a priori predicted relationship constructed from the size principle (i.e., Equation 17). In most cases (see Table 4 ) this prediction corresponds to the best model for the data. s k between pairs of such items. These are the two variables plotted in the figure, with each dot corresponding to a feature, and the solid line showing the specific curve predicted by the size principle (Equation 17). Visual inspection suggests that the prediction is consistent with the data: in what follows, we provide a more detailed analysis.
The first analysis we consider is simply to examine the correlations. For all 11 data sets, we calculated Spearman rank-order correlations between n k ands k , as well as the corresponding Pearson linear correlations, and the Pearson correlations between 1/n k and s k . As is shown in Table 3 , the results are significant in almost all cases. Given this, we can state with considerable confidence that there exists some monotonic functional relationship between the two variables; but cannot be sure whether the relationship is linear (i.e., y = −ax + b), inverse (i.e., y = a/x + b) or some other monotonic decreasing function.
In order to obtain some sense of this, we turn to a Bayesian data analysis in which we consider three models. All three models take the form
where µ(n k , θ) is the predicted value for the similarity as a function of the size. In this expression, the error terms are assumed to be i.i.d., normally distributed, with mean zero and unknown standard deviation σ. We set the prior over σ in a (weakly) data-dependent way: across all 11 data sets and every possible value of n k for which we had three or more data points, we took frequentist (i.e., Bessel-corrected) variance estimates, excluding cases with suspiciously low standard deviation (i.e., below 0.01). We then constructed a prior over σ by fitting a gamma distribution to these estimates (which provided a reasonably good fit). This yielded a gamma(1.77,0.045) distribution, meaning that the prior expected value of σ is 0.08, and a 90% prior confidence that σ ∈ [0.01, 0.20]. Given that the data can only fall in the range [0,1], this prior distribution over noise levels seems reasonable. The mean functions µ() for the three models are:
In all three cases, we assume normal priors, and for the moment we consider only the prior mean. For all three, the prior mean is over b is fixed ats, since we expect that as n → ∞ the intraclass similarity just converges to the domain average. Correspondingly, since s ii = 1, the prior conditional mean for a|b becomes 1 − b in both the inverse and linear models (this is the reason for writing the linear model in this odd form: the constraints described in the previous section induce the same prior for both models). For the sake of conservativeness, we set the prior standard deviation fairly large in each case, at 0.2. 
where n = [n k ] denotes the vector of feature sizes. From this, we can calculate the posterior distribution over models for each data set. The results are shown in Table 4 . Not surprisingly, they are broadly in agreement with the simpler frequentist analysis in Table 3 , but equally unsurprisingly there are some differences. Most strikingly, the inverse model (consistent with the size principle) provides a superior fit to the other models in 9 of 11 cases, and is competitive in the two cases that the linear model wins. Since the Bayesian analysis that we have conducted automatically accounts for model complexity (e.g., Myung & Pitt, 1997) , this gives strong evidence that the inverse rule is the right one for these data.
Possible confounds or artifacts
At this point there is clear evidence for an inverse feature-size effect in the data. However, before attributing the effect to the operation of a size principle, it is important to consider possible artifactual explanations. In this subsection we evaluate three possibilities: feature-listing frequency, base rate of feature size, and correlated feature assignments.
The first possibility relates to the frequency with which people listed each feature. One might suppose that it is actually high list-frequency features that are strongly weighted, and small features are simply more likely to be listed than are large features. This would still imply a real effect, just not the one we are interested in; however, it does not appear to be the case. Figure 2 plots the median feature generation frequency as a function of size for Figure 2 . Median feature-listing frequency as a function of size. Two data points are not shown: n=29, freq=15.05 for the birds data, and n=25, freq=23.42 for the insect data. Across the 11 data sets, there is a tendency for larger features to be mentioned slightly more frequently (rank order correlations range from 0.19 to 0.60). Significant correlations are found in the fish (ρ = 0.54), clothes (ρ = 0.51) and vehicles (ρ = 0.60) domains. all features, not just those that reached the cutoff. If anything, across the 11 domains, there is a weak tendency for the larger features to be listed with a higher frequency (though only the mammals and fish data show the effect strongly). Given the lack of any systematic biases, it seems unlikely that the highly consistent size effect in Figure 1 can be explained in this manner.
A related possibility is that the size effect results from the somewhat arbitrary 3% cutoff that we imposed. While we do think that it is important to use some cutoff in order to avoid idiosyncratic features that are listed by few people and probably do not form part of the usual mental representations people apply, it is nevertheless essential to check that this does not unfairly influence the results. How can we be sure that many very small, very unimportant features are not being censored by the 3% rule, and that this is the origin of the effect? If this were the case, it would not be an artifact -it would be a variant on the size principle itself, just expressed in a different fashion (see Navarro & Perfors, in preparation) -but either way, it is important to check that we have not set the cutoff in such a way as to completely censor features of a particular size (that is, we want to have a similar quantity of data points at different values of n k ). To evaluate this, Figure 3 shows the total number of features that reach the 3% threshold as a function of size. The typical pattern across domains is that features that pick out smaller classes tend to be more likely to reach the generation threshold, but this is not universal. Importantly, there is enough variability in feature size within most domains to allow the size effect to emerge, and enough variability between domains to make a consistent size effect less likely to be artifactual.
The third potential artifact is the most subtle, and the one about which most care is required. When constructing the size law in Equation 17, we made the assumption that the feature assignments were largely independent of one another. In practice, one does not expect this to be true: the feature has feathers is extremely closely related to can fly, for instance. In and of itself, an incorrect assumption of independence is not too much of a problem, since (as the statistical saying goes) all models are wrong. However, it might be the case that features have a very strong tendency to be nested inside one another (i.e., the set of things that have feathers is (very nearly) nested inside the set of things that fly). If so, then two entities that are known to share a small feature will also necessarily share all the larger features that it sits inside. The reverse would not be true for two entities known to share a large feature. As a consequence, the number of additional features that contribute to the pairwise similarity (i.e., number of nonzero terms in the second part of Equation 15) would not be independent of n k . If true, this would mean that small features are not highly weighted because they are seen as more important in and of themselves, but because they are correlated with more of the other features in the domain; that it is only due to the combined influence that these other features have on the similarity that the small feature appears to be highly weighted.
Leaving aside the thorny question of whether this would actually count as an artifact, 9 it is simple enough to test whether this is the case for these data. Figure 4 plots the conditional probability that, given that two items share a feature of size n k , they will also share other features. In most cases there are strong correlations, indicating highly Figure 4 . The conditional probability that two items will share other features given that they share a feature of size n k . In most cases, there are strong correlations (indicating highly structured features), but the direction of the correlation varies wildly. Significant positive rank-order correlations exist for fish, insects, instruments and utensils and significant negative correlations exist for mammals, reptiles, clothes, vehicles and weapons. No significant relationship exists for either birds or tools.
structured features, but the direction of the correlation varies wildly. Significant (p < 0.05) positive rank-order correlations exist for fish (ρ = 0.91), insects (ρ = 0.53), instruments (ρ = 0.74) and utensils (ρ = 0.62). However, there are significant negative correlations for mammals (ρ = −0.43), reptiles (ρ = −0.70), clothes (ρ = −0.60), vehicles (ρ = −0.84) and weapons (ρ = −0.53). No significant relationship exists for either birds or tools. Hence, dependencies among the f ik values do not appear to be the source of the effect.
Testing the predictions of our derivation
In the second part of this paper, we derived an expression for the distribution of intraclass similarities as a function of the number of entities assigned to the class (the size law), and showed that the yth percentile of this distribution is given by Equation 11. How closely does this expression match the actual distribution implied by the Leuven similarity matrices? After all, the real data are much more structured than the minimal case used to derive the 1/n law, and may show a different pattern. However, as is shown in Figure 5 , the predicted pattern is almost perfectly reproduced in all 11 subjective similarity matrices. The solid lines plot the size principle predictions (identical to those used in Figure 1 ), while the dotted lines plot bootstrap estimates of the 2.5th and 97.5th percentiles of the empirical distribution over the intraclass similarities among possible subsets of entities, as a function of the size of the subset: for any given feature size, we generated 10000 features at random and calculated the implied intraclass similarity for each. Each black dot marks the 2.5th percentile or 97.5th percentile of these distributions. As expected, the upper percentiles show the "1/n" effect very strongly for all 11 similarity matrices -the theoretical Bayesian prediction used in Figures 1 and 5 is almost indistinguishable from the 97.5th percentile line. This correspondence implies that the size principle may be justifiable in terms of a kind of representational or communicative optimality, in the sense described earlier.
Tests of our derivation may extend in other directions too. One of the consequences of treating the size principle as a corollary of feature discovery is that we can draw parallels with additive clustering methods (Shepard & Arabie, 1979; Tenenbaum, 1996; Lee, 2001; Navarro & Griffiths, 2008 ) that try to solve the feature discovery problem from a statistical learning perspective. For instance, the original algorithm proposed by Shepard and Arabie (1979) to perform inference in the additive clustering model used an "elevated subsets" heuristic to pick out clusters of entities with higher internal similarities than any of its supersets. If people adopt a similar strategy, then an optimal solution to the feature generation task would be to list features that are as large as possible without sacrificing too much in terms of internal coherence. With this in mind, a natural prediction of the feature discovery view of the size principle is that additive clustering methods should produce the effect for purely artifactual reasons. That is, the size principle should emerge when additive clustering models are fit to noisy data, even if there was no inherent size effect in the similarity matrix to begin with. 10 As a initial test of this proposition, we generated 100 artificial similarity matrices in domains with 15 entities and 10 features. The cells of the 15 × 10 feature matrix were gen- Figure 5 . The 95% confidence intervals (dotted lines) for a randomly chosen feature as a function of the size of the class of objects picked out by the feature. Note that the upper bound (i.e., the 97.5th percentile of the distribution over intra-class similarities) very closely matches the "1/n" rule for size-similarity relationships (solid lines). erated as independent Bernoulli draws with underlying rate of 0.3. The saliency attached to each feature was drawn from a uniform distribution on [0.1, 0.4], and then added independent zero-mean Gaussian noise was added with σ = 0.15, corresponding to moderately noisy data. We then ran the Bayesian additive clustering algorithm proposed by Navarro and Griffiths (2008) on the data, using a more diffuse hierarchical prior than the one in the original paper. 11 While the complete details of the feature recovery are not of immediate interest, the key effect is the weak but significant tendency for the error terms in the estimated weight to be non-uniform as a function of size (ρ = −0.13, p = 6.3 × 10 −5 ), as illustrated in Figure 6 . As predicted, the estimated weights of recovered features are biased upwards if the features are small. Why does this happen? Although additive clustering does not explicitly seek to include all features that meet some analytically-specified criterion (as we did in our empirical analysis), it is nevertheless a statistical learning tool designed to determine whether or not different groups of stimuli are sufficiently similar to one another to be worth positing the existence of a feature. As such, it may be deemed to adopt an implicit criterion. Since small features contribute to fewer cells in S, the implicit criterion for inclusion necessarily shifts upwards. Or, to put it another way, there is a size by weight interaction effect when predicting additive clustering's ability to extract a feature from data (rank-order correlation with the interaction term is ρ = 0.35, p = 1.1 × 10 −30 , after controlling for main effects): if a proposed feature is small and low-weight, it is unlikely to be acceptable to the additive clustering algorithm, for the exact same reason that we argue that it is unlikely to be acceptable to people.
Conclusion
We have demonstrated that the "size principle" for featural similarity previously derived based on sampling assumptions is also explainable on the basis of communicative or representational optimality. A rational agent who seeks to include only those features which are coherent -i.e., those features for which the objects with those features are highly similar -will prefer features that describe only a small number of objects. Moreover, the weight of this preference will scale according to a 1/n law, where n is the number of objects that possess the feature. We tested this prediction on 11 different datasets in two different domains, and found that human judgments are broadly in agreement with this law. Potential confounds and artifacts were evaluated and rejected.
There are a number of potential extensions to this work. Following a suggestion made by Tenenbaum and Griffiths (2001a) , we might consider the human similarity data alone (without using the listed features), and examine whether the latent features extracted by additive clustering methods satisfy the 1/n law. With recent advances in additive clustering methods (Navarro & Griffiths, 2008) this approach may be feasible, but a great deal of care would be required to control for the effect shown in Figure 6 . In the more immediate context of considering the relationship between similarity and listed features, one possibility would be to use more sophisticated feature selection methods than the 3% cutoff used here (e.g., Figure 6 . An "artifactual" size law in additive clustering: when learning features from noisy data, small low-weight features are differentially more likely to be censored from the learned representation, leading to a correlation between size and average estimated weight. The differently colored dots denote features with different recovery probability: dark dots denote features recovered with high probability, while light dots denote features that are rarely successfully recovered.
Zeigenfuse & Lee, submitted), though the artifact may exist in these cases too. It would also make sense to explore data sets that extend beyond the domains of animals and artifacts to see if the rule holds more generally. For now, the fact that the Bayesian theory of generalization proposed by Tenenbaum and Griffiths (2001a) predicts the exact same pattern as the one we have derived via the central limit theorem seems unlikely to be a coincidence. Both lead to 1/n rules and both carry a strong suggestion of optimal statistical inference. In one sense, the explanations are distinct -the original theory of generalization treats the feature set as fixed and looks at what constraints apply to optimal similarity judgment, while our analysis examines the constraints that apply to optimal feature discovery and selection when the world (or the learner) provides a similarity structure to encode. If features are given to the learner, they impose a 1/n law on similarities, and if similarities are given they impose a 1/n law on features. In both cases, the law is an expression of fundamental statistical rules, and it appears to be a strong, elegant regularity in human judgments.
