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ABSTRACT
We study cosmic metal enrichment via AMR hydrodynamical simulations in a
(10 Mpc h−1)3 volume following the Pop III – Pop II transition and for different Pop
III IMFs. We have analyzed the joint evolution of metal enrichment on galactic and in-
tergalactic scales at z = 6 and z = 4. Galaxies account for <∼ 9% of the baryonic mass;
the remaining gas resides in the diffuse phases: (a) voids, i.e. regions with extremely
low density (∆ 6 1), (b) the true intergalactic medium (IGM, 1 < ∆ 6 10) and (c)
the circumgalactic medium (CGM, 10 < ∆ 6 102.5), the interface between the IGM
and galaxies. By z = 6 a galactic mass-metallicity relation is established. At z = 4,
galaxies with a stellar mass M? ' 108.5M show log(O/H) + 12 = 8.19, consistent
with observations. The total amount of heavy elements rises from ΩSFHZ = 1.52×10−6
at z = 6 to 8.05 × 10−6 at z = 4. Metals in galaxies make up to ' 0.89 of such
budget at z = 6; this fraction increases to ' 0.95 at z = 4. At z = 6 (z = 4) the
remaining metals are distributed in CGM/IGM/voids with the following mass frac-
tions: 0.06/0.04/0.01 (0.03/0.02/0.01). Analogously to galaxies, at z = 4 a density-
metallicity (∆ − Z) relation is in place for the diffuse phases: the IGM/voids have a
spatially uniform metallicity, Z ∼ 10−3.5Z; in the CGM Z steeply rises with den-
sity up to ' 10−2Z. In all diffuse phases a considerable fraction of metals is in a
warm/hot (T µ−1 > 104.5K) state. Due to these physical conditions, C IV absorption
line experiments can probe only ' 2% of the total carbon present in the IGM/CGM;
however, metal absorption line spectra are very effective tools to study reionization.
Finally, the Pop III star formation history is almost insensitive to the chosen Pop III
IMF. Pop III stars are preferentially formed in truly pristine (Z = 0) gas pockets, well
outside polluted regions created by previous star formation episodes.
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1 INTRODUCTION
The intergalactic medium (IGM) has been extensively in-
vestigated through the study of the H I Lyα forest (Rauch
1998) and the absorption features due to ionized metal
species (e.g. Songaila & Cowie 1996) detected in the spectra
of high redshift quasars (QSO). Observations have probed
metal enrichment in different intergalactic environments:
damped Lyα absorbers (DLA), characterized by column
densities logNHI/cm
−2 >∼ 20 and metallicities 10−1.5 <∼ Z/
Z <∼ 10−1; Lyman limit (17 <∼ logNHI/cm−2 <∼ 20) and
Lyα forest (14 <∼ logNHI/cm−2 <∼ 17) systems, typically en-
riched at 10−3.5 <∼ Z/Z <∼ 10−2 (Meiksin 2009).
The evolution of the IGM enrichment can be studied
by measuring the abundance of ionized species at differ-
ent cosmic times. For example, the C IV density parameter
decreases with redshift from ΩCIV ' 8 × 10−8 at z ' 0
to ΩCIV ' 10−8 at z ' 2.5 (e.g. D’Odorico et al. 2010),
it is constant up to <∼ 5 (e.g. Schaye et al. 2003; Cook-
sey et al. 2010), and could possibly show sign of a down-
turn, ΩCIV <∼ 0.5 × 10−8, for z >∼ 5 (e.g. Ryan-Weber et al.
2009; Becker et al. 2009; Simcoe et al. 2011; D’Odorico et al.
2013). Similarly, Si IV displays a flat behavior for 2.5 <∼ z <∼ 5
(Songaila 2001, 2005).
Metals are produced by stars inside galaxies fea-
turing a cosmic star formation rate density (SFR) '
10−2Myr−1Mpc−3 at z = 0, increasing up to one order
of magnitude at z ∼ 3 and decreasing by a factor ∼ 102 for
3 <∼ z <∼ 9 (Dunlop 2013). IGM is metal polluted by galax-
ies, whose SFR can be can used to infer the total metal
density parameter. Pettini (1999a) have shown that obser-
vations account for ∼ 20% of metals at z >∼ 2, implying that
the missing ones must be locked in a warm-hot ionized phase
(e.g. Ferrara et al. 2005).
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Galaxies with high (M? >∼ 1011M) and low
(M? <∼ 108M) stellar mass display different charac-
teristics. The local (Panter et al. 2008) and z <∼ 3 (Maiolino
et al. 2008; Mannucci et al. 2010) mass-metallicity (M?−Z)
relation shows an increasing metal abundance with M?
from ∼ 104M (Kirby et al. 2013) up to ∼ 1010M and
a flattening for higher stellar mass. Similar difference is
present in the dark-to-visible mass ratio (e.g. Guo et al.
2010; Tolstoy 2010; McGaugh & Wolf 2010): dwarf galaxies
typically show values >∼ 30, while Milky Way size galaxies
have a ratio <∼ 15; for increasing mass the value approaches
(but does not reach) the cosmological one, Ωm/Ωb ∼ 6.
A theoretical framework must auto-consistently account
for the history of IGM enrichment, its thermal state and the
global evolution of galaxy formation. An attractive scenario
consists in the so-called pre-enrichment (Madau et al. 2001;
Ferrara 2008), in which IGM pollution is mainly due to low
mass (M? <∼ 107M) galaxies ejecting metals via supernova
(SN) explosions at high redshift (z >∼ 8). In this picture mas-
sive galaxies are able to retain their metals, thus their evolu-
tion follows a closed box chemical model(e.g. Tremonti et al.
2004). On the other hand, low mass galaxies are prone to
material ejection because of the shallower potential well and
since their smaller size allows the SN to coherently drive the
outflows (e.g. Ferrara & Tolstoy 2000).
Ejection from low mass galaxies has an obvious ad-
vantage in terms of volume filling factor, given the abun-
dance of these sources in ΛCDM models1 (i.e. Press &
Schechter 1974). Additionally, an early (z >∼ 5) IGM pollu-
tion allows the shocked and enriched gas to cool down (e.g.
Ferrara 2008), which can explain the observed narrowness
(∼ 15 km s−1) of the Doppler width of metal lines (Meiksin
2009).
The pre-enrichment scenario is appealing because the
same low mass galaxies which start to pollute the IGM can
play an important role in the firts stages (z >∼ 8) of cosmic
reionization (e.g. Salvadori et al. 2013). In particular, (e.g.
Choudhury et al. 2008) low mass galaxies are the ideal hosts
for first metal-free Population III (PopIII) stars, which may
possibly be the responsible for an early (z ' 7) reionization
(e.g. Gallerani et al. 2008a,b). However, the nature of Pop
III stars is still under debate, because of lack of observations.
From a theoretical point of view there is no clear consensus
on their formation properties (Bromm et al. 2002; Yoshida
et al. 2006; Greif et al. 2012; Hosokawa et al. 2012; Meece
et al. 2013) nor their subsequent evolution (Heger & Woosley
2002; Nomoto et al. 2006).
Thus, understanding the IGM metal enrichment from
the first galaxies is fundamental to explain both the forma-
tion and the evolution of galaxies and the reionization his-
tory (Barkana & Loeb 2001; Ciardi & Ferrara 2005). How-
ever, it remains to be assessed the evolution of the temper-
ature and chemical state of the enriched IGM, the imprint
the metal transport has on the formation of new star form-
ing regions and its role in the transition from Pop III to the
1 In this work we assume a ΛCDM cosmology with total matter,
vacuum and baryonic densities in units of the critical density
ΩΛ = 0.727, Ωdm = 0.228, Ωb = 0.045, Hubble constant H0 =
100 h km s−1 Mpc−1 with h = 0.704, spectral index n = 0.967,
σ8 = 0.811 (Larson et al. 2011).
successive generation of Population II (PopII) stars. The
steady increase of availability of high redshift IGM obser-
vations (e.g. D’Odorico et al. 2013) and their interpretation
can hopefully clarify the picture, by better constraining the
theoretical models.
Cosmological numerical simulations have been exten-
sively used to study the problem (Aguirre & Schaye 2007;
Johnson 2011). However, the huge dynamical range of
the underlying physical phenomena makes a true auto-
consistent simulation impossible. A viable modelization can
be achieved by using subgrid models. These depend both on
the considered physics and code implementation. Recently,
Hopkins et al. (2013) studied the impact of different star
formation criteria, Agertz et al. (2012) and Vogelsberger
et al. (2013) analyzed the effect of including different kind of
feedback, and the AQUILA project (i.e. Scannapieco et al.
2012) compared 13 different prescriptions of the main used
cosmological codes. Subgrid modelling lessens the burden of
the large dynamical range, but given the currently available
computational capabilities the numerical resources have to
be focused toward either the small or the large scales.
Simulations of small cosmic volumes, i.e. box sizes
<∼ Mpch−1, concentrate the computational power and al-
low the usage of highly refined physical models. Greif et al.
(2010) studied the transition from Pop III to Pop II stars
in a 108M galaxy at z ∼ 10 assessing the role of radiative
feedback; Maio et al. (2010) analyzed the same transition
by varying several parameters, such as the critical metal-
licity Zcrit that distinguishes the populations, the initial
mass function (IMF), the metal yields and the star forma-
tion threshold; Xu et al. (2013) focalized on pinpointing the
remnant of Pop III at high redshift, by employing the same
computational scheme of Wise et al. (2012), which analyzed
the impact of radiation from first stars on metal enrichment
at z >∼ 9; at the same redshift, Biffi & Maio (2013), using an
extensive chemical network, studied the properties and the
formation of first proto-galaxies.
Large scale ( >∼ 5 Mpch−1) cosmological simulations
naturally allows for a fair comparison with the observations.
Scannapieco et al. (2006) showed that observation of line of
sight (l.o.s.) correlations of C IV and Si IV are consistent
with a patchy IGM enrichment, confined in metal bubbles
of ∼ 2 Mpch−1 at 1.5 <∼ z <∼ 3; by implementing galaxy out-
flows driven by a wind model Oppenheimer & Dave´ (2006)
managed to reproduce the flatness of ΩCIV at 2 <∼ z <∼ 5;
Tornatore et al. (2007) found evidence of Pop III produc-
tion at z >∼ 4, hinting at the possibility of observing metal-
free stars; using a galactic super wind model Cen & Chisari
(2011) simulated a 50 Mpc h−1 box finding, among other
results, a good agreement with observations for ΩCIV and a
reasonable match for ΩOVI; by using a (37.5 Mpch
−1)3 vol-
ume simulation evolved up to z = 1.5, and considering dif-
ferent IMFs and feedback mechanisms, Tescari et al. (2011)
analyzed the evolution of ΩCIV and statistics of H I and C IV
absorbers at different redshifts; simulating a box with size
of 25 Mpch−1 and including various feedback, Vogelsberger
et al. (2013) managed to match several observations, as the
SFR and stellar mass density (SMD) evolution for z <∼ 9, the
galaxy stellar mass function and mass-metallicity relation at
z = 0.
The aim of this paper is to model the IGM metal en-
richment focusing on high redshift (z > 4) by simulating
c© 2013 RAS, MNRAS 000, 1–23
Cosmic metal enrichment 3
log (Z/Z) Y R PopII
−4.0 0.0160 0.4680 1050
−2.0 0.0192 0.4705 1050
−1.0 0.0197 0.4799 1050
0.0 0.0253 0.4983 1050
Table 1. Adopted IMF-averaged Pop II metal yields and gas
return fractions (van den Hoek & Groenewegen (1997) for 0.8 6
m/M 6 8 and Woosley & Weaver (1995) for 8 6 m/M 6 40);
explosion energies (in erg M−1 ) are taken from Woosley & Weaver
(1995).
IMF Y R PopIII/PopII
SALP 0.0105 0.46 1
FHN 0.0081 0.76 1
PISN 0.1830 0.45 10
Table 2. Adopted IMF-averaged Pop III metal yields and gas
return fractions, and relative explosion energies. Data are taken
from van den Hoek & Groenewegen (1997) for 0.8 6 m/M 6 8
and Woosley & Weaver (1995) for 8 6 m/M 6 40 for SALP,
Kobayashi et al. (2011) for FHN, and Heger & Woosley (2002)
for PISN.
a volume large enough to include a statistically significant
ensemble of galaxies. Clearly, the trade off consists in a lim-
itation of the resolution and small scale complexity that can
be investigated. Our modelling approach is to limit the num-
ber of free parameters of the subgrid prescriptions and con-
strain them with first galaxies observations, namely both
global SFR densities inferred from Ultraviolet (UV) lumi-
nosity functions (Bouwens et al. 2012; Zheng et al. 2012)
and SMD from stellar energy density fitting (Gonza´lez et al.
2011). This method limits the uncertainty on the feedback
prescriptions (e.g. Vogelsberger et al. 2013), and at the same
time it allows a large scale analysis of the metal enrichment
process.
The paper is structured as follows. In Sec. 2, we describe
the numerical implementation of the cosmological simula-
tions whose free parameters are then calibrated by matching
SFR and SMD data in Sec. 3. Sec. 4 and Sec. 5 contain the
analysis of galactic and IGM metal enrichment, respectively.
We devote Sec. 6 to study the effects of varying the Pop III
IMF, and in Sec. 7 we compute and discuss mock QSO ab-
sorption spectra, in preparation for a future detailed com-
parison recent of high redshift (4 <∼ z <∼ 6) absorption line
data (D’Odorico et al. 2013). Finally, in Sec. 8 we present
our conclusions.
2 COSMOLOGICAL SIMULATIONS
We perform cosmological simulations using a customized
version of the publicly available code RAMSES (i.e. Teyssier
2002), which is a Fully Threaded Tree (FTT) data structure
in which the hydrodynamical Adaptive Mesh Refinement
(AMR) scheme is coupled with a Particle Mesh (PM3) N-
body solver through a Cloud-In-Cell interpolation scheme
to compute the Poisson equation.
Our simulation evolves a 10h−1 comoving Mpc box,
with 5123 dark matter (DM) particles. The DM mass unit
is 2.06 × 106 Ωdm h−1M, and the baryon base grid spa-
tial resolution is 19.53h−1 kpc. We allow for 4 additional
refinement levels, with a Lagrangian mass threshold-based
criterion. This enables us to reach a maximum resolution
of ∆xmin = 1.22h
−1 kpc in the densest regions. The ini-
tial conditions are generated at z = 199 using GRAFIC (i.e.
Bertschinger 2001). The gas is characterized by a mean
molecular weight µ = 0.59 and has a primordial BBN com-
position (Z = 0) at the starting point of the simulation.
We refer to metallicity as the sum of all the heavy element
species without differentiating among them, as instead done,
e.g., by Maio et al. (2007).
To account for heating and cooling processes RAMSES is
coupled with ATON (i.e. Aubert & Teyssier 2008), a moment-
based radiative transfer code including metal cooling (i.e.
Theuns et al. 1998; Sutherland & Dopita 1993). The code
allows the treatment of an external, redshift dependent UV
background (UVB, e.g. Haardt & Madau 1996, 2012) pro-
duced by both stars and QSOs. In the simulation we include
the UVB and we neglect the radiation from sources inside
the box, as the scale of ionized bubbles becomes rapidly
comparable to the size of the simulation box (e.g. Wyithe
& Loeb 2004; Zahn et al. 2011) and therefore the derived
reionization history could not be considered as reliable any-
way. We have however verified that varying the UVB within
observational limits2 only marginally affects the enrichment
history.
2.1 Star formation prescription
We adopt the star formation recipe described in Rasera
& Teyssier (2006) and Dubois & Teyssier (2008), hereafter
DT8, whose main features are recalled below. At each coarse
time step, ∆t, a collisionless star particle is created in ev-
ery gas cell of size ∆x which has a density ρ exceeding
the threshold ρth ≡ 0.1mH cm−3 (Schaye 2004), where mH
is the proton mass. The mass of the newborn particle is
Ms = m?N , where
3 m? = ρth (∆xmin)
3 is the resolution de-
pendent minimum mass of a star particle, and N is drawn
from a Poisson distribution
P (N) =
〈N〉
N !
exp (−〈N〉) , (1a)
of mean 〈N〉 given by
〈N〉 = ρ (∆x)
3
m?
∆t
t?
; (1b)
t? is the local star formation timescale and represents the
first free parameter of our model. The dynamical properties
of the star particle formed are inherited from the spawning
cell; if the gas cell metallicity is below (above) the critical
metallicity, Zcrit ≡ 10−4Z, we label the particle as belong-
ing to the Pop III (Pop II) population. Such distinction is
used when determining the metal yield and supernova ex-
plosion energy (Sec. 2.2).
2 We have used a simple analytical form of the UV background
(Theuns et al. 1998) and varied its parameters.
3 Following DT8 we impose that no more than half of a cell mass
can be converted into stars, i.e. Ms = min[m?N, 0.5 ρ(∆x)3]. This
prescription ensures the numerical stability of the code.
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Zheng et al. 2012
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∝ (1 + z)−3.4(±0.8)
Gonzalez et al. 2011 (flux limited)
Figure 1. Left panel: Cosmic star formation rate density (SFR) as a function of redshift (age of the Universe) for all stellar populations
(black line) and for Pop III stars only (blue line). Data points (in red) are taken from Bouwens et al. (2012) and Zheng et al. (2012).
Right: Cosmic stellar mass density (SMD) as a function of redshift for all stellar populations (black line) and for Pop III stars only (blue
line). Data points and the analytical fit (both in red) are from Gonza´lez et al. (2011).
This recipe ensures that the local SFR follows a
Schmidt-Kennicutt relation (i.e. Schmidt 1959; Kennicutt
1998)
ρ˙? =
ρ
t?
Θ (ρ− ρth) , (2)
where Θ is the Heaviside function4. Hereafter, we define as
“star forming” those cells satisfying the density criterion
ρ > ρth. As highlighted in Hopkins et al. (2013), different
definitions5 of star forming regions result in similar star for-
mation histories, provided that stellar feedback is also in-
cluded.
2.2 Feedback and enrichment prescriptions
The standard RAMSES feedback prescription takes into ac-
count both thermal and momentum-driven feedback, as de-
scribed in DT8. Momentum-driven feedback related to su-
pernova blastwaves is important on the typical scales (∼ pc)
reached by these structures (Agertz et al. 2012); similar ar-
guments apply to radiative feedback from star forming re-
gions. Since such small scales are not adequately resolved in
our simulations, we decided to only include thermal feed-
back. Also, we do not include AGN feedback, which is
thought to regulate the star formation of objects with masses
>∼ 1012M (e.g. Teyssier et al. 2011; Vogelsberger et al.
2013) that are rare or absent in our relatively small box.
Every newly-born star particle of mass Ms immediately
prompts a SN event. This assumption corresponds to the so-
called Instantaneous Recycling Approximation (i.e. Tinsley
4 Note that the Schmidt-Kennicutt relation is written in terms
of the surface density while eq. 2 considers the volume density.
Thus we are implicitly assuming a smoothing scale which makes
t? resolution-dependent.
5 Other definitions generally used to identify star forming regions
are based on temperature or molecular hydrogen fraction thresh-
olds, convergent flows requirement or Jeans instability criterion.
1980), in turn consistent with the adopted coarse time step
(∆t ∼ 10 Myr). SN explosions damp a thermal energy Esn
Esn = ηsnsnMs , (3)
where sn is the total SN energy per stellar mass formed and
ηsn is the coupling efficiency. While sn depends only on the
stellar population properties, ηsn depends on the numerical
implementation and resolution; in practice, we consider ηsn
as the second free parameter of our model. As noted in Dalla
Vecchia & Schaye (2012) (see also Chiosi et al. (e.g. 1992))
considering purely thermal feedback is a good assumption if
the gas is able to transform the additional thermal energy
into kinetic energy before cooling; this can be mimicked by
a sufficiently large coupling efficiency ηsn >∼ 0.1.
Every explosion returns a gas mass RMs and a metal
mass Y Ms, that are then removed from the star particle
mass. Following Salvadori et al. (2007, 2008), and differently
from DT8, we use metallicity dependent return fractions (R)
and metal yields (Y ):
R =
1
〈Φ〉
∫ m2
m1
(m− w) Φ dm (4a)
Y =
1
〈Φ〉
∫ m2
m1
mZΦ dm (4b)
with
〈Φ〉 =
∫ m2
m1
mΦ dm, (4c)
where w = w(m,Z) and mZ = mZ(m,Z) are respectively
the stellar remnant and the metal mass produced by a star
of mass m at a given metallicity, and Φ = Φ(m) is the
IMF. Both the IMF and the integration limits depend on
the stellar population (Pop III or Pop II) considered.
The adopted Pop II (Pop III) metal yields, gas return
fractions, and explosion energies are shown in Tab. 1 (Tab.
2). For Pop II stars, we adopt a Larson-Salpeter IMF (i.e.
c© 2013 RAS, MNRAS 000, 1–23
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z
10−5
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10−1
Z
[Z
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Zcrit
〈Z〉
〈Z〉SF
Figure 2. Redshift evolution of the mean metallicity of baryons,
〈Z〉, (black line) and the mean metallicity of star forming regions
only, 〈Z〉SF, (blue line). The adopted value, Zcrit = 10−4Z,
of the critical metallicity for the Pop III - Pop II transition is
indicated with a dashed red line.
Larson 1998), with6 m1 = 0.1 M, m2 = 100 M, following
Salvadori et al. (2007). The IMF of Pop III stars is very
poorly constrained (e.g. Scannapieco et al. 2003). Therefore,
we consider three different possibilities: (a) the same Larson-
Salpeter IMF (referred to as the SALP case) as Pop II stars
but with R, Y and sn calculated for Z = 0 ; (b) a δ-function
IMF, i.e. Φ = δ(m − m0), with m0 = 25 M appropriate
for faint hypernovae (FHN) (Salvadori & Ferrara 2012); (c)
a top-heavy IMF with m1 = 100 M and m2 = 500 M
allowing for pair-instability SN (PISN) in the mass range
140 M 6 m 6 260 M (Tornatore et al. 2007).
Throughout the paper we use the SALP case as the
fiducial one; Sec. 6 is devoted to the analysis of different
prescriptions IMF.
3 COSMIC STAR FORMATION HISTORY
As explained above, our model contains two free parameters,
namely the local star formation time, t?, and the supernova
coupling efficiency, ηsn. These parameters have important
effects (i.e. Rasera & Teyssier 2006) on two observable quan-
tities, the cosmic SFR and SMD as a function of redshift.
Broadly speaking, t? variations shift the SFR curve with re-
spect to the horizontal axis (i.e., redshift), while ηsn sets
the curve slope. Thus, in order to calibrate these unknowns,
we require our simulation results to match the observed cos-
mic SFR (Bouwens et al. 2012; Zheng et al. 2012) and SMD
(Gonza´lez et al. 2011).
The evolution of the cosmic SFR and SMD for the
best-fitting subgrid model parameters t? = 7.5 Gyr and
ηsn = 0.25 are shown in Fig. 1, where they are also compared
to the above mentioned observations. The simulated SFR re-
produces the data quite accurately in the range 4 6 z 6 8.5;
the agreement is still good at higher redshift (9 6 z 6 10.5),
6 With respect to a Salpeter IMF, a Larson IMF has an expo-
nential cut below m = 0.35 M.
−10 −8 −6 −4 −2 0
log (Z/Z¯)
10−3
10−2
10−1
100
101
d
P
/
d
lo
g(
Z
/
Z
¯)
Zcrit
z=9
z=6
z=4
Figure 3. Stellar metallicity distribution function (MDF) at z =
9 (blue line), z = 6 (green line) and z = 4 (black line) for all stars
in the simulation box. As in Fig. 2 the critical metallicity Zcrit =
10−4Z is indicated with a dashed red line. The amplitude of
each curve is normalized so that its integral over the available
Z range is equal to 1. Note that for display reasons we have set
Z = 10−10Z for stars with Z < 10−10Z.
where, however, the limited mass resolution of our simula-
tion yields a fluctuating SFR evolution. For the SMD evo-
lution the agreement is good, although the predicted slope
appears slightly steeper than the observed one (dashed red
line). However, our predictions lie within 2-σ of the data by
Gonza´lez et al. (2011). This level of agreement can be con-
sidered as satisfactory. In fact, while the SMD is inferred
using Spectral Energy Distributions fitting of a flux-limited
sample of galaxies, in our work the SMD is obtained simply
by integrating the SFR. Our procedure then includes both
stars and their remnants, regardless of the age.
In Fig. 1, we also plot separately the contribution of Pop
III stars to both SFR and SMD. The Pop III SFR initially
climbs to a level slightly above 10−3M yr−1 (Mpc h−1)−3
at z = 9 which is sustained until z ' 6 (which might then
represent a sweet spot for experimental searches); beyond
this epoch, Pop III star formation is rapidly quenched. Pop
III SFR is always subdominant with respect to the Pop II
one; however, at z = 9 the Pop III rate is smaller only by a
factor ' 10. This finding offers new hope for detecting these
elusive stars in the near future, and particularly with JWST
which is expected to be able to probe Pop III supernovae up
to z ' 15 (e.g. Whalen et al. 2013; de Souza et al. 2013b).
Currently, observations of the He II λ1640 emission line,
excited by the hard UV spectra of Pop III stars, can be used
to infer upper bounds on Pop III star formation. Cassata
et al. (2013) estimate a SFRPopIII <∼ 10−6M yr−1Mpc−3 at
z ' 2.5. While our simulations cannot be carried on be-
yond z = 4 due to the limited volume, the upper limit is
well above our simulated curve already at z = 4. Cai et al.
(2011) used a WFC3/F130N IR narrowband filter to probe
He II λ1640 emission in the galaxy IOK-1 at z = 6.96. The
detected He II flux 1.2 ± 1.0 × 10−18 erg s−1 cm−2, corre-
sponds to a 1-σ upper limit on Pop III SFR of 0.5 M yr−1
in this galaxy (assuming a Salpeter IMF for this popula-
tion) and representing < 6% of the total star formation. If
these figures are representative of the cosmic average, they
c© 2013 RAS, MNRAS 000, 1–23
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Figure 4. Stellar mass content as a function of the hosting halo
mass at z = 6. Upper panel: mass in Pop II (orange line) and
in Pop III (pink line) stars. Lower panel: the fraction of Pop III
stars (black line), as defined in the text. The data has been binned
in mass (log M/M ' 0.3). Errorbars show the 1-σ deviations
within the bin.
would be in striking agreement with our results that predict
at z = 6.96 a Pop III to Pop II SFR ratio of 7.8%. While
this extrapolation to large scales might be unwarranted, the
consistency we find might hint at the fact that current ex-
periments are on the verge of tracing the full star formation
history of metal-free stars. Resolution effects might affect
Pop III SFR; they are discussed in detail in Appendix A.
The overall Pop III evolution is not dissimilar from that
found by some previous dedicated studies (Tornatore et al.
2007; Johnson et al. 2013; Wise et al. 2012); however, we
derive a Pop III SFR which is about one order of magnitude
higher with respect to the results by Wise et al. (2012) and
Johnson et al. (2013). At present the source of the discrep-
ancy is unclear as it might be caused by numerical resolu-
tion, feedback treatment or limited volume effects. We will
come back to this point in Sec. 4 and 6.
The first Pop III stars in our simulation start to form
in relatively biased regions at z ' 15. We do not attach
a particular significance to this epoch as it is well known
that it might depend strongly on the numerical resolution
adopted. Earlier studies (e.g. Naoz et al. 2006; Trenti &
Stiavelli 2009; Gao et al. 2010; Fialkov et al. 2012; Salvadori
et al. 2013) have in fact shown that the first stars in the
Universe might form as early as z ' 60. Instead, it is worth
noticing that in the same region after only ∼ 200 Myr the
star formation mode has turned into Pop II stars. This shows
that even a relatively modest Pop III star formation burst is
sufficient to enrich the surrounding gas above Zcrit, as noted
in previous works (e.g. Scannapieco et al. 2003; Salvadori
et al. 2008; Greif et al. 2010; Wise et al. 2012) and further
elaborated in Sec. 4.1.
In the following, we focus on the results specifically
concerning cosmic metal enrichment. To improve the clar-
ity of the presentation it is useful to discuss the problem
separately for galaxies, the circumgalactic medium (CGM)
and the intergalactic medium. The exact definitions of these
components will be given in Sec. 5. Albeit this classification
might be somewhat arbitrary, there is a clear differentiation
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Figure 5. Gas metallicity vs. total (gas+stars) baryonic mass in
star forming regions at z = 9 (blue line), z = 6 (green line)
and z = 4 (black line). The data have been binned in mass
(log(M/M) ' 0.2). Errorbars show the 1-σ deviations within
the bin.
among these environments in terms of density and physical
processes. We then start by analyzing the metal enrichment
of galaxies.
4 GALAXIES
We identify galaxies and their hosting halo in each simula-
tion snapshot with the method detailed in Appendix B. In
brief, we use a Friend-of-Friend algorithm to identify both
DM halos and the associated star forming regions; the latter
are characterized by the condition that the gas has on over-
density ∆ ≡ ρ/〈ρ〉 > ∆th ≡ ρth/〈ρ〉. We checked that the
inferred cumulative halo mass functions are in agreement
with the analytical one (Press & Schechter 1974; Sheth &
Tormen 1999) to better than 5% at all masses and redshifts.
This is about the maximum precision achievable from halo-
finder codes (e.g. Knebe et al. 2013).
As expected (Christensen et al. 2010; Wise et al. 2012),
stars do not form in halos resolved with less then ∼ 102
particles, i.e. Mh ' 107.5M. However, physical arguments
for star formation suppression in low mass (mini) halos have
been given in several theoretical (Haiman & Bryan 2006; Al-
varez et al. 2012) and numerical (Wise et al. 2012; Johnson
et al. 2013; Xu et al. 2013) works. This happens because, in
absence of metals, the dominant gas cooling agent is molec-
ular hydrogen which is easily dissociated by Lyman Werner
(LW) radiation. The mass of the halo determines whether
its column density is high enough to self-shield against pho-
todissociation. Hence, for unpolluted minihalos, Pop III star
formation is largely suppressed. Note that the strength of
the quenching is still debated (Haiman & Bryan 2006) and
in simulations it depends of the specific radiative transfer
implementation (Wolcott-Green et al. 2011).
In our simulation we do not account for the LW back-
ground nor do we apply a H2 - based star formation crite-
rion; rather, the quenching of star formation in low mass
halos is mimicked by mass resolution. This (convenient) nu-
merical feature has also been noted by Xu et al. (2013) in
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Figure 6. Rendering of the gas temperature and density fields
convolution at z = 4 for the full 10 Mpc h−1 simulation box,
corresponding to about 400 arcsec. Details on the rendering tech-
nique can be found in Appendix C.
comparison with the previous work by Wise et al. (2012). Xu
et al. (2013) have a factor ∼ 16 better resolution allowing
them to resolve halos of mass ∼ 106M. However, a proper
inclusion of the LW background leads Xu et al. (2013) to
conclude that the minimum mass of star forming halos is
' 3× 106M, in almost perfect agreement with findings of
Wise et al. (2012).
The SFR history is closely connected to the evolution
of metal enrichment. The total amount of metals produced
by star formation rises from ΩSFHZ = 1.52 × 10−6 at z = 6
to 8.05× 10−6 at z = 4: this trend follows the growth of the
cosmic stellar mass, as ΩSFHZ ∝ SMD (Ferrara et al. 2005).
The metal enrichment history has been tracked on-the-fly
during the simulation. Fig. 2 shows the predicted redshift
evolution of the mean metallicity of the gas, 〈Z〉, calculated
by averaging over all the baryons in the simulation volume,
and the analogous one for star forming regions, i.e. 〈Z〉SF,
obtained by averaging only over cells in which ∆ > ∆th.
As we see, 〈Z〉 monotonically increases with time from
∼ 10−6Z at z = 11 to ∼ 10−2Z at z = 4. This result is
consistent with Tornatore et al. (2007), Maio et al. (2010)
and Dave´ et al. (2011) and expected given the SFR evolution
discussed previously.
Instead, if we only consider star forming regions, the
mean metallicity evolution of these cells presents a slightly
more complex behavior, also shown in Fig. 2. It raises
abruptly from very low values at z > 10 reaching a peak of
4×10−3Z at z = 9.3, consistently with the metallicity level
obtained by Greif et al. (2010) in the inner part of a galaxy
witnessing a single PISN explosion. After a short (100 Myr)
decreasing phase, 〈Z〉SF begins to increase steadily. At z <∼ 8
star forming regions are roughly 10 times more metal-rich
than the mean of all baryons. This peculiar trend is worth
a more close scrutiny.
First, the drop of 〈Z〉SF for z >∼ 9.5 is a selection effect
introduced by our density-based definition of star forming
cells (ρ > ρth). In the first low-mass galaxies experiencing
their first star formation event, SN feedback is sufficiently
strong to completely disperse their gas and decrease the local
gas density below ρth. As at high z this situation is almost
the rule, 〈Z〉SF drops precipitously. This also implies that
these galaxies are not able to sustain a steady star forma-
tion activity: this early flickering star formation mode is also
reflected in the SFR evolution discussed in Fig. 1.
It is only when the feedback action becomes less violent
and able to gently regulate the star formation activity of
individual galaxies that the process stabilizes. This transi-
tion eventually occurs around z ' 8, after a brief (100 Myr)
phase in which metals spread from the interstellar medium
(ISM) into the CGM and finally into the IGM. During this
phase 〈Z〉SF decreases as a result of the increasing primor-
dial gas mass into which metals are distributed. Note that
as soon as a steady star formation activity can be sustained
〈Z〉SF > Zcrit. Thus, Pop III star formation must be con-
fined to external regions of star forming galaxies or located
in the remaining pristine galaxies. We further discuss this
point in the next Section and in Sec. 6.
To summarize, the SFR increase occurs when galaxies
(on average) enter the regulated star formation regime. The
exact redshift of this transition might in principle vary with
numerical resolution. Such dependence is analyzed in Sec. 6
and Appendix A.
4.1 Effects on stellar populations
The enrichment history of a given galaxy, among other as-
pects, affects the evolution of its stellar populations (e.g.
Pop III vs. Pop II) and it is well quantified by the evolution
of P (Z), the mass-weighted stellar Metallicity Distribution
Function (MDF), shown in Fig. 3 for three selected epochs,
z = 9, 6, 4 and for all stars in the simulation box. Recall
that we are adopting a critical metallicity for the Pop III
- Pop II transition Zcrit = 10
−4Z. Since in RAMSES Z is
treated as a passively advected scalar field (e.g. Dubois &
Teyssier 2007), in the following we will consider stars with
Z 6 10−10Z as primordial to exclude spurious effects due
to diffusion. When calculating MDFs, we consider all stars
formed before the selected redshift.
At all redshifts shown the MDF displays a pronounced
double-peak structure. The low metallicity (Pop III) peak
is always centered at Z ' 0, while the Pop II peak grows
with cosmic time, contemporarily shifting from ' 10−2Z
at z = 9 to ' 10−1Z at z = 4. This evolutionary trend is
induced by the monotonic increase of the mean metallicity
of star forming regions that we report in Fig. 2; as Pop II
stars dominate the stellar mass for 4 6 z <∼ 9 (see Fig. 1)
the peak position closely tracks the value of 〈Z〉SF at a given
redshift. It has to be emphasized that since the metallicity is
mass weighted, the evolution of 〈Z〉SF in Fig. 2 is dominated
by the most massive star forming regions.
Interestingly, as time proceeds the MDF develops a
characteristic low-metallicity tail which resembles the one
derived from observations of metal-poor stars in the Milky
Way (e.g. Caffau et al. 2011; Yong et al. 2012; Placco et al.
2013) and Local Group dwarfs (e.g. Starkenburg et al. 2010;
Frebel et al. 2010). Clearly, the persisting non-detection of
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Figure 7. Maps of the simulated gas overdensity, ∆ = ρ/〈ρ〉 (left), temperature (center), and metallicity (right) at z = 4 in a slice of
thickness 19.53h−1 kpc through the box.
Z <∼ 10−6Z stars in current available stellar samples, sup-
ports the idea that Pop III were more massive than today
forming stars, as already pointed out in Salvadori et al.
(2007). However, whether the local stellar MDF can be con-
sidered as universal remains an open problem.
The MDF evolution can be used to characterize the
environments in which Pop III stars formed. To this aim,
we construct the indicator RP expressing the ratio between
the number of Pop III stars formed in extremely metal-poor
(but not pristine; therefore these sites have already been
enriched by a contiguous star formation episode to some
Z∗ < Zcrit) environments and the total number of Pop III
stars formed:
RP =
1
NIII
∫ Zcrit
Z∗
dP
dZ
dZ , (5a)
where
NIII =
∫ Zcrit
0
dP
dZ
dZ . (5b)
Assuming Z∗ ≡ 10−8Z, from the previous formula we ob-
tain RP (z = 9) = 0.29 and RP (z = 6) ' RP (z = 4) = 0.19.
This result implies that Pop III stars are preferentially
formed in purely pristine regions, well outside the polluted
regions created by nearby/previous star forming galaxies.
Only a minor fraction of Pop III is formed in inefficiently
enriched sites. This scenario is in agreement with the notion
of a “Pop III wave” suggested by Tornatore et al. (2007)
and confirmed by Maio et al. (2010), starting from galactic
centers and rapidly migrating towards more external regions
where pristine gas to sustain their formation can be more
easily found. Eventually, the galaxy will run out of unpol-
luted gas and its Pop III formation comes to a halt.
The ' 1/3 decrease of RP from z = 9 to z = 6 indicates
that galactic outflows become progressively more efficient
in increasing the metallicity of polluted regions above Zcrit,
thus preventing Pop III to form in regions with very low but
non-zero metal content. Finally, the negligible RP variation
between z = 6 and z = 4 is a consequence of the saturation
of the Pop III SMD toward 106M Mpc−3 at z ' 5 (see Fig.
1).
To understand which galaxies are the preferred sites of
Pop III star formation we analyze the ∼ 1600 star-forming
halos at z = 6. In the upper panel of Fig. 4 we plot the Pop II
and Pop III stellar mass (MPopII and MPopIII) vs. halo mass.
We define the Pop III mass fraction as fPopIII = 〈MPopIII/
(MPopII +MPopIII)〉, where the average is performed on the
mass bin; fPopIII is shown in the lower panel
7 of Fig. 4.
The Pop III mass fraction monotonically decreases with
increasing halo mass, going from ' 1 at Mh ∼ 107.5M to
<∼ 10−2 for Mh >∼ 109.5M. This is expected as only small
(Mh <∼ 108M) halos can produce Pop III stars, which are
then inherited along the hierarchical formation sequence by
larger descendants. The very small scattering in the stellar
mass seen in the first two mass bins (107.5 <∼Mh/M <∼ 108)
results form the fact that these small halos have essentially
experienced a single (or a few at most) starburst event. As
the amount of metals produced is typically sufficient to en-
rich the gas to values above Zcrit, the subsequent star for-
mation activity will already produce Pop II stars. In con-
clusion, we suggest that the most suitable halo mass range
to observe Pop III stars is 108.4 <∼Mh/M <∼ 108.7, since in
these galaxies Pop III signature can be distinguished from
Pop II, i.e. fPopIII ' 0.5, and at the same time their UV lu-
minosities are sufficiently high to be detected in deep JWST
spectroscopic surveys around z = 6.
4.2 Mass-metallicity relation
Star forming regions can be identified and associated with
their parent galaxy using the technique described in Ap-
pendix B. We find a one-to-one match of star forming re-
gions and galaxies; this is expected, since the finding al-
gorithm does not allow to resolve substructure on scales
7 Note that fPopIII 6= 〈MPopIII〉/〈MPopII+MPopIII〉; not keeping
this in mind can lead to misinterpretation when comparing the
two panels.
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Figure 8. Equation of state (EOS) of the baryons at z = 6 (left) and z = 4 (right): the colorbar represents the differential mass weighted
probability function. Temperature is expressed in molecular weight units; the density is given both in cgs units and in terms of the
overdensity ∆ = ρ/〈ρ〉.
< 9.76h−1 kpc. Once the galaxy catalogue at different red-
shifts has been built, we can relate the gas metallicity of each
star forming region, ZSF, with its total (gas+stars) baryonic
mass, MSF. This relation is shown in Fig. 5 for various red-
shifts and for a mass bin size logM/M ' 0.2. The errorbars
represent the r.m.s. scattering within the mass bin.
At z = 9 (blue line), the metallicity is essentially in-
dependent of the stellar mass, achieving an almost con-
stant values of ZSF ' 10−2.7Z in the entire mass range,
108 <∼MSF/M <∼ 109.5. This surprising behavior is due to
the fact that at z = 9 star forming regions have experi-
enced only one or few bursts. Hence, the ZSF ' 10−2.7Z
enrichment level is set by the dilution of the heavy ele-
ments produced by these early bursts into the surround-
ing ISM. This point can be clarified by the following sim-
ple argument. Suppose that a star forming region has re-
cently formed a mass of stars M?, and consequently a mass
of metals MZ = YM?. To a first approximation the sur-
rounding interstellar gas mass swept by the SN blast will
be Mg ∝ snM?. Hence, the expected gas metallicity from
a single burst is ZSF = MZ/Mg ≡ const., and the mass-
metallicity relation shows no trend.
As star formation continues and stabilizes on larger
scales a more definite trend emerges. At z = 6 (green line)
for example, we see that metallicity increases with stellar
mass up to MSF ' 109.2, where the relation starts to flat-
ten. This trend becomes slightly more evident at z = 4, as
it extends to a wider mass range.
On the other hand, for MSF >∼ 107M, the shape of the
z = 4 curve (black line) remains almost identical to z = 6,
with little signs of evolution over the time span of 600 Myr
elapsed between the two epochs, as already pointed out by
a recent study by Dayal et al. (2013). Also noticeable is
the apparent invariance of the flattening scale, which might
be related to the ability of systems with MSF >∼ 109.5M to
retain most of the produced metals (e.g. Mac Low & Ferrara
1999), in contrast to lower mass systems that are more likely
to eject them into the IGM due to their shallower potential
wells.
Note that at z = 4 the relation extends below
MSF <∼ 107M: this is due to the presence of satellite galax-
ies forming in pre-enriched regions of the CGM. Thanks
to efficient cooling by metal lines gas in these low-mass
systems can now become sufficiently dense to trigger star
formation. Similarly to what found at z = 9 we see that
MSF <∼ 107M regions show an almost constant metallicity,
ZSF ∼ 10−2.7Z, which is the result of the few bursts of star-
formation they experienced. Such a flat metallicity trend re-
sembles the one observed in the faintest Local Group dwarf
galaxies (e.g. Kirby et al. 2013), and its physical interpreta-
tion is in agreement with the findings of Salvadori & Ferrara
(2009).
At z = 4, we can compare our M? − Z relation
with the observed one, inferred from a sample of 40
galaxies at 3 <∼ z <∼ 5 with masses 108M <∼M? <∼ 1011M
(e.g. Troncoso et al. 2013). The simulated high masses
(MSF >∼ 109.5M) star forming regions contain M? ' 108.5.
Averaging their metallicity we can convert to oxygen abun-
dance by assuming a solar composition (e.g. Asplund et al.
2009): we find log(O/H) + 12 = 8.19, in agreement within
1-σ of the values found by Troncoso et al. (2013).
5 DIFFUSE COSMIC GAS
We start by presenting a qualitative overview of the cosmic
gas distribution in Fig. 6. The main image shows a render-
ing of the gas temperature and density fields convolution
for the whole simulation box at z = 4. The rendering has
been obtained using the back-front imaging technique pre-
sented in Appendix C. This technique both allows to clearly
identify the typical cosmic web structure made of voids, fil-
aments, knots and clusters, and, thanks to the temperature
weighting, the supernova shock structures.
More quantitative information can be gathered from the
density, temperature and metallicity maps at z = 4 (Fig. 7).
A comparison between the density and temperature fields
allows to identify both active and/or relic star forming re-
gions (∆ > ∆th) that are characterized by shock-heated hot
(T µ−1 >∼ 105 K) gas contained in approximately spherical
bubbles, of size up to several hundred comoving kpc. The
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hot gas is enriched in heavy elements up to ' 10−1Z and
many of the bubbles can be identified in both maps. How-
ever, we see several bubbles with significant metallicity that
contain cooler (2− 5× 104 K) gas. These bubbles have been
produced by earlier stellar populations and had the time
to cool via adiabatic expansion and – to a lesser extent –
radiative cooling. This implies that metallicity, differently
from temperature, retains a fair record of the cosmic star
formation activity.
An operative classification of the various cosmic envi-
ronments can be made in terms of the gas overdensity. In
Fig. 8, we show the gas mass-weighted equation of state
(EOS) at z = 6 and z = 4. We can define four different
environments: (a) the voids, i.e. regions with extremely low
density (∆ 6 1); (b) the true intergalactic medium, char-
acterized by 1 < ∆ 6 10; (c) the circumgalactic medium
(CGM, 10 < ∆ 6 102.5), representing the interface between
the IGM and galaxies, and (d) high density (∆ > 102.5)
collapsed structures, that for brevity we denote as galaxies.
This classification does not account for the thermal
state of the gas. In fact, all the environments but galax-
ies are characterized by a range of temperature. For this
reason, we will often call “diffuse phases” the environments
(a), (b), (c). As the gas is heated either by photo-ionization
(T µ−1 <∼ 105 K) or by shocks (T µ−1 >∼ 105 K), to improve
our classification we discriminate between gas colder or hot-
ter than T µ−1 = 105 K, thus allowing to readily get an esti-
mate (see Fig. 9) of the relative importance of such heating
mechanisms in the various phases.
Fig. 8 allows to build a complete census of the cosmic
baryons. Most of the baryons reside in the diffuse phases,
with galaxies accounting only for a tiny fraction of the total
mass steadily increasing from <∼ 5% at z = 6 to ' 9% at
z = 4. Among diffuse phases, the CGM contains about 15%
of the baryons, the remaining fraction being almost equally
divided between voids and the IGM with little variation from
z = 6 to z = 4.
At both redshifts, there is a continuous transition from
voids to the IGM as both components follow a T ∝ ∆γ rela-
tion, with an adiabatic index γ = 1/2. This relation is well
known to arise from the balance between adiabatic expan-
sion cooling and photo-heating (e.g. Theuns et al. 1998). In
the CGM, however the EOS flattens as a result of the in-
creasing importance of radiative cooling losses, driven both
by a higher density and by a larger metal abundance, as we
will see in the next Section. Metal cooling is important also
for the shock-heated IGM. Compared to metal-free simula-
tions (e.g. Pallottini et al. 2013), where typical values of the
shock-heated gas temperature can reach Tµ−1 ∼ 108 K, here
metal cooling decreases the bulk temperature of the gas to
values Tµ−1 <∼ 106 K. Overall this picture is consistent with
previous results found by Rasera & Teyssier (2006) and also
by Cen & Chisari (2011) (in particular see their Fig. 20).
5.1 Metal enrichment
Contrary to baryons, which reside predominantly in the
IGM, metals are found at any given redshift primarily near
their production sites, i.e. in galaxies. However, while at
z = 6 galactic metals make up to about 90% of the to-
tal heavy elements mass, at later epochs (z = 4) this frac-
tion increases to 95% as a result of the increased ability of
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Figure 9. Phase distribution of the enriched intergalactic gas at
z = 6 and z = 4. For every phase, the relative cold (T µ−1 6
104.5 K) and hot (T µ−1 > 104.5 K) parts are shown in pink and
orange, respectively.
collapsed objects to retain their nucleosynthetic products
thanks to their larger potential wells. Among the diffuse
components (see Fig. 9), at z = 6 the CGM is more en-
riched than the IGM (voids) by a factor 1.6 (8.8), as metals
cannot be efficiently transported by winds into distant, low-
density regions. Interestingly though, even the most diffuse
gas in the voids has been polluted to some extent. We will
see later on that by z = 4 about 1/10 of the cosmic volume
has been enriched to a non-zero metallicity. These results
are consistent with previous studies (e.g. Oppenheimer &
Dave´ 2006).
In Fig. 10 we plot the metal mass-weighted EOS at
z = 6 (left panel) and z = 4 (right panel). The tempera-
ture structure shows a clear evolution between the two red-
shifts. The most prominent feature is that the enriched IGM
(∆ = 1 − 10) at z = 6 is characterized by a bimodal tem-
perature distribution, which then merges into a single ther-
mal structure by z = 4. We interpret this evolution as the
result of the early IGM enrichment and heating by winds
from low mass galaxies followed by cooling due to radiative
losses. Note that the same temperature feature is visible in
the baryonic EOS (Fig. 8). The relative abundance of cold
(T µ−1 6 104.5 K) and hot (T µ−1 > 104.5 K) gas in the
various diffuse phases is shown in Fig. 9.
The interesting conclusion is that while in the CGM
the majority of metals are found to be cold, in the IGM
and in voids densities are too low to allow the enriched gas
to efficiently cool. Let us then evaluate the cooling time at
z = 6:
tc(∆) =
3
2
kBT
nΛ(T,Z)
' 4.8
(
T
106K
)
∆−1Gyr, (6)
where we have assumed a value for the cooling function
Λ = 2×10−23erg cm3s−1 appropriate for a gas with T µ−1 =
106 K and Z = 10−2Z. Thus, shock-heated, enriched over-
density with ∆ > 7.6 will be able to cool during the cosmic
time interval between z = 6 and z = 4, i.e. 0.63 Gyr, con-
sistently with the results of our simulations.
This simple argument also explains the increasing rel-
ative fraction of hot metals with decreasing density of the
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Figure 10. Metal weighted EOS at z = 6 (left) and z = 4 (right). The notation is the same as in Fig. 8.
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Figure 11. Mass weighted probability distribution function (PDF) of the baryons at z = 6 (left) and z = 4 (right) in the metallicity-
overdensity plane. The solid (dashed) black line is the mean (r.m.s.) metallicity as a function of density.
diffuse phases, shown in Fig. 9. This point has two impor-
tant implications: (a) a considerable fraction of metals are
hidden in a hot phase of the CGM/IGM/voids that is diffi-
cult to detect via absorption line experiments, highlighting
the long-standing missing metals problem already noted by
Pettini (1999b) and quantified by Ferrara et al. (2005); (b) a
small ( <∼ 1%) but not negligible fraction of metals managed
to reach very rarefied environments as the voids, and in some
case also to cool. This implies that these metals must have
been injected at sufficiently early epochs that they had the
time to cool, i.e. as expected in a pre-enrichment scenario
(Madau et al. 2001).
The Z−∆ distribution of the cosmic gas provides addi-
tional insights in the metal enrichment process (Fig. 11). At
z = 6 (left panel) baryons are nearly uniformly distributed
in 10−1 <∼ ∆ <∼ 102.5 and the cosmic gas is characterized by a
broad range of metallicities (10−6 <∼ Z/Z <∼ 10−2). Besides
containing most of the metals, galaxies (∆ >∼ 102.5) show
high metallicities (10−2 <∼ Z/Z <∼ 10−1) and a loose Z−∆
correlation. At z = 4 (right panel) the distribution evolves
and the Z −∆ correlation at high density becomes tighter
and steeper, additionally extending to lower overdensities.
Both the IGM and the CGM become preferentially enriched
at 10−4.5 <∼ Z/Z <∼ 10−2.5, i.e. around the critical metal-
licity for the Pop III transition. The overall shape of the
distributions at different z agree well with those found by
Gnedin & Ostriker (1997), Oppenheimer et al. (2012) and
with the observed IGM metallicities (e.g. Meiksin 2009).
As time evolves, metals are not only produced at an
increasing rate but they are transported by winds away from
the production sites. To see this it is useful to derive the
fraction of the cosmic volume, V , filled with heavy elements
at a metallicity larger than a given value, Zcut. Formally,
this can be written as
Q(> Zcut) =
1
V
∫
Θ(Z − Zcut)dV. (7)
The behavior of Q for different values of Zcut has been traced
on-the-fly in the simulation. The result is shown in Fig. 12,
which highlights interesting features of the enrichment pro-
cess.
As we have already seen (Fig. 2), the typical metal-
licity of star forming regions at z ' 4 is ' 10−1Z and
corresponds to the lowermost curve in Fig. 12. Even at the
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lowest redshifts, star forming regions fill a very small fraction
(' 10−5) of the volume; however, these sites represent the
metal production factories, out of which metals are ejected
and distributed by outflows in the CGM and IGM. As a
matter of fact, the non-monotonic behavior at z <∼ 6.5 of
Q(> 10−1Z) is related to the increasing ability of galax-
ies to retain their metals as they become on average more
massive (see Fig. 5).
For lower values of Zcut, Q(> Zcut) increases rapidly:
already the region encompassing a mean metallicity Z >
10−2 Z fills a volume >∼ 103 times larger (corresponding
to a physical scale >∼ 10 times larger than the star forming
regions). This region corresponds roughly to the CGM, i.e.
the transition region surrounding the galaxy that is strongly
influenced by the energy and mass input from the latter.
Finally, the 10−8 6 Zcut/Z 6 10−3 range corresponds
to the IGM (see Fig. 11), where the metal abundance is
largely diluted by intergalactic hydrogen. Note that the Q(>
Zcut) curves for Zcut in the IGM range show little variation,
indicating that the IGM metallicity is relatively constant at
a value 10−3.5Z. However, only a fraction < 10% of the
cosmic volume has been ever polluted by heavy elements.
Overall, the filling factor evolution is consistent with
the one found by Johnson et al. (2013) for 6 6 z <∼ 10. Ad-
ditionally, we found an evolution for 10−3 6 Zcut/Z 6 10−2
similar to previous works (i.e. Cen et al. 2005; Oppenheimer
& Dave´ 2006; Oppenheimer et al. 2009). However, we find
Q(> 10−1Z) is roughly ∼ 10 times smaller than the corre-
sponding one quoted in Oppenheimer et al. (2009). This is
somehow expected, since high metallicity regions correlate
with density peaks (see Fig. 11); therefore such discrepancy
likely arises from variations in the feedback prescriptions
(e.g. Scannapieco et al. 2012) and intrinsic differences be-
tween AMR and SPH (e.g. Kim et al. 2013; Power et al.
2013). The filling factor of metals has important implica-
tions for the relative evolution of Pop III stars and the local
transition to a Pop II star formation mode that we will dis-
cuss in Sec. 6.
5.2 The circumgalactic medium
We devote this Section to some additional points concern-
ing the CGM. We restrict the analysis to z = 6 because of
the importance of this epoch for reionization (e.g. Pentericci
et al. 2011; Schroeder et al. 2013) and because it represents
the current limiting redshift for QSO absorption line statis-
tical studies (e.g. D’Odorico et al. 2013). The CGM plays
a key role in galaxy evolution as it represents the interface
between galaxies and the IGM; moreover, ought to its rel-
atively large overdensity and metallicity, it is more readily
observed and may serve as a laboratory to study supernova
feedback. Supernova winds carve large, hot, metal enriched
bubbles in the CGM surrounding their host galaxies, as it
is visually represented in Fig. 7.
It is then natural to ask whether relations exist between
the properties of these bubbles and their parent galaxy. To
answer this question, we first identify a galaxy and the asso-
ciated metal bubble with the method described in Appendix
B, based on a metallicity threshold criterion, i.e. the gas in-
side a bubble must have Z > Zth = 10
−7Z. Choosing a
different Zth would somewhat change the inferred bubble
properties; however, the correlations we are going to discuss
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Figure 12. Redshift evolution of the metal volume filling factor,
Q(> Zcut), for different values of the metallicity cut, Zcut. See
eq. 7 for the definition.
are insensitive to normalization constants. As a first step we
classify metal bubbles on the basis of the number of galaxies
present in their interiors: in Fig. 13 we use different symbols
to differentiate bubbles according to the number of halos
they contain, i.e. Nh = 1 (blue circle), 1 < Nh 6 5 (green
triangle), and Nh > 5 (orange squares). Broadly speaking,
one can think of the Nh parameter as an indicator of merg-
ing activity experienced by the bubble. The detailed defini-
tions of the physical quantities characterizing the bubbles
are given in Appendix B.
As we will see in the following, to a first order metal
bubble properties can be very well described by the Sedov-
Taylor adiabatic blast solution. It is then useful to recall its
functional form:
VB(t) = ζ
(
E
ρe
)3/5
t6/5 (8)
where VB is the bubble volume, E =
∑Nh
i Ei is the total SN
energy produced by the Nh halos inside the bubble, ρe is the
mean density of the environment, t is the bubble age and ζ
is a dimensionless factor of order unity. In the simplest case,
Ei is proportional to the stellar mass formed and hence, for
a fixed star formation efficiency (see eq. 2), to the baryonic
mass of the i-th star forming region, MSF,i. It follows that
E ∝∑Nhi MSF,i ∝MB , having further assumed a universal
radial density profile within each bubble. In addition, as the
post-shock gas temperature is TB ∝ v2B , where vB is the
expansion velocity of the bubble, we also find, using eq. 8
TB ∝
(
E
ρe
)
V −1B . (9)
We can directly compare the predictions from these simple
formulae with the simulation results. The upper-left panel
of Fig. 13 shows that the volume of bubbles generally in-
creases with the mass of the galaxies they contain; however,
the largest ones result for the coherent action of > 2 galax-
ies powering them. The VB−MB relations follows nicely the
M
3/5
B analytical form, but smaller bubbles which are still in
the initial phases of their evolution deviate from this simple
law and have smaller volumes with respect to the mass of the
galaxies they contain. The Sedov-Taylor relation accounts
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Figure 13. Physical and geometrical properties of metal bubbles at z = 6. Upper-left panel: bubble volume vs. enclosed gas mass;
Upper-right: mean bubble temperature vs. volume; Lower-left: mean bubble metallicity vs. enclosed gas mass; Lower-right: bubble shape
parameters. The number of halos (Nh) inside the bubble is also indicated. See Appendix B for the details on the definitions. Dashed
black lines are the analytical relations inferred from the Sedov-Taylor blast solution (see text).
well also for the gas temperature within bubbles (upper-
right panel) providing a good fit to the slope of singly-
powered bubbles, while those with Nh > 2 tend to have hot-
ter bubbles as a result of the larger energy input and replen-
ishment rate of hot gas. Small (VB <∼ 10−2(Mpch−1)3) bub-
bles are typically hotter and reach TBµ
−1 >∼ 105 K. Vicev-
ersa, in bubbles with VB ∼ 10−1(Mpch−1)3 the tempera-
tures can be as low as TBµ
−1 ∼ 104 K, i.e. they contain
metals that had the time to cool and are currently purely
advected with the expansion.
We find no clear correlation between Z and MB (lower-
left panel). This degeneracy mainly depends on the tem-
poral evolution and the geometry. The elapsed time from
the last SN explosion characterizes the metallicity spread,
as injected metals are diluted into the surrounding medium
(Madau et al. 2001). Additionally, the relative outflow-
galaxy geometry affects the pollution. As shown by Recchi
& Hensler (2013) using 2D chemo-dynamical simulations,
the surrounding gas distribution can change the enriched
gas metallicity by a factor ∼ 10. This is particularly rele-
vant at high masses (MB >∼ 109M) where the bubbles tend
to merge, thus shape effects are dominant. The absence of
correlation could have been also expected from the smooth
distribution of the CGM/IGM (∆ <∼ 102.5) in the Z − ∆
plane (left panel of Fig. 11).
The geometry of the bubbles is influenced by the topol-
ogy of the cosmic web. The shape of the bubbles can be
described in terms of the eigenvalues Ii of the inertia ten-
sor, where I1 > I2 > I3. The ratios of the principal axis
are used as index of sphericity (I3/I1), prolateness (I3/I2)
and oblateness (I2/I1). The geometry of the bubbles can
be analyzed in the sphericity-oblateness plane, i.e. I3/I1 vs.
I2/I1, shown in the lower-right panel and obtained directly
from the actual shape of bubbles in the simulation output.
Almost 40% of the bubbles are in the spherically symmet-
ric region (I3/I1 ' 1); most of them (∼ 90%) correspond
to bubble around isolated galaxies. Another ∼ 30% of the
bubbles conserves at least a cylindrical symmetry and popu-
lates the I3/I1 ' I2/I1 diagonal (prolate) and the I2/I1 ' 1
stripe (oblate). These region contains ∼ 70% bubbles which
have experienced few (1 < Nh 6 5) merging events. Because
of the elongated shapes, the merging must have occurred
along filaments of the cosmic web. The rest (∼ 35%) have
lost any kind of symmetry, and almost all (∼ 90%) bubbles
with large Nh values are located in this region. They corre-
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spond to metal polluted bubbles stretching along filaments
and linking various knots of the cosmic density field.
6 EFFECTS OF POP III IMF VARIATIONS
To understand the interplay between cosmic metal enrich-
ment and the Pop III - Pop II transition leading to a pro-
gressive disappearance of Pop III stars, we have performed
an additional set of simulations. The suite is composed of
three runs, solely differing in terms of the values adopted for
the Pop III stellar parameters (R, Y , sn), as summarized
in Tab. 2. The single runs are named after the Pop III type
selected, i.e. SALP, FHN and PISN.
These simulations, similarly to the fiducial case exam-
ined here so far, evolve a 10 Mpc h−1 box; however, to limit
the computational cost they are made with 2563 DM parti-
cles. Consequently, the mass (spatial) resolution is lower by
a factor 8 (2). The reduced resolution must be compensated
with a more efficient star formation, and the best fit param-
eters of the subgrid prescription are now t? = 1.5 Gyr and
ηsn = 0.3. Again, the free parameters are fixed by match-
ing the SALP run to the SFR observations (Bouwens et al.
2012) at low (z 6 7) redshift. Note that these parameters
are then kept fixed for all the Pop III star choices.
Fig. 14 shows the resulting SFR for the three runs. By
comparing with the 5123 fiducial run presented in Fig. 1, we
notice that the lower resolution affects the SFR at z >∼ 8.
However for the comparison purposes of different Pop III
properties this should not represent a major problem, and
we also refrain from draw conclusions from z >∼ 8 − 9. The
lower resolution causes the total SFR to be dominated by
Pop III stars up to z ∼ 9, as feedback is artificially more
effective.
Note that there is weak dependence of the redshift at
which galaxies become (on average) able to sustain a steady
star formation process (see Sec. 4) on resolution. For the
fiducial simulation this occurs at z ' 8, while in the rest of
the suite it happens at z ' 7.5. Such epoch roughly coin-
cides with the start of Pop III formation quenching. The two
effects are obviously linked as follows from the discussion in
the present Section.
Let us start by considering the evolution of Pop III SFR.
Rather surprisingly, different prescriptions make essentially
no differences on Pop III star formation history, apart from
a slightly faster drop of PISN SFR below z = 6. This more
rapid fading can be understood as a result of the ' 10×
higher PISN energy input and metal yield resulting in a more
widespread pollution of the volume above Zcrit. This can be
visually appreciated from Fig. 15, featuring metallicity maps
at z = 4 for the different runs.
Independently of z, the filling factor of regions enriched
above the critical metallicity, Q(> Zcrit), in the PISN run is
' 3 times larger than for the SALP/FHN runs; in addition,
the maximum metallicity is about 10 times higher. Based
on this evidence one would expect a much more pronounced
suppression of Pop III stars in the PISN case, which how-
ever is not observed, apart from the above mentioned small
relative drop at z < 6. The results instead point towards
a different interpretation. The key point is that enriching
to Z > Zcrit levels low density regions in the periphery of
galaxies or the CGM does not produce a major effect in the
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Figure 14. Simulation suite result of cosmic SFRs as a function
of redshift (age of the Universe). Different colors correspond to
different runs and distinguish the total and Pop III only SFR. See
Tab. 2 for the reference values of the adopted assumptions for the
Pop III.
SFR history of Pop III stars because the bulk of active Pop
III formation sites is localized in newly forming halos far
from the ones already hosting star formation. This is con-
sistent with the previously discussed outcome of the fiducial
run (see Fig. 3 and corresponding text) that Pop III stars
are preferentially formed in a metal-free (rather than with
Z 6= 0 but below Zcrit) environment; using semi-analytic
models, Crosby et al. (2013) showed that for z <∼ 10 Pop
III formation takes place in pristine regions separated by
sufficiently large distances.
To better substantiate the last statement we point out
that the Pop III quenching strength is related to the ratio be-
tween the typical size of metal bubbles, 〈RB〉 = 〈V 1/3B 〉 (see
Sec. 5.1 and Appendix B), and rSF, the correlation length of
star forming regions8. In our simulations, we find that rSF '
2 Mpch−1 at both z = 6 and z = 4. At the same time, the
mean size of the bubbles goes from 〈RB〉 ' 0.3 Mpch−1 at
z = 6 to ' 0.5 Mpch−1 at z = 4, thus quenching PopIII star
formation. In fact, we can see from Fig. 1 that the fiducial
model predicts SFRPopIII(z = 6) ' 101.3 SFRPopIII(z = 4).
In conclusion, the similar evolutionary trend of
a flat Pop III SFR, persisting at a level of about
10−3M yr−1Mpc−3, up to z = 6 and followed by a rapid
drop thereafter, appears to be a solid feature of our model
and to be independent of the details of Pop III IMF.
This physical interpretation implies that chemical feed-
back might be artificially enhanced in simulations when the
mean pollution radius 〈RB〉 becomes comparable to the sim-
ulation box size. We further discuss how resolution and box-
size effects affect this issue in Appendix A. Note that addi-
tional uncertainties might come from the treatment of ra-
diative feedback. A proper investigation of resolution and
box size effects would require a suite of simulations with
increasing box size and fixed resolution and a convergence
8 The correlation length is defined as the scale at which the two
point correlation function of star forming regions ξSF(rSF) = 1
(e.g. Reed et al. 2009).
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Figure 15. Metallicity maps at z = 4 for the SALP (left), FHN (middle), PISN (right) runs. Filled orange small (empty pink large)
stars indicate the positions of Pop II (Pop III). The slice thickness is 39.06h−1 kpc.
study with fixed box-size and increasing mass resolution. We
defer this study to a future work.
The effects of Pop III IMF variations have instead
a larger impact on Pop II (and hence total) SFR. From
Fig. 14 we see that, as for the Pop III case, the dif-
ferences between a SALP or FHN IMF are minor: us-
ing Fig. 15 they can be quantified by 〈| logZFHN/Z −
logZSALP/Z|/ logZSALP/Z〉 ' 0.01, where the average
is calculated on the slice. This difference is produced by
the yields of Pop III SALP bs. FHN (Tab. 2) and from the
stochasticity of star formation prescription (eq. 1).
On the other hand, differences are noticeable if a PISN
IMF is assumed. In this case, the total SFR is depressed
by a factor ' 5 for z >∼ 5. Because of the higher sn value,
a pair-instability supernova can reach and disrupt a nearby
potential star formation site, as also noted by Greif et al.
(2010). Instead, less energetic hyper- or supernovae can only
pollute their immediate surroundings, failing to reach other
more distant and denser environments. Under the assump-
tion of similar local star formation time scales (t?) for both
Pop II and Pop III, the PISN scenario is difficult to be rec-
onciled with the observed global SFR history, as feedback
from these stars is probably too effective.
7 SYNTHETIC SPECTRA
We compute mock QSO absorption spectra along several
l.o.s. drawn through the simulated box. The details of the
adopted technique to compute the H I optical depth are
given in Gallerani et al. (2006). Here, we also consider
metal absorption lines due to ionic species such as Si IV,
C IV, Si II, C II and O I. For these species, we compute the
Doppler parameter according to the following expression
bi =
√
2kBT/mi, where mi is the mass of the i-th species.
In Tab. 3, we report the wavelengths and oscillator strengths
(Prochaska et al. 2004) adopted for the considered species.
In order to compute the number density of different
ionic species, we have built a grid of model calculations us-
ing CLOUDY (Ferland et al. 1998) version 10. We consider a
plane parallel slab of gas in pressure equilibrium, illuminated
by a Haardt-Madau ionizing background (Haardt & Madau
1996, 2012). The intensity of the ionizing field at 1 Ryd has
been normalized so that the photoionization rate, ΓHI (units:
s−1), matches the values predicted by the two reionization
models presented in Gallerani et al. (2008a,b), namely an
Early Reionization Model (ERM) and a Late Reionization
Model (LRM), predicting a reionization redshift of zrei ' 7
(ERM) and zrei ' 6 (LRM), respectively.
We point out that the ionizing background values pre-
dicted both by the ERM (log ΓHI = −12.46) and LRM
(log ΓHI = −12.80) are consistent within 1-σ with the mea-
surement of the UVB at z = 6 through the flux decrement
technique (log ΓHI = −12.74±0.30, Wyithe & Bolton 2011);
moreover, the ERM (LRM) is consistent within 2.1-σ (0.3 -
σ) with the results obtained through the proximity effect
technique (log ΓHI = −12.84 ± 0.18, Calverley et al. 2011).
Each CLOUDY model is characterized by a gas metallicity,
density and a constant temperature. As for the chemical
composition, we adopt the solar elemental abundance ra-
tios provided in CLOUDY. Calculations are stopped when the
depth of the slab reaches our cell resolution.
We interpolate CLOUDY results with the gas properties
predicted by the simulation. In Fig. 16, we show the distri-
bution along a random l.o.s. of several quantities, namely:
gas density (upper-left panel), peculiar velocity (upper-right
panel), gas temperature (lower-left panel), and metallicity
(lower-right panel).
Although a detailed, quantitative comparison with ob-
servations is beyond the aim of the present paper, we include
observational artifacts in our simulated spectra, following
D’Odorico et al. (2013), a work based on X-shooter spectra.
For species with absorption features in the wavelength range
λi < 1440 A (λi > 1440 A), since the absorption systems of
interest at z = 6 are redshifted in the VIS (NIR) region of
the X-Shooter spectrum, we smooth the synthetic spectra
to a resolution R = 8800 (R = 5600), we add to each pixel
a Gaussian random deviate, yielding a signal-to-noise ratio
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Figure 16. Distribution of the gas density (upper-left panel), peculiar velocity (upper-right panel), temperature (lower-left panel),
metallicity (lower-right panel) along a random l.o.s. drawn through the simulated box at z = 6.
Figure 17. Synthetic spectra extracted from the l.o.s. drawn through the simulated box with physical properties shown in Fig. 16. The
spectra are calculated using an Early Reionization Model (ERM, red solid line) and a Late Reionization Model (LRM, blue dashed line)
for Lyα forest (upper-left panel) and metal absorption lines (O I, upper-right panel; Si IV and Si II, middle-left and middle-right panel;
C IV and C II, lower-left and lower-right panel, respectively). See the text for the definitions.
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Figure 18. PDFs of the transmitted flux for the species considered in Fig. 17. The solid line (red shaded region) represents our predicted
PDF in the case of the ERM, while the dashed line (blue shaded region) denotes LRM results. For each bin, we report the corresponding
poissonian error bars. For each ion, we indicate the probability of encountering its corresponding absorption line in the l.o.s. sample, as
defined in the text.
S/N = 50 (S/N = 10), and we finally rebin the simulated
transmitted flux in channels of width 0.4 A (0.6 A).
An example of the simulated spectra obtained through
this procedure is shown in Fig. 17, where the velocity in-
terval corresponds to the redshift range marked through
gray hatched regions in Fig. 16. Metal absorption lines
show up preferentially in correspondence of metal-rich
(Z >∼ 10−2 Z), IGM/CGM regions (∆ >∼ 1 − 10), charac-
terized by mean temperatures Tµ−1 ' 104.5 K, as the ones
occurring at z ' 5.997 in our sample l.o.s.. As expected,
absorption lines due to atoms at high ionization levels (e.g.
C IV and Si IV) are more pronounced with respect to low-
ionization absorption lines (e.g. Si II and O I) in the case of
the ERM, which predicts a higher ionizing background at
the redshift of the absorption system. The above relations
are reversed in the LRM case.
To get further insight, for each species and reioniza-
tion model we compute N totlos = 300 synthetic spectra as the
ones shown in Fig. 17 and we analyze them in terms of the
PDF of the transmitted flux (Ftr). The result is shown in
Fig. 18. We divide the transmitted flux in four bins, and
for each of them we show the PDF values predicted for
the ERM (solid line, red shaded region), LRM (dashed line,
blue shaded region), with the corresponding poissonian error
bars. For metal absorption lines, we restrict our analysis to
those spectral regions characterized by Ftr < 0.9. For each
species considered, we also report the probability to find at
least one absorption line per l.o.s., pi = N
abs,i
los /N
tot
los , where
Nabs,ilos is the number of l.o.s. in which we find at least one
absorber of the i-th species.
Fig. 18 confirms that, in the case of the Lyα forest,
the PDF analysis does not provide a fair diagnostics of the
IGM ionization level at z ∼ 6 (Fan et al. 2006; Gallerani
et al. 2006, 2008a). In fact, from the upper-left panel, it is
clear that in both reionization models, most of the pixels
are characterized by Ftr ' 0.1, meaning that this statistics
is basically dominated by noise.
The same figure shows that, instead, the PDF obtained
from metal absorption lines contains a wealth of informa-
tion, and may provide strong constraints on the ionizing
background intensity. It is also interesting to note that the
presence of strong O I absorbers (Ftr ' 0.3) does not exclude
the possibility that the IGM/CGM is ionized, since these ab-
sorption systems are also found in the ERM, which predicts
c© 2013 RAS, MNRAS 000, 1–23
18 Pallottini et al.
a small neutral hydrogen fraction (xHI ' 10−4) at z ' 6.
Observations of O I absorption systems at these redshifts
are useful tools for understanding the metal enrichment and
cosmic reionization processes (Oh 2002; Finlator et al. 2013;
Keating et al. 2013).
Finally, as a consistency check, we compute the ΩCIV
predicted by our simulation at z = 6. The cosmic density
parameter relative to the i-th species can be written as (e.g.
D’Odorico et al. 2013)
Ωi(z) =
H0mi
cρc
∫
NifidNi , (10a)
where ρc is the critical density and fi(Ni, z) is the PDF of
the i-th column density Ni. For a discrete set of absorbers in-
dexed by j, the integral can be approximated as (i.e. Storrie-
Lombardi et al. 1996)
Ωi(z) ' H0mi
cρc
∑
j N
j
i
∆X
, (10b)
where ∆X is the cosmological path length of the l.o.s. that
can be computed using the following relation:
dX = (1 + z)2
(
ΩΛ + Ωm(1 + z)
3)−1/2 dz . (10c)
Additionally, the statistical error, δΩi, is given by
δΩi
Ωi
=
√∑
j(N
j
i )
2∑
j N
j
i
. (10d)
Using eq.s 10, N totlos = 300, and taking into account the
C IV column density provided by CLOUDY, we find ΩERMCIV =
(3.8± 0.1)× 10−8 and ΩLRMCIV = (3.1± 0.1)× 10−8. We also
compute ΩCIV only considering those systems which pro-
duce observable absorption lines (Ftr < 0.9), and which
are characterized by 1013.4 < NCIV/cm
−2 < 1015. In this
case, we find ΩERMCIV = (2.9 ± 0.3) × 10−8 and ΩLRMCIV =
(2.3 ± 0.3) × 10−8. Considering the total produced metals
(ΩSFHZ in Sec. 4) and assuming solar abundances, it results
ΩCIV/Ω
SFH
C ' 1.6 × 10−2. In other words, we predict that
through C IV absorption line experiments it is possible to
probe ' 2% of the total carbon present in the IGM/CGM.
We note that the ΩCIV values resulting from our calcu-
lations are a factor ' 3 − 4 greater then the ones found by
D’Odorico et al. (2013). This discrepancy is not surprising,
since we are not properly comparing simulations and obser-
vations. While our calculations take into account the actual
C IV distribution in the simulated box, the observed ΩCIV
is inferred from absorption lines spectra through a Voigt
profile fitting procedure. Moreover, we restate that our sim-
ulations do not account for radiative transfer effects. This
is a crucial point, since the ionizing flux which determines
the ionization level of atomic species can be dominated by
the presence of local sources, rather than the background.
In particular, this is relevant for the CGM, which is closer
to galaxies and is responsible of strong absorption features.
Constraining the ionization level of the IGM at z ∼ 6
through metal absorption lines requires both the proper in-
clusion of radiative transfer effects and an extended sta-
tistical analysis (e.g. equivalent width and column density
distribution, etc) of the synthetic spectra. We defer to a
future study a comprehensive comparison between observa-
tions and absorption spectra extracted from our simulations.
Si IV C IV Si II C II O I
λi 1393.7550 1548.1950 1526.7066 1334.5323 1302.1685
fi 0.5280 0.1908 0.127 0.1278 0.0488
Table 3. Rest frame wavelengths λi and oscillator strengths fi
(Prochaska et al. 2004) for the transition considered in the simu-
lated QSO spectra with metal absorption lines.
8 CONCLUSIONS
We have studied cosmic metal enrichment via a suite of
ΛCDM hydrodynamical simulations using a customized ver-
sion of the adaptive mesh refinement code RAMSES to evolve
a (10 Mpc h−1)3 volume up to z = 4 with 5123 dark matter
(DM) particles, a corresponding number of coarse grid cells
and allowing for 4 additional levels of refinement. The sub-
grid prescription for star formation is based on a local den-
sity threshold criterion (∆ > ∆th) and on a critical metal-
licity criterion (Zcrit = 10
−4Z), allowing us to follow the
transition from Pop III to Pop II stars. To assess the impact
of variations in the unknown Pop III IMF we have investi-
gated three different choices: (a) a standard Larson-Salpeter
IMF (SALP), (b) a δ-function describing faint hypernovae
(FHN), and (c) a top-heavy IMF allowing for pair-instability
supernovae (PISN). We account for thermal feedback from
supernovae and implemented a metal-dependent parameter-
ization of stellar yields and return fractions.
This set-up enables the resolution of DM halos masses
of 107.5M with ' 100 particles and to build a statisti-
cally significant sample of galaxies at all redshifts of interest.
The two free parameters of our subgrid model (star forma-
tion timescale and supernova coupling efficiency) have been
fixed by reproducing the observed cosmic star formation rate
(SFR, Bouwens et al. 2012; Zheng et al. 2012) and stellar
mass densities (SMD, Gonza´lez et al. 2011) at 4 6 z <∼ 10.
By constructing halo catalogues and identifying the as-
sociated stars and star forming regions (∆ > ∆th), it has
been possible to analyze the evolution of metal enrichment
on galactic scales at two representative redshifts, z = 6 and
z = 4. Galaxies account for <∼ 9% of the baryonic mass;
the complementary fraction resides in the diffuse medium,
which we have classified according to the environmental
overdensity into: (a) voids, i.e. regions with extremely low
density (∆ 6 1), (b) the true intergalactic medium (IGM,
1 < ∆ 6 10) and (c) the circumgalactic medium (CGM,
10 < ∆ 6 102.5), representing the interface between the
IGM and galaxies.
We have computed synthetic spectra of metal ab-
sorption lines through the simulated box at z = 6. The
number density of different ionic species are calculated
in post-processing with CLOUDY and by considering two
physically motivated and observationally constrained reion-
ization models, i.e. an Early Reionization Model (ERM,
log(ΓHI/s
−1) = −12.46 at z = 6) and a Late Reionization
Model (LRM, log(ΓHI/s
−1) = −12.80).
We have tried to analyze separately the metal enrich-
ment properties of galaxies and diffuse medium for sake
of clarity, but obviously the intimate connection between
these two components makes it impossible to separate their
description completely. Readers mostly interested in galax-
ies/stars (diffuse gas) can directly refer to Sec. 4 (Sec. 5);
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those specifically interested in Pop III stars should also find
Sec. 6 relevant. The summary of the main results given below
is organized in points attempting to keep these distinctions.
1. Between z = 9 and z = 6 a galactic mass-metallicity
relation is established. For star forming regions of mass
MSF >∼ 107M, such relation shows little evolution from
z = 6 to z = 4. In particular, at z = 4, galaxies hosting
a stellar mass M? ' 108.5M show a mean oxygen abun-
dance of log(O/H)+12 = 8.19, consistent with observations
(Troncoso et al. 2013).
2. At z = 4 such relation extends to MSF <∼ 107M: these
are satellite galaxies forming whose star formation has been
enabled by the progressive enrichment of the diffuse gas out
of which they form. For 106 <∼MSF/M <∼ 107 the metal-
licity trend is flat and resembles the one observed in the
faintest Local Group dwarf galaxies (e.g. Kirby et al. 2013).
3. The total amount of heavy elements produced by star
formation rises from ΩSFHZ = 1.52× 10−6 at z = 6 to 8.05×
10−6 at z = 4. Metals in galaxies make up to ' 0.89 of such
budget at z = 6; this fraction increases to' 0.95 at z = 4. At
z = 6 (z = 4) the remaining metals are distributed in the
three diffuse phases, CGM/IGM/voids, with the following
mass fractions: 0.06/0.04/0.01 (0.03/0.02/0.01).
4. In all the diffuse phases a considerable fraction of metals
is in a warm/hot (T µ−1 > 104.5K) state. In particular, a
small but not negligible mass fraction (' 0.003) of metals in
voids shows T µ−1 6 104.5K. This implies that these metals
must have been injected at sufficiently early epochs that
they had the time to cool as expected in a pre-enrichment
scenario.
5. Analogously to the mass-metallicity relation for star
forming regions, at z = 4 a density-metallicity (∆ − Z)
relation is in place for the diffuse phases. Independently
of ∆, the IGM/voids show an uniform distribution around
Z ∼ 10−3.5Z, while in the CGM Z steeply rises with den-
sity up to ' 10−2Z.
6. The geometry of metal bubbles is influenced by the
topology of the cosmic web. At z = 6, ∼ 40% are spherically
symmetric and are mostly found around isolated galaxies;
30% show instead a cylindrical shape which mainly results
from merging of bubbles aligned along filaments.
7. The cosmic Pop III star formation history is almost
insensitive to the chosen Pop III IMF. Pop III stars are
preferentially formed in pockets of pristine (Z = 0) gas, well
outside polluted regions created by nearby/previous star for-
mation episodes. This supports the “Pop III wave” scenario
suggested by Tornatore et al. (2007) and confirmed by Maio
et al. (2010).
8. In the PISN case, the Pop II SFR is suppressed by a
factor of ' 5 with respect to the SALP/FHN cases. Be-
cause of the higher energy deposition, a pair-instability SN
can reach and disrupt a nearby potential star formation site,
quenching Pop II formation. Assuming the same star forma-
tion timescales for Pop II and Pop III, a PISN scenario is
difficult to be reconciled with the observed SFR history, as
the feedback from these stars is probably too effective.
9. Metal absorption line spectra extracted from our simu-
lations at z ∼ 6 contain a greater wealth of information with
respect to the Lyα forest. Given the prevailing thermody-
namical/ionization conditions of the enriched gas, C IV ab-
sorption line experiments can only probe up to ' 2% of the
total carbon present in the IGM/CGM. However, metal ab-
sorption lines are very effective tools to study reionization.
10. The occurrence of low-ionization metal systems (e.g.
O I and C II) in z ∼ 6 quasar (gamma-ray burst) absorption
spectra does not exclude the possibility that the IGM/CGM
is on average highly ionized at these epochs. In fact, such sys-
tems, although with a lower incidence than in a Late Reion-
ization Model, are also detectable in the Early Reionization
Model, which predicts a lower H I fraction (xHI ∼ 10−4) at
z ' 6.
In the future, we will perform a more extended statisti-
cal analysis of the synthetic spectra, in terms of the equiv-
alent width and column density distributions. This study
will enable a direct comparison with recent high-z observa-
tions (D’Odorico et al. 2013) and will allow to constrain cos-
mic reionization models. Since the ionization level of metal
atoms is sensitive to the proximity effect of ionizing sources,
it will be crucial to take into account radiative transfer ef-
fects. Therefore, we plan to couple our simulation with the
new version of the radiative transfer code CRASH3 (Graziani
et al. 2013). This code allows to include an arbitrary num-
ber of point sources and to reprocess the ionizing radiation
through an inhomogeneous distribution of metal-enriched
gas, therefore representing a perfect tool for our planned
research.
As a final remark, we have highlighted the potential
problem that chemical feedback might be artificially en-
hanced in a simulation when the box size becomes smaller or
comparable to the pollution radius 〈RB〉. Although the box
size and resolution have a significant impact on the determi-
nation of Pop III cosmic SFR, additional uncertainties come
from the treatment of radiative feedback. A proper demon-
stration would involve a suite of simulations with increasing
box size and fixed resolution and a convergence study with
fixed box-size and increasing mass resolution. The situation
may be worth a closer scrutiny, which we defer to future
work.
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APPENDIX A: RESOLUTION EFFECTS
As stated in the Introduction, the nature of Pop III stars is
still under debate, and there is a lack of consensus on their
formation properties and subsequent evolution. Although
this paper is not specifically focused on Pop III stars, it
c© 2013 RAS, MNRAS 000, 1–23
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is necessary to address numerical effects that could possibly
affect Pop III evolution.
Using definitions given in Sec. 2.1, each Pop III forma-
tion event on average spawns a star particle with a mass
Ms = m?〈N〉. Using eq. 1b, by assuming 〈N〉 > 0 and that
one stellar particle is sufficient to pollute its surrounding
environment, we can write
Ms ∝ (∆x)3∆t/t? 'M4/3res /t? , (A1)
where Mres is the mass resolution of the AMR simula-
tion, and we have implicitly assumed a Lagrangian mass
threshold-based refinement criterion. In eq. A1 Ms is lim-
ited from below, since we expect PopIII to form in clouds
of mass ∼ 102 − 103M (Bromm et al. 2002; Yoshida et al.
2006; Greif et al. 2012; Hosokawa et al. 2012; Meece et al.
2013); however, for the present estimate, we can neglect this
point. Throughout the paper we have shown that each halo
can host at most one Pop III formation event. Assuming no
external pollution, an upper limit for the Pop III SFR can
be approximated by
SFRPopIII <∼Msn(M > Mminh )/t? , (A2)
where n(M > Mminh ) is the number of halos with mass larger
than Mminh , the minimum mass that can host star formation.
For low mass halos we can approximate n(M > Mminh ) ∼
1/Mminh (Press & Schechter 1974; Sheth & Tormen 1999),
thus
SFRPopIII ∝ M
4/3
res
Mminh t
2
?
. (A3)
Numerically, Mminh is the mass of halos resolved by a suit-
able minimum number of particles, usually taken to be
Mminh ' 102.5Mres (Christensen et al. 2010). From the phys-
ical point of view, Mminh is determined by feedbacks, star for-
mation criteria and the presence of a LW background (e.g.
Wise et al. 2012; Johnson et al. 2013; Xu et al. 2013). John-
son et al. (2013) show that the LW background can induce
differences in SFRPopIII up to a factor ' 8 during the early
stages of star formation (z >∼ 10). Then the scaling provided
by eq. A3 reproduces well such result once the proper values
of Mminh in the Johnson et al. (2013) simulation are inserted
for the case with or without LW background.
There is a caveat regarding eq. A3. In our formalism
t? depends on Mres, and is calibrated by reproducing the
observed SFR/SMD; thus, without a dedicated simulation
suite, the t?(Mres) functional dependence is uncertain. More-
over, differences in both models and implementations (Scan-
napieco et al. 2012; Kim et al. 2013) might hinder the effec-
tiveness of the estimate when making a cross-code compar-
ison.
For our fiducial simulation at z = 6 the Pop III
SFR is 10−2.7M yr−1Mpc−3. Using eq. A3 and consid-
ering a slowly varying t?, our result is compatible with
the values reported by Johnson et al. (2013) (SFRPopIII '
10−4M yr−1Mpc−3) and Wise et al. (2012) (SFRPopIII '
10−4.5M yr−1Mpc−3) at the same redshift.
We remind that we have not taken into account ex-
ternal enrichment. The estimate thus holds up to z >∼ 5,
where in our simulation Pop III star formation is definitively
quenched (see Sec. 4.1). Such quenching redshift is almost
independent of resolution (see Sec. 6).
In principle, the pollution efficiency depends on the ra-
tio between the galaxy correlation length, rSF, and the metal
bubble size 〈RB〉 (see Sec. 6 for the definitions). A rough ap-
proximation for rSF is given by the autocorrelation scale of
DM halos of mass >∼Mminh . Since Mminh > 102.5Mres, the
quantity can be considered almost independent from reso-
lution (Reed et al. 2009; Guo & White 2014). On the other
hand 〈RB〉 can be estimated using the Sedov-Taylor approx-
imation (eq. 8) with 〈RB〉 ∝ 〈(ηsnM?)1/5〉, where M? is the
stellar mass per halo of mass Mh. The total stellar mass is
calibrated with observations (see Fig. 1) and for z <∼ 6, in
each halo with Mh >∼ 10Mminh , the stellar mass is dominated
by Pop II (see Fig. 4). Thus 〈RB〉 is expected to be weakly
resolution dependent as 〈RB〉 ∝ (ηsn)1/5.
As a corollary, when in a simulation 〈RB〉 becomes com-
parable with the box size, chemical feedback might be arti-
ficially enhanced. However, a robust test of this idea would
involve a simulation suite with increasing box size and fixed
resolution and a convergence study with fixed box-size and
increasing mass resolution. While this is outside the purpose
of the current work, it would be interesting to analyze the
problem in the future.
As a final note, in the current paper we have assumed
the same t? for Pop III and Pop II. Considering two distinct
star formation timescales would introduce an extra degree
of freedom in the model. The natural way to fix the intro-
duced Pop III time scale would be fitting cosmic SFRPopIII
observations; however, these are not currently available.
APPENDIX B: STRUCTURE IDENTIFICATION
In the present simulation structure identification is achieved
in post processing via a Friend-Of-Friend (FOF) algorithm
(e.g. Davis et al. 1985). While the FOF is readily able to
identify particle groups, the method must be modified when
dealing with cell based structure, such as the baryons of
RAMSES.
In the simulation, DM and stars are traced by particles.
Considering them altogether, the FOF is able to construct
the complete halo catalogue and the stellar content associ-
ated with each DM group. It is important to highlight that
the chosen FOF linking length is calculated by accounting
only DM particles. Note that in principle the DM-stellar as-
sociation can be achieved first by founding with the FOF
the DM halo catalogue, then associate each star to a partic-
ular halo if the relative distance9 is less then the halo virial
radius.
Additionally, in the simulation we have identified bary-
onic groups, such as star forming regions (∆ > ∆th) and
metal bubbles (Z > Zth ≡ 10−7Z). This is achieved by
slightly changing the FOF algorithm to let it operate on
cells rather then particles. Firstly, from the whole baryons
we extract only those cells satisfying the relevant threshold
criterion, i.e. density based for star forming regions or metal-
licity based for bubbles. The we let the FOF link the baryons
by treating them as particles. It is important to state that
the FOF linking length is equal to half the coarse grid size of
9 Distances are calculated by properly accounting for the periodic
boundary conditions of the box.
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the simulation. This choice allows the reconstruction of the
proper catalogue of structure, but deny substructure identi-
fication.
To describe the properties of the baryonic regions found,
we can adopt definitions similar to the one used to charac-
terize DM halos (e.g. Springel et al. 2004; de Souza et al.
2013a). The position of a region is given by the location of
the density peak, while its ”radius“ is defined as R ≡ V 1/3,
where V is the volume occupied by the selected region. As
the baryons are extracted from an AMR code, there is no
ambiguity in the volume definition. The shape can be de-
scribed in terms of the eigenvalues Ii of the inertia tensor,
where I1 > I2 > I3. The ratios of the principal axis are
used as index of sphericity (I3/I1), prolateness (I3/I2) and
oblateness (I2/I1). The other physical quantities, such as
the temperature TSF and metallicity ZSF, are calculated as
mass weighted mean on the cells.
The method for baryon groups identification have been
tested on metal bubbles. We have constructed the metal
bubble catalogue at various redshifts and for different values
of the metallicity threshold, Zth. We have checked that the
total volume occupied by the identified bubbles gives a filling
factor equal to Q(Zth) at the selected redshifts (see Fig. 2).
Throughout the paper we have associated DM halos and
stars with baryonic regions. This is achieved using a distance
based criterion. Each baryonic region is linked with every
DM halos whose position of the center of mass is inside the
boundary of the region. We indicate with Nh the number
of DM halos associated with each region. Broadly speaking,
for metal bubbles Nh can be regarded as an index indicating
degree of merging experienced during the evolution.
APPENDIX C: RENDERING TECHNIQUE
Rendering is an efficient and widely used support tool for a
cosmological simulation, since it allows an immediate visual
qualitative representation of the data. A large amount of 3-D
volume rendering algorithms are already present and have
been specifically implemented for SPH (Price 2007; Dolag
et al. 2008), AMR (Turk & Smith 2011; Labadens et al.
2012b) and moving mesh (Vogelsberger et al. 2013) cosmo-
logical codes.
The majority of the available methods are based on a
raycasting approach, which is best suited to create images
from data obtained from simulations with SPH-type data
structure. For the present paper we implement a rendering
technique aimed at exploiting the intrinsic AMR nature of
the data structure. As a matter of fact, the presence of refine-
ment levels naturally allows the generation of high-definition
images. The method is based on a voxel representation, and
currently the code is still under development.
Let u denote the bidimensional coordinate of the im-
age to be created and x the spatial coordinate of the data
to be rendered. Let nˆ denote the direction of the l.o.s. of
the observer. As the data is made of AMR cubic cells (e.g.
Labadens et al. 2012a,b), the projection u(x) from the real
space to the image plane depends both on the cell position,
orientation respect to nˆ and the field of view of the observer.
Note that the image resolution is taken to be equal to the
finest level of refinement resolved in the simulation; this im-
plies that u(x) depends on the size of the cell.
The basic idea is that the cells can be rendered simi-
larly to the marching cube technique (i.e. William & Harvey
1987), thus, in principle, the part of the projection matrix
depending on relative orientations can be calculated a priori.
Although for now, the algorithm allows only fixed nˆ face-on
oriented respect to the cells.
To calculate the intensity I of the image we make use
of a back-to-front emission-absorption rendering (e.g. Ka¨hler
et al. 2006). After sorting the data by nˆ, at every pixel I is
updated via a transfer like equation
dI (u) = (Ert(u(x))−Art(u(x))I (u)) ρ(u(x))dn (C1)
where Ert and Art are respectively the emission and absorp-
tion coefficients, while ρ is the density field. Like in Dolag
et al. (2008) we set Ert = Art in order to obtain appeal-
ing images without artifact effects. We let the coefficient
dependents of the characteristic of the cell at x by select-
ing generalized isosurface, in order to have a smoother and
less noisy final image. The rendering of the physical field q
is calculated by selecting i = 1, . . . , n isosurface implicitly
defined by calculating the emission coefficient as
Ert (x) ∝ max
i
{
exp
[
K
(
q (x)− ci
hi
)]}
(C2)
where K is a kernel smoothing function, hi the bandwidth
and ci the center of the i-th isosurface. The normalization
for Ert is chosen in order to avoid I saturation. By using
different kernels and a varying the isosurfaces, it is possible
to obtain different visual effects, which can be best suited
for the rendering of different physical quantities.
In particular, Fig. 6 is calculated by choosing 6 tem-
perature isosurfaces. These are defined by a B-spline kernel
function, with centers ci equispaced in log T , with constant
bandwidths satisfying ci − ci−1 = hi. The balancing in the
level selection ensure a good dynamical range for the tem-
perature, thus the output is a visual appealing image that
gives a representation of the temperature field convolved
with the density structure. Note that the convolution is ob-
tained by definition, since in eq. C1 the density has the role
of an optical depth.
As said the image resolution is taken is linked to the
finest level of refinement resolved in the simulation. This
over-sampling of the image (e.g. Crow 1977) avoid most of
the aliasing problems that occurs in rendering a 3D-voxel
mesh. On the other hand, the technique augment the image
processing time (e.g. Labadens et al. 2012b). However, since
the imaging algorithm can be massively parallelized, this
does not represent a relevant issue.
Note that it is possible to have additional antialias by
directly smoothing the image pixels with their neighbors
(Vogelsberger et al. 2013) or –equivalently– by convolving
the final image with a proper filter (Labadens et al. 2012b).
However, these technique degrade the image resolution and
should not be required after the full implementation of the
projection method. This paper has been typeset from a TEX/
LATEX file prepared by the author.
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