In this paper, the Moving Target Travelling Salesman Problem (MTTSP) is described. In MTTSP, several sites are required to be visited which are moving with constant velocity in different directions. The distance of the sites from origin, velocity and the angle of movement are known in advance. The goal is to find the fastest tour starting and ending at the origin which intercepts all the sites. The method implemented using genetic algorithm approach on the various data sets and the results are compared with greedy approach.
INTRODUCTION
The traveling salesman problem (TSP) was originated by the studies of two mathematicians Sir William Rowam Hamilton from Ireland and Thomas Penyngton Kirkman from Briton in the 18th century. The general form of the TSP is believed to be studied further Kalr Menger in Vienna and promoted by Hassler, Whitney & Merrill at Princeton [2] . A detailed description about the connection between Menger & Whitney, and the development of the TSP can be found in Schrijver, 2005[3] . Given a set of cities and the cost of travel (or distance) between each possible pairs, the objective of the TSP is to find the best possible way of visiting all the cities and returning to the starting point that minimize the travel cost (or travel distance) [1] . Given n is the number of cities to be visited, the total number of possible routes covering all cities can be given as a set of feasible solutions of the TSP and is given as (n-1)!/2 [4] . In the classical TSP, the sites to be visited are stationary [10] . Motivated by practical application, Helvig et al. [4] introduced a time dependent generalization of TSP, referred as Moving Target TSP, where a pursuer must intercept in minimum time a set of targets which move with constant velocities (e.g., when a supply ship resupplies patrolling boats or when an aircraft must intercept a number of mobile ground units). Helvig et. al. [4] defined the MovingTarget travelling salesperson problem (MTTSP) as "Given a set S = {s 1 , … s n } of targets, each s i moving at constant velocity v i from an initial position p i , and given a pursuer starting at the origin and having maximum speed v>|v i |, find the fastest tour starting (and ending) at the origin, which intercepts all targets." An instance of MTTSP with four targets to be visited is shown in the fig 1. The start and end position of the pursuer is shown by flag. Helvig et. Al. has shown that the problem is NP-Hard. Several variants of MTTSP are given in [5] [6].
Fig 1 : MTTSP instance with four targets[4]
One of the current and best-known approaches for solving TSP problems is with the application of Evolutionary algorithms. These algorithms are based on naturally occurring phenomenon in nature, which are used to model computer algorithms. Potvin [11] has given the survey of Genetic Algorithm approaches for solving the general TSP. Most of evolutionary algorithm approaches try and find a solution to a particular problem, by recombining and mutating individuals in a society of possible solutions [6] . GA's are invented by John Holland in 1960s [7] . Holland's original goal was not to design algorithms to solve specific problems, but to formally study the phenomenon of adaptation as it occurs in nature and to develop ways in which the mechanisms of natural adaptation might be utilized into computer systems. Holland's 1975 book 'Adaptation in Natural and Artificial Systems' presented the GA as an abstraction of biological evolution and gave a theoretical framework for adaptation under the GA. Many problems in engineering and related areas require the simultaneous genetic optimization for a number of possibly competing objectives. These have been solved by combining the multiple objectives in to single scalar by the approach of linear combination. The combining coefficients, however, usually based on heuristic or guesswork can exert an unknown influence on the outcome of the optimization. A more satisfactory approach is to use the notion of Pareto optimality [8] in which an optimal set of solutions prescribe some surface 'The Pareto front' in the vector space of the objectives. For a solution on the Pareto front no objective can be improved without simultaneously degrading at least one other.
Jindal et al. [9] [16] attempted to solve an variant of MTTSP, with resupply when all the target are moving away from the origin, by using greedy methodology, where authors sorted the target in the order of d i /v i to get the sequence of the sites to be visited, where d i is the distance of the i th target from origin and v i is the velocity of i th target. The assumption made in this paper is that, although the target are either moving away from the original position of the pursuer or moving towards pursuer, they are also moving with some angle "" with respect to the origin [13] [14] [15] . It is assumed that the angle of movement also plays important role in determining the sequence to be visited for the optimal elapsed time. The MTTSP problem is addressed in this paper with the help of Genetic Algorithm. The solution generated with the help of Genetic algorithm is compared with that of generated with the help of greedy approach. Section 2 of the paper gives details of the suggested approach and the greedy method. Section 3 compares the result followed by concluding remarks in section 4.
METHODOLOGY ADOPTED
The suggested approach is divided in to two sub-section namely The generation of the sequence and calculation of Total Elapsed Time (TET) the simulation of the sequence to get total elapsed time for the sequence.
Generation of sequence
The suggested model uses genetic algorithm for generating the sequence. The answer generated with genetic algorithm is compared with that of greedy method. The methods are discussed in the following subsections.
Genetic Algorithm methodology
The Simple Genetic Algorithm (SGA) is adopted for generating the optimal sequence. A Simple Genetic Algorithm is given in fig. 2. 1. Create initial random population. 2. Calculate fitness of the individuals in the population. 3. Repeat following steps until termination criteria is reached.
a. Select best fit from the current population and generate offspring. b. Evaluate fitness of each offspring. c. Replace weak individuals from the population with newly generated ones.
Fig 2 : Simple Genetic Algorithm
The GA produces successive generations of individuals by computing their "fitness" at each step and selecting the best of them, when the termination condition arises. Tournament selection method is used for selection of parent where two parents are chosen randomly and the best amongst them get a chance to be in the mating pool [12] . The termination criteria of user specified maximum number of generations is used. Two point order based crossover and swap single bit mutation is used for reproduction process. The sequence of the targets to be visited by the pursuer is used as chromosome. The working of the crossover and mutation operators is shown in Fig 3. Order based crossover is used to preserve the target in the chromosomes. The TET is used as fitness value for the chromosome sequence.
Greedy Method
The sequence of the sites to be visited is decided based on the ratio of d i /v i and are scheduled in ascending and descending order of the ratio d i /v i . 
Two Point Order Based Crossover (TPOBC)

Calculation of Total Elapsed Time
The TET is measure by adding the time required to visit each targets by the pursuer in the provided sequence. The process is shown in figure 4. 
Experimental Setup and Result Analysis
The experiment is conducted with JDK 1.6 on an Intel Core™2 CPU with 2.66 GHZ and 2 GB RAM. The Population size =40, Maximum number of generation = 500, Crossover Rate = 0.8 and mutation rate = 0.05 is used for the purpose of simulation. Table 1, Table 2, Table 3 and Table 4 shows the four data sets used with four, six, eight and ten targets respectively for the experiment. The same data sets are used for Genetic Algorithm as well as for the greedy method. The results obtained after simulation are shown in Table 5 , Table 6 , Table 7 and Table 8 for the datasets with four, six, eight and ten targets respectively. The sample result for data set 10D3 is shown in fig 5. The initial position of the targets are shown by the red boxes. The path followed by the pursuer is shown by pink color whereas the track followed by the targets is shown by green color. The comparative chart for the total elapsed time taken by each method on various data sets is shown in fig 6. It is found that the time taken by the sequence generated by GA is much less than that of other methods. The result shows that the difference in the time taken for few targets is less as compared to that of more number of targets on various methods. The greedy methods does not take account of the of the target's direction of movement while deciding the sequence of the targets to be visited, where as in GA methods the final time taken by the pursuer is considered as a fitness function. It shows that there is need to incorporate the direction of targets movement apart from merely its direction and velocity only. 
CONCLUSION
In this paper, Moving Target TSP is studied. The method is implemented with Genetic Algorithm methods. The result of the experiment tested on the various datasets. The results generated by Genetic Algorithm method found to be more effective than generated by greedy method. There is need to find the effective solution by using analytical method for incorporating the target's direction of movement.
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