The accuracy of construction price forecasts by Skitmore, Martin et al.
Skitmore, Martin and Stradling, Steve and Tuohy, Alan and 
Mkwezalamba, Harry (1990) The accuracy of construction price 
forecasts. Technical Report, Department of Surveying, University 
of Salford. 
 
Copyright 1990 (The authors)

 THE 
 
  ACCURACY OF 
 
 CONSTRUCTION PRICE FORECASTS 
 
 
 
 
 
  A Study of 
 
 Quantity Surveyors' Performance 
 
 in 
 
 Early Stage Estimating 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Martin Skitmore : Steve Stradling 
  Alan Tuohy : Harry Mkwezalamba 
 

 
 
 
 
 
 
 
 
 
 THE  ACCURACY OF 
 CONSTRUCTION PRICE FORECASTS 
 

 
 
 
 
 
 
  THE 
 
  ACCURACY OF 
 
  CONSTRUCTION PRICE FORECASTS 
 
 
 
 
 
  A Study of 
 
  Quantity Surveyors' Performance 
 
 in 
 
 Early Stage Estimating 
 
 
 
  Martin Skitmore 
 Lecturer in Quantity Surveying, University of Salford 
  Steve Stradling 
 Lecturer in Psychology, University of Manchester 
  Alan Tuohy 
 Research Fellow, University of Salford 
  Harry Mkwezalamba 
 Student Quantity Surveyor, University of Salford 
 
First published in Great Britain in 1990 by 
 
THE UNIVERSITY OF SALFORD 
Salford M5 4WT, UK 
 
© Martin Skitmore, 1990 
 
All rights reserved: no part of this publication 
May be reproduced, stored in any retrieval system, 
Or transmitted in any form or by any means, electronic, 
mechanical, photocopying, recording or otherwise 
without either the prior written permission of the author or a 
licence permitting restricted copying if the United Kingdom issued by 
the Copyright Licensing Agency Ltd, 33-34 Alfred Place, London WC1E 7DP 
 
 
British Library Cataloguing in Publication Data 
The accuracy of construction price forecasts: a study of quantity surveyors’ 
 Performance in early stage estimating. 
 1. Buildings, Construction, Estimating. 
 I. Skitmore, R.M. (Ronald Martin) 
 692.8 
 
 
ISBN 0-901025-12-7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cover based on a design by Geoff Gaskin, FSIAD 
 
Photoset and bound by The University of Salford Reprographics Unit. 
 
 
 
 
 
 
 
 To our families and friends 
 

 
 
    Contents 
  
 
 
 
 
 
 
 
List of Tables ............................................................. xi 
 
List of Figures ......................................................... xvii 
 
Preface   .......................................................... xix 
 
Part I: Previous Work in the Field ........................................   1 
   1 Construction Contract Price Forecasting .............................   3 
 INTRODUCTION ........................................................   3 
 THE QUALITY OF FORECASTS ............................................   3 
  Forecasts ........................................................   3 
  Quality of Forecasts .............................................   5 
 THE DETERMINANTS OF THE QUALITY OF FORECASTS - A REVIEW .............   5 
  1. The nature of the target ......................................   5 
   The type of project (6); The size of projects (8); Other 
project characteristics (9); Geographical location (9); The 
contract procurement system (10); The nature of the competition 
(10); The prevailing economic climate (12) 
  2. Levels of information .........................................  13 
  3. The forecasting technique used ................................  14 
  4. The use of feedback ...........................................  15 
  5. The ability of the forecaster .................................  16 
Quality levels (16); Attributes of forecasters (17); 
Acquisition and application of expertise (18) 
 SUMMARY AND CONCLUSIONS .............................................  19 
   2 Human Factor Research: Methodological Development ...................  25 
 INTRODUCTION ........................................................  25 
 DEVELOPMENTS PRIOR TO 1985 ..........................................  25 
  1. Previous methodologies ........................................  25 
  2. Experimental trials ...........................................  28 
'Guinea pig' trials (29); Trials with students (31); Trials 
with two experts (31); The Twelve Experts (33) 
 METHODOLOGICAL DEVELOPMENTS AFTER 1985 ..............................  33 
  1. The postal questionnaire ......................................  34 
  2. The interview/test procedure ..................................  35 
 
Part II: Analysis of Postal Questionnaires ................................  37 
   3 Univariate Analyses .................................................  39 
 DEVELOPMENT OF QUESTIONNAIRE ........................................  39 
  Section 1.  Specific experience and self-rated expertise .........  40 
  Section 2.  Views on expertise and on accuracy ...................  40 
  Section 3:  Gross cost estimates of five building projects .......  41 
  Section 4:  Actual and ideal personal characteristics of 
estimators ....................................................  42 
  Administration ...................................................  43 
  Response  .......................................................  43 
 THE EFFECT OF GENERAL EXPERIENCE ON THE LEVEL OF EXPERTISE ..........  43 
 viii Contents 
 
 
  Experience length  43 
  Type of experience  43 
  Estimating history  44 
  Distribution of subjects over the country  45 
 THE EFFECT OF SPECIFIC EXPERIENCE ON THE LEVEL OF EXPERTISE  46 
  Introduction  46 
  Number of jobs  47 
  Type of project  55 
  Subjects' type of experience  56 
  Experience length  58 
  Number of projects and experience length  61 
SKILLS, TECHNIQUES AND OTHER CHARACTERISTICS  61 
  Introduction  61 
  Analysis of the given skills and characteristics  62 
  Maximum at importance level 5  64 
  Maximum at importance level 4  64 
  Maximum at importance level 3  65 
  Importance level at level 1  65 
  The characteristics generally  65 
  Analysis of characteristics entered by subjects  65 
     The estimators' relationship with other members of the design 
team (65); Knowledge of costs other than construction costs 
(67); Data records and feedback (67); 
Communication/Presentation (67); Speed, accuracy and pressure 
(68); General knowledge of price levels (68); Knowledge of 
construction (68); Technical Knowledge (69); Experience (69); 
Luck (69) 
  General assessment  69 
 COST FACTORS  70 
  Introduction  70 
  General building work  70 
  Primary schools  72 
  Sheltered housing  73 
  Offices  74 
  Factories  75 
  Health centres  76 
  An appraisal of the results  77 
 EXPECTED ACCURACY AND THE EFFECT OF BUILDING TYPE  79 
  Introduction  79 
  Expected accuracy  79 
  Ball-park estimates  83 
 PERSONAL QUALITIES OF ESTIMATORS  87 
  Introduction  87 
  Subjects' personalities  88 
  Personal qualities  91 
 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS  92 
  Summary  92 
  Conclusions  93 
  Recommendations  96 
4 Multivariate Analysis  99 
 RESULTS  99 
  Analysis 1:  The distribution of estimator's recent experience  99 
  Analysis 2:  Self-rated expertise 102 
   105 
  Analysis 4:  Rated importance of task elements 107 
  Analysis 5:  Accuracy levels with and without cost planning 110 
 Contents   
 
   
 
ix
  Analysis 6:  Estimates 114 
  Analysis 7:  Personality inventory 117 
  Analysis 8:  Trait attribution for ideal early-stage estimator .....119 
  Analysis 9:  "Best-subset" predictors of relative estimate size ....120 
  Analysis 10: "Best-subset" predictors of estimate typicality .......122 
 SUMMARY ..............................................................125 
 
Part III: Analysis of Interview/Test Data ................................135 
5 Consensus Analysis ....................................................137 
 INTRODUCTION .........................................................137 
 CODING 137 
 1. ANALYSIS AT INFORMATION LEVEL 4...................................137 
  Grouping of forecasts by target contracts.........................138 
  Grouping of forecasts by subjects.................................139 
 2. ANALYSIS AT INFORMATION LEVEL 2...................................140 
 3. ANALYSIS AT INFORMATION LEVELS 1, 2 AND 4.........................141 
 4. LOG TRANFORMATION OF FORECASTS....................................146 
 5. COMPONENTS OF VARIANCE............................................151 
  Univariate analyses...............................................151 
  Bivariate analyses................................................152 
  Trivariate analyses...............................................153 
  Summary of Components of Variance Estimates.......................155 
 CONCLUSIONS ..........................................................157 
6 The Quality of Forecasts - Variables .................................159 
 INTRODUCTION .........................................................159 
 THE DEPENDENT VARIABLES ..............................................159 
  Variables representing bias.......................................159 
The raw mean (160); The percentage mean (160); The log mean 
(160) 
  Variables representing consistency  ..............................160 
The raw standard deviation (161); The coefficient of variation 
  (161); The percentage standard deviation   (161); The log 
standard deviation   (161) 
  Variables representing accuracy...................................161 
The raw absolute mean (161); The percentage absolute mean 
(162); The log absolute mean (162); The raw root mean square 
(162); The percentage root mean square (162); The log root mean 
square (163) 
  Summary 163 
 THE INDEPENDENT VARIABLES ............................................165 
  Information variables.............................................166 
  Variables related to the target...................................166 
  Variables related to the subjects.................................168 
(1)  Experiental measures (168); (2)  Attributional measures 
(169); (3)  Psychological bias measures (173); Price awareness 
measures (176); Measures obtained in debriefing (176); Observer 
notes (177) 
7 The Quality of Forecasts - Analysis ...................................179 
 INTRODUCTION .........................................................179 
 INFORMATIONAL EFFECTS ................................................179 
  Effects on raw error..............................................179 
  Effects on percentage errors......................................180 
  Effects on log errors.............................................181 
 CONTRACT TARGET EFFECTS ..............................................183 
  Contract type.....................................................183 
  Individual contracts..............................................187 
 x Contents 
 
 
  Contract characteristics ......................................... 189 
Univariate analyses (189); Multi-variate regression analyses 
(192); (3)  Correlations analyses (193) 
 SUBJECT EFFECTS...................................................... 194 
  Univariate analyses .............................................. 196 
Experiential measures (196); Attitudinal measures (197); General 
estimating measures (201); Price awareness measures (202); 
Measures obtained in debriefing (202); Observer notes (203) 
  Multi variate analyses ........................................... 204 
 
Part IV: The Psychology of Expertise 
 8 The Characteristics of Expertise .................................. 211 
 INTRODUCTION......................................................... 211 
 EXPERTISE AND SOCIETY................................................ 211 
 EXPERTS AND EXPERT SYSTEMS........................................... 213 
 NOVICES AND EXPERTS.................................................. 214 
 RECENT WORK ON EXPERTISE............................................. 216 
 
Part V: Summary and Conclusions ......................................... 219 
 9 Summary and Conclusions ........................................... 221 
  SUMMARY .......................................................... 221 
  CONCLUSIONS ...................................................... 232 
 
References .............................................................. 233 
 
Appendix A 
Form of Questionnaire ................................................... 237 
 
Appendix B  
Characteristics Given by Some Subjects .................................. 247 
 
Appendix C 
Number of Subjects Who Entered the Different Importance Levels for Each 
Factor and Building Life ................................................ 249 
 
Appendix D 
Derivation of Table 4.24 ................................................ 253 
 
Appendix E 
Sample Interview/Test Data .............................................. 257 
 
Appendix F 
Full Target Contract Information Given to Subjects ...................... 287 
 
Appendix G 
Results of Analysis of Experiential, 
Attitudinal, Bias, General Estimation, 
Price Awareness and Contract Type Effects ............................... 303 
 
Index  .............................................................. 317 
 
 
 
    List of Tables 
  
 
 
 
 
 
 
 
1.1:Factors Affecting Quality of Forecasts - Summary of Empirical 
Evidence  20 
1.2:Measures of Forecast Quality  22 
3.1:Range of experience length  43 
3.2:Type of experience  44 
3.3:Time spent on estimating  44 
3.4:Some statistical measures  45 
3.5:Number of jobs estimated  46 
3.6:Number of jobs estimated  46 
3.7(a):Ranges and Symbols used  47 
3.7(b):Primary schools  48 
3.7(c):Secondary schools  48 
3.7(d):Other educational  48 
3.7(e):Sheltered houses  48 
3.7(f):Speculative houses  48 
3.7(g):Other residential  49 
3.7(h):Offices  49 
3.7(i):Shops  49 
3.7(j):Other commercial  49 
3.7(k):Unit factories  49 
3.7(l):Warehouses  50 
3.7(m):Other industrial  50 
3.7(n):Health centres  50 
3.7(o):Old people's homes  50 
3.7(p):Other social/medical  50 
3.8(a):Primary schools  52 
3.8(b):Secondary schools  52 
3.8(c):Other educational  52 
3.8(d):Sheltered houses  53 
3.8(e):Speculative houses  53 
3.8(f):Other residential  53 
3.8(g):Offices  53 
3.8(h):Shops  53 
3.8(i):Other commercial  54 
3.8(j):Unit factories  54 
3.8(k):Warehouses  54 
3.8(l):Other industrial  54 
3.8(m):Health centres  54 
3.8(n):Old people's homes  55 
3.8(o):Other social/medical  55 
3.9:Pearson's product moment correlation coefficient between expertise 
level and number of jobs  55 
3.10:Average level of experience according to building type and 
experience type  56 
3.11:Average level of expertise by experience length and building type  60 
3.12:What skills does an expert estimator possess?  62 
 xii List of Tables 
 
 
3.13:Number of candidates per importance level for the given 
characteristics ......................................................  63 
3.14:Characteristics in decreasing order of importance ..................  64 
3.15:Classification of Characteristics given by subjects ................  66 
3.16:Headings and the way the subjects rated them .......................  69 
3.17:The most important factors to be considered when estimating 
construction prices ..................................................  70 
3.18:Importance of factors for general building work ....................  71 
3.19:Importance of factors for primary schools ..........................  73 
3.20:Importance of factors for sheltered housing ........................  74 
3.21:Importance of factors for offices ..................................  75 
3.22:Importance of factors for factories ................................  76 
3.23:Importance of factors for health centres ...........................  77 
3.24:Subjects' ability to distinguish between different types of ........  78 
3.25:Levels of importance given by subjects who did not distinguish between 
building types .......................................................  78 
3.26:Expected levels of accuracy with cost planning .....................  79 
3.27:Expected levels of accuracy without cost planning ..................  79 
3.28:Arithmetic means, standard deviations and coefficients of variation 
with cost planning ...................................................  82 
3.29:Arithmetic means, standard deviations and coefficients of variation 
without cost planning ................................................  82 
3.30:Improvement in accuracy to cost planning based on the difference in 
ranges entered by each of the subjects ...............................  83 
3.31:Ranking based on cost per square metre (£/m2).......................  85 
3.32:Ranking based on the average total estimated cost (£1000's) ........  85 
3.33:National average building prices ...................................  85 
3.34:Percentage Deviation of subjects' estimates from the national average 
building prices ......................................................  86 
3.35:Comparison of the rankings .........................................  87 
3.36:Ranking on the basis of gross floor area ...........................  87 
3.37:Semantic differential for assessment of subjects personalities .....  88 
3.38:List of adjectives in descending order of mean score ...............  90 
3.39:Subjects' assessment of given qualities ............................  91 
3.40:List of factors in decreasing order of importance ..................  92 
4.1:Median number of projects carried out in 1982-1986, for 15 projects. 100 
4.2:Mean relative frequency for 15 project types, 1982-1986. ............ 100 
4.3:Significant correlations (df = 80, p<0.05, 2-tailed) for recent ..... 101 
4.4:Varimax factor analysis of recent experience on 15 project types, 
accounting for 77.5% of the total variance ........................... 102 
4.5:Mean current expertise, self-rated on a scale between 1 (low) and 5 
(high) for 15 project types. ......................................... 102 
4.6:Significant correlations (df = 81, p<0.05, 2-tailed) for mean rated 
expertise on 15 project types ........................................ 103 
4.7:Correlations between number of projects carried out in four periods, 
and rated expertise on 15 project types, using complete cases only (n = 
58). ................................................................. 104 
4.8:Varimax factor analysis of rated current experience on 15 project 
types, accounting for 75% of the total variance ...................... 105 
4.9:Mean rated importance of 19 characteristics as components of expertise 
in early-stage estimating ............................................ 105 
4.10:Significant correlations (df = 81, p<0.05, 2-tailed) for mean rated 
importance of 19 characteristics as components of expertise in early-
stage estimating (decimal points omitted) ............................ 106 
   List of Tables  
 
xiii
4.11:Varimax factor analysis of mean rated importance of 19 characteristics 
as components of expertise in early-stage estimating, accounting for 69% 
of the total variance .................................................107 
4.12:Mean rated general importance of 13 task elements, on a scale between 
1 (low) and 5 (high) ..................................................108 
4.13:Significant correlations (df = 81, p<0.05, 2-tailed) of rated general 
importance of 13 task elements (decimal points omitted). ..............108 
4.14:Varimax factor analysis of mean rated general importance of 13 task 
elements, accounting for 70% of the total variance ....................109 
4.15:Mean rated importance of 13 task elements, on a scale between 1 (low) 
and 5 (high), for 5 project types .....................................109 
4.16:Rank order of mean rated importance of 13 task elements, for 5 
project types .........................................................110 
4.17:Varimax factor analysis of mean rated importance of 13 task elements 
over 5 project types, accounting for 87.8% of the total variance ......111 
4.18:Mean percentage expected accuracy levels for early-stage estimating .113 
4.19:Correlations for expected accuracy levels with cost planning. .......113 
4.20:Correlations for expected accuracy levels without cost planning .....113 
4.21:Factor analysis of rated accuracy levels for 5 project types (with 
cost planning), accounting for 54.4% of the total variance ............113 
4.22:Factor analysis of rated accuracy levels for 5 project types (without 
cost planning), accounting for 69.9% of the total variance ............114 
4.23:Mean estimates, standard deviations, and coefficients of variation 
for 5 project types ...................................................114 
4.24:National average prices (per square metre) for 5 project types 
(including siteworks and contingencies) for 5 months in 1987 ..........114 
4.25:Regional adjustment coefficients (source: BCIS 1985/86) .............115 
4.26:Mean observed estimates, standard deviations and coefficients of 
variation for 5 project types, expressed as cost per square metre, and 
adjusted for region and month of estimate .............................115 
4.27:Mean signed and absolute differences from June 1987 national average 
for 5 project types ...................................................115 
4.28:Smallest and largest signed and absolute estimates for 5 project 
types .................................................................116 
4.29:Correlations for signed proportional difference scores for five 
project types .........................................................116 
4.30:Squared multiple correlation of signed proportional difference scores 
for each project type with the other four .............................116 
4.31:Factor analysis of signed proportional difference scores for 5 
project types, accounting for 51.7% of the total variance .............116 
4.32:Histogram showing distribution of FG1 factor scores .................117 
4.33:Mean rating of own personality on 16 bipolar traits, using a 1-7 
scale .................................................................118 
4.34:Significant correlations (df = 81, p<0.05, 2-tailed) of mean ratings 
of own personality on 16 bipolar traits ...............................118 
4.35:Varimax factor analysis of mean ratings of own personality on 16 
bipolar traits, accounting for 63% of the total variance ..............119 
4.36:Mean rated importance of 10 personality traits for an ideal early 
stage estimator, on a scale between 1 (not important) and 7 (very 
important) ............................................................120 
4.37:Significant correlations (df = 81, p<0.05, 2-tailed) of mean rated 
importance of 10 personality traits for an ideal early-stage estimator 120 
4.38:Varimax factor analysis of mean rated importance of 10 personality 
traits for an ideal early-stage estimator, accounting for 62% of the 
total variance ........................................................121 
4.39:Summary of stepwise regression of relative size of estimate on the 
pooled subset of predictor factor scores ..............................122 
 xiv List of Tables 
 
 
4.40:Histogram showing distribution of relative estimate typicality ..... 123 
4.41:Summary of stepwise regression of relative estimate typicality on the 
pooled subset of predictor scores .................................... 124 
4.42:Summary of independent effects of measures on relative estimate 
size ................................................................. 130 
4.43:Summary of independent effects of measures on relative estimate 
typicality ........................................................... 132 
5.1:Analysis by Target Contracts ........................................ 138 
5.2:Comparison of BCIS and Subjects Coefficients of Variation ........... 139 
5.3:Analysis of Subjects within Contract Types .......................... 139 
5.4:Grouping of Forecasts by Contract Type .............................. 140 
5.5:Log Forecasts - Analysis by Subjects ................................ 151 
5.6:Univariate Estimates of Between Subject Variance at Information 
Level 4 .............................................................. 152 
5.7:Univariate Estimates of Between Target Contract Variance at 
Information Level 4 .................................................. 152 
5.8:Bivariate Estimates of Between Subject and Between Target Contract 
Forecast Variance at Information Level 4 ............................. 153 
5.9:Trivariate Estimates of Between Subject, Between Contract and 
Between Information Level Forecast Variance .......................... 154 
5.10:Estimated Between Subject Variability .............................. 155 
5.11:Estimated Between Contract Variability ............................. 156 
5.12:Estimated Between Information Level Variability .................... 156 
6.1:Summary of Dependent Variables ...................................... 163 
6.3:Correlation Between Measures of Bias ................................ 163 
6.2:Basic Summary Statistics at Information Level 4 ..................... 164 
6.4:Correlation Between Measures of Consistency ......................... 165 
6.5:Correlation Between Measures of Accuracy ............................ 165 
6.6:Inter-correlations Between Bias and Consistency Measures. ........... 165 
6.7:The Target Contracts ................................................ 167 
6.8:Lowest Bid Prices by Contract Type .................................. 167 
6.9:Summary of Attributional Variables .................................. 173 
6.10:Test for Availability Bias on the Word Estimates ................... 174 
6.11:Test for Availability Bias on the Path Estimates ................... 174 
6.12:Tests for Anchoring Bias ........................................... 175 
6.13:Summary of General Estimating Variables ............................ 176 
6.14:Summary of Price Awareness Variables ............................... 176 
6.15:Summary of Variables arising from Debriefing ....................... 177 
6.16:Summary of Variables Arising from Observer Notes ................... 177 
7.1:Informational Effects on Raw Error .................................. 179 
7.2:Comparison of the Target Contract Prices with the Nationwide 
Equivalent Prices .................................................... 180 
7.3:Informational Effects on Percentage Error ........................... 181 
7.4:Informational Effects on Log Errors ................................. 181 
7.5:Contract Type Effects on Raw Errors ................................. 182 
7.6:Two way ANOVA results on RERROR, APERROR AND RERROR2 against 
contract type and information level .................................. 183 
7.7:Contract Type Effects on Percentage Errors .......................... 184 
7.8:Comparison of Target Contract Prices, Nationwide Equivalent Prices 
and Percentage Forecast Errors at Information Level 2 ................ 184 
7.9:Two way ANOVA results on PERROR, APERROR, and PERROR2 against 
contract type and information level .................................. 185 
7.10:Contract Type Effects on Log Errors ................................ 186 
7.11:Two way ANOVA results on LERROR, ALERROR, and LERROR2 against 
contract type and information level .................................. 187 
7.12:Individual Contract Effects ........................................ 187 
   List of Tables  
 
xv
7.13:Individual Contract Effects by Contract Type Grouping ...............188 
7.14:Summary of the Physical Building Size Correlation Coefficients ......190 
7.15:Summary of the Monetary Contract Size Correlation Coefficients ......190 
7.16:Summary of the Price Intensity Correlation Coefficients .............191 
7.17:Summary of Competitive Intensity Correlation Coefficients ...........191 
7.18:Summary of Results of Multi Variate Regression Analysis of Bias 
Measures and Contract Characteristics .................................192 
7.19:Summary of Results of Multi Variate Analysis of Accuracy Measures 
and Contract Characteristics ..........................................193 
7.20: Correlations of GFA, INGFA, PPSM, and SQPPSM at each Iformation 
Level .................................................................194 
7.21:Individual Subject Effects by Contract Type Grouping ................195 
7.22:Modulus General Estimating Measures .................................201 
7.23:General Estimating Correlations .....................................202 
7.24:General Price Awareness Correlations ................................203 
7.25:Correlations for Debriefing Measures ................................203 
7.26:Correlations for Observer Notes .....................................204 
7.27:Subject within Contract Type Effects ................................204 
7.28:Contract within Contract Type Effects ...............................205 
7.29:Adjusted Beta Coefficients for Subjects, Contracts and Information 
Effects ...............................................................206 
8.1:Differences in attitude to knowledge base and client as between 
expert and reflective practitioner ....................................212 
 
 
 
 
    
 
 
 
  
 
 
List of Figures 
  
 
 
 
 
 
2.1:Jupp and McMillan's results .......................................... 27 
2.2:Jupp and McMillan's results .......................................... 27 
3.1:Histogram of number of subjects who entered some level of expertise 
without job experience summed over all building types ................. 50 
3.2:Experience level against building types for the different experience 
types ................................................................. 56 
3.3:Expertise level against building type for the different expertise 
levels ................................................................ 58 
3.4:Graph of number of subjects against accuracy ......................... 80 
3.5:Levels of estimates from 14 groups ................................... 83 
3.6:Traits in descending order of average score .......................... 89 
3.7:Ranking of characteristics ........................................... 93 
3.8:Ranking of cost factors .............................................. 95 
3.9:Ranking of traits .................................................... 96 
3.10:Ranking of personal qualities ....................................... 98 
5.1:Subjects 1-20 ........................................................141 
5.2:Subjects 21-40 .......................................................143 
5.3:Subjects 41-60 .......................................................144 
5.4:All subjects .........................................................145 
5.5:Log transformation (subjects 1-20) ...................................146 
5.6:Log transformation (subjects 21-40) ..................................148 
5.7:Log transformation (subjects 41-60) ..................................149 
5.8:Log transformation (all subjects) ....................................150 
 
 
 
 
 
  
 
 
     
Preface 
  
 
 
 
 
 
 
Early stage construction contract price forecasting seems to have started in the 
United Kingdom with the growth of the competitive tendering system, particularly 
for whole contracts, in the nineteenth century.  One of the first, if not the 
first, early stage forecasts is described in FML Thompson's Chartered Surveyors; 
the growth of a profession as that provided for Charles Barry's 1836 winning 
design of the new Houses of Parliament in Westminster, London.  Barry was 
immediately asked to produce an estimate of the likely cost of the proposed 
building and he duly obliged with a figure of £724,984, 'made on the principle 
of the value per foot cubic' by which the volume of the walls etc. was 
calculated and then priced by reference to the Birmingham Grammar School, the 
price of which 'was known exactly'. 
 Barry's estimate was checked by a famous surveyor of the time, one Henry 
Arthur Hunt, 'a surveyor much employed by architects and builders in making 
estimates'.  Hunt found Barry's method of estimating to be as correct as 
possible, considering the sketchy and nebulous data available, although his 
sense of professional pride was plainly ruffled by the crudity of the method 
used, but he indignantly rejected the suggestion that it was mere guesswork.  
Hunt also used the Birmingham Grammar School Contract for his price guide, but 
with the addition of the Carlton Club house for extra support.  In his report to 
the client Committee, Hunt confirmed his satisfaction with the reasonableness of 
Barry's estimate in view of the severe shortage of design and specification 
information, although admitting to be uneasy about the accuracy of the figure - 
'from the plan of Barry you could not form an estimate of the cost [to] within 
£30,000 or £40,000'. 
 Largely as a result of Hunt's cautious evidence, the Committee recommended 
that Barry prepare a most minute and accurate estimate, from a proper bill of 
quantities.  This was done in due course, resulting in a revised figure of 
£707,104 - remarkably close to the original estimate; indeed since the original 
estimate of £724,984 included an allowance of 14 percent for contingencies and 
the revised estimate only 10 percent, the two were in effect only some £8,000 
apart!  The actual contract sum is not recorded but the final cost is known to 
have exceeded £1½ million.  All but £100,000 of this excess was caused by 
matters outside the estimate such as site purchase and the embankment, the 
internal fittings and furnishings, or by variations and additions to the 
original plan made by the perpetually changing view which the Houses themselves 
took of their own necessary comforts and conveniences.  About one half of the 
£100,000 excess was attributable to extra work in the foundations to deal with 
unexpected quicksand and springs, which perhaps might have been anticipated with 
some extra forethought. 
 The account of Barry's novel approach to estimating exemplifies the several 
major and recurring issues in the field of what is now known as contract price 
forecasting.  Firstly there is the question of technique, the use of value per 
cubic foot being regarded by Hunt as less accurate than the more detailed method 
of bill of quantities pricing.  Secondly the information shortage, both of the 
design and specification and the price of similar buildings, was a problem in 
that the more detailed technique relied on more detailed information than Barry 
had yet produced.  Thirdly the use of similar buildings (Birmingham Grammar 
School and the Carlton Club house) indicates the importance both Barry and Hunt 
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attached to the type of design in their market price considerations.  Fourthly 
both Barry and Hunt used data with which they were familiar - they relied on 
feedback.  Fifthly Hunt was considered to be the superior forecaster of the two, 
mainly because of his experience in the field.  These five factors - technique, 
information, design (contract) type, feedback, and the forecaster - are today 
recognised as being the major factors determining the quality of forecasts. 
 Two other points of interest emerge from the Houses of Parliament forecasts. 
 One is that the more detailed forecast was, unexpectedly, hardly different to 
the early stage forecast.  Two is that the actual tender price seems to be 
virtually neglected in the debate. 
 For some reason the performance of the five factors influencing forecast 
quality has seldom been subjected to empirical analysis.  Knowledge of the 
accuracy of different technique, with different levels of information, for 
different contracts, with different levels of feedback by different forecaster 
is only slightly more greater now than it was in Barry and Hunt's time. 
 In choosing to investigate the effect of the fifth factor - the forecaster - 
in our studies, it was not anticipated that the other factors would become 
important issues.  This has proven not to be the case however, for the 
interrelationships between the factors is very strong.  The study has really 
emerged as a study of three of the factors - information, contracts and 
forecasters.  Perhaps sometime in the future we will be able to devise a 
programme that will enable the study of all five factors together. 
 
Martin Skitmore 
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                   I keep six honest serving-men 
                       (They taught me all I knew); 
 Their names are What and Why and When 
                        And How and Where and Who. 
 
                                           R Kipling 
 
 
 INTRODUCTION 
 
The aim of construction price forecasting is to provide an estimate of the 
market price of construction contracts.  The estimates may be for individual or 
groups of past, present or future projects entering the contract market.  They 
are made by a variety of interested parties ranging from government and other 
institutional agencies concerned with general price trends, to designers and 
construction contractors concerned with the price of specific contracts.  This 
report relates to designers' price forecasts of specific current construction 
contracts. 
 Designers' construction price forecasting, a function often undertaken by 
Quantity Surveyors in the UK, is essentially a commercial activity albeit part 
of a larger package of services normally provided by the Quantity Surveying 
profession.  As such, the organisation providing the forecasting service has to 
consider the balance between the quality and cost of providing that service 
within the general business objectives of resource enhancement and creation of 
further business opportunities.  Although we would eventually hope to 
investigate all these considerations with a view to systemising the forecasting 
decision process in some way, we have currently restricted our activities to the 
aspect of quality of service and its determinants.  Indeed, for all our efforts 
since 1981 when the work first started, this aspect has provided more than 
enough scope for study with the limited investigative resources at our disposal. 
 For these resources we are deeply indebted to several funding agencies, not 
least the Science and Engineering Research Council who provided the bulk of the 
financial support for the work completed thus far. 
 
 THE QUALITY OF FORECASTS 
 
Before moving to the determinants of the quality of forecasts it is necessary to 
clarify the two terms of 'forecasts' and 'quality'. 
 
Forecasts 
Firstly the term forecasts if preferred to estimates (see also Flanagan and 
Norman, 1983; Bowen and Edwards, 1985).  Estimates are made of quantities that 
may exist before, currently or after the event under consideration.  Forecasting 
requires a prior estimate whilst accounting for instance requires a post 
estimate.  Thus forecasting is a subset of the estimating task.  
 The term forecasting is also preferred to the term predicting solely on the 
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grounds of statistical use of the words.  In statistical parlance, a prediction 
is an estimate of a value contained within the data base used to derive the 
estimation of formulae.  A forecast on the other hand is an estimate of some 
similar value outside the data base.  In the use of multiple regression analysis 
(MRA) for instance the distinction is certainly non trivial (and occasionally 
overlooked) and can result in accuracy differences of 25 to 50 percent when 
using construction price data (cCaffer, 1975). 
 Secondly, the term forecasting seems to imply the existence of a 
deterministic target or quantity, and poor forecasts in whatever sense represent 
a lack of understanding of the basic underlying process involved.  In the 
physical sciences such an implication is usually well justified especially where 
the phenomenon under consideration exhibits a regular pattern of behaviour.  
Such regularity lends itself nicely to the popular belief that some neat and 
simple causal 'law' underlies the observations, construction prices in our case. 
 The validity of such a belief is a moot point and has yet to be settled in the 
scientific community.  Much of the detailed argument has little relevance to our 
field but idiosyncratic versions do often appear in the more academic literature 
of construction price forecasting.  The best informed view we have to date is 
that belief in underlying causal laws, however much a motivating force in 
fundamental research, is unnecessary for our work.  Instead, we adopt a 
modelling approach, in which the objective is to find a model which balances 
simplicity, accuracy and breadth of generality.   The difference with the 
causal law approach may be subtle but the implications are quit far reaching.  
Issues of morality or justness for example simply do not arise.  Neither do 
intuitive expectations have any priority in our considerations.  These are most 
important aspects in forecasting research as will be seen in our later analyses 
where many apparently unlikely variables are introduced as potential model 
components.  Here the restriction on variables under study is not a matter for 
intuitive judgement but necessitated by the need to mitigate the combinatorial 
problems created in analysis. 
 Armed with this philosophy, we are now able to tackle such methodological 
issues as the treatment of non deterministic targets.  Bearing in mind the 
commercial origins of the research, in which closeness to the target is the 
measure of interest, it is primarily sufficient to adopt the pragmatic approach 
in modelling this measure per se irrespective of the stability or otherwise of 
the target.  As a piece of fundamental research however it is important to 
consider the relationships between target variability and forecast variability. 
 In the price forecasting field, we can think of either tender prices or 
forecasts as constant or variable.  The literature is generally divided on the 
subject.  Researchers in building price movements treat forecasts as constant 
and tender prices as variable whilst researchers in price forecasts treat tender 
prices as constant with forecasts as variable.  Our research falls into the 
latter category.  The justification for this is more a matter of tradition than 
logic.  The difficulty of course is that something has to be regarded as 
constant in order to provide a suitable baseline for analysis.  After all even 
Einstein's relativistic physics relies on the speed of light constancy as its 
foundation.  In construction price research the true baseline is the 
(unobservable) market price.  In taking contract bids as a proxy for market 
price there is always a risk of mistakenly attributing contractors' 
misperceptions of market price to designers' forecasting errors.  There are two 
reasons however for supposing that this risk is less that may be generally 
anticipated.  (1) The variability of contract bids is known to be considerably 
less (about 6 percent coefficient of variation) than designers' forecasts (about 
13 to 20 percent coefficient of variation).  (2) In choosing the lowest of the 
bids for each contract, the variability should be reduced even further.  
Theoretical analysis also suggest that these low bids are likely to be unbiased 
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estimates of market price (Milgrom, 1984). 
 Ultimately we may hope to devise a model in which both low bids and forecasts 
are treated as variables.  This will require a synthesis of forecasting and 
bidding theory, not a task that is attempted here although theoretical progress 
is now sufficiently advanced in both fields of study to enable a start to be 
made. 
 
Quality of Forecasts 
In commercial terms the quality of construction price forecasts is a measure of 
the satisfaction obtained by the purchaser of the forecasts.  This satisfaction 
is a function of the purchaser's perception of the usefulness of the forecasts, 
and may be influenced by several factors such as the purchaser's expectations, 
his relationship with the forecaster, the presentation and explanation of the 
forecasts and the impact on the purchaser's resources.  In this study we have 
restricted considerations of quality to the performance of the forecaster in 
terms of the relationship between forecasts and contract bids. 
 Several measures can be used to describe this relationship.  These measures 
are considered in three groups - bias, consistency and accuracy.  Measures of 
bias are concerned with the average of the differences between prices and 
forecasts.  The greater the average differences, the greater is said to be the 
bias of the forecasts.  Sometimes low bias is equated with accuracy although the 
term accuracy is used in a different sense here.  Measures of consistency are 
concerned with the degree of variation around the average.  The lesser the 
degree of variation, the greater is said to be the consistency of the forecasts. 
 Sometimes low consistency is equated with efficiency or precision but these 
alternative terms are not used here.  Measures of accuracy are concerned with 
the combination of bias and consistency into a single quantity. 
 Previous studies have mainly employed bias measures to describe the 
relationship between forecasts and contract bids (Table 1.2).  By far the most 
popular of the bias measures used is the sample mean of the ratio between 
forecasts and the lowest bid entered for the contract.  Consistency and accuracy 
measures occur far less frequently in terms of the coefficient of variation of 
forecasts and mean modulus (absolute) ratios respectively. 
 
 
THE DETERMINANTS OF THE QUALITY OF FORECASTS - A REVIEW 
 
Five primary factors determine the quality of forecasts.  These concern (1) the 
nature of the target, (2) the information used, (3) the forecasting technique 
used, (4) the feedback mechanism used and, (5) the person providing the 
forecasts.  This section provides a review of the literature that has been 
examined to date on the subject. 
 
1. The nature of the target 
In the field of construction prices, the nature of the target is best considered 
in terms of the characteristics of the contract market which affect price 
levels.  Pegg (1983, 1985) has investigated 15 building contract market 
'effects' on price levels - date, location, selection of contractor, contract 
sum, building function, measurement of steelwork, building height, form of 
contract, site conditions, type of work, fluctuations, client, contract period, 
form of construction, and method of measurement.  The first 10 of these effects 
were found to be statistically significant in their impact on price levels. 
 This rather random list of effects can be grouped under five major 
characteristic heads - the type and size of the construction project including 
its physical and constructional features, the geographical location of the 
construction project, the contract procurement system used including the 
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personnel and procedures used, the prevailing economic climate, and the nature 
of the potential competing contracting organisations involved. 
 
The type of project 
The type of project provides perhaps the most intuitively obvious association 
between price and forecast.  Outstanding examples of severely biased forecasts 
include the Humber Bridge (with a precontract estimate of £19M and a £120M final 
cost) the National Westminster Tower (£15M estimate and £115M final cost), the 
Thames Barrier (£23M estimate and £461M final cost), and the Sydney Opera House 
(£2.5M estimate and £87M final cost).  These are rather special prestigious 
projects however, with a large and uncertain development content. 
 The effects of projects of a less extreme nature have been studied on several 
occasions starting with McCaffer (1976) who analysed a total of 300 Belgian 
public works contracts that were let between 1971 and 1974.  132 of these 
contracts were for building projects and 168 were for road projects.  Details 
recorded for each contract included the ratio of the lowest bid received for the 
contract to the designer's forecast.  For the buildings contracts the mean and 
standard deviation of these ratios were found to be 1.058 and 0.138 
respectively, and for the roads contracts 1.015 and 0.186 respectively.  These 
figures suggest that forecasts for the buildings contracts were more biased (5.2 
percent under-estimated on average).  Forecasts for the roads contracts were, 
however, more inconsistent (18.6 percent standard deviation) than forecasts for 
the buildings contracts (13.8 percent standard deviation). 
 Harvey (1979) analysed a total of 2401 Canadian public works contracts that 
were let between 1973 and 1976 over the whole of the country.  Details recorded 
for each contract included the ratio of the lowest bid to the engineering cost 
forecast and the type of project classified by the USA Office of Management and 
Budget Standard Industrial Classification Manual (ASIC).  These project type 
categories were they further aggregated into four basic types - building (944 
cases), non-building (roads, bridges, etc) (633 cases), special trades 
(plumbing, painting, electrical, masonry, etc) (743 cases), and others 
(unspecified) (203 cases).  Contracts valued at less than $25,000 were excluded 
from analysis.  The forecasts were made by either Government engineers of 
private engineering consultants by 'using the current costs of construction 
inputs and standard allocations for overhead and profit' (p 44).  An analysis of 
variance was conducted on the low bid/forecast ratios against the basic project 
types after partialling out regional effects.  The resulting beta coefficients 
and standard errors were found to be, -0.219 and 0.082 (F=2.96) for non-building 
contracts, 0.219 and 0.082 (F=7.14) for special trades, 0.194 and 0.147 (F=4.73) 
for 'other' contracts.  One simple interpretation of these figures is that, 
compared with building contracts, forecasts are generally slightly higher for 
non-building contracts and lower for special trades and 'other' contracts. 
 Morrison and Stevens (1980) examined data obtained from six separate UK 
public sector quantity surveying offices.  These data included forecasts 
generally produced by pricing detailed, and sometimes approximate, bills of 
quantities immediately prior to receipt of bids.  62 contracts were analysed 
from office A.  The mean error for schools contracts (34 cases) was found to be 
-6.50 percent (9.6 standard deviation), whilst the mean error for other types of 
projects was -4.86 percent (12.51 standard deviation).  213 contracts were 
analysed from office B.  The mean error for schools (82 cases) was 7.23 percent 
(12.26 standard deviation), 12.14 (36.92 standard deviation) for other types of 
projects.  Office C provided details of 62 contracts of which 38 were for 
schools with a mean error of 3.30 percent (10.71 standard deviation) compared 
with 2.67 percent (11.91 standard deviation) for other types of projects.  
Office D provided details of 222 contracts of which 37 were for schools, 82 for 
new housing and 46 for housing modifications.  The mean error for schools was 
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5.41 percent (13.52 standard deviation), for new housing -1.04 percent (8.24 
standard deviation), for housing modifications 3.67 percent (15.09 standard 
deviation), and 5.19 percent (11.92 standard deviation) for other types of 
projects.  Office E provided details of 89 contracts of which 65 wee for 
schools.  The mean error for the schools was -1.00 percent (10.03 standard 
deviation), 1.08 percent (11.79 standard deviation) for the remainder.  Although 
some differences in forecast quality do seem to be associated with project 
types, Morrison, in a later paper (Morrison, 1984) was reluctant to recognise 
this apparent association, presumably because of the inconsistencies in results 
between offices. 
 Flanagan and Norman (1983) examined data obtained from two County Councils, 
County Council A located in the north west and County Council B in the south 
east of England.  Both Councils had fully documented records, the forecasts were 
the last made prior to tender by in house cost planning departments using cost 
planning techniques, there was similarity in the functional types of projects 
undertaken, and selective tendering was used to obtained tenders.  A total of 
103 contract forecasts were considered for Council A over the period 1975 to 
1978, and a total of 63 contract forecasts were considered for Council B over 
the period 1971 to 1977.  66 and 31 of the Council A and B contracts 
respectively were for schools.  The school forecasts for both Councils were not 
found to be significantly different. 
 Skitmore (1985) conducted a series of experiments with twelve UK quantity 
surveyors in 1984 involving tender price forecasting.  The surveyors were 
provided with sixteen pieces of information relating to an actual project and 
asked to forecast the lowest tender for two projects of their own choice from a 
set of five projects - a health centre, an office block, a school, a housing 
project, and a factory.  As a result, a total of twenty four forecasts were 
provided including three for the health centre, seven for the offices, three for 
the school, five for the housing project, and six for the factory.  When 
compared with the lowest tender actually received for these projects, the health 
centre provided a 15.14 percent mean error (28.06 standard deviation), the 
offices a 24.76 percent mean error (18.30 standard deviation), the school a -
11.11 percent mean error (11.04 standard deviation), the hosing project a -7.52 
percent mean error (11.92 standard deviation), and the factory a mean error of 
19.89 percent (11.78 standard deviation).  Despite the very small sample sizes 
used in this study, an analysis of variance revealed these differences to be 
statistically significant at the five percent level. 
 Skitmore and Tan (1988) analysed a total of 33 UK local authority building 
contracts that were let between 1983 and 1987 with a total contract value of 
£13M and including libraries, schools, council houses, offices and other 
buildings.  An analysis of variance failed to reveal any significant differences 
in bias of percentage errors between the project types.  A further analysis 
using Cochran's C statistic also failed to reveal any significant differences in 
consistency.  A similar analysis between new build and alteration work failed to 
reveal significant differences in either bias or consistency.  The small sample 
size used in this study however may have been a contributory factor in producing 
the negative results obtained. 
 
 
The size of projects 
McCaffer (1976) examined the low bid/designers' forecast ratios for possible 
correlations with contract size.  He separated the data for the buildings and 
roads contracts and then into sets of contracts containing the same number of 
bids.  Spearman's rho rank order correlation coefficient was then estimated as a 
measure of the relationship between the mean bid for each contract and the low 
bid/designer's forecast ratios for all the contracts in each set.  Examination 
8  Previous Work in the Field 
 
 
 
 
of the resulting Spearman's rho values indicated that in only a few cases were 
the correlations significant at the ten percent level, leading to McCaffer's 
conclusion that 'there is no consistent pattern of correlation between the 
accuracy of designers' estimates and contract value' (p 198). 
 Harvey (1979) attempted to fit several regression models to the relationship 
between low bid/forecast ratios and the forecasted value of the contracts.  The 
square of the inverse of forecast value was found to provide the best positive 
fit (ie. bias is reduced with increasing project size), being statistically 
significant at the five percent level, though the regression coefficients seemed 
to vary through time.  In addition, a statistically significant interaction 
between the square of the inverse of forecasted contract value and types of 
project was found, again varying through time.  A significant interaction factor 
of the square of the inverse of forecasted contract value and the inverse of the 
number of bids received for the contract was also found in some of the regions 
under study and varying over time.  The model including all these interactions 
was found to account for twenty percent of the variation in low bid/forecast 
ratios, significant at the five percent level. 
 Morrison and Stevens' (1980) office A data 'revealed no apparent trend within 
the absolute errors for the various size groups (used in their analysis) though 
it is of some interest to note the smaller values of mean error, absolute mean 
error and standard deviations achieved in the £20,000 -£30,000 range (p 8).  
Their office B data revealed no trends associated with contract size.  The data 
obtained from office C produced a standard deviation for the £0 - £10,000 group 
of 14.98 percent decreasing to 5.94 percent of the £50,000 - £100,000 range, 
leading to the conclusion that 'estimating accuracy improves with project size' 
(p 13).  It was noted, however, that the type of project may be confounding the 
issue.  Analysis of the office D data again indicated a general trend for 
standard deviation to decrease with project size, the standard deviation for the 
£0 -£100,000 group being 16.72 percent and 7.84 percent for the £500,000 - 
£1,000,000 group.  The type of project was also thought to be a confounding 
effect, but less so than for office C.  Office D, as office B, indicated no 
trends associated with contract size.  Office F data again seemed to indicate a 
general trend for forecasting accuracy to improve as contract size increases 
with a standard deviation of 20.31 being recorded for the £0 - £100,000 group 
and diminishing to 9.95 for the £500,000 - £1,000,000 group. 
 Flanagan and Norman (1983) performed a linear regression analysis on their 
Council A and B data using the forecast as the dependent variable and the lowest 
bid as the independent variable.  The estimated beta coefficient (slope of 
regression line) was found in both cases to be significantly different from 
unity, indicating a size effect to be present.  However, the beta coefficient 
for Council A was found to be greater than unity whilst that for Council B was 
found to be less than unity, implying that Council A's forecasting bias was 
positively correlated with contract value and Council B's forecasting bias was 
negatively correlated with contract value.  The significantly positive constant 
of the regression for Council B data also suggested that their forecasts were 
overestimated for low value contracts and underestimated for high value 
contracts.  These differences in relationships recorded between the two sets of 
data seem to indicate that, if a contract size (value) biasing effect does 
exist, it is not universal in either its strength or direction, but somehow 
dependent on the source of the forecast.   
 Wilson et al (1987) have analysed the percentage differences between the low 
bid and designers' forecasts for the 408 Government contracts let by the 
Australian State of Victoria Public Works Department projects between 1979 and 
1982.  Contracts receiving more than 10 bids were omitted leaving a total of 393 
contracts for analysis.  These were divided into four groups (1) small projects 
valued at less than $A50,000 (154 cases), (2) medium size projects between 
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$A50,000 and $A250,000 (117 cases), (3) large projects over $A250,000 without 
bills of quantities provided (49 cases), and (4) large projects over $250,000 
with a bill of quantities provided (73 cases).  The approximate median low 
bid/designers' forecast ratio was 1.041 for the small projects.  These figures 
seem to offer little support for the notion that percentage forecasting bias is 
correlated with project size.   
 Skitmore and Tan's (1989) analysis of local authority data found no 
significant project value effects, although a later analysis by Tan (1988) of 
the same data did find significant differences between the consistency of the 
modulus errors associated with the value grouping used.   
 Skitmore and Tan (1988) also analysed a total of 67 USA government agency 
building and engineering contracts let between 1975 and 1984 with a total 
contract value of approximately $130M, their analysis of variance not revealing 
any significant bias differences between the contract value groupings used.  A 
later analysis by Tan (1988) did reveal a significant correlation between 
percentage error, both raw and modulus, and the project contract sum of 0.24 
(p=0.023) and -0.210 (p=0.045) respectively.  Both correlations were found to be 
statistically inconsistent by Cochran's test.  An analysis using Harvey's square 
inverse transformation also revealed significant correlations of -0.300 
(p=0.007) and 0.320 (p=0.004) respectively and significant inconsistencies in 
both cases. 
 
Other project characteristics 
Other project characteristics considered in Tan's (1988) analysis of local 
authority data were the gross floor area, contract sum per square metre floor 
area, and contract period.  The only significant results obtained were the 
correlation between contract period and modulus percentage error (r=0.320) and 
the consistency measure for the same variable.   
 Other project characteristics considered in Tan's (1988) analysis of USA 
government agency data were the gross floor area, contract sum per square foot, 
contract period, scope of work, and basic plan shape.  Significant correlations 
were found between the percentage errors and contract period and basic plan 
shape (r=-0.322 and -0.260 respectively).  Significant inconsistencies were 
found in all but the scope of work variable.  For modulus error, only contract 
period was significantly correlated (r=0.320), but with significant 
inconsistencies for all except the basic plan shape variable.   
 
Geographical location 
Harvey's (1979) analysis of variance showed significant differences in 
forecasting bias across the six Canadian regions studied.  Compared with the 
Atlantic region, beta values of 0.002 (0.054 SE, F-0.001), -0.183 (0.057 SE, 
F=13.02), -0.080 (0.052 SE, F=3.07), 0.032 (0.057 SE, F=0.80), and 0.012 (0.059 
SE, F=0.06) were recorded for the Quebec, Capital, Ontario, Western, and Pacific 
regions respectively, after partialling out the effects of project type.  
Significant regional/project type interaction effects were also found.   It 
should also be noted that the difference in Morrison and Steven's (1980) and 
Flanagan and Norman's (1983) results between offices and Councils may also be 
attributed to possible location effects, although this aspect was not 
specifically considered by the authors involved.   
 
The contract procurement system 
Although it is generally appreciated that construction contract price levels are 
affected by the type of procurement system adopted, little is known of the 
extent to which this can be anticipated by forecasters.  Smith (1981) solicited 
opinions from a sample of unknown size of contractors and quantity surveying 
practices based in Kent, Essex, Hertfordshire and East London.  Taking selected 
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competitive bills of quantities as the norm, quantity surveying respondents 
intimated an average decrease in price of 2 percent to be appropriate for open 
competitive bills of quantities, and an average increase in price of 2, 3, 4, 5, 
and 6 percent for two stage selected competitive tender, selected competitive 
approximate bills of quantities, competitive design and build, selected 
competitive plan and specification, and negotiated bill of quantities 
respectively.  The equivalent average increases of -1, 1, 1, 2, 3 and 1 percent 
respectively intimated by contracting respondents show the quantity surveying 
forecasters to be markedly biased away from the norm.  Pegg's (1985) analysis 
however, which contains a sample of 1372 selected competitive bill of quantities 
and 65 negotiated bills of quantities contracts shows the negotiated contracts 
to be a significant 13 percent higher than the selected competitive contracts.  
Unfortunately Pegg was unable to obtain data relating to the other procurement 
system types but the wide discrepancy between Pegg's results and Smith's 
respondents, particularly those obtained from the contractors, suggest a 
considerable bias to exist among the parties involved.  It is also instructive 
to note that the type of attitudinal survey as conducted by Smith may produce 
questionable results in the absence of any objective means of comparison.   
 Wilson et al's (1987) empirical analysis overcomes the methodological 
problems of Smith's study.  Their results indicate a difference in forecasting 
bias between contracts with and without independently provided bills of 
quantities.  The average median low bid/forecast ratio for contracts without 
bills of quantities is approximately 0.995 against 0.943 for contracts with 
bills of quantities.  Their analysis however does not provide any indication of 
the statistical significance of these results.   
 
The nature of the competition 
A little work has been done to examine the relationship between forecast quality 
and specific individual bidders (McCaffer, 1976; Harvey, 1979).  Although this 
work strongly suggests the actions of individual bidders to be an important 
factor associated with forecast quality, it is a difficult area of study with 
severe data limitations.  There are many possible approaches however and the 
area offers considerable opportunities for further development.   
 By far the most studied aspect of competitive behaviour is the relationship 
between the number of bidders and forecast quality.  McCaffer's (1976) analysis 
of Belgian building contracts revealed a significant negative correlation 
between low bid/designers' forecast ratios and the  number of bids received for 
each contract with a Spearman's rho of -0.97.  This implies  a positive 
correlation between forecast level and the number of bidders involved in the 
contract.  No trends in consistency are apparent for these data (see Skitmore, 
1987, p 44).  McCaffer's analysis of Belgian roads contracts also revealed a 
negative correlation (Spearman's rho=-0.48).  Consistency also appears to 
improve with increasing numbers of bids received for each contract (see Skitmore 
p 47).  McCaffer also analysed the man bid/designers' forecast ratios, again 
finding a negative correlation with the number of bids received.   De Neufville 
et al (1977) analysed data on all new construction costing over $100,000 by the 
Commonwealth of Massachusetts Bureau of Building Construction from 1961 to 1974. 
 The data included 167 contracts valued at over $900,000,000 in total (or $1.332 
billion in 1974 dollars).  Their analysis showed a curved negative relationship 
between low bid/engineers' forecast ratios and the number of bids received.  
This trend still appeared to hold in 'good years' and 'bad years' (see below).   
 Harvey (1979) examined the effect of the number of bids for each contract in 
some detail.  Firstly, the inverse of the number of bids was regressed  against 
the low bid/forecast ratios, resulting in a very good fit (r2=0.133, F=368.6, 
prob=0.000001).  Other linear and non-linear models were proposed but with less 
success.  Also, a stepwise regression with 'a host of variations on the number 
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of bidders as potential independent variables' selected the simple inverse as 
the best single predictor.  Introducing the regional and year dummy variables 
into analysis provided no significant interaction effect.  Some small 
interaction effects were found, however, with the type of project.  The beta 
coefficient for this inverse transformation was found to be 0.352 (0.055 SE, 
F=138.4).  The full number of bidders/project type/interaction model accounted 
for 14.6 percent of the variation in the low bid/forecast ratios (p115).   
 Flanagan and Norman (1983) regressed the number of bids and lowest bid 
against the quantity surveyor's forecast for their Council B data resulting in 
the equation  
 
 FORECAST = -25.53 + 7.92 x NO OF BIDS + 0.81 x LOW BID  
 
indicating a positive correlation between forecast level and number of bidders. 
  
 Runeson and Bennett (1983) analysed a total of 240 New Zealand Ministry of 
Works and Development building contracts let between 1971 and 1980.  Their 
analysis showed a significant correlation between accepted bid/designers' 
forecast ratios and the number of bids received (r=-0.800).  An analysis of the 
highest bid/designers' forecast ratios also showed a negative correlation of 
ratios with the number of bids received.   
 Hanscomb Associates (1984) analysed the low bid/engineers' forecast ratios 
over 1,100 Corps of Engineers DD813 entries between 1977 and 1983.  Occurrences 
of only one bidder were dropped from the sample as were other (unspecified) 
occurrences due to lack of data.  A significant negative linear correlation was 
again found (Pearson's r=-0.836).  A non-linear regression was also attempted in 
the form  
 
 y = a/xb, where b<1 
 
said to be supported by 'bidding index theory', resulting in the equation  
 
 y =       1.2387        
     X[0.11+0.001(x-7)]  
 
No indication is given on the suitability of this equation but a visual 
inspection suggests it is better than the linear model.   
 Wilson et al (1987) provide a diagram of their summarised data which 
indicates a curved negative correlation between the low bid/forecast ratios and 
the number of bids.  This trend exists for each of their four groups of data 
studied although the larger contracts have a shallower curve.  The smoothness of 
the curves connecting the medians on these curves is quite remarkable and quite 
different to other data of this kind and it is possible that the summarised data 
provided are the values predicted by some fitted model.  Although the authors do 
not mention the model fitted, a good fit has been suggested to be obtained by 
the transformation n' = 1/(n+1), where n is the number of bidders (Skitmore, 
1987, p 52).  This transformation accords with the statistical model used by 
Morrison and Stevens (1980), for instance, where bidders are taken to bid 
randomly from a common uniform distribution.  The expected low bid in this model 
is clearly proportional to 1/(n+1).   
 Tan's (1988) analysis of UK local authority data found no significant 
correlation or inconsistencies between either the raw or modulus percentage 
error and the number of bids received.  Her analysis of USA government agency 
data however did reveal significant correlations between the raw percentage 
error and the number of bids received (r=-0.230) and its inverse (r=0.302) and 
also the modulus percentage error with the inverse number of bids received 
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(r=-0.210).  Significant inconsistencies were also found for both the raw and 
modulus errors withe the inverse number of bidders.  Tan's analysis provides one 
of the few occasions of no significant negative correlation.  Apart from the 
possibility that insufficient data were available, one explanation may be that 
the UK proclivity towards selective tendering procedures is of importance.  In 
using selective tendering, the number of tenders is, as Runeson (1988) observes 
"an administrative decision rather than a consequence of economic conditions" (p 
7).   
 
The prevailing economic climate 
De Neufville et al (1977) show that forecasting bias changes from year to year. 
 These changes seem to coincide with what these authors term 'good' and 'bad' 
years (good and bad being defined as years with the greatest and least activity 
for contractors).  The result of this analysis is to show that forecasts made in 
good years are generally lower than those made in bad years.  The authors also 
claim that these differences are also lagged as forecasters gradually become 
aware of the changes in construction activity and the resulting price levels 
(for a detailed examination of the effect of the market on price levels see 
Skitmore, 1987). 
 Harvey (1979) has analysed the 'time' effect in relation to several of the 
other factors described above.  Using dummy variables for 'years' she found no 
significant interaction effects with the number of bidders or geographical 
location but a significant interaction effect with project size and the 
three-way interaction of number of bidders/project size/years, 1973 being a year 
of particular significance.  A third degree polynomial was also found to 
significantly fit the observed time/ratio cyclic relationship, although 
explaining only 1.8 percent of the total variation in ratios.  This cyclic 
relationship was found to vary between regions and generally attributed to 
changes in local economic climate in confirmation of De Neufville et al's 
postulate, ie. forecasts are low when prices are high. 
 Morrison and Stevens (1980) found mean absolute errors in their office A data 
to be much larger in the period 1973-75 'when their was considerable uncertainty 
in the building industry' (p 9).  As the data for the other offices did not 
cover this period, it was not possible to corroborate this trend although some 
other unexplained yearly differences were found.   
 Flanagan and Norman (1983) found their Council B data over the period 1971 to 
1974 to reveal "a tendency to consistently underestimate by a significant 
amount" leading them to conclude that "the Council was not responding quickly 
(enough) to the prevailing market conditions" (p 172), a reference to the 'good 
years' prevailing at that time.  Flanagan and Norman's further remark that "the 
Council subsequently recognized that their pricing strategy had not responded 
quickly enough to the changed market conditions" (p 174) seems to offer further 
supporting evidence of the lagged response to changing conditions.   
 Although the evidence is far from conclusive, one is left with the general 
impression that changes in the state of the market, in terms of changing price 
levels for different types and sizes of contracts in different competitive 
conditions due to different economic circumstances in different localities at 
different times, is the true source of changing forecast quality levels 
accounted for up to this point.   
 
2. Levels of information 
Construction price forecasting involves the acquisition of two classes of 
information relating to the contract market.  Firstly, information which 
identifies the specific market under consideration, and secondly information of 
the general price levels associated with that market.  An analogous situation 
has been described by Brandon et al (1988) in which forecasts are modelled by 
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the summation of several equations of the type QUANTITY x UNIT COST = TOTAL COST 
OF ITEM.  Here the accuracy of the QUANTITY measure is taken to be a function of 
the level of design information available (together with the forecaster's 
assumptive ability), whilst the accuracy of the UNIT COST measure is taken to be 
a function of the forecaster's database of costs for similar items (together 
with the forecaster's judgmental ability of 'cost' trends).   
 The information available to help identify specific construction contract 
market includes that concerning the physical nature of the project, a function 
of what Marston (1988) terms "design uncertainty", although it is clear from the 
above analyses that information concerning other nonphysical aspects of the 
market such as the procurement system and the nature of the competition are also 
relevant.   
 The level of market identifying information available to the forecaster 
increases as the design progresses.  The effect of increasing information of 
this type can therefore be assessed by comparing the quality of forecasts made 
in the early stages of design (early stage or conceptual estimates) with those 
made when the design is substantially complete (later stage or detailed 
estimates).  A comprehensive review of the general consistency levels expected 
for these two types of forecasts has been made by Ashworth and Skitmore (1982, 
1986) indicating a standard deviation of 15 to 20 percent to be appropriate for 
early stage estimates reducing to 13 to 18 percent for later stage estimates.   
 The information concerning general price levels for a particular construction 
contract market is held by forecasters in various forms and extracted from 
various sources.  Some considerable efforts have been made to develop nationwide 
comprehensive information systems to support this aspect of the forecasting 
process, the most extensive of these being the Royal Institution of Chartered 
Surveyors' Building Cost Information Service.  Research by Skitmore (1985) 
however indicates that the use of such nationwide systems is not central to the 
forecasting function of experts in the field and work by Jupp (1984) for 
instance indicates a strong preference for 'in house' data provided by bills of 
quantities. 
 Three experimental studies, by Jupp and McMillan (1981) and Bennett (1987) 
for later stage estimates and Skitmore (1985) for early stage estimates, have 
been conducted aimed at observing and quantifying the incremental effect of 
market identifying and price assessment information on the quality of forecasts. 
 Jupp and McMillan's experiment in market assessment required three quantity 
surveying subjects to price bills of quantities for similar previous projects.  
The results of this exercise indicated that forecast bias decreased only 
slightly with the increasing number of previous bills used with no improvement 
being observed with the use of more than three bills. 
 Bennett investigated the reliability of market assessment data sources by an 
experiment involving eight subjects pricing fifty items of building work four 
times, using a different standard price book on each occasion.  The eight prices 
received for each item using each book were examined and awarded a score on a 
scale of 0 to 8, where 0 indicated that all the prices were identical, 1 a 
marginal variation, 2 one serious error, 4 two serious errors, 6 three serious 
errors, and 8 four serious errors.  The resulting totals for each book show a 
marked difference between consistency measured in this way, with one book 
considerably outperforming the others. 
 Skitmore's experiment involved the provision of increasing amounts of market 
identification information in addition to market assessment information.  In 
this study the use of market assessment information in the form of prices of 
previous similar contracts was found to have no significant effect on bias or 
consistency levels.  The provision of market identification information in the 
form of contract information for specific projects produced an increase in 
average forecast levels from -5.63 percent error (18.28 standard deviation) with 
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one piece of information to 11.13 percent error (14.59 standard deviation) with 
all sixteen pieces of information.  Although the change in consistency (standard 
deviation) is very much as expected, the change in bias (mean error) is 
difficult to explain.  In terms of mean deviation, a statistic used by Morrison 
and Stevens to measure accuracy, a marginal improvement from 19.23 to 18.48 
percent was recorded.  An interesting result obtained in this analysis was that 
subjects claiming a greater expertise made far less use of any of the 
information provided in terms of improved quality of forecasts.  These subjects 
were also able to forecast with less bias and greater consistency than the other 
subjects involved in the study.  This apparent propensity for 'experts' to use 
less overt information has also been found in other behaviourial studies (eg. 
Silva and Regan, 1988). 
 The general lack of empirical research into the effect of information and 
different types of information available to the construction price forecaster is 
of major concern here, as a great deal of prescriptive and normative literature 
has been produced on the assumption of the importance of this factor.  Until 
such empirical research is undertaken, much of this literature, particularly 
that relating to cost planning, value analysis and life cycle costing must be of 
questionable value. 
 
3. The forecasting technique used 
Many different techniques are available for the purpose of construction contract 
price forecasting, the most conventional and well known of which are very well 
documented in the standard texts on the subjects (eg. Seeley, 1985, ch 6).  Some 
additional, and lesser known conventional techniques such as the conference 
estimate, comparison estimate, graphical relationships, unit techniques, 
functional approach, resource estimate, factor estimate, and exponent estimate 
are described in Ashworth and Skitmore (1986).  More recent and unconventional 
computer dependent approaches, such as statistical and expert system 
forecasting, are being developed although little evidence exists of their 
practical application as yet. 
 The standard construction price forecasting texts all assert that more 
detailed forecasting techniques such as those using approximate quantities are 
ipso facto necessarily of better quality than more coarser techniques such as 
the floor area method.  Apart from the limited informational studies mentioned 
above however, very little research seems to have been attempted in establishing 
the validity of this assertion or of the relative quality of individual 
techniques. 
 One early study (James, 1954), has compared the quality of the cube , floor 
area, and storey enclosure methods of forecasting in terms of the number of 
forecasts falling inside a range of ±10 percent or ±20 percent.  The results 
turn out to be statistically significant (chi-square 5.99, 2df), with the storey 
enclosure and the floor area method being better than the cube method. 
 McCaffer (1975) has compared the quality of eight multiple regression 
statistical models with that of other unspecified (conventional) methods used by 
practising forecasters.  McCaffer measures the quality of forecasts by the 
coefficient of variation of the forecast against the actual lowest bid received. 
 For the regression models, the coefficients of variation of the residuals (ie. 
the predictions) was found to be 40 to 5 percent for reinforced concrete floors 
depending on the project size, 10 percent for services (26 percent by other 
methods), 5 percent for schools (15 percent by other methods), 5 to 10 percent 
for houses, 10 percent for old peoples' homes, 21 percent for passenger lifts, 
and 20 for electrical services (34 percent by other methods).  Although, as 
McCaffer points out, the coefficient of variation of the forecast is likely to 
be 25 to 50 percent greater than the coefficient of variation of the prediction, 
it would still appear on this evidence that the multiple regression approach 
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offers better quality forecasts than the other (unspecified) methods adopted in 
practice. 
 Perhaps the most sophisticated statistical technique that has been developed 
is that of McCaffer et al (1984) based on the element unit rate method.  This 
approach involved the use of thirty two different models together with a 
criterion for selecting the most appropriate model to match the characteristics 
of the target.  The reported consistency of this method is a coefficient of 
variation of between 10 and 19 percent, at least comparable to that of 
conventional methods. 
 Many other multivariate statistical approaches to construction price 
forecasts seem to have been used but with disappointingly little reporting of 
associated quality levels.  One study of particular interest however is that of 
Ross (1983) in which three methods of approximate quantities forecasts were 
examined in terms of quality.  Ross' first method uses the simple average of the 
value of sections of construction work from a set of bills of quantities for 
previous contracts.  The second method uses a regression procedure to predict 
total value from sectional values, and the third method uses a regression on the 
unit value of items.  Thus the methods are generally arranged in order of 
increasing usage of information.  Ross' results indicate the first method to be 
the most accurate with a coefficient of variation of 24.5 percent, followed by 
the second method (cv 30.49 percent) and the third method (cv 52.66 percent), 
which suggests, controversially, that the more sophisticated methods utilising 
more of the data available produce less accurate results. 
 Brandon et al's (1988) research suggests that the quality of forecasts likely 
to be provided by the application of expert system technology will be at least 
equal to that of conventional techniques used by expert forecasters.  Their 
early stage forecasting system for office projects is reported to be "within 
about 5% of that predicted by the expert Quantity Surveyor" (p 51), although the 
quality level of the expert system regularly provides forecasts within 10 
percent of the lowest bid, superior by far than the average forecaster! 
 Clearly further research is needed in assessing the forecast quality 
associated with the various techniques available.  Our experience in the field 
to date indicates that such research is certainly feasible providing adequate 
definitions of techniques and measures of quality are adopted. 
 
4. The use of feedback 
Although some kind of feedback of quality achievement is generally considered to 
be vital in tasks involving the provision of forecasts of future events of this 
nature, there is no evidence in the literature to suggest that any formal 
feedback procedure is employed in construction contract price forecasting 
activities in practice.  This is perhaps one of the most surprising aspects of 
the practice of construction contract price forecasting, especially as the 
collection and analysis of pertinent data appears to be a relatively simple task 
in this field.  Flanagan and Norman (1983) and Beeston (1983) have illustrated 
the potential use of control and cusum charts for monitoring trends in 
forecasting quality over time in order to highlight the effects of changing 
economic climates and provide a possible means of corrective action.  This 
technique can clearly be extended to incorporate any other effects relating to 
the quality of forecasts. 
 
5. The ability of the forecaster 
Construction contract price forecasting practice is, with very few exceptions, 
heavily dependent on the skill of the forecaster.  This skill is associated with 
the other factors affecting the quality of forecasts - the nature of the target, 
information, technique, and feedback - and the personal attributes of the 
forecaster himself combining to provide the general term of 'expertise'.  These 
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influences, together with some observations regarding the acquisition and 
application of forecasting expertise constitute the remainder of this review. 
 
Quality levels 
One of the factors emerging from Jupp and McMillan's (1981) research on the 
informational effects was claimed to be the marked difference between the 
quality of forecasts of the individual subjects employed in the studies, 
although little supporting evidence is available. 
 Morrison and Stevens' (1980) analysis of office A data concluded that 
forecasting of performance was somewhat better for school work than for other 
categories of building adding that 'this might be expected in this sample where 
school work comprises approximately 50% of the projects undertaken'.  The 
implication of this comment is that the forecasters were more familiar with, and 
therefore better able to forecast school projects.  Similarly their office D 
data, in which housing contracts were said to be more accurately forecasted, it 
was noted that 'this might be expected as housing forms a high proportion of the 
number of projects undertaken' (p 16).  Conversely, the large standard deviation 
recorded for the housing modification projects in this office was claimed to be 
'caused by poor estimating performance on a small number of projects' (p 16).  
Office D also undertook a greater proportion of larger size housing projects 
which again seemed to be better forecasted, inviting the conclusion that greater 
experience may have contributed to forecasting ability.  The results obtained 
from the other offices data, however, failed to confirm this experience factor 
as a consistent trend. 
 Skitmore's (1985) experiments with 'expert' quantity surveyors in the UK 
provided evidence of significant differences in forecasting accuracy between the 
individual surveyors involved.  Although handicapped by the limited amount of 
data collected in his study, he was able to tentatively conclude that 'the most 
consistent estimators were found to be associated with, in order of importance, 
high recall abilities, self-professed expertise, low mental imagery of the 
physical characteristics of the building, high general and specific project 
estimating experience' (p 201).  Insofar as bias was concerned 'low estimates 
were found to be associated with self-professed expertise...(and) high estimates 
were associated with high recall abilities, high mental imagery and project 
experience' (p 201).  Surveyors exhibiting the greatest expertise were generally 
thought to be '(a) more relaxed and confident... (b) more concerned with 
maintaining familiarity with the market and overall price levels than others who 
believed the collection and careful analysis of project information to be of 
major importance, (c) possibly able to recall the overall price of the projects 
undertaken' (p 201). 
 Beeston (1974), in anticipation of differential abilities between 
forecasters, suggested a coefficient of variation of 4 percent to be a 
reasonable figure to represent the variability of detailed forecasts 
attributable to "intuitive adjustments to prices" in the absence of any 
empirical evidence" (p 12). 
 
Attributes of forecasters 
Mudd (1984, p 1-2) has described many of the qualities he considers to be 
associated with able contactor forecasters.  These include: 
 
 good basic numerate and literate education 
 reasonable time spent on site 
 ability to read and interpret drawings 
 ability to communicate 
 facility to make accurate mathematical calculations 
 application of logic and common sense 
 patience 
 sense of humour 
 17Construction Contract Price Forecasting 
 
 
 
 neat, methodical and tidy by habit 
 able to cope with a vast volume of paper 
 a working knowledge of all the major trades 
 an appreciation of all facets of the business 
 curiosity 
 confidence 
 flair to delve under the surface 
 close relationship with those responsible for construction 
 a knack of picking up useful information 
 flexibility 
 
Though these recommendations are aimed specifically at contracting forecasters, 
many of the qualities advocated should be equally applicable to designer 
forecasters and indeed seem to be reflected in the general image of quantity 
surveyors.  The architects' view, according to Parkyn (1987), is that "...many 
QSs come across to us (as) likeable individuals, competent, thorough and very 
pleasant, helps in times of trouble, responding to a well defined situation with 
predictable answers" (p 11).  The emphasis on thoroughness can however lead to 
criticisms such as "...he sometimes finds it harder to see the wood, rather than 
describe the trees in great and loving detail..." or that "...they cannot find 
that elusive ability to think strategically..." suggesting that what is needed 
is "...some paragon who will take in a sketch concept at a glance, forget the 
absence of hard information and then somehow provide a comparative cost picture 
before the design cools down" but conceding that "certain QSs have the appetite 
and style to do this with confidence..." (p 11). 
 Of the more structured studies, Grieg's survey (1981) of 30 quantity 
surveying practices in Edinburgh found individual surveyors' experience to be 
the main factor in price forecasting "...it is the skilled interpretation and 
intuitive assessment of the available data that produces the most accurate 
advice" (p 43).  Intuition is also an attribute considered by Flanagan (1980), 
who suggested that forecasting is "...an act which involves intuition and expert 
judgement" (p 1), and Kelly (1980) who, in considering aspects of value analysis 
in the early design, concluded that the task requires "...a mixture of 
intuition, experience, and 'rules of thumb'" (p 41). 
 In an attempt to delve further into the characteristics of expertise, 
Skitmore (1985) conducted a series of semi-structured interviews with his twelve 
subjects.  In response to the question 'What is your definition of an expert?' 
the replies generally indicated, in order of importance, that experience, 
knowledge, aptitude, skills, attribution, helpfulness, application, 
practicality, and a professional approach were considered to relevant factors (p 
94).  In response to the question 'What is your definition of an expert 
estimator (forecaster)?', the replies generally indicated that experience, 
knowledge, intuition, application, successfulness, versatility, and visual 
imagination were relevant factors (p 99).  In response to the question 'What 
skills does an expert estimator (forecaster) possess?' the replies generally 
indicated that experience, information, organisation, visual inspection, 
intuition, application, aptitude, knowledge, and accuracy were relevant factors 
(p 104).  In response to the question 'How long does it take to acquire the 
skills?' the replies generally indicated that the time in one area, number of 
similar tasks undertaken were relevant factors (p 106).   
 
Acquisition and application of expertise 
Until recently, the emphasis in the literature has been on the application of 
techniques for forecasting culminating in Brandon et al's (1988) work in the 
development of a system claimed to emulate the processes used by 'expert' 
forecasters.  Their approach in this has been to concentrate on what is termed 
the 'knowledge' of experts in the field.  Such knowledge is said to be either 
'deep' or 'shallow' according to its origin, deep knowledge being of a formal 
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nature, "gained from education and text books", and shallow knowledge being 
acquired by "experience ... gained from operating in the real world" (p 4).  
Brandon et al suggest that expertise is acquired in a hierarchal manner with 
deep knowledge necessarily preceding shallow knowledge, in that experience 
usually follows education.  Whilst this proposition is clearly a rather 
simplified view of the developmental process of expertise, the model implied 
does provide an instructive basis for examining the relationships between some 
of the attributes said to be associated with expertise.  Firstly, the 
acquisition of experience without any formal knowledge base is likely to 
restrict the forecaster's flexibility in operating outside his general domain of 
experience.  Secondly, of the many possible interpretations of deep and shallow 
knowledge, one is that deep knowledge represents that knowledge needed to fully 
understand the task in hand (task veridicality), whilst shallow knowledge 
represents the knowledge needed to apply the appropriate techniques (schema).  A 
more detailed treatment of these psychological aspects of expertise is provided 
in the following chapters.   
 Brandon et al relate expertise to both techniques and information.  
Techniques are considered in terms of models "...reference points to which a 
professional adds a wealth of experience and weaves personal knowledge of 
external events to produce a solution" (p 4).  'Judgement' is needed in 
assessing price levels from the available information "it is experience gained 
from years of assimilating and processing such information which allows a 
reasonable judgement to be made" (p 4).  And 'imagination' and knowledge is 
needed to assess the identity of the market when little or no design information 
is available.   
 Judgement is also considered to be an important factor by Beeston (1983) in 
terms of "...a feeling for how far data can be relied upon and how much to allow 
for possible error" (p 2).  This judgement is, according to Beeston, "...slowly 
and painfully built up as a result of making many mistakes and learning from 
them" and as a result "is almost impossible to transfer to others new to the 
work so all have to go through the same long process" (p 2).  Quite why this 
difficulty or impossibility of judgemental ability transference should apply in 
construction contract price forecasting is not made clear, but Beeston's great 
experience in the field suggests his assertion to be worthy of closer 
examination.   
 A further observation is that the application of judgement may be counter 
productive in the use of market price data by excessive delimiting of the 
reference sample (Beeston, 1983, p 6) or undue use of subjective modification of 
price levels (Morrison and Stevens, 1980).  Work by Flanagan (1980), Thorpe 
(1982), and Lavelle (1982) however indicates this criticism to be more a matter 
of degree than fact.  Thorpe, for instance, in testing the Loughborough 
Statistical Unit Estimating system suggested that the accuracy of forecasts 
would be further improved if the surveyor had more scope to exercise his 
'professional' judgement, a proposition later examined by Lavelle in his 
development of an interactive version of the system.  After a brief trial 
Lavelle concluded that "initial tests indicate that improved estimating accuracy 
that can be obtained when the surveyor selects suitable past projects as a basis 
for the estimate, rather than indiscriminate inclusion of all past projects in 
the data base" (p 9).  Lavelle in fact obtained these results by subjectively 
reducing his price data base from 24 to 7 contracts of more closely matching 
market characteristics to the target contract.  A previous study by Flanagan 
reached similar conclusions regarding market matching but expressed in terms of 
'homogeneous' contracts.  Lavelle also considered the application of human 
judgement in selecting the technique to use in the circumstances, in his case 
the extent of information available concerning the target contract.  Although no 
evidence was obtained to indicate the relative effect of this approach to 
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automatic methods on the quality of forecasts, the integration of judgement in 
technique selection is an interesting development worthy of further treatment in 
its own right.   
 
 SUMMARY AND CONCLUSIONS 
 
This chapter has defined our subject area as the quality of construction price 
forecasts by designers' for specific current contracts.  Quality has been 
defined as the difference between the forecast and contract price, and in terms 
of bias (mean difference) and consistency (spread of differences). A review of 
the literature indicates five primary factors to be associated with the quality 
of forecasts (1) the nature of the target (2) the information used (3) the 
forecasting technique used (4) the feedback mechanism used and (5) the person 
providing the forecasts.  Empirical studies have provided quantitative 
assessment of the effect of these factors are summarised in Table 1.1 below. 
   A major feature of the literature is the inconsistent approaches to measuring 
the quality of forecasts.  This has resulted in severe difficulties in 
presenting a coordinated picture of research undertaken in the field.  Whilst 
sufficient evidence is available in the literature to enable a more detailed 
analysis, time constraints have limited our considerations in this respect.  
Further work is needed to finalise this aspect and properly establish the 
discipline.  For the purposes of this report, however, it has been necessary to 
consider the range of quality measures that have been used to date.   
 These quality measures are, as already mentioned, concerned with bias, 
consistency, and some combinations of the two.  These are summarised in Table 
1.2 below under these general heads. 
 Clearly the proliferation of factors and quality measures is reaching the 
point where combinatorial problems can be expected in current analytical work in 
the field.  It will be necessary therefore to address the issue of parsimony 
prior to analysis.   
 The problem of parsimony can be approached in two ways.  Firstly, by the 
proposition of a theoretical basis for the work.  Such a basis is notably
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Table 1.1: Factors Affecting Quality of Forecasts - Summary of Empirical Evidence   
 
Factor Researcher Evidence  
 
(1) Nature of target 
Type of project McCaffer Buildings more biased and more consistent than roads. 
 Harvey Different biases for buildings, non buildings, special trades, and others. 
 Morrison & Stevens Different bias and consistency for schools, new housing, housing modifications, and others. 
 Flanagan & Norman No bias differences between schools, new housing, housing modifications, and others. 
 Skitmore Different bias and consistency for school, housing, factory, health centre and offices. 
 Skitmore & Tan No bias or consistency differences for libraries, schools, council houses, offices and other 
   buildings. 
Size of Projects McCaffer No bias trend. 
 Harvey Bias reduces with size 
 Morrison & Stevens Modulus error reduces with size.  Consistency improves with size. 
 Flanagan & Norman Bias trend reversed between samples. 
 Wilson et al No linear bias trend. 
 Skitmore & Tan Bias reduces and consistency improves with size. 
Other Project Skitmore & Tan Bias and consistency trend characteristicswith contract period and basic plan shape. 
Geographical location Harvey Bias differences between Canadian regions. 
Contract procurement Wilson et al More bias for BOQ contracts.system 
Nature of competition Harvey Bias differences for individual bidders. 
 McCaffe Estimates higher with more bidders. 
 De Neufville et al Ditto. 
 Harvey Ditto.  Inverse number of bidders gives best model. 
 Flanagan & Norman Estimates higher with more bidders. 
 Runeson & Bennett Ditto. 
 Hanscomb Associates Estimates higher with more bidders.  Non linear relationship. 
 Wilson et al Ditto. 
 Tan Ditto but not with UK data. 
 Hanscomb Associates Estimates higher with more bidders.  Non linear relationship. 
 Wilson et al Ditto. 
 Tan Ditto but not with UK data. 
Prevailing economic De Neufville et al Estimates higher in 'bad' climateyears with lagged response rate. 
 Harvey Ditto. 
 Flanagan & Norman Ditto. 
 Morrison & Stevens Estimates lower in uncertain economic climate. 
 
(2) Level of Jupp & McMillan Slight bias reduction with price data. 
information Bennett Consistency differences between price data sources. 
 Skitmore No bias or consistency trend with price data.  Increased bias and consistency 
  with project information. 
 
(3) Forecasting James Consistency differences between cube, floor area and storey enclosure methods. 
technique used McCaffer Consistency better for regression methods than conventional. 
 McCaffer et al Consistency of regression & method comparable with conventional. 
 Ross Consistency better with simpler techniques. 
 Brandon et al Expert system has less bias and more consistency than conventional. 
 
(4) Use of feedback No evidence available 
 
(5) Ability of Jupp & McMillan Bias and consistency differences between subjects. 
    forecasters Morrison & Stevens Bias and consistency differences between offices. 
 Skitmore Bias and consistency differences between subjects. 
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 Table 1.2: Measures of Forecast Quality 
 
Quality Researcher Measure Statistic  
 
Bias McCaffer Lowest bid/forecast Arithmetic mean 
  ratio 
 De Neufville et al Ditto Ditto 
 Wilson et al Ditto Median 
 Runeson & Bennett Ditto Pearsons r 
 Hanscomb Associates Ditto Ditto 
 McCaffer Ditto Spearmans rho 
 Harvey Ditto Coefficient of regression 
 Hanscomb Ditto Coefficient of regression 
Associates 
 Jupp & McMillan Forecast/lowest bid Arithmetic mean 
  ratio 
 Morrison & Stevens Percentage forecast Arithmetic mean 
  exceeds lowest bid 
 Skitmore Ditto Ditto 
 Skitmore & Tan Ditto Ditto 
 Tan Ditto Pearsons r 
 Flanagan & Norman Lowest bid-estimate Coefficient of regression 
Consistency McCaffer Lowest bid/forecast Standard deviation 
  ratio 
 McCaffer Ditto Coefficient of variation 
 McCaffer et al Ditto Ditto 
 Ross Ditto Ditto 
 Jupp & McMillan Forecast/lowest bid Standard deviation 
  ratio 
 Skitmore Percentage forecast Ditto 
  exceeds lowest bid 
 Skitmore & Tan Ditto Ditto 
 Morrison & Stevens Ditto Coefficient of variation 
 Skitmore & Tan Percentage lowest Standard deviation 
  bid exceeds forecast 
 Bennett Number of 'serious' Total 
  errors 
Accuracy Morrison & Stevens Modulus Percentage Arithmetic mean 
  forecast exceeds 
  lowest bid 
 Flanagan & Norman Ditto Number observations in ranges 
 Skitmore Ditto Arithmetic mean and standard deviation 
 Skitmore & Tan Ditto Ditto 
 Tan Ditto Pearsons r 
 Skitmore & Tan Modulus Percentage Arithmetic mean and 
  lowest bid exceeds standard deviation 
  forecast 
 Tan Ditto Pearsons r 
 Skitmore Squared percentage Square root of 
  forecast exceeds arithmetic mean 
  lowest bid  
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 lacking in the field, which is now well founded in the inductive tradition. 
 The alternative is to examine several alternative models derived from 
previous research with a view to eliminating those with the least explanatory 
power.  The typically iterative nature of inductive/deductive research 
methodologies suggests that this latter approach may well contribute to some 
theoretical development in the field.   
 These final observations indicate the true nature of the aim of the 
research described in this report - to establish a construction contract price 
forecasting research programme.  In pursuing this aim, two objectives have 
been adopted: 
 
(1) to propose a tentative theoretical model of construction contract price 
quality determinants and from which testable hypotheses may be derived 
 
(2) to develop methodologies for the purpose of testing such hypotheses. 
 
The next chapter describes the methodological development of our research into 
the human factor in construction contract price forecasting by the definitions 
adopted earlier in this chapter.  The development of our approach is not, as 
will be seen, an attempt to study human aspects in isolation from those other 
factors found to be important in previous research.  Rather, we have chosen to 
treat the human aspects as closely interrelated with these other factors.  The 
emphasis therefore is more a matter of perspective than any other, with the 
human aspect being the major factor of interest and for which the most data 
has been collected.  Some of the factors previously associated with forecast 
quality, such as feedback and technique, have been either held constant or 
treated in a rather perfunctory manner.  This has been a result of careful 
consideration on our part of the balance of the literature (eg feedback) and 
the technical limitations involved in working with commercially active unpaid 
subjects and exercising adequate control. 
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2 Human Factor Research: Methodological 
 Development 
  
 
 
 
 
 
 
 What relish is in this?  how runs the stream? 
                                   W Shakespeare 
                              (Twelfth-night, Act 4, Scene 1) 
 
 
 
 INTRODUCTION 
 
This chapter describes the methodological development of human factor research 
in construction contract price forecasting.  The chapter is divided into two 
parts.  The first part outlines methodological developments up to 1985, a full 
treatment of which is contained in our previous report (Skitmore, 1985).  The 
second part details developments since that time, in the postal survey to 2,000 
quantity surveying practices and interview/experimental work with 60 individual 
quantity surveyors practising in North West England. 
 
 DEVELOPMENTS PRIOR TO 1985 
 
The methodological developments prior to 1985 were in two basic stages.  (1) a 
detailed review of similar studies described in the literature, and (2) 
acquisition of experience by a staged trial and error process of 
experimentation.  These are described below.   
 
1. Previous methodologies 
The belief that the abilities of individual forecasters has a significant impact 
on the quality of forecasts seems to have been around for a very long time, and 
the literature abounds with suggestions of likely associated attributes.  It is 
only very recently however that efforts have been made to provide any empirical 
justification and quantification of these assertions.  At face value, this seems 
to be quite a remarkable oversight on behalf of those involved in the field and 
perhaps worthy of a digression on the issue in terms of the historical 
development of the field in general, a subject of emerging interest in academic 
circles.   
 Research in construction contract price forecasting at the project level has 
been considered by Raftery (1987) as a evolutionary development occupying three 
eras.  His 'first generation models', said to cover the period between the late 
1950's to late 1960's, deal with improving the informational aspects relating to 
contract markets through the invention of elemental cost planning or theoretical 
subdivision of markets and the accompanying data requirements.  'Second 
generation models' are said to begin in the mid 1970's with the development of 
new techniques, primarily multiple regression analysis, based on the previously 
established elemental contract market subdivisions.  The third and final 
'generation' models appear to have commenced in the early 1980's with the 
apparent failure of regression techniques.  These models are said to be 
characterised by the use of simulation techniques made possible by the 
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increasing availability of fast and cheap computing facilities.   
 Two factors emerge from Raftery's classification.  Firstly, the emphasis of 
research has been on information and techniques, an approach very much in accord 
with the cognitive paradigm prevalent at the time.  Secondly, all the models 
employed are essentially arbitrary in that in most cases they lack any objective 
measures of performance by which to assess their worth, a point emphasised by 
Raftery.  From the point of view of progress in the field, this second factor is 
crucial. Methodological problems associated with the current zeitgeist of 
prevailing philosophy of the time are inevitable, but the lack of adequate 
comparative means of assessment makes progress, certainly of an incremental 
nature virtually impossible.   
 It is interesting to speculate on the causes of this anomaly.  The demand 
led nature of research in this field suggests that objective performance 
measures of techniques, etc., have not been of particular interest to users of 
the research.  This, together with the generally neglected use of feedback by 
forecasters suggests that forecasting in practise is rather more concerned with 
means than ends. The uncertain nature of the market price for a contract may be 
a contributory factor in this.  That one of the auxiliary functions provided by 
forecasters is to judge on the realism of the lowest bid, in other words its 
proximity to the market price, is clearly an important factor here.  The quality 
of the forecast is then a matter of dispute between the various judges of market 
price.  The general absence of any mechanism or forum for objectively resolving 
such disputes in the commercial situation is a major barrier to progress.   
 Leading researchers such as Raftery have come to recognise this basis lack 
of objective measures of forecasting performance and the defect is being 
rectified.  Unfortunately the cost will be high.  James' (1954) solitary 
analysis of the performance of a selection of techniques available at that time 
indicates the extent of the problem. Apart from McCaffer's review (1975) of the 
performance of the application of multiple regression techniques, very little 
has been done since that time, certainly of a comprehensive nature. 
   To conclude this degression, research in construction price forecasting is 
clearly in need of a programme of performance evaluation, not only of techniques 
but, in terms of the review conducted in the last chapter, of information, 
feedback, target characteristics, and human influences. 
 Returning to the issue of methodology, the first study of the effect of 
human factors of construction contract price forecasting performance was that of 
Jupp and McMillan (1981).  The aim of this study was to assess the degree of 
reliability that can be attached to unit prices from bills of quantities for the 
purpose of cost monitoring during detailed design.  The data for the exercise 
comprised a sample of 18 bills of quantities for building contracts gained in 
selective competitive tendering, each brought to a common price base (deflated) 
by a set of commonly available adjustment indexes.  The method used was to 
reprice the second bill in the sample at rates extracted from the first bill.  
The total repricing of the second bill thus became the forecast, which was 
compared with the actual total pricing of the second bill and the result 
expressed as forecast divided by actual.  To reduce the workload to manageable 
proportions, only financially major items were used.  Many items had to be 
repriced on a pro-rata basis, necessitating "a degree of judgement" (p 2).  This 
routine was repeated for all subsequent bills using rates from the next previous 
bills and arithmetic means of total prices from the prior two to five bills with 
different indexes.  The outcome was a set of forecasts to actual (lowest bid) 
ratios for varying groupings of previous bills, in terms of bills used for the 
forecast, their age, and the index used for updating.  A further grouping was of 
the individual surveyor involved in the repricing exercise.  Arithmetic means 
and standard deviations were calculated for each set of ratios.  The results 
were given in the form of line charts (graphic representations of averages) 
subdivided by surveyors.  These results were described in pursuance of the study 
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aims, ie the effects of increasing levels of information and changing indexes.  
However, the result that is of major interest here is reported at the very end 
of the study. 
  
 "Line Chart 5 shows F/A means by the number of previous bills used for the forecast and by the 
quantity surveyor who did the forecast... Ideally all the ratios would be unity.  The 
conclusions from this Line Chart and Chart 6 showing standard deviations is that reliability and 
variability are influenced by the expertise of the quantity surveyor" (p 4) (authors' emphasis) 
 
These charts are reproduced below (Figures 2.1 and 2.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1: Jupp and McMillan's results 
 
Source: Jupp and McMillan (1981) 
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Figure 2.2:Jupp and McMillan's results 
 
Source: Jupp and McMillan’s results 
 
 
Jupp and McMillan's study is salutary in two respects.  (1) It is the first 
piece of research to employ an experimental approach.  (2) It is the first piece 
of research to separate individual forecasters in its analysis.  This is clearly 
a remarkable achievement, especially considering the commercial background of 
the researchers involved, and demonstrates the unforeseen benefits that may 
arise from abrupt methodological changes in research technique.   
 
2. Experimental trials 
Since Jupp and McMillan's methodological break through, our progress has been 
relatively smooth.  The experimental trials were conducted on a gradual basis of 
testing and review with a variety of subjects starting with (a) two locally 
available 'guinea pigs' followed by (b) two large scale studies with students, 
and (c) two further smaller studies with expert forecasters in the field.  
Finally (d), the methodology was applied to a group of twelve practising 
forecasters. 
 The decision to concentrate on early stage forecasting was made for two 
reasons.  Firstly the major design decisions made at this stage mean that 
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forecasts at this stage are more important than later forecasts - the 
relationship between forecasting performance and project information 
availability is not linear.  Secondly the amount of work required of forecasters 
at this stage is less demanding on time than later stage pricing of bills of 
quantities.  This also has the advantage that closer control can be maintained 
on the flow of information to the forecaster both in terms of project data and 
relevant price data.  Two other factors were also considered to be of importance 
in this reorientation from Jupp and McMillan's study.  Forecasting at any stage 
is an activity requiring skills which are non trivial and often non numerical, 
and it may be possible to break down the forecasting process by careful analysis 
of the way experts perceive the situation.   
 
'Guinea pig' trials 
Using Jupp and Mcmillan's methodology as a starting point, a first experiment 
was conducted on the 24th July, 1981 with a member of the university staff with 
15 years of experience in the building industry, some of which was in 
forecasting tender prices.  There being no previous research in the field, the 
Royal Institution of Chartered Surveyors' Building Cost Information Service 
(BCIS) was used to provide supposedly relevant information relating to the 
market price of five projects obtained at random from its files.  The procedure 
adopted was to provide the subject with a form containing twelve information 
types (project type, tender date, size, functional unit, client, location, 
drawings, brief specification, fluctuations arrangements, value of pc and 
provisional sums, number of tenders invited, and the external works value) and a 
corresponding tender price forecast column.  The twelve pieces of information 
relating to the project were released in a predefined order with the subject 
required to provide a forecast as each piece of information was released.  To 
gain an impression of the subject's uncertainty, an upper and lower bound figure 
was also requested.  Outline drawing and specification information were provided 
on separate sheets.  The subject was also provided with the BCIS data files 
(excluding the test projects) and a copy of the BCIS tender price index for 
updating prices.   
 Several points were noted during the experiment and the later debriefing:   
1. The subject was unwilling to provide forecasts until a certain amount of 
information had become available.   
2. Some of the information types were not considered important enough by the 
subject to warrant any change in his forecast.   
3. Some miscalculations were made in updating the past projects when using the 
BCIS tender price index.   
4. Some time was wasted in finding similar past projects in the BCIS files 
resulting in only one similar project being used on which to base forecasts. 
  
5. Some of the information types were clearly delivered in the wrong sequence 
for the subject.   
6. There was some doubt about the meaning of upper and lower bounds.   
7. The blank elemental list was not used.   
8. Many comments made during the experiment and much of the subjects 
methodology employed was lost due to the lack of a facility to document 
exactly the events taking place.   
9. The experiment took about 1 hour to complete by which time the subject's 
enthusiasm was visibly waning.   
 
The limited success gained as a result of the first experiment suggested that, 
with some modifications, the procedure may be used with experts in the field.  
Following a review of the first experiment a revised experimental design was 
proposed for administering to students, mainly for the purpose of testing the 
efficacy of the arrangements.  The new design, for testing several students 
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simultaneously, presented all the information at once, simply requiring a 
forecast.  The influence of the information used was to be assessed by a ranking 
system upon completion of the task.  Comments were also invited on the subject's 
methodology and the experiment generally.   
 A second experiment was conducted at this point with a subject of two years 
experience with a building company after obtaining a first class honours degree 
in building.  As a result of this experiment, conducted in September 1981, the 
following points were noted:   
 
1. There were difficulties in updating prices with the BCIS index.   
2. Despite the rewording of lowest and highest likely prices, there was still 
some doubt of the meaning of the terms.   
3. There were difficulties in isolating relevant past project data in the BCIS 
files.   
4. There were doubts on the meaning of the information ranking scheme.   
5. It was suggested that the drawings were of little value and that the BCIS 
brief analysis specification would be adequate.   
 
The experience gained from these two experiments suggested that some further 
modifications were necessary before the students could be approached.  In 
particular:   
 
1. As it was found to be impractical to provide the subject with the whole of 
the BCIS files for his price data, some advance selection of material was 
clearly necessary.  This selection of representative material, which 
Flanagan (1980) terms the 'homogeneity' problem, is an important 
informational aspect of the study, with a strong possibility of experimenter 
bias, it was felt that the basic approach to material selection (ie project 
type and size) would be common to most subjects in the field and would 
provide an adequate compromise solution at least until further knowledge of 
the problem becomes available.  In the event, as will be seen later, the 
price data base provided for subjects was not found to be a major issue in 
work with experts in the field.   
2. Unlike Jupp and McMillan's study, the use of a variety of price updating 
indexes was not considered to be necessary, the BCIS tender Price Index 
being used throughout.  Even this simpification however provided the subject 
with an unnecessary task of making routine calculations of a largely non 
judgemental nature.  Compared with the homogeneity problem, it was thought 
that any bias caused by pre-indexing of the price data by the experimenter 
would be minimal. 
3. There was no indication of the extent of external works in the information 
available to the subject.  It was felt that some assistance should be given 
to this. 
4. Some instructions would be needed concerning the meaning of the forecast 
bounds/limits and also in ranking of usefulness of information used (later 
to be replaced by allowing free selection by subjects involved). 
5. There was a great temptation for the experimenter to lead the subject.  It 
was felt important that the experimenter should give a minimum amount of 
instruction even to first year students to avoid inducing any undue observer 
bias. 
 
Trials with students 
The first experiments with university and polytechnic students took place in 
October/November 1981.  The students were required to provide contract price 
forecasts of a project, based on details of six other projects of the same type 
and similar size.  All the information used was obtained from BCIS brief 
analysis files.  A brief explanation was given of the purpose of the project and 
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it was stated that no questions would be answered and no conferring would be 
allowed.  Most sheets were returned within ½ hour.  Some of the students were 
asked to rank the information given in order of importance.  Other students were 
invited to add to the list of information types but no additions were proposed. 
 An attempt was also made with some final year students to use the Delphi method 
but the technique was found to be very slow and students rapidly lost interest. 
 The difference between individual students' most likely price and the actual 
lowest tender received for the contract was calculated and analysed by year and 
by course/profession.  Analysis of variance (ANOVA) indicated year differences 
between groups of students to be significant at the 10% level.  Breakdown by 
courses/profession gave no significant differences, similarly with a two way 
ANOVA of course and year.  The average error for all 134 students involved in 
the study was +9.11 percent with a standard deviation of 26.28 (24.09  
coefficient of variation). 
 A second experiment was conducted with university students in January 1982. 
 This time the analysis was undertaken with the forecast errors expressed in 
terms of percentage above the lowest tender received for the project used.  This 
analysis shows a remarkable lack of bias both overall (+0.17 percent), within 
years, and within courses.  The overall coefficient of variation of 17.84 
percent is at the upper limit of the range suggested by the literature ie 15 to 
18 percent.  An ANOVA failed to reveal any significant differences between the 
years or the courses, at the 10 percent level.  Similarly a two way ANOVA of 
course and year failed to reveal significant differences.  The proclivity for 
older students to forecast at higher levels was still apparent though none of 
the consistency observed previously. 
 The modulus of the percentage error was also analysed following Morrison and 
Stevens (1980).  The average of this modulus percentage for all the students was 
found to be 13.35 percent with a standard deviation of 11.80 percent, very close 
to the results obtained by Morrison and Stevens in their work with practitioners 
in the field pricing bills of quantities. 
 The scores attached to the information types were also examined and the 
information type with the greatest score found to be that of Gross Floor Area 
with an average score of 8.23 followed by the Brief Specification (7.37) and 
Number of Storeys (7.05).  A factor analysis suggested that high brief 
specification, contract type and gross floor area scores were associated with 
low forecasts.  Scores for location and client type were found to be negatively 
correlated.  Correlation coefficients with modulus percentage error indicated 
that functional unit was an important factor.  Finally a multiple linear 
regression analysis indicated that the best forecasters rated functional unit, 
contract type, brief specification, fluctuations, pc and provisional sums and 
location highly.  High ratings for the client type, number of bidders, tender 
date, gross floor area and external works value were found to be associated with 
poor forecasters. 
 
Trials with two experts 
Following a review of the previous four trials, some further modifications to 
the methodology were introduced.  The most important of these was the 
introduction of a small computer to aid data collection by improved presentation 
of information to the subjects, access to the price data base, and recording of 
results.  This had the advantage of allowing subjects to have undirected access 
to the contract data they needed via a menu of information types.  Another new 
feature introduced at this stage was a facility to extract verbal information of 
the subjects' background.  The need for subjects to give upper and lower limits 
on each forecast was also dispensed with in order to provide the time necessary 
for the verbal data acquisition.  Some minor amendments were also made on the 
information types to be used in the tests. 
 A study with the first expert was conducted in February 1984.  The subject 
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was asked to provide forecasts for three contracts - Child Residential Unit, a 
Health Centre and a Community Centre - on a transactional basis, using the 
computer.  The subject was informed of the level of his performance after each 
project was completed.  Two major problems were encountered.  Firstly the 
preliminary questions were not found to provide sufficient data on the subject 
himself, particularly regarding his attitude to the skills required.  Secondly, 
there seemed to be a marked decrease in interest by the subject towards the end 
of the tests. 
 For the study with the second expert, further questions were introduced to 
find out more about the subject's views on experts and their attributes.  Some 
debriefing questions were also included to determine the extent of spatial 
thinking involved and, in line with other psychological studies with experts, 
recall abilities.  The whole of the verbal exchanges occurring in the study was 
also recorded on tape to avoid overlooking any potentially important comments 
made at the time.  The study with the second expert was conducted in early March 
1984.  Lack of time and failing interest of the subject allowed only two of the 
three projects to be dealt with. 
 The methodology had now evolved into a three stage interview/experiment: 
 
1. Preliminary questions on the subject's views of the nature of expertise and 
the skills involved.  Questions about the subject's own background and his 
views on his own abilities and expectations. 
2. The forecasting tests. 
3. Debriefing questions on the subject's mental state during the tests and 
recall abilities. 
 
Several final modifications were made at this point to the methodology, the most 
relevant of which were: 
 
1. In anticipation of some subjects not using or being familiar with BCIS type 
data, a question concerning BCIS usage was introduced. 
2. To remove the last vestiges of observer bias, all menu information was 
presented in alphabetical order to avoid any suggestion of importance to the 
subject. 
3. The studies strongly suggested that a maximum of two projects should be 
attempted.  It was decided to allow a free choice in these from a menu of 
five wide ranging types of buildings to cover most areas of expertise.  Each 
of these projects was supported by five or six similar recent buildings 
(ie., same type and similar floor area) from BCIS files.  All the building 
prices were pre-updated to March 1984 by use of the BCIS tender price index, 
reasonably extrapolated. 
4. It was felt that an obvious objection to the test was that the information 
or conditions of the test may be rather too remote from reality to provide 
meaningful data.  A question was devised therefore to seek some immediate 
reaction to this proposition. 
5. The theoretical importance of graphical information suggested that some 
drawings should be provided for the subjects.  It was decided therefore to 
show subjects the outline drawings provided by the BCIS files for the 
project in hand at the very end of the session. 
 
The Twelve Experts 
A total of twelve practising quantity surveyors were visited in their own 
premises between April and June 1984.  The subjects were selected through 
personal contacts of members of the research team and were recommended by senior 
personnel within their organisation as being the persons most often dealing with 
early stage forecasts.  Details of the subjects' position, type and location of 
organisation, the conditions under which the experiments were conducted, and 
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initial reactions to the subjects' character were recorded together with some 
subjective 'general observations' made at the time by the research assistant.  
Details of the subjects' general estimating experience (in years), the number of 
projects of a similar type to the one which forecasts were provided, whether the 
test conditions were regarded by the subject as 'usual' or 'unusual, whether the 
subject regarded himself as an 'expert' or not for the type ;of contract 
forecasted, the number of items of information recalled in the first test, and a 
mental image 'score' based on the level of detail of mental picture of the 
project generated. 
 The procedure used on all the twelve visits was basically identical.  
Following a brief chat about the project to put the subject at ease, a semi 
structured interview was conducted based on a list of prepared questions 
designed to elicit the subject's views on the definition of experts in general, 
expert forecasters in particular, skills needed and time taken to acquire the 
skills, important factors to be considered in forecasting construction contract 
prices, type of experience in forecasting, expectations of accuracy on the task, 
and use of BCIS files.  Each interview was conducted having in mind the need to 
minimise the effect of interviewer bias.  Some interjections were however made 
in order to maintain continuity, to answer a question posed, or clarify some 
point made.  Because of this it was not always possible to ask the same 
questions in the same manner. 
 Subjects were then asked to complete the estimating task for two of the five 
projects available.  The subject was presented with a list of information types 
for his selected project from which he was allowed to choose one piece of 
information whereupon he was required to give an estimate of the total value of 
the project in return.  This transactional process was performed and recorded on 
the computer for analysis later.  Subjects were asked to 'think out loud' when 
doing the tests, and these verbalised thoughts were recorded on tape also for 
later analysis. 
 A structured debriefing was conducted to elicit responses on test 
conditions, mental image and recall followed by the subjects being presented a 
drawing of each of their chosen projects for further and final comment. 
 The total time taken for the whole experiment was between 1½ and 2 hours for 
each subject.  It was generally found that, as noted in the previous studies, 
this was a short enough period to maintain the subjects' interest and 
enthusiasm. 
 No feedback of the results of the test was given to the subjects and, as far 
as the researchers were aware, no communication between subjects took place. 
 
 METHODOLOGICAL DEVELOPMENTS AFTER 1985 
 
Following the publication of the project report in 1985 (Skitmore, 1985), a 
total review of the methodology was undertaken in view of the results obtained 
at that time.  The major findings of the previous studies were: 
 
1. The data base of contract prices was used very little by the 'expert' 
subjects.  Such use that was made had an insignificant effect on forecasting 
performance levels. 
2. Very little improvement in accuracy was achieved by the issue of contract 
information other than that of basic building type and size.  The subjects' 
'first guess' was found to be unexpectedly close to the target, self 
professed experts being able to produce forecasts comparable with average 
practitioners pricing full bills of quantities. 
3. The type of project chosen was found to have a considerable effect on 
performance levels.  It was not clear whether this effect were due to the 
reliability of the test data (one contract of each type) or some inherent 
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factor associated with these building types. 
4. The evidence indicated that differing levels of ability existed amongst the 
subjects involved in the tests.  Some experiential, behaviourial and 
psychological characteristics such as the amount of general and similar 
project experience, recall, professed expertise, mental image ability were 
found to be influential.  Other attributes such as confidence, familiarity 
with the market and overall price levels were also thought to be important 
although no direct measures were obtained. 
5. The collection of substantially more data would be needed before any firm 
conclusions could be drawn from the observations made in these studies. 
 
As a result of these deliberations, it was decided to conduct further studies of 
a similar nature but on a wider front than attempted in the earlier work and 
with a greater emphasis on the attributes of the forecaster and type of contract 
relative to the informational aspects of forecasting.  In terms of the overall 
determinants of forecasting quality discussed in the literature review, the 
research strategy was to concentrate on the characteristics of the forecaster 
foremost, with some consideration of contract and informational characteristics, 
and holding technique and feedback constant as in the previous study.  Thus we 
proposed to investigate the relationship 
 
 Q = f(F,C,I) 
 
where Q is the quality of forecast measured in terms of bias, consistency, or 
some combination of the two, F is the characteristics of the forecaster measured 
in terms of experiential, behaviourial and psychological attributes, C is the 
characteristics of the contract measured in terms of size, type and any other 
available attributes, and I the quality of information used in the forecast 
measured in terms of type and extent. 
 
 Two approaches were eventually adopted.  (1) A large scale postal 
questionnaire was administered in order to investigate the nature of F, C and I, 
and their interrelationships, in relation to a crude measure of Q.  (2) A 
structured interview/test procedure administered to a set of 60 local quantity 
surveying practitioners. 
 
1. The postal questionnaire 
The questionnaire was designed to elicit quantity surveying practitioners' views 
on the two sets of factors obtained from the previous study (a) the general 
factors necessary for the existence of expertise in early stage construction 
contract price forecasting (ability to identify important aspects of projects, 
ability to visualise the finished building, analytical ability, etc), and (b) 
the importance of individual contract characteristics (size, quality, designers, 
services, etc) for each of five project types (primary schools, sheltered 
housing, offices, unit factories, and health centres).  Respondents were also 
required to complete a 10 point personality list (cooperative, critical, 
knowledgeable, etc) in assessing the degree of importance of the personality 
factors for an ideal expert early stage forecaster. 
 The impressive quality of forecasters' first guess in our previous work 
suggested to us that these subjects may have similar abilities in forecasting 
outside the construction contract price field, in other words the skills may be 
transferable.  In order to determine the boundary of these skills, some 
forecasts would need to be obtained in progressive steps away from the 
construction contract price context. 
 Some indication was also needed of how the forecaster maintained and 
improved his skills. 
 As a result of the analyses of the postal questionnaires (see Part II of 
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this report), it was concluded that the following factors would provide relevant 
data for correlation with the quality of forecasts: 
 
1. Length of general estimating experience 
2. The number and recency of similar project types undertaken 
3. General characteristics of the contract.  The analysis indicates that the 
general ordering of importance of factors would best represent each project 
type.  The most important of these appear to be Quality, Services, Market 
Conditions, Complexity, Cost Limits, and Size of Project.  After considering 
theoretical aspects of the situation, it was decided to replace 'cost 
limits' with 'risk', a factor missing from the questionnaire list of 
prompts. 
4. Characteristics contributing to expertise.  The factor analysis in Chapter 4 
revealed the existence of seven basic factors - (1) experience contributing 
to ability to identify important aspects of projects and judge market 
conditions, (2) memory for projects done in the past and their associated 
market conditions, (3) training, (4) attributed expertise (5) risk 
acceptance (6) data processing skills (7) time in profession (p 15).  Factor 
(4) and (7) have been covered elsewhere.  Chapter 4 also revealed six 
personality factors - (1) confidence, (2) compliance, (3) nervousness, (4) 
directness, (5) imperviousness, (6) discipline (p 49), and a further four 
trait attributions - (1) helpfulness, (2) efficiency, (3) discernment, (4) 
theoretical knowledge (p 54). 
 
The interview/test procedure 
As a result of these considerations a five part interview/test procedure was 
designed to elicit data on (1) the subjects' background (2) general estimating 
abilities (3) general price awareness (4) building price forecasts, and (5) how 
subjects maintained and improved their forecasting skills.  A typical completed 
procedure is reproduced in Appendix E.  The procedure was varied between 
subjects as follows: 
 
1. 20 subjects were required to provide price forecasts for five housing 
contracts, 20 subjects were required to provide price forecasts for five 
industrial contracts (factories), and 20 subjects were required to provide 
price forecasts for five offices contracts.   
2. Each subject was given five pieces of intermediate level information (eg 
external works percentage, fluctuations arrangements, location, number of 
storeys, and services) strictly randomly for each contract.   
3. For question 2.3, approximately one half of the subjects were provided with 
the number of people who die of diabetes and the other half provided with 
the number of people who die of cancer.   
 
The 60 quantity surveying offices were initially contacted by telephone in 
May/June 1987 to seek the person in the organisation  most accustomed to early 
stage forecasting and their willingness to undergo the procedure.  More detailed 
arrangements were made by the research assistant at a later date and the 
interview/tests conducted in August/September 1987.  All the interviews/test 
were conducted in the subjects' own premises, all being based in the Greater 
Manchester or Leeds/Bradford area.   
 The analysis of the data obtained in these interviews/tests is described in 
Part III of this report. 
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   Singularity is almost inevitably a clue. 
 
       A C Doyle 
       (The Adventures of Sherlock Holmes: The 
        Boscombe Valley Mystery) 
 
 
 DEVELOPMENT OF QUESTIONNAIRE 
 
A comprehensive questionnaire was developed to supplement and extend the 
findings of the previous study (Skitmore, 1985).  There we had found, to recap, 
firstly, that some items of routinely available information were more salient to 
early stage estimators, secondly that some types of building projects yielded 
much greater and some much less variability across our experts than did others, 
and thirdly that the combination of specific experience as opposed to general 
estimating experience together with estimators' professed expertise on 
particular job types gave the most powerful prediction of accuracy in a 
simulated and carefully controlled building cost estimating task.  A postal 
questionnaire was considered appropriate to obtaining more detailed information 
on the latter two of these concerns and results from this phase of the study are 
reported here. 
 The final questionnaire was eight pages long, took between twenty and thirty 
minutes to complete, was divided into four sections and is reproduced in 
Appendix A.  Estimators in the construction industry are busy professionals and 
their time is a scarce resource.  It was therefore necessary to produce an 
instrument that was neither difficult nor time-consuming to complete in order to 
obtain a reasonable rate of return - a common problem with postal questionnaires 
which care in construction can go some way to ameliorate.  The instructions to 
the questionnaire stressed the relatively small demand that completion of the 
instrument would make upon respondents, gave some details of the use to which 
their responses would be put, urged respondents not to consult with colleagues 
or make reference to stored data (eg BCIS files) and guaranteed anonymity. 
 The four main parts into which the instrument was divided were:- 
 
Section 1:  Experience profile 
Section 2:  Expertise 
Section 3:  "Ball-park" Estimates, and 
Section 4:  Personality inventory. 
 
These component parts were designed to, variously, give some purchase on the 
general and specific job experience of our respondents and their professed 
expertise in particular areas, their views on the factors which are germane to 
expertise in early-stage estimating, their 'baseline' figure of cost per square 
metre of five common types of buildings uncontaminated by additional information 
which might render any example to be viewed as a 'special case', and their views 
on the psychological characteristics that they and a hypothetical 'ideal early-
stage estimator' ought to possess.  A pre-franked, addressed envelope was 
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provided for the return of the questionnaire. 
 
Section 1. Specific experience and self-rated expertise 
Section 1, the experience profile, asked for age (the mean was 44 years), length 
of service in the profession (mean 25 years) and qualifications obtained.  In a 
number of recent studies, variables such as these have been found both to covary 
with each other and to give some purchase on other variables of interest.  For 
example, it has been shown (Crowe and Stradling, in preparation) that lower age 
is significantly associated with greater stress in the police service even when 
sex, rank and length of service are partialled out and despite a high level of 
multicollinearity amongst the set of predictor variables; and that amount of 
education consumed significantly differentiates two groups of police officers 
with demonstrably different approaches to their role (Roberts et al, 1988).  
However, neither age, service nor type of qualification gave any appreciable 
purchase upon the variables of interest here. 
 Specific job experience and professed expertise at estimating the likely 
cost of a generic class of building project were implicated in the previous 
study as important predictors of estimating accuracy.  Effort was therefore made 
in this phase of the investigation to obtain a much more detailed accounting of 
specific experience and rate current expertise.  The five main project types - 
Schools, Housing, Offices, Factories and Health Centres - of the first study 
were retained, but now divided down further into Primary Schools, Secondary 
Schools and other educational; Sheltered Houses, Speculative Houses and other 
residential; Offices, Shops and other commercial; Unit Factories, Warehouses and 
other industrial; Health Centres, Old People's Homes and other social/medical.  
Respondents were then invited to indicate the number of each of these sub-
categories of projects they had performed for each of four five-year time 
periods from 1967 through to 1986, and also to rate their current expertise at 
each of these more finely drawn project types on a five point scale between 1 
(low) and 5 (high).  By this method we hoped to obtain a more detailed picture 
of the interplay between the two factors of specific experience and professed 
expertise.  To what extent is professed expertise predicted by specific 
experience, by recent specific experience, by recent and/or specific experience 
in seemingly adjacent project areas? and will experience and expertise relate to 
estimating accuracy, separately or in combination?  In the previous study, their 
significant influence on accuracy was shown to be independent of job type and of 
the number of pieces of task information available.  As we shall see, the "Ball-
park" estimates required of respondents here purposely offered no additional 
information.  Will the relationship with accuracy hold in the absence of task 
information here, rather than despite the presence of task information as found 
in the previous study? 
 
Section 2.  Views on expertise and on accuracy 
In the previous study respondents views on expertise, of the definition of 'an 
expert', of 'an expert estimator', of the skills required for successful early-
stage estimating and of the development of these skills were elicited by means 
of a semi structured interview.  Common responses from this exploratory 
investigation were compiled and consolidated into closed-format rating scales 
for the postal questionnaire.  A heterogeneous list of nineteen characteristics 
was arrived at, covering a range of different kinds of attributes.  These were 
arranged alphabetically from 'Ability to identify important aspects of project' 
to 'Training at post-qualification stage' to avoid imposing any prior conceptual 
organisation on the items, with a view to employing factor analysis to discern 
any empirically based groupings of items based on statistical association.  
Respondents were asked to rate the importance of each item to 'expertise in the 
field of early-stage estimating'.  Respondents were offered the facility of 
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nominating an additional factor over and above those already on the list and of 
rating its perceived importance on the same scale, but few did so. 
 The previous study had powerfully demonstrated that variations in task 
factors seemed to make little difference to the accuracy of estimates, and that 
there was little consensus among our experts concerning the salience of 
different items of task information save for 'gross floor area' which was almost 
invariably requested first, suggesting that - at least under the conditions of 
the computer-based simulation exercise that they were being asked to perform - 
they were making their initial pitch for the building price by simply 
multiplying out the given gross floor area by a price per square metre that they 
carried in their head.  Believing that there really must be some aspects of the 
task, variation in which can produce systematic variation in estimates of likely 
building price, it was decided to pursue this matter at a slightly greater level 
of generality than in the previous study, discarding specifics such as 
'foundations specification' and 'provisional sums' and requesting rating of more 
overarching factors such as 'complexity of project' and 'site characteristics'. 
 Accordingly a list of thirteen such factors was generated, randomly ordered and 
displayed for respondents with the request that they rate the importance of each 
on a five point scale from 1 (low importance) to 5 (high importance) and that 
they do this both 'in general terms' and separately for each of five specific 
project types - Primary school, Sheltered housing, Offices, Unit factories and 
Health Centres.  As with the characteristics of expertise above, the intention 
was to employ multivariate statistical techniques to see firstly whether any 
empirically grounded and conceptually interpretable groupings of general task 
characteristics emerged from the analysis, and secondly to inquire of the data 
whether the importance attached to various factors varied as from one building 
project type to another, and whether rank orders and ratings changed as between 
specific projects and building projects 'in general'.  In principle, the extent 
to which specific job types predicted ratings under the 'general' heading might 
give some purchase on the interesting question of which types of building 
project are more and which less prototypical. 
 Opportunity was also taken within this section of the questionnaire to 
investigate respondents perceptions of the effects of cost planning on prices 
and, concomitantly, the extent to which the presence or absence of cost planning 
was seen as affecting the likely accuracy of early-stage estimates.  Reproducing 
the framework from the previous question, respondents were asked to indicate 
both 'in general' and for the five generic building projects - Primary school, 
Sheltered housing, Offices, Unit factories and Health Centre - what accuracy 
level they anticipated for early-stage estimates with cost planning and, 
subsequently, for early-stage estimates without cost planning.  From data 
collected in this way it would be possible to investigate the effects of cost 
planning independent of the project type and the effects of the project type 
independent of the presence of absence of cost planning and also to test for a 
possible interaction between the two factors. 
 
Section 3:  Gross cost estimates of five building projects 
As indicated earlier, the previous investigation had found estimator factors -
such as professed expertise - which appeared to covary with differences in 
accuracy quite independently of the number of items of task information selected 
or past projects consulted.  We now wished to investigate whether such 
influences would also be found in the absence of any additional pieces of task 
information.  Accordingly, our respondents were requested to give "a quick 
'Ball-park' estimate" for each of the five generic building projects -Primary 
school, Sheltered housing, Offices, Unit factories and Health centre, provided 
only with the category of project and the gross floor area.  As a corrective 
against regional variations in building project costs, respondents were advised 
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to "assume that each is located in your own geographical area" and an 
appropriate correction was subsequently applied to normalise all responses in 
line with information subsequently available on regional variations at the time 
the estimates were made.  This allowed straightforward comparisons between the 
responses of each subject with them all reduced to a common base.  In addition, 
to ensure that all respondents were undertaking identical tasks, they were 
further advised to "make each estimate at current prices, exclusive of fees, 
furniture and land".  We could thus be reasonably certain that any variability 
between respondents was not due to some including and others omitting the costs 
associated with these factors. 
 
Section 4:  Actual and ideal personal characteristics of estimators 
Having established that there were important and possibly consistent individual 
differences between estimators, it was now of interest to determine whether any 
reliable relationship could be found between estimating ability and indices of 
personality.  The final part of the questionnaire was designed to metricate two 
aspects of this matter, firstly how our respondents rated themselves on a number 
of standard personality dimensions, and secondly whether there was any consensus 
amongst them over the personal characteristics which contributed to making 
accurate early-stage estimates.  For the first of these aims, the sixteen core 
dimensions of Cattell's 16PF personality inventory were used.  The 16PF was too 
lengthy an instrument to include in full, given our imposed constraints on the 
brevity of the questionnaire, and in addition many of the items of a personality 
inventory can be viewed as somewhat intrusive by those required to complete 
them.  This is one reason why instruments such as the 16PF are almost invariably 
administered personally so that the person who will have sight of their answers 
is known to those completing the instrument.  And of course sensitive 
psychological instruments like the 16PF should be administered under controlled 
conditions to maximise both the reliability and the comparability of results 
obtained.  There were thus a number of compelling reasons against attempting to 
use the full instrument.  However it was considered that some purchase on 
differences in personality structure between respondents could usefully be 
obtained with brevity, without intrusiveness and with reasonable validity and 
reliability by utilising the core contrasts that comprise the 16 scales of the 
full instrument and inviting respondents to rate themselves on each contrast.  
Accordingly respondents were provided with sixteen bipolar scales from 
'Assertive ... Accommodating' to 'Undisciplined ... Controlled' and a seven 
point scale on which to rate themselves for each contrast. 
 For the second aim of this final section, respondents were invited to 
consider ten personal traits or characteristics and to rate how important they 
felt it to be "for an ideal early-stage estimator".  They were again provided 
with a seven point scale, this time ranging between two labelled end-points, 
namely 'Not important' and 'Very important'.  A number of candidate traits were 
considered for inclusion in this instrument, the final list comprising Careful, 
Clever, Confident, Co-operative, Critical, Fast, Flexible, Knowledgeable, 
Pleasant and Tough.  These characteristics were taken as representing a number 
of factors known to be involved in gaining entry to the occupation of estimator 
and in carrying out the business of estimating for clients whether as part of a 
large concern or as sole principal of a small business. 
 
Administration 
Using information obtained from the Royal Institute of Chartered Surveyors 
(RICS), a quota sample of recipients was drawn up ensuring that recipients were 
selected from all regions of England and reasonable representation was given to 
both public sector and private sector organisations and, amongst the latter, to 
those engaged with both large and small concerns.  A covering letter requested 
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assistance with the project and asked that the questionnaire be completed by the 
member of staff in the organisation who 'most usually' undertook early-stage 
estimating and cost forecasting.  Approximately 2000 questionnaires were 
distributed.  A number were returned uncompleted with explanations that whilst 
in membership of RICS, the firm or office engaged in one or more other aspects 
of chartered surveying practice but did not undertake early-stage estimating 
work. 
 
Response   
As can be expected with any survey of some size, a number of subjects declined 
to fill in the questionnaire for various reasons.  A number of subjects left 
some parts of the questionnaire blank due to lack of time.  Other than eliminate 
them from the sample, those parts they filled in were analysed.  An indication 
of the number of subjects who left some parts blank was given where appropriate. 
 Indeed in some parts of the analysis, for example ability to recall similar 
projects estimated, this may give an indication of the abilities of the subject. 
 An indication of the size and variability of the sample can be given by looking 
at the range of experience length, type of experience, the subjects' estimating 
history in terms of percentage of time spent estimating and number of jobs 
estimated from 1967 to 1986 and the distribution of the subjects over the 
country.   
 
 THE EFFECT OF GENERAL EXPERIENCE ON THE LEVEL OF EXPERTISE 
 
Experience Length 
Table 3.1 gives the number of subjects in the given time ranges.  The shortest 
experience was 5 years and the longest was 44 years.  The mode was 25 to 29 
years. 
 
  
Table 3.1: Range of experience length 
  
 
 Range (years)                 Number of Candidates 
  
 5 - 9                                 4 
 10 - 14                               8 
 15 - 19                               8 
 20 - 24                              17 
 25 - 29                              23 
 30 - 34                              14 
 35 - 39                              13 
 40 - 45                              11 
  
 
 
Type of Experience 
Although the survey was aimed at estimators in private quantity surveying  
firms, it was recognised that some of the subjects would have had experience in 
other organisations, notably public offices and contracting firms.  They were 
therefore asked to give an indication of the type of experience they had and the 
periods of that experience.  Table 3.2 gives the number of subjects in the given 
experience types. 
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Table 3.2: Type of experience  
 
 Type of experience                             Number of subjects 
  
 
 Private firm only                                     50 
 Private and contracting firms                         12 
 Private firm and public experience                    32 
 Private firm, contracting firm and public experience   4  
 
 
As can be expected most of the subjects had been employed in private quantity 
surveying firms since the beginning of their careers.  Public organisations form 
a major employer of the profession and thus a high number of subjects have some 
a public experience.   
 
Estimating history 
 
Table 3.3: Time spent on estimating  
 
  Percentage     Period 
   range 1967-1971 1972-1976 1977-1981 1982-1986  
 
   0 - 4    14      9     4      2 
   5 - 9    15     21    17     13 
  10 - 14    19     20    22     17 
  15 - 19     2      9     9     15 
  20 - 24     4     10     6      8 
  25 - 29     3      4     9      9 
  30 - 34     3      2     8      8 
  35 - 39     0      2     0      1 
  40 - 44     0      6     4      4 
  45 - 49     0      0     2      1 
  50 - 54     1      0     4      8 
  55 - 59     0      0     0      0 
  60 - 64     2      1     3      4 
  65 - 69     0      0     0      0 
  70 - 74     0      0     1      1 
  75 - 79     0      0     0      0 
  80 - 84     0      0     0      0 
  85 - 89     0      0     0      1 
  90 - 94     0      0     0      0 
  95 - 99     0      0     0      1  
 
 
The subjects were asked to give an approximate percentage of the time they spent 
estimating during the periods given in part 1 of the questionnaire.  The 
percentages entered by the subjects were divided into intervals of 5 percent and 
the number of candidates per interval counted for each of the periods.  Table 
3.3 summarises the results.  Table 3.4 is a statistical summary of the results 
shown in Table 3.3.  To get an indication of the number of jobs involved, the 
subjects were asked to give an approximation of the number of jobs they 
estimated during the four periods.  These were divided into intervals as shown 
in Table 3.5 and the number of subjects in each interval counted.  Table 3.6 is 
a statistical summary of Table 3.5.  It is interesting to note in both Tables 
3.3 and 3.5 that with the later periods more and more subjects tend to be 
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counted for the higher intervals.  For example more subjects spent over 59% of 
their time on estimating and were able to estimate between 100 and 149 jobs for 
the period 1982 to 1986 than any other period.  This may be attributed to the 
subjects inability to recall the number of jobs they estimated during the 
earlier periods.  Taken independently of the increase in percentage time, the 
increase in number of jobs estimated may mean that the estimating process has 
become more efficient over recent years.  The use of calculators and computers 
is the obvious example.  Table 3.4 seems to contradict this explanation in that 
the average percentage spent on estimating is the highest for this period as 
well.  Another explanation could be a tendency for estimators to become more 
specialised due to increased availability of work.  Ferry and Brandon (1984, 
p.23-25), however, point out how, due to government intervention, demand for 
construction fluctuates between high and low.  In particular, there was a steady 
decline in the value of all new work obtained by contractors from 1974 to 1982. 
 This is contrary to the increases in both number of jobs and percentage time in 
Tables 3.3 to 3.6. 
 
 
Table 3.4: Some statistical measures  
 
 Period Mean  S dev  C O V  Modes Range  
 
 1967-71 11.5  13.0  112.8  12  61 
 1972-76 14.2  11.9   84.2   7  61 
 1977-81 19.7  15.8   80.3  12  70 
 1982-86 24.1  19.0   78.9  12  96  
 
 
A likely explanation is that the subjects were becoming more and more 
specialised with the passage of time.  As a result of this specialisation, most 
of the estimating functions were delegated to them.  When asked how long it 
takes to acquire the skills of an expert estimator, Skitmore's subjects (p 106) 
gave time ranges from "...1 year when you are estimating only housing..." to 
"...You are always learning...". 
 
Distribution of subjects over the country 
The following distribution is based on the locations indicated by the post-marks 
on the return envelopes.  The regions were obtained from Laxton's National 
Building Price book, 159th edition, 1987. 
 
 
 
   Region         Number 
 
   Scotland       3 
   Northern       3 
   Yorkshire & Humberside     1 
   Northwest      10 
   East Midlands      1 
   West Midlands      2 
   South West      13 
   Southern Counties      7 
   Greater London     16 
   South Eastern Counties     2 
   Bedfordshire/Essex/Hertfordshire   2 
   East Anglia       1  
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It was not possible to identify the location of 35 replies. 
 
 
Table 3.5: Number of jobs estimated  
 
  Interval     Period 
   Range  1967-1971 1972-1976  1977-1981  1982-1986  
 
   0 - 4     21      9     2      2 
   5 - 9      9      6     2      1 
  10 - 14      9     12    13      4 
  15 - 19      1     12     4      6 
  20 - 24      4     10     9      9 
  25 - 29      5      5     6      6 
  30 - 34      0      5     8      7 
  35 - 39      0      1     4      1 
  40 - 49      4      2    10     10 
  50 - 59      3      5     7      7 
  60 - 79      3      4     4      4 
  80 - 99      1      1     2      6 
 100 – 149    2      5      7     10 
 150 - 259    0      1      5      5 
 250 - 600    2      2      1      2  
 
Table 3.6:Number of jobs estimated  
 
 Period  Mean S dev COV  Modes   Range  
 
 1967-1971 28.0  54.0 196.1  2   423 
 1972-1976 35.8  53.7 149.9 15   423 
 1977-1981 53.9  77.8 144.5 12   423 
 1982-1986 77.4 119.29 153.9 46, 125  423  
 
Note: The following numbers of subjects did not indicate the number of jobs they estimated: 
 
   1967 - 1971  34 
   1972 - 1976  18 
   1977 - 1981  13 
   1982 - 1986   7 
 
 THE EFFECT OF SPECIFIC EXPERIENCE ON LEVEL OF EXPERTISE 
 
Introduction 
Reference was made in Section 1 to the answers by Skitmore's (1985) subjects to 
the question of how long it takes to acquire the skills of an estimator.  
Skitmore's analysis of the answers showed "...three schools of thought amongst 
the subjects interviewed, namely:   
  
(a)  Number of jobs   
(b)  Length of time, and   
(c)  Length of time and number of jobs..."   
 
Some subjects who gave an indication of length of time also indicated the 
building type to which that length of time applied.  The effect of building type 
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on expertise level is therefore investigated in this chapter in addition to 
experience length and number of jobs.   
 
Number of jobs 
The entries by subjects into the four periods were added up and the totals 
divided into intervals as shown in Table 3.7 (a).  Tables 3.7 (b) to (p) show 
the numbers of subjects within each interval against expertise level.   
 The first point to note is that, with the exception of secondary schools, 
speculative houses, other residential buildings, shops, other commercial and 
unit factories, all the five levels of expertise were entered by some candidates 
who did not have any experience of the job type.  Of the exceptions the 
expertise level not entered by any subjects without job experience was 5 in all 
types of building with the exception of secondary schools.  The expertise level 
was 4 in this case.  As a higher level of expertise could be achieved without 
job experience it seems reasonable to assume that all expertise levels could be 
achieved without job experience on secondary schools.  These results indicate 
that job experience is not the only determinant of expertise level.  However, 
levels 4 and 5 seem hard to achieve without job experience.   
 Figure 3.1 is a histogram of total number of subjects without job experience 
plotted against expertise level.  The general fall in numbers with increasing 
expertise level is further evidence of the difficulty of achieving high levels 
of expertise without job experience.   
 It is not surprising in Tables 3.7 (b) to (p) that the number of subjects 
counted for the higher intervals, say above nine jobs, is lower than for the 
lower intervals for each building type and expertise level.  The number of jobs 
entered by the subjects is limited by the number of jobs passing through their 
offices.  The general tendency, however, is for the subjects who entered the 
higher numbers of jobs to enter higher levels of expertise.  The higher the 
number of jobs estimated, therefore, the more likely the subject was to enter a 
high level of expertise.   
 
 
Table 3.7(a):Ranges and Symbols used  
 
    A = No job done or entered by subject 
    B = 1 to 4 jobs 
    C = 5 to 9 jobs 
    D = 10 to 14 jobs 
    E = 15 to 19 jobs 
    F = 20 to 29 jobs 
    G = 30 to 39 jobs 
    H = 40 to 59 jobs 
    I = 60 to 99 jobs 
    J = Over 100 jobs  
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Table 3.7(b):Primary schools  
 
  Score A B C D E F G H I J  
 
  1 13 12 2 2 0 0 0 0 0 0 
  2  6  3 4 1 0 1 0 0 0 0 
  3  1  2 3 0 0 1 0 0 0 0 
  4  1  3 1 2 0 1 0 0 0 0 
  5  1  0 0 0 1 0 0 0 0 0  
 
 
Table 3.7(c):Secondary schools  
 
  Score A B C D E F G H I J  
 
  1 13 8 5 0 0 0 0 0 0 0 
  2  4 7 4 0 1 0 1 0 0 0 
  3  3 2 3 1 0 0 0 0 0 0 
  4  0 2 3 2 1 0 0 0 0 0 
  5  1 0 0 1 0 0 0 0 0 0  
 
 
Table 3.7(d):Other educational  
 
  Score A B C D E F G H I J  
 
  1 14 9 1 1 0 0 0 0 0 0 
  2  6 6 3 0 0 0 0 0 0 0 
  3  3 5 4 2 1 0 0 1 0 0 
  4  1 4 0 3 1 0 0 1 0 0 
  5  1 0 0 0 0 0 0 0 0 1  
 
 
Table 3.7(e):Sheltered houses  
 
  Score A B C D E F G H I J  
 
  1 2 10 1 1 0 0 0 0 0 0 
  2 2  1 4 1 0 0 0 0 0 0 
  3 5  6 9 1 0 0 0 1 1 0 
  4 2  9 3 2 0 0 0 2 0 0 
  5 1  0 2 3 1 2 2 0 1 0  
 
 
Table 3.7(f):Speculative houses  
 
  Score A B C D E F G H I J  
 
  1 9 8 0 1 0 0 0 0 0 0 
  2 4 5 2 0 0 0 0 0 0 0 
  3 5 6 4 2 0 0 0 1 0 1 
  4 3 1 4 1 1 0 0 0 1 0 
  5 0 4 2 0 0 2 1 1 0 1  
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Table 3.7(g):Other residential  
 
  Score A B C D E F G H I J  
 
  1 2 7 2 0 0 0 0 0 0 0 
  2 1 4 4 0 0 0 0 0 0 0 
  3 2 1 5 2 0 5 1 0 1 0 
  4 3 1 4 1 1 0 0 0 1 0 
  5 0 4 2 0 0 2 1 1 0 1  
 
 
Table 3.7(h):Offices  
 
  Score A B C D E F G H I J  
 
  1 1 2 0 0 0 0 0 0 0 0 
  2 1 2 2 0 0 0 0 0 0 0 
  3 1 5 8 0 1 2 1 0 1 0 
  4 2 2 5 9 5 1 2 1 4 0 
  5 1 3 1 5 5 7 1 1 3 2  
 
 
Table 3.7(i):Shops  
 
  Score A B C D E F G H I J  
 
  1 5 5 0 0 0 0 0 0 0 0 
  2 3 3 1 1 0 0 0 1 0 0 
  3 0 6 7 1 0 1 1 0 0 0 
  4 3 4 4 5 2 3 0 2 0 0 
  5 0 0 2 4 3 3 2 0 0 2  
 
 
Table 3.7(j):Other commercial  
 
  Score A B C D E F G H I J  
 
  1 2 1 0 0 0 0 0 0 0 0 
  2 0 6 2 0 0 0 0 1 0 0 
  3 2 2 4 5 1 0 2 0 0 0 
  4 5 6 7 6 3 0 1 2 0 1 
  5 0 1 3 3 4 1 2 1 1 0  
 
 
Table 3.7(k):Unit factories  
 
  Score A B C D E F G H I J  
 
  1 3 1 0 0 0 0 0 0 0 0 
  2 4 6 2 1 0 0 0 1 0 0 
  3 0 8 4 2 1 0 0 0 0 0 
  4 5 7 4 5 1 0 2 1 1 1 
  5 1 1 7 2 2 1 2 1 1 0  
 
Table 3.7(l):Warehouses  
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  Score A B C D E F G H I J  
 
  1 3 2 0 0 0 0 0 0 0 0 
  2 2 5 2 0 0 0 0 0 0 0 
  3 3 4 6 4 0 0 0 1 0 0 
  4 4 5 6 6 0 2 1 0 2 0 
  5 1 2 5 4 2 2 1 1 1 0  
 
 
Table 3.7(m):Other industrial  
 
  Score A B C D E F G H I J  
 
  1 5 1 1 0 0 0 0 0 0 0 
  2 1 3 1 0 0 0 0 0 1 0 
  3 3 6 3 3 0 0 0 0 0 0 
  4 5 4 7 7 0 0 2 0 1 0 
  5 1 0 2 3 3 0 0 2 1 1  
 
 
Table 3.7(n):Health centres  
 
  Score A B C D E F G H I J  
 
  1 7 9 2 0 0 0 0 0 0 0 
  2 4 6 3 1 0 0 0 0 0 0 
  3 6 7 2 0 1 0 0 0 0 0 
  4 1 7 2 2 0 0 0 0 0 0 
  5 1 1 2 2 1 0 0 1 0 0  
 
 
Table 3.7(o):Old people's homes  
 
  Score A B C D E F G H I J  
 
  1 6 10 3 0 0 0 0 0 0 0 
  2 3  3 3 0 0 1 0 0 0 0 
  3 9  9 4 2 1 0 0 0 0 0 
  4 3  1 3 2 0 0 0 0 0 0 
  5 2  1 1 2 1 0 0 1 0 0  
 
 
Table 3.7(p):Other social/medical  
 
  Score A B C D E F G H I J  
 
  1 5 8 2 1 0 0 0 0 0 0 
  2 2 5 2 0 0 0 0 0 0 0 
  3 3 10 7 1 0 2 0 0 0 0 
  4 1 0 3 5 2 0 0 0 0 0 
  5 2 0 2 2 1 1 0 1 0 0  
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Figure 3.1:Histogram of number of subjects who entered some level of expertise 
without job experience summed over all building types  
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Tables 3.8 (a) to (o) show the average total number of jobs per subject, the 
standard deviations and the coefficients of variation for the different levels 
of expertise and types of building.  The general tendency is for the mean to 
rise with expertise level.  This is in agreement with the observation that 
subjects who entered higher numbers of jobs tended to enter higher levels of 
expertise.  The coefficients of variation, however, are generally high, the 
lowest being 50% for expertise level 4 on general social or medical buildings 
and the highest being 510% for level 4 on general residential buildings.  Such 
high coefficients of variation are indicative of a poor level of consensus 
amongst the respondents as to what number of jobs would ensure achievement of a 
given level of expertise.  This together with the observation that it may be 
possible to achieve all the five levels of expertise without any experience of 
the relevant job type point to the existence of other factors that might 
influence the level of expertise achievable.   
 
 
Table 3.8(a):Primary schools  
 
  Score  Mean  S Dev  COV  
 
  1   2   3  134 
  2   4   6  132 
  3   6   7  123 
  4   8   8   98 
  5  16  15   97  
 
 
Table 3.8(b):Secondary schools  
 
  Score  Mean  S Dev  C O V  
 
  1   2   3  150 
  2   5   8  160 
  3   4   4  100 
  4  10  10  100 
  5   7  10  143  
 
 
Table 3.8(c):Other educational  
 
  Score  Mean  S Dev  C O V  
 
  1    1    3  300 
  2    2    3  150 
  3    8   13  163 
  4   10   13  130 
  5  108  152  141  
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Table 3.8(d):Sheltered houses  
 
  Score  Mean  S Dev  C O V  
 
  1   3   3  100 
  2   5   4   81 
  3   9  17  189 
  4  10  16  160 
  5  23  23  100  
 
 
Table 3.8(e):Speculative houses  
 
  Score  Mean  S Dev  C O V  
 
  1   2   3  150 
  2   3   3  100 
  3  17  46  271 
  4  12  26  217 
  5  29  52  179  
 
 
Table 3.8(f):Other residential  
 
  Score  Mean  S Dev  C O V  
 
  1    3     3  100 
  2    4     3   80 
  3   16    15   94 
  4  370  1887  510 
  5   19    22  112  
 
 
Table 3.8(g):Offices  
 
  Score  Mean  S Dev  C O V  
 
  1   1   2  200 
  2   3   3  100 
  3  12  15  125 
  4  20  20  100 
  5  30  31  103  
 
 
Table 3.8(h):Shops  
 
  Score  Mean  S Dev  C O V  
 
  1   2   2  100 
  2   8  13  163 
  3   8   8  100 
  4  12  13  108 
  5  30  34  113  
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Table 3.8(i):Other commercial  
 
  Score  Mean  S Dev  C O V  
 
  1   1   2  200 
  2   9  14  117 
  3  11  10   91 
  4  14  23  164 
  5  20  18   90  
 
 
Table 3.8(j):Unit factories  
 
  Score  Mean  S Dev  C O V  
 
  1   1   2  200 
  2   6  11  183 
  3   6   4   67 
  4  16  27  169 
  5  17  17  100  
 
 
Table 3.8(k):Warehouses  
 
  Score  Mean  S Dev  C O V  
 
  1   1   1  100 
  2   3   3  100 
  3   8  12  150 
  4  13  17  130 
  5  16  18  113  
 
 
Table 3.8(l):Other industrial  
 
  Score  Mean  S Dev  C O V  
 
  1   1   3  300 
  2  13  23  177 
  3   4   4  100 
  4  10  14  140 
  5  30  36  120  
 
 
Table 3.8(m):Health centres  
 
  Score  Mean  S Dev  C O V  
 
  1   2   2  100 
  2   3   3  100 
  3   3   4  133 
  4   5   4   80 
  5  13  13  100  
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Table 3.8(n):Old people's homes  
 
  Score  Mean  S Dev  C O V  
 
  1   2   2  100 
  2   5   8  160 
  3   4   4  100 
  4   6   4   67 
  5  13  18  138  
 
 
Table 3.8(o):Other social/medical  
 
  Score  Mean  S Dev  C O V  
 
  1   3   3  100 
  2   3   3  100 
  3   6   7  117 
  4  10   5   50 
  5  15  15  100  
 
 
Type of project 
The existence of these other factors should also lead to a small correlation 
between the total numbers of jobs and the expertise levels entered by the 
 
 
Table 3.9:Pearson's product moment correlation coefficient between expertise 
level and number of jobs  
 
  Job type    Correlation coefficient  
 
  Other residential     0.07 
  Other industrial     0.12 
  Speculative houses    0.26 
  Unit factories     0.27 
  Warehouses      0.28 
  Secondary schools     0.33 
  Sheltered houses     0.34 
  Old people's homes    0.34 
  Offices      0.36 
  Other commercial     0.36 
  Other educational     0.38 
  Shops       0.41 
  Health centres     0.44 
  Other social/medical    0.46 
  Primary schools     0.47  
 
  Note:The coefficients were calculated using the formula: 
   N * Σ (X * Y) - (ΣX) * (ΣY) 
  R = ---------------------------------------- 
   {[N * ΣX2 - (ΣX)2] * [N * ΣY2 - (ΣY)2]}½ 
 
  Where R = Pearson's product moment correlation coefficient, 
   N =Number of subjects who entered some level of expertise for the particular job 
   X = Expertise level 
   Y = Number of subjects 
   Σ = Summation symbol 
   * = Multiplication symbol 
56  Analysis of Postal Questionnaires 
 
 
subjects.  Table 3.9 shows the Pearson product moment correlation coefficients 
for the fifteen building types in increasing order of correlation.  The lowest 
correlation coefficient was obtained with general residential buildings.  This 
perhaps reflects the wide range of residential building types.  It shows an 
unwillingness on the part of the subjects to generalise their expertise in this 
field of estimating.  Having estimated one type of residential building one 
cannot readily apply the expertise so gained to other residential buildings 
because of the wide range of types.   
 The correlation coefficient rises to a maximum of 0.47 for primary schools.  
These differences indicate that the degree to which the number of jobs estimated 
will determine the expertise level achieved differs with different building 
types.  This is further evidence that the degree to which job experience will 
determine the level of expertise will differ amongst different building types. 
 
Subjects' type of experience 
Table 3.10 shows the average levels entered by subjects according to building 
type and experience type.   
 
 
Table 3.10:Average level of experience according to building type and experience 
type  
 
  Building type      Experience type 
        1  2  3  4  
 
  1 Primary schools  2.36 1.50 2.04 3.00 
  2 Secondary schools  2.37 1.57 1.88 3.00 
  3 Other educational  2.49 1.87 1.96 3.00 
  4 Sheltered houses  3.18 3.63 3.04 3.00 
  5 Speculative houses  3.09 2.88 2.57 2.00 
  6 Other residential  3.33 3.56 3.10 4.00 
  7 Offices   4.00 3.46 3.93 3.50 
  8 Shops    3.49 2.90 3.43 3.00 
  9 Other commercial  3.89 3.18 3.63 3.50 
  10 Unit factories  3.54 3.18 3.63 3.50 
  11 Warehouses   3.77 3.20 3.63 4.00 
  12 Other industrial  3.69 3.44 3.37 3.50 
  13 Health centres  3.00 2.38 2.50 3.00 
  14 Old people's homes  2.86 2.50 2.50 3.00 
  15 Other Social/Medical 3.29 2.75 2.60 3.50  
 
  Note: The experience types are as follows: 
  1 = Private quantity surveying (PQS) experience only 
  2 = PQS and contracting experience 
  3 = PQS and public experience 
  4 = PQS, contracting and public experience 
 
Due to the small number, four, of subjects with experience type 4, no reliable 
comparison can be made with the other experience types.  Figure 3.2 plots the 
averages under experience types 1, 2 and 3 only against building types numbered 
1 to 15 as in Table 3.10.  Listed below are the types of building for which the 
different experience types entered the highest average levels of expertise.   
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Figure 2.3:Experience level against building types for the different 
experience types 
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1. Private quantity surveying only 
  1  Primary Schools   
  2  Secondary schools   
  3  Other educational   
  5  Speculative houses   
  9  Other commercial   
 11  Warehouses   
 12  Other industrial   
 13  Health centres   
 14  Old peoples' homes   
 15  Other social/medical   
2. PQS and contracting 
  4  Sheltered houses   
  6  Other residential 
3. PQS and public 
  8  Shops   
 10  Unit factories   
 
From this analysis the highest levels of expertise were exhibited by the 
subjects with a PQS experience only.  It is not possible to differentiate 
between the other two types of experience.  However, like those with a PQS 
experience only, they both show a general tendency towards a high level of 
expertise for building types 5 and 7 to 12 in Table 3.10 and Figure 3.2.  
Building types 1 to 3 and 13 to 14 tend to be associated with low levels of 
expertise.  These are primary schools, secondary schools, other educational, 
health centres and old peoples' homes.   
 Primary schools, secondary schools, old peoples' homes and other educational 
and social or medical buildings are generally undertaken by public bodies.  
Perhaps the knowledge and application of cost limits is more important in 
estimating the cost of these building than any other skills that the estimator 
may possess.  This point is developed further in Section 4.  It was suggested 
that the wide range of residential buildings  might lead to an unwillingness on 
the part of estimators to generalise their expertise on one type of building to 
the wide range of residential buildings.  However the generally low level of 
expertise observed with old peoples' homes, which is a specific type of 
residential building casts some doubt on this explanation.  Client type seems 
more relevant in that a high level of expertise observed with speculative 
buildings and a low level of expertise was observed with old peoples' homes.  
The client types are predominantly private and public bodies respectively.   
 
Experience length 
 
The subjects were divided into five groups and the average level of expertise 
calculated for each group and building type.  Table 3.11 shows the groupings 
adopted and the results.  Figure 3.3 plots experience level against building 
type for the five groups.  
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Figure 2.4:Expertise level against building type for the different 
expertise levels 
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Table 3.11: Average level of expertise by experience length and building type  
 
  Building type          Group 
        1  2  3  4  5  
 
  Primary schools   2.38 3.03 1.77 2.87 2.91 
  Secondary schools   2.19 2.92 1.82 2.86 2.90 
  Other educational   2.28 2.83 1.90 2.84 2.90 
  Sheltered houses   2.54 2.88 2.38 2.82 2.91 
  Other residential   2.68 2.92 2.55 2.82 3.01 
  Offices    2.87 2.99 2.74 2.86 3.05 
  Shops     2.99 3.02 2.73 2.87 3.07 
  Other commercial   3.08 3.08 2.80 2.89 3.10 
  Unit factories   3.12 3.10 2.85 2.89 3.13 
  Warehouses    3.19 3.11 2.91 2.93 3.17 
  Other industrial   3.21 3.12 2.94 2.94 3.17 
  Health centres   3.19 3.09 2.91 2.92 3.18 
  Old People's homes  3.17 3.07 2.88 2.91 3.17 
  Other social/medical  3.17 3.06 2.88 2.92 3.18  
 
 
 
The table below lists observations on the five groups based on both Table 3.11 
and Figure 3.8.   
 
Group 1: Experience 5 to 14 years 
    1Expertise level is highly variable with building type   
    2Had the highest level of expertise for building types 11, 12 and 13   
    3Shows a generally high level of expertise for building types 7 to 15   
    4Shows a generally low level of expertise for building types 1 to 6   
 
Group 2: Experience 15 to 24 years 
    1Expertise level is only a little variable with building types.   
    2Had the highest level of expertise for building types 1 and 2.   
    3Shows a generally high level of expertise for all building types. 
 
Group 3:  Experience 25 to 29 years 
    1Expertise level is highly variable with building type.   
    2Had the lowest level of expertise for all building types except 11, 12 
and 15.   
    3Had joint lowest levels of expertise with group 4 for building types 11, 
12 and 15.   
 
Group 4: Experience 30 to 34 years 
    1Expertise level is the least variable with building type. 
    2Showed a generally high level of expertise for all building types. 
 
Group 5: Experience 35 to 44 years 
    1Expertise level is only a little variable with building type.   
    2Had the highest level of expertise for building types 3, 4, 5, 6, 7, 8 
and 15.   
    3Showed the highest level of expertise of all groups.   
 
The high variability in expertise level observed with group 1 may be explained 
by the fact that the subjects in this range of experience have not been in the 
industry long enough to have had experience of many building types.  That 
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observed with group 3 is less easy to explain in that group two shows less 
variability.  However it may be that the subjects in this group are taking on 
other aspects of quantity surveying work, management for example.  As such they 
are not out of touch with estimating.  On the other hand both groups 4 and 5 
showed little variability.  Could it be that at this experience level one will 
have settled down to estimating as a life-long career?  The management aspect of 
estimating will be considered further later.   
 Some of the highest levels of claimed expertise were observed with group 1.  
The high variability in expertise level with building type makes subjects in 
this group unreliable estimators in general building terms.  Group 5 on the 
other extreme showed both some high claimed expertise levels and little 
variability with building types.  This group would therefore seem to be the best 
for early stage estimating.  Group 3 with generally low levels of claimed 
expertise and high variability is the poorest.  Notwithstanding the least 
variability observed with group 4, group 2 had comparable variability and a 
generally higher level of claimed expertise. 
 The following is an ordering of the groups in terms of suitability to 
estimating:   
      1   Experience 35 to 44 years   
      2       "    15 to 25   "   
      3       "    30 to 34   "   
      4       "     5 to 14   "   
      5       "    25 to 29   "   
 
Number of projects and experience length 
The analysis according to number of projects indicated the existence of other factors 
that affect claimed expertise level.  Experience length too has failed to prove itself an 
'all important' factor in that the above ordering shows that long experience is not 
necessarily associated with good estimators.  The differences in claimed expertise levels 
for public client orientated and private client orientated buildings shows that client 
type is another factor to consider.  An explanation was suggested for the low levels of 
claimed expertise with subjects with experience length 25 to 29 years which crosses the 
boundaries of experience length and number of jobs.  Thus neither experience length nor 
number of projects should be looked at in isolation.  They should be considered in the 
light of other factors which may or may not be equally important. 
 
 
SKILLS, TECHNIQUES AND OTHER CHARACTERISTICS 
 
Introduction 
What skills do estimators acquire through job experience and/or long experience and/or 
otherwise?  Skitmore (1985) put a similar question to his subjects (p 104).  A ranking of 
the skills given on the basis of the number of subjects who referred to a particular 
skill is given in Table 3.12. 
 These skills together with those contained in the definitions of experts were 
incorporated into the questionnaire in part 2.  A further question incorporated was 
whether it was important for an expert estimator to consider himself an expert or to be 
considered by others as an expert.  In part 2 of the questionnaire the subjects were 
asked to rate the skills and characteristics according to their importance to estimators 
on a five-point scale ranging from low to high.  They were also asked to give any other 
characteristics they felt to be important and rate them on a similar scale.  For 
convenience of analysis, the points on the scale were assigned numbers 1 to 5. 
 
 
 
Table 3.12: What skills does an expert estimator possess?  
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  Skill        Number of subjects  
 
  Ability to apply experience     5 
  Possession of all information available   4 
  Ability to assess information you have   4 
  Can see job as a whole very early    3 
  Feel for the market      3 
  Thoroughness and accuracy     3 
  Can work logically      2 
  Analytical brain and numeracy     2 
  Intuition and flair      2 
  Knowledge of labour and material prices   2 
  Awareness of clients requirements    1 
  Know if price estimated is right one   1 
  Can fine tune estimates of non experts   1 
  Others        3  
 
Source:  Skitmore (1985) 
 
 
Analysis of the given skills and characteristics 
For each of the given characteristics the number of subjects who ticked each of 
the importance levels 1 to 5 were counted.  The results are given in Table 3.13. 
 The score with the highest number of subjects, the maximum for the purposes of 
this analysis, for each characteristic was noted.  Table 3.14 shows the 
characteristics arranged in decreasing order of the numbers at the maxima as 
indicated by the figures in brackets. 
 The results in Table 3.13 clearly indicate that there are differences in the 
importance of various characteristics.  A chi-squared value of 1292, calculated 
on the basis of an expected probability of one fifth for each of the points on 
the scale, was found to be significant at the 1% level.  The arrangement of the 
factors in descending order of importance based on the maxima is therefore 
justifiable.  To get some idea of the spread in opinion, standard deviations and 
coefficients of variation of the percentages under importance levels 1 to 5 were 
calculated as shown in Table 3.14.  The more the number of subjects who chose 
one importance level the less the variability in importance level, the more the 
variability in the numbers of subjects under the importance levels.  The high 
number at the maximum has the effect of diminishing the numbers of subjects in 
the other importance levels. 
 In Table 3.14, the certainty with which it can be said that one 
characteristic is more important than the next one decreases down the list until 
the next level of importance is reached.  It appears that no one characteristic 
has a meaningful importance on its own, but groups of characteristics may assume 
an importance level quite distinct from another group of characteristics.  The 
scale used may have some bearing on this tendency in that it is divided into 
five distinct points and the method of arranging the characteristics utilized 
those points.  The groupings, however, will facilitate discussion of the 
results.  The nature of characteristics under each importance level is now 
discussed. 
 
 
 
 
 
Table 3.13: Number of candidates per importance level for the given characteristics  
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        Low        High 
  Characteristic    1 2 3 4 5  
 
  Ability to identify important   0  0  6 19 72 
  aspects of project 
  Ability to visualise the    8 14 20 26 29 
  finished building 
  Analytical ability    0  0  9 23 29 
  Awareness to client's requirements 0  0  9 22 67 
  Considered by others to be an  15 15 30 13 25 
  expert 
  Considered by self to be an expert 21 18 33 11 15 
  Coping with insufficient    0  2  6 29 61 
  information 
  Judgement and intuition    0  0  9 28 61 
  Knowledge of market conditions  1  2 19 33 43 
  Length of time in the profession 12 16 38 22 10 
  Logical and systematic approach  2  7 18 39 32 
  Memory for details of similar   3  9 32 39 15 
  projects 
  Memory for details of current   4 11 27 31 25 
  project 
  Natural aptitude for estimating  1  6 36 26 29 
  Personality factors   18 28 37 10 4 
  Prepared to take risks   25 21 27 18 7 
  Qualifications    36 25 23 8 6 
  Skills acquired in practising job  1  2 13 32 50 
  Training at post-qualification 16 19 40 16 7 
  stage  
 
  Notes: 
 
     One subject, not necessarily the same subject, did not rate the following characteristics: 
 
  1. Ability to identify important aspects of the project. 
  2. Ability to visualise the finished building. 
  3. Personality factors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Table 3.14:Characteristics in decreasing order of importance  
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  Characteristic      Max S Dev  COV  
 
  1. Maximum of importance level 5 
  Ability to identify important aspects of  72 31.5 156.8 
  project 
  Awareness of client's requirements   67 28.6 142.8 
  Analytical ability     66 28.9 140.8 
  Coping with insufficient information  61 26.2 132.1 
  Judgement and intuition     61 26.3 131.7 
  Skills acquired in practising the job  50 21.5 107.5 
  Knowledge of market conditions   43 19.0  94.9 
  Ability to visualise the finished building 29  8.9  44.3 
 
  2. Maximum at importance level 4 
  Logical and systematic approach   39 16.1  80.7 
  Memory for details of similar projects  39 15.8  78.1 
  Memory for details of current project  31 11.8  58.8 
 
  3. Maximum at importance level 3 
  Training at post-qualification stage  40 12.5  62.5 
  Length of time in the profession   38 11.5  57.5 
  Personality factors     37 13.8  68.7 
  Natural aptitude for estimating   36 15.6  77.8 
  Considered by self to be an expert   33  8.5  42.6 
  Considered by others to be an expert  30  7.6  38.1 
  Prepared to take risks     27  8.0  40.1 
 
  4. Maximum at importance level 2 
  Qualifications      36 12.8  64.0  
 
 
 
Maximum at importance level 5 
The estimator must have an ability to identify important aspects of the job.  
Most of the factors allude to this characteristic.  If he is to identify those 
aspects, he must be aware of what the client requires, or expects to get.  He 
must have the ability to analyse the client's brief.  He must use his judgement 
and intuition to cope with insufficient project information.  He should 
preferably be able to visualise the building. 
 Skills acquired in practising the job will help him to both analyse the 
project information and do the estimate.  The emphasis on important aspects of 
the building suggests a recognition of the fact that estimators must work with 
minimal information.  The estimator must be aware of market conditions.  Having 
arrived at an estimate, he must have an opinion as to whether the client can 
obtain that building under the prevailing market conditions or at the likely 
tender date. 
 
Maximum at importance level 4 
These characteristics deal with the process of estimating itself.  He must adopt 
a logical and systematic approach.  As he has no detailed information to work 
on, memory for details of similar projects will enable him to make allowances 
for items likely to occur.  Whatever information he has on the current project, 
he must bear in mind at all times. 
 To some extent, memory for details of similar projects will help the 
estimator to interpret the requirements of the current project.  It will give 
the estimator a feel for the job. 
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Maximum at importance level 3 
Most of these characteristics deal with how the estimator attains the 
characteristics.  As well as having a natural aptitude in estimating it is 
important that he undertakes training at post-qualification stage.  Some of the 
skills can however be acquired through experience.  The longer one stays as an 
estimator the more likely he is to acquire such skills.  Personality factors 
will affect his approach to his work and his relationship with his colleagues, 
for example, is he prepared to take risks. 
 It seems unimportant who judges his performance, himself or others.  However 
it is of some importance that he is considered an expert.  Perhaps this will 
also determine his future as an estimator! 
 
Importance level at level 1 
Qualifications are generally held to be poor indicators of expertise.  This may 
indicate that most of the characteristics are either acquired in practising the 
job, a view strengthened by the high importance level attached to such skills by 
the subjects, or occur naturally in estimators. 
 
The characteristics generally 
The above discussion has shown that the subjects attached great importance to 
skills that enable estimators to understand the nature of the building and 
almost equal importance to skills enabling them to have a knowledge of market 
conditions.  Skitmore (1985, p.201) found that given an indication of project 
type and size, "...the information available to the subjects had little, if any, 
effect on improving accuracy of forecasts, such changes in value that did occur 
being apparently of a random nature...".  It may be postulated that given an 
indication of the type and size, the subjects formed opinions about the nature 
of the project and used their knowledge of market conditions to assess the 
likely cost.  Subsequent information had little effect on the market price. 
 A logical and systematic approach is important for analysing the available 
descriptions of the building as well as analysis of the market price.  However 
it is reminiscent of the logical steps in any building process.  It seems, 
therefore, that the estimator must be aware of construction processes.  He must 
have "...completed project from start to end..." (Skitmore, 1985, p.99). 
 
Analysis of characteristics entered by subjects 
The characteristics entered by the subjects are listed in Appendix B using the 
terminology employed by them.  These were classified into groups as shown in 
Tables 3.15 (a) to (j).  Most of the subjects considered their entries very 
important.  The majority gave the importance level of 5, few gave the importance 
level of 4 and fewer still gave an importance level of 3.  A notable exception 
is 'luck' where one of the subjects gave an importance level of 1. 
 
The estimators' relationship with other members of the design team 
Table 3.15 reveals the high priority given by respondents to managerial skills 
in contrast with the usual reality where little managerial responsibility is 
delegated to estimators.  It seems that the early stage estimator must be 
allowed similar responsibilities to others involved in equally important aspects 
of the process. 
 The skills needed to achieve the above objectives are to have a feel or the 
ability to assess the client's requirements and convince others of your  
Table 3.15:Classification of Characteristics given by subjects  
 
a. The estimator's relationship with other members of the design team 
  (2)'Managerial' skills, to manage other professionals, clients, etc to 
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achieve objective.  
 (12)Ability to assess and understand your clients requirement, who may not 
necessarily be able to instruct you.  
 (20) A feel for what the client expects.  
 (21) Ability to convince others of your opinion.  
 (24) Knowledge of design team.  
 (26) Close liaison with other members of the design team.  
 (31)Knowledge of architect's approach to design - affects costs by up to 5-
6%  
 (33) Able to guide the design team before design commences.  
 (45) Knowledge of client's/architect's past record.  
 (47) Know your architect.  
 (48) Know your architect's failings.  
 
b. Knowledge of costs other than construction 
  (1) Knowledge of commercial rents, values and funding systems. 
 (28) Awareness of cost aspects other than  
 
c. Data records and feedback 
  (3) Establish in house records/feedback on 
  (5) A comprehensive data bank. 
 (23) Ability to research and find appropriate information. 
 (35) Suitable record of estimates proved by actual tenders. 
 (36) Access to and ability to retrieve special cost data. 
 (37) Records. 
 
d. Communication 
 (10) Presentation of estimate. 
 (11) Ability to extract information/advice/assistance from specialist 
sources the office at minimal notice. 
 (19) Communication/presentation. 
 (27)Ability to interpret client's and other requirements without detailed 
information. 
 (33) Presentation of estimate to team and employer 
 
e. Speed, accuracy and pressure 
 (29) Speed and accuracy. 
 (34) Speed. 
 (38) Ability to act quickly. 
 (40) Dealing with speed and pressure. 
 (41) Ability to respond to design changes instantly. 
 
f. General knowledge of price levels 
 (6) Being able to recognize an overall 
 (18) General knowledge of pricing and ability without continual reference. 
 (32) The ability to assess the reliability estimate. 
 (39) Awareness of future price increases for materials. 
 (42) Pure gut feel. 
 (43) Gut feeling.  
 
 
 
opinion.  "Others" includes the client himself because he may not necessarily be 
able to instruct you as to what he requires.  All this would be ineffective 
without the estimator knowing what the other members of the design team are 
doing and vice-versa.  He must therefore closely liaise with them.  The need for 
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effective liaison within the design team was recognized by the Royal Institution 
of Chartered Surveyors in the publication, Pre-contract Cost Control and Cost 
Planning, Quantity Surveyors Practice Pamphlet No 2, 1982.  They list the 
various information requirements of the quantity surveyor from other members of 
the design team and from the quantity surveyor to the other members. 
 The architect, as an important member of the design team, can easily 
frustrate the efforts of the estimator through his failings.  The estimator 
would therefore be well advised to know him in general, his failings, his past-
record and his approach to design. 
 
Knowledge of costs other than construction costs 
The costs referred to in Table 3.15 are commercial rents, values and funding 
systems.  Commercial rents and values may be part of what the client expects to 
get from the project if he lets or sells the property.  These will determine the 
overall viable cost the client is prepared to pay to get the building.  The cost 
will also be affected by any costs such as interest payments that the client 
will have to pay in obtaining the funds for the project.  If he is funding it 
using his own assets, these costs may be the profit he foregoes by not investing 
in alternative ventures, ie the opportunity cost.  Ferry and Brandon (1984, 
p.66) write "...At the root of any budget for a specific design is the allowance 
made by the developer for the building in overall costs of the project, which 
... include ... cost of land, legal fees, design fees, external works, loan 
charges, interest on money expended during development, and advertising 
costs...". 
 
Data records and feedback 
Subjects primarily referred to in-house records.  The estimator must have the 
ability to establish such records and feed the information back in subsequent 
jobs.  Such a data bank should be comprehensive.  It may include estimates 
proved by actual tenders. 
 Three subjects did not specify the type of records.  Presumably, they meant 
both in-house and external records such as the BCIS files.  Asked whether they 
"...normally use BCIS files..." Skitmore's twelve subjects answered 'yes' with a 
majority of 2 to 1, although seven of the eight who said 'yes' qualified their 
answers.  The specification was referred to by one subject.  Whatever the source 
of information, the estimator must have the ability to access it, retrieve the 
appropriate information and use it as a feedback into new projects. 
 
Communication/Presentation 
 The estimator must have the ability to interpret the client's and other 
consultants requirements without detailed information.  When considering the 
estimator's relationship with other members of the design team, it was pointed 
out that the client may not necessarily be able to instruct him as to what he 
requires.  The ability to interpret his information and that of other 
consultants must therefore be of paramount importance if the estimator is to 
estimate the right project.  The analysis of given characteristics has also 
shown that this ability is of great importance.  "...Awareness of client's 
requirements is the phraseology used by Skitmore's subjects..." (Table 3.12). 
 The estimator must also have the ability to extract 
information/advice/assistance from sources outside the office at minimal notice. 
 This is perhaps a reference to the services elements.  It is recognised that he 
may not have the expertise to estimate these aspects of the work.  He must 
therefore know his limitations and speedily seek advice.  In his comparison of 
cost control of engineering services and other elements, Ashworth (1983, p.9-10) 
takes the view that the preparation of contract documents and the cost control 
of these services is largely the province of the services engineer.  However he 
68  Analysis of Postal Questionnaires 
 
 
does acknowledge that due to their sometimes high value in proportion to other 
elements the quantity surveyor is being involved more and more. 
 Having made his estimate, he must communicate it effectively to the team and 
the employer.  The fact that one of the candidates takes care to separate the 
two suggests that he/she would use two different methods to present the estimate 
to the employer and the rest of the design team.  The RICS's practice pamphlet 
number 2, Pre-contract cost control and cost planning, specifies different 
requirements in the information communicated by the quantity surveyor to the 
client and the individual members of the design team. 
 
Speed, accuracy and pressure 
Identified under this heading are the general speed with which he undertakes his 
tasks, responds to design changes and the accuracy with which he does so.  His 
speed must be such as would enable him to cope with pressure.  The type of 
pressure is not specified.  However pressure of other work within the office and 
urgency with which the estimate was required by either the employer or the other 
members of the design team would be contributing factors.  According to Morrison 
and Stevens (1981), the estimator cannot rely on traditional estimating systems 
to compensate for his lack of speed because they fail this test of a good 
estimating system. 
 
General knowledge of price levels 
Having estimated an overall budget the estimator must have the ability to 
recognise whether it is realistic.  How he does this is not specified but a 
record of estimates proved by actual tenders may be used.  The issue is whether 
contractors wold be prepared to do the work for the overall estimate budget.  
This is the "... Top-down approach ..." considered by Skitmore (1985, p.200) as 
"...worthy of serious study...".  'Pure gut feel' and 'gut feeling' are some of 
the words used, suggesting that the ability to recognise the budget should be 
instinctive.  The estimator should not have to think about it.  The need to have 
a knowledge of the market has been identified both here and in Skitmore's 
research with twelve experts. 
 One of the subjects indicated the need for the estimator to have a knowledge 
of pricing and the ability to recall without continual reference.  This could be 
the pricing of items in a bill of quantities, for example the rate for a cubic 
metre of excavation or the pricing of the contractors resources, for example the 
rate for a gang of bricklayers per hour.  Both methods would constitute the 
"bottom-up approach" (Skitmore, 1985, p.200). 
 Using either approach, the estimator must assess the reliability of his 
estimate.  An awareness of future price increases for labour and materials 
should provide him with some indication of future increases in costs to the 
contractor and therefore the tender.  The traditional approach is to update the 
estimate to the tender date using one of the BCIS indices.  Being a 'good 
communicator', the estimator will presumably inform all concerned as to the 
reliability of his estimate. 
 
Knowledge of construction 
Knowledge of the way a contractor works should provide the estimator with a 
basis for his estimate.  He should be able to make due allowance for unforeseen 
items.  This perhaps is a reference to the allowance the contractor's estimator 
makes in his tender for such occurrences as inclement weather.  One way of 
making sure most of the items of cost are included, it is suggested, is to have 
an ability to imagine construction from the ground up.  Knowledge of 
construction has been mentioned in connection with the need for the estimator to 
adopt a logical and systematic approach. 
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Technical Knowledge 
The estimator must have a knowledge of building forms, else he will not be able 
to interpret the client's requirements sensibly.  He must have a sense of 
proportion.  This will enable him, it is presumed, to assess whether the cost 
allocated to any particular part is realistic.  He must therefore be aware of 
the cost-significant parts of the building, that is an ability to see 'the wood 
from the trees'.  A general technical knowledge should prove useful. 
 
Experience 
Experience should enable the estimator to gain practical knowledge and a 
knowledge of one's competitors.  It is likely that 'competitors' here means the 
contractors likely tender for the job.  That is the interpretation that would 
apply to early-stage estimators.  Such a knowledge would enable the estimator to 
assess how keenly the contractors will tender for the job.  In section 2 
experience has been considered in terms of number of jobs, length, type and 
building type.  The requirement to know ones competitors may be interpreted as 
knowledge of the contractors in the locality.  For example keen competition may 
be expected where there are a large number of contractors with a reasonably 
similar capacity to do the work. 
 
Luck 
A literal interpretation of this one-word characteristic given by two subjects 
is that the estimator should have luck on his side.  Clearly if his estimates 
are wildly inaccurate luck will not do him much good.  It is therefore suggested 
that luck should go hand in hand with an intuitive knowledge of overall 
construction cost.  Such an intuitive approach is supportive of the "top-down" 
approach referred to earlier. 
 
General assessment 
 
Table 3.16:Headings and the way the subjects rated them  
 
               Score 
  Heading       3 4 5  
 
  Estimator's relationship with other members 
  of the design team.     0 0 10 
  Technical knowledge     0 1  5 
  Data records and feedback    0 2  4 
  Communication      0 1  4 
  Speed, accuracy and pressure   0 1  4 
  General knowledge of price levels   0 1  4 
  Experience     0 1  2 
  Knowledge of construction    1 1  1 
  Knowledge of costs other than construction 
  costs       0 1  1 
  Luck (one had an entry of 1)   0 0  1  
 
 
Table 3.16 shows the number of subjects who gave importance levels of 3, 4, and 
5 to any of the characteristics under each of the headings in order of 
decreasing importance.  This ranking is based on the location of maxima as well 
as the total number of subjects under the heading. 
 
 
COST FACTORS 
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Introduction 
In his research with twelve experts, Skitmore found a number of factors in his 
subjects' responses to the question "What are the most important factors to be 
considered when estimating construction prices?".  Table 3.17 lists the factors 
he obtained and the number of subjects who considered each factor to be 
important. 
 
 
Table 3.17:The most important factors to be considered when estimating 
construction prices  
 
  Factors       Number of subjects  
 
  Construction/quality/specification   10 
  Type of job/building       8 
  Location          7 
  Client/budget/cost/limit      6 
  Building complexity/shape/size     6 
  The architect        5 
  The site         4 
  Market level        3 
  Type or level of information available    2 
  Timing of scheme      2 
  Others         5  
 
  Source: Skitmore(1985) 
 
 
As stated earlier, in estimating tests with the same subjects he found the first 
guess based on an indication of project type and size of building to be of 
primary importance.  There was little improvement in accuracy of the estimates 
with the provision of further information. 
 This section examines the perceived importance of these factors both in 
general building projects and specific building types.  In part 2 of the 
questionnaire, the subjects were asked to rate given cost factors on a scale 
from 1 to 5 according to the importance they would attach to the factor when 
estimating both general building work and the specific types of building shown 
in Appendix A.  For each project type, the number of candidates who gave a 
particular level of importance were counted for each factor.  The results are 
shown in Appendix C.  For each project type, an arrangement of the factors in 
descending order of importance was done using the method outlined for skills and 
characteristics of estimators. 
 
General building work 
Table 3.18 shows the results for general buildings.  The first three factors 
deal with the building fabric.  The size of building tells the estimator 
something about the quantity of work involved, and the size of components and 
structures to be used.  Quality and services together fix the type of materials 
to be used and influence the layout of internal spaces.  If low quality 
insulation is used, for example, the building is likely to contain heavy heating 
and ventilation equipment. 
 
 
Table 3.18:Importance of factors for general building work  
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  Factor    No %Cent S Dev C O V  
 
  Maximum at level 5 
  Quality    38 40.9 16.3 81.2 
  Size of building 32 35.2  9.4 47.2 
  Services    30 33.0 16.3 81.5 
  Market Conditions  29 31.5 11.7 58.6 
  Cost limits   29 31.9  8.0 40.1 
 
  Maximum at level 4 
  Complexity  43 46.7 18.2 91.0 
  Designers    31 34.4 12.5 60.7 
 
  Maximum at level 3 
  Geographical location  34 36.6 12.3 61.7 
  Site characteristics  29 31.5 13.2 66.3 
  The client  28 30.8  7.5 37.7 
  Number of storeys  26 28.6  5.8 28.9 
 
  Maximum at level 2 
  Time, Penalties   23 25.6  6.4 32.2 
 
  Maximum at level 1 
  BCIS files  26 28.6  9.6 48.0  
 
 
 
Next in the list are market conditions and cost limits which give the estimator 
information about the price to be paid for the building.  It is interesting to 
note that BCIS files come last in the list.  This reinforces the view that 
estimators use the files as a secondary source of information.  Skitmore (p 113) 
writes "...from the data supplied, the BCIS is not used to any great extent 
beyond constructing an acceptable framework coupled with the use of the tender 
index...".  A characteristic of a good estimator given by some subjects is his 
awareness of market conditions.  The prominence of this as a cost factor in this 
section is indicative of the existence of a "top-down" approach in estimating.  
The estimator must be aware of what the market is prepared to pay for the 
building.  He must not rely only on the analysed bill of quantities rates.  Cost 
limits represent what the client is prepared to pay.  They set a ceiling on the 
cost to the client and act as a constraint on the estimator regardless of the 
market price of the job. 
 On the other hand contractors price for those jobs that clients are willing 
to pay for.  If all the tenders are too high the job is either redesigned or 
abandoned.  To some extent therefore they reflect the normal market price for 
the quality and size of building assumed. 
 Complexity and designers are the next factors in the list.  As well as the 
requirements of the client, the designer will have some influence on the 
complexity of the building.  The estimator should have some idea as to the 
designer's ability to design within his estimate.  The designer's relationship 
with contractors may influence the tender levels of the final account.  Morrison 
and Stevens (1981, p.7) give "...the management structure and responsibilities 
within the project team..." as one of the factors that will influence cost from 
a design point of view. 
 The constraints imposed on the contractor by the location and site 
characteristics will influence the price at which he is prepared to do the job. 
 The matter will be worsened by an uncooperative client who is not prepared to 
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fulfil his obligations to the contractor in accordance with the agreed 
conditions of contract.  Whether the contract imposes severe time restrictions 
or penalties on the contractor will be reflected in his tender.  The estimator 
must therefore know the geographical location, site characteristics, the history 
of the client, and the time restrictions and penalties imposed by the contract. 
 The client requirements are to some extent reflected in the quality and size of 
the building and its services requirements as well as the form of contract.  
According to the responses here, it is up to the estimator to interpret these 
requirements in the best way possible.  It is not surprising therefore that the 
client is not considered a very important cost factor by most of the subjects.  
On the other hand the estimator is costing what the designer will ultimately 
design.  The accuracy with which he will predict this design will be influenced 
by his knowledge of the designer, his history, favourite materials, etc as well 
as the designer's understanding of the client's brief; thus the need for the 
estimator to have 'an ability to convince others of his opinion'. 
 
Primary schools 
Table 3.19 shows the results for primary schools.  The prominence of cost limits 
is due to the fact that most primary school projects are undertaken by local 
authorities.  As there is no direct monetary profit, public accountability 
necessitates the setting of an upper limit of expense above which the project 
becomes unviable. 
 Before 1974, when, according to Spedding (1982), they were officially 
abolished, cost limits used to provide such an upper ceiling.  Ferry and Brandon 
(1984, p.79-80) write "...Recent government policy has been to abolish these 
rather inflexible cost limits and to replace them by "block allocations" of 
money where theoretically the local authority is allowed more discretion...".  
Once the local authority have allocated the money, say to educational buildings, 
the highest allowable cost of a single building must be fixed by some method.  
Spedding concludes his article with the statement "...whilst capital costs of 
buildings can be controlled, the quality of buildings provided, or the provision 
of intrinsic value for money is not measurable in quantitative terms.  Cost 
limits and index numbers of "cost of building" are relatively crude tools and we 
need better ones...".  This protesting statement, coming after 1974, and the 
prominence of cost limits in this survey suggest a transfer of the 
responsibility for enforcement of cost limits from central government to local 
authorities.  Quality, unlike in general building work comes second last in the 
list; thus further strengthening the view that the cost of primary schools is 
fixed by cost limits other than aspects of the design.  Apart from heating and 
ventilation, primary schools are generally not heavily serviced.  Services are 
therefore not important cost factors in primary schools.  The designers' 
influence on cost is likewise diminished by the prominence of cost limits. 
 Market conditions, complexity, geographical location and site 
characteristics assume importance levels comparable to their importance levels 
in general building work.  The imposition of cost limits will not affect the 
operation of these factors.  The application of cost limits makes allowance for 
features of and aspects unique to particular projects as 'abnormals'.  Apart 
from the designer, complexity is also influenced by the site characteristics and 
the internal space arrangement.  Where many departments are to be housed under 
one primary school building, the internal space layout is of paramount 
importance. 
 
 
Table 3.19:Importance of factors for primary schools  
 
  Factor     No %Cent S Dev  COV  
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  Maximum at level 5 
  Cost limits    54 62.1 24.2 121.1 
  Size of building  30 34.9  9.0  45.1 
  Market Conditions   26 28.9  9.5  47.5 
 
  Maximum at level 4 
  Complexity   30 34.5 12.0  60.2 
 
  Maximum at level 4 
  Services     36 41.9 14.9  74.4 
  Geographical location   34 39.1 12.7  63.3 
  Site characteristics   32 36.8 14.7  73.3 
  Designers     31 36.1 10.7  53.7 
  Quality     25 29.1 11.4  57.2 
  BCIS files   25 28.7  8.4  42.0 
  Time, Penalties    25 29.1  8.4  42.0 
 
  Maximum at level 3 
  The client   25 28.7  8.2  42.0 
  Number of storeys   25 28.7  7.3  35.5  
 
 
 
Primary schools are usually limited to three storeys.  As such the effect of 
storey height is minimal.  As pointed out, the biggest single client for primary 
schools is the local authority in any given area.  The contractors are familiar 
with their terms of engagement.  The estimator need not make any extensive 
allowances so long as the building fulfils its functions. 
 BCIS files play a more important role in primary school work than general 
building work, so do time and penalties.  BCIS files contain a lot of 
information on local authority and other public building work.  The bodies 
involved can afford the cost involved in cost analysis and are therefore able to 
send more analyses to the BCIS.  Primary school work is usually programmed to 
coincide with the beginning of the summer term.  Non-compliance with this 
programme by the contractor is likely to cause inconvenience to the local 
authority and the pupils. 
 
Sheltered housing 
Table 3.20 shows the results. 
 Much of what has been said about cost limits above is applicable to 
sheltered housing.  There are no significant differences in the importance 
levels of cost limits, size of building, market conditions, complexity, site 
characteristics, and geographical location.  Services have a much less important 
role to play in sheltered housing than in primary schools.  Since such buildings 
are mostly one to two storeys, there is no need to have elaborate services such 
as lifts, or ventilation equipment.  Designers and quality have a more important 
role in sheltered housing.  This is a reflection on the many different designs 
and quality standards achievable.  Such buildings must satisfy stringent fire 
requirements and safety standards.  The influence of cost limits however is such 
as to allow little room for the designer's influence. 
 
 
Table 3.20:Importance of factors for sheltered housing  
 
  Factor     No %Cent S Dev  COV  
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  Maximum at level 5 
  Cost limits    49 55.7 20.3 101.3 
  Size of building  29 33.0  8.5  42.4 
  Market Conditions   26 29.2  9.2  45.9 
 
  Maximum at level 4 
  Complexity   36 40.5 14.2  71.0 
  Designers     31 35.2 12.2  60.9 
  Site characteristics   31 34.8 14.5  72.3 
 
  Maximum at level 3 
  Quality     33 35.2 13.5  67.3 
  Geographical location   31 34.8 11.8  58.8 
  Services     31 34.8 11.7  58.6 
  Number of storeys   24 27.0  6.5  32.6 
  The client   22 24.7  4.5  22.6 
 
  Maximum at level 2 
  BCIS files   30 33.7 10.5  52.6 
 
  Maximum at level 1 
  Time, Penalties    27 30.7  9.3  46.4  
 
 
This measure of flexibility makes the information in BCIS files less applicable 
to sheltered housing than was observed for primary schools.  The fact that there 
is no crucial date for occupation makes the application of time limits and 
penalties less stringent.  The position of these two factors is therefore less 
prominent than for primary schools. 
 
Offices 
Table 3.21 shows the results. 
 Quality in general building work is the most important factor the estimator 
must consider.  Size of building and services are the next factors.  These, as 
pointed out earlier, give the estimator information about the building.  Their 
prominence in office buildings reflects both the variety in office types and 
designs and the influence of the design chosen by the designer.  The big 
influence of client types is indicated both by his prominence as a cost factor 
and the not insignificant role played by cost limits.  The RICS in their 
publication, Introduction to Cost Planning, state that commercial developments 
are frequently undertaken jointly by developers to set their own cost limits but 
these are usually based on the cost advice given to them by their advisers and 
form part of the estimating process. 
 
 
Table 3.21:Importance of factors for offices  
 
  Factor     No %Cent S Dev C O V  
 
  Maximum at level 5 
  Quality     47 52.2 19.7 98.7 
  Services     43 47.8 18.7 93.6 
  Size of building  35 38.9 12.0 60.0 
  Market Conditions   31 34.1  7.4 36.9 
  The Client   29 31.9  8.7 43.5 
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  Cost limits    27 30.7  6.2 31.0 
 
  Maximum at level 4 
  Complexity   36 39.6 16.9 84.4 
  Designers     36 40.0 14.0 69.8 
  Time, Penalties    24 26.4  3.9 19.6 
 
  Maximum at level 3 
  Geographical location   32 35.2 10.1 50.7 
  Site characteristics   30 33.0 13.8 68.8 
 
  Maximum at level 2 
  BCIS files   30 33.3 10.9 54.4  
 
 
 
Complexity, designers, time limits and penalties all have high importance levels 
reflecting the wide range in uses of offices, the designer's great influence and 
the variety of procurement methods and accompanying conditions of contract.  
Geographical location and site conditions are not influenced by any of the above 
considerations.  They occupy the same positions as primary schools and health 
centres.  BCIS files are of the least importance.  This perhaps reflects the 
difficulty of finding a similar job in the files, but may also mean that most 
estimators have adequate in-house information on offices.  The wide variety in 
clients and types may mean that most estimating offices will have been involved 
in an adequate number of projects to satisfy their needs. 
 
Factories 
Table 3.22 shows the results. 
 Size of building is the most important cost factor.  Unlike offices quality 
has a less important role than either market conditions or cost limits.  Most 
manufacturers maintain a planning department with a buildings section.  The cost 
limits in such circumstances are set by the budget allocated to these planning 
departments.  Thus the estimators must be aware of them. 
 Despite the prominence of cost limits, quality has an important role as a 
cost factor.  This reflects the many different types of factories and forms of 
construction.  The cost limit itself is set by individual clients other than one 
big body as for primary schools and sheltered houses.  The designer must also be 
aware of the needs of the client.  There is therefore great variety in quality. 
 It is perhaps surprising that complexity should be a significant cost factor 
as most factories are usually single storey.  One possible explanation is that 
the building fabric and structure must be designed to accommodate the machinery 
to be housed in the building.  The variety of machinery in the manufacturing 
industry necessitates variety in the complexity of the buildings. 
 
 
Table 3.22:Importance of factors for factories  
 
  Factor     No %Cent S Dev C O V  
 
  Maximum at level 5 
  Size of building  31 34.8  9.0 45.2 
  Market Conditions   30 33.3 11.1 55.4 
  Cost limits    28 32.2  7.4 36.9 
  Quality     27 30.1  9.5 47.5 
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  Maximum at level 4 
  Complexity   25 27.8  7.9 39.5 
 
  Maximum at level 3 
  Designers     30 33.7  8.9 44.5 
  Site characteristics   29 32.2 13.3 66.6 
  Geographical location   27 29.7  9.2 46.2 
  Services     26 28.9  8.4 41.8 
  The client   23 25.8  6.0 30.1 
  Time, Penalties    21 33.3 11.1 55.4 
 
  Maximum at level 1 
  BCIS files   30 33.3 11.7 58.7 
  Number of storeys   29 32.2  7.8 38.9  
 
 
 
Like offices, there are many methods of procurement and the estimator must 
satisfy himself as to the risks involved in the proposed procurement method and 
the conditions of contract to be used.  These will be influenced by the client's 
needs. 
 Design and build or package deal contracts are more prevalent in this type 
of building than any other type.  This is because of the prevalence of 
specialist systems in this type of building.  As such early stage estimators may 
not be fully conversant with some of the systems and BCIS files may be 
inapplicable.  The estimators are not given the opportunity to prepare cost 
analyses.  The number of storeys as pointed out is usually restricted to one.  
Number of storeys and BCIS files are therefore of the least importance of all 
the factors.  The existence of planning sections within individual organisations 
may mean that data is readily available to the estimator for his estimates on 
those projects where he is appointed but it may not be in the right form. 
 
Health centres 
Table 3.23 shows the results. 
 The Table is basically similar to that for sheltered housing.  Notable 
exceptions are the positions occupied by services, quality, and BCIS files. 
 The level of services in health centres is significantly greater than in 
sheltered houses.  Account must be taken in health centres of the equipment 
needed by staff and the special needs of different types of patients must be 
taken into account.  The quality must be such as will provide adequate fire 
protection to enable evacuation of the patients in case of fire.  Different 
designers have different abilities to meet such requirements and the estimator 
must take into account such abilities or even advise the designers himself if 
they overlook some of the important considerations.  As these buildings are 
mostly commissioned by local authorities, there should be adequate information 
in the BCIS files for the needs of the estimator. 
 
 
Table 3.23:Importance of factors for health centres  
 
  Factor     No %Cent S Dev C O V  
 
  Maximum at level 5 
  Cost limits    43 48.3 17.3 86.3 
  Services     31 34.8 15.9 79.4 
  Size of building  29 33.0  8.4 42.1 
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  Market Conditions   26 29.5  9.8 48.9 
 
  Maximum at level 4 
  Complexity   38 42.7 17.3 86.7 
  Designers     30 34.4 17.3 61.4 
  Quality     28 31.8 13.2 66.6 
 
  Maximum at level 3 
  Geographical location   31 34.8 12.2 60.8 
  The client   31 34.8  9.2 49.9 
  Site characteristics   29 32.9 13.0 64.9 
  BCIS files   25 28.1  8.5 42.3 
  Number of storeys   24 27.3  5.3 26.5 
  Time, Penalties    23 25.1  7.9 39.7  
 
 
 
An appraisal of the results 
It was noted that some of the subjects gave the same importance level to some of 
the cost factors on all the different building types.  This indicated that some 
subjects thought that some factors are universally applicable.  Table 3.24 lists 
the factors and the number of subjects who gave the same importance level to the 
factor irrespective of building type and those who distinguished the different 
building types. 
 A t-test (for correlated data) showed the results not to be significant at 
95% level.  This indicated that there was no significant difference between the 
means of the two groups.  The t value of 1.637 indicated a stronger consensus 
for the view that there should be no difference between the building types than 
the view that there should be some difference.  However the discussion above 
indicates that the importance levels of site characteristics, market conditions 
and shows high values in the 'no difference' column for these factors.  When 
these were omitted from the test, the calculated t value dropped from 1.637 to 
0.05.  This clearly is an increase in the strength of the view that the 
importance levels of individual factors should differ amongst the building types 
for the rest of the factors. 
 Although some of the subjects did not differentiate between different 
building types, the levels given for each factor differed from subject to 
subject.  Table 3.25 shows the number of subjects who gave the different levels 
of importance for each of the factors.  These results exclude those who did not 
give any level of importance. 
 A chi-squared value of 190.355 for all the factors was found to be 
significant at the 95% level.  Although these subjects did not distinguish the 
different building types they distinguished the different cost factors. 
 
 
Table 3.24:Subjects' ability to distinguish between different types of building  
 
  Factor   No Difference  Some Difference  
 
  Cost Limits   42    56 
  Size of building 59    39 
  BCIS files  57    41 
  Quality    47    51 
  Designers    49    49 
  Services    42    56 
  Complexity  45    53 
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  Site characteristics  70    28 
  The client  47    51 
  Number of storeys  48    50 
  Time, Penalties   53    45 
  Market Conditions  72    26 
  Geographical location  69    29  
 
 
Table 3.25:Levels of importance given by subjects who did not distinguish 
between building types  
 
         Importance level 
  Factor      1  2  3  4  5  
 
  Cost limits     5  7  0  2 21 
  Size of building   9  5  8  6 23 
  BCIS files   19 13 10  3  5 
  Quality      3  4  6  7 19 
  Designers      4  4  6  7 19 
  Services      1  1  8  7 18 
  Complexity    2  3  4 13 16 
  Site characteristics    0  7 21 14 21 
  The client    6  7 11  3 13 
  Number of storeys    9  7  8  4 13 
  Time, Penalties    15 11  5  9  6 
  Market conditions    2  7 14 18 24 
  Geographical location    3 15 22 12 10  
 
Despite the lack of any significant differences between the building types the 
following have been observed: 
 
(1) The general relative importance of the factors is as indicated in Table 3.18 
(2) Once the building type is known, the relative importance of the factors will 
be affected by: 
  (a)Rules and regulations affecting the method of fixing the upper limit of 
expenditure, 
  (b) Rules and regulations affecting the standards to be achieved, 
  (c) Time of the year when the building must be available, eg., school 
calenders. 
 
EXPECTED ACCURACY AND THE EFFECT OF BUILDING TYPE 
 
Introduction 
In estimating tests with his twelve subjects, Skitmore (1985, p.152) found a 
standard deviation of 21.31% taken around a mean error of 10.51% for the overall 
accuracy of the estimates.  Ashworth and Skitmore (1983, p.9) found that "...a 
suitable accuracy of forecasting in the early design stages would be of the 
order of 15% to 20% cv, improving to around 13% to 18% cv at detailed design 
stage immediately prior to receiving tenders...".  Skitmore (p.155) also found 
that better levels of accuracy tended to be associated with housing and school 
projects, a view shared by Morrison and Stevens, but found no evidence of a 
correlation between contract size and accuracy. 
 Skitmore's analysis (p.109) of the question "...How accurate do you expect 
to be?..." showed "...that there is a spread of between 2% and 20%..." in the 
expected accuracy.  In the light of the above accuracy figures some of the 
subjects were clearly too optimistic about their performance.  Ashworth and 
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Skitmore (p.9) comment "...It is a common belief of both quantity surveyors and 
estimators that they are able to predict the costs of a proposed construction 
project more accurately than can be proved by empirical tests...". 
 This section considers both the estimators' expected accuracy and the 
effects of building type and size. 
 
Expected accuracy 
The subjects were asked to indicate how accurate they expected to be on given 
building types both with and without cost planning (see Appendix A).  The number 
of subjects within the different ranges of accuracy was counted for each 
building type.  Table 3.26 gives the results with cost planning and Table 3.27 
gives the results without cost planning. 
 
 
Table 3.26:Expected levels of accuracy with cost planning  
 
  Building type <2% 2-5% 5-10% 10-15% 15-20% >20%  
 
  General  2 57 27 7  1  0 
  Primary school 7 51 27 4  1  0 
  Sheltered housing 11 52 27 4  1  0 
  Offices  9 48 27 9  1  0 
  Unit factories 15 51 23 4  0  0 
  Health centres 4 50 31 5  1  0  
 
 
Table 3.27:Expected levels of accuracy without cost planning  
 
  Building type <2% 2-5% 5-10% 10-15% 15-20% >20%  
 
  General  1 15 55 11  11  1 
  Primary school 0 25 47 9  4  2 
  Sheltered housing 3 24 43 14  5  1 
  Offices  1 22 38 19  9  2 
  Unit factories 6 22 45 13  4  1 
  Health centres 1 16 52 12  6  2  
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Figure 3.5:Graph of number of subjects against accuracy 
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Figures 3.4 (a) to (f) plot the number of subjects against accuracy using the 
centre of the range as the accuracy level corresponding to the number of 
subjects in that range.  Accuracy levels of 1% and 22.5% were assumed for the 
ranges less than 2% and greater than 20% respectively. 
 
 
Table 3.28:Arithmetic means, standard deviations and coefficients of variation 
with cost planning  
 
  Building type    Mean S Dev  COV Variance  
 
 General     8.3 5.7 68.3 32.49 
  Primary schools   8.3 4.9 59.6 24.01 
  Sheltered housing   7.7 5.3 68.6 28.09 
  Offices     7.7 6.6 86.3 43.56 
  Unit factories  7.4 5.4 73.0 29.16 
  Health centres  8.6 5.2 60.4 27.04  
 
From Table 3.26 it is noticed that no subject expected to be 20% out with cost 
planning.  More subjects expected to be less than 2% out with cost planning than 
without cost planning.  Without cost planning, more subjects expected to be over 
20% out. 
 All the graphs are approximately bell-shaped with a skew to the right.  The 
maxima for the graphs with cost planning are all within the range 2% to 5% and 
if the middle is chosen to represent that interval, the expected average 
accuracy may be deduced as 3.5%.  similarly the expected accuracy without cost 
planning may be deduced as 7.5%.  This represents an improvement in accuracy of 
estimating, due to cost planning, of 3.0%. 
 
 
Table 3.29:Arithmetic means, standard deviations and coefficients of variation 
without cost planning  
 
  Building type    Mean S Dev COV Variance  
 
  General     10.8 5.0 46.3 25.00 
  Primary schools   10.2 6.3 61.6 36.69 
  Sheltered housing   9.2 7.6 82.8 57.76 
  Offices     9.3 8.3 89.5 68.89 
  Unit factories  9.1 7.6 84.3 57.76 
  Health centres  10.3 6.9 66.6 47.61  
 
 
Using the same accuracy levels as above to represent the ranges, the arithmetic 
mean, standard deviation and coefficient of variation were calculated for each 
building type.  Tables 3.28 and 3.29 show the results with and without cost 
planning respectively.  The expected improvements were calculated from the 
difference between the ranges, with and without cost planning, given by each 
subject.  Table 3.30 gives the results.  The improvements ranged from 2.9% for 
primary schools to 3.7% for general building work and offices.  The coefficients 
of variation however are high.  This can be attributed to the fact that the 
graphs in figures 3.4 (a) to (f) are skewed to the right as well as the fact 
that the ranges in accuracy are large.  Using both Tables 3.28 and 3.29 a 
ranking of the building types in decreasing order of expected accuracy is as 
follows:- 
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 Unit factories 
 Offices 
 Sheltered housing 
 Primary schools 
 General building work 
 Health centres 
 
From the above analysis the following conclusions may be drawn:- 
 
(1) The average estimator expects to estimate with an accuracy much greater than 
is suggested by empirical measurement. 
(2) However the range in expected accuracy is much greater than suggested by 
empirical measurement. 
(3) The subjects expect an improvement in accuracy with cost planning of the 
order of 3% to 4%. 
 
The differences in accuracy levels between building types in Tables 3.28 and 
3.29 are small.  Indeed if one accepts the proposition suggested by Figures 3.4 
(a) to (f) that expected accuracy is normally distributed with a skew to the 
right, then there is no difference in expected accuracy with building type. 
 
 
Table 3.30:Improvement in accuracy to cost planning based on the difference in 
ranges entered by each of the subjects  
 
  Building type    Mean S Dev COV Variance  
 
  General     3.7 3.6  97.3 12.96 
  Primary school  2.9 2.9 100.0  5.80 
  Sheltered housing   3.4 3.3  97.0 10.80 
  Offices     3.7 3.7 100.0 13.69 
  Unit factories  3.4 3.4 100.1 11.56 
  Health centres  3.2 3.1  96.9  9.61  
 
 
Of the 98 subjects, 4 did not indicate any accuracy level, with or without cost 
planning, on any of the building types.  Without cost planning, 38 subjects 
entered different levels of accuracy for at least two of the building types and 
56 entered equal levels for all building types.  The numbers with cost planning 
were 39 and 55 respectively.  The subjects therefore collectively indicate that 
the accuracy of their estimates should not depend on building type.  Skitmore's 
results (p.155) on the other hand tended "...to confirm Morrison and Steven's 
view that housing and school projects are associated with better levels of 
accuracy, the mean deviations... of 10.30%... and 8.98%... being very close to 
Morrison and Steven's overall figure of 9.81%...". 
 
Ball-park estimates 
The purpose of this section is to investigate the effect of building type on 
accuracy.  In part 3 of the questionnaire the subjects were asked to give 
estimates for five buildings based on the type of building and the gross floor 
area.  The subjects were grouped into fourteen groups of seven in no particular 
order and the average cost per square metre for each building type calculated 
for each group.  Figure 3.5 plots the results. 
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Figure 3.5: Levels of estimates from 14 groups 
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Figure 3.5 suggests a ranking of the building types in descending order of cost 
per square metre of offices, health centres, primary schools, sheltered housing, 
and unit factories.  A similar ranking was obtained using the arithmetic means 
of cost per square metre calculated over all the subjects as indicated in Table 
3.31.  A t-test (for correlated means) between all possible pairs of building 
types showed a significant difference between their means at the 99 percent 
level except between offices and health centres.  A t-value of 0.81 was found 
not to be significant even at the 95 percent level.  A ranking on the basis of 
total cost per square metre is shown in Table 3.32. 
 
 
Table 3.31:Ranking based on cost per square metre (£/m2)  
 
  Building type    Mean  S Dev  COV  
 
  Office     575.04 205.18 35.7 
  Health centres  558.62 145.24 26.0 
  Primary schools   485.16 105.60 21.8 
  Sheltered housing   410.35 107.73 26.3 
  Unit factory    281.07 85.13 30.3  
 
 
 
Table 3.32:Ranking based on the average total estimated cost (£1000's)  
 
  Building type    Mean  S Dev  COV  
 
  Office     6728  2401  36 
  Sheltered housing    828   217  26 
  Unit factory     407   123  30 
  Primary schools    286    62  22 
  Health centres   238    62  26  
 
 
 
To assess the accuracy of the subjects' estimates national average, prices for 
the building types involved were extracted from the BCIS studies of average 
building prices Section KB, cost study no's 245, 251, 263, and 273.  The means, 
standard deviations and coefficients of variation were then calculated for these 
data after updating them to June 1987 using cost indices from BCIS files section 
AA, 'Briefing'.  Table 3.33 shows the results. 
 
 
Table 3.33:National average building prices  
 
  Building type    Mean  S Dev  COV  
 
  Offices     522.16 164.99 31.6 
  Primary schools   404.98 80.20  19.8 
  Health centres  395.31 106.78 27.0 
  Sheltered housing   357.44 63.70  17.8 
  Unit factories  252.82 111.78 44.2  
 
  Source:  BCIS Section KB. 
 
 
86  Analysis of Postal Questionnaires 
 
 
A mean location factor was then calculated for the subjects' estimates (for 
distribution see section 1) using factors obtained from 'Laxton's National 
Building Price Book, 159th edition 1987.  The mean location factor, 1.03, was 
used to adjust the national building prices for location.  Table 3.34 shows 
various measures of deviation from the national means.  The deviations were 
calculated by subtracting the subjects' estimates from the national means. 
 All the mean errors are negative indicating that the subjects tended to 
overestimate.  However the figures from the BCIS files excluded external works 
and contingencies whereas the subjects gave overall prices.  The above figures 
therefore need to be adjusted for the content of external works in the subjects 
estimates. 
 Nevertheless some observations can be made.  Health centres had the highest 
mean error above the national average, an overestimate of about twice that of 
the next building type, primary schools, offices, unit factories and sheltered 
housing had comparable mean errors, sheltered housing having the highest of the 
three.  How close the estimates were to the national averages is indicated by 
the mean absolute deviation. 
 
 
Table 3.34:Percentage Deviation of subjects' estimates from the national average 
building prices  
 
         Root  Mean 
  Building type  Mean   Mean  absolute 
                 error S Dev square  Dev  S Dev  
 
  Offices    -7.02 25.34 38.63  28.73  25.96 
  Health centres -37.33 35.71 51.52  40.57  31.94 
  Primary schools -16.42 25.34 30.08  21.79  20.85 
  Sheltered housing -11.57 29.29 31.43  20.46  23.87 
  Unit factories -8.04 32.72 33.52  23.48  24.06  
 
 
A ranking in decreasing order of closeness is as follows:- 
 
 Sheltered housing 
 Primary schools 
 Unit factories 
 Offices 
 Health centres 
 
One way analysis of variance showed a significant difference between the mean 
absolute deviations at the 5% level but not at the 1% level.  We can therefore 
say with 95% confidence that the closeness to the national averages depends on 
building type.  A similar ranking, but with primary schools on top of sheltered 
housing, was obtained using the root-mean square values which give some measure 
of the coefficients of variation and therefore the consensus amongst the 
subjects as to the cost of the building. 
 Table 3.35 compares the ranking of the building type according to closeness 
to the national average prices to the rankings obtained in Tables 3.31 and 3.32. 
 No similarity is evident. 
 A ranking of the building types in terms of gross floor area is shown in 
Table 3.36. 
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Table 3.35:Comparison of the rankings  
 
  Based on accuracy  Based on cost/m2  Based on total cost  
 
  Sheltered housing  Offices  Offices 
  Primary schools  Health centres  Primary schools 
  Unit factories Primary schools  Health centres 
  Offices    Sheltered housing Sheltered housing 
  Health centres Unit factories  Unit factories  
 
 
Table 3.36:Ranking on the basis of gross floor area  
 
           Type                  Floor 
area m2  
 
  Offices         11700 
           Sheltered housing        2017 
  Unit factories       1448 
  Primary schools         590 
  Health centres        426  
 
 
There is no evident relationship between this ranking and the one based on 
accuracy in Table 3.35.  It must be concluded therefore that no relationship is 
established between building cost or gross floor area. 
 It is worth noting that the first two building types under accuracy in Table 
3.35 were associated with cost limits earlier and poor levels of expertise were 
explained away by suggesting that these 'PQS's' may not be conversant with cost 
limits and feel uncertain as to how they apply.  It was also felt that the 
effect of cost limits was to diminish the role played by quality as a cost 
factor.  Both these observations point to cost limits as an important factor in 
determining accuracy in estimating the cost of buildings where they apply. 
 In addition to the poor levels of expertise observed earlier, under expected 
accuracy, the subjects did not expect to do well on these types of building 
either.  It is therefore concluded that, just as they overestimate their 
estimating accuracy, estimators may profess expertise levels on some types of 
building which do not agree with empirical tests. 
 A significant different was obtained between the mean estimates of the 
different types of building except offices and health centres.  Thus building 
type will affect the level of estimate without affecting the accuracy of that 
estimate. 
 
 
PERSONAL QUALITIES OF ESTIMATORS 
 
Introduction 
One of Skitmore's conclusions (p.201) was that "...differing levels of ability 
exist amongst practitioners..." due to their personal qualities.  For example,  
    "...subjects exhibiting the greatest expertise were 
generally:- 
     
    (1) More relaxed and confident, rapidly adjusting to the 
requirements of the experiment. 
    (2) More concerned with maintaining familiarity with the 
market and overall price levels than others who 
believed the collection and careful analysis of 
project information to be of major importance. 
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    (3) Possibly were able to recall the overall price of the 
projects undertaken...". 
 
The relative importance of these and other qualities revealed during discussion 
and subsequent tests with his subjects will be considered in this section. 
 
Subjects' personalities 
In part 4 of the questionnaire the subjects were asked to rate themselves with 
regard to some given traits on a seven-point polar scale; see Appendix A.  The 
method, known as a Semantic Differential, is used to measure the connotations of 
words representing persons, concepts, organisations, institutions, events, 
objects, etc, according to the needs and choice of the experimenter.  In this 
study, the persons represented by the words were the subjects themselves.  
Numerical analysis of the entries is accomplished by assigning the seven points 
on the scale numbers 1 to 7 or -3 to +3.  The former scale was chosen for this 
study. 
 
 
 
Table 3.37:Semantic differential for assessment of subjects personalities  
 
    1 2 3 4 5 6 7  
 
  Assertive 13 20 24 23 11 2 7   Accommodating 
  Less 0 1 4 22 30 27 14  More 
  intelligent           intelligent 
  Timid 0 0 4 17 42 26 9   Venturesome 
  Happy-go- 2 3 7 28 27 23 7   Serious 
  Lucky 
  Group- 2 3 3 8 28 34 20  Self- 
  orientated           sufficient 
  Expedient 2 0 8 12 20 35 21  Conscientious 
  Calm 13 26 20 13 18 6 2   Emotional 
  Imaginative 6 10 10 28 20 18 6   Practical 
  Tough- 7 15 24 36 12 4 0   Tender- 
  minded           minded 
  Outgoing 7 15 20 26 19 10 0   Reserved 
  Relaxed 6 30 19 17 13 11 2   Tense 
  Suspicious 6 13 23 22 18 10 6   Trusting 
  Shrewd 2 11 28 34 12 10 0   Forthright 
  Apprehen- 0 6 9 20 32 24 6   Secure 
  sive 
  Trad- 5 14 27 25 12 12 2   Radical 
  itional 
  Undisci- 1 0 5 7 23 44 17  Controlled 
  plined  
 
  Notes: 
Some subjects did not indicate their assessment with regard to the following personalities 
 
  Happy-go-lucky  to Serious  1 subject 
  Outgoing  to Reserved 1 " 
  Shrewd  to Forthright 1 " 
  Apprehensive  to Secure  1 " 
  Traditional  to Radical  1 " 
  Undisciplined  to Controlled 1 " 
Table 3.37 shows the numbers of subjects who rated themselves under the 
different points on the scale. 
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 The average scores calculated for each pair of polar traits.  Table 3.38 
lists the pairs in order of decreasing average scores, ie., the traits on the 
left become more descriptive and those on the right less descriptive of the 
subjects as one goes down the list.  Figure 3.6 is a pictorial representation of 
the results. 
 
 
 
Table 3.38:List of adjectives in descending order of mean score  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6:Traits in descending order of average score 
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     Mean score S Dev  COV  
 
  Undisciplined 5.59  1.44 36.93  Controlled 
  Group-orientated 5.44  1.34 24.64  Self-sufficient 
  Expedient  5.42  1.35 24.99  Conscientious 
  Less intelligent 5.22  1.14 21.73  More intelligent 
  Timid  5.19  0.97 18.68  Venturesome 
  Apprehensive 4.79  1.27 26.41  Secure 
  Happy-go-lucky 4.77  1.30 27.13  Serious 
  Imaginative  4.27  1.58 37.12  Practical 
  Assertive  3.90  1.44 36.93  Accommodating 
  Suspicious  3.89  1.57 40.44  Trusting 
  Shrewd  3.75  1.19 31.73  Forthright 
  Traditional  3.71  1.44 38.69  Radical 
  Outgoing  3.67  1.41 38.48  Reserved 
  Tough-minded 3.44  1.22 35.45  Tender-minded 
  Relaxed  3.43  1.56 45.49  Tense 
  Calm  3.23  1.58 48.99  Emotional  
 
 
To assess the implications of the results, the point 4 was taken as the dividing 
line or 'watershed' between the appropriateness of the traits in describing the 
personalities of estimators.  If the score for any trait was below 4, the trait 
on the left was more appropriate and vice-versa.  Those on the right are:- 
 
 Controlled 
 Self-sufficient 
 Conscientious 
 More intelligent 
 Venturesome 
 Secure 
 Serious 
 Practical 
 
Those on the left are, starting from the bottom towards the middle:- 
 
 Calm 
 Relaxed 
 Tough-minded 
 Outgoing 
 Traditional 
 Shrewd 
 Suspicious 
 Assertive 
 
 
The relative applicability of the objectives was assessed by observing the 
distance of the score from 4, the more distant the score the more applicable the 
adjective.  The following is the list of the traits in descending order of 
applicability:- 
 
 
 
  (1) Controlled  (10) Tough-minded 
  (2) Self-sufficient (11) Outgoing 
  (3) Conscientious  (12) Traditional 
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  (4) More intelligent (13) Practical 
  (5) Venturesome  (14) Shrewd 
  (6) Secure   (15) Suspicious 
  (7) Serious   (16) Assertive 
  (8) Calm 
  (9) Relaxed 
 
These then are the traits to look for in estimators.  The significance to be 
attached to each personality decreases down the list. 
 
Personal qualities 
In the last part of the questionnaire, the subjects were asked to rate the 
importance to the estimator of some given qualities on a seven point scale 
ranging from 'not important' to 'very important' (see Appendix A).  The results 
are shown in Table 3.39. 
 
 
Table 3.39:Subjects' assessment of given qualities  
 
  Not         Very 
  important 1 2 3 4 5 6 7 important  
 
  Co-  2  2  7 11 22 29 25 
  operative 
  Critical 0  2  6 13 32 28 17 
  Knowledge- 0  0  1  1 10 33 53 
  able 
  Careful 1  0  4  5 20 38 30 
  Flexible 2  0  1 19 20 30 26 
  Clever 1  4  7 32 32 16  6 
  Pleasant 3 13 10 28 18 22  4 
  Tough 5 10 16 33 16 15  3 
  Fast 1  2  4 17 19 32 23 
  Confident 0  1  0  1 14 38 44  
 
 
Table 3.40 lists the qualities in order of importance.  The positions of the 
maxima and the coefficients of variation of the number of subjects were used to 
order the qualities as outlined previously for characteristics.  If two 
qualities with maxima at the same importance level had the same number of 
subjects at the maxima the one with the higher coefficient of variation was 
placed higher in the table for the reasons explained earlier. 
 A list of the qualities in descending order of importance is therefore as 
follows:- 
 
   (1) Knowledgeable (6) Co-operative 
   (2) Confident  (7) Critical 
   (3) Careful  (8) Clever 
   (4) Fast   (9) Tough 
   (5) Flexible  (10) Pleasant 
 
 
 
Table 3.40:List of factors in decreasing order of importance  
 
      Maximum S Dev   COV  
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  Maximum at level 7 
  Knowledgeable  53  21.9  149.5 
  Confident   44  19.2  137.0 
 
 Maximum at level 6 
  Careful   38  15.3  109.6 
  Fast   32  11.9   85.1 
  Flexible   30  12.7   90.8 
  Co-operative  29  11.2   80.2 
 
 Maximum at level 5 
  Critical   32  12.5   89.1 
  Clever   32  13.1   93.8 
 
  Maximum at level 4 
  Tough   33   9.9   70.7 
  Pleasant   28   9.3   66.1  
 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
Summary 
This chapter has described a univariate analysis of the opinion survey in terms 
of response, subjects' experience length, type, their estimating history from 
1967 to 1986 and distribution in the regions of the country.  Experience has 
been described in terms of percentage time spent estimating and number of jobs 
estimated.  A tendency of the subjects to specialise more and more in estimating 
with the passage of time has been noticed. 
 It was found that number of jobs is not the only determinant of level of 
expertise attainable; nor is experience length.  These two must be considered 
together in the light of other factors such as experience type and personality 
factors. 
 The subjects tended to rank the skills and characteristics of estimators in 
the following order of importance:- 
 
(1) Those enabling the estimator to understand the nature of the building and to 
put a price to it. 
(2) Those enabling the estimator to carry out the estimate. 
(3) Those enabling the estimator to attain the above skills and judge his level 
of expertise. 
 
It seems to make no difference who recognises an individual's expertise, the 
estimator himself or someone else. 
 Qualifications are held to be of little importance to estimators.  The 
characteristics given by the subjects have been grouped and a ranking of the 
groups is shown in Table 3.16. 
 A ranking of the given cost factors in order of importance of general 
building work is shown in Table 3.18.  The subjects clearly differentiated the 
importance of the different cost factors.  What is not so clear is whether the 
consensus of the subjects is that the relative importance of the factors should 
differ between different building types.  With this reservation in mind relative 
importance of the factors is affected by:- 
 
(1) Rules and regulations affecting the method of fixing the upper limit of 
expenditure 
(2) Rules and regulations affecting the standards to be achieved 
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(3) Time limits imposed by the nature of the building, eg school calenders. 
 Where the client's brief is the main constraint on the design, factors 
descriptive of the building and market conditions or any other prescribed 
method of fixing the price take precedence. 
 
 Estimators' expected accuracy both with and without cost planning has been 
considered together with the perceived effect of building type and size on 
accuracy levels. 
 The final section dealt with personal traits and qualities of estimators.  
The subjects were asked to rate themselves with regard to given personal traits 
and were asked to indicate the importance for estimators to have some given 
qualities. 
 
Conclusions 
A tendency has been noted for the expert estimators to specialise in estimating 
with the passage of time.  The highest level of presumed expertise has been seen 
to be shown by estimators in the experience range 35 to 44 years.  These 
observations lead to the conclusion that acquisition of expertise is thought to 
be an on-going process, ie., there is no time limit after which the estimator 
will have acquired all the skills of an estimator.  Moreover lack of practice 
may lead to deterioration of the skills as observed with subjects in the 
experience range 25 to 29 years. 
 Both number of jobs and length of experience are thought to contribute to 
the acquisition of knowledge and expertise.  However there exist other 
contributing factors.  This is evidenced by the possibility of acquiring a high 
level of expertise without job experience and a small positive correlation 
between number of jobs and expertise level.  The poor levels of claimed 
expertise observed with subjects in the experience range 24 to 29 suggested the 
tendency of the estimators to consider taking up other aspects of quantity 
surveying work. 
 Figure 3.7 indicates the relative importance of estimators' characteristics. 
 In each group relative importance decreases down the list on the right of the 
histograms.  The group with maxima at importance level 5 were more important 
than those with maxima at importance level 4, and so on.  In decreasing order of 
importance the characteristics given by the subjects fell into the groups in 
Table 3.16.  On the basis of Figure 3.7 and Table 3.16, the subjects tended to 
rank the characteristics as indicated in the last section.  Such an order of 
importance suggests the conclusion that, as soon as he is given an indication of 
the size and type of building, the expert estimator forms an opinion as to the 
nature of the building and puts a market price to it.  This he does on the basis 
of the client's brief and uses his communication and managerial skills to 
convince others of his opinion. 
 Also apparent is the subjects' concern with data records both in-house and 
external.  In the light of the above conclusion; perhaps these are 'second best' 
where memory is inadequate.  However the concern is in keeping with the 
traditional systems of estimating which are generally held to be inadequate. 
 It has been established that estimators attach different levels of 
importance to different cost factors.  Moreover the importance attached to 
market conditions, site characteristics and geographical location does not 
depend on building type.  There is a weak general consensus that the importance 
attached to the rest of the factors should not depend on building 
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Figure 3.7: Ranking of characteristics 
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type.  Figure 3.8 indicates the relative importance of the given cost factors 
with regard to general building work.  Where cost limits apply they play a more 
important role than quality unless special standards and regulations apply.  
Time limits are of some importance where they are dictated by the nature of the 
building.  As well as deciding whether cost limits and/or time limits apply, 
building type affects the level of estimate of cost without necessarily 
affecting the accuracy of that estimate.  The closes estimates to national 
average building prices were observed with primary schools and sheltered 
housing.  No relationship has been observed between size of building or cost per 
square metre.  Other than where cost limits apply, no relationship seems to 
exist between building type and accuracy either. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8:Ranking of cost factors 
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 The analysis of expected accuracy has revealed the following:- 
 
(1) It has been established that estimators are optimistic about their 
performance. 
(2) An improvement in estimating accuracy of the order of 3% to 4% with cost 
planning is expected by estimators. 
(3) The range of accuracy expected is larger than suggested by empirical 
measurement. 
 
Figure 3.9 summarises the relative strength of the traits given in section 4 of 
the questionnaire.  Plotted on the vertical scale is the absolute difference 
between the average score in Table 3.38 and the mid-point score of 4.  The 
difference is indicative of the strength with which the traits describe the 
estimators. 
 
which is similar to that in Figures 3.7 and 3.8.  The overall importance of 
these traits and personal qualities may be assessed by reference to the 
assessment of personality factors provided earlier.  The fact that the subjects 
attached importance levels, on the basis of locations of maxima, of not less 
than 4 leads to the conclusion that they consider that they contribute to 
estimating expertise. 
 
Recommendations 
This chapter has identified the relative importance of factors that together 
comprise expertise.  However the various groups of factors have been considered 
individually except where an observation in one group supports an argument in 
another or where the argument is common to both groups.  As suggested by 
Skitmore, these factors interact and the relative importance of the groups needs 
to be decided; perhaps using a mathematical model on the lines of the one 
suggested by Skitmore (1985, chapter 11).  A test of the observations made would 
be useful.  As observed, estimators are optimistic about their own expertise.  
Maybe they are optimistic about the importance of some of the factors that 
combine to make expertise.  Therefore if those subjects who scored high in or 
attached high importance levels to some of the factors are identified and asked 
to take a test of their expertise the importance or non-importance of those 
factors would be established.  A starting point could be to investigate how 
these subjects performed in the estimating tests in part 3 of the questionnaire. 
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Figure 3.7:Ranking of traits 
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Fig 3.10: Ranking of personal qualities 
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RESULTS 
 
The completed questionnaires gave rise to a considerable array of raw data, 
amounting to more than 200 variables in all.  For the purposes of detailed 
analysis, the array was reduced wherever possible by generating factor scores, 
which were then systematically substituted for the original variables.  These 
factor analyses were carried out by means of the program BMDP4M (Dixon et al., 
1985), using the available default options and adopting a VARIMAX rotation 
criterion throughout.  As will be seen below, the factors thus obtained were on 
the whole quite readily interpretable; hence, the factor scores derived from 
them could be treated as the weighted composite scores of the relevant groups of 
variables. 
 The results presented here are organised into ten separate sections, 
beginning with detailed accounts of the findings obtained from each of the 
separate main items of the questionnaire and moving on to look in detail at the 
relationships between responses culled from different sections of the 
instrument.  The ten sections are as follows:- 
 
 Analysis 1:  The distribution of estimators' recent experience, 
 Analysis 2:  Self-rated expertise, 
 Analysis 3:  Characteristics contributing to expertise, 
 Analysis 4:  Rated importance of task elements, 
 Analysis 5:  Accuracy levels with and without cost planning, 
 Analysis 6:  Estimates, 
 Analysis 7:  Personality inventory, 
 Analysis 8:  Trait attribution for ideal early-stage estimator, 
 Analysis 9:  Predictors of relative estimate size, 
 Analysis 10: Predictors of estimate typicality. 
 
Analysis 1:  The distribution of estimator's recent experience 
The first of these data-reduction procedures was carried out on responses to the 
request that subjects "give us more detailed numbers for the different types of 
project shown below".  Fifteen project types were given, and four 5 year time 
periods were specified (ie 1967-1971, 1972-1976, 1977-1981, and 1982-1986), but 
in order to ensure that all subjects were included the factor analysis if these 
date was restricted to the most recent time period, namely 1982-1986.  The 
median values for these responses are shown in Table 4.1, and their mean 
relative frequencies are shown in Table 4.2. 
 From the latter table it can be seen that the subjects reported residential 
projects as the most frequent type, accounting for an average of 28.5% of their 
recent experience.  Commercial projects were nearly as frequent, accounting for 
26% of recent experience, while industrial and sociomedical project types were 
intermediate at 21.3% and 16.0% respectively.  Educational  
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Table 4.1:Median number of projects carried out in 1982-1986, for 15 projects.  
 
    Median        Median  
 
Primary schools    0 
Secondary schools    0  Overall educational  2 
Other educational    0 
 
Sheltered houses    3 
Speculative hses    2 Overall residential  8 
Other residential    3 
 
 
Offices     3 
Shops      2.5 Overall commercial 10 
Other commercial    3 
 
Unit factories    2 
Warehouses     2  Overall industrial 8 
Other industrial    2 
 
Health centres    1 
Old people's hms    0  Overall sociomedical  4 
Other social/medi    2  
 
 
Table 4.2:Mean relative frequency for 15 project types, 1982-1986.  
 
    Mean  SD     Mean  SD  
 
Primary schools 0.028  0.050 
Secondary schools 0.024  0.039  Overall education  0.081 0.102 
Other educational 0.030  0.050 
 
Sheltered houses 0.120  0.161 
Speculative hses 0.068  0.084  Overall residentl l0.285 0.219 
Other residential 0.098  0.108 
 
Offices  0.108  0.090 
Shops   0.063  0.051  Overall commercl  0.260 0.134 
Other commercial 0.090  0.098 
 
Unit factories 0.071  0.076 
Warehouses  0.066  0.059  Overall industrl  0.213 0.144 
Other industrial 0.076  0.082 
 
Health centres 0.032  0.038 
Old people's hmes 0.028  0.038  Overall sociomed l0.160 0.184 
Other social/med 0.100  0.165  
 
 
projects were reported as the least frequent, accounting for only 8.1% of recent 
experience. 
 The significant correlations occurring among the 15 recent experience 
variables are shown in Table 4.3.  This table shows a number of expected 
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patterns (such as, for instance, the very high correlation between types of 
school), but also a number of interesting anomalies.  It can be seen, for 
example, that the subjects' reported experience in "other residential" projects 
is highly correlated with experience in sheltered housing, but not in 
speculative housing.  Similarly, "other sociomedical" projects are correlated 
with health centres, but not with old people's homes.  It may be, however, that 
some of these anomalies are derived from the generality or indeed the 
inappropriateness of the categories provided.  On the other hand, it may be 
argued that the broad interpretability of the subsequent factor analysis 
suggests that Table 4.3 does in fact access the pattern of co-occurrence of 
these various types of experience. 
 
 
Table 4.3:Significant correlations (df = 80, p<0.05, 2-tailed) for recent 
experience on 15 project types (decimal points omitted).  
 
     1 2 3 4 5 6 7 8 9 10 11 12 13 14  
 
Primary schools 1 - 
Secondary schls 2 +92 - 
Other education 3 +38 +42 - 
Sheltrd houses 4    - 
Specltv houses 5    +48 - 
Other residtl 6    +74  - 
Offices   7   +33 +31 +54  - 
Shops   8   +26 +24 +61  +81 - 
Other commercl 9   +41 +23 +27  +38 +42 - 
Unit factories 10   +32  +34  +58 +51 +39 - 
Warehouses  11     +43  +23 +43 +30 +54 - 
Other industrl 12   +44      +39 +24 +26 - 
Health centres 13 +47 +53 +62    +25 +35 +33 +26   - 
Old pp's homes 14 +51 +49 +30  +24  +39 +50  +23   +59 - 
Other soc/med 15   +38      +31   +34 +40  
 
 
The factor analysis yielded 5 factors having eigenvalues greater than unity, 
accounting for 77.5% of the total variance.  Loadings greater than 0.30 are 
shown in Table 4.4.  The factors (FA1 to FA5) were labelled with reference to 
the highest-loading variables; thus, FA1 was identified as primarily a 
commercial experience factor, although there were also substantial loadings 
derived from experience of speculative hosing and old people's homes.  
Similarly, FA2 was seen as a public service factor, with high loadings on 
educational and sociomedical project types.  Interestingly, FA3 collected 
together the "other", ie non-specific, project types, and thus could be regarded 
as a versatility or general experience factor.  FA4 was clearly recognisable as 
a residential, and FA5 as an industrial experience factor, neither having any 
substantial loadings inconsistent with these characterisations. 
 Standardized factor scores were generated, which were used as data in 
subsequent analyses, substituting for the fifteen separate recent-experience 
variables.  Since the VARIMAX rotation criterion ensures the orthogonality  of 
the factors, these factor scores were also orthogonal to one another.  Thus, in 
subsequent analyses, the proportion of variance of any dependent variable which 
can be attributed to the effects of recent experience is simply expressed as the 
sum of its squared correlations with these five factor scores 
 
Table 4.4:Varimax factor analysis of recent experience on 15 project types, 
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accounting for 77.5% of the total variance.  Loadings > 0.30 are shown.  
 
     FA1  FA2  FA3  FA4  FA5  
 
Shops    0.90 
Offices   0.84 
Speculative housing 0.73 
Secondary schools    0.95 
Primary schools    0.95 
Old people's homes 0.53  0.62 
Health centres    0.61  0.56 
Other sociomedical     0.80 
Other educational    0.45  0.70 
Other commercial  0.41    0.63 
Other residential        0.95 
Sheltered housing        0.89 
Warehouses           0.83 
Unit factories  0.44        0.64 
Other industrial      0.65    0.51 
 
Eigenvalues   2.97  2.88  2.31  1.79  1.68  
 
 
 
 
Analysis 2:  Self-rated expertise 
 
Table 4.5:Mean current expertise, self-rated on a scale between 1 (low) and 5 
(high) for 15 project types.  
 
    Mean SD    Mean SD  
 
Primary schools 1.853 1.182 
Secondary schools 1.842 1.084 Overall educational 1.836 0.951 
Other educational 1.842 1.096 
 
Sheltered houses 3.368 1.441 
Speculative houses 2.908 1.378 Overall residential 3.169 1.098 
Other residential 3.195 1.236 
 
Offices  3.584 1.092 
Shops   3.197 1.211 Overall commercial 3.338 0.966 
Other commercial 3.231 1.183 
 
Unit factories 3.303 1.386 
Warehouses  3.474 1.321 Overall industrial 3.369 1.170 
Other industrial 3.312 1.300 
 
Health centres 2.520 1.528 
Old people's homes 2.613 1.394 Overall sociomedical 2.721 1.245 
Other social/medical 3.039 1.437  
 
 
This analysis examined responses to the instruction "as objectively as possible, 
please assess your current level of expertise on each type of project, on a 
scale between 1 (low) and 5 (high)".  Mean ratings for the 15 project types are 
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set out in Table 4.5, where it can be seen that the subjects reported the 
highest mean self-rated expertise for industrial and commercial projects, and 
the lowest for educational projects.  The significant correlations between 
project types on this variable are shown in Table 4.6.  It is of some interest 
to compare this later table with Table 4.3 above, since they represent, 
respectively, the pattern of perceived relationships between project types 
derived from the subjects' schema of their own expertise, and the pattern of 
corresponding relationships derived from their objective experience. 
 
 
Table 4.6:Significant correlations (df = 81, p<0.05, 2-tailed) for mean rated 
expertise on 15 project types (decimal points omitted).  
 
     1 2 3 4 5 6 7 8 9 10 11 12 13 14  
 
Primary schools 1 - 
Secondary schls 2 +83 - 
Other education 3 +41 +48 - 
Sheltrd houses 4    - 
Specltv houses 5    +44 - 
Other residtl 6    +44 +60 - 
Offices   7   +27     +23  - 
Shops   8   +28 +26      +52 - 
Other commercl 9   +36          +52 +56 - 
Unit factories 10             +35 +41 +25 - 
Warehouses  11          +45 +41 +26 +83 - 
Other industrl 12          +31 +22 +43 +51 +49 - 
Health centres 13 +44 +42 +26 +23           +22       - 
Old pp's homes 14 +26 +34 +32 +42     +24                +58 - 
Other soc/med 15 +32 +38                +22 +63 +52  
 
 
 
The relationship between experience and self-rated expertise was further 
explored in these data by correlating subjective expertise with objective 
experience of each project type in each of the four time periods (using only the 
58 subjects whose experience covered the range).  These correlations are set out 
in Table 4.7.  Inspection of the pattern of correlations reveals that for all 
fifteen project types the correlation between amount of experience and self-
rated expertise is higher for the final time period (most recent quinquennium) 
than for each of the earlier time periods.  However, the strength of association 
reported for the first time period is higher than that for the second on almost 
half of the project types and is higher than that found for the third period on 
a quarter.  Fisher's r-to-z transformation was applied to the correlation 
coefficients, and the resulting z-scores were used as input to a one-way 
analysis of variance, with repeated measures across four levels of time, using 
the 15 project types as cases.  By this means the relationship between 
subjective expertise and objective experience was found to vary significantly 
across time (F =9.878; df = 3.56; p < 0.0001).  The positive linear trend across 
the four group means shown in Table 4.7 was found to be significant (t = 4.855, 
p < 0.0001), indicating that the strength of this relationship increased across 
time.  However, there was also a significant quadratic trend component (t = 
4.500, p < 0.0001), indicating that the cell mean for the first time period was 
significantly higher than the linear trend would predict, and hence that these 
date were better fitted by a U-shaped or J-shaped function.  It was concluded 
that, in addition to the tendency for the expertise/experience relationship to 
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increase with recency, a primacy effect had also been observed. 
 
 
Table 4.7:Correlations between number of projects carried out in four periods, 
and rated expertise on 15 project types, using complete cases only (n = 58).  
 
    1967-1971 1972-1976 1977-1981 1982-1986  
 
Primary schools   0.4298  0.4660 0.3377 0.5017 
Secondary schools   0.4460  0.3459 0.1085 0.4746 
Other education   0.1534  0.1300 0.2602 0.3975 
Sheltered houses   0.1647  0.2362 0.3583 0.3679 
Speculative houses -0.0275  0.2490 0.3145 0.3973 
Other residential   0.1981  0.2043 0.2139 0.2368 
Offices    0.2895  0.2859 0.2786 0.4145 
Shops     0.3049  0.2950 0.2301 0.3311 
Other commercial   0.1695  0.2771 0.2332 0.3093 
Unit factories   0.2033  0.1124 0.3954 0.4602 
Warehouses    0.1837  0.0943 0.2556 0.3039 
Other industrial  -0.0517 -0.0476 0.1427 0.2820 
Health centres   0.1574  0.1816 0.3665 0.4627 
Old pp's homes   0.2105 -0.0213 0.2931 0.5388 
Other social/medical  0.1922 -0.0565 0.2141 0.3748 
 
Mean of r-to-z 
transformation   0.2083  0.1898 0.2753 0.4160  
 
 
The self-rated expertise scores for the fifteen project types were then factor-
analysed, and 5 factors emerged with eigenvalues greater than 1 (FB1 to FB5), 
accounting for 75.0% of the total variance.  As before, the factors were 
labelled in terms of their highest loadings, and it can be seen from Table 4.8 
that the characterisation was very clear-cut in this analysis.  FB1 was labelled 
in terms of a dimension of commercial expertise, FB2 of industrial, FB3 of 
educational, FB4 of sociomedical, and FB5 of residential expertise.  The five 
sets of factor scores were generated, to replace the fifteen original variables 
in subsequent analyses. 
 
Analysis 3:  Characteristics contributing to expertise 
The third analysis examined the rated importance (on a 5-point scale) of 19 
items "which might be applied to expertise in the field of early-stage 
estimating".  These are shown in Table 4.9, together with their mean ratings and 
standard deviations.  Since a scale ranging from 1 (low) to 5 (high) was used, 
14 of the 19 items were assigned mean ratings higher than the given neutral 
point, indicating that on the whole this array of possible characteristics was 
seen as highly relevant by the subjects. 
 The order in which the items were arranged on this scale of importance 
provides an interesting picture of the subjects' own concept of expertise.  The 
highest-scoring items seem in general to be those concerned with judgement, ie 
with fuzzy or indeterminate data, and these items precede those which deal with 
precision, logic and memory for details.  Least important of all are items which 
might suggest that individual difference might have a   
 
Table 4.8:Varimax factor analysis of rated current experience on 15 project 
types, accounting for 75% of the total variance.  Loadings > 0.30 are shown.  
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    FB1  FB2  FB3  FB4  FB5  
 
Other commercial  0.84 
Shops    0.74  0.31 
Offices   0.62  0.40 
 
Unit factories    0.91 
Warehouses     0.90 
Other industrial  0.44  0.46    0.35 
 
Secondary schools      0.90 
Primary schools      0.85 
Other educational  0.57        0.57 
 
Other sociomedical       0.89 
Health centres        0.78 
Old people's homes       0.65  0.36 
 
Speculative housing         0.80 
Sheltered housing    0.31      0.79 
Other residential          0.76 
 
Eigenvalues   2.38  2.31  2.19  2.19  2.16  
 
 
 
Table 4.9:Mean rated importance of 19 characteristics as components of expertise 
in early-stage estimating.  
 
          Mean  SD  
 
Ability to identify important aspects of project 4.614  0.713 
Awareness of client's requirements    4.518  0.771 
Coping with insufficient information   4.506  0.802 
Judgement and intuition      4.410  0.924 
Skills acquired in practising the job   4.325  0.734 
Knowledge of market conditions    4.325  0.828 
Logical and systematic approach    4.072  1.113 
Ability to visualise the finished building  3.976  1.082 
Analytical ability      3.940  1.108 
Memory of details of similar projects   3.759  1.164 
Memory for details of current project   3.687  1.209 
Training at post-qualification stage   3.217  1.335 
Length of time in the profession    3.205  1.207 
Natural aptitude for estimating    3.169  1.369 
Considered by others to be an expert   2.744  1.294 
Considered by self to be an expert    2.634  1.374 
Qualifications       2.494  1.443 
Prepared to take risks      2.373  1.256 
Personality factors      2.325  1.083  
 
 
 
bearing on expert performance which does not derive from the actual practice of 
the job.  Thus, personality factors, formal qualifications, attributions and 
natural aptitude are all ranked relatively low.  The sole inconsistent item at 
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this end of the scale is risk-taking, which might be assumed to be an integral 
part of judgemental decision-making.  However, this item may have been read as a 
personality variable rather than as an aspect of dealing with uncertain 
information, and so attracted low importance ratings.  Significant correlations 
among these items are shown in Table 4.10. 
 
 
Table 4.10:Significant correlations (df = 81, p<0.05, 2-tailed) for mean rated 
importance of 19 characteristics as components of expertise in early-stage 
estimating (decimal points omitted).  
 
     1 2 3 4 5 6 7 8 9 10 11 12 13 14 17  
 
Impact aspects 1 - 
Visualise  2 +30 - 
Analytic 3 +31 +36 - 
Clients rqts 4 +37   - 
Cons by othr 5     - 
Cons by self 6 +24 +23 +22  +58 - 
Insuff info  7   +25 +25  - 
Judgement  8 +29 +27 +22 +22    - 
Market cond  9 +32 +22 +44     - 
Time in prof 10  +29        - 
Logical appr 11 +29 +31 +30    +26    - 
Mem sim proj 12  +52 +37   +25  +27 +36 +24  - 
Mem cur proj 13    +39  +23   +31  +25 +51 - 
Natural aptd 14   +28    +23 +25    +22  - 
Personality  15  +25          +24 +32 +28 
Prp tk risks 16 -23   -35          +27 
Qualifications 17    -35 +29 +28         - 
Skills acqrd 18 +36 +26 +24    +24 +49 +38 
Post qualif  19   +23           -27 +51  
 
None of these was particularly high, and indeed only four item-pairs were found 
to share more than 25% of their variance.  These were the natural conjunctions 
between the two attributional items ("considered by self" and "considered by 
others to be an expert"), between the two memory items ("for details of similar 
projects" and "for details of current project"), and the two training items 
("qualifications" and "training at post-qualification stage").  The fourth was 
between "memory for details of similar projects" and the "ability to visualise 
the finished building".  Other relatively strong relationships were found 
between "judgement and intuition" and "skills acquired in practising the job", 
and between "analytical ability" and "knowledge of market conditions".  These 
data were then factor-analysed, and the results are shown in Table 4.11.  Seven 
factors emerged (FC1 to FC7), accounting for 69% of the total variance.  The 
largest factor (FC1) was interpreted as dealing with the subjects' own concept 
of professional competence; thus, there are major loadings on practical skills, 
judgement, the ability to seize on important aspects of an indeterminate data-
base, etc.  FC2, interestingly, consolidates those items which bear on 
psychological aspects, eg memory, personality, visual ability.  For their 
highest loadings, FC3 was labelled as a training factor and FC4 as an 
attributional factor. 
 
Table 4.11:Varimax factor analysis of mean rated importance of 19 
characteristics as components of expertise in early-stage estimating, accounting 
for 69% of the total variance.  Loadings > 0.30 are shown.  
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      FC1  FC2  FC3  FC4  FC5  FC6  FC7  
 
Skills acquired in job  0.80 
Judgement and intuition  0.67 
Identify imprt aspects  0.55    0.31 -0.40  0.34 
Know market conditions  0.54  0.46  0.32 
Analytical ability  0.45  0.30  0.33    0.34 
 
Mem for similar projects  0.82 
Mem for current project   0.76   -0.30 
Personality factors -0.35  0.48     0.34 
Ability to visualise  0.31  0.46      0.38 
 
Postqualification     0.81 
Qualifications     0.74 
 
Considered expert by others    0.88 
Considered expert by self    0.79 
 
Prepared to take risks      0.82 
Client's requirements   -0.42  -0.58 
Natural aptitude    0.32 -0.36   0.51  0.33 
 
Insufficient information      0.75 
Logical & systematic app      0.69 
 
Time in the profession        0.90 
 
Eigenvalues    2.33 2.26 1.94 1.84 1.78 1.74 1.22  
 
 
The largest loading on FC5 was risk-taking, with a subsidiary loading on natural 
aptitude, and negative loadings on client's requirements, identification of 
important aspects, and memory for details of the current project.  This pattern 
was considered to express an opposition between improvisational skills and the 
constraints of factual aspects of the project, and FC5 was accordingly 
characterised in terms of risk acceptance.  FC6 carried high loadings on dealing 
with insufficient information and using a logical and systematic approach, which 
were seen as two aspects of data processing skills.  The last factor (FC7) was 
labelled as length of service.  The seven sets of factor scores were then 
generated, to replace the nineteen original variables in subsequent analyses. 
 
Analysis 4:  Rated importance of task elements 
Subjects were presented with a list of 13 task elements, and were asked to judge 
their importance on a scale of 1 (low) to 5 (high), firstly in general terms, 
and then for the 5 project types separately.  The mean general importance 
ratings are set out in Table 4.12, and their significant intercorrelations in 
Table 4.13.  As before, the correlations were generally quite small, indicating 
that only four element pairs shared more than 25% of their variance 
("geographical location" with "site characteristics" and  
 
Table 4.12:Mean rated general importance of 13 task elements, on a scale between 
1 (low) and 5 (high)  
 
      Mean  SD  
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Complexity    3.928  1.045 
Services    3.855  1.061 
Market conditions   3.819  1.061 
Quality    3.795  1.124 
Designers    3.675  1.149 
Site characteristics  3.614  1.156 
Cost limits    3.578  1.407 
Size of building   3.434  1.540 
The client    3.349  1.338 
Geographical location  3.060  1.108 
Number of storeys   2.940  1.434 
Time, Penalties   2.687  1.334 
BCIS files    2.386  1.177  
 
 
Table 4.13:Significant correlations (df = 81, p<0.05, 2-tailed) of rated general 
importance of 13 task elements (decimal points omitted).  
 
       1 2 3 4 5 6 7 8 9 10 11 12  
 
Cost limits    1 - 
Size of building 2  - 
BCIS files    3   - 
Quality     4    - 
Designers    5    +22 - 
Services   6   +25 +27 +43 - 
Complexity    7     +49 +47 - 
Site characteristics 8 +28 +27  +23 +51 +34 +47 - 
The client    9 +24 +23   +25  +25 +27 - 
Number of storeys  10 -29 +53 +28 +46   +25   - 
Time, penalties   11    +29 +28   +30 +23 +22 - 
Market conditions  12    +30    +34   +31 - 
Geographical location 13        +55   +29 +52  
 
 
 
"market conditions", "size of building" with "number of storeys", and 
"designers" with "site characteristics"). 
 When these general ratings were factor-analysed, five factors emerged (FD1 to 
FD5), accounting for 70% of the total variance (see Table 4.14).  Factor FD1, 
with high positive loadings from "designers", "complexity", "site 
characteristics", and "services", was designated as task complexity.  FD2, with 
high loadings from "market conditions", "geographical location", and 
"time/penalties", and with moderate loadings from "quality" and "site 
characteristics", was labelled local conditions.  FD3 was clearly a scale of 
project factor, and FD4 referred to the use of records.  Finally, FD5, with high 
loadings from "cost limits" and "the client", was seen as dealing with budget 
restrictions.  Factor scores were generated, and filed under these descriptive 
terms. 
 The importance ratings specified to the 5 different project types for these 
same 13 elements were now analysed.  The means are shown in Table 4.15, where 
Table 4.14:Varimax factor analysis of mean rated general importance of 13 task 
elements, accounting for 70% of the total variance.  Loadings > 0.30 are shown.  
 
    FD1  FD2  FD3  FD4  FD5  
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Designers   0.81  
Complexity   0.79 
Services   0.73 
Site characteristics 0.56  0.46    -0.32  0.32 
 
Market conditions    0.84 
Geographical location   0.75 
Time, penalties    0.56     0.37 
Quality     0.47  0.30   0.44 
 
Size of building      0.90  
Number of storeys      0.74   0.41 
 
BCIS files          0.80 
 
Cost limits           0.78 
The client           0.67 
 
Eigenvalues   0.29  2.12  1.82   1.43  1.40  
 
 
Table 4.15:Mean rated importance of 13 task elements, on a scale between 1 (low) 
and 5 (high), for 5 project types.  Elements are ordered by mean rated general 
importance (see Table 4.12).  
 
   School Houses Offices Factory Health C  
 
Complexity  3.500  3.513  3.833  3.282  3.846 
Services  3.410  3.410  4.000  3.346  4.128 
Market conditions 3.731  3.718  3.923  3.808  3.795 
Quality  3.244  3.372  4.013  3.372  3.641 
Designers  3.244  3.423  3.833  3.218  3.590 
Site charac- 
teristics  3.603  3.590  3.615  3.538  3.603 
Cost limits  4.077  3.831  3.286  3.247  3.883 
Size of building 3.218  3.256  3.474  3.436  3.269 
The client  2.974  3.154  3.705  3.436  3.321 
Geographical 
location  3.038  3.013  3.179  3.077  3.051 
Number of storeys 2.462  2.692  3.385  2.282  2.654 
Time, penalties 2.487  2.513  3.051  2.987  2.577 
BCIS files  2.513  2.410  2.462  2.436  2.538  
 
 
 
the elements are listed in order of general importance (cf. Table 4.12).  
 Table 4.16 sets out the rank order of the elements for each project type.  
Kendall's coefficient of concordance was calculated twice for the rankings shown 
in Table 4.16, firstly excluding the general rating (W = 0.751, p < 0.001), and 
secondly including it (W = 0.766, p < 0.001).  These results  
Table 4.16:Rank order of mean rated importance of 13 task elements, for 5 
project types.  
 
     Gen Sch Hse Off Fac Cen  
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Complexity   1 4 4 4.5 7 3 
Services   2 5 6 2 6 1 
Market conditions  3 2 2 3 1 4 
Quality   4 6.5 7 1 5 5 
Site characteristics 6 3 3 7 2 6 
Cost limits   7 1 1 10 8 2 
Size of building  8 8 8 8 3.5 9 
The client   9 10 9 6 3.5 8 
Geographical location 10 9 10 11 10 10 
Number of storeys  11 13 11 9 13 11 
Time, penalties  12 12 12 12 11 12 
BCIS files   13 11 13 13 12 13  
 
 
 
indicated that there was significant variations in the rank order of rated 
importance of these task elements across project types. 
 The project type ratings (excluding the general ratings) were then factor 
analysed, and fourteen significant factors emerged, accounting for 87.8% of the 
total variance.  As can be seen from Table 4.17, the first 13 of these 
dimensions corresponded precisely to the 13 task elements.  It was therefore 
assumed that factor scores generated on these dimensions would merely create an 
alternative to the set of general importance ratings already obtained on the 13 
task elements and already subjected to factor analysis.  Moreover these factor 
scores would not be susceptible to higher-order factor analysis, since varimax 
factors are orthogonal.  It was therefore anticipated that the original task 
element data were best represented by the general importance factor scores (but 
see Analysis 9 below). 
 
Analysis 5:  Accuracy levels with and without cost planning 
The subjects were asked to judge "the expected accuracy levels, on average, for 
early-stage estimates" with and without cost planning, both in general and for 
the 5 specific project types.  The means and standard deviations are given in 
Table 4.18.  The data for the 5 specific project types were subjected to an 
analysis of variance with repeated measures on two factors (cost v no cost 
planning, and 5 levels of project type).  Significant main effects were found of 
both planning (F = 166.36; df = 1, 77; p < 0.0001) and project type (F = 6.61; 
df = 4.308; p < 0.0001), with no significant interaction (F < 1).  Thus, early-
stage estimates on some project types are expected to be significantly less 
accurate than those on other project types, whether with or without cost 
planning. 
 The correlations for the judgements with and without cost planning are shown 
in Tables 4.19 and 4.20 respectively, and all but one of these correlations were 
significant at better than the 5% level.  The accuracy ratings for the 5 project 
types were then factor-analysed, separately for the cost planning and no cost 
planning responses.  In both cases a single factor emerged, with high positive 
loadings from all five project types (see Tables 4.21 and 4.22).  Factor scores 
were then generated. 
 The scores derived from factor FF1 (predicted accuracy with cost planning) 
were compared to the subjects' general ratings of accuracy with cost planning 
and a correlations of 0.641 was observed (t = 7.376, df = 78, p < 0.0001).  
Table 4.17:Varimax factor analysis of mean rated importance of 13 task elements 
over 5 project types, accounting for 87.8% of the total variance.  Loadings > 
0.30 are shown. 
FE1 FE2 FE3 FE4 FE5 FE6 FE7 FE8 FE9 FE10 FE11 FE12 FE13 FE14 
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Size:  
House: .90 
Factory: .90 
H Centre: .89 
Schools: .89 
Offices: .88 
 
Site:  .87 
H Centre:  .87 
Schools  .87 
House:  .87 
Factory:  .83 
Offices:  .82 
 
Geog:   .90 
House:   .90 
Schools:   .90 
H Centre:   .87 
Offices:   .84 
Factory:   .82 
 
Market:    .88 
H Centre:    .88 
Factory:    .88 
House:    .85 
Offices:    .84 
 
BCIS: 
H Centre:     .93 
Offices:     .91 
Schools:     .90 
House:     .88 
Factory:     .88 
 
Client: 
H Centre:      .91 
House:      .89 
Schools:      .88 
Factory:      .83        .34 
Offices:      .81        .33 
 
Time: 
H Centre:       .91 
House:       .90 
Schools:       .89 
Factory:       .86 
Offices:       .84 
 
 
 
Limits: 
Offices:        .89 
House:       .88 
H Centre:        .86 
Factory:        .86 
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Schools:        .85 
 
Design: 
Factory:         .84 
Schools:         .84 
House:        .83 
H Centre:         .81 
Offices:         .73     .35 
 
Storeys: 
Factory:          .87 
Schools: .33         .84 
House: .31         .80 
H Centre:          .79 
Offices: .39    .39     .49 
 
Qual: 
House:          .81 
H Centre:           .80 
Schools:    .31      .32 .79 
Offices:           .71   .41 
Factory:          .31 .66 
 
Complex: 
House:           .78 
Factory:         .31   .75 
Schools:            .75 
Offices:            .73 .31 
H Centre:       .44      .60 
 
Services: 
House:            .78 
Offices:             .76 
Schools:             .63 -
.39 
Factory:          .42   .57 
H Centre:  .41           .53 
 
Eigv: 5.00 4.89 4.78 4.77 4.74 4.48 4.42 4.32 4.16 4.09 3.55 3.52 2.76 1.63 
Similarly, the scores derived from factor FF2 (predicted accuracy without cost 
planning) were compared to the subject's general ratings of accuracy without 
cost planning and a correlation of 0.737 was observed (t = 9.630, df = 78, p < 
0.0001).  These relationships were positive and significant as would be 
expected, but it is of interest that they represent only moderate proportions of 
common variance for each pair (41% and 54% respectively).  This argues that the 
general rating is not simply an amalgam of the five specific ratings, but is 
derived from other components as well.  In categorical terms, it may be that 
each general rating gives a prototypical level of subjective accuracy, while 
each factor score gives a composite measure of five specific exemplars which are 
not necessarily highly representative of their category. 
 
Table 4.18:Mean percentage expected accuracy levels for early-stage estimating.  
 
     GEN  Sch  Hse Off Fac Cen  
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with cost  M%  7.26  6.46  6.10  7.05  5.91  7.54 
planning SD  3.03  2.84  2.89  3.19  3.05  3.52 
 
without cost  M% 11.63 10.05 10.17 11.28 10.18 11.39 
planning SD  4.39  4.13  4.13  4.41  4.39  4.16  
 
 
Table 4.19:Correlations for expected accuracy levels with cost planning.  All 
entries except the bracketed value are significant at better than the 5% level.  
 
   GEN   Sch  Hse  Off  Fac  Cen  
 
School  0.254  1.000 
Housing  0.555  0.564 1.000 
Offices  0.686  0.307 0.529 1.000 
Factory  0.471  0.182 0.343 0.540 1.000 
Health Centre 0.398  0.488 0.494 0.469 0.345 1.000  
 
 
Table 4.20:Correlations for expected accuracy levels without cost planning.  All 
entries are significant at better than %5 level.  
 
  GEN Sch Hse Off Fac Cen  
 
School  0.536 1.000 
Housing  0.635 0.714 1.000 
Offices  0.701 0.511 0.610 1.000 
Factory  0.661 0.457 0.583 0.710 1.000 
Health Centre 0.570 0.654 0.682 0.722 0.576 1.000  
 
 
Table 4.21:Factor analysis of rated accuracy levels for 5 project types (with 
cost planning), accounting for 54.4% of the total variance.  Loadings > 0.30 are 
shown.  
 
      FF1  
 
Primary school    0.688 
Sheltered housing    0.810 
Offices     0.779 
Unit Factories    0.632 
Health centre    0.766 
 
Eigenvalue     2.721  
 
 
 
 
 
Table 4.22:Factor analysis of rated accuracy levels for 5 project types (without 
cost planning), accounting for 69.9% of the total variance.  Loadings > 0.30 are 
shown.  
 
      FF2  
 
Primary school    0.796 
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Sheltered housing    0.861 
Offices     0.853 
Unit factories    0.792 
Health centre    0.874 
 
Eigenvalue     3.493  
 
 
Analysis 6:  Estimates 
The subjects were asked to give a "quick 'ball-park' estimate" for the five 
project types.  They were instructed to "assume that each is located in your own 
geographical area", and to make each estimate "at current prices, exclusive of 
fees, furniture and land".  The mean estimates are shown in Table 4.23, together 
with standard deviations and coefficients of variation. 
 
 
Table 4.23:Mean estimates, standard deviations, and coefficients of variation 
for 5 project types.  
 
   School Houses Offices Factory Health Centre  
 
Mean  271360 780822 5791106 369132   231818 
SD    47393 101735 1697527  84247    47778 
CV   0.1747 0.1303 0.2931 0.2282   0.2061  
 
 
A number of transformations were now applied to the raw estimates.  The scores 
were first divided by the given gross floor area of each project type, to yield 
cost per square metre.  They were then standardized for month of estimate, using 
the national average prices for February to June 1987, as shown in Table 4.24. 
 
 
Table 4.24:National average prices (per square metre) for 5 project types 
(including siteworks and contingencies) for 5 months in 1987.  
 
    School   Houses     Offices     Factory   Health Centre  
 
Feb  526  407  595  278  577 
Mar  529  410  599  280  581 
Apr  533  413  604  282  585 
May  537  416  608  284  590 
Jun  540  417  610  285  592  
 
Each datum was multiplied by the ratio of the appropriate value for June and the 
appropriate value for the month in which that particular questionnaire was 
returned, thus adjusting the whole database to the level of June 1987 prices.  A 
further adjustment was then made to take account of geographical variation in 
prices, and each datum was divided by an appropriate regional coefficient drawn 
from Table 4.25. 
 
 
Table 4.25:Regional adjustment coefficients (source: BCIS 1985/86).  
 
Region    Coeff  SD  Sample  
 
Northern Counties  0.97  0.09  105 
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Yorks & Humberside 0.92  0.09  104 
East Midlands   0.92  0.11   92 
East Anglia    0.95  0.10   57 
Beds/Essex/Herts  1.03  0.09   78 
Greater London   1.18  0.13  210 
South Eastern Counties 1.08  0.10  125 
Southern Counties  1.01  0.10  131 
South Western Counties 0.93  0.10  112 
West Midlands   0.91  0.09  108 
North Western Counties 1.01  0.10  154  
 
The means, standard deviations, and coefficients of variation for the 
transformed estimates are shown in Table 4.26.  The relationship between the 
transformed estimates and the national average prices for June 1987 was explored 
in two ways.  Firstly, the signed proportional national average value from each 
datum, and then dividing by the same value.  This calculation expressed the 
extent to which each estimate was greater than or smaller than the national 
average price for June 1987 for the relevant project type.  Secondly, the 
absolute proportional differences were calculated, to express the extent to 
which each estimate differed from the appropriate national value, regardless of 
the direction of the difference. 
 
 
Table 4.26:Mean observed estimates, standard deviations and coefficients of 
variation for 5 project types, expressed as cost per square metre, and adjusted 
for region and month of estimate.  
 School Houses Offices Factory Health Centre  
 
Mean 469.087 393.099 513.086 259.562   553.743 
SD  90.021  53.008 122.612  64.258   117.779 
CV   0.192   0.135   0.239   0.248     0.213  
 
 
Table 4.27:Mean signed and absolute differences from June 1987 national average 
for 5 project types.  
 
 School Houses Offices Factory Health Centre  
 
Signed -0.131 -0.057 -0.159 -0.089   -0.065 
SD  0.167  0.127  0.201  0.225    0.199 
 
Abs1  0.177  0.113  0.216  0.202    0.164 
SD  0.116  0.081  0.137  0.132    0.129  
 
 
 
Table 4.28:Smallest and largest signed and absolute estimates for 5 project 
types.  
 
 School Houses Offices Factory Health C  
 
Smallest -0.403 -0.434 -0.578 -0.467 -0.525 
Sgnd 
Largest 0.760  0.311  0.441  0.603  0.576 
 
Smallest 0.003  0.003  0.004  0.003  0.000 
116  Analysis of Postal Questionnaires 
 
 
Abs1 
Largest 0.760  0.434  0.578  0.603  0.576  
 
 
Table 4.29:Correlations for signed proportional difference scores for five 
project types.  All entries are significant at better than the 5% level.  
 
 School Houses Offices Factory Health C  
 
School 1.000 
Housing 0.464 1.000 
Offices 0.453 0.238 1.000 
Factory 0.386 0.278 0.282 1.000 
Health 
Centre 0.656 0.409 0.329 0.381   1.000  
 
 
Table 4.30:Squared multiple correlation of signed proportional difference scores 
for each project type with the other four.  
 
 SMC   F  df   p  
 
School 0.535 22.44 4, 78 <0.001 
Housing 0.242  6.23 4, 78 <0.001 
Offices 0.220  5.50 4, 78 <0.001 
Factory 0.197  4.78 4, 78 <0.001 
Health 
Centre 0.460 16.61 4, 78 <0.001  
 
 
Table 4.31:Factor analysis of signed proportional difference scores for 5 
project types, accounting for 51.7% of the total variance.  Loadings > 0.30 are 
shown.  
 
    FG1  
 
Primary school   0.854 
Sheltered housing   0.660 
Offices    0.621 
Unit factories   0.626 
Health centre   0.802 
 
Eigenvalue   2.587  
 
 
The means and standard deviations for these signed and absolute differences are 
shown in Table 4.27, and their largest and smallest values in Table 4.28.  The 
correlation matrix for the signed values is given in Table 4.29, and Table 4.30 
shows the squared multiple correlation (SMC) of each of these variables with the 
other four.  A composite measure of proportional estimate size was then obtained 
by factor-analysing the five signed difference scores defined above.  A single 
significant factor emerged, accounting for 51.7% of the variance (see Table 
4.31).  Factor scores were generate, and since all five project-specific signed 
difference variables yielded high positive loadings these were assumed to index 
relative estimate size.  The distribution of the factor scores is shown in Table 
4.32. 
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Table 4.32:Histogram showing distribution of FG1 factor scores 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Analysis 7:  Personality inventory 
The subjects were presented with 16 bipolar trait-pairs with a seven-point scale 
extending between each pole.  They were asked to tick the appropriate box on 
each scale to indicate where you think your own personality falls between the 
two extremes".  Table 4.33 presents the mean ratings for each trait-pair. 
 
 
Table 4.33:Mean rating of own personality on 16 bipolar traits, using a 1-7 
scale.  
 
Trait scored (1) Mean SD Trait scored (7)  
 
Undisciplined 5.63 1.12 Controlled 
Less intelligent 5.44 0.80 More intelligent 
Expedient 5.31 1.28 Conscientious 
Group-orientated 5.28 1.49 Self-sufficient 
Timid   5.10 0.91 Venturesome 
Happy-go-lucky 4.99 1.16 Serious 
Apprehensive 4.64 1.31 Secure 
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Imaginative 4.12 1.58 Practical 
Assertive 4.05 1.30 Accommodating 
 
Suspicious 3.74 1.35 Trusting 
Outgoing  3.73 1.26 Reserved 
Relaxed  3.63 1.34 Tense 
Tough-minded 3.60 1.14 Tender minded 
Shrewd  3.56 1.29 Forthright 
Traditional 3.51 1.39 Radical 
Calm   3.16 1.47 Emotional  
 
 
In each case, the scales were scored from 1 to 7 in the direction indicated.  
For items in the higher section of Table 4.33, therefore, the mean tends towards 
the right-hand trait, while for items in the lower section the tendency is 
towards the left-hand trait.  Table 4.34 shows the pattern of significant 
correlations. 
 
 
 
Table 4.34:Significant correlations (df = 81, p<0.05, 2-tailed) of mean ratings 
of own personality on 16 bipolar traits (decimal points omitted).  
 
      1 2 3 4 5 6 7 8 9 10 11 12  
 
Accommodating  1 - 
More intelligent 2  - 
Venturesome   3 -25  - 
Serious    4    - 
Self-sufficient  5     - 
Conscientious  6 +24   +27  - 
Emotional   7       - 
Practical   8     -27   - 
Tender-minded  9 +40  -24   +32   - 
Reserved  10    +23     +26 - 
Tense    11  -25  +29   +43 
Trusting  12      +25   +28  - 
Forthright   13   +22     +47    +22 
Secure    14 -37  +35        -30 
Radical    15  -26      -22 
Controlled   16      +24  
 
 
 
Factor analysis revealed six significant factors (FH1 to FH6), accounting for 
63% of the total variance (Table 4.35). 
 
 
Table 4.35:Varimax factor analysis of mean ratings of own personality on 16 
bipolar traits, accounting for 63% of the total variance.  Loadings >0.30 are 
shown.  
 
    FH1 FH2 FH3 FH4 FH5 FH6  
 
Secure  0.73 
Venturesome   0.73 
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Outgoing   0.53  -0.39 
 
Conscientious   0.71     0.34 
Tender-minded -0.35  0.69 
Trusting    0.63 
Accommodating -0.49  0.56 
 
Emotional     0.77 
Tense      0.77 
 
Practical      0.87 
Forthright      0.75 
 
Traditional      0.35  0.73 
Self-sufficient    0.42 -0.35  0.62 
More intelligent      0.57 
 
Serious        0.87 
Controlled        0.56  
 
Eigenvalues   2.00  1.84  1.74  1.68  1.45  1.44  
 
 
 
Factor FH1, comprising high positive loadings on "secure", "venturesome" and 
"outgoing", and moderate negative loadings on "tender-minded" and 
"accommodating", was characterised as a confidence factor.  Factor FH2, 
incorporating positive loadings on "conscientious", "tender-minded", "trusting" 
and "accommodating", was characterised as a compliance factor.  Factor FH3 was 
labelled as nervousness, and factor FH4 as directness, in accordance with the 
highest loading traits in each case.  FH5 was more difficult to recognise, 
incorporating positive loadings from "traditional", "self-sufficient" and "more 
intelligent", but a characterisation of imperviousness was finally influenced.  
Factor FH6, with high positive loadings from "serious" and "controlled", could 
clearly be called a discipline factor.  Factor scores were generated, and the 
resulting array was treated as an index to the subjects' model self concept of 
their own personalities. 
 
Analysis 8:  Trait attribution for ideal early-stage estimator 
The final section of the questionnaire called for ratings on a seven-point scale 
of the importance of 10 personality traits for "an ideal early-stage estimator". 
 Table 4.36 shows the mean rating and standard deviation for each trait, and 
Table 4.37 shows the patten of significant correlations. 
 
Table 4.36:Mean rated importance of 10 personality traits for an ideal early 
stage estimator, on a scale between 1 (not important) and 7 (very important).  
 
 Trait Mean  SD  
 
 Knowledgeable 6.39  0.78 
 Confident 6.02  1.01 
 Careful 6.00  0.98 
 Flexible 5.61  1.22 
 Critical 5.60  1.08 
 Fast 5.11  1.23 
 Cooperative 4.99  1.80 
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 Clever 4.54  1.34 
 Tough 3.89  1.64 
 Pleasant 3.63  1.95  
 
 
Table 4.37:Significant correlations (df = 81, p<0.05, 2-tailed) of mean rated 
importance of 10 personality traits for an ideal early-stage estimator (decimal 
points omitted).  
 
  1 2 3 4 5 6 7 8 9  
 
Co-operative 1 - 
Critical 2  - 
Knowledgeable 3  +23 - 
Careful 4 +45   - 
Flexible 5 +25    - 
Clever 6  +32    - 
Pleasant 7 +44   +33 +29  - 
Tough 8       +27 - 
Fast 9     +27   +23 - 
Confident 10 +22   +24 +30   +23 +22  
 
 
 
Four factors emerged with eigenvalues greater than unity (FI1 to FI4), 
accounting for 62% of the total variance (see Table 4.38).  Factor scores were 
generated, and those for factor FI1 (with high positive loadings from 
"cooperative", "careful" and "pleasant") were characterised as being helpfulness 
scores.  The scores for FI2, with loadings on "fast", "flexible" and 
"confident", were characterised as efficiency.  Factor FI3, with high loadings 
from "clever" and "critical", was labelled discernment.  The final factor, FI4, 
was more difficult to characterise, having positive loadings from 
"knowledgeable", "flexible" and "critical", but negative loadings from "tough" 
and "fast".  After discussion the factor was interpreted as dealing with 
theoretical knowledge, and was regarded as expressing a rather academic approach 
to the estimator's job.      
 
Analysis 9:  "Best-subset" predictors of relative estimate size 
The sequence of analyses reported here was carried out using the program BMDP9R 
(Dixon et al., op. cit.), a multiple regression routine which identifies the 
"best" subset of predictor variables (defined as the subset for which Mallows' 
CP statistic is minimized).  This procedure was applied successively to each 
array of factor scores described above, with relative estimate size (factor FG1) 
as the dependent variable in each case. 
Table 4.38:Varimax factor analysis of mean rated importance of 10 personality 
traits for an ideal early-stage estimator, accounting for 62% of the total 
variance.  Loadings >0.30 are shown.  
 
 FI1 FI2  FI3  FI4  
 
Co-operative 0.80 
Careful 0.75 
Pleasant 0.71 
 
Fast  0.76    -0.32 
Flexible  0.69     0.36 
 121 Multivariate Analyses 
 
 
Confident  0.64 
 
Clever    0.79 
Critical    0.73   0.32 
 
Knowledgeable       0.74 
Tough  0.32  0.36  -0.51 
 
Eigenvalues 1.99 1.63  1.41   1.22  
 
 
 
(1) Relative estimate size was first regressed on the pool of recent experience 
factor scores (FA1 to FA5) obtained in Analysis 1.  The best subset was FA4 
alone (residential experience), but this was non-significant (R = 0.1364; F 
= 1.29; df = 1.68; ns).  It was concluded that there was no systematic 
relationship between relative size of estimate and recent experience.    
(2) The same dependent variable was now regressed on the subjective expertise 
factor scores (FB1 to FB5) obtained in Analysis 2.  The best subset 
consisted of FB1 (commercial expertise) and FB2 (industrial expertise), 
accounting for 14% of the variance (R = 0.3750; F = 5.56; df = 2, 68; p < 
0.01).  The beta coefficients for FB1 and FB2 were 0.200 and -0.315 
respectively, indicating that scores showing high commercial expertise were 
generally associated with high relative estimates, and scores showing high 
industrial expertise with low relative estimates. 
(3) FG1 was then regressed on the factor scores for rated importance of 
estimator characteristics (FC1 to FC7) derived from Analysis 3.  The best 
subset included FC3 (training), FC4 (attribution), and FC7 (experience), 
accounting for 10% of the variance (R = 0.3157; F = 2.77; df = 3, 75; 
p<0.05).  The beta coefficients were all positive (0.197, 0.195 for FC3, 
FC4 and FC7 respectively), suggesting that scores showing a tendency to 
rate training, attribution, or experience as important characteristics for 
an estimator were associated with high relative estimates. 
(4) Regression on the factor scores for rated yield general importance of task 
elements (FD1 to FD5) yielded no significant effects.  FG1 was therefore 
regressed on the alternative set of factor scores given by the task-
specific importance ratings (FE1 to FE14) also obtained in Analysis 4.  The 
best subset here consisted of FE6 (the client) and FE8 (cost limits), and 
accounted for 9.7% of the variance (R = 0.3120; F = 3.88; df = 2, 72; 
p<0.05).  The beta coefficient for FE8 was negative (-0.204), indicating 
that scores showing higher ratings of cost limits importance were 
associated with lower relative estimates. 
(5) FG1 was then regressed on the scores derived from the subjects' own 
personality ratings (FH1 to FH6) obtained in Analysis 7.  The best subset 
consisted of FH6 alone (self-discipline), accounting for 6.3% of the 
variance (R = 0.2507; F = 5.17; df = 1, 77; p<0.05).  Not surprisingly, the 
beta coefficient was negative (-0.251), indicating that subjects whose 
scores showed that they rated themselves as highly self-disciplined were 
also those who tended to give lower relative estimates. 
(6) FG1 was then regressed on the set of scores derived from the trait 
importance ratings for an ideal early-stage estimator (FI1 to FI4) derived 
from Analysis 8.  The best subset combined FI2 (efficiency) and FI3 
(discernment), and accounted for 8.2% of the variance (R = 0.2869; F = 
3.45; df = 2, 77; p<0.05).  Both beta coefficients were positive (0.189 and 
0.216 respectively), showing that the subjects who rated efficiency and 
discernment as being very important characteristics of an ideal early-stage 
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estimator were also those who made high relative estimates. 
(7) The variables which appeared in the various best subsets were then pooled, 
and the multiple regression of FG1 on FB1, FB2, FC3, FC4, FC7, FE6, FE8, 
FH6, FI2 and FI3 was carried out.  The program BMDP1R (Dixon et al., op. 
cit.) was used first, to compute the proportion of the variance in FG1 
accounted for by the pool as a whole.  The squared multiple correlation was 
found to be 0.3055, which was significant (F = 2.414; df = 10, 55; p<0.02). 
 The analysis was then repeated, using the program BMDP2R to adopt a 
stepwise procedure.  Three of the eight independent variables were retained 
in the final equation, namely FB2 (industrial expertise), FC7 (experience), 
and FH6 (discipline), thus accounting for 20% of the variance (R = 0.4468; 
F = 5.16; df = 3, 62; p<0.01).  It was therefore concluded that the 
relative size of the subjects' estimates was significantly predicted by a 
weighted combination of (i) the amount of self-attributed expertise in 
industrial projects, (ii) the extent to which experience is regarded as an 
important factor in estimating, and (iii) the amount of self-attributed 
discipline (see Table 4.39). 
 
 
Table 4.39:Summary of stepwise regression of relative size of estimate on the 
pooled subset of predictor factor scores.  Original variables having high 
loadings on the factors are shown.  
 
Variables Load  Factor characterisation   Beta  
 
Factories 0.91 
       Industrial expertise  -0.330 
Warehouses 0.90 
 
Time in prof 0.90  Experience important   0.290 
 
Serious  0.87 
       Self-rated discipline  -0.242 
Controlled 0.56  
 
 
 
Analysis 10:  "Best-subset" predictors of estimate typicality 
Since the relative estimate sizes consisted of factor scores generated from five 
original variables, their mean was zero and their standard deviation 1.  The 
median score, however, was -0.1565, with a semi-interquartile range of 0.6190.  
Since the distribution was clearly skewed by the existence of a few high 
estimators, the median was taken as the preferred measure of centrality, and 
hence proximity to the median was selected as an index of estimate typicality.  
An appropriate transformation was applied to the relative estimate sizes as 
follows:- 
 
 ABS (ABS (FG1 + 0.1565) - K) 
 
where K is the sum of the largest score and 0.1565.  This transformation gave a 
value of 0 to the score farthest from the median, and a value of 4.1355 to any 
score failing exactly on the median.  The distribution of the transformed scores 
is shown in Table 4.40. 
 
 
Table 4.40:Histogram showing distribution of relative estimate typicality 
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The procedures outlined in Analysis 9 were repeated on this new dependent 
variable. 
 
(1) As in Analysis 9, relative estimate typicality was first regressed on the 
pool of recent experience factor scores (FA1 to FA5) obtained in Analysis 
1.  The best subset consisted of FA1 (commercial experience) and FA2 
(public service experience), which together accounted for 9.3% of the 
variance (R = 0.3044; F = 3.42; df = 2, 67; p<0.05).  Both beta 
coefficients were positive (0.195 and 0.235 respectively).  These results 
indicated that subjects having high scores on these two dimensions of 
recent experience also tended to be closer to the median relative estimate 
score for the group as a whole. 
(2) Relative estimate typicality was now regressed on the subjective expertise 
factor scores (FB1 to FB5) obtained in Analysis 2.  The best subset 
consisted of FB2 (industrial expertise) and FB3 (educational expertise), 
accounting for 11.2% of the variance (R = 0.3349; F = 4.29; df = 2, 68; 
p<0.02).  The beta coefficients for FB2 and FB3 were 0.172 and 0.289 
respectively, indicating that subjects having high scores on these two 
dimensions of self-rated expertise also tended to be closer to the median 
relative estimate score for the group as a whole. 
(3) Typicality was then regressed on the factor scores for rated importance of 
estimator characteristics (FC1 to FC7) derived from Analysis 3.  The best 
subset included FC4 (attribution), and FC7 (experience), but this was non 
significant, accounting for only 1.6% of the variance (R = 0.1249; F = 
1.24; df = 2, 76; ns).  The results suggested that there was no systematic 
relationship between the rated importance of these estimator 
124  Analysis of Postal Questionnaires 
 
 
characteristics and proximity to the median relative estimate score. 
(4) Regression on the factor scores for rated general importance of task 
elements (FD1 to FD5) also yielded no significant effects.  As in Analysis 
9, therefore, the dependent variable was regressed on the alternative set 
of factor scores given by the task-specific importance ratings (FE1 to 
FE14) also obtained in Analysis 4.  The best subset here consisted of FE3 
(geographical factors) and FE13 (services), and accounted for 8.8% of the 
variance (R = 0.2964; F = 3.47; df = 2 p<0.05).  The beta coefficient for 
FE3 was negative (-0.203), indicating that scores showing high importance 
ratings for geographical factors were associated with typical relative 
estimates.  By contrast, the beta coefficient for FE13 was positive 
(0.219), indicating ratings for services were associated with highly 
typical relative estimates. 
(5) The dependent variable was then regressed on the scores derived from the 
subjects' own personality ratings (FH1 to FH6) obtained in Analysis 7.  
There were no significant effects, however, indicating that estimate 
typicality was not predicted by these judgements. 
(6) Estimate typicality was then regressed on the set of scores derived from 
the trait importance ratings for an ideal early-stage estimator (FI1 to 
FI4) derived from Analysis 8, but no significant results were obtained for 
this set either.  It was concluded that there was no strong relationship 
between the dependent variable and this particular set of judgements. 
 
 
Table 4.41:Summary of stepwise regression of relative estimate typicality on the 
pooled subset of predictor scores.  Original variables having high loadings on 
the factor are shown.  
 
Variables  Load  Factor characterisation  Beta  
 
Secondary schools 0.90 
Primary schools  0.85  Educational expertise  0.303 
Other educational 0.57  
 
 
 
(7) The variables which appeared in the various best subsets were then pooled, 
and the multiple regression of typicality on FA1, FA2, FB2, FE3, and FE13 
was carried out.  The squared multiple correlation with this pool as a 
whole was found to be 0.2109, which was significant (F = 2.41; df = 6, 54; 
p<0.05).  The use of a stepwise procedure showed that only one of the 
independent variables was retained in the final equation, namely FB3 
(educational expertise), thus accounting for only 9% of the variance (R = 
0.3032; F = 5.97; df = 1, 59; p<0.05).  It was therefore concluded that 
proximity to the median estimate score was significantly predicted by the 
amount of self-attributed expertise in educational projects (see Table 
4.41). 
 
 
 
 
 
SUMMARY 
 
A considerable amount of data, of primary analysis and of secondary analysis was 
generated from the administration of the expert estimators questionnaire, and at 
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this point it may be helpful to attempt to summarise the main findings in a 
reasonably succinct manner before drawing conclusions and considering the 
various implications of the findings of this chapter for theory and for 
practice. 
 
1.1 Our subjects had, on average, most recent experience of estimating for 
residential projects and commercial projects (offices and shops) and least 
for educational projects, with industrial projects and socio-medical 
projects intermediate. 
1.2 The extent of the breadth of specificity of our estimators recent 
experience was indexed by means of factor analysis of the pattern of co-
occurrence of fifteen types of projects (five generic types with three 
examples of each).  A substantial amount of the variance (78%) was 
accounted for by this method, indicating that, at least amongst our 
respondents, current work practices for estimators require a degree of 
generality of expertise across types of building projects. 
1.3 Five project groupings were identified by this analysis, whereby estimators 
tend to have had a range of recent experience within each grouping, but 
tend not to have had experience across groupings.  The five factors were:- 
 
 Commercial projects (shops, offices, speculative housing) 
 Public sector projects (schools, old people's homes, health centres) 
 Residential projects (other than speculative housing) 
 Industrial projects (warehouses, unit factories) 
 Versatility factor ('other' sociomedical, educational and commercial 
projects). 
 
 This arrangement suggests the types and range of specialisation currently 
to be found among early-stage estimators working in the construction 
industry. 
2.1 Asked to rate their current expertise, respondents gave their highest 
rating, overall, to industrial and commercial projects, the lowest average 
rating was for educational projects and residential and sociomedical 
projects were intermediate.  Comparing these means with the amount of 
reported recent experience in each of these generic areas, expertise on 
Industrial projects appears higher than expected and expertise on 
Residential projects lower than expected.  Prima facie this would seem to 
be evidence for a difference in the perceived difficulty of early-stage 
estimating in these two areas, with a higher rating being given to 
Industrial project expertise on the basis of less experience than is the 
case for Residential projects.  The relationship between experience and 
expertise is, of course, a core question in the development of expertise. 
2.2 The development of this relationship over time was examined by correlation 
and ANOVA and the strength of the relationship was shown to increase over 
time in the reports of our respondents.  As well as this strong recency 
effect, a small primacy effect was also observed.  The data thus suggest 
that, for these respondents, their current expertise at any of the fifteen 
types of building project is a function mainly of the amount of recent 
experience (last five years) of projects of that particular type, with a 
smaller but significant contribution to current expertise from the extent 
of their experience with such tasks in the early stages of their 
professional careers.  Of course their memory of the number of jobs of each 
or any type undertaken during the different time periods may be fallacious, 
and their estimates of their current expertise might be quite mistaken; but 
within the bounds of these caveats this is a strong finding even should it 
prove to be solely a psychological finding concerning estimators beliefs 
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and unrelated to any objective measure of their 'expertise'. 
2.3 The generality of expertise was further examined by factor analysis of the 
current expertise ratings.  Five clear factors emerged accounting for a 
substantial proportion of the variance (75%).  These factors were readily 
identifiable as:- 
 
 expertise on Commercial projects 
 expertise on Industrial projects 
 expertise on Educational projects 
 expertise on Sociomedical projects 
 expertise on Residential projects 
 
 Thus there was strong association between level of self-rated expertise 
within each grouping, and little association between levels of self-rated 
expertise across groupings.  This situation contrasts with the experience 
groupings of 1.3 above.  Thus expertise is seem as confined to generic type 
of project whereas current work practices seem not to confine endeavours so 
closely.  Thus, for example, whilst it appears to be not uncommon for one 
of our respondents to engage in early-stage estimating across a range of 
public sector projects (see Table 4.4 FA2 and 1.3 above) their expertise 
does not generalise across generic project types.  While an estimator may 
be called upon to produce estimates for both educational and sociomedical 
building projects, experience at the one does not enhance performance at 
the other.  Experience may be diverse but expertise remains tightly 
bounded.  This suggests substantial differences in the processes of early-
stage estimating of different generic types of building project. 
3.1 Notwithstanding this specificity of practice, we asked out respondents to 
rate nineteen personal characteristics that contribute to the expertise of 
any estimator.  The most highly rated were differential perception (the 
ability to identify important aspects of the project), sensitivity 
(awareness of client's requirements) and attitude to uncertainty (coping 
with insufficient information).  The lowest rating was given to differences 
in character between estimators (personality factors).  In general, 
judgement and uncertainty were rated above precision, logic, and memory for 
detail with character differences running last. 
3.2 The internal structure of these ratings was investigated by factor 
analysis, and seven factors were obtained which accounted for a substantial 
proportion of the variance (69%).  The seven factors were:- 
 
 
 
 Professional competence (skills, judgement, market conditions) 
 Psychological aspects (memory, personality, visualising) 
 Training (both pre- and post-qualification) 
 Attribution (considered an expert) 
 Risk acceptance (takes risks, not sensitive to client) 
 Data-processing skills (insufficient information, systematic) 
 Length of service (time in profession). 
 
 Thus these are the general areas into which our respondents see factors 
which affect estimating failing. 
4.1 Respondents were asked to judge the importance in early-stage estimating of 
thirteen task elements, both 'in general' and in relation to each of the 
five generic job types.  For the general rating, complexity, services and 
market conditions received the highest ratings and BCIS files the lowest. 
4.2 The general ratings were factor analysed and five factors found which 
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accounted for a substantial proportion of the variance (70%).  These five 
factors were:- 
 
 Task complexity (designers, complexity, services) 
 Local conditions (market conditions, location) 
 Scale of project (size, storeys) 
 Use of records (BCIS files) 
 Budget restrictions (cost limits, client). 
 
 Thus these groupings indicate the general heads under which our respondents 
view aspects of the general task of early-stage estimating which contribute 
to variability in the success of the task. 
4.3 Given the finding at 2.3 above that expertise tends not to generalise 
across generic project types and the concomitant possibility that these 
generic types differ in difficulty and procedure, we would expect to find 
differences in the relative contribution to success of the different task 
elements from type to type.  This expectation was upheld by the data (see 
Tables 3.15 and 3.16).  Thus, for example, whilst 'complexity' has the 
highest overall rating across types it did not figure top of the list for 
any individual job type.  Significant differences were found in the tank 
order of task elements from job to job.  Probably the largest single 
contribution to this difference was the contrast in the importance of 'Cost 
limits' which obtained the highest rank for 'Primary school' and 'Sheltered 
housing', placed second in the case of 'Health centre' but was well down 
the list in the case of 'Offices' and 'Unit factories'.  Similarly, 
'Quality' but was accorded only middling importance for the other projects. 
 A number of other sources of variability across types may also be 
identified, corroborating this claim of important differences in the 
relative importance of particular task elements to place alongside the 
earlier finding of differences in rated expertise and in the ratios of 
expertise to experience across project types. 
5.1 Respondents were asked to give the expected accuracy levels for early-stage 
estimates both 'in general' and for each of five particular project types, 
firstly with and secondly without 'cost planning'.  ANOVA revealed a main 
effect for the presence vs absence of cost planning, a main effect for 
project type and no interaction effect.  Thus estimates with cost planning 
were seen as being more accurate (eg 'in general' within about 7%) than 
estimates without cost planning ('in general' within about 12%), and this 
difference held across all project types.  In addition, there were 
differences in the anticipated accuracy of different project types which 
held irrespective of the presence of cost planning.  Thus our respondents 
saw cost planning as introducing a fairly uniform improvement in the 
accuracy of early-stage estimates, seeing this improvement as, on average, 
a reduction in distance from the target of close to 40%. 
5.2 Differences between projects were seen as being quite independent of the 
effects of cost planning, such that on both questions Primary school, 
Sheltered housing and Unit factories projects were seen as being amenable 
to slightly more accurate cost forecasting than Offices and Health centre 
projects. 
5.3 It was possible to examine the extent to which our subjects' expectations 
concerning accuracy levels 'in general' were predictable from knowledge of 
their anticipated accuracy levels for the five specific project types.  
Both with and without cost planning the five specific ratings readily 
reduced to a single factor accounting for reasonable proportions of the 
total variance (55% with, 70% without).  And while this composite factor 
correlated significantly in each case with the 'in general' rating, the 
128  Analysis of Postal Questionnaires 
 
 
correlation between the two measures only accounted for around 50% of the 
common variance.  This strongly suggest that what our respondents 'had in 
mind' when considering a building project 'in general' including something 
or things over and above the supplied five particular building projects.  
Examination of the simple correlations between the 'in general' ratings and 
each of the specific ratings (Table 4.19 and 4.20) reveal that both with 
and without considering cost planning, 'Offices' shares the most common 
variance and 'Primary school' the least common variance.  This suggests, 
though does not of course demonstrate, that what an estimator has 'in mind' 
when asked to consider a building project - unspecified and 'in general' - 
is more like/more likely to include an Office than a Primary school.  An 
office is closer to an estimator's prototype building than is a primary 
school. 
6.1 The measure of subject performance used in this investigation was a "Ball-
park" estimate of the likely cost of five specific project types, given 
only the project type (eg Sheltered housing) and a gross floor area.  These 
ball-park estimates were standardised for month of estimate, adjusting the 
data-base to June 1987 prices, and then adjusted for regional variations in 
prices.  This enable direct comparison between questionnaires received at 
different times and from different places. 
6.2 Responses were transformed to prices per square metre, yielding means 
across respondents of £554 psm for a Health Centre, £513 psm for Offices, 
£469 psm for a Primary school, £393 psm for Sheltered hosing and £260 psm 
for Unit factories. 
6.3 The coefficient of variation (the ratio between standard deviation and 
mean) averaged out across job types at 0.2052, a figure which bears 
comparison with other work in this area and thereby lends some credence to 
the veridicality of the task.  The coefficient of variation varied across 
project types with Unit factories and Offices the highest and Sheltered 
housing substantially lower than the others, indicating the project types 
which yielded, respectively, the least and the greatest consensus amongst 
our respondents. 
6.4 These transformed estimate were then compared to the national average 
figures for each job type, with both the signed (directional) differences 
and the unsigned difference being calculated.  The mean signed differences 
for all five project types were underestimates (Table 4.27), averaging 
across project types at around -8%, with the inaccuracy being least for 
Sheltered housing (-6%) and greatest for Offices (-16%).  The absolute 
differences (ignoring direction of difference) averaged out across project 
types at around 17%, with the discrepancy again being the least for 
Sheltered housing (11%) and the greatest in the case of Offices (22%).  As 
these figures suggest, the distribution of responses for all project types 
was skewed, with the majority of responses being underestimates, but the 
mean underestimate being smaller than the mean overestimate (see Table 
4.32). 
7.1 Respondents were asked to rate their own personality traits on sixteen bi-
polar scales.  Overall the most salient factors for this group of subjects 
were that they rated themselves as Controlled, Calm, Intelligent, 
Conscientious, Self-sufficient, Traditional and Shrewd. 
7.2 Factor analysis of the personality trait ratings revealed six main 
groupings of trait in an analysis accounting for a good proportion (63%) of 
the variance.  These factors were:- 
 
 Confidence (secure, venturesome, outgoing) 
 Compliance (conscientious, tender-minded, accommodating) 
 Nervousness (emotional, tense) 
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 Imperviousness (traditional, self-sufficient, intelligent) 
 Self-disciplined (serious, controlled). 
 
 These groupings suggest some dimensions of individual difference that are 
operative when our respondents make judgements of their own personalities. 
8.1 Respondents were asked to rate the importance of ten personal 
characteristics for an ideal expert early-stage estimator.  
'Knowledgeable', 'confident' and 'careful' received the highest ratings 
while 'tough' and 'pleasant' were accorded the lowest. 
8.2 Factor analysis of these ratings revealed four groupings of characteristics 
in an analysis which accounted for a good proportion of the variance (62%). 
 These four factors were:- 
 
 Helpfulness (cooperative, careful, pleasant) 
 Efficiency (fast, flexible, confident) 
 Discernment (clever, critical) 
 Theoretical knowledge (knowledgeable, not tough). 
 
 The groupings suggest four main dimensions along which estimators make 
discriminations when considering the personal characteristics of an ideal 
early-stage estimator.  It may be seen that the first factor emphasises the 
estimator's relationship to his client, while the third and fourth 
highlight his attitude and approach to his knowledge base, with the second 
factor combining both aspects. 
9.1 A series of analyses investigated the extent to which the accuracy of 
"Ball-park" estimates were predictable from responses to other items on the 
questionnaire.  A factor score combining the estimates for all five 
specific project types was used as the predictor variable.  The following 
results were obtained for each of the separate sections of the 
questionnaire:- 
 
 (a)Recent experience.  Variations in the amount of recent experience gave 
no significant purchase on variations in the size of estimates. 
 (b)Current expertise.  Variations in current commercial expertise and in 
current industrial expertise had statistically significant influence on 
variations in the size of estimates.  Specifically, high ratings for 
current commercial expertise were associated with high estimates 
(overestimations) while high ratings for current industrial expertise 
were associated with low estimates (underestimations). 
  
(c)Personal characteristics contributing to expertise.  Variations in estimate 
size were significantly predicted by a combination of the independent 
effects of 'training', 'attribution' and 'length of service'.  All were 
positively weighted contributions, indicating that estimators who 
tended to rate training, attribution and length of service as important 
contributors to expertise in early-stage estimating tended towards high 
estimates (overestimation). 
 (d)Task elements.  The combination of 'client' and 'cost limits' was the 
only set of task elements to covary significantly with estimate size, 
and the two were keyed in opposite directions, with high importance 
accorded to 'client' being associated with high estimates 
(overestimations) and high importance accorded to 'cost limits' 
associated with low estimates (underestimates).  Presumably according 
high importance to both of these simultaneously results in their 
effects cancelling out and a more accurate estimate being achieved. 
 (e)Personality ratings.  The 'self-discipline' factor was the only element 
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of this set to achieve statistically significant purchase on variations 
in estimate size, and high scores here were associated with low 
estimates (underestimation). 
 (f)Ideal estimator characteristics.  The combination of the independent 
effects of 'efficiency' and 'discernment' achieved statistically 
significant purchase on variations in estimate size.  Both elements 
showed a positive association, such that high scores on the rated 
importance of both were indicative of high estimates (overestimations). 
 
 These separate independent effects on our respondents "Ball-park" estimates 
from the different sections of the questionnaire are summarised in Table 
4.42. 
 
 
Table 4.42:Summary of independent effects of measures on relative estimate size.  
 
      Underestimation  Overestimation  
 
Recent experience   -    - 
 
Current expertise  Industrial   commercial 
 
Contributions to      training 
expertise    -   attribution 
          length of service 
 
Task elements   cost limits   client 
 
Personality   self-discipline   - 
 
Ideal estimator    -   efficiency 
          discernment  
 
 
 
 
 It may be seen that a tendency towards underestimation (compared to 
national average prices) is associated with self-rated current expertise on 
industrial projects, with a high relative rating for the importance of cost 
limits amongst task factors and a score that is a high relative to the rest 
of the sample on the self-discipline aspects (serious, controlled) of one's 
own personality.  Two of these three may clearly be regarded as 'person 
factors' and, indeed, all three are subjective expressions of opinion.  
Conversely, a tendency towards overestimation (compared to national average 
prices) is associated with self-rated current expertise in commercial 
projects, with the view that pre- and post-qualification training, 
attribution of expertise by self and others and time served in the 
profession are important contributors to expertise in early-stage 
estimating, with a high relative rating for the importance of the client 
amongst the set of task factors, and with ratings that are high relative to 
the rest of the sample for the importance of efficiency and discernment in 
the make-up of an ideal early-stage estimator.  Again, all are subjective 
matters and testify to the importance of 'person factors' in variations in 
estimations. 
9.2 A further regression analysis sought to combine all these independent 
effects in search of the single best predictive combination.  A number of 
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the independent effects dropped out of the final equation, presumably 
because they shared some variance in common.  The best sub-set of these 
predictors, with a squared multiple correlation of 0.31 with estimate size, 
combined industrial expertise, length of service and self-discipline (Table 
4.39).  Again the first and third were negatively keyed showing that high 
scores on these were associated with a tendency towards underestimations 
and the second was positively keyed with a tendency towards overestimation. 
 Again all are subjective factors, and the only objective measure in the 
array - amount of recent experience - made no contribution to the 
predictability of estimates. 
10.1 The distribution of estimates from our respondents was a skewed one (Table 
4.32) with the mean value being displaced upwards by a small number of 
extreme overestimators.  The consensus of a large group of experienced and 
expert estimators was a datum of interest to us and the median of the 
distribution of "Ball-park" estimates was taken as the index of the 
'typicality' of response.  Subjects were then arranged in order of 
divergence from this value and attempt made to predict the extent of this 
deviation from the measures obtained on the other sections of the 
questionnaire.  The following results were obtained in respect of each of 
the separate analyses:- 
 
 (a)Recent experience.  The combination of recent commercial and public 
service experience gave statistically significant purchase on this 
variable, both being positively associated such that estimators telling 
of high amounts of recent experience in these two areas tended to 
produce more typical estimates (closer to the group median value). 
 (b)Current expertise.  Here the independent combination of high ratings on 
industrial expertise and educational expertise gave significant 
association, with high scores on both related to more typical 
estimates. 
 (c)Personal characteristics contributing to expertise.  Here no 
statistically significant relationships were found with any combination 
of expertise characteristics. 
 (d)Task elements.  The combination of 'geographical factors' and 'services' 
here covaried significantly with estimate typicality.  However the 
former was negatively weighted and the latter positively weighted, 
telling that according relatively high ratings to the importance of 
geographical factors was associated with typical estimates while high 
ratings for services were predictive of typical estimates. 
 (e)Personality ratings.  Estimate typicality was not predicted by any of 
the factors from this set, alone or in combination. 
 (f)Ideal estimator characteristics.  Again no items from this set gave 
significant purchase on the typicality of estimates. 
 
 These separate independent effects on the typicality of our respondents 
"Ball-park" estimates are summarised in Table 4.43. 
 
 
Table 4.43:Summary of independent effects of measures on relative estimate 
typicality.  
 
       typical   atypical  
 
Recent experience   commercial       - 
       public service 
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Current expertise   industrial       - 
       educational 
Contributions to       -        - 
expertise 
 
Task elements    services   geographical 
           factors 
 
Personality        -        - 
 
Ideal estimator        -        -  
 
 
 It may be seen that producing a typical estimate, having membership of the 
'consensus', is predicted by having bad relatively substantial recent 
experience at early-stage estimates for commercial projects and for public 
service projects, giving oneself a high rating for current expertise on 
industrial and educational projects and for giving 'services' a relatively 
high rating of importance from amongst the set of task elements' whereas 
producing a typical ratings, being out of line with fellow estimators, is 
associated with not doing all of the above and with according a relatively 
high rating to the importance of geographical factors from the set of task 
elements.  Thus utilising this  'subjective' measure of estimate accuracy - 
the consensus amongst a group of experienced estimators - a different set 
of predictors is found giving purchase on variability among respondents.  
And with this analysis objective differences - in amount of particular 
kinds of recent project estimating experience - do play a part, alongside 
particular 'person factors'. 
10.2 Again a further regression analysis was employed to combine all these 
separate independent effects in search of the best single predictive 
combination.  The analysis revealed (Table 4.41) that in this case the best 
prediction, giving a squared multiple correlation with estimate typicality 
of 0.21, was the single item rated educational expertise.  This was again 
positively weighted,  telling that high self-ratings on this factor were 
associated with a tendency to produce typical estimates, in line with one's 
peers.  The objective measures of recent experience did not contribute to 
this final equation, again testifying to the important contribution of 
'person factors' to expertise in early-stage estimating. 
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5 Consensus Analysis 
  
 
 
       "Never mind the quality, feel the width" 
 
                Anon 
 
 
INTRODUCTION 
 
This chapter examines the differences between forecasts given for the 15 target 
contracts provided in the tests on 60 quantity surveying subjects in terms of 
the target contracts, the information provided and the subjects themselves.  The 
analysis described in this chapter is limited to the differences attributed to 
each factor only.  No attempt is made to examine the underlying causes of these 
differences.  Neither is any attempt made here to relate these differences to 
the quality of forecasts.  The quality of forecasts and possible causal factors 
is examined in the next chapter. 
 The chapter is divided into five sections (1) the analysis of contracts 
(projects) and subjects at information level 4 (all information released), (2) 
the analysis of contract types at information level 2 (type of contract only 
released), (3) the analysis of contract types, projects, and information levels 
at information levels 1, 2 and 4 (no information, contract type only released, 
and all information released), (4) reanalysis using log transformation of 
forecasts, and (5) a multivariate components of variance analysis. 
 All statistical significance tests are made at the 5 percent level. 
 
 
CODING 
 
The following coding of data has been adopted:- 
 
Subjects: 1 to 20 for subjects forecasting housing contracts 
      21 to 40 for subjects forecasting factory contracts 
      41 to 60 for subjects forecasting office contracts 
 
Contracts: H1 to H5 for the housing contracts 
      I1 to I5 for the factory contracts 
      O1 to O5 for the office contracts 
 
Information: Level 1 for no information released 
      Level 2 for contract type only released 
      Level 3 for a random set of 5 pieces released 
      Level 4 for all information released 
 
 
1. ANALYSIS AT INFORMATION LEVEL 4 
 
A total of 285 forecasts were received at information level 4 (all information 
received) with a grand mean of £447.5 (187.5 standard deviation) per square 
metre gross floor area.  Two analyses were conducted to examine the differences 
between groupings of the forecasts provided at this stage (a) groupings by 
contract (projects), and (b) groupings by subjects. 
Grouping of forecasts by target contracts 
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Table 5.1 summarises the results obtained by grouping the forecasts into the 15 
target contracts. 
 
 
 
Table 5.1:Analysis by Target Contracts  
 
  Contract    Number of   Mean        Standard 
  Code     Forecasts            Deviation  
 
  H1       19     433.2     76.6 
  H2       19     491.7    103.7 
  H3       19     477.5     92.1 
  H4       19     464.1     90.0 
  H5       19     471.1     74.0 
 
  I1       20     267.9     77.0 
  I2       20     264.6     63.3 
  I3       20     366.3     97.6 
  I4       20     295.3     85.0 
  I5       19     275.1     67.5 
 
  O1       18     413.3    115.3 
  O2       18     517.6    106.8 
  O3       19     605.6    132.1 
  O4       17     562.9     92.6 
  O5       19     851.6    275.9 
 
Total       285    447.5    187.5  
 
 
 
A one way analysis of variance indicated the mean forecasts for the contract to 
be significantly different (F=35.3).  Cochran's test also indicates the standard 
deviations to be significantly different (C=0.39).  Analysis by contract type 
(Housing, Factories, and Offices) also indicates significant differences between 
means and standard deviations. 
 Analysis of contracts within contract type indicated significant differences 
between means for the factory contracts (F=5.7) and offices contracts (F=18.9) 
only, with significant differences between standard deviations for the offices 
contracts (C=0.60) only. 
 The implications of this analysis are that major differences in forecasts 
occur between contract types and to a lesser extent between individual contracts 
within each type, with diminishing importance from the offices to factories to 
housing.  The differences in means are of course expected and should reflet the 
different values placed on each individual contract (whether this really is the 
case is examined in the next chapter).  The differences in standard deviation is 
less easily rationalised.  If all the subjects had the same perception of the 
contract value, the standard deviation would be zero.  This is clearly not the 
case and the standard deviation would be zero.  This is clearly not the case and 
the standard deviation reflects the lack of consensus involved, though why the 
degree of consensus should vary between contracts is not clear.  One plausible 
explanation is that the offices, with the greatest lack of consensus, may have a 
greater range of possible contract values, depending on the subjects' 
experience.  This is bourne out by the greater range of contract prices recorded 
for offices generally.  Table 5.2 demonstrates the point.  This table shows the 
variation of prices per square metre gross floor area of samples collected by 
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the Building Cost Information Service expressed as the coefficient of variation, 
in comparison with the coefficients of variation recorded for our subjects. 
 
 
Table 5.2:Comparison of BCIS and Subjects Coefficients of Variation.  
 
Contract Type       BCIS      Subjects  
 
Housing         19.90      18.88 
Factories        22.54      29.38 
Offices         31.13      36.46  
 
1  BCIS Quarterly Review of Building Prices, August 1987. 
 
 
 
Grouping of forecasts by subjects 
Because of the marked differences in forecasts between the three contract types, 
subjects were examined separately for each contract type.  Subjects providing 
all five forecasts for the same set of contracts were compared.  The results of 
this analysis are shown in Table 5.3 below. 
 
 
Table 5.3:Analysis of Subjects within Contract Types  
 
   Housing Contracts   Factory Contracts   Offices Contracts 
Subject Mean Std Dev Subject Mean Std Dev Subject Mean Std Dev  
 
   1 457.0  41.0   21 322.0  38.3   41 727.2 516.0 
   2 508.0  27.5   22 420.0  59.7   42 387.0 110.4 
   3 541.0  64.2   23 266.0  27.0   43   -   - 
   4 538.0  76.4   24 340.0  88.1   44 447.6 147.2 
   5 492.0  34.2   25 215.0  21.8   45 640.0 128.1 
   6 424.8  87.9   26 198.0  71.3   46 535.0  65.0 
   7 428.2  22.1   27 269.0  53.2   47 690.0 114.0 
   8 570.0  44.7   28 220.0  44.0   48 514.0  90.7 
   9 420.0  27.4   29 314.0 150.9   49 720.0 192.4 
  10 383.4  14.3   30 252.0  43.8   50 517.0  70.5 
  11   -   -   31 286.6  40.5   51 538.0 173.8 
  12 625.0  52.0   32 320.0  48.0   52 611.6 153.3 
  13 368.2  26.7   33 320.8  40.0   53 590.0 108.4 
  14 512.0  44.4   34 430.0 156.5   54 677.0 138.8 
  15 574.0  90.5   35 299.2  76.9   55 580.0  90.8 
  16 479.0  11.4   36 300.0  39.5   56 570.0 185.4 
  17 456.6  28.1   37 288.4  52.7   57 598.4 220.6 
  18 378.0  29.5   38   -   -   58   -   - 
  19 365.4  23.2   39 245.2  30.0   59   -   - 
  20 362.0  14.8   40 292.4  73.9   60   -   - 
 
Total 467.5  88.3  294.7  86.9   83.9 192.0  
 
 
 
 
For subjects 1 to 20, significant difference were found between the means 
(F=14.7) and standard deviations (C=0.20), and similarly for subjects 20 to 40 
(F=3.6, C=0.26).  The results for subjects 41 to 60 however failed to provide 
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evidence of any significant differences between means (F=0.2), although 
significant differences were recorded between standard deviations (C=0.48).  On 
this evidence, it must be concluded that differences in bias and consistency 
exist between the subjects in all cases except for the offices contracts, where 
no differences in bias were found.  One plausible explanation for the exception 
for the offices results is that the level of inconsistency is so high and 
variable that the analysis of variance test for difference between means is 
failing to detect real differences where they exist.  Alternatively, of course, 
it is quite possible that there are no important differences in bias between 
subjects for the office contracts, the differences in consistency levels being 
the main effect. 
 
 
2. ANALYSIS AT INFORMATION LEVEL 2 
 
Subjects provided forecasts at information level 2 of various contract types, 
including the ones for which individual contract details were provided later.  
This analysis was restricted to groupings of five main contract types - housing, 
factories, offices, primary schools, and health centres - to accord with our 
earlier study and because of the volume of data available for these contract 
types.  The results of this analysis are summarised in Table 5.4 below. 
 
 
Table 5.4:Grouping of Forecasts by Contract Type.  
 
Contract type  Number of Mean  Standard Coefficient 
    Forecasts   Deviation of Variation  
 
Housing      54  362.7    71.6    19.7 
Factories      55  260.2    53.6    20.6 
Offices      58  483.5    77.8    16.9 
Primary schools     43  464.0    80.4    17.3 
Health centres     42  513.8   103.0    20.0 
 
Total      252  410.6   121.8    29.7  
 
 
 
Significant differences between means (F=93.8) and standard deviations (C=0.34) 
indicate that subjects clearly distinguished between the contract types but with 
differing levels of consensus.  Whilst the differences between means is to be 
expected, the differences in consensus levels is difficult to explain.  The 
range of possible contract prices conjecture proposed in the previous analysis 
does not seem to apply in this case as the coefficient of variation for the 
offices contract type is lower rather than higher as predicted by the 
conjecture.  The only explanation we can offer at this stage is that some 
subject/contract type interaction effect may be producing these observed 
differences in consensus.  As each subject provided only one forecast for each 
contract type however, it was not possible to provide any analysis of such 
interaction effects at this level. 
 A further point of interest regarding Table 5.4 is the possible correlation 
of means and standard deviations.  If such a correlation exists, the conversion 
of standard deviations into coefficients of variation should remove the 
correlation.  As Table 5.4 indicates, this is generally the case, although 
insufficient data is available to test the original existence of the correlation 
or its removal on conversion to coefficients of variation. 
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3. ANALYSIS AT INFORMATION LEVELS 1, 2 AND 4 
 
In this analysis the forecasts were grouped by information levels 1, 2, 4, 
contract types and individual contracts.  The results of this analysis are shown 
for each contract type subject to groupings in Figures 5.1 to 5.3, summarised in 
Figure 5.4.  The intention of this analysis is to examine the extent of changes 
in forecast differences with different levels of information.  This is recorded 
along the lines connecting the results obtained at each information level, 
significant differences in means being indicated by a * and significant 
differences in standard deviations being indicated by a +.  Thus for subjects 1 
to 20 (Figure 5.1), the nine subjects providing forecasts at information level 1 
recorded a mean of 349.8, with a standard deviation of 56.8 (15.2 coefficient of 
variation).  To test the significance of the difference between means and 
standard deviations from level 1 to 2, a one way analysis of variance and 
Cochran's test respectively was used.  In this example neither means nor 
standard deviations were found to be significantly different between levels.  No 
test for significant differences between coefficients of variations was carried 
out. 
 It can be seen from Figure 5.1 that significant differences in means occur 
between information levels 1 and 2 for all the contract types except the housing 
type, suggesting perhaps that subjects 1 to 20 considered housing contracts to 
be typical of all contract types.  This conjecture also seems to apply to some 
extent with the subjects required to forecast the office contract prices (Figure 
5.3), but not with the subjects required to forecast the factory contract prices 
(Figure 5.2).  This last observation appears to contradict one of the main 
conclusions of the postal questionnaire in Part II, where subjects oriented 
towards factory contracts were thought to produce generally lower forecasts than 
other subjects.  As can be seen from figures 5.1 to 5.3, very little differences 
seem to exist between the three subject groupings' forecasts at information 
levels 1 and 2, again tending to refute the 'factory effect' finding in Part II, 
certainly at information level 1 and 2. 
 It is interesting to observe the changes in forecasts between level 2 and 4 
for housing and offices contracts.  Again, changes in means are to be expected 
as the subjects respond to the increased level of information supplied.  The 
changes in standard deviation (consensus) however again difficult to explain.  
For all the contract types, the recorded standard deviations actually increase 
from the information level 2 to 4, after decreasing from level 1 to 2.  Perhaps 
the most illuminating statistic of this change of consensus with information 
levels is that of the average coefficient of variation for all subjects (Figure 
5.4) which changes from 22.0 at information level 1 to 18.8 at information level 
2 to 25.6 at information level 4.  As it is known that the coefficient of 
variation of forecast drops to around 13 at the later stages of the precontract 
process, it must be taken that the standard deviation would decrease at some 
point beyond information level 4.  The question then remains concerning the 
reason for the lower standard deviations recorded at information level 2. 
 One plausible explanation is that the degree of consensus is associated with 
the closeness to a standard technique used to generate the forecast.  In our 
tests, the only technique that was possible for the subjects to use was the 
gross floor area method.  This method is normally applied at contract type 
level, with some rather subjective adjustments for the particular contract 
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Figure 5.1: Subjects 1-20 
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Figure 5.2: Subjects 21-40 
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Figure 5.3: Subjects 41-60 
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Figure 5.4: All subjects 
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characteristics involved.  When further information becomes available, a 
different technique such as the elemental method is used.  Now our level 1 seems 
to provide hardly enough information to drive the gross floor area technique, 
whilst our level 4 information provides more than is necessary to avoid the use 
of subjective adjustments with the gross floor area method.  Thus the closer is 
the information matched to the method, the greater the degree of consensus. 
 An alternative, but closely related, explanation is that the gross floor area 
market price levels for basic contract types are reasonably well known, enough 
to provide the level of consensus recorded in this study.  Deviations away from 
this market price 'norm' are likely to produce equal deviations in forecasters' 
perceptions of the market price. 
 In summary, the changes in consensus associated with changing information 
levels may be attributed to either deviations necessary from a technique norm or 
informational norm.  As techniques and information are closely related, the 
distinction may not be very important. 
 
 
4. LOG TRANFORMATION OF FORECASTS 
 
The impression obtained from Table 5.4, together with several references in the 
literature suggested that the variability of the forecasts may be in some way 
better represented in terms of coefficients of variation than standard 
deviations.  The main motivation in this analysis is to attempt to account for, 
or remove, any correlation between the measures used to represent location 
(mean) and spread (standard deviation).  As was already noted, the coefficient 
of variation statistic is not easily handled by the standard statistical 
treatments used in our analyses.  However, the  standard deviation of the log 
transformation of raw data is known to provide a good proportional equivalent to 
the coefficient of variation of the raw data, and the forecasts were transformed 
accordingly. 
 Whilst, as previously mentioned, there is insufficient data available to form 
any conclusive view of which statistic, standard deviation or coefficient of 
variation, is the least correlated with the mean, a reanalysis based on the log 
transformation provides an indication of the likely analytical errors that may 
occur by making the wrong assumption.  In other words, a comparison of the 
analyses, based on the raw and log forecasts will provide a measure of the 
robustness of the analyses. 
 Consequently the analysis 3 above was repeated with the log transformation of 
the forecasts.  This analysis is summarised in Figures 5.5 to 5.8.  As expected, 
the groups containing significant differences between means are identical with 
the raw data analysis summarised in Figures 5.1 to 5.4.  In comparing the groups 
with significant differences between standard deviations, all the differences 
for the housing and factory contracts have disappeared.  The differences for the 
offices contracts, however, are substantially the same.  In comparing the 
summary Figures 5.4 and 5.8, the significant differences between standard 
deviations has changed from the factory to offices contract types (note also 
that the standard deviations in Figure 5.8 are very similar to the coefficients 
of variation of the equivalent raw data in Table 5.4).  Thus, the consensus of 
the subjects, when expressed in coefficient of variation equivalents, does not 
significantly change as information is released or across contracts and contract 
types, except for the offices contracts and type. 
 These results strengthen the views expressed in section 3 above in that 
consensus is better at the information level 3 - but for the offices only.  But 
this does not seem to be the case with the housing and factory contracts 
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Figure 5.58: Log transformation (subjects 1-20) 
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Figure 5.6: Log transformation (subjects 21-40) 
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Figure 5.7: Log transformation (subjects 41-60) 
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Figure 5.8: Log transformation (all subjects) 
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when using the coefficient of variation measure.  Immediate reactions to this 
finding are that the coefficients of variation are 'better' measures of 
consensus in that (a) they seem less likely to be correlated with the means, (b) 
differences between groups are less pronounced, and (c) they can be easily 
handled by the log transformation.  On reflection however the interpretation of 
the transformed forecasts is not as intuitively obvious as the raw forecasts.  
It was concluded therefore that it would be best to present the results in terms 
of raw means and coefficients of variation, with statistical tests carried out 
on the log forecasts. 
 A further three analysis were carried out with the log forecasts on the 
differences between the individual subjects undertaking identical forecasting 
tasks with (a) information level 4, (b) information levels 2 and 4 combined, and 
(c) information levels 1, 2 and 4 combined (Table 5.5). 
 
 
Table 5.5:Log Forecasts - Analysis by Subjects.  
 
Subject Info  No of  Mean Significant Standard Significant 
Grouping Level  Forecasts  Differences Deviation Differences  
 
1 to 20 4    95  6.13     yes  0.09    yes 
   2,4   180  6.02     yes  0.16    yes 
   1,2,4   120  5.92     yes  0.16    yes 
 
21 to 40 4    95  5.65     yes  0.23    yes 
   2,4   190  5.60     yes  0.17    yes 
   1,2,4   255  5.74     yes  0.27    yes 
 
41 to 60 4    80  6.32      no  0.28    yes 
   2,4   160  6.25     yes  0.22    yes 
   1,2,4         yes     yes  
 
 
 
The results of these analyses indicated the existence of significant differences 
between means and standard deviations between subjects in all cases except the 
means for the offices contracts at information level 4. 
 This was taken as sufficient evidence of the existence of bias and consensus 
differences between subjects at each and every level of information. 
 
 
 
5. COMPONENTS OF VARIANCE 
 
Several components of variance analyses were conducted in order to estimate the 
relative effects of the three main factors under study - subjects, targets 
(contracts), and information - on the variability of the forecasts.  These 
analyses are described here in four parts (a) univariate, (b) bivariate, (c) 
trivariate, and (d) summary of (a) to (c). 
 
Univariate analyses 
These analyses examined the factor effects on forecast variability individually 
by means of the random effects analysis of variance model.  The analyses were 
conducted at information level 4 on subjects and contract types. 
 The estimated variance between subjects within the three contract type 
groupings is summarised in Table 5.6.  These results show the subjects' 
coefficient of variation (consensus) to be around 17 percent for those employed 
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on the housing and factory exercises.  The results for the offices however 
indicate a value of 7.5 percent coefficient of variation to be more appropriate 
for these subjects.  Thus a better consensus seems to be obtained for office 
contracts. 
 
 
Table 5.6:Univariate Estimates of Between Subject Variance at Information Level 
4.  
 
Subjects Sample Estimated  Standard     Coefficient 
   Mean  Variance  Deviation     of Variation  
 
1 to 20 467.5*   5888.4    76.7  16.4 
21 to 40 294.7*  2648.2    51.4  17.4 
41 to 60 593.6   1971.3    44.4   7.5  
 
*  significant differences between subject means. 
 
 
The estimated variance for each of the target contracts within the contract 
grouping is summarised in Table 5.7.  These results indicate that the 
variability of the forecasts between the target contracts, are in the order of 
2, 13, and 27 percent coefficient of variation for the housing, factory, and 
offices contracts respectively. 
 
 
Table 5.7:Univariate Estimates of Between Target Contract Variance at 
Information Level 4.  
 
Contract Sample Estimated Standard Coefficient 
   Mean  Variance Deviation of Variation  
 
H1 to H5 467.5     65.1    8.1     1.7 
I1 to I5 294.7*  1480.4   38.5    13.1 
O1 to O5 293.6* 25675.8  160.2    27.0  
 
*  significant differences between contract means. 
 
 
 
Bivariate analyses 
Bivariate analyses were conducted at information level 4 on the subject and 
target contracts simultaneously.  The results of these analyses are summarised 
in Table 5.8 below. 
 The estimated between subject coefficient of variation by these analyses 
(16.5, 18.4, and 13.3 for the housing, factories, and offices group of contracts 
respectively) are much more similar than those obtained by the univariate 
analyses described in the last section.  The estimated between target contract 
coefficients of variation (4.2, 13.2 and 24.3 for the housing, factories, and 
offices groups of contracts respectively) roughly correspond with the known 
contract type population price variability proportions (see Table 5.2), again 
giving some credibility to the figure.  The eta coefficient indicates the 
relative degree of variability attributed to each source, with the contract 
source variability increasing from housing to factories to offices and the r2 
statistic indicates a reasonable level of explanatory power of the analysis.  
The significant differences found between the means for all the analyses 
indicate that both the subject and contract effects are real. 
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Table 5.8:Bivariate Estimates of Between Subject and Between Target Contract 
Forecast Variance at Information Level 4.  
 
Contract Source of Est  Standard Coeff Eta Grand  r2 
Type  Variance Variance Deviation Varn  Mean  
 
Housing Subject*  5964    77.2 16.5 0.88 467.5  0.83 
   Contract*   379    19.4  4.2 0.22 
   Residual  1771    42.1  9.0 
   Total   7788    88.2 18.9 
 
Factories Subject*  2952    54.3 18.4 0.68 294.7  0.66 
   Contract*  1519    39.0 13.2 0.43 
   Residual  3489    59.1 20.0 
   Total   7543    86.9 29.5 
 
Offices Subject*  5986    77.4 13.3 0.48 583.9  0.69 
   Contract* 20076   141.7 24.3 0.68 
   Residual 14921   122.2 20.9 
   Total  36869   192.0 32.9  
 
*  significant differences between means (ANOVA). 
 
 
 
Trivariate analyses 
Trivariate analyses were conducted of the between subject, contract, and 
information effects on forecasts variability at information levels 2 and 4 
combined and information levels 1, 2 and 4 combined within each of the three 
contract type groupings.  The results of these analyses are summarised in Table 
5.9 below. 
 For the housing contracts, it can be seen that the total coefficient of 
variation increases from 18.9 with level 4 information (Table 5.8) to 20.5 with 
levels 2 and 4 combined to 21.4 with levels 1, 2 and 4 combined.  This is to be 
expected for as more of the forecasts at the earlier levels are introduced, the 
more will be commensurate total variability of the forecasts.  This effect of 
information on forecast variability is also seen in the increase of the 
estimated coefficients of variation for between information effects from levels 
2, 4 (15.0) to levels 1, 2, 4 (15.4), thus accounting for most of the increase 
in total coefficients of variation.  Similarly, the between subject variability, 
once information and contract effects have been removed are roughly equal at 
12.0 and 13.9 percent at levels 2, 4 and 1, 2 and 4 respectively.  The very 
small contract effects is interesting in suggesting that forecast variability 
between the five housing target contracts used was of little or no importance 
once the subject and information effects were removed.  This is generally 
supported by the findings of the analyses above, together with the analysis of 
variance test which failed to reveal any differences between the means of the 
housing contract forecasts after subject and information effects were removed. 
 For the factories contracts, the results are not quite as agreeable.  The 
total coefficients of variation change from 29.5 at information level 4 (Table 
5.8) to 27.3 at level 2, 4 combined to 32.6 at levels 1, 2 and 4 combined.  This 
seems to be another manifestation of the greater influence on level 2 and 4 
analysis to cause the lower coefficient of variation value.  The effect of 
information on the forecast variation appears to be greater with the 1, 2 and 4 
level analysis than the 2 and 4 level analysis as expected and in line with the 
housing analysis.  The increase is however several orders of magnitude  Table 
5.9:Trivariate Estimates of Between Subject, Between Contract and Between 
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Information Level Forecast Variance.  
 
Contract Info Source of Est Standard Coeff  Eta Grand  r2 
Type  Level Variance Var Deviation Variation  Mean  
 
Housing 2,4 Subject* 25436   50.4 12.0  0.60 418.9 0.65 
    Contract    43    6.5  1.6  0.12 
    Info*   3926   62.7 14.9  0.52 
    Residual  2938   54.2 12.9 
    Total   7362   85.8 20.5 
 
   1,2,4 Subject*  2816   53.1 13.9  0.62 382.0 0.74 
    Contract*    -    -   -  0.07 
    Info*   3458   58.8 15.4  0.59 
    Residual  1926   43.9 11.5 
    Total   6706   81.9 21.4 
 
Factories 2,4 Subject*  3255   57.1 20.4  0.75 279.4 0.67 
    Contract*   367   19.2  6.9  0.24 
    Info*    444   21.1  7.5  0.20 
    Residual  2196   46.9 16.8 
    Total   5816   76.3 27.3 
 
   1,2,4 Subject*  3270   57.2 17.5  0.54 326.0 0.72 
    Contract*    75    8.7  2.7  0.10 
    Info*   6881   83.0 25.5  0.64 
    Residual  3508   59.2 18.2 
    Total  11264  106.1 32.6 
 
Offices 2,4 Subject*  3268   57.2 10.7  0.44 534.7 0.49 
    Contract*  4836   69.5 13.0  0.43 
    Info*   4677   68.4 12.8  0.33 
    Residual 13346  115.5 21.6 
    Total  22674  150.6 28.2 
 
   1,2,4 Subject   133   11.5  2.2  0.23 517.3 0.28 
    Contract*  1517   50.1  9.7  0.36 
    Info*   2375   48.7  9.4  0.31 
    Residual 15630  125.0 24.2 
    Total  19373  139.2 26.9  
 
*  significant differences in means (ANOVA) 
 
 
 
greater than the housing analysis.  The explanation of this is that level 2 
information (that the contract is a factory) results in a much greater change in 
forecast than does the equivalent information (that the contract is housing) on 
the housing forecasts.  The estimated coefficients of variation between subjects 
of 18.4 at level 4 (Table 5.8) to 20.4 at levels 2 and 4 combined (with 
informational effects removed) to 17.5 at levels 1, 2, and 4 combined (with 
informational effects removed) seem to be reasonably consistent although 
somewhat at odds with the subjects in the housing group.  There is no obvious 
reason why the between subject coefficients of variation should be different 
between the two groups as both informational and contract effects have 
supposedly been removed by the analysis, and both analyses have approximately 
the same r2 explanatory powers.  The only possible explanation for these 
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differences is that the estimate of variance obtained by the components of 
analysis method are not very reliable.  It would appear therefore that estimates 
produced by several methods should be considered before any definite conclusions 
may be made. 
 The results for the offices contract grouping present even greater problems 
in interpretation.  Firstly the total coefficient of variation of forecasts at 
level 4 is 32.9 (Table 5.8) reducing to 28.2 at levels 2 and 4 combined, 
reducing further to 26.9 at levels 1, 2, and 4 combined, essentially the reverse 
of the housing and factory groups.  Secondly, the estimated coefficients of 
variation between information levels appear to reduce from 13.3 at level 4 
(Table 5.8) to 10.7 at level 2 and 4 to 2.2 at level 1, 2, and 4.  The rather 
poor r2 explanatory power of the analyses however, particularly at level 1, 2, 
and 4, again prompts the conclusion that the variability estimates are not 
likely to be very reliable.  The large value of the residuals in these analyses 
suggests that the main cause of the problem is in the independence assumption 
implicit in the method used.  The inclusion of interaction effects would 
overcome the difficulties, but the nature of the tests, requiring one forecast 
per subject for each contract at each level of information, precludes such 
analysis. 
 It should be noted that the significant differences between the means for all 
the analyses indicate that the subject, contract, and information (except the 
contracts for the housing type) effects are real. 
 
 
Summary of Components of Variance Estimates 
Table 5.10 summarises the components of variance estimates obtained for the 
subjects involved. 
 
 
Table 5.10:Estimated Between Subject Variability  
 
Info Analysis     Subject Grouping 
Level        1-20   21-40   41-60  Average 
     (Housing) (Factory) (Offices) 
     SD CV SD CV SD CV SD CV  
 
4 Oneway ANOVA (random 
 effects model)  76.7 16.4 51.5 17.5 44.4  7.5 59.2 14.5 
 
4 Twoway ANOVA (with 
 contracts)   77.2 16.5 54.3 18.4 77.4 13.3 70.5 16.2 
 
2,4 Threeway ANOVA (with 
 contracts and info  50.4 12.0 57.1 20.4 57.2 10.7 55.0 15.0 
 
1,2,4 Threeway ANOVA (with 
 contracts and info  53.1 13.9 57.2 17.5 11.5  2.2 45.5 13.0 
 
 Average   65.5 14.8 50.1 18.5 53.3  9.4 58.2 14.7  
 
 
 
As the table shows, there is some differences in these estimates of between 
subject variability and it is by no means clear which estimates are the most 
reliable.  The 2 and 4 and 1, 2, and 4 information level analyses use more of 
the data but involve heavier model assumptions (particularly that of statistical 
independence).  The oneway and two way analyses involve less assumptions but use 
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less of the data.  A major issue here is the efficacy of introducing the 
information levels in the components of variance model in this way.  Little 
further analysis can be done by this method until this latter problem has been 
fully examined. 
 To complete this summary, Tables 5.11 and 5.12 give the estimates of between 
contract variability and between information levels variability respectively. 
 Differences in variability estimates between contracts for each contract 
grouping are expected and no attempt has been made at averaging across these 
contract types.  The overall average estimated variability between contracts in 
each contract group indicate increasing variability from the housing group, to 
factories group to offices group. 
 
 
Table 5.11:Estimated Between Contract Variability  
 
Info Analysis      Contract Grouping 
Level      Housing Factories  Offices 
     SD CV SD CV SD CV  
 
4 Oneway ANOVA (random 
 effects model)   8.1 1.7 38.5 13.1 160.2 27.0 
 
4 Twoway ANOVA (with 
 subjects   19.5 4.2 39.0 13.2 141.7 24.3 
 
2,4 Threeway ANOVA (with 
 subjects and info)   6.6 1.6 19.2  6.9  69.5 13.1 
 
1,2,4 Threeway ANOVA (with 
 subjects and info)   -  -  8.7  2.7  50.2  9.7 
 
 Average   11.1 2.4 29.4 10.0 115.2 19.9  
 
 
Table 5.12:Estimated Between Information Level Variability  
 
Info     Analysis                  Contract Grouping 
Level       Housing  Factories   Offices  Average 
      SD  CV  SD  CV  SD  CV  SD  CV  
 
2,4 Threeway ANOVA (with 
 subjects & contracts) 62.7 15.0 21.1 7.5 68.4 12.8 54.9 12.2 
 
1,2,4 Threeway ANOVA (with 
 subjects & contracts) 58.8 15.4 83.0 25.5 48.7 9.4 65.1 18.0 
 
 Average   60.8 15.2 60.6 18.8 59.4 11.2 60.3 15.4  
 
 
 
The averaged estimates of variability between information levels show a 
remarkably consistent coefficient of variation for each contract grouping, and 
quite similar to the level of variability between subjects, that is a standard 
deviation of about 60 with a coefficient of variation of around 15 percent. 
 
 
CONCLUSIONS 
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The analyses of differences between forecasts indicates that the three factors - 
subjects, contracts, and information - have a significant impact on these 
differences.  Ideally one would wish to detect the factor effects by a standard 
threeway analysis of variance, but the hierarchal structure of the informational 
aspects of the problem prohibits this (subjects can only give one forecast at 
information level 1 and 2).  Also the structure of the tests, designed within 
the subjects time and attention constraints, resulted in a further hierarchy of 
subjects within contract types.  The several analyses described in this chapter 
are an attempt to overcome this difficulty by providing a variety of different 
approaches. 
 The major interest is in two areas (1) the effects of the three factor 
groupings on the forecast means, and (2) the effects of the three factor 
grouping on the forecast variability.  As we have not considered the actual 
value (lowest bid) of the target contract at this stage, (1) is of less 
importance than two.  However, if the forecast mean of each grouping turned out 
to be substantially the same, we could consider the tests to have been 
concentrated on a poorly selected set of groupings.  In the event, the analyses 
revealed significant differences between the grouping means for each of the 
three factors.  Differences between the forecasts means for the contract types 
at information level 4 (Table 5.1), and level 2 (Table 5.4), for subjects 1 to 
20 and 21 to 40 at level 4 (Table 5.3), subjects 1 to 20, 21 to 40, and 41 to 60 
at levels 2 and 4 combined and 1, 2 and 4 combined (Table 5.5), all subjects at 
level 4 with contract effects removed (Table 5.8), and all subjects at levels 2 
and 4 combined and 1, 2 and 4 combined with contract and information effects 
removed (Table 5.9).  Similarly, significant information effects were found with 
contract and subject effects removed (Table 5.9).  Rather less clear were the 
contract effects of forecast means where significant differences were found for 
only the factories and offices at level 4 by univariate analysis (Table 5.1), 
for all contracts at level 4 with subject effects removed (Table 5.8), returning 
to only factories and offices again at levels 2 and 4 combined and 1, 2 and 4 
combined with subject and information effects removed (Table 5.9). 
 The analyses of forecast variability consider two issues (a) the significance 
of forecast variability differences within each grouping (Cochran's test), (b) 
the amount of forecast variability attributable to between groupings (components 
of analysis).  Significant differences in forecast variability were found within 
contract type groupings at information level 4 (Table 5.1) and level 2 (Table 
5.4), within all the subjects divided by contract groups at level 4 (Table 5.3), 
and within the offices contracts only at level 4.  The log transformation of 
forecasts removed most of these differences between contracts, except for those 
associated with the office contracts (Figure 5.5 to 5.8), implying that 
coefficients of variation were largely independent of the contract groupings.  
The same log transformation however did not remove the within subject 
variability differences at information levels 1, 2 and 4 combined, and 1, 2 and 
4 combined (Table 5.5), leaving some doubt of the relevance of the log 
transformation to these data. 
 The contribution of each factor to the total variability is analysed and 
discussed in the last section.  By comparing estimates of standard deviation and 
coefficients of variation derived by several approaches we were able to conclude 
that the between subject variability and between information level variability 
contributed a standard deviation of about £60 per square metre (15 percent 
coefficient of variation) each. 
 The general conclusions from this analysis are therefore that our three main 
factors of subjects, contracts, and information have some significant effects on 
forecast levels and variability.  The impact on the quality of forecasts is 
examined in the next chapter. 
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 6 The Quality of Forecasts - Variables 
  
 
 
 
 
    I've measured it from side to side: 
    'Tis three feet long and two feet wide. 
 
       W Wordsworth (The Thorn) 
 
 
 
INTRODUCTION 
 
This chapter deals with the variables considered for the analysis of the quality 
of forecasts obtained in the next chapter.  The chapter consists of two parts 
(1) the dependent variables, and (2) the independent variables.  Each of these 
parts examines the nature of the variables that may be included in the analysis 
in respect of the data collected by means of interview/test procedure with 60 
practising forecasters. 
 
 
THE DEPENDENT VARIABLES 
 
Table 1.2 in chapter 1 summarises the range of measures that have been used 
previously to represent the quality of forecasts.  In order to keep the analysis 
to manageable proportions a total of 13 summary statistics were chosen as 
dependent variables to model the quality characteristics of interest - (a) bias, 
(b) consistency, and (c) a combination of the two (termed 'accuracy' in this 
context).  These are described below:- 
 
Variables representing bias 
In this study we have chosen three basic measures to represent the relationship 
between the value of the contract price forecast and the value of the lowest 
tender in terms of bias (i) the raw difference between forecast and lowest bid 
(RERROR), (ii) the percentage difference between forecast and lowest bid 
(PERROR), and (iii) the difference of the log forecast and log lowest bid 
(LERROR).  These are formulated as follows:- 
 
Let xi denote the £/m2 value of the forecast for the ith contract (i=1,2,...,n) 
and vi denote the £/m2 value of the lowest bid for that contract, then the raw 
difference between forecast and lowest bid for this contract, RERRORi, is given 
by 
 
 RERRORi = xi-vi 
 
the percentage difference between forecast and lowest bid, PERRORi is given by   
 
 PERRORi = 100(1-xi/vi) 
 
and the difference of the log forecast and log lowest bid, LERRORi, is given by 
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 LERRORi = 1nxi-1nvi 
 
The arithmetic mean of each of these measures was chosen to be the summary 
statistic representing the degree of bias.  We have termed these statistics, the 
raw mean (RMEAN), the percentage mean (PMEAN), and the log mean (LMEAN) 
respectively.   
 
The raw mean 
The raw mean quantity, RMEAN is given by   
 
 RMEAN = .RERRORi/n 
 
There is no direct comparison of this quantity with any in the literature, which 
mostly uses the total forecast/low bid ratios as a means of removing the size 
effect of the contracts so a sensible aggregation can take place.  By dividing 
by the floor area, we also hope to remove the size effect whilst at the same 
time retaining the intuitive interpretation of the quantity.  Thus an RMEAN 
value of say 60 is immediately recognised as an overestimate of 60/m2, a unit in 
very common use with early stage forecasting.   
 
The percentage mean 
The percentage mean, PMEAN is given by   
 
 PMEAN = .PERRORi/n 
 
This measure is directly comparable with the forecast/low bid ratios found in 
the literature, for clearly    
 
 .(xi/vi)/n = 1+PMEAN/100 
 
So for example, a mean ratio value of 1.062 is the same as a PMEAN value of 6.2, 
which is easily recognised as a 6.2 percent overestimate.   
 
The log mean 
The log mean, LMEAN is given by   
 
 LMEAN = .LERRORi/n 
 
Although this measure has little intuitive value, it can easily be compared with 
forecast/low bid ratio by the relationship    
 
 .(xi/vi)/n = eLMEAN 
 
The advantage of using the LMEAN quantity is that the distribution of the log 
values around this mean has the property of generating a standard deviation 
equivalent to the coefficient of variation for the raw values.  This is 
discussed later when LSD quantity is introduced.   
 
Variables representing consistency   
Four summary statistics were chosen as measures of consistency (i) the estimated 
population standard deviation of the ERROR values (RSD), (ii) the estimated 
population coefficient of variation, (iii) the estimated population standard 
deviation of the PERROR values (PSD), and (iv) the estimated population standard 
deviation of the LERROR (LSD) values.  The quantities are formulated as 
follows:-   
The raw standard deviation 
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The raw standard deviation, RSD, is given by   
 
 RSD = (.RERRORi - RMEAN)2/(n-1))½ 
 
There is no equivalent to this quantity in the literature, but the same comments 
apply as for RMEAN above - it removes the contract size effect and has an 
intuitive interpretation.   
 
The coefficient of variation   
The coefficient of variation, CV, is given by   
 
 CV = 100RSD/RMEAN 
 
Although frequently quoted in the literature (Beeston, for instance, often 
refers to this statistic), the coefficient of variation statistic is really only 
a way of removing correlation between means and standard deviations.  As the 
observations are already size adjusted, most of this correlation has already 
been removed.  As noted in the previous chapter, it is not clear how much of the 
remaining correlation remains.  This aspect is examined later in this section.   
 
The percentage standard deviation   
The percentage standard deviation, PSD, is given by   
 
 PSD = (.(PERRORi - PMEAN)2/(n-1))½ 
 
This statistic is identical to the forecast/lowest bid ratio standard deviation 
found in the literature, and therefore provides a direct comparison with any 
previous results.  It should be noted however that this statistic is not 
independent of the mean, PMEAN, and any interpretation must be considered with 
this in mind.   
 
The log standard deviation   
The log standard deviation, LSD, is given by   
 
 LSD = (.(LERRORi-LMEAN)2/(n-1))½ 
 
This statistic closely corresponds with the coefficient of variation statistic 
(CV) described above, offering an alternative way of removing any correlation 
between means and standard deviations.  It also offers the advantage of being 
more amenable to the standard forms of statistical analyses than the CV 
statistic as it is not necessary to actually divide by the man subsequent upon 
each calculation.  Cochran's test can therefore be applied for each analysis 
with any further calculation. 
 
Variables representing accuracy 
Six summary statistics were chosen as measures of accuracy.  These are in two 
groups consisting of the absolute (modulus) values of the observations, and the 
root mean square of the observations. 
 
The raw absolute mean 
The raw absolute mean, RABS, or more correctly the arithmetic mean of the 
modulus raw errors, is given by 
 
 RABS = .ARERRORi/n 
where 
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 ARERROR = |RERROR| 
 
This quantity provides a combined measure of bias and consistency in 
incorporating the degree of departure of the forecasts from the target.  If 
either bias is high or consistency is low, or both, the value of RABS will be 
high, thus providing in one quantity a measure of the two. 
 
The percentage absolute mean 
The percentage absolute mean, PABS, or more correctly the arithmetic mean of the 
modulus percentage errors, is given by 
 
 PABS = .APERRORi/n 
 
where 
 
 APERROR = |PERROR| 
 
This quantity also provides the necessary combination of bias and consistency. 
 
The log absolute mean 
The log absolute mean, LABS, or more correctly the arithmetic mean of the 
differences of the log forecasts and the log lowest bids, is given by 
 
 LABS = .ALERRORi/n 
 
where 
 
 ALERROR = |LERROR| 
 
The interpretation of this quantity is rather less obvious than other modulus 
based summary statistics, but it is introduced nevertheless as an alternative 
measure to RABS and PABS in combining bias and consistency measures. 
 
The raw root mean square 
The raw root mean square is given by 
 
 RRMS = (.RERRORi2/n)½ 
 
This quantity is the standard deviation of the sample assuming the population 
RMEAN is zero, an assumption implicit in the literature concerning the 
coefficient of variation of forecasts.  It is clear however that large values of 
RRMS may reflect either large biases or small consistencies, or both, and 
therefore fulfils the desired purpose of providing a combined measure of the 
two. 
 
The percentage root mean square 
The percentage root mean square, PRMS, or more correctly the root mean square of 
the percentage errors, is given by 
 
 PRMS = (.PERRORi2/n)½ 
 
This alternative root mean square quantity has the same interpretation of the 
RRMS quantity except of course that it is in percentage terms. 
 
The log root mean square 
The log root mean square, LRMS, or more correctly the root mean square of the 
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differences between the log forecasts and log lowest bids, is given by 
 
PRMS = (.LERRORi2/n)½ 
 
After some consideration this quantity was introduced to complete the dependent 
variable set as a valid expression of accuracy in terms of the combination of 
bias and consistency measures. 
 
Summary 
There are a very large number (possibly infinite) of potential dependent 
variables that could be used to represent the quality of forecasts.  We have 
chosen 13 of the most likely looking measures that between them represent bias, 
consistency, and the combination of the two that we have decided to call 
accuracy.  A summary of these measures is given in Table 6.1 below. 
 
 
Table 6.1:Summary of Dependent Variables  
 
Observations    Bias  Measures of   Accuracy 
       Consistency  
 
Raw differences (RERROR) RMEAN  RSD CV  RABS RRMS 
Percentage differences (PERROR) PMEAN  PSD   PABS PRMS 
Difference of logs (LERROR) LMEAN  LSD   LABS LRMS  
 
 
 
These 13 quantities were computed for each of the 60 subjects at information 
level 4 (Table 6.2). 
 Clearly some correlation can be expected between these various measures of 
the quality of forecasts, particularly those within the three groups of bias, 
consistency and accuracy.  Pearson's correlation coefficients and Spearman's non 
parametric correlation coefficients were computed for each of the pairs of 
measures to examine the extent of these correlations.  The results of this 
analysis are shown in Tables 6.3 to 6.5 for each of the basic quality measures 
obtained from the data.  Note that Pearson's statistic appears on the top right 
segments and Spearman's statistic appears in the bottom left segment of the 
table.  All the correlations are significant at the 0.1 percent level.  It is 
interesting to note that the LMEAN and PMEAN are highly correlated as are LSD 
and CV as anticipated which means that the log transformation provides an 
alternative way of combining the mean percentage error and the coefficient of 
variation, two popular measures found in the literature. 
 
 
Table 6.3:Correlation Between Measures of Bias  
 
Measure RMEAN  PMEAN  LMEAN  
 
RMEAN  1.00  0.92  0.93 
PMEAN  0.96  1.00  0.98 
LMEAN  0.95  0.99  1.00  
 
 
 
Table 6.2:Basic Summary Statistics at Information Level 4 
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Table 6.4:Correlation Between Measures of Consistency  
 
Measure RSD  CV  PSD  LSD  
 
RSD  1.00  0.83  0.79  0.80 
CV   0.87  1.00  0.93  0.98 
PSD  0.79  0.95  1.00  0.91 
LSD  0.87  0.99  0.94  1.00  
 
 
Table 6.5:Correlation Between Measures of Accuracy  
 
Measure RABS PABS LABS RRMS PRMS LRMS  
 
RABS  1.00 0.73 0.81 0.98 0.71 0.77 
PABS  0.80 1.00 0.91 0.70 0.98 0.87 
LABS  0.85 0.96 1.00 0.77 0.88 0.98 
RRMS  0.99 0.75 0.82 1.00 0.71 0.76 
PRMS  0.76 0.94 0.92 0.76 1.00 0.87 
LRMS  0.84 0.91 0.97 0.84 0.94 1.00  
 
 
In order to examine any inter correlations between bias and consistency in the 
observations, the quantities used to represent these qualities of the forecasts 
were again subjected to a are analysis.  The results of this analysis are 
summarised in Table 6.6 below. 
 
 
Table 6.6:Inter-correlations Between Bias and Consistency Measures.  
 
Measure RSD   CV  PSD   LSD  
 
RMEAN   0.11   0.09  0.39*   0.08 
PMEAN   0.06   0.10  0.43**   0.09 
LMEAN  -0.05  -0.05  0.28*  -0.06  
 
*  significant by Pearson's test 
** also significant by Spearman's test 
 
 
This analysis confirms the expectations that the percentage standard deviation 
is correlated with the bias measures, especially the percentage mean quantity.  
The analysis does reveal however that, apart from PSD, there is negligible 
intercorrelation between the bias and consistency measures.  This means that the 
analysis of variables affecting bias and the analysis of variables affecting 
consistency (except PSD) can be conducted separately with little risk of 
confounding effects. 
 
 
 
THE INDEPENDENT VARIABLES 
 
The literature review in chapter 1 revealed 5 basic factors to be associated 
with the quality of forecasts - the target contract, the forecasting technique 
used, the information used, feedback, and the forecaster.  The data collection 
procedure used in our study was designed to eliminate, or hold constant, the 
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technique and feedback factors thus leaving the target, information and 
forecaster as the basic independent variables under scrutiny.  The last chapter 
described the analyses of these three basic independent variables and their 
association with the variability of the forecasts.  In examining the association 
of these three basic variables with the quality of forecasts, the analysis was 
conducted at a much greater depth, particularly regarding the characteristics of 
the forecaster, the main interest in this study. 
 
Information variables 
As described in the last chapter, pieces of information pertaining to the target 
contract were released to the forecaster subjects in four stages, which we term 
levels.  The first level of information is, in fact, when no information at all 
was known, the subject simply being requested to provide an indication in pounds 
per square metre of the average price for all buildings.  The second level of 
information consisted of a request for average prices of various types of 
buildings, including housing, factories, offices, primary schools, and health 
centres.  The third level of information consisted of 5 pieces of information 
concerning a specific (target) contract.  These 5 pieces were chosen strictly at 
random from a total of 19 pieces of information (20 for offices contracts).  The 
fourth level of information consisted of the release of all the remaining 
information available for the target contract.  Appendix F gives the full set of 
information used in the study. 
 The major issue of the informational aspects of this study concerns the 
status of the earlier levels, level 1 and, to a lesser extent, level 2.  In 
regarding the level 4 and level 3 based prices as genuine forecast attempts, it 
seems reasonable to us to treat the level 1 and 2 based prices in the same way. 
 This leads to the logical and perhaps rather controversial conclusion that the 
level 1 price received from a subject is a genuine forecast of the contract 
price for all the 15 contracts.  Similarly, the level 2 price for a particular 
contract type may also be regarded as a genuine forecast for the 5 associated 
contracts of that type.  The result of this decision is that a total of 1956 
forecasts were effectively received for the target contracts - 555 forecasts at 
level 1, 835 forecasts at level 2, 281 forecasts at level 3, and 285 forecasts 
at level 4. 
 
Variables related to the target 
The constraints on the study described in chapter 2 resulted in the provision of 
only 15 target contracts - 5 housing, 5 factories, and 5 offices.  These 
contracts were selected from the BCIS Detailed Analyses files to give a 
reasonable cross section of the contract type.  The lowest tenders received for 
each of these contracts was updated to August 1987 by means of the BCIS Tender 
Price Index (260 at August 1987).  The value of the lowest tenders for these 
contracts is given in Table 6.7 below. 
 These updated lowest bid prices are summarised by contact type in Table 6.8 
below.  Comparing these coefficients of variation with the population 
coefficients of variation given in Table 5.2 indicates the sets of target 
contracts to be rather less variable than the population which implies that the 
variability of the forecasts at information levels 3 and 4 should also be 
expected to be less than the variability of the population of prices.  The 
reasoning behind this is quite simple.  If a subject was to provide an identical 
forecast for each contract, this would result in a standard deviation identical 
to the standard deviation of the contract type.  Thus, at information level 1, 
the single forecast provided by the subject must have consistency quality equal 
to that of the housing contracts (SD 38.7), the factories contracts (SD 46.7) 
and offices contracts (SD 162.4), and all contracts (SD 40.2).  At information 
level 2, this subject's forecast for,  
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Table 6.7:The Target Contracts  
 
Contract Code  BCIS   Date  Lowest  GFA £/m2 Index Updated 
No    ref      Bid      £/m2  
 
1  H1 248-70 13/1/84  757752  1902 398.4 223 464.5 
2  H2 248-71 21/11/84  595049  1200 495.9 245 526.2 
3  H3 248-72 29/2/84  579600  1383 419.1 223 488.6 
4  H4 254-97 30/1/85  338161   840 402.6 234 447.3 
5  H5 260-74 24/5/85  870339  2160 402.9 246 425.9 
 
6  I1 260-6  14/10/85 1003337  4490 223.5 245 237.1 
7  I2 248-4  22/8/83  305533  1476 207.0 211 255.1 
8  I3 242-10 Oct 84  431008  1560 276.3 232 299.6 
9  I4 260-13 22/7/85  593697  2590 229.3 243 245.3 
10  I5 242-11 4/2/83  241640   854 283.0 211 348.7 
 
11  O1 242-17 22/6/84  219504   442 496.6 224 576.4 
12  O2 242-18 3/9/84  882802  2140 412.5 227 472.5 
13  O3 248-12 17/5/84  541296   731 740.5 223 863.4 
14  O4 254-18 22/7/85  359702   617 583.0 242 626.3 
15  O5 254-21 30/10/81 9169206 14430 635.4 205 805.9  
 
 
Table 6.8:Lowest Bid Prices by Contract Type  
 
Contract No of  Mean  Standard Coefficient 
Type  Contracts   Deviation of Variation  
 
Housing 
H1 to H5    5  470.5   38.7      8.2 
 
Factories 
I1 to I5    5  277.2   46.7     16.8 
 
Offices 
O1 to O5    5  668.9  162.4     24.3 
 
Total    15  472.2  189.7     40.2  
 
 
 
say, housing contracts, must also have the consistency quality as the housing 
contract prices (SD 37.8).  His forecasts for all the three contract types 
however will be a fixed effects model, that is the standard deviation will be 
the square root of the contract price variances - a standard deviation of 173.4. 
 It is only at information levels 3 and 4 therefore that any differences between 
subjects standard deviations can occur, and hopefully they will be less than the 
contract price standard deviations, as the expected standard deviation of 
constant forecasts of forecasts made entirely at random is equal to the contract 
price standard deviation.  Table 5.3 already provides an answer to this at 
information level 4.  For the housing contracts, 11 subjects out of a total of 
19 subjects have recorded a standard deviation of better than the chance result 
of 38.7; for the factories contracts, 9 subjects out of a total of 19 subjects 
recorded a standard deviation of better than the chance result of 46.7; and for 
the offices contracts, 11 subjects out of a total of 16 subjects recorded a 
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standard deviation of better than the chance result of 162.4. 
 In order to provide some comparison with the literature relating to the 
effects of the contract target on the quality of forecasts, several variables 
describing the target were used.  These are:- 
 
 Gross floor area (m2)     GFA 
 Inverse gross floor area (m2)   INGFA = 1/GFA 
 Square inverse gross floor area (m2)  INGFAS = 1/GFA2 
 Value of lowest bid (£)    VALUE 
 Inverse value of lowest bid (£)   INVAL = 1/VALUE 
 Square inverse value of lowest bid (£)  INVALS = 1/VALUE2 
 Value of lowest bid (£/m2)    PPSM 
 Square of value of lowest bid (£/m2)  SQPPSM = PPSM2 
 Number of bidders     NBID 
 Inverse number of bidders    INBID = 1/NBID 
 Square number of bidders    SQNBID = NBID2 
 
Variables related to the subjects 
The variables relating to the subjects are essentially in six groups (1) 
experiential, measures relating to the subjects experience, (2) attributional, 
attributed measures of several factors thought to affect the quality of 
forecasts, (3) psychological bias, general behaviourial biases (4) price 
awareness, measures of the degree to which subjects are aware of general price 
levels outside the field of construction contract prices, (5) debriefing, 
responses to several matters subsequently to the contract price forecasting 
tests, and (6) observer notes, some additional subjective measures obtained from 
the researcher on the conditions under which the tests were carried out and the 
general state of the subject. 
 All the question numbers given in the following text refer to the interview 
questions, an example of which is reproduced in Appendix E. 
 
(1)  Experiental measures 
Questions 1.1 to 1.3 deal with the experience of the subjects. 
 
1.1  What is your position in the company? 
 
The answers to this question range from 'assistant' to 'principal'.  These 
answers were grouped into two categories (1) senior personnel, including 
principals and partners, and (2) less senior personnel, including assistants. 
 
1.2  How many years have you been doing estimates (forecasts) in the early 
stages of building projects (contracts)? 
 
All 60 subjects responded to this question, with a mean of 17.8 years (SD 6.9) 
 
1.3  Roughly how many early stage estimates have you done in that time? 
 
A total of 14 different contract types were volunteered in answer to this 
question, including housing, factories, offices, primary schools, health 
centres, churches, hospitals, public houses, banks, retail shopping, 
restaurants, university accommodation, and supermarkets.  In order to restrict 
the analysis to manageable proportions, only the first five of these contract 
types were analysed for variability (see chapter 5), and only one contract type 
(for which level 4 forecasts were received) were analysed for quality. 
 For the quality analysis, three recency based measures were recorded of this 
job experience.  Firstly, the total number of forecasts made for contracts of 
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this type (mean 55.5 SD 71.9).  Secondly the number of forecasts made in the 
last year for contracts of this type (mean 6.7 SD 6.9).  Thirdly the number of 
forecasts made in the last five years for contracts of this type (mean 26.5 SD 
32.2).  This suggests that subjects generally have been involved in an 
increasing number of forecasts in recent years (unless subjects were inclined to 
underestimate the numbers in previous years).  A further observation is that 
subjects do not seem to do a great deal of forecasting, even at the present 
time, with an average of only one every two months.  Some subjects would of 
course do a great deal more forecasting than the average, and we would expect 
these subjects to produce better quality forecasts.  Indeed, from the views 
expressed in the literature, this expectation is so prevalent that the existence 
of a significant correlation between contract type forecasting experience (even 
by these crude measures) and the quality of forecasts should be regarded as a 
major hypothesis in the study. 
 
(2)  Attributional measures 
The remaining part of question 1.3, together with questions 1.4 to 1.23 provide 
the basis for the attributional responses.  The subjects were all required to 
grade the responses on a scale of 1 to 5. 
 
Question 1.3 asked the subjects to rate their own view of their expertise level 
at forecasting the tested contract type.  This question received a response from 
all 60 subjects with a mean of 4.0 (SD 0.7), suggesting a high degree of 
confidence in the subjects forecasting ability.  In fact the minimum score for 
this variable was 2 which, together with the small standard deviation signifies 
a general level of consensus on this matter.  The question was introduced as a 
consequence of an (unexpected) result of our previous study, in which binary 
responses to the question "do you consider yourself to be an expert?" proved to 
have a significant correlation with the quality of forecasts in that study.  In 
our desire to examine this aspect further, it is possible that the graded 
measure used may have introduced a greater degree of professional pride in 
responses to the question, judging by the consistency of the responses, perhaps 
nullifying any possible effects that may exist.  It was anticipated therefore 
that this question would not produce any significant correlation with the 
quality of forecasts in its present form. 
 
1.4  How much is early stage estimating (forecasting) a routine task to you? 
 
One of the tentative conclusions of our previous study was that subjects who 
routinely collected data, without recourse to any judgmental or intuitional 
facilities, tended to produce a lower quality of forecasts.  This question was 
designed to elicit data to test the assertion.  The mean value of the responses 
was 4.1 (SD 1.3), with a minimum of 1 and a maximum of 5.  The full range of 
responses, together with the adequate standard deviation, suggested that 
significant differences in behaviour existed.  In retrospect, however, it may be 
that the question contained some ambiguity as routine could be interpreted 
perhaps as repetitive (ie routinely using intuition?). 
 
1.5  How much has work experience contributed to your ability to identify 
important aspects of projects (contracts) and judge market conditions? 
 
The responses to this question provided a mean value of 4.7 (SD 0.5), with a 
minimum of 3 and a maximum of 5.  The narrow range, and small standard 
deviation, of responses to this question suggest that, although confirming the 
high status of experience in perceived forecast quality, this variable may not 
be sufficiently well defined to adequately separate views for effects on 
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forecast quality to be noticed.  If our more objective measures of experience 
turn out to be influential factors in forecast quality, a more searching 
question, or set of questions, relating to the type of experience may be more 
appropriate. 
 
1.6  How good is your memory for building projects done in the past and their 
associated market conditions? 
 
The psychological literature contains extensive references to the association of 
memory with expert performances (chess expertise for instance), though it is not 
likely that the subjects would be familiar with this literature.  The responses 
to this question produced a full range of scores with a mean of 3.6 (SD 1.0) 
indicating an adequate variety of views.  In some ways this question is an 
alternative to question 1.4 as it seeks in a rather more clear way the 
procedural modus operandi of the subject's forecasting approach.  Our previous 
assertion that overly reliance on hard data is detrimental to forecasting 
performance should be tested rather better by this variable. 
 
1.7  How much formal post qualification training have you had in early stage 
estimating (forecasting)? 
 
The issue of training emerged as a factor in our previous semi structured 
interviews and subsequently in the factor analysis of the postal questionnaire 
in chapter 4.  It raises an interesting point on the availability and efficacy 
of training in forecasting in this field, one of the major applications of this 
study.  The responses produced a mean of 1.4 (SD 0.8) indicating a very low 
level of training consistent across the subjects.  The degree of consistency 
suggests that this variable may have a correlation with forecast quality.  The 
low levels of training however indicate a general lack of explicit knowledge in 
the subject, an encouragement for further study.   
 
1.8  Do you make risky assumptions?   
 
This question may be interpreted in at least two ways.  It is intended that a 
measure of the subject's risk acceptance/aversion attitude is obtained along the 
lines of standard utility analysis.  However, the question could be interpreted 
as asking about the subject's inclination to make informational assumptions 
about the target contract (or even the market price).  Either way however, 
bearing in mind the criticisms of cardinal utility theory and its assumption of 
a stable all pervading risk attitude, the question is reasonably searching in 
attitudinal content.  The question produced a full range of responses with a 
mean of 2.9 (SD 1.5), indicating an excellent variety of views for analysis.  
This again relates to our assertion that data collectors (low risk forecasters) 
should produce poorer quality of forecasts.   
 
1.9  Do you actively seek more information about the project (contract) in order 
to avoid making risky decisions?   
 
This question again addresses the subject of low risk forecasters, as low risk 
forecasters would be expected to exercise their control function to reduce risk 
by seeking further information.  The question produced a full range of responses 
with a mean of 4.5 (SD 0.9), indicating a barely adequate variety of responses. 
 To most subjects therefore it would seem expedient to reduce risk by some 
positive action on their behalf, an aspect seldom covered in the literature on 
the subject, which tends to regard forecasters as passive  
recipients of information.  This brings us back to the original intention of the 
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first study - to examine the types of information that will be most beneficial 
to forecasters.  In this study we found the type of information to be of a far 
lesser impact in determining the quality of forecasts than the other factors of 
target and subject characteristics.  The efficacy of this predisposition to 
collect more and more information has yet to be established however.   
 
1.10  How much do you rely on your memory rather than using documentary systems? 
  
 
Another question designed to separate the subjective from the objective 
approach.  The question produced a full range of responses with a mean of 3.1 
(SD 1.1), a reasonable variety of responses.  There is every reason to believe 
that the responses to this question should provide good data on the relative 
effects of the two approaches.   
 
1.11  How good is your knowledge of market conditions?   
 
A straight forward question.  A full range of responses produced a mean of 4.0 
(SD 0.9), a borderline variety of responses.  Subjects with a low score on this 
variable would, of course, be expected to give poorer quality forecasts.   
1.12  Are you logical and systematic?   
 
The first of several direct personality attributes found to be factors in the 
postal questionnaire analysis (chapter 4).  The mean of the responses was 4.3 
(SD 0.82), a fairly consistent high level.  The literature would suggest a 
positive correlation of this variable with forecast quality.  Our previous study 
however suggests the reverse to be the case.   
 
1.13  How confident do you consider yourself to be?   
 
With a mean of 4.1 (SD 0.87), the question seems to have evoked similar 
reactions as the previous question.  It is possible that there is just 
sufficient variety of responses to provide some correlation with the quality 
variables.  Our previous study suggests that high scores on this variable would 
be associated with better forecast quality.   
 
1.14  How compliant do you consider yourself to be?   
 
A full range of responses with a mean of 3.7 (SD 0.95) indicates a reasonable 
variety of views exist to reveal any possible trends with forecast quality.   
1.15  How calm and relaxed do you consider yourself to be?   
 
Our previous study tentatively concluded that calm and relaxed subjects may 
produce better quality forecasts.  It is of course possible that the stress of 
the test procedure may have been a contributory factor in this (the observer 
comments section contains measures of this aspect).  A full range of responses 
to the question, with a mean of 3.4 (SD 0.88), indicate a reasonable variety of 
views.   
 
 
1.16  How direct do you consider yourself to be?   
 
A factor that emerged from the factor analysis of the postal questionnaires in 
chapter 4, directness received a mean score of 4.0 (SD 0.88), barely enough 
variety of views to allow a meaningful analysis with the forecast quality 
measures.   
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1.17  How resistant to the ideas of others do you consider yourself to be? 
 
An interesting subtle measure of the subject's confidence (and inflexibility), 
this question received a full range of responses with a mean score of 2.6 (SD 
1.1) giving a very good variety of views.   
 
1.18  How disciplined do you consider yourself to be?   
 
Again arising from the factor analysis of the postal questionnaires in chapter 
4, this question produced a full range of responses with a mean of 3.9 (SD 
0.94).  The literature suggests that high scores on this variable would 
correlate with better forecast quality.   
 
1.19  How helpful do you consider yourself to be?   
 
Another variable from the factor analysis, this question produced a mean of 4.6 
(SD 0.6) indicating a close agreement between all the subjects.  Though not 
likely to be a contributory factor in forecast quality, the magnitude and 
consistency of these scores indicate that the subjects generally regarded 
themselves as very helpful, an observation confirmed by the researcher, who 
found the majority of subjects a delightful set of people to work with.  It is 
possible however that this consistency is a sample bias for unhelpful 
forecasters would not of course agree to take part in the study!   
 
1.20  How critical do you consider yourself to be?   
 
This variable from the factor analysis received a full range of responses with a 
mean of 3.9 (SD 0.96), a marginal response for comparison with forecast quality 
measures.  Whilst little is written on the subject, the general tenor of the 
literature suggests that this variable should be positively correlated with 
forecast quality.   
 
1.21  How knowledgeable do you consider yourself to be?   
 
A variable from the factor analysis that created some difficulties in 
interpreting and translating into the question format here.  In the end it was 
decided to leave the question open to the subject's own interpretation, but the 
responses, with a minimum of 3 (mean 4.0 SD 0.66) suggest the answers may not be 
particularly well considered, the question of professional pride again becoming 
an issue.   
 
1.22  How tough do you consider yourself to be?   
 
This last of the attributional variables was again taken from the factor 
analysis of the postal questionnaires.  The mean score of the responses was 3.6 
(SD 0.92), indicating a reasonable variety of views. 
 
 
 
 
 
 
Table 6.9:Summary of Attributional Variables  
 
Variable   Code  No of Min Max Mean Std Coeff Coeff 
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      obs    Dev Skew Kurts  
 
Professed expertise PEXP  60 2 5 4.0 0.75 -0.53  0.31 
Routineness   ROUTINE 58 1 5 4.1 1.27 -1.26  0.42 
Work experience  WEXP  59 3 5 4.7 0.53 -1.55  1.59 
Memory goodness  MEMORY 58 1 5 3.6 1.03 -0.24 -0.61 
Post qual training  TRAING 59 1 5 1.4 0.81  2.51  7.12 
Risky assumptions  RISK  59 1 5 2.9 1.52  0.09 -1.41 
Seek more info  INFO  58 1 5 4.5 0.92 -1.82  2.95 
Rely on memory  RELMEM 59 1 5 3.1 1.06 -0.12 -0.56 
Market conditions  MARKET 58 2 5 4.0 0.90 -0.67 -0.24 
Logical & systematic LOGIC  59 2 5 4.3 0.82 -0.70 -0.50 
Confidence   CONFIDC 59 1 5 4.1 0.87 -1.12  1.88 
Compliance   COMPLY 59 1 5 3.7 0.95 -0.34 -0.17 
Calm & relaxed  CALM  59 1 5 3.4 0.88 -0.69  0.72 
Directness   DIRECT 59 2 5 4.0 0.88 -0.50 -0.55 
Resistance to ideas RESIST 59 1 5 2.6 1.15  0.20 -0.71 
Disciplined   DISCPLD 59 1 5 3.8 0.94 -0.50  0.06 
Helpfulness   HELP  59 2 5 4.6 0.62 -1.81  4.33 
Efficiency   EFFICNT 59 2 5 4.0 0.67 -0.36  0.45 
Criticality   CRITIC 59 1 5 3.9 0.96 -0.46 -0.26 
Knowledgeability  KNOW  59 3 5 4.0 0.66 -0.02 -0.59 
Toughness   TOUGH  57 2 5 3.6 0.92 -0.24 -0.68  
 
 
 
A summary of these attributional variables is given in Table 6.9 above. 
 
(3)  Psychological bias measures 
Part two of the interview procedure was designed to measure the extent of 
psychological bias that exists amongst the subjects.  Three types of bias are 
examined (a) availability biases, (b) anchoring biases, and (c) 
representativeness biases.  The description of these biases and the tests used 
are described below. 
 
Availability biases 
Questions 2.1, 2.2 and 2.4 were designed to test the proposition that subjects 
are more likely to be biased towards words or paths that are more available to 
the subjects.  Thus in question 2.1 Roughly how many words in the English 
language do you think start with the letters RE? is expected to receive a 
greater answer than question 2.2 Roughly how many words in the English language 
do you think end with the letters RE? as words starting with RE more readily 
spring to mind. 
 37 subjects responded to question 2.1 and 36 subjects responded to question 
2.2.  A t test was conducted to establish the significance of the differences in 
responses.  The hypothesis therefore is that subjects do not change their 
responses from question 2.1 to 2.2 in any systematic way.  The results of this 
test are given in Table 6.10 below.  The formal result of this test is that the 
hypothesis cannot be rejected on the evidence of these data ie there are no 
significant differences between the number of word estimates. 
 
 
 
Table 6.10:Test for Availability Bias on the Word Estimates.  
 
  Mean Std Mean Dev 2-tail prob t DF prob 
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   dev diff  corr   value  
 
RE.. words 2141 4630 
    459 3798 0.582  0.000 0.73 35 0.473 
..ER words 1682 3176  
 
 
Question 2.4 also tests for the availability effect in a different way.  There 
are 512 paths through each diagram (8 cubed, and 2 to the ninth). 
 Subjects are expected to be biased towards diagram (A) because more paths are 
perceptually available, and because shorter paths are easier to visualise.  37 
subjects provided estimates of the number of paths through diagram (A) and 36 
subjects provided estimates of the number of paths through (B).  A t test was 
conducted to establish the significance of the differences in responses.  The 
hypothesis therefore is that the subjects do not change their responses from 
diagram (A) to diagram (B) in any systematic way.  The results of this test are 
given in Table 6.11 below.  The formal result of this test is that the 
hypothesis cannot be rejected on the evidence of these data, ie there are no 
significant differences between the estimates of the number of paths for each 
diagram. 
 
 
Table 6.11:Test for Availability Bias on the Path Estimates.  
 
   Mean Std Mean Dev 2-tail prob t DF prob 
    dev diff  corr   value   
 
Diag (A) 546 1887 
     -964 2956 0.825  0.000 -1.96 35 0.058 
Diag (B) 1511 4315  
 
 
 
Anchoring biases 
Question 2.3 was designed to test the proposition that subjects primed with 
smaller numbers are likely to give smaller estimates than those primed with 
large numbers.  One half of the interviews were prepared with the first 
statement that For every 100,000 people who have diabetes, about 800 die of it. 
 The other half of the interviews were prepared with the first statement that 
For every 100,000 people who have cancer, about 37,500 die of it.  These were 
followed by five common questions requiring estimates of the number of people 
dying of motor accidents, bronchitis, high blood pressure, pregnancy, and 
influenza.  Higher estimates were therefore expected from the subjects receiving 
the cancer information than the subjects receiving the diabetes information.  
Several oneway analyses of variance were conducted to identify differences of 
this nature.  These analyses are summarised in Table 6.12 below.  As can be 
seen, in three of the five cases the estimates from the large primer group were 
lower than those of the small primer group.  The analyses of variance failed to 
reject the hypothesis that any of the differently primed groups were 
significantly different, ie the bias does not exist with these data.  Similarly, 
Cochran's test for homogeneity of variances revealed no differences in standard 
deviations in the majority of cases. 
 
Table 6.12:Tests for Anchoring Bias  
 
Condition     800 Primer   37500 Primer Significance 
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   No of Mean Std No of Mean Std Mean Std 
   obs  dev obs  dev  dev  
 
Motor accidents 19 6239 10594 17 6199 9824 NS NS 
Bronchitis  19 8121 15706 17 8747 9677 NS NS 
Blood pressure 19 19719 18096 17 11103 12241 NS NS 
Pregnancy  19 425 586 17 928 1589 NS Sig 
Influenza  18 3297 7072 17 2633 5265 NS NS 
 
Total per subject 18 29410 45577 17 29610 21970 NS Sig  
 
NS = not significant 
Sig = significant 
 
 
Representativeness bias 
Question 2.5 was designed to test the proposition that two sequences of equally 
long series of random binaries are not equally representative of the subjects' 
idea of randomness.  In 2.5 the probability of the sequence O E O E E O is 
theoretically the same as the sequence E O E E E E, or 2-6 = 1/64, giving an 
expected frequency over 7,000 trials of 109.375.  This implies the existence of 
two correct answers.  Firstly, accepting the statement in the question that the 
numbers generated were truly random (without any bias), that the assistant 
recorded the numbers without any error, and that the frequency of O E O E E O 
was counted without error.  In this case the correct answer would be 109 
(109.375 to the nearest integer).  Alternatively, it would not be unreasonable 
to assume that some bias in the fictitious procedure did exist on the evidence 
of the unexpectedly low frequency recorded.  In this case a better estimate of 
the required frequency would be 72, the same as the sample found in the example. 
 In the event, the 36 subjects providing an estimate of the frequency of E O E E 
E E turned out to have a mean of 54.5 with a standard error of 5.52 leading us 
to reject the hypothesis that there is no difference between the average subject 
and either 'correct' answer - the bias exists! 
 It should be mentioned however that several criticisms have been levelled at 
this test and all the similar psychological bias tests in general on the grounds 
that they do not take into consideration peoples' natural reliance on feedback 
corrective mechanisms, nor do they take into account peoples' lack of knowledge 
about statistical processes.  This second point is particularly germain in our 
study.  The equal probability answer to the test in 2.5 relies on the notion of 
statistical independence which is clearly what it is - a notion.  Outside the 
world of computer simulation, statistical independence is observed very rarely 
(if ever).  It should not surprise us a great deal therefore if our subjects 
adopt a more realistic view. 
 These estimates obtained for the bias tests were also entered into the 
forecast quality analyses as indicators of general forecasting ability outside 
the field of construction prices.  The major point of interest in this was to 
determine the boundary of expertise contained in our subjects.  If the subjects 
who were more less biased, more consistent or more accurate in these general 
estimating tasks, also produced better quality construction price forecasts, 
than it would have to be concluded that the boundary lay outside the study.  
Alternatively, if no such association existed, then it should be concluded that 
the expertise boundary lay inside the study. 
 A summary of these psychological bias or general estimating variables is 
given in Table 6.13. 
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Table 6.13:Summary of General Estimating Variables.  
 
Variable  Code No of  Mean   Std Coeff Coeff 
    obs     dev skew varn  
 
RE.. words  WORD1 37  2086.6  4578.5  3.97 219.4 
..RE words  WORD2 36  1682.6  3176.5  2.91 188.8 
Word ratio 
   WORD2/WORD1 WORD 36     1.07     1.5  3.19 140.4 
Paths (A)  PATH1 37   532.5  1862.7  4.33 349.8 
Paths (B)  PATH2 36  1511.1  4315.1  3.51 285.6 
Path ratio 
   PATH2/PATH1 PATH 36    13.17    41.9  5.46 318.5 
prob freq EOEEEE NTIMS 36    54.5    33.1 -0.01  60.7 
Motor deaths  MOTOR 36   6220.4 10091.8  2.47 162.2 
Bronc deaths  BRONC 36  8416.7 13030.1  2.22 154.8 
Blood pr deaths BLOOD 36 10900.3 15393.7  1.87 141.2 
Preg deaths  PREG 36   663.1  1182.2  3.02 178.3 
Inflz deaths  INFLZ 35  2974.6  6178.1  1.66 207.7  
 
 
Price awareness measures 
These are dealt with in part three of the interview/test procedure.  Four 
estimates were required of the prices of some common items - a pint of milk, a 
kilo bag of sugar, a colour television licence and the standard rate of income 
tax.  A further estimate was required relating to construction - the basic wage 
of building labourers.  The responses are summarised in Table 6.14. 
 As expected, these estimates are far more consistent than the general 
estimating tasks undertaken in the previous section.  They are of course more 
familiar to most people and not just our price forecasters.  Nevertheless the 
best consistency (except for the tax variable) is the building labourer wage and 
this would not be expected of people outside the construction industry.  Based 
on this familiarity concept therefore, it would be anticipated that, unless the 
subjects were a truly homogenous group, the quality of estimates given for this 
last value, wages, are correlated with the quality of construction price 
forecasts. 
 
 
Table 6.14:Summary of Price Awareness Variables.  
 
Variable  Code No of Mean Std Coeff Coeff 
    obs  dev skew varn  
 
Pint of milk  MILK 60  0.24  0.05  1.01 21.7 
Kilo of sugar SUGAR 59  0.52  0.20  1.87 39.3 
TV licence  TV 59 59.64 17.75  0.63 29.8 
Income tax %  TAX 60 27.63  1.19  1.87  4.3 
Lab wages  WAGE 60  3.09  0.53 -0.05 17.1  
 
 
 
Measures obtained in debriefing 
Six debriefing variables were recorded, the accuracy expected for the level 3 
forecasts, the percentage accuracy expected for the level 4 forecasts (question 
4.3), the normality of the test conditions (question 4.4) coded as 1 for 
abnormal and 0 for normal, the degree of mental imaging used in the tests 
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(question 4.5) on a scale of 1 to 5, the number of items of information 
remembered, and the number of forecasts remembered (question 4.14). 
 The responses to these debriefing questions are given in Table 6.15. 
 
 
Table 6.15:Summary of Variables arising from Debriefing.  
 
Variable   Code No of Mean  Std Coeff Coeff 
      obs   devn skew varn  
 
Level 3 accuracy  ACC1  53 16.42  7.79  1.59 47.5 
Level 4 accuracy  ACC2  55  9.53  5.55  1.98 58.2 
Test conditions  CONDS  57  0.75  0.43 -1.21 57.6 
Mental image   IMAGE  58  3.31  1.23 -0.74 37.2 
General item memory GMEM  50 16.16 10.16  1.18 62.9 
Price item memory  PMEM  49  1.94  1.63  0.47 83.8  
 
 
Observer notes 
The Interviewer comments section of the interview/test procedure were added 
immediately after the subject had been visited to subjectively assess the effect 
of the procedure on the subject.  These were generally coded on a scale of 0 to 
5, except for the time taken in the interview/test which was recorded in 
minutes.  The results of these coded comments are summarised in Table 6.16 
below. 
 
 
Table 6.16:Summary of Variables Arising from Observer Notes.  
 
Variable   Code No of Mean Std Coeff Coeff 
      obs  dev skew varn  
 
Interview conds  INCOM 60 3.78 0.74 -3.02  19.6 
Interruptions  INTRP 60 1.95 1.30  0.33  66.7 
Background noise  NOISE 60 0.85 1.42  1.51 123.5 
Interviewee state: 
 apprehension  APPR 60 1.15 1.48  0.96 128.7 
 coping   COPE 60 3.28 0.94 -1.74 286.6 
 attention   ATTN 60 3.70 0.65 -2.36 175.7 
 concentration  CONCN 59 1.15 1.30  0.83 113.0 
 nervous   NERVE 59 0.97 1.51  1.62 155.7 
Interviewee 'presence': 
 humour   HUMR 60 3.05 0.85 -0.78  27.9 
 pleasance   PLEAS 60 3.40 0.69 -0.73  20.3 
Time taken   TIME 60 102 23.5 -0.13  22.9  
 
 
 
The table shows that the interview conditions were consistently good, and the 
subjects consistently pleasant and in good humour, coping well and being 
generally well attentive.  The time taken for the procedure was mostly between 
one and two hours, the shortest being 45 minutes and the longest 155 minutes, 
generally considered to be the optimum for a study of this kind, this being 
reflected in the good levels of coping and attentiveness.  The background noise 
and interviewee nervousness and apprehension (no record was made of the 
interviewer state!) was however rather less consistent.  Whilst it was felt by 
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the interviewer that the background noise had little effect on the procedure, 
the nervousness and apprehension was undoubtedly due to nature of the study 
rather than some inherent attribute of the subject.  Most, if not all, the 
subjects were apprehensive at first, the degree of apprehension diminishing at 
different rates for different subjects as the procedure progressed.  It would be 
interesting, though not particularly relevant to the study of forecasting 
practice, to examine this aspect more closely in any future work, especially 
where feedback is introduced. 
 Insofar as correlations with forecast quality is concerned, it was hoped that 
any procedure induced behaviour such as nervousness or apprehension, would not 
have any confounding effect on the results. 
  
  
 
 
7 The Quality of Forecasts - Analysis 
  
 
 
 
    It is quite a three pipe problem 
 
      A C Doyle (The Red-Headed League) 
 
 
 
INTRODUCTION 
 
This chapter describes the examination of the relationships between the 
dependent and independent variables described in chapter 6.  The chapter is, for 
convenience sake, divided into three parts representing the three main factors 
under study - the target information provided, the target contract 
characteristics, and the subjects. 
 
 
INFORMATIONAL EFFECTS 
 
The forecasts were analysed over the four informational levels.  The analysis 
was conducted against the three basic dependent variables described in the last 
chapter - the raw error, the percentage error, and the log error. 
 
Effects on raw error 
The results of the analysis for the raw forecast errors are given in Table 7.1 
below. 
 
 
Table 7.1:Informational Effects on Raw Error.  
 
Info  No of  RERROR Std  ARERROR RMS*  Coeff 
Level   obs   mean* Dev*   mean*   varn*  
 
1   555   -55.18 204.15 163.83 211.30  45.53 
2   835  -105.50 132.89 126.08 169.61  27.07 
3   281   -44.23 139.19 101.48 145.81  29.17 
4   285   -20.97 140.59  89.99 175.89  28.23 
 
1 to 4 1956   -70.10 161.36 129.29 175.89  36.38 
 
Pearson's r      0.09*    -0.19*   -0.16* 
Devn from linear      sig      sig     sig 
Fixed effects model    38.07 
Random effects model   158.20  
 
*significant correlation or differences between levels. 
 
 
It can be seen from this table that bias changes between levels, largest at 
level 2, with RERROR mean of -105.50, ending in the smallest bias of -20.97 at 
level 4.  This large bias at level 2 is difficult to explain in terms of the 
information alone, and may be due to the target contracts being rather higher 
 179 The Quality of Forecasts - Analysis 
 
 
value than average. 
 To test this assumption, the average value of the target contract prices 
(from Table 6.8) were compared with the nationwide average values for similar 
contract types (from the BCIS Quarterly Review of Building Prices).  This 
comparison is presented in Table 7.2.  As the table shows the average price for 
the target contracts (updated to August 1987) was £472.2/m2 compared with the 
average nationwide prices for similar contracts of £377/m2, an increase of 
£95.2/m2, which is very close to the £105.5/m2 average difference recorded for 
the subjects level 2 forecasts.  The BCIS figure however does not include 
siteworks and contingencies.  It may be that the subjects did not allow for 
these additions.  As only the contract type information was released at level 2, 
this would largely explain the change in bias. 
 
 
Table 7.2:Comparison of the Target Contract Prices with the Nationwide 
Equivalent Prices.  
 
Contract Mean of target   Mean of nationwide prices 
  prices (Aug 1987)  (2q 1987)1 (Aug 1987) inc sw & contgs2  
 
Housing     470.5      362    371      429 
Factories     277.2      213    218      289 
Offices     668.9      530    543      637 
 
Average     472.2      368    377      452  
 
1BCIS Quarterly Review of Building Prices (August 1987) 
2see Appendix D Table D4 
 
 
Returning to Table 7.1, consistency, as measured by the standard deviation and 
coefficient of variation, after a significant initial improvement at level 2, 
appears to remain fairly constant through levels 3 and 4.  Accuracy therefore, 
represented by the mean modulus error (ARERROR) and the root mean square (RMS) 
value, combining both bias and consistency measures, shows a smooth increase 
through the information levels, with a suggestion of an asymptotic curve, 
exactly as predicted by the theoretical literature.  The relative measures of 
between and within level variance as represented by the random effects and fixed 
effects models respectively indicate however that the within level variance far 
exceeds the between level variance so that the total amount of variance reduces 
by only a small amount (SD 161.36 to 158.20) once the between information level 
effect is removed. 
 
Effects on percentage errors 
The results of the analysis for the percentage forecast errors is summarised in 
Table 7.3 below. 
 The table generally reflects the raw error analysis with some minor 
differences.  The bias measure (mean PERROR) again shows a big jump at 
information level 2 (-17.2 percent), returning to a very low bias at level 4 
(1.00 percent) but starting at an also low 2.59 percent.  These are clearly 
exceptional results and, because of the high price target contracts used, easily 
explained as above.  Consistency appears to improve dramatically at level 2 on 
to fall away again at level 3 to 4 rather than remain fairly constant as in the 
raw error analysis.  The correlation of the standard deviation of the 
percentages (and the ratios of forecast/lowest bid) with bias measures however 
implies that the value of the mean PERROR is responsible for some of the reduced 
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standard deviation value at level 2.  The two accuracy measures (mean APERROR 
and RMS) provide the same indication of a curved, and possibly asymptotic, 
smooth reduction with information levels. 
 
 
Table 7.3:Informational Effects on Percentage Error  
 
Info  No of  PERROR  Std  APERROR RMS* 
level  obs  mean*  dev*  mean*  
 
1   555    2.59  46.71  36.55  46.73 
2   835  -17.20  22.41  23.87  28.23 
3   281   -6.06  27.40  21.19  28.00 
4   285   -1.00  27.95  20.82  27.91 
 
1 to 4 1956   -7.62  33.60  26.64  34.44 
 
Pearson's r    -0.02    -0.24  -0.21* 
Dev from linear    sig     sig   sig 
Fixed effects model   32.48 
Random effects model   10.30  
 
*significant correlation or differences between levels. 
 
 
 
Effects on log errors 
The results of the analysis for the log errors are given in Table 7.4 below. 
 
 
Table 7.4:Informational Effects on Log Errors.  
 
Info  No of  LERROR  Std  APERROR RMS* 
Level   obs  mean*  dev*   mean*  
 
1   555  -0.075  0.45   0.37  0.46 
2   836  -0.225  0.27   0.28  0.35 
3   281  -0.102  0.28   0.23  0.30 
4   285  -0.048  0.28   0.21  0.27 
 
1 to 4 1956  -0.139  0.34   0.29  0.37 
 
Pearson's r    0.04    -0.24*  -0.22* 
Dev from linear   sig     sig   sig 
Fixed effects model   0.33 
Random effects model   0.09  
 
*significant correlation or differences between levels. 
 
 
Again the general change in bias with information levels is confirmed.  The 
standard deviation, which closely follows the coefficient of variation (see 
Table 7.1) is fairly constant after the big reduction at level 2.  The two 
accuracy measures also provide the same indication of a curved, possibly 
asymptotic, smooth reduction with information levels. 
 In summary, the indications are that:- 
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(1) Overall bias is very small except when siteworks and contingencies are 
omitted. 
(2) Bias reduction is a function of the amount of information available, once 
the contract type is known. 
(3) Overall consistency improves to level 2 and then stays constant through 
levels 3 and 4. 
(4) A much greater inconsistency exists within each information level than 
between levels. 
(5) Accuracy is a curved positive function, possibly asymptotic, of the amount 
of information released. 
 
 
Table 7.5:Contract Type Effects on Raw Errors.  
 
Info          Contract Type 
level   Housing Factories Offices All  
 
1 No obs  185  185  185  555 
 RMEAN  -52.83 138.52 -251.23 -55.18* 
 (RSD)  (97.38) (100.68) (171.74) (204.15)* 
 RABS  87.00  146.64 257.86 163.83* 
 RRMS  110.53 171.08 304.06 211.30* 
 CV  23.0  26.2  31.4  45.6* 
 
2 No obs  270  275  290  835 
 RMEAN  -107.84 -18.92 -185.42 -105.50* 
 (RSD)  (79.13) (68.45) (164.75) (132.89)* 
 RABS  114.86 56.46  202.54 126.08* 
 RRMS  133.66 70.89  247.85 169.61* 
 CV  20.9  25.1  27.5  27.1* 
 
3 No obs  95  99  87  281 
 RMEAN  -31.08 -0.95  -107.85 -44.23* 
 (RSD)  (86.23) (94.16) (195.98) (139.19)* 
 RABS  71.65  68.79  171.25 101.48* 
 RRMS  91.23  93.69  222.71 145.81* 
 CV  19.4  32.8  30.5  29.2* 
 
4 No obs  95  99  91  285 
 RMEAN  -3.00  15.57  -79.47 -20.97* 
 (RSD)  (91.28) (90.54) (198.69) (140.59)* 
 RABS  74.23  65.23  161.27 98.89* 
 RRMS  90.85  91.42  212.97 141.90* 
 CV  19.4  30.2  31.1  28.3* 
 
1-4 No obs  645  658  653  1956 
 RMEAN  -65.32+ 33.24+  -178.97+ -70.10*+ 
 (RSD)  (95.78) (108.72)+ (185.54) (161.36)*+ 
 RABS  94.52+ 84.99+  208.29+ 129.30*+ 
 RRMS  115.87+ 113.61+ 257.68+ 175.89*+ 
 CV  21.1+  27.9+  29.7  35.2*  
 
*significant differences between columns 
+significant differences between rows 
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CONTRACT TARGET EFFECTS 
 
The contract target effects examined in three parts (a) by contract type, and 
(b) by individual contracts, and (c) by contract characteristics. 
 
Contract type 
Table 7.5 summarises the results obtained for the analysis of raw errors by the 
three contract type by the four information levels.  As the table indicates, 
significant differences in bias (RMEAN), consensus (RSD and CV), and accuracy 
(RABS and RRMS) occur between the contract types at all the information levels. 
 Differences between information levels for each type however are not as 
pronounced.  Although bias and accuracy changes significantly, consensus 
differences are less predominant, especially for the housing and offices 
contracts.  The main source of the dip in standard deviation at level 2 noted in 
chapter 5 seems to be the factories contracts although all contract types do 
follow a similar trend. 
 Two way analyses of variance on the three dependent variables capable of 
being analysed in this way - RERROR, ARERROR, AND RERROR2 - against the three 
contract types and information levels result in the contract types, information 
levels and their interactions being significant effects (Table 7.6).  The eta 
values show however that the contract type has a greater effect than the 
information level. 
 
 
Table 7.6:Two way ANOVA results on RERROR, APERROR AND RERROR2 against contract 
type and information level.  
 
Dependent variable    Independent variable  Prob eta  r  
 
RERROR   contract type  sig 0.53 0.57 
    information level  sig 0.19 
    interaction   sig 
 
APERROR   contract type  sig 0.47 0.51 
    information level  sig 0.20 
    interaction   sig 
 
RERROR2   contract type  sig 0.45 0.47 
    information level  sig 0.16 
    interaction   sig  
 
 
 
Table 7.7 summarises the results obtained fro the analysis of percentage 
forecast errors.  This table shows that significant differences exist between 
all rows and columns, except the housing PSD column.  However, as remarked 
previously, the PSD measure is correlated with PMEAN and is therefore difficult 
to interpret.  The table gives a better understanding of the changes in bias 
(PMEAN) over the information levels for each contract type.  The factories and 
offices show a general trend towards a zero bias with increasing levels of 
information, the offices in particular showing a very smooth trend.  The housing 
contract forecasts can be seen to be responsible for the overall dip in PMEAN at 
information level 2. 
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Table 7.7:Contract Type Effects on Percentage Errors.  
 
Info        Contract Type 
level   Housing Factories Offices All  
 
1 No obs  185  185  185 555 
 PMEAN  -10.76 52.97  -34.45 2.59* 
 (PSD)  (20.53) (40.14) (20.64) (46.71)* 
 PABS  18.35  55.48  35.81 36.55* 
 PRMS  23.11  66.39  40.12 46.73* 
 
2 No obs  270  275  290 835 
 PMEAN  -22.51 -4.69  -24.12 -17.20* 
 (PSD)  (16.23) (23.93) (20.92) (22.41)* 
 PABS  24.09  19.68  27.64 23.87* 
 PRMS  27.73  24.33  31.91 28.23* 
 
3 No obs  95  99  87 281 
 PMEAN  -6.01  1.45  -14.66 -6.06* 
 (PSD)  (18.16) (33.33) (26.02) (27.40)* 
 PABS  15.08  24.35  24.25 21.19* 
 PRMS  19.03  33.20  29.73 28.02* 
 
4 No obs  95  99  91 285 
 PMEAN  -0.24  7.14  -10.65 -1.00* 
 (PSD)  (19.34) (32.31) (27.75) (27.95)* 
 PABS  15.73  24.35  23.33 20.82* 
 PRMS  19.23  32.92  29.58 27.91* 
 
1-4 No obs  645  658  653 1956 
 PMEAN  -13.43+ 14.23+  -23.91+ -7.62*+ 
 (PSD)  (18.30) (31.88)+ (22.63)+ (32.48)*+ 
 PABS  19.88+ 31.01+  28.90+ 26.64*+ 
 PRMS  24.15+ 42.61+  33.88+ 24.44*+  
 
*significant differences between columns 
+significant differences between rows 
 
 
Table 7.8:Comparison of Target Contract Prices, Nationwide Equivalent Prices and 
Percentage Forecast Errors at Information Level 2.  
 
Contract  Target Nationwide Difference Level 2 error 
   mean1  mean1  percentage percentage2  
 
Housing  470.5  429  -8.82  -21.51 
Factories  277.2  289   4.26   -4.69 
Offices  668.9  637  -4.77  -24.12  
 
1from Table 7.2 
2from Table 7.7 
 
Table 7.8 shows the correspondence between the differences in target/nationwide 
means and the forecast error at level 2.  Clearly the rather large 
underestimates for the housing and factories contracts at level 2 are 
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attributable to more than the abnormally high values of these contracts.  One 
possible explanation has already been mentioned - that the explanation is that 
the subjects were generally biased low.  However the marked improvement 
following the provision of more information suggested that the bias is an 
informational effect rather than a subject effect.  Another possibility is that 
some tendency to regress towards a mean exists, that is high price contracts 
such as offices are generally underestimated whilst low priced contracts such as 
factories are overestimated.  The results at level 4 seem to suggest that this 
tendency may occur to some extent. 
 The accuracy measures (PABS and PRMS) seem to vary considerably for each 
contract type over the information levels.  The offices contracts provide the 
expected smooth increase in accuracy with information release.  The housing 
contracts however have a marked drop in accuracy at level 2, because of the 
change in bias at that level.  The factories contracts seem to have the opposite 
effect to the housing contracts, with a big improvement in accuracy at level 2 
subsequently falling off at level 3 and 4.  No explanation for this effect seems 
to be available. 
 
 
Table 7.9:Two way ANOVA results on PERROR, APERROR, and PERROR2 against contract 
type and information level.  
 
Dependent variable Independent variable  prob eta r  
 
PERROR  contract type   sig 0.48 0.54 
    information level   sig 0.25 
    interaction   sig 
 
PERROR  contract type   sig 0.22 0.37 
    information type   sig 0.29 
    interaction   sig 
 
PERROR2  contract type   sig 0.23 0.37 
    information level   sig 0.29 
    interaction   sig  
 
 
 
The two way analyses of variance on the three dependent variables PERROR, 
APERROR, AND PERROR2, against the three contract types and information levels, 
result in the contract types, information levels and their interactions being 
significant effect (Table 7.9).  The eta values show that contract type has a 
greater effect than the information level for PERROR, but not for APERROR and 
PERROR2, although the low r values suggest that these relative effects may be 
poorly estimated for the latter two analyses. 
 Table 7.10 summarises the results obtained for the analysis of log errors by 
the three contract types by the four information levels.  As the table 
indicates, significant differences in bias, consensus and accuracy occur between 
the contract types at all information levels.  The only exception to this is the 
offices contracts standard deviation (the substitute measure for coefficient of 
variation) which seems to remain constant at all information levels.  The trends 
previously noted are repeated here.  A smooth reduction in bias (LMEAN) for the 
offices contracts at each information level.  A sharp reduction in bias for the 
factories contracts at level 2, with a  slight improvement thereafter.  A big 
increase in bias for the housing contracts at level 2, with a subsequent 
recovery thereafter.  A reasonably smooth increase in consensus (LSD) for the 
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housing contracts at each information level but an unaccounted drop in consensus 
for the factories contracts at level 2.  A smooth increase in accuracy (LABS and 
LRMS) for the offices contracts at each information level.  A big decrease in 
accuracy for the housing contracts at level 2 with the opposite effect for the 
factories. 
 
 
Table 7.10:Contract Type Effects on Log Errors.  
 
Info      Contract type 
level    Housing Factories Offices All  
 
1  No obs 185  185  185  555 
  LMEAN  -0.142 0.389  -0.473 -0.075* 
  (LSD)  (0.242) (0.275) (0.320) (0.452)* 
  LABS  0.210  0.417  0.485  0.371* 
  LRMS  0.279  0.476  0.570  0.458* 
 
2  No obs 270  275  290  835 
  LMEAN  -0.277 -0.079 -0.314 -0.225* 
  (LSD)  (0.213) (0.249) (0.275) (0.268)* 
  LABS  0.292  0.209  0.346  0.283* 
  LRMS  0.349  0.260  0.417  0.349* 
 
3  No obs 95  99  87  281 
  LMEAN  -0.080 -0.036 -0.202 -0.102* 
  (LSD)  (0.193) (0.323) (0.296) (0.284) 
  LABS  0.162  0.243  0.282  0.228* 
  LRMS  0.208  0.323  0.357  0.301* 
 
4  No obs 95  99  91  285 
  LMEAN  -0.021 -0.026 -0.157 -0.048* 
  (LSD)  (0.193) (0.299) (0.296) (0.277)* 
  LABS  0.159  0.221  0.262  0.214 
  LRMS  0.194  0.298  0.334  0.281* 
 
1 to 4 No obs 645  658  653  1956 
  LMEAN  -0.172+ 0.075+ -0.322+ -0.139*+ 
  (LSD)  (0.237)+ (0.340)+ (0.313) (0.334)*+ 
  LABS  0.230+  0.274+ 0.365+ 0.290*+ 
  LRMS  0.292+ 0.348+  0.449+ 0.369*+  
 
*significant differences between columns 
+significant differences between rows 
 
 
The two way analyses of variance on the three dependent variables, LERROR, 
ALERROR, AND LERROR2, against the three contract types and information levels 
result in the contract types, information levels and their interactions being 
significant effects (Table 7.11).  The same reservations concerning the relative 
effects of the independent variables apply as with the percentage error analysis 
described earlier. 
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Table 7.11:Two way ANOVA results on LERROR, ALERROR, and LERROR2 against 
contract type and information level.  
 
Dependent variable  Independent variable Prob eta r  
 
LERROR   contract type  sig 0.48 0.52 
    information level  sig 0.21  
    interaction   sig 
 
ALERROR   contract type  sig 0.24 0.35 
    information level  sig 0.25 
    interaction   sig 
 
LERROR2   contract type  sig 0.24 0.35 
    information level  sig 0.24 
    interaction   sig  
 
 
 
Individual contracts 
Table 7.12 summarises the results for the individual contracts for all the 
dependent variables at information level 4. 
 
 
Table 7.12:Individual Contract Effects.  
 
Ctrt No RMEAN*  RSD* RABS* RRMS*  CV PMEAN* PSD* PABS* PRMS*LMEAN  *LSD LABS* LRMS* 
 obs   
 
H1 19  -31.3  76.6  65.3  80.9 17.7  -6.8 16.5 14.1 17.4 -0.09 0.18 0.15 
0.22 
H2 19  -34.6 103.7  93.8 106.7 21.1  -6.6 19.7 17.8 20.3 -0.09 0.21 0.19 
0.22 
H3 19  -11.1  92.1  73.1  90.3 19.3  -2.3 18.9 15.0 18.5 -0.40 0.19 0.15 
0.19 
H4 19   16.8  90.0  74.3  96.2 19.4   3.8 20.1 16.6 19.9 0.02 0.19 0.16 
0.19 
H5 19   45.2  74.0  64.8  85.1 15.7  10.6 17.4 15.2 20.0 0.09 0.15 0.14 
0.17 
 
I1 20   30.8  77.1  47.9  81.2 28.7  13.0 32.5 20.2 34.2 0.09 0.25 0.17 
0.26 
I2 20    9.5  63.3  51.5  62.5 23.9   3.7 24.8 20.2 24.5 0.01 0.25 0.20 
0.24 
I3 20   55.7  97.6  82.0 110.8 26.7  18.3 31.5 26.5 35.8 0.14 0.26 0.23 
0.29 
I4 20   50.0  85.0  68.7  96.8 28.8  20.4 34.7 28.0 39.5 0.15 0.26 0.23 
0.30 
I5 20  -73.6  67.5  76.7  96.6 24.5 -21.1 19.4 22.0 28.3 -0.27 0.29 0.28 
0.39 
 
O1 18 -163.1 115.3 176.8 197.9 27.9 -28.3 20.0 30.7 34.3 -0.37 0.28 0.39 
0.46 
O2 18   45.1 106.8  86.1 113.2 20.6   9.6 22.6 18.2 23.9 0.07 0.21 0.17 
0.21 
O3 19 -257.8 132.1 272.2 288.1 21.8 -29.9 15.3 31.5 33.4 -0.38 0.20 0.39 
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0.42 
O4 17  -63.5  92.7  86.4 110.0 16.5 -10.1 14.8 13.8 17.6 -0.12 0.17 0.16 
0.21 
O5 19   45.7 275.9 173.9 272.4 32.4   5.7 34.2 21.6 33.8 0.02 0.28 0.20 
0.27 
 
All 285  -21.0 140.6 98.9 141.9 28.2  -1.0 28.0 20.8 27.9 -0.05 0.28 0.21 
0.28 
 
Fixed effects 114.3   23.5  24.0    0.23 
Random effects 84.6     14.8    0.16  
 
*significant differences between contracts. 
 
 
 
The table shows that significant differences occur between contracts for all the 
dependent variables except LSD (and hence CV) and PRMS.  Contract O3 has the 
largest bias by all the bias measures (RMEAN, PMEAN and LMEAN).  Contract O5 has 
the worst consensus as measured by RSD and CV, contract I4 by PSD and contract 
I5 by LSD.  Contract O3 has the worst accuracy as measured by RABS, RRMS, and 
PABS, contract I4 by PRMS, and contract O1 by LABS and LRMS. 
 An inspection of these four contracts - I4, I5, O3 and O5 - in conjunction 
with Table 6.7 reveals that I5 is the highest valued of the factories contracts 
and O3 and O5 are the highest valued of the offices contracts, suggesting that 
some relationship may exist between the dependent variables and the relative 
price of the contracts.  This proposition is examined later. 
 The table also suggests that the forecasts for the contracts within each 
contract type may exhibit rather less difference from each other than all the 
contracts taken together.  The contract forecasts were therefore analysed by 
contracts within each contract type grouping.  The results of this analysis are 
summarised in Table 7.13. 
 
 
Table 7.13:Individual Contract Effects by Contract Type Grouping.  
 
Dependent      Contract Grouping 
variable  Housing Factories Offices All  
 
Contract code H1 to H5 I1 to I5 O1 to O5 H1 to O5 
No of obs     95     99     91  285 
 
RMEAN    -3.00* 15.57* -79.48* -20.97* 
RSD    91.28 90.54  198.69 140.59 
Fixed effects  87.95 79.18  161.44* 114.29* 
Random effects  27.15 48.84  128.80  84.60 
RABS    74.28 65.23  161.27*  98.89* 
RRMS    90.84 91.42  212.97* 141.90* 
CV    188.72 26.61   24.60  23.51 
Fixed effects  18.72 26.61   24.60  23.51 
 
PMEAN    -0.24*  7.14  -10.65* -1.00* 
PSD    19.35 32.31   27.75 27.95 
Fixed effects  18.56 29.22    22.70* 24.00* 
Random effects   6.07 15.36   17.77 14.80 
RABS    15.73 23.38   23.33* 20.82* 
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PRMS    19.24 32.92   29.58 27.91 
 
LMEAN   -0.021* 0.026* -0.157* -0.048* 
LSD    0.193 0.299   0.296  0.277 
Fixed effects  0.185 0.261   0.233  0.229 
Random effects  0.062 0.161   0.204  0.162 
LABS    0.159 0.221   0.262*  0.214* 
LRMS    0.194 0.298   0.334*  0.281*  
 
*significant differences between individual contracts. 
 
 
The table clearly shows that, except for bias measures, the only differences 
between individual contracts within contract types occur with the offices 
contracts. 
 There seem to be several possible reasons why the offices contracts are 
associated with a different pattern of errors both in comparison with each other 
and in comparison with the other non-office contracts. 
 
(1) The price of offices, both in terms of the five targets (Table 6.8) and 
offices generally (Table 7.2), is greater than housing and factory 
contracts. 
(2) The standard deviation and coefficient of variation for both the target 
contracts (Table 6.8) and offices contracts generally (Table 5.2) is 
greater than the other non-office contracts. 
(3) The floor area of the target office contracts if far more diverse than the 
other non-office contracts, contract O5 having a particularly large area, 
some three times that of the next largest. 
 
These differences in contract characteristics, and the analyses described in the 
literature, suggest that some correlation may exist with the dependent 
variables.  This aspect is examined in the next section. 
 
Contract characteristics 
The relationship between contract characteristics and the quality of forecasts 
was analysed in three parts (1) univariate analyses of each contract 
characteristic with each dependent variable at information level 4, (2) multi 
variate analyses of all contract characteristic variables with each dependent 
variable at information level 4, and (3) correlation analyses of all contract 
characteristic variables and dependent variables at information levels 1, 2 and 
4. 
 
Univariate analyses 
The limited number of contracts used in the study restricted the analysis to 
only four basic characteristics of the contracts (i) the physical size of the 
building, (ii) the monetary size of the building, (iii) the price intensity of 
the building, and (iv) the intensity of competition. 
 
(i)  The physical size of the building 
Three independent variables were chosen to represent the physical size of the 
building - the gross floor area (GFA), the inverse gross floor area (INGFA) and 
the square inverse gross floor area (INGFAS).  These were plotted against the 
dependent variables RERROR, PERROR and LERROR representing bias, and ARERROR, 
APERROR and ALERROR representing accuracy.  Measures of consensus and the other 
measures of accuracy were not used because of the data limitations.  The 
extremely large size of contract O5 relative to the other target contracts 
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suggested that this contract could unduly influence the results.  The analysis 
was therefore conducted both with and without this contract in order to gain an 
impression of this influence. 
 Table 7.14 summarises the results of these analyses in terms of correlation 
coefficients.  As Table 7.14 indicates, there is a positive correlation with the 
bias measures (RERROR, PERROR and LERROR) or, in other words, there is a 
tendency to overestimate the value of larger size buildings and underestimate 
the small size buildings.  The table also indicates that this relationship is 
modelled better by a curved function - 1/GFA producing the largest correlation 
coefficient.  Notice that the difference in effect with contract O5 removed is 
less for the curved fits, which suggests the existence of an asymptotic 
relationship such as modelled by these inverse functions. 
 The correlation with accuracy measures (ARERROR, APERROR, and ALERROR) again 
suggests an asymptotic effect with accuracy increasing (the measures decreasing) 
as size increases. 
 
Table 7.14:Summary of the Physical Building Size Correlation Coefficients. 
 
 
       Independent variables 
Characteristic  RERROR PERROR LERROR ARERROR APERROR ALERROR  
 
GFA 
 all contracts   0.222*  0.169*  0.172*  0.111* -0.000 -0.080 
 contract 05 removed  0.393*  0.382*  0.395* -0.318* -0.039 -0.185* 
 
INGFA 
 all contracts  -0.459* -0.424* -0.465*  0.240*  0.091  0.263* 
 contract 05 removed -0.515* -0.454* -0.491*  0.407*  0.109*  0.282* 
 
INGFAS 
 all contracts  -0.430* -0.399* -0.446* -0.271*  0.115*  0.279* 
 contract 05 removed -0.430* -0.416* -0.459*  0.387*  0.129*  0.289*  
 
*significant correlation 
 
 
(ii)  The monetary size of the building 
Three independent variables were chosen to represent the monetary size of the 
contract - VALUE, INVAL, INVALS.  These were plotted against the six dependent 
variables both with and without contract O5.  The resulting correlation 
coefficients are given in Table 7.15. 
 
 
Table 7.15:Summary of the Monetary Contract Size Correlation Coefficients.  
 
Characteristic    Independent Variables 
     RERROR PERROR LERROR ARERROR APERROR ALERROR  
 
VALUE 
 all contracts   0.151*  0.091*  0.092*  0.182*  0.001 -0.049 
 contract 05 removed  0.264*  0.270*  0.298* -0.155* -0.103* -0.208* 
 
INVAL 
 all contracts  -0.264* -0.285* -0.321*  0.004*  0.085  0.213* 
 contract 05 removed -0.269* -0.303* -0.341*  0.126*  0.108*  0.233* 
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INVALS 
 all contracts  -0.264* -0.308* -0.351*  0.051  0.099*  0.236*  
 contract 05 removed -0.277* -0.318* -0.359*  0.129*  0.113*  0.245*  
 
*significant correlation. 
 
 
The results for bias correlations are very similar to Table 7.14 with both the 
transformations proving to be a good fit and with little difference occurring 
when contract O5 is omitted.  The accuracy results indicate that ALERROR 
provides the best fit with either of the transformed measures. 
 
(iii)  The price intensity of the contract 
Two independent variable were chosen to represent the price intensity of the 
contract - PPSM and SQPPSM.  These were plotted against the six dependent 
variables both with and without contract O5.  The resulting correlation 
coefficients are given in Table 7.16. 
 
 
Table 7.16:Summary of the Price Intensity Correlation Coefficients. 
  
 
Characteristic         Independent variables 
     RERROR PERROR LERROR ARERROR APERROR ALERROR  
 
PPSM 
 all contracts  -0.357* -0.317* -0.336* 0.488* 0.040 -0.148* 
 contract O5 removed -0.560* -0.422* -0.435* 0.544* 0.043 -0.192* 
 
SQPPSM 
 all contracts  -0.362* -0.297*  0.323* 0.516* 0.074  0.174* 
 contract O5 removed -0.591* -0.412* -0.434* 0.589* 0.086  0.231*  
 
*significant correlation. 
 
 
These results indicate a strong negative correlation between bias and the pounds 
per square metre value of the contracts, in other words the high value contracts 
were underestimated and the low value contracts were overestimated.  This effect 
would seem to be modelled equally well by the linear or curved function used 
here, the inclusion of contract O5 having a major impact on the results.  
Accuracy, on the other hand seems to be best modelled by the raw modulus error 
(ARERROR), again by the linear or curved function, but with contract O5 having a 
lesser influence.  The implication here is that accuracy increases as the 
contract price intensity increases. 
 
 
(iv)  The intensity of competition 
Three independent variables were chosen to represent the intensity of 
competition for the contract - the number of bidders (NBID), the inverse number 
of bidders (INBID), and the square number of bidders (SQNBID).  These were 
plotted against the size dependent variables both with and without contract O5. 
 The resulting correlation coefficients are given in Table 7.17. 
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Table 7.17:Summary of Competitive Intensity Correlation Coefficients.  
 
Characteristic        Independent variables 
     RERROR PERROR LERROR ARERROR APERROR ALERROR  
 
NBID 
 all contracts  -0.031 -0.003  0.005  0.038 -0.041 -0.049 
 contract O5 removed -0.036 -0.004  0.005  0.046 -0.044 -0.051 
 
INBID 
 all contracts  -0.041 -0.070 -0.081 -0.015  0.031   0.065 
 contract O5 removed -0.041 -0.071 -0.080 -0.007  0.034   0.066 
 
SQNBID 
 all contracts  -0.064 -0.039 -0.031  0.046 -0.048 -0.042 
 contract O5 removed -0.070 -0.040 -0.031  0.061 -0.051 -0.045  
The results of this analysis are quite clear - no correlation exists between 
competitive intensity.  Compared with the literature on the subject, this is 
perhaps one of the biggest surprises contained in the data.  On closer scrutiny 
of the literature however, one previous analysis also failed to detect any 
correlations with the number of bidders variable and this was the only UK 
analysis reviewed.  It may be therefore that the UK does not give the same 
results as the remainder of the world.  One possible explanation for this is 
that the UK is one of the few countries adopting a selective tendering procedure 
for contract price fixing.  Thus the number of bidders is more a reflection of 
the administrative procedures of the building owner than the state of the 
competition in the market. 
 
 
Multi-variate regression analyses 
In order to assess the effect of each contract characteristic having removed the 
effects of the other characteristics, a multi-variate regression analysis was 
conducted for each of the dependent variables in turn with the full set of 
independent variables at information level 4.  All independent variables were 
entered into the regression and backward elimination used remove the variables 
having an insignificant explanatory effect.  In all cases the remaining 
variables produced an equation with significant explanatory powers.  Table 7.18 
summarises the results for the bias measures and Table 7.19 summarises the 
results for the accuracy measures.  Only the signs of the significant beta 
coefficients are shown in the tables for simplicity. 
 Examination of Table 7.18 reveals two contract characteristics, INVALS and 
SQPPSM to be consistently involved in all six bias equations.  Both have a 
negative correlation with the bias measures, in other words overestimates are 
associated with contracts high in raw value but low in pounds per square metre 
value, and vice versa.  Similarly an inspection of Table 7.19 reveals the SQPPSM 
measure to be consistently involved in all six accuracy equations.  Again this 
indicates that the larger is the square metre value of the contract, the greater 
is the inaccuracy of the forecast. 
 
Table 7.18:Summary of Results of Multi Variate Regression Analysis of Bias 
Measures and Contract Characteristics.  
 
         Bias Measure 
Contact  RERROR   PERROR   LERROR 
char  all obs not O5  all obs not O5 all obs not O5  
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r  0.539  0.674  0.527  0.541  0.571  0.582 
 
GFA      - 
INGFA      +      +      + 
INGFAS       +      + 
 
VALUE    +      +      + 
INVAL    +          + 
INVALS   -    -    -    -    -    - 
 
PPSM    + 
SQPPSM   -    -    -    -    -    - 
 
NBID 
INBID        -    -      - 
SQNBID       -    -      -  
Table 7.19:Summary of Results of Multi Variate Analysis of Accuracy Measures and 
Contract Characteristics.  
 
        Accuracy Measure 
Contract   ARERROR   APERROR   ALERROR 
char   all obs not O5 all obs not O5 all obs not O5  
 
r   0.558 0.637 0.246 0.218 0.389  0.388 
 
GFA       +      +    + 
INGFA       
INGFAS        + 
 
VALUE     -        -    - 
INVAL     -          - 
INVALS    +    +        +    + 
 
PPSM     -      -      - 
SQPPSM    +    +    +    +    +    + 
 
NBID 
INBID        -          - 
SQNBID      -          -  
 
 
Bearing in mind the very small sample of target contracts used in this study, 
these results can only be regarded as indicative of the contract characteristic 
effect.  Nevertheless, the results do seem to conform to some extent with the 
findings in the literature (apart from the number of bidders effect). 
 
(3)  Correlations analyses 
Correlation matrices were computed for all the contract characteristic variables 
with the six dependent variables for each information level.  The contract 
characteristic variable with the highest correlation with each dependent 
variable at each information level was found to be either one of the variables 
representing the physical size of the building - GFA or INGFA - or one of the 
variables representing price intensity - PPSM or SQPPSM.  Table 7.20 summarises 
the correlation coefficients obtained for these four contract characteristic 
variables over the four information levels.  As this analysis reveals, GFA 
changes from a negative to positive correlation with bias as information is 
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released, and with a general reduction in correlation with the accuracy 
measures.  INGFA on the other hand seems to become more negatively correlated as 
information is released, and with an increasing correlation with the accuracy 
measures.  Comparing the two measures of physical building size, INGFA appears 
to provide the largest correlations on all measures.  This can be interpreted to 
mean that there is a tendency to overestimate the contract value as the physical 
building size increases, and this tendency increases as more target contract 
information becomes available. 
 A different trend is observed with both PPSM and SQPPSM where the very strong 
negative correlation with bias decreases with the provision of more information. 
 The positive correlation with the accuracy measures also decreases as more 
information is released.  This may be interpreted as meaning that there is a 
tendency to underestimate the contract value as the price intensity of the 
contract increases, but this tendency reduces as more target contract 
information becomes available. 
 This latter conclusion is, of course, entirely consistent with the 
expectations of forecasting quality with severely limited amounts of information 
- high priced contracts are under estimated and, as a corollary, low priced 
contracts are over estimated, and the situation improves as more contract 
information becomes known.  It is interesting however to note that, even at 
level 4, the bias still exists (with the exception of APERROR) to a considerable 
degree, particularly when the very large contract O5 is removed from the 
analysis (see Table 7.16). 
 
 
Table 7.20: Correlations of GFA, INGFA, PPSM, and SQPPSM at each Iformation 
Level.  
 
       Independent variables 
Characteristic  RERROR PERROR LERROR ARERROR APERROR ALERROR  
 
GFA 
 info level 1  -0.278 -0.115 -0.193 0.401  0.205  0.321 
 info level 2  -0.305 -0.134 -0.167 0.355  0.222  0.232 
 info level 3   0.147  0.143  0.128 0.189  0.061  0.001 
 info level 4   0.222  0.169  0.172 0.111 -0.000 -0.185 
 
INGFA 
 info level 1  -0.290 -0.347 -0.324 0.043 -0.194 -0.042 
 info level 2  -0.172 -0.202 -0.175 0.107  0.025  0.054 
 info level 3  -0.409 -0.381 -0.398 0.210  0.077  0.209 
 info level 4  -0.459 -0.424 -0.466 0.240  0.091  0.263 
 
PPSM 
 info level 1  -0.896 -0.791 -0.842 0.560 -0.169  0.268 
 info level 2  -0.787 -0.570 -0.594 0.790  0.444  0.521 
 info level 3  -0.425 -0.322 -0.343 0.542  0.086  0.194 
 info level 4  -0.357 -0.317 -0.336 0.488  0.040 -0.148 
 
SQPPSM 
 info level 1  -0.879 -0.715 -0.793 0.659 -0.048  0.373 
 info level 2  -0.808 -0.549 -0.584 0.828  0.472  0.545 
 info level 3  -0.431 -0.302 -0.333 0.580  0.129  0.230 
 info level 4  -0.362 -0.297 -0.323 0.516  0.074  0.174  
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SUBJECT EFFECTS 
 
The 13 dependent variables recorded at information level 4 (see Table 6.2) were 
examined for differences between individual subjects within each of the target 
contract type groupings.  Table 7.21 summarises the results of these analyses. 
 
The table indicates significant differences exist in all bias measures (RMEAN, 
PMEAN, and LMEAN) between subjects forecasting the housing and factories 
contracts, but only the LMEAN measure for the offices contracts.  Similarly, 
significant differences exist in all the accuracy measures (RABS, RRMS, PABS, 
PRMS, LABS, and LRMS) between the subjects forecasting housing and factories 
contracts, but none for the offices contracts.  Differences in consistency 
however occur with all the measures (RSD, CV, PSD, and LSD) fixed effects 
models) for the offices contracts, all except the log and CV measure for the 
factories contracts, and only the percentage measure for the housing contracts. 
 As the percentage measure of consistency is correlated with the bias measures, 
this last difference must be regarded as suspect in terms of any true 
differences in consistency. 
 
 
Table 7.21:Individual Subject Effects by Contract Type Grouping.  
 
Dependent     Contract Grouping 
variable   Housing Factories Offices All  
 
Subject code   1 to 20 21 to 40 41 to 60 1 to 60 
No of obs     95   99    91    285 
 
RMEAN     -3.00* 15.57* -79.47 -20.97* 
RSD     91.28 90.54  198.69 140.59 
Fixed effects   53.13 77.53* 189.65* 122.20* 
Random effects   75.84 47.74   60.54  
RABS     74.23* 65.23* 161.27 98.89* 
RRMS     90.84* 91.42* 212.97 141.90* 
CV     19.40 30.16   31.06  28.23 
Fixed effects   11.28 24.25   28.43*  22.54* 
 
PMEAN     -0.24*  7.14* -10.65 -1.00* 
PSD      19.35 32.31   27.75  27.95 
Fixed effects    11.28* 27.17* 26.29*  22.78* 
Random effects    16.07 17.85    9.08 
PABS      15.73* 23.38* 23.33 20.82* 
PRMS      19.25* 32.92* 29.58 27.91* 
 
LMEAN    -0.021* 0.026* -0.157* -0.048* 
LSD     0.193 0.299   0.296  0.277 
Fixed effects   0.122 0.256   0.275*  0.226* 
Random effects   0.161 0.157   0.112 
LABS     0.159* 0.221* 0.262 0.214* 
LRMS     0.194* 0.298* 0.334 0.281*  
 
*significant differences between individual subjects. 
 
 
It is of interest to compare this analysis with the individual contract 
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differences analysis in Table 7.13 where only differences in bias were found for 
the housing and factories contracts.  This suggests the conclusion that 
differences between the quality of forecasts for the housing and factories 
contracts, especially differences in consistency and accuracy, are more 
attributable to differences between subjects than contracts, whilst the analyses 
for the offices contracts suggest that differences are roughly equally 
attributable to both contract and subject effects, an observation made in the 
previous differences analysis in chapter 5 (see the eta values in Table 5.8 and 
5.9). 
 A series of analysis was conducted to determine more closely the underlying 
factors contributing to the subject effects.  These analyses were conducted in 
two parts (a) univariate analyses of the 6 sets of variables described in 
chapter 6 relating to the subjects, and (b) multi variate analyses of the 
subjects, contracts and information levels. 
 
Univariate analyses 
The 13 dependent variable measures assigned to each subject were compared with 
the six sets of dependent variables described in chapter 6 relating to the 
subjects consisting of (1) experiental measures, (2) attributional measures 
(Table 6.9), (3) general estimating measures (Table 6.13), (4) price awareness 
measures (Table 6.14), (5) measures obtained in debriefing (Table 6.15), and (6) 
observer notes.   
 
Experiential measures 
The five experiential measures consisted of (i) the position on the organisation 
(STATUS), (ii) the number of years spend in providing early stage forecasts of 
building prices (YEXP), (iii) the number of forecasts provided for similar 
contracts in total (JEXP1), (iv) the number of forecasts provided for similar 
contracts over the last five years (JEXP2), and (v) the number of forecasts 
provided for similar contracts over the last year (JEXP3).  Both Pearson's 
correlation coefficients and Spearman's non parametric correlation coefficients 
were computed for the independent variables.  In addition the independent 
variables were categorised to allow further tests for differences between mean 
and standard deviation and the existence of any curved relationships.  The 
results of these analyses are contained in Appendix G.  These are discussed 
below.   
 
Position (STATUS)   
 
The only significant effects found for this variable were with the raw error 
measures RSD, RABS, and RRMS.  A significant Cochran's c statistic indicates 
that different variabilities existed between the two groups of subjects.  Closer 
examination revealed that the more senior subjects had a greater variability 
than the less senior subjects, both in terms of consistency (RSD) and accuracy 
(RABS and RRMS).   
 
Years experience (YEXP)   
 
A non linear trend was found for both RMEAN and LMEAN.  Closer examination 
revealed a tendency for mid experience subjects to underestimate the contract 
values.  A tendency was also found for the mid experience subjects to exhibit a 
greater bias (LMEAN) variability than the other subjects.  A greater variability 
in consistency (RSD, CV and PSD) was found for the long experience subjects.  A 
non linear trend was found for LABS and LRMS, mid range subjects tending to be 
less accurate than other subjects.  A greater variability in accuracy (RABS and 
RRMS) was also found for the long experience subjects.   
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Overall job experience (JEXP1)   
 
A significant positive Spearman's correlation coefficient was found for all the 
bias measures (RMEAN, PMEAN and LMEAN) indicating that greater overall job 
experience leads to higher forecasts.  Bias (PMEAN and LMEAN) variability 
however tends to reduce with greater overall job experience.  A negative 
Spearman's correlation coefficient was found with consistency (RSD, CV and LSD) 
indicating that greater overall job experience leads to greater consistency.  
This was also confirmed by a significant Pearson's correlation coefficient 
(LSD).  A greater variability in consistency (RSD) however was found for 
subjects with the greatest overall job experience.  Accuracy by all measures 
(RABS, RRMS, PABS, PRMS, LABS and LRMS) was found to improve with greater 
overall job experience as indicated by significant negative Pearson's and 
Spearman's correlation coefficients.  The one significant accuracy variability 
result recorded (RRMS) did not indicate the existence of any trends and was 
considered to be spurious.   
 
Last five years job experience (JEXP2)   
 
A significant positive Spearman's correlation coefficient was found for the 
LMEAN bias measure indicating that greater medium term job experience leads to 
higher forecasts.  Bias (RMEAN) variability however tends to reduce with greater 
medium term job experience.  A negative Spearman's correlation coefficient was 
found with all measures of consistency (RSD, CV, PSD and LSD) indicating that 
greater medium term job experience leads to greater consistency.  This was also 
confirmed by a significant Pearson's correlation coefficient (CV, PSD and LSD). 
 A greater variability in all measures of consistency (RSD, CV, PSD and LSD) was 
found for subjects with the least medium term job experience.  Accuracy by all 
measures (RABS, RRMS, PABS, PRMS, LABS and LRMS) was found to improve with 
greater medium term job experience as indicated by significant variability in 
accuracy (RABS, RRMS, PABS, PRMS and LRMS) was found with greater medium term 
job experience.   
 
Last year's job experience (JEXP3)   
 
No trends in bias were found with short term job experience.  Bias (PMEAN) 
variability was found to reduce with greater short term experience.  Significant 
negative Pearson's and Spearman's correlation coefficients were found with all 
measures of consistency (RSD, CV, PSD and LSD) indicating that short term job 
experience leads to greater consistency.  Variability in all measures of 
consistency (RSD, CV, PSD and LSD) was found to decrease with greater short term 
job experience as indicated by significant Pearson's and Spearman's correlation 
coefficients.  A decreasing variability in accuracy (RABS, RRMS, PABS and PRMS) 
was found with greater short term job experience.   
In summary, there is little evidence of any significant trends in bias with the 
experiential measures obtained although such trends that were observed indicated 
that subjects with greater experience in forecasting prices for similar 
contracts (job experience) tended to produce higher forecasts.  There is a 
possibility however that the variability in bias between subjects decreases with 
greater job experience.  consistency clearly improves linearly with job 
experience, with a tendency for less variability in consistency between subjects 
with more medium and short term experience.  Accuracy also clearly improves 
linearly with job experience, with a tendency for less variability in accuracy 
between subjects with more medium and short term job experience.   
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Attitudinal measures 
The results of the analyses by attitudinal variables are provided in Appendix G. 
 These are examined below.   
 
Claimed expertise (PREXP)   
 
Contrary to our previous study, no significant bias, consistency or accuracy 
trends were apparent in the data.  Variability in consistency (RSD) was found to 
be the greatest with subjects claiming the most expertise.  Significant 
differences in the variability in accuracy (PABS and PRMS) between subject 
groupings were also found, but closer examination suggests that this may be due 
to correlation of variability with the accuracy measure used.   
 
Work experience (WEXP)   
 
No significant bias, consistency or accuracy trends were found although 
variability in all measures of bias reduces with greater scores on this 
variable, variability in consistency (RSD, CV and LSD) increases with greater 
scores on this variable.  Some significant differences in the variability in 
accuracy between subject groupings were also found but were considered to be 
spurious.   
 
Routineness (ROUTINE)   
 
No significant bias, consistency or accuracy trends were found or any non 
spurious variability differences between subject groupings.   
 
Memory (MEMORY)   
 
Consistency measures (RSD, CV and LSD) were found to be significantly positively 
correlated with the scores on this variable, indicating that subjects with a 
professed good memory for building projects and their associated market 
conditions were less consistent than others.  The consistency (RSD) of these 
subjects however was found to be less variable than the other subjects.  A 
significant correlation between accuracy measure (LRMS) and the variable scores 
indicates that accuracy decreases with subjects professing a good memory.  The 
variability of accuracy differences between the subject groupings do not 
indicate any trends.   
 
Training (TRAING)   
 
Accuracy (PABS and LABS) was found to improve significantly with higher scores 
on this variable indicating that subjects who professed the most formal post 
qualification training in early stage forecasting tended to be more accurate 
than other subjects.  Some significant differences in variability in bias, 
consistency and accuracy were found between the subject groupings but with no 
evidence of any trends.   
 
Risk taking (RISK)   
 
No significant bias, consistency or accuracy trends were found.  Subjects 
scoring this variable either high or low were found to be significantly more 
variable in consistency (PSD) than subjects scoring the variable in the middle 
of the range.  Some significant differences in variability in accuracy (PABS and 
PRMS) were found between the subject groupings but these were considered to be 
either spurious (PABS) or due to correlation with the bias measure (PRMS).   
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Information use (INFO)   
 
No significant bias, consistency or accuracy trends were found.  Significant 
differences in variability in bias (PMEAN), consistency (PSD) and accuracy (RMS, 
PABS and PRMS) were found between the subject groupings but no trends were 
found.   
 
 
 
Reliance on memory (RELMEM)   
 
A significant negative correlation with the bias measure (RMEAN and PMEAN) 
indicates that subjects who claim to rely on their memory in preference to using 
documentary systems tended to give lower estimates than other subjects, the 
variability of the bias (RMEAN) decreasing with increasing scores.  The subjects 
with extreme high or low scores on this variable tended to be more inconsistent 
(RSD and LSD) than other subjects, the variability of the consistency (RSD, PSD 
and LSD) increasing with increasing scores.  No significant or non spurious 
trends were found with the accuracy measures.   
 
Market familiarity (MARKET)   
 
Significant negative correlations with consistency measures (CV and LSD) and 
accuracy (PABS, PRMS, LABS and LRMS) were found, indicating that subjects who 
claimed to have a good knowledge of market conditions were more consistent and 
more accurate than other subjects.  A tendency was found for the variability of 
bias (PMEAN) to reduce with increasing scores on this variable.  Some 
significant differences were found in the variability of consistency (RSD and 
PSD) but these were considered to be spurious.  Significant differences were 
also found in the variability of accuracy PABS and PRMS) but either no trend was 
found (PABS) or the correlation with the mean was considered to be unduly 
influencing the results.   
 
Logicality (LOGIC)   
 
No significant bias, consistency or accuracy trends were found.  The variability 
of the bias (RMEAN) was found to increase with increasing scores on this 
variable.  Some significant differences were also found in the variability of 
accuracy (PABS and PRMS) but the correlation with the mean was considered to be 
unduly influencing the results.   
 
Confidence (CONFIDC)   
 
Significant negative correlations with accuracy measures (PABS, PRMS, LABS and 
LRMS) were found, indicating that subjects claiming to be more confident were 
more accurate than other subjects.  A tendency was found for the variability of 
bias (PMEAN) to reduce with increasing scores on this variable.  Significant 
differences were also found in the variability of consistency (PSD and LSD) and 
the variability of accuracy (PABS, PRMS, LABS and LRMS) but no trends were 
found. 
 
Compliance (COMPLY) 
 
No significant bias, consistency or accuracy trends were found.  Some 
significant differences were found in the variability of bias (RMEAN), the 
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variability of consistency (RSD) and the variability of accuracy (RRMS) but no 
trends were found. 
 
Calmness (CALM) 
 
No significant bias, consistency or accuracy trends were found.  Some 
significant differences were found in the variability of consistency (RSD, CV 
and PSD) and the variability of accuracy (RRMS) but no trends were found. 
 
 
Directness (DIRECT) 
 
A significant negative correlation with accuracy measures (PABS and PRMS) was 
found, indicating that subjects claiming to be more direct were more accurate 
than other subjects.  Significant differences were found in the variability of 
bias (PMEAN and LMEAN) but no trends were found.  The variability of consistency 
(RSD) was found to decrease with increasing scores on the variable.  Some 
significant differences were also found in the variability of accuracy (PABS and 
PRMS) but it was judged that correlation with the mean was unduly influencing 
the results. 
 
Resistancy (RESIST) 
 
Significant negative correlations with bias (LMEAN) and positive correlations 
with accuracy (RABS) were found, indicating that subjects claiming to more 
resistant to the ideas of others tended to provide lower and less accurate 
forecasts than other subjects.  Some significant differences were found in the 
variability of bias (LMEAN) but no trends were found. 
 
Disciplined (DISCPLD) 
 
No significant bias or accuracy trends were found but non linear consistency 
(RSD, CV, PSD and LSD) differences were found.  On closer examination, these 
differences were judged to be lacking in any meaningful trend and therefore 
spurious.  Significant differences were also found in the variability of 
accuracy (RABS, RRMS and LABS) but no trends were found. 
 
Helpfulness (HELP) 
 
A significant negative correlation with bias (LMEAN) was found indicating that 
subjects claiming to be more helpful tended to provide lower forecasts than 
other subjects.  The variability of consistency (RSD) was found to increase with 
greater scores on this variable, whilst the variability of accuracy (LABS) was 
found to reduce with greater scores on this variable. 
 
Efficiency (EFFICNT) 
 
No significant bias, consistency or accuracy trends were found except for an 
inexplicable non linear trend with RMEAN.  Some significant differences were 
found in the variability of consistency (RSD, CV and PSD) and the variability of 
accuracy (PABS and PRMS) but no trends were found. 
 
Criticality (CRITIC) 
 
No significant bias or accuracy trends were found but consistency measures (CV 
and LSD) were found to be negatively correlated, indicating that subjects 
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claiming to be more critical were more consistent than others. 
 
Knowledge (KNOW) 
 
No significant bias, consistency or accuracy trends were found.  Significant 
differences were found in the variability of accuracy (PABS) but no trends were 
found. 
 
 
 
Toughness (TOUGH) 
 
No significant bias or consistency trends were found but a negative correlation 
with the accuracy measures (PABS, PRMS, LABS and LRMS) indicated that subjects 
claiming to be more tough were more accurate than others.  The variability of 
bias (RMEAN and PMEAN) and consistency (RSD and PSD) and possibly accuracy 
(RRMS, PABS and PRMS) was found to reduce with increasing scores on this 
variable. 
 
 
General estimating measures 
The analyses of general estimating variables is summarised in Appendix G. 
 No significant correlations were found with any of the independent variables 
with the three bias measures (RMEAN, PMEAN and LMEAN).  Some significant effects 
were found in the analysis but these were taken to be spurious. 
 For the analyses of consistency and accuracy, the modulus 'errors' of the 
general estimating measures were taken.  This was done by taking the modulus 
difference between the estimate and the correct result where known, otherwise 
the modulus difference between the estimate and the mean estimate was taken.  
The new modulus variables were then assigned a new code denoted in Table 7.22. 
 
 
Table 7.22:Modulus General Estimating Measures  
 
Code New code  Mean result   Correct result  
 
WORD1  EW1  2086  1253 
WORD2  EW2  1682  300 
WORD  EW0  1.071 
PATH1  EP1  532  512 
PATH2  EP2  1511  512 
PATH  EPA  13.17 
NTIMS  ENT  54.5 
MOTOR  EMO  6220 
BRONC  EBR  8417 
BLOOD  EBL  10900 
PREG  EPR  663 
INFZ  EIN  2975  
 
 
The resulting significant correlation coefficients are given in Table 7.23.  As 
the table indicates, oddly disparate results occur from the Pearson and Spearman 
coefficients.  The significant Pearson correlation coefficients (shown numbered) 
indicate that the modulus errors on estimates for motor accident, bronchitis, 
blood pressure and influenza deaths are positively correlated with some or all 
of the consistency variables (RSD, CV, PSD and LSD).  This means that as the 
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modulus general estimating error increases then the contract price forecast 
consistency decreases.  One interpretation of this result is that consistency in 
general estimating is correlated with consistency in construction price 
forecasting, but insufficient data was available to verify this proposition. 
 The different results obtained by Spearman's non parametric method are 
difficult to explain.  The correlations for EW2 and EPR are however negative and 
therefore meaningless.  The correlation for EP2 is positive and indicate that 
greater modulus errors on the number of paths through diagram (B) correspond 
with poor consistency in the contract price forecasts, inviting the same 
conclusion as above - the consistency in the path test estimation is correlated 
with the consistency in the contract price estimation. 
 
 
Table 7.23:General Estimating Correlations. 
 
 
Indep     Dependent variables 
var RSD CV PSD LSD RABS PABS LABS RRMS PRMS LRMS  
 
EW1 
EW2   *   *   *   * 
EWO      0.29    0.30 
EP1 
EP2   *   *   *   *   *   *   *   *   *   * 
EPA 
ENT     -0.32* -0.34* -0.40* -0.30* -0.30 -0.35* 
EMO 0.49*  0.31   0.43    0.45 
EBR 0.43 0.31 0.33 0.30 
EBL 0.58* 0.29 0.35 0.28  0.44*    0.45* 
EPR   *   *   *   * 
EIN 0.60 0.43 0.46 0.49  0.52  0.33  0.33  0.52  0.32  
 
*significant Spearman's non parametric correlation. 
 
 
The correlation of ENT and EIN with the accuracy measures indicate that the 
better performances in the probability test is associated with poorer accuracy 
in the contract price forecasts, the reverse being generally the case in the 
influenza estimates.  The Spearman's EP2 correlation is again negative.  The 
overall impression of the accuracy correlations is that the results are to 
contradictory to allow any serious propositions to be made. 
 
Price Awareness Measures 
The price awareness analyses again used the modulus error based on the mean of 
the responses as the independent variables for the consistency and accuracy 
analysis.  The significant Pearson's correlations are shown in Table 7.24. 
 These results suggest a significant positive correlation between biases in 
estimating sugar prices and contract prices, and the level of accuracy in 
estimating milk prices and building labour wages.  Whilst it was expected that 
the quality of estimates of building labour wages would be related to the 
quality of contract price forecasts, the strength and robustness of this 
relationship is clearly not very strong.  Similarly, no consistent tendencies 
seem to exist with the other price awareness variables used in the study.  It 
was therefore concluded that, as with the general estimating measures, there was 
little correlation between the price awareness variables and the dependent 
variables. 
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Measures obtained in debriefing 
The significant Pearson correlation coefficients for the measures obtained in 
debriefing are given in Table 7.25.  The table indicates that the greater the 
amount of contract information remembered, the lower the forecast, and vice 
versa.  Also the claimed ± percentage consistency at information level 3 is 
significantly positively correlated with the recorded consistency at information 
level 4, suggesting that subjects overestimated the value of the Table 
7.24:General Price Awareness Correlations.  
 
Dependent  Independent Variables 
variables  MILK SUGAR TV TAX WAGES  
 
RMEAN    0.299 
PMEAN    0.229 
LMEAN 
 
RSD 
CV 
PSD 
LSD 
 
RABS       0.225 
RRMS 
PABS   0.247 
PRMS   0.239 
LABS 
LRMS  
 
 
Table 7.25:Correlations for Debriefing Measures.  
 
Dependent    Independent Variables 
Variables  ACC1 ACC2 CONDS IMAGE GMEM PMEM  
 
RMEAN       -0.36 
PMEAN       -0.24* 
LMEAN       -0.27 
 
RSD   0.25* 0.27 
CV   0.26* 
PSD   0.28* 
LSD   * 
 
RABS 
RRMS 
PABS 
PRMS 
LABS 
LRMS  
 
*significant Spearman's non parametric correlation. 
 
 
 
additional information given at level 4. 
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 None of the independent variables were correlated with the accuracy measures. 
 
Observer notes 
Only seven of the dependent variables and five of the independent variables were 
significantly correlated.  These correlations are shown in Table 7.26. 
 
 
Table 7.26:Correlations for Observer Notes.  
 
Dependent    Independent Variables 
Variables  APPR ATTEN NERVE HUMR PLEAS  
 
CV     * 0.25 -0.32*  0.27* 
PSD    0.23 -0.26*  0.24* 
LSD    * 0.25 -0.32*  0.27* 
 
PABS       0.36* 
PRMS       0.35* 
LABS       0.39* 
LRMS      0.22 0.38*  
 
*significant Spearman's non parametric correlation. 
 
 
These results indicate that the more attentive and pleasant the subject the less 
consistent his forecast, whilst the more nervous the subject the more consistent 
was his forecast.  The more pleasant subjects also seemed to be less accurate. 
 
Multi variate analyses 
A hierarchal analysis of variance was conducted to investigate the effects of 
subjects within contract types.  This is essentially a trivariate analysis of 
subject and contract type effects on a dependent variable.  The results of these 
analyses are summarised in Table 7.27. 
 As the table indicates, by most measures there are significant differences 
between the contract types and the individual subjects.  The percentage measure 
of accuracy (APERROR) does however appear to reduce the contract type effect.  
This suggests that the contract type effect may be held constant to some extent 
by the use of the percentage dependent variables. 
 
 
Table 7.27:Subject within Contract Type Effects.  
 
Dependent                  F values 
variable  Contract type  Subject  
 
RERROR   7.87*  2.45* 
ARERROR  20.21*  1.56* 
RERROR2  12.62  1.18* 
 
PERROR   4.93  3.48* 
APERROR   2.26  2.38* 
PERROR2   1.90  2.87* 
 
LERROR   5.87*  3.33* 
ALERROR   4.27*  1.93* 
LERROR2   4.18*  1.78*  
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*significant differences between individual types or subjects. 
 
 
A similar analysis was conducted on the individual contract within contract type 
effects (Table 7.28). 
Table 7.28:Contract within Contract Type Effects.  
 
Dependent                F values 
variable  Contract Type  Contract  
 
RERROR     1.76   10.29* 
ARERROR     6.74*    5.36* 
RERROR2     6.20*    2.71* 
 
PERROR     1.77    7.42* 
APERROR     3.99*    1.40 
PERROR2     6.78*    0.74 
 
LERROR     1.68    9.57* 
ALERROR     2.47    3.52* 
LERROR2     2.80    2.76  
 
*significant differences between individual contracts or contract types. 
 
 
This analysis suggests that the percentage bias measure (PERROR) tends to 
stabilise the contract type effects and not the individual contracts, whilst the 
percentage accuracy measures (APERROR and PERROR2) have the opposite effect.   
All the log dependent variables stabilise the contract type effects.  This 
indicates that the individual contract effect may be held constant by the 
percentage measures of accuracy. 
 Considering Tables 7.27 and 7.28 together, suggests that as the percentage 
accuracy measures (APERROR and PERROR2) (a) stabilise the contract type effects 
when taken with the individual subjects, and (b) stabilise the individual 
contract effects when taken with the contract types, then it is likely that the 
individual contract effect may be stabilised when taken with individual 
subjects.  Insufficient data was, or is ever likely to be, available to test 
this proposition directly, the nature of the forecasting task being such that 
repeated forecasts of the same contract by the same subject is an empirical 
impossibility. 
 The only approach that seems to be available is to separate the effects 
statistically.  This has proved to be a mathematically difficult and arduous 
task, requiring the development of a conceptual framework as yet lacking in the 
contract price forecasting field.  Whilst some progress has been made in this, 
the resource constraints of this study has been a limiting factor.  At this 
point in time, the analysis has been confined to preliminary exploratory 
analysis and no one acceptable robust approach has yet been identified. 
 It has become evident, however, that some form of hierarchal linear modelling 
procedure is necessary for the complete analysis of data of the kind generated 
by this study.  The final form would seem to depend on the specific objectives 
of the analysis.  For predictive purposes, for instance, it is clear that only 
the independent variables that are 'known' may be used.  For a structural 
analysis, on the other hand, some a priori structural frame work is necessary.  
Our experience in the field suggests that the latter objective, though not 
providing immediately applicable results, should at lease enable future 
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applications work to be well founded. 
 One of the most promising lines of structural analysis - components of 
variance - has already been examined in the differences analysis in chapter 5.  
The first part of this analysis, the examination of beta (adjusted eta) 
coefficients, has been conducted on the three basic independent variables of 
interest in this study - the subjects, the target contracts and the information 
provided.  The results of this analysis are summarised in Table 7.29. 
 
 
Table 7.29:Adjusted Beta Coefficients for Subjects, Contracts and Information 
Effects.  
 
     Adjusted Beta Coefficients 
Dependent Contract Between Between Between  r 
Variable Type  Subjects Contracts Info Levels  
 
ERROR  Housing 0.55  0.34  0.51   0.71 
  Factories 0.49  0.36  0.61   0.66 
  Offices 0.32  0.64  0.31   0.60 
  All  0.33  0.77  0.20   0.72 
 
PERROR Housing 0.56  0.30  0.52   0.84 
  Factories 0.48  0.37  0.60   0.85 
  Offices 0.38  0.59  0.30   0.76 
  All  0.38  0.64  0.29   0.79 
 
LERROR Housing 0.58  0.30  0.51   0.85 
  Factories 0.51  0.40  0.59   0.87 
  Offices 0.40  0.62  0.29   0.79 
  All  0.41  0.68  0.24   0.81 
 
ARERROR Housing 0.61  0.37  0.24   0.76 
  Factories 0.40  0.05*  0.52   0.66 
  Offices 0.29  0.72  0.16   0.79 
  All  0.21  0.75  0.18   0.80 
 
APERROR Housing 0.63  0.26  0.24   0.74 
  Factories 0.40  0.18  0.52   0.68 
  Offices 0.35  0.56  0.14   0.67 
  All  0.21  0.39  0.28   0.53 
 
ALERROR Housing 0.63  0.28  0.32   0.78 
  Factories 0.36  0.09*  0.42   0.57 
  Offices 0.37  0.61  0.20   0.74 
  All  0.30  0.50  0.22   0.63  
 
*between contract effects not significant. 
 
 
In considering the results for all contracts, the relative effects of the three 
independent variable groupings indicates that the between contract effect is the 
most important, followed by the between subject effect and then the 
informational effect, for both bias and accuracy.  The results within each 
contract type however are rather different.  For the housing contracts the 
between subject and information effects are roughly equal followed by the 
between contract effect in terms of bias, with the between subject effect being 
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the most important followed by the roughly equal information and contract 
effects in terms of accuracy.  For the factory contracts the information effect 
is the most important followed by the between subject effect and then the 
contract effect in terms of bias and accuracy, with the contract effect having 
very little influence in terms of accuracy.  For the offices contracts the 
contract effect is the greatest followed by the between subject effects and then 
the information effects in terms of both bias and accuracy. 
 The next stage would be to conduct a components of variance analysis similar 
to that reported in the consensus analysis in chapter 5 to gain a measure of the 
variability attributed to each of the three components, the between subject 
component being regarded as constant for all contract types.  Further useful 
work would be to attempt a path analysis via the proposition of a causal model, 
although the nature of such a model will of course depend on adequate 
theoretical progress being made. 
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8 The Characteristics of Expertise  
 
 
 
 
 
       Errors, like straws, upon the surface flow; 
       He who would search for pearls must dive below. 
 
      J Dryden 
      (All for Love, Prologue) 
 
 
 
 
 
INTRODUCTION 
 
Like 'intelligence' and 'personality', the term 'expertise' has a wide lay 
currency which may easily lead to its reification, and hence to the expectation 
that the psychological investigation of 'expertise' is necessarily dealing with 
a unitary concept.  Formal definitions of the concept, furthermore, generally 
fail to distinguish between knowledge, experience, skill and the exercise of 
good judgement, although these elements are not identical and, indeed, are not 
invariably associated with each other.  Thus an intuitive model of expertise is, 
at least, multivariate in character, but it has nothing to tell us about the 
structural relationships of these disparate components, about their relative 
importance in any particular context, or about their role in the acquisition of 
expertise. 
 The notion of an 'expert' is a social representation and 'expertise' is seen 
as distributed across the membership of this social category of 'expert'.  But 
the existence of a social category does not demonstrate the veridicality of a 
monothetic construct; social representations consist of attributions, not 
attributes.  Thus expertise is, inter alia, a social attribution based upon a 
polythetic subtrate of task-specific attributes. 
 
 
EXPERTISE AND SOCIETY 
 
Increased functional specialisation in the workplace has made post-industrial 
societies such as ours increasingly dependent upon the domain-specific expert.  
As Schon noted (1983), "We conduct society's principal business through 
professionals specially trained to carry out that business, whether it be making 
war and defending the nation, educating our children, diagnosing and curing 
disease, judging and punishing those who violate the law, settling disputes, 
managing industry and business, designing and constructing buildings .." - and 
including, of course, the making of early-stage estimates of the likely final 
cost of such buildings.  This specialisation is commonly justified by "the 
professionals' claim to extraordinary knowledge" (Hughes, 1959) though more 
recent research has indicated that experts do not just know more, they know 
differently (Rector, Newton and Marsden, 1985).  This extra twist makes even 
more difficult the 'de-professionalisation' that some critics have called for 
(eg Illich, 1970), with claims that the institutionalisation of expertise has 
served to remove control in areas of life that were previously the 
responsibility of everyman and hand over crucial and well-protected decision-
making powers to a certificated elite. 
 The dominant epistemology of professional practice has been the model of 
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Technical Rationality - the view that experts engage in instrumental (and, by 
implication, value free) problem solving rendered rigorous by the application of 
scientific theory and technique.  The knowledge base of a profession is seen as 
specialised, firmly bounded, scientific and standardised, and these 
characteristics firmly demarcate a mature specialisation or professional 
activity from other human endeavours.  The application of professional knowledge 
is seen as involving the process whereby ".. professionals apply very general 
principles, standardised knowledge, to concrete problems" (Moore, 1970).  Thus 
the central act of professional judgement and problem solving becomes the act of 
typification - 'what is this problem/phenomenon an example of?' - with the 
solution becoming a routine matter of the application of standard, well-tried 
techniques once the original sorting and classification has been effected.  This 
pattern is reflected, for example, in the hierarchy of components of 
'professional knowledge' suggested by Schein (1973):- 
 
(1) An underlying discipline or basic science component upon which the practice 
rests or from which it is developed. 
(2) An applied science or 'engineering' component from which many of the day-
to-day diagnostic procedures and problem solutions are derived. 
(3) A skills and attitudinal component that concerns the actual performance of 
services to the client, using the underlying basic and applied knowledge. 
 
Here the basic science yields the applied science and the applied science yields 
the procedures employed in service delivery.  The latter stages rest on and draw 
from the former, and, in general, the more basic, general and firmly grounded 
the knowledge, the higher the status of the practitioner.  And high status as a 
profession is strongly associated not only with the rigour and eminence of its 
pure science base, but also with prestige, authority and monopoly in its 
practice. 
 
 
 
Table 8.1:Differences in attitude to knowledge base and client as between expert 
and reflective practitioner (from Schon, 1983).  
 
Expert      Reflective Practitioner  
 
I am presumed to know, and must 
claim to do so, regardless of my 
uncertainty. 
 
 
 
 
Keep my distance from the client 
and hold on to the expert's role.  
Give the client a sense of my 
expertise, but convey a feeling of 
warmth and sympathy as a 
"sweetener". 
 
 
Look for deference and status in 
the client's response to my 
professional persona. 
 
I am presumed to know, but I am not 
the only one in the situation to have 
relevant and important knowledge.  My 
uncertainties may be a source of 
learning for me and for them. 
 
Seek out connections to the client's 
thoughts and feelings.  Allow his 
respect for my knowledge to emerge 
from his discovery of it in the 
situation. 
 
 
Look for the sense of freedom and of 
real connection to the client, as a 
consequence of no longer needing to 
maintain a professional facade.  
Where the derivation of practice from the underlying applied and basic 
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components is clear and unambiguous, where the actual practices appear more 
algorithmic than heuristic, and where professional practices are restricted to 
problem solution and tend not to extend to problem setting - answering 'how' 
(or, indeed, 'how much') questions rather than 'why' or 'whether' questions - 
then the activity is commonly said to involve 'technical expertise', often 
preceded by the somewhat pejorative 'mere'.  Early-stage estimating in the 
construction industry falls within this category. 
 Recent analyses of expertise in the guise of professional knowledge and 
competence (eg Argyris and Schon, 1974) have led to attempts to recast the 
relationship between expert and consumer of expertise, advocating the adoption 
of a stance of 'reflective practice' by the possessors of expertise.  The 
contrast between the old and the new approaches is summarised in Table 8.1, 
reproduced from Schon (1983).  The 'new' approach, by casting the uncertainty of 
the expert at centre stage, calls into question the previously assumed order of 
precedence as between rigour and relevance, relegates the underlying pure and 
applied science components to the status of possible guide to action rather than 
prescription for action, and emphasises that whereas basic and applied sciences 
are convergent, application is - in practice - divergent. 
 
 
EXPERTS AND EXPERT SYSTEMS 
 
Expert systems are a recent development in the field of computer-based cognitive 
science, using artificial intelligence techniques to solve problems that 
previously were the exclusive province of human expertise.  Unlike the previous 
generation of 'information' and they employ reasoning mechanisms known as 
inference engines as against the conventional algorithmic techniques of DP 
systems.  A working definition, proposed by Goodall (1985), holds that "An 
expert system is a computer system that operates by applying an inference 
mechanism to a body of specialist expertise represented in the form of 
knowledge".  Hayes-Roth (1985) enumerated a number of advantages claimed for 
expert systems over the earlier generation Data Processing Systems:- 
 
(1) They can solve complex problems as well as or better than human experts. 
(2) They can reason heuristically using what experts consider effective 'rules 
of thumb'. 
(3) They manipulate and reason about symbolic descriptions. 
(4) They can function with data contaminated by errors by using judgmental 
rules. 
(5) They can contemplate multiple competing hypotheses simultaneously. 
(6) They can explain why they are asking a question. 
(7) They can justify their conclusions. 
 
While a number of these are probably still better regarded as ambitions rather 
than accomplishments (Fox, 1984), they do reflect the current consensus on the 
research aims in the area of expert systems (Marsden, 1986). 
 While research into intelligent knowledge based systems has produced a 
variety of tools and techniques that make possible, in principle, the 
development of a computer system that is capable of a performance comparable to 
that of a human expert (Marsden, 1986), a number of factors, including the 
extensive investment of resources of money, manpower and time necessary to 
produce an effective mimic of a human expert even within a highly circumscribed 
domain, have impeded the penetration of such systems beyond the R & D lab bence. 
 In addition, ".. the rules of most current expert systems are formulated in 
very concrete terms.  Even when performing well, these systems are more akin to 
a superb novice or 'idiot savant' than a human expert." (Rector, Newton and 
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Marsden, 1985). 
 Whereas for both humans and computers 'knowledge is power' such that 
increases in the knowledge base generally lead to improvements in performance, 
reductions in the knowledge base, in the amount of information available, 
sharply differentiate persons from programmes.  Thus missing knowledge leads, in 
the case of computers, to system collapse, whereas humans 'experience a graceful 
degradation of knowledge that rarely totally dissipates' (Marsden, 1986).  Thus 
our expert estimators tackled the problem of giving "Ball-park" estimates with 
good grace where an expert system would have probably returned the message 
"Insufficient data".  Performing under such conditions, the human expert is able 
to call upon the more general processes and structures that control knowledge 
usage - and which form a crucial part of the expertise of the human expert.  The 
'knowledge intensive' nature of expert system development to date has meant that 
system development has relied almost exclusively on knowledge elicitation 
techniques, to the relative neglect of control and monitoring processes.  
Clearly more needs to be known about the nature of human expertise. 
 Expertise requires a rich, highly organised and highly proceduralised 
knowledge base.  Typification (what is this problem an example of?) will 
generally proceed in a top-down manner with problem features reformulated on the 
basis of existing domain knowledge.  This is most likely due to the activation 
of schemata bringing about the activation of other, related, domain-specific 
schemata.  Where convergent processes fail, the expert will employ divergent 
processes, generating possible alternatives strongly informed by domain-specific 
prototypical knowledge.  Experts rarely need to resort to conscious reasoning 
and are able to deal with novel situations by using schemata analogically, and 
problem-solving procedures for typical problems within the domain of expertise 
are likely to be overlearned and strongly automatised.  Access to expert 
knowledge through expert report and protocol is thus inherently problematic. 
 
 
NOVICES AND EXPERTS 
 
Differences between novices and experts have been empirically investigated with 
respect to a number of different foci - for example, perceptual/conceptual 
chunking in pattern recognition, memory encoding, memory organisation and 
problem solving.  Chase and Simon (1973), for example, compared novice and 
expert chess players in pursuit of the former.  Chess has been a paradigm case 
for the psychological study of expertise, it being a zero-sum game with no 
random elements, combining simple spatial organisation with complex problem 
solving, and enabling the reliable grading of players on a continuum of 
expertise.  Asked to reconstruct chess board positions after five seconds 
exposure, experts could reproduce complex game positions with much greater 
accuracy than novices, but this advantage was removed when the positions were 
randomly generated and inauthentic.  The experts advantage in authentic 
positions was attributed to a developed ability to recognise groupings of 
related pieces as a chunk and to store these in memory as a unitary item.  
Experts produced more and larger chunks than novices where there were meaningful 
internal relations between the pieces in a chunk, and meaningful external 
relations between chunks.  Experts were better able than novices to typify the 
position as of a particular type of game, at a particular stage, showing a 
particular balance of power and calling upon particular tactics in its further 
unfolding. 
 The facilitative effect of pre-existing domain-specific expertise for the 
development of further expertise has been demonstrated by, for instance, Cheisi, 
Spilich and Voss (1979) who found that high-knowledge subjects showed better 
recall and recognition of new domain-related materials than low-knowledge 
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subjects comparable in other respects.  Pre-existing memory organisation, and 
the ease with which new information may be incorporated and made available for 
application is crucial for the distinction between novice and expert, as it has 
been reliably shown that in domains of non-expertise the unintegrated 
accumulation of knowledge leads not to better performance but to slower 
retrieval caused by interference between competing items - the so called 'fan 
effect' (Anderson, 1981) where the more facts that are learned about a concept, 
the longer it takes to retrieve a fact. 
 Comparing novices and experts on the solution of physics problems, Chi, 
Glaser and Rees (1981) found that experts classified problems according to 
underlying physics principles, while novices classified on the basis of key 
words and other surface features.  Protocols indicated that all subject utilised 
the same cues, but whereas novices used features of the problems to direct 
classification, experts used problem features to cue additional, domain-specific 
prior knowledge to drive more abstract categorisation.  Further elaboration on 
subjects' initial categories revealed than experts' elaborations were both more 
detailed and more procedural than novices. 
 Novices lack domain-specific knowledge and what they do know of a domain 
tends to have been acquired in an ad hoc, adventitious manner.  Their 
conceptualisations of a problem are usually based on surface features, and for 
problem solving in a domain in which they are non-expert they will tend to rely 
on the importation of general knowledge and problem-solving procedures 
generalised form other domains.  Performing in conditions of cognitive under-
specification (Reason, 1987), their responses will be highly susceptible to 
'frequency of encounter' bias - to which experts should be immune.  Inferential 
processes will be limited by the paucity of domain-specific knowledge to reason 
with. 
 The transition from novice to expert seems to involve a fundamental cognitive 
shift, passing through three fairly distinct stages (Fitts, 1964; Lesgold, 
1984). 
(1) In Phase one the individual learns from instruction or observation what 
actions are appropriate in what circumstances. 
(2) In the second phase the tyro discovers relationships between parts of the 
accomplishment (which may be physical or metal or both) and practices them 
until they are smooth, efficient and accurate. 
(3) In phase three these relationships or production sequences are internally 
compiled until they can be run off 'without thinking'. 
 
This latter has been referred to as the 'paradox of expertise' (Johnson, 1983) 
whereby the gaining of expertise leads to increasing unawareness of that which 
one knows.  As Feigenbaum noted (1979), "Experience has .. taught us that much 
.. knowledge is private to the expert, not because he is unwilling to share 
publicly how he performs, but because he is unable.  He knows more than he is 
aware of knowing" (there is, of course, a double paradox here as those who are 
expert on expertise know exactly what it is they don't know!).  And Rector et al 
(1985) have put the point even more strongly - "The more efficient experts 
become the less well they are able to explain their expertise .. it is clear 
from direct observation and from their own reports that they do not actually 
perform the task in the manner described".  Indeed one might hazard that, in 
describing their doings, experts will overlook and not report on those aspects 
that are most firmly automatised and thus most deeply hidden and unavailable to 
retrieval; and that those aspects on which they do comment are aspects that are 
available to consciousness, not yet fully automised, susceptible to 
ratiocination and thus likely to be both fairly peripheral and contentious 
features of the domain expertise. 
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RECENT WORK ON EXPERTISE 
 
Glaser (1987) has succinctly summarised recent research on expertise into ten 
points. 
 
(1) Competence continually develops as experience accumulates - though 
competence may be limited by the environment in which it is practised.  
"People may attain a level of competence only insofar as it is necessary to 
carry out the activities or to solve problems at the given level of 
complexity.  Conditions that extend competence may be less forthcoming as 
experts settle into their working situations" (Glaser, op cit). 
(2) Expertise seems to be very specific - though certain task domains may be 
more generalisable than others. 
(3) Experts develop the ability to see large meaningful patterns - and this 
pattern recognitions takes on the felt character of 'intuition'.  Novices 
patterns are "smaller, less articulated, more literal and surface 
orientated, and much less related to inferences and abstracted principles. 
 The extraordinary representational ability of experts appears to depend on 
the nature and organisation of material existing in the memory (Glaser, op 
cit). 
(4) The knowledge of expertise is highly procedural and goal orientated -"high-
knowledge individuals are much better at relating .. events in cause-and-
effect sequences that relate to the goal and sub-goals of problem solution" 
(Glaser, op cit). 
(5) Expertise enables reduction of the role of memory search and general 
processing - "the outstanding performance of experts derives primarily from 
how their knowledge is structured for retrieval, pattern recognition and 
inference" (Glaser, op cit).  And the typification of the pattern 
recognition stage is the first phase in expert problem solving. 
(6) Expertise in several domains may develop generalised thinking and problem-
solving skills. 
(7) Experts' experience develops skilled self-regulatory processes as basic 
processes come to be performed with increasing automaticity, freeing 
working memory for higher level conscious processing. 
(8) Precision in expert performance derives from specialised schemata which 
drive performance.  Thus under conditions of presentation of random or 
meaningless patterns or with poorly structured problems, experts resort to 
general problem-solving strategies and may perform no better than novices 
under such conditions of cognitive under-specification. 
(9) Experts can display high domain intelligence without achieving high scores 
on measures of general intelligence. 
(10) The development of expertise is influenced by task demands and the 
conditions of working situations.  Experts can be more flexible than 
novices. 
 
A number of the findings from the Questionnaire data enumerated in Chapter Four 
of this Report bear upon a number of the items on Glaser's list.  Glaser notes 
(see point 1) that expertise continually develops as experience accumulates.  
Our data suggest that while it may develop continually, it does not develop 
continuously.  Self-rated current expertise bore a J-shaped relation to 
experience, the largest contribution coming from recent experience with a 
smaller, but significant, contribution from experience at the start of the 
estimators professional careers. 
 Our findings were strongly corroborative of Glaser's second point, that 
expertise is highly specific, for while we found that recent experience commonly 
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cut across the boundaries of generic types of building projects, such that the 
respondents in our sample could be characterised as midway between specialists 
and generalists, their professed expertise was very tightly bounded within the 
separate domains of each generic building project type.  In addition, the ratio 
of rated expertise to extent of recent experience varied across project types. 
 Glaser noted (point 6) that expertise in several domains may develop 
generalised skills.  We found that when our subjects were asked to make ratings 
of particular features of building projects 'in general' as well as for a range 
of specific project types, these general ratings were significantly predictable 
from a factor analytic combination of the specific ratings, but not extensively 
so - the correlation was a significant one but only 50% of the common variance 
was accounted for.  Thus the general ratings were strongly related to but 
independent of the specific domains. 
 In relation to Glaser's remarks on precision in expert performance (point 8), 
it is of interest to note that faced with the massive 'under-specification' of 
the task when required to make "Ball-park" estimates for specific building 
projects furnished only with type and gross floor area, the majority of our 
experts tended to underestimate against the target of national average prices.  
Underestimation is an efficient strategy in such circumstances, as additional 
pieces of information are more likely to tell of additional costs than of 
additional cost savings.  From a psychological point of view, it may well prove 
to be of interest, both in the development of research on estimators in the 
construction industry and in the development of research on other experts, that 
the two factors which best predicted this tendency to slight underestimation 
were rated expertise on the particular type of project that some souls consider 
both the structurally simplest and the most likely to prove to be the 
prototypical building project - Unit Factories - and a high score on the ad hoc 
personality factor of self-discipline.
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And at the end of all our exploring 
Will be to arrive where we started 
And know the place for the first time 
 
            T S Elliot (Gerontion) 
 
 
 
 
 
SUMMARY 
 
The first part of this report contains a complete review of the empirical work 
that has been done in evaluating the quality of designer construction price 
forecasts for specific contracts.  Forecasts by contractors and forecasts of 
general price levels have been deliberately omitted from this review, as has the 
mechanics of the forecasting process except insofar as the quality of forecasts 
is concerned. 
 The objective of Part I was to identify the likely factors influencing 
forecasting performance and the methods by which these may be studied.  The 
review revealed five convenient major factor groupings - the nature of the 
target, the information used by the forecaster, the technique used, the feedback 
mechanism used, and the person providing the forecasts. 
 Though many aspects of the target may well be important in influencing the 
quality of forecasts - date, location, selection of contractor, contract sum, 
building function, measurement of steelwork, building height, form of contract, 
site conditions, type of work, fluctuation arrangements, client contract period, 
form of construction, and method of measurement - being studied empirically.  
These subsets have been identified as the type and size of the construction 
project, the contract procurement system used, the prevailing economic climate, 
and the nature of the potential competing contracting organisations involved. 
 Compared with the target effects, the role of information, techniques, 
feedback and the forecaster have received relatively little attention in 
empirical studies.  Such studies that have been undertaken generally fail to 
separate these effects, information and techniques being a particular example.  
The dependency of choice of technique on information availability has resulted 
in a conceptual 'blindness' not only for researchers in this field also in the 
field in the development of new techniques and information systems.  Lack of 
research in feedback and the efficacy of feedback systems may be the major 
factor in the lack of applications in the field, and lack of research in the 
human aspects of forecasting has certainly been a major barrier for the 
development of realistic educational technology. 
 Part I also reveals a lack of cohesiveness in the methodological development 
of the research area, particularly in the use of measures of forecast quality.  
Bias analysis seems to have been the major thrust in empirical work.  Systematic 
biases however, once identified, can be easily corrected by means of standard 
debiasing techniques.  Consistency in forecasts is however another matter, and 
the general level of inconsistency in designers' contract price forecasts is of 
some concern.  This concern, together with the difficulties inherent in 
consistency analysis, should make the topic of immediate interest for 
practitioners and academics alike.  The summary of 'findings' in these prior 
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analyses in Table 1.1 is indicative of the rather confused state of empirical 
knowledge.  Many different measures have been used and results are frequently 
contradictory.  The extreme variety of measures adopted are indicated in Table 
1.2, and this has been a major factor in inhibiting progress in the field 
generally, and in this research in particular, leading to a reformulation of the 
research aims - to establish a contract price forecasting research programme. 
 Two distinct approaches to data collection have now been identified.  The 
first and oldest is the examination of retrospective records of 'live' 
forecasts.  The second is the experimental approach involving the use of 'dummy' 
contracts.  Neither approaches are without criticism.  The retrospective 
approach relies on the records to be honest and complete and the sampling 
procedure to be unbiased.  The approach also fails to capture many of the 
influencing factors of interest.  The experimental approach on the other hand is 
dependent on the realism of the data generating process.  Research is not yet 
sufficiently advanced to allow an adequate assessment of the efficacy of the 
two, or other potential approaches and the best that can be anticipated at 
present is that both approaches may provide approximately convergent results. 
 Part II contains an analysis of the returns from a nationwide questionnaire 
issued to private quantity surveying offices. 
 Chapter 3 describes a detailed univariate analysis of 96 responses.  The 
major results of this analysis are:- 
 
(1) There is a tendency for the subjects to specialise more in early stage 
forecasting with the passage of time. 
(2) The highest level of claimed expertise came from forecasters with 35 to 44 
years experience. 
(3) The acquisition of expertise seems to be an on going process, ie there is 
no time limit after which forecasters will have acquired all the skills 
necessary.  Moreover lack of practice may lead to deterioration of 
forecasting skills as observed with subjects in the experience range of 25 
to 29 years. 
(4) The number of forecasts produced is not the only determinant of level of 
expertise attainable, nor is the length of experience.  These two factors 
must be considered together in the light of other factors such as the type 
of experience and personality factors. 
(5) The characteristics thought to be most important in good forecasters are, 
in order of importance (i) those enabling the forecaster to understand the 
nature of the building (ii) those enabling the forecaster to carry out the 
estimate, and (iii) those enabling the forecaster to attain these skills 
and judge his level of expertise.  Formal qualifications were not 
considered by the respondents to be of any significant importance. 
(6) Respondents rated the importance of different cost factors differently for 
different building (contract) types.  These seemed to be affected by (i) 
the rules and regulations affecting the method of fixing the upper limits 
of expenditure, (ii) the rules and regulations affecting the standards to 
be achieved, and (iii) the time limits imposed by the nature of the 
building.  Where the client's brief is the main constraint on the design, 
factors descriptive of the building, market conditions, or any other 
prescribed method of fixing the price seem to take precedence.  The 
importance attached to market conditions, site characteristics and 
geographical location however was generally dependent of the contract type. 
(7) The order of importance attached to the cost factors generally suggests 
that, as soon as the forecaster is given an indication of the size and type 
of building, he forms an opinion of the nature of the building and its 
associated market price. 
(8) Respondents generally rated data sources as an important factor in good 
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forecasting. 
(9) Forecasters are generally optimistic in their expectations relating o their 
own forecasting quality. 
(10) Early stage forecasts undertaken without cost planning are expected to be 
in the order of ±11 percent of the lowest bid, whilst the equivalent 
forecasts undertaken within a cost planning framework are expected to be in 
the order of ±8 percent. 
(11) Respondents generally considered themselves to be controlled, self 
sufficient, conscientious, more intelligent and venturesome rather than 
assertive, suspicious, shrewd, practical, traditional or outgoing. 
(12) Highest rated personal qualities of an ideal early stage forecaster were 
knowledgeable, confident whilst the lowest rated were pleasant and tough. 
 
The limitations of this study were found to be that (a) the rather crude 
univariate approach used would be enhanced by a multi variate analysis 
incorporating the interrelationships between the various measures obtained, and 
(b) a more objective measure of forecast quality was needed to establish the 
'true' determinants of forecast quality. 
 The work described in Chapter 4 attempts to deal with this first aspect.  
Chapter 4 contains details of a series of 11 multivariate analyses, each 
designed to examine more closely the interrelationships in the data and reduce 
the number of measures obtained from the questionnaire responses into more 
'conceptual' variables. 
 
Analysis 1.  This examined the recent experience set of measures, resulting in 
the identification of 5 major factor groupings (i) commercial experience, (ii) 
public service experience, (iii) a non specific versatility factor, (iv) 
residential experience, and (v) industrial experience. 
Analysis 2.  This examined self rated expertise indicating that a tendency 
existed for the expertise/experience relationship to increase with recency (the 
more recent the experience the greater the expertise) together with a primacy, 
or non linear, effect (a great deal of experience in the subjects' formative 
career stages was also important).  5 major factor groupings were identified (i) 
commercial expertise, (ii) industrial expertise, (iii) educational expertise, 
(iv) socio-medical expertise, and (v) residential expertise. 
Analysis 3.  This examined the characteristics considered to contribute to 
expertise.  The measures accorded the highest importance seemed to be concerned 
with judgement, particularly within the context of the forecasting task.  Items 
of a more general nature, such as personality factors, formal qualifications and 
natural aptitude were considered to be of less importance.  7 major factor 
groupings were identified (i) professional competency, (ii) psychological 
aspects, (iii) training, (iv) attributional factors, (v) risk acceptance, (vi) 
data processing skills, and (vii) experience. 
Analysis 4.  This examined the rated importance of task elements.  The 5 factor 
grouping identified were (i) task complexity, (ii) local conditions, (iii) scale 
of project, (iv) user of records, and (v) budgetary aspects.  The importance of 
the factors were found to vary significantly between contract types, further 
analysis indicating that the factor reduction was not likely to be beneficial.  
The original 13 measures contained in the questionnaire were therefore 
considered to be sufficiently independent of each other to remain in the 
analysis. 
Analysis 5.  This examined the expected accuracy levels of the respondents both 
with and without cost planning.  The expected levels of accuracy were found to 
be significantly different both between contract types and planning 
arrangements.  One factor was identified which would adequately encompass both 
the contract type and planning differences. 
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Analysis 6.  This examined the 'ball park' forecasts given for a series of five 
contract types.  The standardised forecasts were compared with the national 
average price level for each of the types for bias (raw difference) and accuracy 
(modulus difference).  A single factor was identified to incorporate the 
differences between contract types. 
Analysis 7.  This examined the personality inventory of the respondents.  6 
factor groupings were identified (i) confidence, (ii) compliance, (iii) 
nervousness, (iv) directness, (v) imperviousness, and (vi) discipline. 
Analysis 8.  This examined the traits attributed by the respondents to an ideal 
forecaster.  4 factor groupings were identified (i) helpfulness, (ii) 
efficiency, (iii) discernment, and (iv) theoretical knowledge. 
Analysis 9.  This analysis aimed to find the best set of predictors of forecast 
bias.  The dependent variables were taken from analysis 6 and the independent 
variables were taken as the factors identified in the other analyses in turn.  
No significant systematic relationship was found between the bias measure 
obtained and the relative experience factors.  The commercial expertise and 
industrial expertise factors were found to contribute significantly from the 
subjective expertise factors, commercial expertise generally producing over 
estimates and industrial expertise generally producing under estimates.  
Training, attribution and experience factors were found to contribute 
significantly from the forecaster characteristics, all of which produced over 
estimates.  The client and cost limits were found to contribute significantly 
from the task elements factors, with high client ratings producing over 
estimates and high cost limits rating producing under estimates.  Efficiency and 
discernment were found to contribute significantly from the trait importance 
factors, both being associated with over estimates.  All the significant factors 
from these analyses were then entered together resulting in industrial 
expertise, experience, and discipline alone contributing significantly to the 
recorded bias level, with industrial expertise and self rated discipline 
producing under estimates and those respondents who rated the importance of 
experience highly producing over estimates. 
Analysis 10.  This analysis aimed to find the best set of predictors of forecast 
accuracy. 
  The dependent variables were taken from analysis 6 and the independent 
variables were taken as the factors identified in the other analyses in turn.  
Commercial experience and public service experience factors were found to 
contribute significantly from the relative experience factors, with high scores 
on each producing more accurate forecasts.  Industrial expertise and educational 
expertise were found to contribute significantly from the subjective expertise 
factors, with high scores on each producing more accurate forecasts.  No 
significant systematic relationship was found between the accuracy measure and 
the forecaster characteristics, the task elements, the personality factors, or 
trait importance factors.  Analysing all the significant factors together 
resulted in only the educational expertise contributing significantly to the 
recorded accuracy level, with high scores on educational expertise producing 
more accurate forecasts. 
Analysis 11.  This analysis examined the existence of salience bias in bipolar 
decision making, by seeking confirmation that respondents typically answer yes 
to questions in a consistent and predictable ratio to answering no.  On the 
hypothesis that this ratio had an expected value of e-1, analysis of the 
responses to the characteristics question and the trait attribution question 
failed to produce sufficient refutary evidence.  Likewise, the hypothesis that 
non bipolar decisions had an expected ratio of ½ also lacked refutary evidence 
when examined in terms of the personality inventory scores.  In examining the 
factors seemingly contributing most to the observed saliency bias, it and found 
that low scores on qualifications and logical approach, and high scores on 
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ability to see important aspects, ability to work with insufficient information, 
and natural ability produced expected bias, suggesting that subjectively based 
attributes contribute greater to the bias than the more objectively based 
attributes of the respondents. 
 Several methodological points of interest emerge from this multi variate 
study in Chapter 4.  Firstly, the incremental process used in achieving variable 
parsimony (factor analysis on individual groups of variables, reduction of 
factors by regression significance, further reduction of factors by pooling of 
remaining factors) is an essentially arbitrary process.  By isolating factors 
that apply to the whole population and then assessing them against forecasting 
performance is to some extent a contradiction in hypotheses as the factors 
associated with good forecasters may be quite different from the factors 
associated with poor forecasters.  As it is the analytical procedure used relies 
on the assumption that the emerging factors are constructed in such a way as to 
be of relevance to the study of forecasting quality.  The alternative however is 
to avoid the assumptions inherent in the parsimony procedure by using the 
original measures obtained directly from the questionnaire responses.  The 
number of these measures (over 200) is too large for the quantity of data 
collected and, even if more data were available, it would be very difficult to 
interpret the results obtained on this scale.  What is clearly needed is some 
theoretical base from which to organise a more efficient analytical procedure. 
 The second point is that the method of fixing the target price, using 
national averages for similar buildings, is extremely crude.  It is quit 
possible that the distribution of forecasts for each of the contract types may 
more reflect the distribution of contract prices than the distribution of 
forecasts.  Providing the subject with specific contracts to forecast would 
improve the situation considerably, but the physical restrictions of postal 
surveys indicate that this would be difficult, if not impossible, to undertake 
satisfactorily. 
 A further point is that the method used in the postal survey offered little 
opportunity for the analysis of consistency, as opposed to consensus, of 
forecasts.  In order to achieve this analysis the subject must provide several 
forecasts.  Ideally but impossibly these forecasts should be for the same 
contract.  The nearest that can be expected is that subjects provide forecasts 
for similar contracts, say factories or offices.  The degree of similarity, 
which Flanagan has termed the homogeneity problem, is clearly a crucial issued 
in this, as contracts that are too similar will not generate sufficient data for 
analysis.  Also there exists the problem of separating the effects associated 
with the degree of contract similarity from the other effects (forecaster, 
information, technique, feedback) under consideration. 
 Part III describes the second approach adopted in the study designed to 
overcome some of the above criticisms.  A total of 60 subjects were split into 
three groups of 20.  Each group was allocated 5 specific construction contracts 
to forecast.  The first group forecasted the contract price of 5 housing 
contracts, the second group 5 factory contracts, and the third group 5 offices 
contracts.  Forecasts were requested in pounds per square metre floor area in 4 
stages.  The first stage asked for a forecast without any information of the 
contract type (without any information at all!); the second stage asked for a 
forecast with the contract type known; the third stage asked for a forecast with 
5 random pieces of contract information provided; and the fourth stage asked for 
a forecast with 20 pieces of contract information provided.  Thus each subject 
provided one general forecast, one forecast for each contract type and 4 
forecasts for each of the 5 specific contract offered. 
 The analysis of the data generated by this procedure took place in two 
separate stages.  The first stage considered the forecasts without any 
comparison with the actual bids obtained for the contracts.  This has been 
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called the consensus analysis and is described in chapter 5.  The second stage 
considered the forecasts in comparison with the lowest bid (suitably updated) 
obtained for the contract.  This has been called the analysis of forecast 
quality and is described in chapter 7. 
 In chapter 5 it was found that significantly different levels of forecasts 
had been made at information level (stage) 4 between contract types and all 
specific contracts.  Analysis of differences between specific contracts within 
each contract type however indicated that no significant differences occurred 
between the mean forecasts for the housing contracts.  This was taken to imply 
that the sample of housing contracts used in the study were very similar 
(homogeneous), an observation substantiated late in Table 6.8.  It was also 
found that the variability (consensus) of the forecasts was different between 
contract types and all specific contracts.  Analysis of variability between 
specific contracts within contract type found significant differences in 
variability between the offices contracts.  Again this was thought to reflect 
the variability of office prices generally, which are greater than the other 
contract types used in the study (Table 5.2). 
 Subjects providing forecasts for the same target contracts at information 
level 4 were found to be significantly different from each other in terms of 
variability (consistency) and also, except for subjects undertaking the offices 
contracts, in terms of means (bias). 
 Analysis at information level 2 indicated that, as expected, subjects 
provided significantly different levels of forecasts between contract type, 
health centres being the highest and factories being the lowest.  What was not 
expected however was the difference in variability (consensus) between the 
forecasts for the contract types.  There was some evidence to suggest that the 
variability differences were correlated with the level of forecasts, suggesting 
that the coefficient of variation statistic may be a more appropriate measure 
than the standard deviation.  Certainly the variability differences do not seem 
to be associated with the variability in general price levels, but insufficient 
data was available to test the suitability of the coefficient of variation 
statistic. 
 Analysis at information levels 1, 2 and 4 found significant changes in 
forecast levels between information levels 1 and 2 for all contract types except 
the housing type, which was thought to be due to housing contract average prices 
being close to the average prices for all types of contracts.  No evidence was 
found in support if the 'factory effect' found in Part II.  Significant changes 
in forecasts levels were also found between information levels 2 and 4 as 
expected.  The change in variability (consensus) however was unexpectedly found 
to increase between these levels, the average coefficient of variation changing 
from 22.0 at level 1 to 18.8 at level 2 to 25.6 at level 4.  It was thought that 
this phenomenon may be due to the coincidence of level 2 with the gross floor 
area forecasting technique (technique norm) and the associated widely known 
information base (informational norm), thus inducing a greater consensus of 
opinion at that level. 
 Reanalysis at information levels 1, 2, and 4 with a log transformation of the 
forecast values was found to remove many of the inexplicable variability 
(consensus) differences between the variable groups, but still indicating a 
significant improvement in consensus at level 2.  A further analysis by subjects 
confirmed the existence of significant differences between subject means (bias) 
and standard deviations (consistency) at each and every level of information. 
 The final section of chapter 5 describes a components of variance analysis to 
determine the relative effects of the three major factors under study - the 
forecaster, the information used, and the target contracts.  By comparing 
estimates of standard deviation and coefficients of variation derived by several 
approaches it was concluded that the between subject variability and between 
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information level variability contributed a standard deviation of about £60 per 
square metre (15 percent coefficient of variation) each. 
 Chapter 6 and 7 describe the analysis of forecasting quality.  Chapter 6 
describes the variables used in the analysis and Chapter 7 deals with the 
analysis itself. 
 The dependent variable used were derived from either the raw, percentage of 
log differences, or errors, between the forecasts and the lowest bid obtained 
for the contracts.  Three measures were used for each of these error terms - the 
recorded error, the modulus of the recorded error, and the squared recorded 
error.  In the case of individual subjects, these variables were summarised for 
each subjects in terms of the mean, the standard deviation of the recorded 
error, and the square root of the mean squared recorded error, together with the 
coefficient of variation of the error. 
 The independent variables used were grouped into the three major factors 
under consideration - information, target contracts, and human factors. 
 Forecasts provided at information levels 1 and 2 were replicated for each of 
the specific contracts undertaken later so that each subject was considered to 
have provided 5 forecasts at each information level. 
 The target contracts were examined in terms of the variability of the target 
contract prices.  On the assumption that subjects recording less variability 
than the contract price variability were 'good' (better than chance) whilst 
subjects recording more variability than the contract price variability were 
'bad' (worse than chance), 11 'good' subjects out of 19 provided the hosing 
forecasts, 9 'good' subjects out of 19 provided the factories forecasts, and 11 
'good' subjects out of 16 provided the offices forecasts at information level 4. 
 The variables relating to the subjects were selected from the previous 
studies and contained in 6 groups (1) experiential variables, measures relating 
to the subjects' experience, (2) attributional variables, attributed measures of 
several factors thought to affect the quality of forecasts, (3) psychological 
bias variables, (4) price awareness variables, measures of degree to which 
subjects are aware of general price levels outside the field of construction 
contract prices, (5) debriefing variables, responses to several matters 
subsequent to the contract price forecasting tests, and (6) observer variables, 
some additional subjective measures obtained from the researcher on the 
conditions under which the tests were carried out and the general state of the 
subjects. 
 Full details of the structure of the responses as measured on these variables 
is given in Chapter 6.  Some facts of interest are:- 
 
(1) The average subject has been providing early stage forecasts for a total of 
17.8 years. 
(2) Subjects had provided a mean of 6.7, 26.5 and 55.5 forecasts for similar 
contracts over the last year, last 5 years, and over all years 
respectively. 
(3) All subjects had a consistently high regard for their own abilities in 
forecasting, and the role of work experience and knowledge of market 
conditions in contributing to this ability. 
(4) Very few subjects had received any post qualification training in early 
stage forecasting. 
(5) Most subjects actively sought more information to avoid making risky 
decisions. 
(6) Most subjects considered themselves to be logical and systematic, confident 
and helpful. 
(7) There was no evidence of any general psychological biases due to 
availability or anchoring.  Some evidence indicated the existence of a 
representativeness bias, although there are some reservations concerning 
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the validity of the representativeness test used in the study. 
(8) There were a noticeable improvement in consensus between subjects as they 
were required to provide forecasts moving from general estimating to price 
awareness measures.  The price awareness questions seemed to be less 
difficult however so an improvement in consensus would be expected. 
(9) The average expected level of accuracy at information level 3 was ±16.42 
percent improving to ±9.53 percent at information level 4, a slightly more 
optimistic view than that obtained in the postal questionnaire on early 
stage forecasting generally. 
(10) The interview conditions were considered by the researcher to be 
consistently good, and subjects consistently pleased and in good humour, 
coping well and being generally well attentive.  The time taken for the 
procedure was mostly between one and two hours, generally considered to be 
the optimum for the study. 
 
Chapter 7 examined the relationships between the dependent variables 
(representing forecast quality) in the study and the independent variables 
(representing information, the target contracts, and the forecaster). 
 In considering the quality of forecasts in relation to levels of information, 
it was found that bias changes between levels, being largest (under estimated) 
at level 2 by all the bias measures.  This was explained to some extent by the 
target contract prices being rather higher than the national average for the 
type although it was thought possible that siteworks and contingencies may not 
have been included in the forecasts received.  The overall results of this 
analysis were that 
 
(1) Overall bias (at level 4) was very small. 
(2) Bias reduction is a function of the amount of information available, once 
the contract type is known. 
(3) Overall consistency improves to level 2 and then stays constant through 
level 3 and 4. 
(4) A much greater inconsistency exists within each information level than 
between levels. 
(5) Accuracy is a curved positive function, possibly asymptotic, of the amount 
of information received. 
 
In considering the contract type effects, significant differences were found in 
bias, consensus and accuracy between contract types at all information levels.  
Differences between information levels for each type however indicate that 
although significant bias and accuracy changes occur, consensus differences are 
less prominent, particularly for the housing and offices contracts.  The main 
source of the unexpected increase in consensus at level 2 seems to be the 
factories contracts, although all contract types do follow a similar trend.  A 
two way analysis of variance on contract type and information indicated 
significant differences in bias and accuracy to be a result of both contract 
type, informational, and interaction effects, the contract type effect being 
greater than the information effect.  Also noted was a general tendency for high 
priced contracts to be underestimated and low priced contracts to be 
overestimated.  It was also noted that the correlation between the percentage 
error and the percentage standard deviation may distort the results.  This 
comment is of course equally applicable for any analysis employing ratio instead 
of percentage measures.  The analysis using log transformed dependent variables, 
with the assumption that the coefficient of variation is relatively stable, 
indicated that the contract type and informational effects were approximately 
equal in terms of accuracy. 
 The analysis of individual contract effects at level 4 indicated that 
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significant differences occurred between contracts for all the dependent 
variables except coefficient of variation.  This analysis also provided some 
evidence of the influence of a typically priced contract, especially those 
priced higher than the average.  When analysed within contract types, the 
individual contract effects were found to be considerably reduced in that, 
except for bias, the only differences occurred with the greater mean and 
variability of the target value and floor area of offices generally.  This 
possibility was tested by comparing the contract characteristics with the 
quality measures depicted by the dependent variables.  The results of this 
analysis indicated a strong correlation of the inverse and square inverse of the 
gross floor area and contract value with the bias and accuracy measures, 
suggesting an asymptotic relationship to exist, forecasters tending to 
underestimate smaller and/or overestimate larger size buildings.  A strong 
negative correlation of price intensity (lowest bid expressed in pounds per 
square metre) with error levels however supported the previous observation that 
high price intensity contracts tended to be underestimated and/or vice versa.  
The intensity of competition as measured by the number of bids received for the 
contract, was not found to be significantly correlated with any of the dependent 
variables, contrary to the majority of previous studies in the field.  A multi 
variate regression analysis of all the variables associated with contract 
characteristics was conducted on the bias and accuracy variables.  Bias was 
consistently found to be a function of the contract value and price intensity, 
with high value contracts being overestimated and/or vice versa and high price 
intensity contracts being underestimated and/or vice versa.  In terms of 
accuracy, it was found that the most consistent predictor was the price 
intensity variable, with the implication that low price intensity contracts were 
more accurately forecasted and high price intensity contracts were less 
accurately priced.  Thus if follows that it is the higher price intensity 
contracts (eg £650 per square metre) are being systematically underestimated but 
these underestimates improve asymptotically as the price intensity of the 
contract decreases. 
 The analysis of individual contract characteristics effects at different 
information levels revealed a tendency to overestimate the contract value as the 
building size increased, with this tendency increasing with the provision of 
more target contract information.  On the other hand it was fond that the 
tendency to underestimate the contract value as the price intensity of the 
contract increases, but this tendency reduces as more target information is 
provided. 
 The final and largest section of Chapter 7 describes a series of analyses of 
subject effects.  The first of these analyses was to examine the extent of 
subject differences in forecast quality.  These were analysed within contract 
type groupings.  The results of this analysis (given in Table 7.21) indicate 
that significant differences between subjects exist in all bias and accuracy 
measures for subjects forecasting the housing and factories contracts.  
Differences in consistency however seem to depend on the measure of consistency 
used, although it was generally clear that greater differences in  
consistency existed between the subjects forecasting the offices contracts than 
the other contract types, especially the housing contracts.  As a result of 
this, together with the consensus analysis described in Chapter 5, it was 
concluded that differences between the quality of forecasts for the housing and 
factories contracts, especially differences in consistency and accuracy, are 
more attributable to differences between the subjects than differences between 
the contracts, whilst the analysis for the offices contracts suggest they are 
roughly equally attributable to both the contract and the subject effects. 
 As a consequence of this conclusion, a series of univariate analyses were 
made to examine the subject characteristics effects in more detail.  These 
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analyses were divided into the same six groupings as described in Chapter 6 - 
experiential, attitudinal, general estimating, price awareness, debriefing and 
observer notes. 
 The analysis of experiential variables found little evidence of any 
significant trends in bias although such trends that were observed indicated 
that subjects with greater experience in forecasting prices for similar 
contracts tended to produce higher forecasts, with the variability in bias 
between subjects tending to decrease with greater experience of this nature.  
Consistency was found to clearly improve linearly with this job experience, with 
a tendency for less variability in consistency between subjects with more medium 
and short term experience.  Accuracy was also found to clearly improve linearly 
with job experience, with a tendency for less variability in accuracy between 
subjects with more medium and short term job experience. 
 The analysis of attitudinal variables provided the following results:- 
 
 
(1) No significant bias, consistency or accuracy trends were found with 
 (a)the degree of claimed expertise. 
 (b)the degree of importance attributed to work experience. 
 (c)subjects more or less routinely undertaking the forecasting task. 
 (d)the degree of claimed risk assumptions made. 
 (e)the degree to which subjects claimed to actively seek more information in 
order to avoid making risky assumptions. 
 (f)subjects claiming to be more or less logical and systematic. 
 (g)the degree of claimed compliancy. 
 (h)subjects claiming to be more or less calm and relaxed. 
 (i)subjects claiming to be more or less disciplined. 
 (j)the degree of claimed knowledge. 
(2) The level of forecast (bias) was found to decrease with 
 (a)greater claimed reliance on memory in preference to documentary systems. 
 (b)greater claimed resistance to the ideas of others. 
 (c)greater claimed helpfulness. 
(3) The degree of consistency of forecasts was found to increase with 
 (a)less claimed memory for building projects and their associated market 
conditions. 
 (b)less extreme high or low reliance on memory in preference to documentary 
systems. 
 (c)greater claimed knowledge of market conditions. 
 (d)greater claimed criticality. 
(4) The degree of accuracy of forecasts was found to increase with 
 (a)less claimed memory for building projects and their associated market 
conditions. 
 (b)greater claimed post qualification training in early stage forecasting. 
 (c)greater claimed knowledge of market conditions. 
 (d)greater claimed confidence. 
 (e)greater claimed directness. 
 (f)less claimed resistance to the ideas of others. 
 (g)greater claimed toughness. 
(5) The variability in bias was found to decrease with 
 (a)greater importance attributed to work experience. 
 (b)greater claimed reliance on memory in preference to documentary systems. 
 (c)greater claimed knowledge of market conditions. 
 (d)subjects claiming to be less logical and systematic. 
 (e)greater claimed confidence. 
 (f)greater claimed toughness. 
(6) The variability in consistency was found to decrease with 
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 (a)subjects claiming the least expertise. 
 (b)less importance attached to work experience. 
 (c)greater claimed memory for building projects and their associated market 
conditions. 
 (d)subjects not claiming to be either high or low risk takers. 
 (e)less claimed reliance on memory in preference to documentary systems. 
 (f)greater claimed directness. 
 (g)less claimed helpfulness. 
 (h)greater claimed toughness. 
(7) The variability in accuracy was found to decrease with 
 (a)greater claimed helpfulness. 
 (b)greater claimed toughness. 
 
The analysis of general estimating variables found no evidence of any 
significant correlation between the bias in general estimating (guessing) and 
the bias in the contract forecasts.  Some evidence was however found to suggest 
that the consistency of general estimating is correlated with the consistency of 
the contract forecasts but insufficient data was available to adequately verify 
this.  The results obtained in the examination of accuracy were found to be too 
contradictory to allow any serious propositions to be made. 
 The analysis of price awareness variables indicated that the bias in 
estimates of sugar prices to be significantly correlated with he bias in the 
contract price forecasts.  Similarly the accuracy of the milk estimates and 
labourer wages were correlated with the accuracy of the contract price 
forecasts.  The rather inconsistent and weak nature of these relationships 
however lead to the conclusion that there was little correlation between the 
quality of price awareness and the quality of the contract price forecasts. 
 The analysis of debriefing measures revealed no significant effect of the 
subjects view of the realism of the tests, the level of mental image of the 
buildings generated by the test, or the quantitative memory for the forecasts 
made during the tests.  The general memory for details of the contracts revealed 
in the tests however indicated that subjects who provided relatively low 
forecasts attended to remember more of the information provided and vice versa. 
 Similarly the expected accuracy level at information level 3 was found to be 
significantly correlated with the actual consistency achieved at information 
level 4.  This interesting result suggests that, although tending to overvalue 
the information received at information level 4, the subjects were to some 
extent able to predict their own consistency. 
 The analysis of the observer notes indicate that the more attentive and 
pleasant the subject the less consistent his forecast, whilst the more nervous 
the subject the more consistent was his forecast.  The more pleasant subjects 
also seemed to be less accurate. 
 
 
 The final section of Chapter 7 describes two multi variate analyses of the 
subject factor in relation to the contract and information factors.  In the 
first of these analyses a hierarchal analysis of variance was conducted on 
subject within contract type effects and contract within contract type effects. 
 The analyses showed that, in addition to all factors having significant 
effects, the percentage error measure seemed to offer some advantages over the 
alternatives.  The second analysis explores the relative proportions of effects 
attributed to the three factors.  In considering the results for all contracts, 
the between contract effect is the most important, followed by the between 
subject effect and then the informational effect.  The results for analysis 
within contract types however indicated that, for the housing contracts the 
between subject and informational effects are roughly equal followed by the 
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between contract effect in terms of bias, with the between subject effect being 
the most important followed by a roughly equal information and contract effects 
in terms of accuracy.  For the factory contracts the informational effect is the 
most important followed by the between subject effect and then the contract 
effect in terms of bias and accuracy, with the contract effect having very 
little influence in terms of accuracy.  For the offices contracts the contract 
effect is the greatest followed by the between subject effects and then the 
information effects in terms of both bias and consistency. 
 
 
CONCLUSIONS 
 
Although this research project is now exactly seven years old, the research is 
far from complete in the sense that everything that has to be discovered is 
discovered.  A great deal has been achieved however.  Perhaps the most important 
of these achievements is in the methodological development of the subject area. 
 In addition to the one retrospective data collection procedure that existed 
before these studies, there are now a further two - the postal survey and the 
experimental approach.  Each of these methods had its own advantages and 
disadvantages, but together they provide a very comprehensive coverage.  The 
methods of data analysis have also been developed considerably since the early 
studies in the field.  Factor analysis, analysis of variance and hierarchal 
analysis of variance, and multiple regression have proved to be indispensable 
tools in handling the large and varied amount of data generated by the research. 
 The major barrier to progress would now seem to be in the lack of a workable 
theoretical framework under which data may be confidently collected and 
analysed.  Until nearing the final stages of this project, the need for such a 
framework was not a major issued.  It has become clear however that the more 
sophisticated analyses, particularly multiple regression, cannot seriously be 
attempted without careful structuring of the data. 
 This analyses described in this report have taken the inductive approach to 
its limit.  The next stage of the work must tackle the problem of theoretical 
development.  This is likely to be a major task involving the examination of 
potential theoretical structures, by means of literature searches outside the 
construction field, that will accommodate the findings obtained to date and 
generate some testable hypotheses. 
 Meanwhile some very interesting and exciting prospects exist for future work 
in the field.  The performance of different forecasting techniques is of 
particular interest as is the development of feedback and debiasing systems.  It 
is also apparent that the work may be extended into areas where other subjects 
(eg contractors) are involved, or into other types of forecasting activities (eg 
general construction price movements). 
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Appendix B  
Characteristics Given by Some Subjects 
  
 
 
 
 
 
 
      Characteristic Rating 
 
1. Knowledge of commercial rents, values and 
 funding systems           [5] 
2. 'Managerial' skills, to manage other professionals, 
 clients, etc to achieve objective        [5] 
3. Establish in house records/feedback on projects      [5] 
4. Knowledge of client's budget         [4] 
5. A comprehensive data bank         [5] 
6. Being able to recognize an overall realistic budget     [5] 
7. Knowledge of the way a contractor works       [3] 
8. Knowledge of building forms         [4] 
9. Knowing ones competitors         [4] 
10. Presentation of estimate         [4] 
11. (a)Ability to extract information/advice/assistance from 
 specialist sources outside the office at minimal notice    [5] 
 (b)Ability to see the wood from the trees         [5] 
12. Ability to assess and understand your clients 
 requirement, who may not necessarily be able to 
 instruct you           [5] 
13. A sense of proportion          [5] 
14. Good triumph from grass roots to competent surveyor 
 (expertise gained by years of experience)       [5] 
15. Luck            [5] 
16. Making due allowance for unforeseen items       [4] 
17. Practical knowledge          [5] 
18. General knowledge of pricing and ability to recall 
 without continual reference         [5] 
19. Communication/presentation         [5] 
20. A feel for what the client expects        [5] 
21. Ability to convince others of your opinion      [5] 
22. Ability to improvise          [5] 
23. Ability to research and find appropriate information     [5] 
24. Knowledge of design team         [5] 
25. Ability to see wood from the trees        [5] 
26. Close liaison with other members of the design team     [5] 
27. Ability to interpret client's and other consultants 
 requirements without detailed information       [5] 
28. Awareness of cost aspects other than cls costs      [4] 
29. Speed and accuracy          [4] 
30. Luck            [1] 
31. Knowledge of architect's approach to design - affects 
 costs by up to 5-6%          [5] 
32. The ability to assess the reliability of any  
 estimate        [None given] 
33. (a)Presentation of estimate to:- 
 :Team 
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  :Employer            [5] 
 (b)Able to guide the design team before design 
 Commences             [5] 
34. Speed            [5] 
35. Suitable record of estimates proved by actual tenders     [4] 
36. Access to and ability to retrieve specification/ 
 cost data           [5] 
37. Records           [4] 
38. Ability to act quickly         [5] 
39. Awareness of future price increases for labour and 
 materials           [5] 
40. Dealing with speed and pressure        [5] 
41. Ability to respond to design changes instantly      [5] 
42. Pure gut feel           [5] 
43. Gut feeling           [4] 
44. Ability to imagine construction and design taking 
 place from the ground up         [5] 
45. Knowledge of client's/architect's past record      [5] 
46. Technical knowledge          [5] 
47. Know your architect          [5] 
48. Know your architect's failings        [5] 
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Appendix C 
Number of Subjects Who Entered the Different Importance 
Levels for Each Factor and Building Life 
  
 
 
 
 
 
 
Table C.1:General building work  
 
Factor   0 1 2 3 4 5  
 
Cost limits  7 12 12 16 22 29 
Size of building  7 14 9 19 17 32 
BCIS files  7 26 23 24 12 6 
Quality   5 5 3 18 29 38 
Designers  8 4 11 26 31 18 
Services   7 2 2 27 30 30 
Complexity  6 2 6 14 43 27 
Site characteristics 6 0 12 29 26 25 
The client  7 12 17 28 12 22 
Number of storeys  7 13 16 26 15 21 
Time, Penalties  8 20 23 20 19 8 
Market Conditions  6 2 14 21 26 29 
Geographical location 5 5 24 34 20 10  
 
 
Table C.2:Primary schools  
 
Factor   0 1 2 3 4 5  
 
Cost limits  11 7 8 2 16 54 
Size of building  12 11 13 19 13 30 
BCIS files  11 20 22 25 13 7 
Quality   12 5 8 25 24 24 
Designers  12 7 12 31 21 15 
Services   12 3 8 36 18 21 
Complexity  11 2 14 18 30 23 
Site characteristics 11 0 9 32 22 24 
The client  11 16 25 24 8 14 
Number of storeys  11 16 25 21 8 17 
Time, Penalties  12 23 25 14 17 7 
Market Conditions  11 5 14 19 23 26 
Geographical location 11 4 21 34 16 11 
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Table C.3:Sheltered housing  
 
Factor   0 1 2 3 4 5  
 
Cost limits  10 7 9 8 15 49 
Size of building  10 9 15 20 15 29 
BCIS files  9 23 30 19 9 8 
Quality   10 3 10 33 17 25 
Designers  10 5 11 31 26 15 
Services   9 2 17 31 18 21 
Complexity  9 2 11 19 36 21 
Site characteristics 9 0 9 31 26 23 
The client  9 14 22 22 17 14 
Number of storeys  9 11 18 24 13 23 
Time, Penalties  10 27 21 21 13 6 
Market Conditions  9 5 15 21 22 26 
Geographical location 9 4 25 31 15 14  
 
 
Table C.4:Offices  
 
Factor   0 1 2 3 4 5  
 
Cost limits  10 13 15 16 17 27 
Size of building  8 10 8 16 21 35 
BCIS files  8 30 20 24 8 8 
Quality   8 3 6 12 22 47 
Designers  8 6 6 20 36 22 
Services   8 1 4 19 23 43 
Complexity  7 2 4 18 36 31 
Site characteristics 7 1 9 30 26 25 
The client  7 7 16 19 20 29 
Number of storeys  7 11 12 17 22 29 
Time, Penalties  7 17 16 15 24 19 
Market Conditions  7 3 9 24 24 31 
Geographical location 7 6 18 32 18 17 
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Table C.5:Unit factories  
 
Factor   0 1 2 3 4 5  
 
Cost limits  11 14 17 11 17 28 
Size of building  9 12 11 16 19 31 
BCIS files  8 30 22 24 9 5 
Quality   9 5 19 23 15 27 
Designers  9 9 18 30 19 13 
Services   8 6 19 26 17 22 
Complexity  8 8 14 24 25 19 
Site characteristics 8 1 10 29 24 26 
The client  9 10 22 23 15 19 
Number of storeys  8 29 19 13 11 18 
Time, Penalties  8 19 18 21 16 16 
Market Conditions  8 5 12 18 25 30 
Geographical location 7 6 25 27 18 15  
 
 
Table C.6:Health Centre  
 
Factor   0 1 2 3 4 5  
 
Cost limits  9 7 9 8 22 43 
Size of building  10 9 14 19 17 29 
BCIS files  9 22 22 25 13 7 
Quality   10 4 6 26 28 24 
Designers  11 5 9 26 30 17 
Services   9 2 3 25 28 31 
Complexity  9 2 4 17 38 28 
Site characteristics 10 0 13 29 22 24 
The client  9 14 18 31 9 17 
Number of storeys  10 17 19 24 11 17 
Time, Penalties  10 23 23 21 14 7 
Market conditions  10 4 15 20 23 26 
Geographical location 9 4 24 31 20 10
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Appendix D 
Derivation of Table 4.24 
  
 
 
 
 
 
 
 
Table D1:Average prices for 5 project types at 1987 second quarter (excluding 
contingencies and site works) (£/m2)  
 
    Mean  No in  Coefficient of 
    (£/m2) Sample   Variation  
 
Schools   431  373 
 Primary  412  185     19.90 
 Secondary  361   57 
 
Housing (mixed)  303   70 
 Sheltered  362  248     18.23 
  Public  352  121 
  Private  380   97 
 
Offices   530  150     31.13 
 Not air-conditioned 5091 
 
Factories   258  290 
 less than 500m2 gfa 305   43 
 500-2000m2 gfa  265  138 
 over 2000m2 gfa  230  109 
Advanced Factories  222   99 
 500-2000m2 gfa  213   49     22.54 
 
Health Centres  454  108 
 less than 500m2 gfa 471   37     25.90 
 500-2000m2 gfa  445   71  
 
Source:  BCIS Quarterly Review of Building Prices August 1987. 
1Proportional estimate from BCIS 84/85 study. 
 
 
Table R6b gives the national average prices (per square metre) for the 5 project types 
(including siteworks and contingencies for February to June 1987). 
 The Table is compiled from the BCIS Quarterly Review of Building Prices (August 
1987) for average prices at the 1987 second quarter (excluding contingencies and site 
works).  The relevant information is summarised in Table D1.  From this it can be seen 
that the £/m2 prices are as follows:- 
 
 
 
     £/m2   CV 
 
Primary school   412  19.90 
Sheltered housing   362  18.23 
Offices    530  31.13 
Advanced factories 
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(500 - 7000m2 gfa)   213  22.90 
Health Centres 
less than 500m2 gfa   471  25.90 
 
To relate these figures, the BCIS Tender Price Index was used (Table D2) and linear 
interpolation applied to produce a monthly index (Table D3). 
 To allow for siteworks and contingencies samples of projects were taken from the 
BCIS Brief Cost Analysis files and the average siteworks and contingencies multipliers 
calculated.  (Table D4).  The combination of these and the monthly multipliers were 
applied to the prices in Table D1, as shown in Table D5.  Table D5 is summarised in 
Table 4.24 in the text. 
 Table D6 shows the approximate coefficient of variation of these projects types. 
 
 
 
Table D2:Tender price index.  
 
Year Quarter  Index  No in Sample  
 
1986    3   252   71 
     4   248   76 
 
1987    1   260   86 
     2   254   75 
     3   257   73 
     4   268*   23  
 
Source:  BCIS Quarterly Review November 1987. 
* forecasted. 
 
 
 
Table D3:Tender price index interpolated.  
 
Year Month  Interpolated Index  Conversion Multiplier 
     (i)   from 1987 2nd Quarter 
         (i/254)  
 
1987 January   256    1.008 
  February   260    1.024 
  March   258    1.016 
  April   256    1.008 
  May   254    1.000 
  June   255    1.004  
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Table D4:Site works and contingencies multipliers.  
 
Project Type No of  Siteworks1 Contingencies2  Combined 
   Cases*  Multiplier  Multiplier Multiplier 
     Av(a)  SD Av(b)  SD  
 
Primary schools  55  1.28 .103 1.027 .007   1.315 
Sheltered Housing  31  1.134 .036 1.020 .014   1.157 
Offices   18  1.137 .072 1.033 .012   1.175 
Factories  27  1.285 .143 1.032 .013   1.326 
Health Centres  11  1.196 .057 1.025 .013   1.226  
 
       siteworks value 
 
 
---------------------------------------------------- 
       contract value (excluding siteworks and contingencies) 
 
 
       contingencies value 
 
Table D5:Coefficient of variation for 5 project types (including siteworks and 
contingencies) (£/m2).  
 
Date P School S Housing Offices U Factories H Centre 
 (x 1.315) (x 1.157) (x 1.175) (x 1.326) (x 1.226)  
 
1987 January   546   422   628   285   582 
(x 1.008) 
 
1987 February   555   429   638   289   591 
(x 1.024) 
 
1987 March   550   426   633   287   587 
(x 1.016) 
 
1987 April   546   422   628   285   582 
(x 1.008) 
 
1987 May   542   419   623   282   577 
(x 1.000) 
 
1987 June   544   421   625   284   580 
(x 1.004)  
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Table D6:Coefficient of variation for 5 project types (including siteworks and 
contingencies)  
 
     (a)     (b)      (c) 
Project      CV      σ       σ   Combined*     CV 
   (without  siteworks Contingencies       σ     =σ/ 
   siteworks (Table D4)   (Table D4)  (a2+b2+c2) (multiplier) 
       &   x 100     x 100   (Table D4) 
 contingencies) 
   (Table D1)  
 
P School     19.9    10.3      0.7     22.4    17.0 
S Housing     18.2     3.6      1.4     18.6    16.1 
Offices     31.1     7.2      1.2     31.9    27.2 
A Factories     22.5    14.3      1.3     26.7    20.1 
H Centre     25.9     5.7      1.3     26.5    21.7  
 
*  assuming (a), (b) and (c) are independent. 
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Full Target Contract Information 
Given to Subjects 
260  Appendix F 
 
 
 
261 
 261
 Appendix F 
 
  
 
Appendix G 
Results of Analysis of Experiential, 
Attitudinal, Bias, General Estimation, 
Price Awareness and Contract Type Effects 
  Appendix G 
 
 
 BIAS MEASURES 
  Appendix G 
 
 
263
 RMEAN 
  Appendix G 
 
 
 PMEAN 
  Appendix G 
 
 
265
 LMEAN 
  Appendix G 
 
 
 CONSISTENCY MEASURES 
  Appendix G 
 
 
267
 RSD 
  Appendix G 
 
 
 PSD 
  Appendix G 
 
 
269
 LSD 
  Appendix G 
 
 
 CV 
  Appendix G 
 
 
271
 ACCURACY MEASURES 
  Appendix G 
 
 
 RABS 
  Appendix G 
 
 
273
 LABS 
  Appendix G 
 
 
 LABS 
  Appendix G 
 
 
275
 RRMS 
  Appendix G 
 
 
 PRMS 
  Appendix G 
 
 
277
 LRMS 
   
 
 
 317 
 
  
 
Index 
  
 
 
 
 
 
 
Ability 
 assumptive  13 
 of forecaster  16 
 to assess the client's requirements  64-65 
 to extract information  67 
 to identify important aspects of projects  169 
 to identify important aspects job  64 
 transference  18 
Abnormals  72 
Accommodating  119 
Accounting  3 
Accuracy  1, 4, 5, 8, 13, 14, 16, 18, 19, 22, 33, 34, 39-41, 62, 65, 66, 68, 69, 
70, 72, 79, 80, 82, 83, 85, 87, 93, 95, 96, 99, 110, 
112-114, 127-129, 132, 159, 161, 163, 165, 176, 177, 
180-183, 185, 186, 188-207, 214, 224, 228-232 
 expected  79, 127, 177, 224 
 predictors of forecast  224 
Algorithmic  213 
Analysis of variance  6, 7, 9, 31, 86, 103, 110, 138, 140, 141, 151, 153, 157, 
204, 228, 232 
Anderson  215 
Application  18 
Approximate quantities  14 
Aptitude  18 
Architect  66, 67, 70 
Argyris and Schon  213 
Artificial intelligence techniques  213 
Ashworth  68 
Ashworth and Skitmore  13, 14, 79 
ASIC  6 
Attentiveness  178 
Attitude 
 and approach to knowledge base  129 
 to uncertainty  126 
Attitudinal measures  197 
Attribution  18, 106, 121, 124, 127, 130 
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