We prove limit theorems for Markov chains under (local) contraction conditions. As a corollary we obtain a central limit theorem for Markov chains associated with iterated function systems with contractive maps and place-dependent Dinicontinuous probabilities.
Introduction
Let (X, d) be a compact metric space, typically a closed and bounded subset of R or R 2 with the Euclidean metric, and let {w i } N i=1 be a family of contraction maps on X, i.e. there exists a constant c < 1 such that d(w i (x), w i (y)) ≤ cd(x, y), for any x, y ∈ X, and integer 1 ≤ i ≤ N . Such a system is called an iterated function system (IFS), see Barnsley and Demko [1] . Hutchinson [11] and Barnsley and Demko [1] introduced these objects in order to describe fractals. It is easy to see that there exists a unique compact set K that is invariant for the IFS in the sense that K = ∪ N i=1 w i (K). The set K is called the fractal set, or attractor, associated with the IFS. If the maps w i are non-degenerated and affine and the sets w i (K), 1 ≤ i ≤ N , are "essentially" disjoint, then K will have the characteristic "self-similar" property of a fractal. The huge class of examples of fractals that can be described in this way includes the Sierpinski gasket, Barnsley's fern, the Cantor set and many, many others. Despite the fact that fractals are totally deterministic objects, the most simple way to draw pictures of fractals is often via Barnsley's "random iteration algorithm": Attach probabilities, p i , to each map w i .
( i p i = 1). Choose a starting point Z 0 (x) := x ∈ X. Choose a function, w I 1 , at random from the IFS, with P (w I 1 = w k ) = p k . Let Z 1 (x) = w I 1 (x). Next, independently, choose a function, w I 2 in the same manner and let Z 2 (x) = w I 2 (Z 1 (x)) = w I 2 • w I 1 (x). Repeat this "random iteration" procedure inductively and define
The random sequence {Z n (x)} forms a Markov chain with a unique stationary probability distribution, µ, supported on K. Since
as n → ∞, for any real-valued continuous function f on X, by Birkhoff's ergodic theorem (note that x can be chosen to be any fixed point by the contraction assumption), we will "draw a picture of the attractor K" by "plotting" the orbit {Z n (x)}, possibly ignoring some of the first points in order to reach the stationary regime. This algorithm will be an efficient way of "drawing a picture of K" provided the probabilities are chosen in a way making the stationary distribution as uniform as possible on K and the stationary state is reached sufficiently fast. The choice of p i 's can sometimes be made by inspection by searching for a stationary distribution with the same dimension as K itself. The convergence rates towards the stationary state are "heuristically justified" by central limit theorems (CLT), where
converges to normal for f belonging to some suitably rich class of real-valued functions on X.
The purpose of this paper is to study Markov chains generated by iterated function systems with place-dependent probabilities. (Such Markov chains have also been studied under the name "Random systems with complete connections", see [12] ). We are given a set of contraction maps {w i }, with associated continuous functions p i = p i (x), where p i :
X → (0, 1), with i p i (x) = 1, for any x ∈ X. The Markov chains are characterized by the transfer operator T defined for real-valued measurable functions f on X by T f (x) = i p i (x)f (w i (x)). Intuitively, the Markov chains considered are generated by fixing a starting point x and letting Z 0 (x) := x, and inductively letting Z n+1 (x) := w i (Z n (x)) with probability p i (Z n (x)) for n ≥ 0.
One motivation for studying such chains is that it gives more freedom when trying to generate a "uniform" stationary probability distribution on K. Such Markov chains also arise naturally in the thermodynamic formalism of statistical mechanics. It is well known that they do not necessarily posses a unique stationary distribution, see [5] , [18] , [23] , [24] , and [3] , but with some additional regularity conditions, uniqueness holds, see e.g. [10] , [24] , [13] , and [25] .
The operator T , (without the normalizing condition i p i (x) = 1) is known as the Ruelle-Perron-Frobenius operator. Fan and Lau [9] proved a limit theorem for iterates of the Ruelle-Perron-Frobenius operator under the Dini-continuity assumptions on the p i 's, by lifting a similar result by Walters [26] on symbolic spaces. (Recall that p i is Dini-continuous if
for some (and thus all) 0 < c < 1, where
The Dini-condition is a condition that is somewhat stronger than the weakest known conditions for uniqueness in stationary probability distributions (in the normalized cases), but weaker than e.g. Hölder continuity.
In the Dini-continuous cases it follows that the unique equilibrium measure will have the Gibbs (approximation) property, see Fan and Lau [9] . This property is of importance when analyzing the multidimensional spectra of measures.
In this paper we will prove the perhaps initially surprising fact (Corollary 2) that Markov chains generated by IFSs with Dini-continuous probabilities obey a central limit theorem, despite the well known fact that such Markov chains do not typically converge with an exponential rate. Our main result, Theorem 1, expresses this in a natural generality.
Central limit theorems for iterated random functions under conditions that imply exponential (or other rapid) rates of convergence have previously been proved in e.g. [20] , [14] , [15] , [2] , [28] , and [27] . We discuss the connection between some of these results and our results in remarks 3 and 5 below.
Preliminaries
Let B denote the Borel σ-field generated by the metric d, and let P : X × B → [0, 1] be a transition probability. That is, for each x ∈ X, P(x, ·) is a probability measure on (X, B) and for each A ∈ B, P(·, A) is B-measurable. The transition probability generates a Markov chain with transfer operator defined by T f (x) = X f (y)P(x, dy) for real-valued measurable functions f on X. A probability measure µ is stationary for P if µ(·) = X P(x, ·)dµ(x).
There are several ways to represent a Markov chain with a given transfer operator. One common way is to find a measurable function w :
be a sequence of independent random variables uniformly distributed in [0, 1], and consider the random dynamical system defined by
for any x ∈ X, where w s (x) = w(x, s).
If (X, d) is a complete, separable, metric space then it is always possible to find such a representation, w, such that the transition probability generated by {Z n } is P, i.e. Ef (Z n (x)) = T n f (x), for any x, n and f , see e.g. [17] .
For two fixed points x, y ∈ X, and x = (x, y) we can consider the Markov chain {Z n (x)}, on X 2 , where Z n (x) := (Z n (x), Z n (y)). When proving theorems based on contraction conditions we are typically interested in representations that minimizes d(Z n (x), Z n (y)) (in some average sense). (Note that the random map Z n does not depend on x here.)
is a sequence of independent random variables uniformly distributed in [0, 1], we will consider the random dynamical system defined by
where
Thus {Z (x,y) n (x)} and {Z (x,y) n (y)} denote two Markov chains on X, defined on the same probability space, with the former starting at x ∈ X and the latter starting at y ∈ X, both with transition probability P. y) ∀x, y), for probability measures π and ν on X. The MongeKantorovich metric metrizes the topology of weak convergence on the set of probability measures on X, see e.g. Dudley [8] . It follows from the definitions, that for any stationary probability measure µ, we have
Therefore if sup x,y Ed(Z (x,y) n (x), Z (x,y) n (y)) → 0 as n → ∞, then there is a unique stationary distribution for P.
4
We will sometimes drop the upper index, i.e. write Z n (x) instead of Z (x,y) n (x) etc. , when we are not interested in the joint distribution of the pair (Z (
Suppose that for some δ > 0,
Then the limit
exists and is finite, where Z is a µ-distributed random variable, independent of {I j } ∞ j=1 , and
and
hold for any x ∈ X, where
is the distribution function for a standardized normal random variable.
Remark 1. Proposition 1 above is valid when (X, B) is a general measurable space.
Remark 2. General central limit theorems for Markov chains started at a point has been proved by Derriennic and Lin [6] . Proposition 1 above complements their result in cases of "uniform" ergodicity. The proof of Proposition 1 below relies on a slightly stronger result by Maxwell and Woodroofe [19] for Markov chains starting according to the unique stationary probability distribution.
Remark 3. The conditions in the central limit theorem (Theorem 2) of Wu and Woodroofe [28] imply (7) in the case of a compact X. This can be seen as follows: Their proof of this theorem amounts to showing that ∞ n=0 T n f L 2 < ∞, for centered functions f . Restricting X to be compact allows a strengthening of their Lemma 3, so that its result holds even when starting {Z k (x)} from a point. With some minor modifications to the proof, it is possible to show that
Thus the conditions of our Proposition 1 hold.
Checking the L
2 boundedness condition could be difficult if we have no apriori information about the (possibly non-unique) stationary measures. The following corollary circumvents these problems and might therefore be more directly applicable in cases when (X, d) is compact;
then there exists a unique stationary distribution µ for P.
Let f be a real-valued continuous function on X. Suppose ∆ f : R + → R + is an increasing concave function with ∆ f (t) ≥ sup d(x,y)≤t |f (x) − f (y)|, for any t ≥ 0, and suppose, in addition to (11) , that for some δ > 0,
also holds, then then the conclusions of Proposition 1 hold for f , i.e. the limit (8) exists for f and is finite, and (9) and (10) hold.
Remark 4. The function ∆ f may thus be chosen to be the modulus of uniform continuity of f in cases when this function is concave.
, for some constant c < 1, satisfied for instance for average-contractive IFSs with place-independent probabilities, then it follows from Corollary 1 that the central limit theorem holds with respect to any f of modulus of uniform continuity
). This condition is satisfied by e.g. Dini-continuous functions f . Corollary 1 thus strengthens Theorem 2.4. of Benda [2] (who considered Lipschitz-continuous f 's). Wu and Shao [27] considered functions f that are stochastically Dini-continuous with respect to the stationary distribution. (It should be noted that [2] and [27] treated contractive IFSs on more general metric spaces.)
Let f ∈ L 2 (µ) be a real-valued measurable function on X satisfying assumption (7).
it follows from Corollary 1 of Maxwell and Woodroofe [19] that the limit
exists and is finite, where S n f (x) := n−1 k=0 f (Z k (x)), and Z is a µ-distributed random variable, independent of {I j } ∞ j=1 , and
By Chebyshevs inequality
for any > 0, and since
it follows from (15) and (16) and assumption (7), that
7 as n → ∞. By Slutsky's theorem, see e.g. [4] , it therefore follows from (14) and (17) that
for any x ∈ X, and since from the invariance of µ and assumptions,
as n → ∞, it follows that also
for any x ∈ X. Since (13), (19) , and (18) are just reformulations of (8), (9), and (10) this completes the proof of Proposition 1.
Proof. (Corollary 1) The first part of the corollary follows from (6) above.
For the proof of the second part of Corollary 1, first note that by assumption (12)
implying that,
(To see this, note that the derivative F (t) of
Thus,
Since {D n } is a non-ergodic Markov chain under condition (22) (see e.g. [21] , p. 80), it follows that ED n → 0 as n → ∞, if (22) holds, and we have thus proved Theorem 1 (i).
In order to prove Theorem 1 (ii), we first observe that it is well known that [21] , p. 80). Therefore, see e.g. Shiryaev [22] p.575,
By stochastic monotonicity ED k is decreasing, and thus n k=1 ED k ≥ nED n , for any n. This implies that ED n ≤ c 0 /n, for c 0 := ∞ k=0 ED k .
Thus sup x,y Ed(Z (x,y) n (x), Z (x,y) n (y)) ≤ c 0 /n, for any n ≥ 1. If f is a Hölder-continuous function on X, with modulus of uniform continuity ∆ f satisfying ∆ f (t) ≤ c 1 t α , for some constants c 1 and α > 1/2, and any t ≥ 0, it follows that for any δ > 0,
An application of Corollary 1 now completes the proof of Theorem 1 (ii).
4 Iterated function systems with place-dependent probabilities
be a set of uniformly contracting maps, i.e. there exist a constant c < 1 such that d(w i (x), w i (y) ≤ cd(x, y), for any x, y ∈ X and any integer i.
be associated place-dependent probabilities, i.e. non-negative continuous functions, with i p i (x) = 1, for any x ∈ X. This system defines a Markov chain with transfer operator
and let for any two points x, y ∈ X, W (x,y) (x) and W (x,y) (y) be random variables defined by
when i = j. (If p i (x) = p i (y), ∀ i, then we understand the expression in (24) as zero.)
It is straightforward to check that by construction P W (x,y) (x) = w i (x) = p i (x), and P W (x,y) (y) = w j (y) = p j (y) for any i and j.
It follows from (23) and we may therefore apply Theorem 1 to obtain:
be an IFS with uniformly contractive maps, and let {p i (x)} be associated place-dependent probabilities. Then the conclusions of Theorem 1 hold with W (x,y) and ∆ defined as above.
Remark 6. If X = {1, . . . , N } , and we for two elements x = x 0 x 1 . . . and y = y 0 y 1 . . . in X, define d(x, y) := 2 −min(k≥0; x k =y k ) if x = y, and d(x, y) := 0 if x = y, then (X, d) is a compact metric space. Let g be a continuous function from X to (0, 1], such that N x 0 =1 g(x 0 x 1 . . . ) = 1 for all x 1 x 2 · · · ∈ X. g describes an iterated function system with place-dependent probabilities: {(X, d), w i (x), p i (x), i ∈ {1, . . . , N }}, where w i (x) = ix and p i (x) = g(ix), and Corollary 2 applies. This generalizes Theorem 1 in [25] and also implies a central limit theorem for the associated Markov chains under the "summable variations" condition used in [7] or [26] . Stationary probability measures for such Markov chains are sometimes called g-measures, a concept coined by Keane [16] .
