Abstract The cyclic and dihedral groups can be made to act on the set Acyc(Y ) of acyclic orientations of an undirected graph Y , and this gives rise to the equivalence relations ∼ κ and ∼ δ , respectively. These two actions and their corresponding equivalence classes are closely related to combinatorial problems arising in the context of Coxeter groups, sequential dynamical systems, the chip-firing game, and representations of quivers.
This paper is organized as follows. In Section 3 we construct the equivalence relations ∼ κ and ∼ δ , and graphs C(Y ) and D(Y ) that have vertex set Acyc(Y ), and whose connected components corresponds to κ-and δ-equivalence classes, respectively. We let κ(Y ) and δ(Y ) denote the number of equivalence classes. In Section 4 we study the structure and properties of the graphs C(Y ) and D(Y ), show how δ(Y ) can be determined from κ(Y ), and give bounds for these quantities. In Section 5 we show that one may associate a poset to each κ-equivalence class and use this to establish the bijection
where Y ′ e and Y ′′ e are the graphs formed by deleting and contracting a nonbridge edge e of Y , respectively. This leads to a new proof of a recursion relation for κ(Y ) in [9] . Finally, in the summary, we discuss how these constructions arise in other areas of mathematics, such as sequential dynamical systems, Coxeter groups, the chip-firing game, and the representation theory of quivers.
Terminology and Background
Let Y be an undirected, simple and loop-free graph with vertex set v[Y ] = {1, 2, . . . , n} and edge set e [Y ] . We let S Y denote the set of total orders (i.e., permutations) of v [Y ] . In [13] [13] . Moreover, each permutation π ∈ S Y induces an acyclic orientation 
defined by 
Graph Constructions for Equivalence Relations

Relations on S Y /∼ Y
Using cycle notation, let σ, ρ ∈ S n be the elements
, and let C n and D n be the subgroups
Both C n and D n act on
. . , π n , π 1 ), and define ρ(π) = ρ · π = (π n , π n−1 , . . . , π 2 , π 1 ). We construct two undirected graphs C(Y ) and D(Y ) whose vertex sets are S Y /∼ Y , and edge sets are Example 1 Let Y be the complete bipartite graph K 2,3 , where the partition of the vertex set is {{1, 3, 5}, {2, 4}}. The graph U (K 2,3 ) is shown in Figure 1 with vertex labels omitted. By simply counting the components we see that α(K 2,3 ) = 46. We can better understand the component structure of The following result gives insight into the component structure of the graph C(Y ).
Proposition 1 Let Y be a connected graph on n vertices and let
Without loss of generality we may assume s 
The only possibility is that Y is not connected, but this contradicts the assumptions of the proposition. ⊓ ⊔
There is a similar result to Proposition 1 for D n , albeit somewhat more restrictive.
Proposition 2 Let Y be a connected graph on n vertices and let
Without loss of generality we may assume that g = σ s and g ′ = ρσ
the first (resp. last) m elements of g · π and g ′ · π are the same but occur in reverse order. Call the set of these elements V 1 . The remaining m ′ elements occur in reverse order as well in the two permutations. Let V 2 denote the set of these elements.
there cannot be an edge between any two vertices in V 1 , or between any two vertices in V 2 . Therefore, the graph Y must be a subgraph of K(V 1 , V 2 ), the complete bipartite graph with vertex sets V 1 and V 2 . ⊓ ⊔ We next consider the quantity δ(Y ), and will show how it is determined by κ(Y ).
Lemma 1 The reflection map
Proof By the definition of
The map ρ therefore extends to a mapρ :
Proof If Y is not bipartite then Proposition 2 ensures that the involution ρ * has no fixed points, from which we conclude that 2δ(Y ) = κ(Y ).
For the second statement, we use Proposition 1, Remark 2, and the connectedness of Y to conclude that ρ * has precisely one fixed point. Since ρ is an involution it follows that δ(Y ) = κ(Y )−1 2
Thus, we always have δ(Y ) = ⌈κ(Y )/2⌉, and we also have the following characterization of bipartite graphs:
Corollary 1 A connected graph Y is bipartite if and only if κ(Y ) is odd.
For an example where ρ * has a fixed point see Figure 2 in Example 1. From Proposition 1 we can derive an upper bound for κ(Y ).
Proposition 4 If Y is a connected undirected graph on n vertices, then
Proof By Proposition 1, for any π ∈ S Y , the set {O
} contains n distinct acyclic orientations that are all κ-equivalent and the proof follows. ⊓ ⊔ This bound is sharp for certain graphs such as the complete graph K n .
Poset Structure of κ-Equivalence Classes
An edge e of an undirected graph Y is a bridge if removing e increases the number of connected components of Y . An edge that is not a bridge is a cycle-edge, or equivalently, an edge e is a cycle-edge if it is contained in a cycle traversing e precisely once. The main result in [9] is a recurrence relation for κ(Y ) under edge deletion and edge contraction. 
The first case implies that κ(Y ) is unaffected by removal of bridges, and is relatively straightforward to establish. However, the case where e is a cycle-edge is harder, and was proven in [9] on the level of acyclic orientations. In this section, we will show how one may associate a poset with each κ-equivalence class. The properties of this poset give us better insight into the structure of Acyc(Y )/ ∼ κ . Additionally, it allows us to construct an alternative proof for Theorem 1.
Throughout, we will let e = {v, w} be a fixed cycle-edge of the connected graph Y , and for ease of notation we set Y ′ = Y 
Proposition 5 The map I can be extended to a map
Y , say of length k ≥ 2. Let P be the cycle formed by adding vertex v to the end of P ′ .
. The vw-interval will be central in understanding properties of click-sequences. First, we will make a simple observation without proof, which also appears in [16] in the context of admissible sequences in Coxeter theory. Two vertices c i , c j ∈ A ∪ B with i < j for which there is no element c k ∈ A ∪ B with i < k < j are said to be tight. We will investigate when transpositions of tight vertices in a click-sequence c of O Y has property T , and we will see that this is always the case if c i ∈ B and c j ∈ A. Consider the intermediate acyclic orientation after applying successive clicks c 1 c 2 · · · c i−1 to O Y . Obviously, c i is a source. At this point, if c j were not a source, then there would be an adjacent vertex a ∈ A with the edge {a, c j } oriented (a, c j ). For c j to be clicked as usual (i.e., as a source), a must be clicked first, but this would break the assumption that c i and c j are tight. Therefore, c i and c j are both sources at this intermediate step, and so the vertices c i , c i+1 , . . . , c j are an independent set of sources, and may be permuted in any manner without changing the image of the click sequence. Therefore, the transposition of c i and c j in c has property T , as claimed. By iteratively transposing tight pairs in c, we can construct a click-sequence with the property that every vertex in A comes before every vertex in B. In light of this, we may assume without loss of generality that c has this property.
The next step is to show that we can move all vertices in A before v, and all vertices in B after w via transpositions having property T . Let a be the first vertex in A appearing after v in the click sequence c. We claim that the transposition moving a to the position directly preceding v has property T . This is immediate from the observation that when v is to be clicked, a is a source as well, by the definition of A, thus it may be clicked before v, without preventing subsequent clicks of vertices up until the original position of a. Therefore, we may one-by-one move the vertices in A that are between v and w, in front of v. An analogous argument shows that we may move the vertices in B that appear before w to a position directly following w. In the resulting click-sequence c ′ , the only vertices between v and w are either in I or C. 
exists.
Proposition 9
The map I * e is well-defined, and the diagram 
It suffices to prove that in this case,
This is equivalent to showing that the set of vw-paths (directed paths from v to w) in O π Y ′ is the same as the set of vw-paths in O σ Y ′ . From this it will also follow that the diagram commutes. By assumption, both of these orientations contain at least one vw-path. We will consider separately the cases when these orientations share or do not share a common vw-path. (the cycle formed by traversing P 1 followed by P 2 in reverse), then
Equating these values yields k For Proof We first prove that Θ is surjective. Let I = {v, w} and consider an element In the language of graph theory, this means their periodic orbits are isomorphic as directed graphs. The following result shows how κ-and δ-equivalent update orders yield dynamical system maps that are cycle equivalent. We refer to [8] for the proof of this result. Two sequential dynamical systems are cycle equivalent if their phase space digraphs are isomorphic when restricted to the cycles. The paper [8] contains additional background on equivalences of sequential dynamical systems as well as applications of κ-equivalence to the structural properties of their phase spaces.
There is also a connection between κ-equivalence and the theory of Coxeter groups. There is a natural bijection between the set of Coxeter elements 
Moreover, conjugating a Coxeter element s π(i) by s π(1) corresponds to a cyclic shift, i.e., s π(1) (s π(1) s π(2) · · · s π(n) )s π(1) = s π(2) · · · s π(n) s π(1) ,
since each generator s i is an involution. Thus κ(Y ) is an upper bound for the number of conjugacy classes of Coxeter elements of a Coxeter group that has (unlabeled) Coxeter graph Y . This bound is known to be sharp in certain cases [15] , but sharpness in the general case is still an open question. Click-sequences are closely related to c-admissible sequences of a Coxeter element c. Recently, the structure of these sequences was studied and used to prove that a power of a Coxeter element of an infinite group is reduced [16] .
The chip-firing game was introduced by Björner, Lovász, and Shor [2] . It is played over an undirected graph Y , and each vertex is given some number (possibly zero) of chips. If vertex i has degree d i , and at least d i chips, then a legal move (or a "click") of vertex i is a transfer of one chip to each neighboring vertex. This may be viewed as a generalization of a sourceto-sink move for acyclic orientations where the out-degree of a vertex plays the role of the chip count. The chip-firing game is closely related to the numbers game [1] . In the numbers game over a graph Y , the legal sequences of moves are in 1-1 correspondence with the reduced words of the Coxeter group with Coxeter graph Y . For an excellent summary and comparison of these games, see [4] .
