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1.1 Relación estructura-función y estado nativo 
Para poder comprender el funcionamiento de las biomoléculas, componentes ubicuos y 
primordiales de todos los organismos, es fundamental remitirse al estudio de las 
estructuras que adoptan en el espacio y los movimientos que experimentan. Las proteínas 
son las principales biomoléculas que históricamente han sido estudiadas desde el punto de 
vista de su relación estructura-función. Las enzimas fueron las elegidas para tratar de 
comprender su actividad, función y cómo lograban catalizar las reacciones químicas. 
Básicamente se conocen tres modelos que buscan explicar la relación estructura-función 
en proteínas. El primero de ellos fue propuesto a fines del siglo XX por Emil Fischer en 
1894[1]. Este modelo es conocido como “llave y cerradura” (del inglés lock and key). Fischer 
buscaba explicar la alta especificidad de ciertas enzimas glucosídicas por sus sustratos 
(ligandos). Sostuvo que toda enzima debía contener una estructura única con geometría 
complementaria a la forma del sustrato para permitirle interaccionar solo con él y ser así 
altamente específica. Este concepto de relación-función se puede ejemplificar 
esquematizando a la enzima como una cerradura y al ligando como una llave, ambas 
perfectamente complementarias lo que explicaba la alta especificidad. En la figura 1.1 se 







𝑃𝑃∗ + 𝐿𝐿 ⇄ 𝑃𝑃∗𝐿𝐿 
Figura 1.1: Modelo esquemático de “llave y cerradura”. La enzima es P* y 
el sustrato, L. 
En este esquema, 𝑃𝑃∗ es la proteína con su única estructura posible y 𝐿𝐿 es el ligando que 
posee una forma perfectamente complementaria al sitio de unión en la proteína. 
Energéticamente, esta interacción estabiliza la forma 𝑃𝑃∗𝐿𝐿. Este modelo tiene como falencia 
la incapacidad para explicar aquellas enzimas que son multisustrato y/o poseen múltiples 
actividades[2,3]. El segundo modelo en explicar la relación estructura-función fue 
propuesto por Daniel Koshland recién en 1958[4,5]. Este modelo se conoce como de “ajuste 
inducido” y establece que la unión del ligando induce un cambio en la estructura de la 
proteína. Nuevamente, la proteína posee una única estructura en su forma libre, que sólo 
cambia cuando interacciona con un ligando. Así, este modelo admite una cierta flexibilidad 
en la proteína, como un guante de goma o latex que se adapta al momento de meter la 
mano. Podemos representar el modelo de Koshland de la siguiente manera (figura 1.2): 
Figura 1.2: Modelo esquemático del “ajuste inducido”. Las líneas negras indican las cadenas de la proteína que contienen 
grupos catalíticos A y B y un grupo de unión C. a) el sustrato y la enzima se encuentran disociados. b) el sustrato induce 
un cambio en las cadenas de las proteínas para llevar a A y B a la alineación apropiada y producir la unión correcta. c) un 
grupo voluminoso adherido al sustrato, evita la alineación correcta de A y B. d) la deleción del grupo elimina la acción de 
apoyo sobre la cadena que contiene A, por lo que termodinámicamente el complejo tiene una alineación incorrecta de A 





Koshland evidenció su modelo de ajuste-inducido utilizando métodos bioquímicos y no 
directamente estructurales. Observó que el número de tioles titulables de la 
fosfoglucomutasa cambiaba con el agregado de ligando. Formuló su modelo teniendo en 
consideración los conceptos derivados de experimentos claves en biología estructural como 
el de Mirsky y Pauling en 1936[6], donde definían los estados desnaturalizado y nativo de 
una proteína sobre la base de su configuración tridimensional. De forma sencilla, Mirsky y 
Pauling proponen la primera definición del estado nativo de una proteína, como aquella 
única configuración espacial que le confiere su funcionalidad biológica (configuración 
nativa). Es importante mencionar que Pauling amplía el concepto de configuración nativa 
en 1940 para poder explicar el reconocimiento estructural de los anticuerpos por sus 
antígenos, considerando la existencia de varias configuraciones nativas de energía 
similar[7]. Esta idea de múltiples configuraciones nativas fue también derivada por Karush 
en 1950 para explicar las diferentes afinidades de unión para distintos ligandos que 
presentaba la seroalbúmina bovina[8]. Karush proponía de forma temprana la existencia de 
un estado conformacional nativo representado por múltiples configuraciones en equilibrio 
termodinámico, a lo que él denominó “adaptabilidad configuracional”. 
Desafortunadamente, su trabajo no tuvo repercusión sino hasta años recientes. 
Hay que destacar que, hasta fines de la década del 50, no se conocía ninguna estructura 
tridimensional de proteína, siendo la mioglobina de cachalote (del inglés sperm whale) la 
primera resuelta por difracción de rayos X (en adelante DRX) y publicada en marzo de 
1958[9]. Ésta fue la primera biomolécula donde se afrontó una alta complejidad para 
resolver su estructura utilizando la técnica de DRX debido a que tenía 1200 átomos (sin 
contar los átomos de hidrógeno). Anteriormente, la más compleja había sido la vitamina 
B12, con sólo 93 átomos. 
El tercero de los modelos que da una explicación alternativa para la relación estructura-
función fue presentado en 1965 por Monod, Wyman y Changeux (MWC), al que 
denominaron modelo del “pre-equilibrio”[10]. La hipótesis planteada por MWC se basa en 
la pre-existencia de al menos dos estructuras de una misma proteína que se encuentra en 





(entendiendo a un confórmero como todas aquellas estructuras tridimensionales estables 
que adopta una estructura primaria producto de la rotación en el espacio de sus enlaces 
simples y que se corresponden a un mínimo de energía potencial), define la diversidad 
conformacional de dicha biomolécula, esto es el conjunto de diferencias estructurales entre 
confórmeros. Se ampliará este concepto en la siguiente sección. 
Monod, Wyman y Changeux extendieron el concepto de flexibilidad de las proteínas, 
considerando un equilibrio marcado entre las estructuras posibles que pudieran darse 
naturalmente por los cambios conformacionales (cambios producidos a nivel de 
interacciones entre residuos) de forma termodinámicamente estable. Claramente, este 
modelo logra definir un nuevo concepto de estado nativo, semejante a lo propuesto ocho 
años antes por Karush[8], donde éste nuevo estado funcional estaría representado por 
varias estructuras y no así por una única como plantean los dos modelos previos (llave y 
cerradura y ajuste-inducido). 
Como bien dijimos, una diferencia sustancial con los otros modelos es la pre-existencia 
de confórmeros en ausencia de ligando. Para formular este concepto, Monod-Wyman-
Changeux tuvieron en cuenta las cristalizaciones llevadas a cabo por Perutz en 1960[11] 
como primera evidencia experimental acerca de la existencia de dos conformaciones 
distintas para una proteína (la hemoglobina) en ausencia de ligando. Ahora, una vez que se 
tiene la presencia del ligando, aquellas conformaciones presentarán diferentes afinidades 
por el mismo, provocando así un desbalance en el equilibrio de las poblaciones que dará 
como resultado un desplazamiento hacia la población del confórmero seleccionado que aún 
no ha unido el ligando. Es por esto último que a este modelo de MWC también se lo conoce 
como modelo de “selección conformacional”. Podemos representarlo de la siguiente 








𝑃𝑃 ⇄ 𝑃𝑃∗ + 𝐿𝐿 ⇄ 𝑃𝑃∗𝐿𝐿 
Figura 1.3: Modelo esquemático de “pre-equilibrio”. La enzima se encuentra en dos conformaciones, P y P*. El 
sustrato es L. Como puede observarse, el confórmero P posee un sitio de unión diferente a P*. 
 
Generalmente los procesos biológicos involucran fenómenos que pueden interpretarse 
con al menos uno de éstos dos últimos modelos, siendo, en primera instancia, mediante 
selección conformacional seguido de ajuste inducido. En la figura 1.4 se muestra, de manera 
gráfica, cómo estos 2 modelos pueden explicar lo observado en un evento de 
reconocimiento para un determinado ligando. 
Figura 1.4: Representación gráfica del proceso de reconocimiento molecular. Existe un ciclo 
termodinámico en donde puede estar involucrado el mecanismo de ajuste inducido o selección 
conformacional. En la selección conformacional, la conformación roja (P2) se encuentra preexistiendo en 
el ensamble de conformaciones y es más competente en poder unir el ligando (L). Las constantes de 
velocidad cinética y termodinámica pueden determinar si el proceso se produce por el mecanismo de 





Los años posteriores a la publicación de los últimos dos modelos cambiaron el paradigma 
de comprender la función de las biomoléculas, en especial de las proteínas, desde la rigidez 
y exactitud geométrica hacia la flexibilidad (dinámica) y diversidad conformacional. Como 
anunció de forma metafórica en 1975[14] el argentino Gregorio Weber[15] (en 
contraposición a pensar a las proteínas de forma rígida y fuera de su estado en solución), 
las proteínas “gritan y patalean”. 
Traducción de cita textual en párrafo de [14]: 
…el modelo de molécula de proteína que resulta de las observaciones cristalográficas de 
rayos X es una proteína “platónica”, bien removida de su perfección de molécula 
“estocástica” pataleando y gritando que inferimos debe existir en solución. 
Si observamos cada uno de los tres modelos previamente descritos, podemos decir que 
los dos primeros definen un único estado nativo (única conformación) y el último, otro tipo 
de estado nativo (múltiples conformaciones). Si lo definimos en términos de la teoría de 
paisajes energéticos[16], haciendo hincapié en la teoría del plegado proteico (figura 1.5) 
con una visión simplificada del modelo de embudo[17–20] (figura 1.6), reconoceríamos dos 
tipos de fondos: uno liso, con un único pico, y otro rugoso, con varios picos de energía 
semejante. Esto podemos representarlo de manera gráfica, entendiendo a la curva 
mostrada como la descripción de la energía libre de Gibbs de un único tipo de enlace simple 






Tabla 1.1: En la siguiente tabla se muestran los gráficos de los tres modelos previamente 
explicados, donde se logra apreciar una descripción del fondo del embudo. En los estados nativos 
únicos, se observa un punto rojo en el fondo del embudo y se corresponde al mínimo de energía. 
En el estado nativo múltiple se aprecia un recuadro de línea negra entrecortada que encierra la 
región última del embudo con varios estados en equilibrio de energía mínima semejante. 














Figura 1.5: Esquema conceptual de la teoría del plegado proteico. El proceso de plegado de 
una proteína no sigue un camino único y específico, por el contrario, su plegamiento puede 
describirse en forma de un embudo energético en el cual la proteína puede adoptar 
diferentes plegamientos lo que la conlleva a seguir diferentes rutas energéticas en pos de 
minimizar su energía y llegar al estado nativo. El fondo del embudo, en este caso, rugoso, 
describe el estado nativo de la proteína formado por un conjunto de confórmeros en 
equilibrio, con relativamente menor energía que los estados desnaturalizados. Como puede 
observarse, la apertura del embudo está dominada por la enorme cantidad de estados 
desnaturalizados y de ahí la gran entropía en ese punto del proceso. E es la energía libre; Q 








Figura 1.6: En la siguiente figura se muestran diferentes paisajes energéticos. A – representación del paisaje característico 
de la paradoja de Levinthal (paisaje tipo campo de golf) donde el plegado está dominado por la búsqueda conformacional 
difusional. B – Idem que la representación A aunque se asume la existencia de una ruta de plegado característica hasta 
llegar al estado nativo. C – Paisaje liso y de plegado rápido. En este paisaje con forma de embudo se asume que a medida 
que se incrementan los contactos en la cadena y disminuye su energía interna, su libertad conformacional también se ve 
reducida. D – Este paisaje (paisaje de embudo con fosa) presenta el plegamiento rápido (trayectoria “A”) y por otro lado 
un plegamiento más lento debido a la presencia de una trampa cinética (trayectoria “B”). E – Paisaje rugoso. En este tipo 
de paisaje energético existen trampas cinéticas y barreras energéticas, siendo la representación más aceptada para 
biomoléculas que presentan estructuras ordenadas. Imagen adaptada de [21]. 
Este último concepto de estado nativo se ha ampliado a “ensamble nativo”[22] y 
representa las distribuciones estadísticas de las poblaciones de los confórmeros de menor 
energía libre de Gibbs que se encuentran en equilibrio termodinámico. Como es de 
suponer, esta definición es válida para todas las biomoléculas. 
La utilización de paisajes energéticos ha logrado avanzar en la conceptualización del 
plegado de proteínas, permitiendo poder re-evaluar la paradoja de Levinthal, rutas de 
plegamientos y presencia de embudos lisos o rugosos[21]. Esta visión de paisaje energético 
en forma de embudo es ampliamente utilizada para explicar la relación termodinámica-
cinética en el plegado de proteínas e interacción de unión con ligandos y biomoléculas. 
Básicamente, se busca comprender la/s función/es biológica/s desempeñada/s conociendo 
una información estadística detallada de los ensambles conformacionales junto con sus 
fluctuaciones termodinámicas[23]. Como se verá en la siguiente sección, la nueva visión de 
estos paisajes energéticos deja de considerarlos estáticos para describirlos como paisajes 
energéticos dinámicos[24,25]. 
Si nos remitimos a otras biomoléculas, como por ejemplo a los ácidos ribonucleicos 
(ARNs), encontraremos que también pueden desarrollarse estudios en el plegado y en la 






1.2 Diversidad conformacional 
Como se ha mencionado anteriormente, la definición de ensamble nativo aplica a todas 
las biomoléculas. Lo que no se ha dicho aún es el grado de heterogeneidad que puede 
presentar un ensamble nativo. Esto último está asociado a la diversidad de confórmeros 
nativos en equilibrio y puede apreciarse gráficamente como un fondo rugoso del embudo 
representado en un paisaje energético. Allí podríamos observar fondos más rugosos que 
otros, de mayor o menor extensión dependiendo de la energía relativa de los distintos 
confórmeros. Esta extensión heterogénea de poblaciones de confórmeros nativos 
coexistiendo en equilibrio termodinámico, separados por barreras energéticas semejantes, 
está definida como diversidad conformacional. 
Podemos decir entonces que todas las biomoléculas presentan diversidad 
conformacional, lo cual es una propiedad intrínseca y, en nuestro caso, de interés biológico. 
Justamente, si lo pensamos detenidamente, estamos desafiando el paradigma de “una 
secuencia, una estructura, una función”. Es por eso que cuando hablamos de función 
biológica, la visión actual establece “una secuencia, un ensamble, al menos una función”. 
Para no dejar lugar a pequeños malos entendidos, cuando pensamos la diversidad 
conformacional debemos lograr apreciar aquellas conformaciones que presentan un 
vínculo directo con la función biológica. Es decir, debemos entender que, de todas las 
posibles conformaciones nativas que existan para una biomolécula dada, incluyendo las 
más mínimas diferencias energéticas o poseyendo coordenadas de conformación 
prácticamente iguales, nos interesará establecer la relación entre las proporciones relativas 
de los confórmeros y la función biológica. Poder determinar y asignar de manera acertada 
la función biológica (o al menos una de ellas) para una biomolécula es un reto muy complejo 
y para nada fácil de realizar, permaneciendo como un tema central a trabajar en este nuevo 
siglo. 
Si nos remontamos a los inicios de las primeras evidencias experimentales de 
confórmeros en equilibrio, debemos mencionar el trabajo realizado por Perutz hacia fines 





obtuvo por DRX la estructura de dos confórmeros de la hemoglobina en ausencia de 
ligando, el confórmero R (relajado, “relaxed” en inglés) y el T (tenso, “tense” en inglés). El 
calificativo del estado de rigidez es dado por la ausencia o presencia de un mayor número 
de interacciones débiles intermoleculares. La función biológica de la hemoglobina es la de 
transportar oxígeno en la sangre. Para lograrlo, la hemoglobina debe poder unir la molécula 
de oxígeno el tiempo suficiente para que sea transportada través del sistema circulatorio y 
finalmente ésta pueda ser liberada. Esta unión y liberación del oxígeno está explicada en 
términos de las constantes de afinidad de los confórmeros (Kd) y de sus constantes cinéticas 
(kon y koff). De este trabajo surgió la teoría del pre-equilibrio (MWC) discutida anteriormente. 
Como vemos, la diversidad conformacional evidenciada en la hemoglobina por DRX, junto 
a la teoría del pre-equilibrio, han aportado herramientas para poder formular un modelo 
que pudiera explicar mejor la función biológica de dicha biomolécula. 
Inicialmente, el concepto de diversidad conformacional fue introducido por Pauling en 
1940 para explicar la unión de los anticuerpos[7] y ampliado por Karush en 1950[8], ambos 
trabajos fueron previos a tener conocimiento de información estructural a nivel atómico. A 
pesar de que a lo largo de los años se ha incrementado exponencialmente la información 
estructural a nivel atómico, muchas veces la dinámica conformacional de las moléculas no 
es tenida en cuenta para poder entender su función biológica. Esta mirada lleva consigo la 
idea equivocada de pensar a las estructuras de las biomoléculas de forma estática y no 
dinámica (en ausencia o presencia de ligandos); aisladas y no en constante interacción con 
el medio; sin interaccionar y no interaccionando con múltiples (bio)moléculas; sin formar 
complejos; entre otros.  
Actualmente, la diversidad conformacional tiene un rol clave en el concepto de selección 
conformacional[13], inicialmente introducido en el modelo MWC. El modelo de selección 
conformacional considera la existencia de confórmeros en equilibrio previo a la unión de 
algún ligando, presentando cada uno de ellos diferentes afinidades de unión. Una vez que 
el ligando se ha unido preferentemente a alguna de estas conformaciones, se dice que se 





hacia este mismo. Esta selección ocurre sin que el ligando haya inducido un cambio 
conformacional, como lo propone el modelo de Koshland. 
Ahora, si nos detenemos a pensar en los movimientos que experimentan las estructuras 
en sus medios (extra)celulares, debemos pensar en las dinámicas de las mismas. No solo 
alcanza con poseer información espacial para entender cómo funciona una biomolécula: 
una descripción abarcativa y detallada implica tener al tiempo presente como cuarta 
dimensión. El estudio de la dinámica de biomoléculas es un campo con gran impacto en la 
relación estructura-función. Entonces, si nos enfocamos en describir estos movimientos 
desde la perspectiva de los paisajes energéticos, veremos paisajes rugosos con “valles y 
montañas”. Así, para proteínas, podemos encontrar diferentes niveles dinámicos que 
describen las fluctuaciones de movimientos en diferentes tiempos. En la figura 1.6 se 
esquematiza un corte transversal del paisaje energético de los movimientos de proteínas y 
las principales técnicas empleadas para medir éstos mismos. 
Figura 1.6: El paisaje energético está definido por la amplitud y escala de tiempo de los movimientos de las proteínas. A – 
Se observa un corte transversal unidimensional del paisaje energético multidimensional. En él se muestra la jerarquía de 
los diferentes niveles de movimientos definidos por Frauenfelder[16] donde se observan las barreras y escalas de tiempos 
en que éstos son llevados a cabo. Un estado es definido como un mínimo en la superficie de energía, donde el estado de 
transición es el máximo entre los pozos. Las poblaciones de los estados A y B en el nivel 0 (𝜌𝜌𝐴𝐴, 𝜌𝜌𝐵𝐵) son definidas como 
distribuciones de Boltzmann basadas en su diferencia de energía libre(∆𝐺𝐺𝐴𝐴𝐵𝐵). La barrera entre estos estados (∆𝐺𝐺‡) 
determina la tasa de interconversión 𝑘𝑘. En los niveles inferiores se producen las fluctuaciones más rápidas entre muchos 
subestados relacionados dentro de cada estado de nivel 0. Un cambio en el sistema, por ejemplo, producto de la unión 
con un ligando, mutación(es) o condiciones externas, produce un cambio en el paisaje energético (de línea azul a celeste 
o viceversa) el cual se evidencia en un cambio en el equilibrio entre los estados conformacionales. B – Escala de tiempo 
de cada proceso dinámico. Se detallan los diferentes métodos experimentales empleados para la detección de las 





Debemos notar que, dependiendo la escala de tiempo en que se desarrollan los 
procesos, se pueden observar ciertos tipos de movimientos característicos. Para cada nivel 
de movimiento se corresponden métodos específicos, por ejemplo, las transiciones lentas 
entre conformaciones se suelen registrar con diferentes métodos experimentales de alta y 
baja resolución (ver figura 1.6 - B). A su vez, como mencionamos en la sección anterior, 
estos paisajes energéticos no son estáticos, sino que poseen un dinamismo que depende 
de las condiciones del entorno y/o de la unión a otras (bio)moléculas. Ésto se observa 
gráficamente en las líneas de azul oscuro a celeste de la figura 1.6 – A y en la figura 1.7 
donde el paisaje energético de la proteína E-THF cambia al unir el cofactor NADPH durante 
el proceso de selección conformacional. 
Figura 1.7: La dinámica conformacional de la enzima dihidrofolato reductasa es dependiente de ligando[32]. El paisaje 
energético del complejo binario (E-THF) cambia al unir el cofactor NADPH (paisaje dinámico). En el proceso de unión, se 
selecciona el confórmero azul (complejo binario) y, luego de la unión del NADPH, se ve energéticamente favorecido el 
complejo terciario (E-THF-NADPH, complejo también azul debido a similitud estructural). Como puede observarse, luego 
de la unión del NADPH y posterior redistribución del ensamble conformacional, se ve favorecida la presencia de un nuevo 
confórmero, en este caso, de color amarillo. Imagen adaptada de [13]. 
 
Un ejemplo paradigmático de selección conformacional es el de la ubiquitina, que a 
través de su ensamble nativo debe poder reconocer y unir diversas proteínas. En la figura 
1.8 se puede observar de forma gráfica cómo cambia el paisaje energético de la ubiquitina 
al unirse a 4 proteínas diferentes. Para concluir, podemos decir entonces que, los ensambles 






Figura 1.8: Cambio del paisaje energético de la ubiquitina al unirse con diferentes proteínas. Los estudios de NMR indican 
que todas las conformaciones que se unen a cada proteína se encuentran presentes en ausencia de ellas. Actualmente, se 
tienen 46 estructuras cristalizadas del ensamble conformacional de la ubiquitina, aunque en esta imagen sólo se muestran 
5 de ellas (códigos PDB 1F9J, 1S1Q, 1XD3, 2D36 y 2G45). Los paisajes energéticos mostrados son hipotéticos ya que se 
desconocen las poblaciones relativas y las barreras energéticas que separan cada uno de los confórmeros en el ensamble. 
Imagen adaptada de [13]. 
 
Es importante mencionar que no todos los paisajes energéticos suelen poseer una 
profundidad apreciable. Existen biomoléculas, por ejemplo, las proteínas intrínsecamente 
desordenadas (IDP, del inglés Intrinsically Disordered Protein) cuyos paisajes energéticos 
carecen de picos pronunciados. Ésto puede observarse con notoriedad en la figura 1.9 
donde se comparan paisajes energéticos de IDP y no-IDP. Estas proteínas, que pueden ser 
total o parcialmente desordenadas, desafían la relación estructura-función ya que son 
funcionales sin adquirir un estado globular y de estabilidad característica. Desde un punto 
de vista evolutivo, estas proteínas demuestran que el hecho de tener una estructura 3D 





conformacional en éste tipo de proteínas tiene un rol aún más importante que excede el 
objetivo de éste trabajo y está siendo arduamente investigada[33–37]. 
Figura 1.9: Clásicos paisajes energéticos para proteínas. Como puede apreciarse, en el paisaje energético que se muestra 
a la izquierda, se observan diferentes picos de embudos siendo uno de ellos claramente más pronunciado y profundo que 
el resto. Éste pico se corresponde a aquellas estructuras que poseen las menores energías libres en sus estados 
conformacionales. Por otro lado, en el paisaje de la derecha, se observan muchos picos con energías libres semejantes. 
Estos picos se corresponden a conformaciones que carecen de estructuras de estabilidad apreciable, siendo la fluctuación 
entre las diferentes conformaciones lo que mayormente ocurre. Además, una proteína que tenga un gran número de 
picos con energías semejantes, transitará un menor tiempo en cada conformación. Imagen adaptada de [38]. 
 
Por otro lado, la dinámica de los ARNs también es de suma importancia para el 
desempeño de su función biológica[39–41]. Muchos de los procesos celulares donde se ve 
involucrado el ARN, se producen en una escala de tiempo desde los picosegundos a 











Figura 1.10: Diagrama temporal de los procesos dinámicos en el ARN y las correspondientes 
técnicas biofísicas que pueden aplicarse para su caracterización. Imagen adaptada de [40].  
 
Antes de continuar con ejemplos biológicos característicos de la dinámica de ARNs, 
debemos hacer notar que recién en el año 2014 se propuso la primera clasificación 
detallada de niveles dinámicos para el ARN[41]; y si lo comparamos con el propuesto por 
Frauenfelder en 1991 para proteínas[16], nos encontramos con una separación de casi 25 
años. Esta clasificación establece 3 niveles dinámicos que, descritos sobre la base de los 
estados conformacionales separados por barreras energéticas, se diferencian de la 





distinta estructura secundaria (es el nivel que implica movimientos más lentos); el nivel-1 
es aquel donde las conformaciones presentan diferencias de apareamiento de bases; y por 
último el nivel-2 es aquel donde las conformaciones presentan estructuras secundarias y 
apareamiento de bases similares pero difieren en otros aspectos en su estructura, producto 
por ejemplo de dinámicas de regiones interhélices y dinámica de loops (es el nivel más 
rápido). Una representación gráfica de los niveles dinámicos en ARNs puede observarse en 
la figura 1.11. 
Figura 1.11: Representación gráfica de los diferentes niveles dinámicos en moléculas de ARNs. En el nivel más 
bajo, el Nivel 0, ocurre la dinámica de estructuras secundarias y las conformaciones se encuentran en fosas anchas 
separadas por barreras de energía libre muy bien definidas. Dentro de cada fosa de estructura secundaria, se 
llevan a cabo movimientos/arreglos locales alternativos de emparejamiento de bases que definen la dinámica del 
Nivel 1. Estos movimientos incluyen fusión de pares de bases (izquierda, azul), reorganización (extremo derecho, 
rojo) y emparejamiento terciario (verde). Cada fosa de emparejamiento local, a su vez, define un conjunto 
limitado de conformaciones tridimensionales con transiciones entre estas fosas que constituyen la dinámica del 
Nivel 2. Estas dinámicas incluyen dinámica de bucle (izquierda, roja) y dinámica de interhélices (derecha, verde). 
Aunque la dinámica de interhélices y la dinámica de bucle tienen alturas de barrera similares, debido a la mayor 
cantidad de coordenadas involucradas, la dinámica de interhélices suele ocurrir más lentamente (posee una 





A modo de ejemplo en cómo la dinámica de cambios conformacionales del ARN se ve 
reflejada en su función biológica podemos citar el caso de regulación traduccional del 
riboswitch de adenina[42], donde se establece un equilibrio de tres estados 
conformacionales dependientes de la temperatura y uno de ellos posee alta afinidad de 
unión por la adenina (efector). Además, en la conformación que une adenina los sitios de 
inicio de la traducción y unión al ribosoma se encuentran libres. Es por esto que, a 
temperatura ambiente y en presencia de adenina, ésta se une al confórmero con mayor 
afinidad (selección conformacional) permitiendo que éste se estabilice, desplace el 
equilibrio, aumente la población de confórmeros con sitios de unión a ribosoma e inicio de 
la traducción libres y se produzca la activación de la traducción. En la figura 1.12 se puede 
observar dicho ejemplo.  
Figura 1.12: Equilibrio de tres estados de estructuras secundarias del riboswitch de adenina. En la conformación unida 
a adenina, tanto el codón de inicio (verde) como el sitio de unión al ribosoma (rojo) están expuestos, dando comienzo 
al proceso de traducción. La dependencia de la temperatura en el equilibrio de las estructuras secundarias de las 
formas apo (sin adenina unida) compensa el aumento de la afinidad por el ligando de la conformación competente a 
baja temperatura [42]. Las constantes de velocidad y equilibrio corresponden a las medidas a 25 ° C. Imagen adaptada 
de [41]. 
 
Por otro lado, también existe regulación a nivel transcripcional mediada por efectores 
como la temperatura[43], moléculas pequeñas[44], metales[45], pH[46], proteínas[47], 
otros ARNs[48], etc; todos producen la estabilización del confórmero seleccionado 
permitiendo así continuar con la transcripción. El intercambio entre las conformaciones con 





debido a las altas barreras energéticas que las separan, a menos que algún tipo de 
intervención externa ocurriera. En la figura 1.13 se pueden observar dos ejemplos gráficos 
de cómo los efectores pueden regular la transcripción. 
Figura 1.13: Ejemplos de regulación transcripcional mediada por confórmeros de ARNs. A – Regulación transcripcional de 
un riboswitch de adenina. La unión de la adenina (ligando) estabiliza al confórmero que la une, esto produce el secuestro 
de residuos que de otra manera se aparearían con secuencias transcritas corriente abajo dando lugar a la formación de la 
horquilla de terminación que se ve favorecida termodinámicamente. B – Regulación transcripcional de un riboswitch SAM- 
I. El Mg+2 favorece la formación del ensamble conformacional estabilizados por la presencia de interacciones terciarias 
(tipo pseudoknots) e inicia la fase de sensado. Luego, la presencia de SAM-I selecciona un confórmero del ensamble 
(selección conformacional) con posteriores cambios en la conformación (ajuste-inducido) permitiendo así la formación de 
la horquilla de terminación. En ausencia de SAM-I, el extremo 3’ del dominio P1 es libre de formar interacciones 
alternativas, ésto estabiliza la horquilla antiterminación y permite que el proceso de transcripción continue. Imágenes 





Por último, mencionaremos dos ejemplos más, uno correspondiente al nivel 1 y el otro 
al nivel 2. En el nivel 1 podemos encontrar 4 clases de dinámicas diferentes en 
apareamiento de bases, siendo (a) fusión de pares de bases (del inglés base-pair melting), 
(b) reorganización de pares de bases (base-pair reshuffling), (c) isomerización de pares de 
bases (base-pair isomerization) y (d) interacciones terciarias de largo alcance (long-range 
tertiary interactions). En la figura 1.14 se esquematizan estas 4 clases y se presenta el 
ejemplo de la reorganización de bases en la conformación mayoritaria del sitio A ribosomal 
durante el proceso de reconocimiento de la minihélice codón-anticodón del complejo 
mRNA/tRNA[50]. 
Figura 1.14: A – Clases de movimientos del Nivel 1. B – Dinámica de las conformaciones mayoritaria y minoritaria del sitio 
A del ribosoma en presencia/ausencia del complejo mRNA/tRNA. Como puede observarse en la conformación mayoritaria 
(P ~ 97,5%), los residuos A1492 (A92) y A1493 (A93) pueden interaccionar y estabilizar el complejo mRNA/tRNA. La 
conformación minoritaria secuestra estos residuos, inhibiendo la decodificación e interrumpiendo el puente de 





Cuando el ribosoma interacciona con la minihélice codón-anticodón del complejo 
mRNA/tRNA, se estabilizan pares de la hélice para prevenir la pronta disociación del tRNA. 
Luego, el complejo quintenario cambia su conformación para producir la activación la de 
hidrólisis del GTP en el factor de elongación. Debemos notar que este tipo de interacción 
dinámica tan precisa es una interacción terciaria que posee su propia dinámica finamente 
regulada durante el complejo proceso de decodificación de la información. 
La diversidad conformacional de cualquier biomolécula puede relacionarse con la 
evolución molecular. La ubiquitina es un ejemplo clave, pues su ensamble conformacional 
ha evolucionado para contener un gran número de subestados conformacionales, dejando 
entrever que quizás haya evolucionado para permitir un gran número de diversos patrones 
de interacción o, dicho de otra forma, los patrones de interacción han aprovechado la 
diversidad conformacional preexistente de la ubiquitina. Una situación similar se produce 
en la relación anticuerpos-antígenos[52]. Segundo, cuando la secuencia de una biomolécula 
adopta diferentes conformaciones, menor tiempo atraviesa en cada una de ellas. A su vez, 
cuando la diversidad conformacional de una biomolécula se ve reducida, la variabilidad 
(capacidad de aceptar mutaciones una conformación) y la capacidad de evolucionar, es 
decir, la probabilidad de alcanzar mejores estados de fitness a través de la variabilidad, 
decrecen fuertemente[53]. Y considerando al evento de duplicación de genes como un 
mecanismo de evolución eficaz en la generación de nuevas funciones, debido a que una de 
las copias mantiene la función mientras las otras evolucionan para dar nuevas funciones; 
diremos que lo mismo se puede pensar con la presencia de diversidad conformacional en 
alguna biomolécula. Entonces, supongamos la evolución de una población de una cierta 
biomolécula. Si ésta población la representamos con un cierto número de individuos que, 
además, cada una de ellas sólo tiene una única conformación en su estado nativo, éstas 
tendrán un determinado fitness, donde algunas pueden encontrar leves mejores estados 
que otras, permitiéndole así a la población posicionarse sobre ciertos picos en el paisaje de 
fitness (del inglés “fitness landscape”). Esta condición de única conformación reduce 
considerablemente -a nivel poblacional- la posibilidad de alcanzar los estados más altos en 





de una conformación en su estado nativo, se incrementa fuertemente la posibilidad de 
alcanzar los picos más altos del paisaje de fitness a la población. Esto último puede 
apreciarse gráficamente en la figura 1.15. 
Figura 1.15: Representación gráfica simplificada del proceso de evolución molecular de una población en un paisaje de 
fitness considerando moléculas con única conformación (arriba) y múltiples conformaciones (abajo). Los picos 
















Hemos presentado conceptos fundamentales sobre propiedades intrínsecas de las 
biomoléculas (proteínas como ácidos nucleicos) que contribuyen a nuestra comprensión de 
cómo llegan a desempeñar sus funciones biológicas. Como es de esperar, la mayoría de los 
conceptos tratados han surgido y se han basado en proteínas. Nosotros nos abocaremos a 
estudiar los ARNs, entendiendo que el conocimiento con el que se cuenta de ellos 
actualmente ha venido creciendo en forma considerable los últimos 30 años.  
Con intención de poder contar qué nos ha motivado a realizar este trabajo final, 
enunciaremos algunos de los principales sucesos que han contribuído en la 
contemporaneidad de la biología molecular del ARN. Podemos decir que el primer hito en 
la biología molecular del ARN fue el descubrimiento de la actividad autocatalítica del intrón 
del grupo I de Tetrahymena (1982), el cual les valió el premio Nobel de química a Thomas 
Cech y Sidney Altman en 1989, dejando asentado la importancia de las ribozimas en la 
biología y fortaleciendo la teoría del “mundo del ARN”. El hecho impactó fuertemente en la 
comunidad científica de entonces, ya que se sabía muy poco de los otros roles que 
desempeña el ARN, exceptuando el de ser portador de la información genética. Otro paso 
en la dilucidación de la biología del ARN, a pesar de que ya se tenía conocimiento de su rol 
regulador posttranscripcional[55,56], fue la demostración de la regulación génica por ARNs 
de interferencia en 1998[57]. Esto también valió otro premio novel, en este caso de 
Fisiología o Medicina, a Andrew Fire y Craig Mello en 2006. Más recientemente, las nuevas 
tecnologías de secuenciación brindaron la posibilidad de obtener con relativa sencillez la 





acelerada una gigantesca cantidad de información secuencial, cuyo volumen impide 
comprender por completo su participación en procesos biológicos. Teniendo esto en 
cuenta, es importante resaltar unos de los aportes más recientes e inquietantes que 
podemos mencionar al respecto, siendo éste el conocimiento que se tiene sobre la 
transcripción de una gran proporción del genoma humano, superando el 83% del material 
genético total[58,59]. Esto, comparado al material codificante traducido para construir 
proteínas (casi 2% del genoma), no deja de ser simplemente impresionante. ¿Qué podemos 
decir de todas esas moléculas? ¿Qué estructuras tienen? ¿Cuántas de ellas tienen una 
función biológica asociada? ¿Cuál es la relación entre su estructura y su función? Existen 
novedosos trabajos que persiguen estas preguntas[60–66], pero aún restan muchos 
interrogantes por enfrentar. Así como en 1944 la publicación de Avery y colaboradores 
desafió y cambió el paradigma de dónde reside la información biológica; o cuando en 1961 
Monod y colaboradores dieron el primer paso en lograr entender cómo la información 
biológica era transportada del ADN a una proteína, es claro que la biología molecular hoy 
está transitando un avance en la comprensión del rol del ARN. 
2.1 Objetivo general 
El objetivo general de este trabajo se centrará en el estudio del ARNs, desde el campo 
de la biología estructural, haciendo uso de herramientas computacionales y diferentes 
bases de datos biológicas, con el fin de mejorar nuestra comprensión de su relación 
estructura-función. 
2.2 Objetivos específicos: 
• Crear una base de datos de diversidad conformacional de ARNs. 
• Anotar dicha base con propiedades biológicas. 












 Materiales y métodos 
Biología estructural del ARN 
3.1 El comienzo, el dogma central y las primeras 
evidencias 
Se puede decir que la biología estructural del ARN comienza a desarrollarse luego del 
modelo de la doble hélice de ADN presentado por J. Watson y F. Crick el 25 de abril de 
1953[67]. Nada se conocía de la estructura tridimensional del ARN, tampoco de los tipos de 
ARNs y menos sobre sus roles biológicos. Sí se conocía su localización celular, diversidad de 
tamaños y su posibilidad de formar estructuras ramificadas mediante el grupo hidroxilo (-
OH) del C2’de la ribosa. Comparado al ADN, estas diferencias sumaban incertidumbre sobre 
todo en lo referido a su estructura. A pesar de presentar dificultad técnica en la obtención 
de ARN puro para la realización clara de patrones de difracción, ya para fines de la década 
de 1950 se había demostrado que el ARN podía formar estructuras de doble hélices ARN-
ARN[68], ARN-ADN[69] y triple hélices ARN-ARN-ARN[70,71].  
Fue en 1957 que F. Crick anuncia la hipótesis del adaptador molecular y el dogma central 
de la biología molecular[72]. Ya para 1958 se logra aislar el primer ARN que aportaría 
evidencia sobre la hipótesis del adaptador molecular (tRNA) involucrado en la síntesis de 
proteínas[73]. Aún quedaba por demostrar cómo la información contenida en el ADN era 
transportada/transferida a la síntesis de proteínas. Luego de años de erróneas hipótesis y 
equivocadas interpretaciones de resultados experimentales por diferentes grupos de 





años 60, el primer mRNA. En mayo de 1961, su trabajo culminará en el artículo demostrando 
la existencia de la molécula encargada de transportar la información genética desde el DNA 
al ribosoma para que se produzca la síntesis de proteínas[75]. Por acuerdo previo entre los 
autores, el mismo día en que se publicó el artículo de Brenner-Jacob-Meselson, también se 
publica el artículo liderado por F. Gros en que demuestra la existencia de un ARN vinculado 
a la síntesis de proteínas, éste era diferente al ribosomal y tRNA[76]. Ese mismo mes de 
mayo también sale publicado el trabajo de Jacob y Monod (enviado en diciembre de 1960) 
donde anuncian su modelo de regulación génica en la síntesis de proteínas[77], que ya 
contaba con la idea de la existencia del mRNA. La primera evidencia que una molécula de 
ARN provenía del ADN fue publicada en 1962[78], cuando se logró demostrar que el tRNA 
de E.coli se hibridaba con el ADN del genoma de E. coli. En ese momento, comprobar la 
existencia de la formación de una doble hebra híbrida (ADN-ARN) era una fuerte evidencia 
para proponer un mecanismo sobre cómo la información genética era transferida. 
Se estaban formando así las bases para el entendimiento de cómo la información 
biológica, contenida en el ADN, es transportada en forma de mRNA hasta el ribosoma y, con 
ayuda del adaptador de Crick (tRNA), es traducida a una proteína. Rápidamente se logró 
descifrar el código genético[79], sentando así las bases de la biología molecular. 
Paralelamente, el tRNA era objeto de estudio y recién en 1965, luego de desarrollar el 
primer método de secuenciación de oligonucleótidos largos[80], R. Holley y colaboradores 
logran evidenciar por primera vez la estructura primaria de una molécula de ARN biológica, 
el ARN de transferencia de alanina (tRNAAla) de levadura[81]. En dicho trabajo también 
dejan asentado, de forma especulativa, una primera hipótesis de tres posibles estructuras 
secundarias que ésta adoptaría en solución (figura 3.1.1), aclarando que, cualquiera sea la 
conformación real, dependería de las condiciones de la solución. 
Claramente, el trabajo de Holley tiene presente la idea de que las biomoléculas 












Figura 3.1.1: Representación esquemática realizada por Holley y 
colaboradores en 1965 sobre tres conformaciones posibles del 
tRNAAla. En cada una de ellas puede observarse pequeñas regiones 







La primera molécula de ARN a la cual se le conoció su información tridimensional fue el 
tRNAPhe de E. coli. Esta evidencia experimental, luego de varios intentos fallidos y de baja 
resolución cristalográfica[82,83,84], fue presentada en 1974 con una resolución de 
3 Å[85,86]. El largo proceso implicó una mejora en los métodos de purificación de tRNA 
durante la década del 60 y también en las condiciones de cristalización[82]. En la figura 
3.1.2 se puede observar el modelo propuesto. 
Figura 3.1.2: A – Trazado de toda la cadena completa del tRNAPhe de levadura a 4Å de resolución. La forma indica diferentes 
segmentos de horquilla-loop. La molécula muestra una clara forma de “L”[84]. B – Secuencia del tRNAPhe de levadura en 
su configuración on forma de trébol. Las bases encerradas por círculos son constantes en todos los tRNAs, mientras que 
los círculos punteados indican las posiciones que son ocupadas constantemente por purinas o pirimidinas. Los triángulos 
blancos y negros indican la accesibilidad de ser modificados químicamente, siendo accesibles y no accesibles, 
respectivamente[85]. C – Estructura tridimensional completa del tRNAPhe de levadura publicada en 1974[85].  
 
Una de las principales evidencias que demostró la información estructural del tRNAPhe 
fue la observación de interacciones terciarias, fundamentalmente entre sus dos brazos. 
También, observar la forma de “L” del tRNA junto a la presencia de múltiples nucleótidos 
modificados. Todas estas evidencias dieron lugar a plantear nuevos interrogantes en la 
biología del ARN, especialmente debido a su capacidad de formar estructuras terciarias con 
variadas interacciones nunca antes previstas. Se daba así el comienzo y desarrollo al campo 
de la biología estructural del ARN, pero a un ritmo muchísimo menor comparado al de las 





para conocer la segunda estructura de otro ARN, la del Hammerhead ribozyme (HHR; 
ribozima cabeza de martillo)[87], aunque recién para 2006 se tendrá la primera estructura 
biológicamente relevante de HHR[88,89]. Otro gran paso en la obtención de estructuras de 
ARN se dio en 1996, cuando se logró duplicar el tamaño máximo de una molécula resuelta 
por cristalografía que, hasta por ese entonces, era el tRNA. Esta molécula era el dominio 
P4-P6 del intrón del grupo I de Tetrahymena thermophila y contaba con 160 nucleótidos 
(nt)[90] que comparados con los 75 nt de los tRNAs constituían un progreso importante. 
Como ya se comentó previamente, el progreso en la obtención de estructuras 
tridimensionales de ARN, comparado al de proteínas, comenzó mucho después e incluso se 
dio a ritmo más lento. Esto puede verse de manera gráfica en la figura 3.1.3. También lo fue 
la creación de la primera sociedad dedicada exclusivamente al ARN (The RNA Society - 
https://www.rnasociety.org/) siendo conformada en 1993, produciendo luego la primera 
revista bajo la misma intención en 1995 (http://rnajournal.cshlp.org/)[91]. 
Desde 1974 ha habido un crecimiento sostenido en lo que respecta al conocimiento 
sobre la función y estructura del ARN, así como también el descubrimiento de muchos tipos 
nuevos de ARNs, incluyendo ribozimas, pequeños ARNs nucleares del espliceosoma 
(snRNAs), microRNAs, etc. Hoy en día, bajo los gigantescos avances de nuevas tecnologías 
de secuenciación y/o computacionales, vemos con especial interés esta biomolécula, tanto 
desde el enfoque evolutivo como en lo estructural-predictivo. Así, a pesar de que cada día 
se dan pequeños avances en materia de aplicación, descubrimiento y comprensión de la 





 Figura 3.1.3: A – Evolución temporal de la deposición de estructuras en PDB hasta la actualidad. B – Evolución de deposición en PDB de las principales entradas conteniendo al 





3.2 Estructura química y backbone 
Cuando nos referimos a las biomoléculas debemos tener en cuenta sus arreglos 
espaciales, las interacciones a las que están sometidas, ya sean interacciones intra o 
intermoleculares, sus dinámicas, pero también sus constituyentes. Si nos remitimos en 
describir al ARN, debemos, primero, saber que su estructura primaria está definida por la 
secuencia de nucleótidos de bases nitrogenadas púricas (A: adenina; G: guanina) y 
pirimidínicas (C: citosina; U: uracilo). Un ejemplo esquemático de ello puede observarse en 
la figura 3.2.1.  
Figura 3.2.1: Estructura primaria del ARN “AUGC” dibujada desde el extremo 5’ al 3’. Las bases 
de los ARNs frecuentemente son modificadas, especialmente el tRNAs, donde se suele 
encontrar timina (5 metil uracilo) o pseudouridina (Ψ, contiene enlace glucosídico entre el C5 
de la base y el C1’ de la ribosa). Imagen adaptada de [92]. 
Un aspecto muy importante al momento de estudiar los constituyentes del ARN es saber 
que existen nucleótidos modificados. Esto ocurre frecuentemente en los ARNs lo cual 
redunda en una diversidad en las posibilidades de interacción, impactando de manera 
significativa en la estructura tridimensional, su estabilidad y función biológica[93]. En la 
figura 3.2.2 se pueden observar ejemplos de estas modificaciones para un tRNA. Hoy en día 
se conocen al menos 100 nucleótidos modificados. Existen bases de datos (por ejemplo, 
http://mods.rna.albany.edu/home) encargadas de recopilar y clasificar estos nucleótidos 





Figura 3.2.2: Pares de bases terciarias de la estructura del tRNAPhe de levadura. Se observan varias bases modificadas. Hay que notar que todas las pares de bases terciarias son 





La unidad básica o monómero, que define al polímero de ARN es el nucleótido. Está 
conformado invariablemente por una ribosa fosforilada en el carbono 5’ (C5’) unida a una 
base nitrogenada por el C1’. Su organización secuencial, mediante la unión fosfodiéster con 
el oxígeno 3’ (O3’) del C3’ de la ribosa, delimita un claro esqueleto estructural llamado 
esqueleto “ribosa-fosfato”. Este esqueleto ribosa-fosfato (de ahora en adelante, backbone, 
del inglés de “esqueleto”), posee seis ángulos de torsión (α, β, γ, δ, ε, y ζ). Cada uno de ellos 
pueden moverse condicionadamente en ciertos grados (grados de libertad). A pesar de ello, 
el backbone de los ARNs presentan una gran flexibilidad. Existe, a su vez, un séptimo ángulo 
de torsión (χ) muy importante, aunque no pertenece al backbone, entre el C1’ de la ribosa 
y el N (nitrógeno) de la correspondiente base nitrogenada. Por otro lado, la ribosa tiene sus 
propios ángulos de torsión en el anillo. Preferentemente, en la naturaleza, el anillo de ribosa 
de los ARNs se encuentra en su conformación C3’-endo, lo cual lleva adoptar, al backbone 
de una doble hélice, la conocida forma A-RNA. En la figura 3.2.3 se puede observar un 
esquema de la unidad básica del ARN con sus ángulos correspondientes y también la 
distancia de separación entre los átomos de fósforo consecutivos para las dos mayores 
conformaciones del anillo de la ribosa en los ARNs. 
Figura 3.2.3: A – Representación esquemática de la unidad básica del backbone de ARN con sus ángulos de torsión 
correspondientes. Los nucleótidos se cuentan desde arriba hacia abajo, en la dirección del O5’  O3’. B – Conformaciones 
observadas en las formas de hélices A y B, siendo C3’-endo (arriba) y C2’-endo (abajo) respectivamente. A su vez, se 





Otra forma de estudiar el backbone ribosa-fosfato, es definiendo una unidad de estudio 
diferente, llamada “suite”, que involucra aquellos ángulos de torsión entre dos ribosas 
consecutivas, estos son δ(i-1), εi, ζi, αi, βi, γi y δi. Esto permitió realizar estudios sobre los 
confórmeros detectables, concluyendo así su propiedad rotamérica[100]. De esta definición 
surgió una nomenclatura modular de dos caracteres para cualquier confórmero en una 
secuencia de una estructura (Tabla 3.1). Contar con información estructural permitió 
realizar estudios sobre las conformaciones del backbone del ARN, crear diferentes librerías, 
desarrollar software específico, e identificar 46 familias de confórmeros[100,101]. En la 
figura 3.2.4 se puede observar el backbone de un dinucleótido con los ángulos que 
conforman la suite. 
 
Figura 3.2.4: Backbone del ARN con ángulos de torsión y división de Suite, nucleótido y 
dinucleótido. Las unidades modulares del heminucleótido se muestran a lo largo del 








Tabla 3.1: En la siguiente tabla se muestra la nomenclatura modular de la suite de ARN. Para todos los heminucleótidos: 
(_) Suites con algún ángulo sin definir (se da en terminación de cadena o loops desordenados). Se usa “L” para mayor 
claridad, pero debería estar en minúscula en los estudios computacionales. (!) Conformaciones inusuales: Suites o 
heminucleótidos que no se encuentran en la lista, malos valores de 𝜀𝜀, etc. Entonces, ! denota algo malo o interesante. 
Nota: en la lista de 𝛿𝛿𝜀𝜀𝛿𝛿, el código es un número (significando un símbolo en el rango 002-003 de Unicode) para el primer 
carácter del nombre del confórmero de consenso modular; en las listas de 𝛼𝛼𝛼𝛼𝛼𝛼𝛿𝛿 que describen el segundo carácter de los 
nombres del confórmero, el cógido es una letra (un símbolo >005A en Unicode). Para los ángulos diedros, m significa -60° 






Haber logrado un consenso en la nomenclatura de los confórmeros descriptos por las 
suites correspondientes ha sido un avance en el estudio e interpretación de la información 
estructural. Sin embargo, es necesario decir que hay tres principales problemas en la 
identificación de suites estrechamente relacionadas[101] : las interacciones terciarias que 
las bases, ribosas y fosfatos experimentan entre ellas y con otras moléculas como el agua y 
iones (Mg+2, K+, Na+, etc); la composición de bases de cada especie y más aún, la 
composición de bases en las estructuras secundarias; y las poblaciones de suites que 
estadísticamente necesitan ser significativas para ser detectadas. Posiblemente, dichos 
problemas irán disminuyendo al contar con una mayor cantidad de información 
tridimensional de buena resolución, con una previa evaluación de calidad, como también al 
aumentar la diversidad en la procedencia de la información biológica, buscando así generar 
un mejor dataset de trabajo. 
3.3 Estructura secundaria, terciaria y motivos de 
ARNs 
Las definiciones de estructura secundaria y terciaria rigen para cualquier biomolécula. 
Podemos decir, entonces, que una estructura secundaria de ARN será aquella en donde la 
estructura primaria adopte un arreglo local y que se encuentre estabilizada por puentes de 
hidrógeno; una estructura terciaria de ARN será aquella en donde uno o más tipos de 
estructuras secundarias, de una misma cadena, adopten un arreglo tridimensional estable 
producto de fuerzas de distintas interacciones débiles. 
Como ya vimos, el backbone de los ARNs es muy flexible. Sumado a esto, se sabe que la 
información biológica para la formación de las estructuras terciarias está contenida en la 
estructura primaria, la cual, en este caso, solo tiene como posibilidad de variación los cuatro 
nucleótidos antes descritos. Si lo comparamos con las proteínas, la diversidad en 
monómeros es 5 veces menor, dejando entrever una limitación en la formación de 





de estructuras secundarias muy estables. En la figura 3.3.1 se pueden ver tipos de 
estructuras secundarias. 
 
Figura 3.3.1: Representación simplificada de ejemplos de estructuras secundarias y 
terciarias en ARNs. Las líneas gruesas representan el backbone y las líneas finas las bases 






Al estudiar las estructuras secundarias y terciarias debemos tener en cuenta las 
interacciones que los nucleótidos pueden presentar entre ellos[103–106]. Esto es un 
aspecto de gran importancia en la relación estructura-función. Ahora, si nos enfocamos en 
el estudio de estas interacciones, debemos tener presente una clasificación lo más 
representativa posible[106,107]. Una de las clasificaciones más aceptadas se basa en la 
abstracción geométrica de los nucleótidos en forma de triángulos, donde cada lado está 
simbolizado por interacciones de diferentes grupos químicos funcionales[107,108]. En la 
figura 3.3.2 se resumen las interacciones de pares de nucleótidos posibles. 
Figura 3.3.2: Resumen de la clasificación de Leontis/Westhof para las interacciones de bases. a – Cada nucleótido de ARN 
sin modificar puede ser representado por tres bordes de interacción, Hoogsteen (H), Sugar (S) y Watson-Crick (W). Por lo 
tanto, las bases nucleotídicas poder ser simplificadas y representadas por triángulos. El borde Sugar incluye al grupo 2’ OH 
de las ribosas. b – Para cada par de interacción, los nucleótidos pueden poseer interacciones tipo cis o trans dependiendo 
de cómo se ubiquen respecto del eje imaginario de color magenta que es perpendicular a la interacción entre 2 bordes. 
De forma gráfica, los enlaces glucosídicos que se encuentren sobre el mismo lado del eje corresponde a la configuración 
cis, mientras si se encuentran en lados opuestos se corresponde a la configuración trans. c – Representación esquemática 
de las 12 familias geométricas utilizando la nomenclatura H, S y W, y símbolos de círculos, cuadrados y triángulos, llenos 
o vacíos para las 18 relaciones de pares existentes debido a la presencia de asimetría. Como se puede observar, los 
símbolos llenos corresponden a las configuraciones tipo cis, por el contrario, los símbolos vacíos corresponden a las 
configuraciones tipo trans. d – Representación esquemática de un triplete de bases AUG. La base central, nombrada base 
“2” (base U), interacciona con las otras dos bases mediante bordes diferentes. El triplete tHW/cHS es nombrado acorde a 





Los ARNs también pueden presentar interacciones entre más de dos nucleótidos de 
forma simultánea, formando tripletes o cuartetos de bases. Un ejemplo esquemático de 
ello puede verse en la figura 3.3.3 donde el nucleótido de guanina interacciona con otros 
tres nucleótidos desde sus diferentes “lados” de interacción. Esta propiedad de presentar 
múltiples tipos de interacción, diferentes a las comúnmente conocidas Watson-Crick (WC), 
le confiere a los ARNs la posibilidad de formar estructuras terciarias muy diversas que están 
fuertemente asociadas a su función biológica. Se conoce que casi un tercio de las 
interacciones, provenientes del estudio de estructuras de ARNs resueltas por métodos 
experimentales, presentan interacciones diferentes a las del apareamiento WC[110]. 
Figura 3.3.3: Representación gráfica de un cuarteto de bases interaccionando. En el lado derecho se representa 
mediante la abstracción de triángulos. Como se logra observar, cada base puede interaccionar hasta con otras tres 
bases utilizando los 3 bordes de la representación simplificada de Leontis/Westhof. La representación gráfica de 
bastones mostrada a la izquiera fue obtenida del PDB 1j5e que pertenece al ARN 16S de T. thermophilis. Las líneas 
verdes indican puentes de hidrógenos. Imagen extraída de [111]. 
Del estudio de estructuras tridimensionales se definen los motivos. Éstos, por definición, 
son puramente estructurales más que secuenciales[112–114], pues puede haber más de 
una secuencia con la misma estructura 3D. La definición de un motivo tiende a estar 
condicionada desde el punto de estudio a realizar (para más información ver el capítulo 15 
del libro[115] “RNA Structure and Folding: Biophysical Techniques and Prediction 
Methods”). Un motivo es un tipo de estructura secundaria o terciaria, conformada por una 





estabilidad específica definida por al menos una interacción no canónica (diferente al tipo 
WC), acompañado de características dinámicas y que se encuentra de manera recurrente 
en las moléculas de ARNs. Una definición más estricta involucra una descripción 
tridimensional lo más completa posible, desde la conformación del backbone, las diferentes 
interacciones tipo puente de hidrógeno y apilamiento de bases, preferencia secuencial, 
presencia o no de co-factores tales como moléculas de agua, iones y otras moléculas. 
También debería incluir su rol funcional en la estructura terciaria y considerar las 
restricciones evolutivas[116]. Es así, por ejemplo, que en la naturaleza podemos encontrar 
diferentes motivos en moléculas de ARNs sin importar el organismo en cuestión. Los 
motivos pueden comprender la estructura específica de un loop o interacciones entre dos 
loops (loop-loop), entre un loop y una hélice (loop-hélice), entre hélices, etc. Generalmente 
estas estructuras terciarias se forman en presencia de iones metálicos y/o moléculas 
cargadas positivamente. Como iniciativa frente a los numerosos trabajos en búsquedas de 
motivos, hace más de una década que se ha propuesto su caracterización y clasificación por 
medio del Consorcio Ontológico del ARN (del inglés “RNA Ontology Consortium (ROC)”, pág. 
web: http://bioportal.bioontology.org/ontologies/RNAO/ o https://github.com/BGSU-
RNA/rnao)[117,118]. En consecuencia y como veremos en la siguiente sección, existen 
bases de datos de motivos de ARNs[119]. 
Es importante mencionar que en muchos motivos se pueden observar estructuras más 
pequeñas que están muy conservadas y carecen de una secuencia característica. A estas 
estructuras se las llaman “elementos estructurales o atributos estructurales”. En la figura 
3.3.4 pueden verse los diferentes elementos que se encuentran en el motivo “loop de 
sarcina-ricina”. Por otro lado, en la Tabla 3.2 se resumen las principales características entre 








Características Elemento Motivo de loop Motivo de interacción terciaria 
Tamaño Pequeño, local Puede abarcar todo el loop 
Múltiples loops o hélices 
involucradas 
Conservación de la 




Sitios de interacción 
Conservación de la 












Múltiple en cada motivo de 
interacción 
Ocurrencia Encontrado dentro de varios motivos 
No anidado; suele 
ocurrir en motivos con 
interacción terciaria 
Suele incluir multiples 
elementos y motivos 
Tabla 3.2: Características de elementos y motivos estructurales de ARN. Tabla adaptada de [116]. 
Figura 3.3.4: Representación por elementos del loop sarcina-ricina del ARN ribosomal 28S de Rata (código PDB 483D). El 
loop de sarcina-ricina es un ensamblaje de dos motivos secundarios: un loop interno (bulge G) y un hairpin loop (GNRA 
tetraloop). También puede considerarse estar compuesto por ciertos elementos, siendo cross-strand stacking (en verde y 
gris), U-turn (en azul) en el tetraloop GNRA, un triplete de bases (en naranja) y un S-turn (en amarillo). No se muestran 
interacciones no-canónicas entre bases ni tampoco puentes de hidrógeno entre el backbone y bases. Se observa un triplete 





Al igual que las proteínas, los ARNs largos se organizan de forma jerárquica. La estructura 
primaria, constituida por la secuencia de nucleótidos, adopta una estructura en el espacio, 
la cual va cambiando en su proceso de plegamiento hasta formar estructuras secundarias 
de mayor estabilidad, donde luego regiones cortas de éstas interaccionan entre sí formado 
estructuras terciarias más estables, los motivos. Estos motivos, a su vez, presentan una 
complejidad menor a los dominios estructurales, los cuales son estructuras terciarias mucho 
más largas y complejas. Los dominios estructurales están unidos covalentemente mediante 
doble hélices o cadenas simples. Los dominios pueden presentar interacciones internas o 
entre ellos de forma no-covalente por medio de motivos. Por eso, podemos decir que los 
motivos tienen al menos 3 roles: (1) participan en la arquitectura de los dominios; (2) 
median las interacciones terciarias intra- e inter- dominios; y (3) desempeñan un rol 
funcional en la unión con otras moléculas, como proteínas, ARNs y también moléculas 
pequeñas. 
El estudio de los motivos también involucra la observación y descripción de diversas 
conformaciones que éstos presentan, por ejemplo, al interaccionar con otra (bio)molécula. 
En la figura 3.3.5 se puede observar, a nivel atómico, dos confórmeros del motivo receptor 
tetraloop, uno sin interaccionar y otro interaccionando con otro motivo tetraloop. 
Figura 3.3.5: Cambio conformacional en el receptor de tetraloop unido al tetraloop GNRA. En la imagen se 
puede apreciar las estructuras cristalinas del motivo del receptor de tetraloop en su forma libre (PDB 1TLR) y 
formando una interacción terciaria con el tetraloop GNRA en el dominio P4-P6 del intrón del grupo I (PDB 1GID). 
La secuencia del receptor de tetraloop es variable, por lo que, en cada caso mostrado, la secuencia es diferente, 
siendo la de la derecha “GUCCUAAGU/AUAUGGAU” y la de la izquierda “GGCCUAAGA/UUAUGGCC”. Las bases 
del receptor de tetraloop fueron coloreadas de la siguiente manera: roja (A), cyan (U), verde (G) y amarillo (C); 





3.4 Bases de datos estructurales 
El correcto uso de la información es crucial para cualquier estudio que se quiera llevar 
adelante. Como sabemos, la información biológica se encuentra contenida, expresada y 
transmitida a nivel molecular. La forma que ésta tiene en el espacio es aún más importante 
a nivel biológico por la relevancia de la relación estructura-función. Por ejemplo, cuando 
realizamos estudios moleculares, partimos desde una estructura primaria (secuencia) y 
luego avanzamos hacia los demás niveles estructurales. Esto nos acerca en buscar una 
interpretación hacia la función desempeñada; en fin, buscar desenmascarar su sentido 
evolutivo. Debemos tener en cuenta que la información biológica se nos presenta de varias 
formas. Actualmente poseemos muchas maneras de adquirir la información, aunque las 
decisiones adoptadas sobre su interpretación siguen siendo muy importante y el principal 
desafío actual. Podemos decir, entonces, que la generación de espacios (bases de datos; 
“BDs”) para contener toda esa información es un requisito central y necesario. Lo que 
queda es trabajar en identificar, organizar y validar la información. Esto último es un 
requisito indispensable para poder interpretarla fructíferamente. Por eso, esta sección se 
centrará en describir las principales bases de datos que dedican su trabajo al estudio de la 
información estructural del ARN. 
Antes de continuar, es relevante indicar que, generalmente, las BDs suelen clasificarse 
por el tipo de información que contienen y la manera en que ésta es curada (se entiende 
por curada al proceso y modo de evaluación, validación y corrección de la información). El 
forma en que se obtiene la información es de suma importancia ya que, por ejemplo, puede 
ser información primaria derivada de descubrimientos experimentales verificados, o 
recolectada por procedimientos automáticos de escaneos computacionales (prestaremos 
especial atención a esto en el siguiente capítulo). A su vez, las BDs pueden ser muy 
específicas o generales. Sabiendo esto, la elección y el uso que se les dé dependerá de la 
pregunta a contestar por el usuario: si es una pregunta específica o más bien, general. Por 
último, una de las ventajas a presentar por las BDs es la interconexión con otras BDs u otros 





mencionar. Esto último, debe asegurar la facilidad en el uso de la misma (del inglés, ser 
user-friendly). 
Existen diversas BDs que contienen estructuras primarias de ARNs. Comúnmente, se las 
llama BDs de secuencias de ARN[120]. Actualmente, por ejemplo, en la página 
http://www.oxfordjournals.org/nar/database/c/, desplegando la categoría 
correspondiente, podemos encontrar una lista de 99 bases de datos de secuencias de ARN. 
En los siguientes capítulos, se hará uso de la base RNAcentral (https://rnacentral.org)[121] 
la cual alberga aproximadamente 14 millones de secuencias provenientes de casi 30 bases 
de datos ARNs-específicas curadas por expertos y que se corresponden a secuencias de 
ARNs que no codifican para proteínas, denominados ARNs no codificantes (en adelante 
“ncRNAs”). A pesar de presentar una controversia en el nombre de la clase al cual éstos 
tipos de ARNs pertenecen, debido a que contienen información biológica codificada, se los 
ha denominado por la negativa a la clásica visión codificante del ARN mensajero (mRNA), 
ribosomal (rRNA) y de transferencia (tRNA) que, mediante el código genético universal, se 
decodifica la información biológica dando así con la síntesis de péptidos y 
proteínas[122,123]. Esto último denota una mirada proteinocéntrica. Más allá de su 
semántica, prestaremos principal interés en la información brindada por esta BD ya que la 
utilizaremos para nombrar la gran mayoría de los tipos de moléculas de ARNs a trabajar más 
adelante. Además de presentar una gran diversidad de organismos y tipos de ncRNAs, 
RNAcentral asigna un identificador único para cada secuencia de ARN. Estos identificadores 
son estables y no cambian debido a que son exclusivos para cada secuencia en cuestión. El 
formato del identificador es “URS + 10-dígitos hexadecimales”, por ejemplo, 
URS000040D674. A su vez, incluye otro nivel de asignación, el de especificidad de especie. 
Esto lo realiza agregando una barra inclinada hacia la derecha o “guion bajo” al identificador 
URS, seguido del identificador taxonómico del NCBI (“National Center for Biotechnology 
Information”, web: https://www.ncbi.nlm.nih.gov/), por ej.: URS00003B7674_9606 o 
URS00003B7674/9606. Es importante tener en cuenta que RNAcentral excluye la 
asignación de identificadores URS a secuencias menores a 10 nucleótidos, como así 





Como ya se mencionó en las secciones anteriores, la biología estructural del ARN tiene 
sus comienzos a mediados de la década del 50’ luego del modelo de doble hélice de ADN 
de Watson y Crick, pero no fue hasta principios de la década del 70’ que comienza a 
recopilarse información tridimensional producto de la obtención de la estructura del 
tRNAPhe resuelta por DRX a nivel atómico. Paralelamente, se estaba consolidando la 
presencia de la mayor de las BDs a nivel tridimensional, la PDB (“Protein Data Bank” - 
https://www.rcsb.org/)[124]. Ésta se fundó en 1971[125] pero, a nuestro interés, no fue 
hasta 1991 que se estableció la base de datos de ácidos nucleicos (NDB, “Nucleic Acid 
Database” - http://ndbserver.rutgers.edu/)[126,127] con la tarea de controlar todas las 
estructuras tridimensionales de ácidos nucleicos depositadas en la PDB. Recién para 1996, 
la NDB asume total responsabilidad, siendo el principal sitio donde se depositan las 
estructuras 3D de ácidos nucleicos para luego ser compartidas a otras bases de datos, entre 
ellas, la misma PDB. Hoy, la NDB contiene cerca de 10000 estructuras de ácidos nucleicos y 
es el principal sitio en línea que provee, de forma detallada y con validez, la más completa 
información tridimensional sobre estas biomoléculas. 
En estos casi 30 años desde el surgimiento de la NDB se han desarrollado numerosas BDs 
específicas que contienen información 3D de ácidos nucleicos, en particular ARNs. De forma 
semejante a lo nombrado anteriormente para secuencias, podemos encontrar una 
descripción accediendo a http://www.oxfordjournals.org/nar/database/c/. Desplegando la 
categoría correspondiente a bases de datos estructurales y luego en la subcategoría de 
estructura de ácidos nucleicos, se puede observar una lista de 22 bases de datos, 
mayormente de ARNs. También existen otras BDs que proveen información 3D del ARN o 
derivada de ella. En la Tabla 3.3 se describen algunas de estas BDs. Es importante mencionar 
una BD, hoy en día obsoleta pero de gran importancia a nivel estructural, conocida como 
SCOR (“Structural Classification of RNA” - http://scor.berkeley.edu/)[128,129]; Esta base de 
datos organizaba manualmente los motivos desde una clasificación jerárquica, 
considerando la relación entre la estructura, interacciones terciaria y su función. Dicho de 
otra forma, SCOR fue similar a lo que es SCOP[130] (hoy SCOP2, “Structural Classification 





las relaciones estructurales y evolutivas entre las estructuras de proteínas. También lo fue 
MeRNA (http://merna.lbl.gov)[132], una BD curada manualmente que analizaba sitios de 
unión a metales de cada estructura de RNA, clasificando así diferentes motivos de unión a 
metales.  
En la sección previa describimos la importancia de los motivos y nombramos la existencia 
de BDs. Una de las más importantes es RNA 3D Motifs Atlas 
(http://rna.bgsu.edu/rna3dhub/motifs)[119,133], ya que proporciona una clasificación 
detallada de grupos de motivos (loops internos y loops de horquillas) provenientes de un 
set no-redundante de estructuras 3D de ARNs. La extracción de los motivos se realiza 
mediante el uso de un software (FR3D[134]) comparando geométricamente todas las 
estructuras contra sí mismas en búsqueda de patrones de similitud geométrica. 
Actualmente, RNA 3D Motifs Atlas, cuenta con 295 entradas para motivos del tipo hairpin-
loop y 297 para internal-loop. La importancia de esta BD radica en la identificación de 
motivos estructurales como evidencias evolutivas, logrando a su vez, probar la diversidad 
de secuencias asociadas a cada motivo. Esta información es de gran importancia en los 
estudios que relacionan la divergencia secuencial vs estructural. Como se sabe, el dataset 
de estructuras 3D, desde en donde se obtienen los motivos, es crucial y determinante para 
comprender cómo están representadas las estructuras biológicas. En el capítulo siguiente 





Tabla 3.3: En la siguiente tabla se listan diferentes bases de datos que contienen información estructural a nivel secundario y/o terciario. Se muestra un detalle y el link correspondiente de 
cada BD. En la columna Actualización se puede observar la última fecha en que fue actualizada la BD. En caso de actualizarse periódicamente, se indica la periodicidad. ND: no declarado. 
Nombre Descripción Actualización Link - Referencia 
InterRNA Proporciona una descripción detallada de las diferentes interacciones entre bases en los motivos de ARNs. Usa datasets de DRX curados. Mensualmente http://mfrlab.org/interrna/ - [135] 
MetalPDB  
Provee información detallada sobre los metales y sus sitios de unión presentes en las 
diferentes estructuras de las macromoléculas contenidas en la PDB (132972 estructuras en 
la última actualización). Permite hacer búsqueda por similitud (BLAST), códigos PDB o EC, 
nombre de molécula, tipo de metal, etc. 
2018-06-04 http://metalweb.cerm.unifi.it/ - [136,137] 
MINAS 
Contiene información geométrica de las dos primeras capas de coordinación de metales 
unidos a estructuras de ácidos nucleicos presentes en PDB y/o NDB. Además contiene 
información de la secuencia nucleotídica próxima a la unión del ligando. 
2013-03-08 http://www.minas.uzh.ch/ - [138] 
PseudoBase++ 
Contiene información sobre estructuras secundarias de pseudoknots obtenidas por 
métodos experimentales determinados por cristalografía, resonancia magnética nuclear 
(del inglés nuclear magnetic resonance, “NMR”), mutacionales, y de comparación de 
secuencias. 
ND http://pseudobaseplusplus.utep.edu/ - [139] 
RNA Bricks 2 
Es una base de datos de motivos 3D y sus contactos consigo mismos y/o con proteínas. 
Provee información estructural mediante anotación de scores, y una serie de herramientas 
de búsqueda y comparación de estructuras 3D de ARN. Usa notación de dot-bracket para 
estructuras 2D. 
semanalmente http://iimcb.genesilico.pl/rnabricks2 - [140] 
RNA CoSSMos 
Posee una caracterización detallada de motivos en estructuras secundarias de ARN (loops, 
bulge, harpin). Permite realizar búsquedas en las diferentes estructuras 3D catalogadas en 
PDB. 
ND http://cossmos.slu.edu/ - [141] 
RNA FRABASE 
2.0 
Busca en la PDB, de forma automática, fragmentos 3D de ARN usando como input 
secuencias y/o estructuras 2D. Usa notación dot-bracket. Actualmente posee 2753 
estructuras con al menos una molécula de ARN provenientes de la PDB. Proporciona 
variada información de valores de ángulos de torsión, coordenadas de átomos, parámetros 
conformacionales de la ribosa, tipos y clasificación de pares de bases. 
2016-03-07 http://rnafrabase.ibch.poznan.pl/ - [142,143] 
RNA SSTRAND 
Contiene información de estructuras secundarias de ARN provenientes de diversas bases 
de datos de diferentes organismos. Permite analizar, buscar y subir información de 
estructuras secundarias de ARNs.  
2008 http://www.rnasoft.ca/sstrand/ - [144] 
RNAJunction 
Proporciona y contiene información estructural de nivel secundario (helical junctions, 
internal loops, bulges e interacciones loop-loop). Utiliza software propio para extraer la 
información desde las estructuras depositadas en la PDB. 
ND https://rnajunction.ncifcrf.gov/ - [145] 






  contengan moléculas de ARNs. Para estimar las fuerzas subyacentes y las interacciones de 
van der Waals tiene en cuenta al solvente y los espacios libres entre átomos vecinos. 
Actualmente incluye 1766 estructuras de PDB con al menos una molécula de ARN y una 
resolución menor o igual a 3.5 Angstrom. También tiene en cuenta estructuras resueltas 
por NMR. Para el cálculo de valores de referencia utiliza la base de datos de estructuras 3D 
de ARN no-redundante del grupo de Bioinformática estructural del ARN, BGSU. 
RNArchitecture 
Reciente base de dato de clasificación estructural de moléculas de ncRNAs. Provee una 
descripción detallada de los niveles de clasificación, enfocándose en las familias 
estructurales mediante el estudio de similitudes en sus secuencias y estructuras. 
RNArchitecture también proporciona información bibliográfica y links a otras bases de 
datos (Rfam, PDB, etc). La relación secuencial se define de acuerdo a alineamientos 
múltiple. Por otro lado, la relación estructural se establece en base a la superposición de 
estructuras. 
2017 http://iimcb.genesilico.pl/RNArchitecture/ - [147] 
URS database 
(URSDB) 
La base de datos universo de estructuras de ARNs (URSDB, del inglés Universe of RNA 
Structures Database) relaciona y proporciona, de forma detallada, información de todas las 
estructuras de la PDB que contengan moléculas de ARNs. Se actualiza cada mes y 
básicamente muestra la siguiente información en 49 tablas divididas en 4 grupos: 
1) Información procesada de los archivos de PDB; 
2) Anotación de puentes de Hidrógeno, stems, etc. (utiliza el software DSSR); 
3) Otra información creada por DSSR; 
4) Anotación de loops, regiones de cadena única, pseudoknots, regiones cerradas 
elementales y múltiples. 
semanalmente http://server3.lpm.org.ru/urs/ - [148] 
The RNase P 
Database 
Base de datos disponible desde 1994. Contiene todas las estructuras de las RNasas P 
depositadas en la PDB. Proporciona información secuencial de las moléculas de ARNs y 
proteínas involucradas en cada complejo. También provee alineamientos secuenciales, 
estructuras secundarias, modelos 3Ds, links para información taxonómica e información 
secuencial. Organiza su información filogenéticamente pero particularmente mediante 
información estructural secundaria. Cesó sus actualizaciones en 2004-2005.  
2005 http://www.mbio.ncsu.edu/RNaseP/ - [149] 
HD-RNAS 
HD-RNAS proporciona una clasificación funcional de las estructuras de ARNs disponibles en 
la PDB. Utiliza todas aquellas estructuras resueltas por DRX con una resolución mejor a 3.5 
Angstrom y que contengan al menos una cadena de ARN mayor a 9 nucleótidos. Cada clase, 
a su vez, es clasificada taxonómicamente y también respecto al organismo en que fue 
cristalizada. Actualmente contiene 1060 estructuras cristalizadas con 3066 cadenas de 
ARNs, organizadas en 9 clases. Se lograron anotar, con su organismo correspondiente, 62 
moléculas sintéticas de ARN mediante el uso de software BLAST. Esta base generó un 
dataset no-redundante de estructuras de ARNs consistiendo en 376 entradas PDB, 
indicando la mejor representación considerando la resolución y el factor R. 





Otra de las bases de datos más importantes o con mayor impacto en el campo de bases 
estructurales de ARN, es Rfam (http://rfam.xfam.org/)[151,152]. Semejante a Pfam para 
proteínas (http://pfam.xfam.org/)[153,154], Rfam tiene como objetivo estudiar, clasificar y 
organizar moléculas de ARNs en familias (anotación por homología). La anotación actual de 
Rfam (versión 14.0, agosto 2018) se basa en la colección de referencia de 14434 genomas 
completos, curados, suministrados por proteomas de Uniprot (del inglés “Uniprot 
proteomes”. http://www.uniprot.org/proteomes). Hoy en día, Rfam contiene 2791 familias 
representadas en los 3 dominios principales más los virus. Su clasificación se fundamenta 
en similitud secuencial y estructural a nivel secundario, donde cada familia comparte un 
ancestro en común. Utiliza, principalmente, la estructura primaria para realizar 
alineamientos múltiples (MSA) y la estructura secundaria para complementar dicha 
información en el MSA (aplica modelos de covarianza. Software INFERNAL). A su vez, 
basándose en la conservación de estructura secundaria, Rfam clasifica a las familias en tres 
grandes grupos: genes ncRNAs, elementos estructurados cis-regulatorios y ARNs que 
desarrollan auto-empalme (de inglés “self-splicing RNAs”). Para cada familia, Rfam provee 
el alineamiento semilla, las secuencias, estructuras secundarias, especies provenientes, 
árboles filogenéticos, estructuras 3D (si hay disponible en PDB), referencias de otras BDs y 
archivos de curación (contienen información del modelo de covarianza, autor del 
alineamiento, referencias sobre las secuencias, el número de secuencias, etc). 
Debido a la importancia que presenta para nuestro trabajo, ampliaremos brevemente la 
descripción de la información brindada por RNArchitecture[147]. Como se menciona en la 
Tabla 3.3, esta base de datos tiene como objetivo la clasificación estructural de las 
moléculas 3D de ncRNAs. La información que usa y organiza es proveniente de las BDs Rfam 
y PDB. Como es de suponer, sus niveles de clasificación conllevan un entendimiento 
evolutivo. El nivel central es el de Familia, el cual describe aquellas moléculas de ARNs 
relacionadas evolutivamente y que poseen una estructura conservada con similitud 
secuencial detectable. Las Familias que presentan variaciones estructurales se subdividen 
en Subfamilias. Por otro lado, las Familias que presentan divergencia secuencial, pero 





como Superfamilias. A su vez, a las superfamilias de estructuras de ARNs que comparten 
relaciones geométricas en su núcleo estructural, pero se desconoce si pueden ser derivadas 
de procesos evolutivos divergentes o convergentes, se las agrupa en el nivel Arquitectura. 
Finalmente, el nivel más alto de clasificación es el de Clase. Este último nivel organiza la 
información de manera amplia en estructuras complejas, estructuras simples y dominios de 
lncRNAs de estructura desconocida. En la figura 3.4.1 se observa un gráfico en forma de 
“rayo de sol” con la clasificación de RNArchitecture. Es importante mencionar que 
RNArchitecture contiene 2688 Familias donde solo 74 de ellas (2,54%) posee un modelo 
estructural resuelto experimentalmente (DRX, RMN, EM). Esto quiere decir que casi la 
totalidad de las Familias están definidas por modelos 3D teóricos. La presencia de modelos 
teóricos, predichos computacionalmente, presentan desventajas y sesgos al estudiar e 
inferir propiedades biológicas en ARNs. Este inconveniente irá disminuyendo a medida que 
se vayan depositando un mayor número de moléculas diferentes de ARNs resueltas por 
métodos experimentales. 
Figura 3.4.1: En este gráfico se ilustra la jerarquía de RNArchitecture y el contenido referido a la liberación 
1.0. La capa más externa indica las 2688 Familias de ARNs. Las capas sucesivas combinan estas Familias 
en 1722 Superfamilias, 22 Arquitecturas y finalmente en dos Clases. Se muestran los nombres de cada 













Desarrollo preliminar de una base 
de datos de Diversidad 
Conformacional en ARNs 
3.5 ¿Por qué hacer una base de Diversidad 
Conformacional en ARNs? 
Antes de comenzar con las principales razones que justifiquen la realización de una base 
de datos de diversidad conformacional en ARNs, no es redundante mencionar que, para 
cualquier biomolécula, es de suma importancia tener un vasto conocimiento de su 
estructura debido a que está fuertemente relacionada con su función biológica. Ya hemos 
mencionado en la introducción que, la comprensión del concepto de estado nativo es 
fundamental para poder realizar un estudio lo más atinado posible. Actualmente, la 
definición más precisa y funcional de estado nativo es aquella que considera a un ensamble 
nativo (conjunto de confórmeros de menor energía libre de Gibbs que coexisten en 
equilibrio termodinámico y sus distribuciones son estadísticamente significativas). 
Teniendo presente esto último, entendemos a la diversidad conformacional como el 
conjunto de diferencias estructurales entre los confórmeros del ensamble. Cualquier 
estudio que requiera informacional tridimensional debe tener presente los confórmeros de 





conformacional en ARNs. Por eso, una de las principales razones que impulsa la realización 
de una base de datos de DC en ARNs, es la necesidad de contar con esta información 
contenida, organizada y clasificada para estimar la DC de las moléculas de ARNs. Otras 
razones igualmente importantes serían: poder brindar la información biológica, 
fisicoquímica y experimental necesaria a aquellos estudios que consideren la presencia de 
múltiples conformaciones; animar a la comunidad a obtener más y mejores estructuras 
tridimensionales de forma experimental en post de mejorar sus estudios; encontrar 
propiedades generales en las estructuras de los ARNs; comprender la función biológica 
asociada; ofrecer información relevante con la unión a ligandos; promover un cambio de 
enfoque en el uso de estructuras únicas para el campo de la predicción estructural, como 
así también en el estudio evolutivo; etc. 
Es de suma importancia mencionar que la realización de este trabajo es una extensión 
del estudio realizado para proteínas por el Grupo de Bioinformática Estructural de la 
Universidad Nacional de Quilmes, SBG-UNQ (del inglés Structural Bioinformatics Group), 
donde se han desarrollado múltiples trabajos científicos sobre diversidad conformacional 
incluyendo la base de datos de diversidad conformacional en proteínas, CoDNaS (del inglés 
Conformational Diversity of Native State in proteins; pág. web: 
http://ufq.unq.edu.ar/codnas/)[155,156]. 
3.6 Estructuras redundantes y estimación de la 
diversidad conformacional 
En la sección 3.3 del capítulo anterior vimos que el uso de dataset de trabajo para el 
estudio de la información tridimensional e implementación en bases de datos es crucial. 
Todos los trabajos mostrados de BD usan datasets no redundantes de estructuras para 
representar a la molécula de ARN en cuestión. Esto produce un sesgo en la información 
biológica ya que el ensamble nativo está representado por las distribuciones de las 
poblaciones de confórmeros. En la introducción detallamos la importancia de la dinámica 





condiciones del entorno cambian o se evidencian uniones con otras moléculas. Existen 
numerosos métodos que estudian la dinámica de ARNs y hacen estimaciones de la 
diversidad conformacional. Algunos de ellos son experimentales (RMN, FRET) y otros por 
simulación computacional (dinámica molecular de grano grueso, ENM). Los métodos 
computacionales por dinámica molecular tienen la desventaja de explorar sólo 
movimientos relativamente rápidos, hasta el orden de los 10μs. También, si se considera 
hacer uso de todos los átomos, las simulaciones están limitadas a moléculas pequeñas para 
reducir las exigencias computacionales. Además, en los métodos de grano grueso, existe 
una pérdida de información biológica producto de aplicar una simplificación de la 
estructura. Otra de las formas que existe para estudiar la diversidad conformacional es a 
partir de diferentes estructuras experimentales de la misma biomolécula obtenidas en 
distintas condiciones. Cada estructura representa un confórmero estable del ensamble para 
la condición en la que fue obtenido. 
Nuestro objetivo radica en evidenciar y estimar la diversidad conformacional para cada 
molécula de ARN, por lo que debemos trabajar con la mayor colección de información 
biológica estructural disponible, esto son datasets redundantes, donde se cuenta con la 
representación de distintas estructuras para la misma molécula (confórmeros) obtenidas 
bajo distintas condiciones. Para tal fin, tomaremos en consideración todas las estructuras 
experimentales de ARNs contenidas en la PDB, la cuales provienen mayoritariamente de 
estructuras resueltas por métodos de DRX y, en menor medida, por RMN y microscopía 
electrónica (EM, del inglés Electron Microscopy). Por ejemplo, la cristalización de una 
molécula de ARN en diferentes condiciones (presencia o no de ligando, cambio de pH, etc) 
puede dar una descripción de aquellos confórmeros estables para cada una de las 
condiciones en las que fue obtenido cada cristal. La modificación de las condiciones 
experimentales favorece el desplazamiento de las distribuciones de confórmeros que 
coexisten termodinámicamente en equilibrio. Es importante resaltar que cada método 
experimental posee desventajas intrínsecas, por ejemplo, para DRX, las coordenadas 
atómicas provienen de un mapa de densidad electrónica en fase sólida, en cambio para 





y posteriormente ajustadas a un modelo. Las estructuras experimentales también se basan 
en modelos científicos, ya que surgen de la interpretación de la información empírica[157]. 
Una opción alternativa es la aplicación conjunta de datos experimentales junto a 
simulaciones computacionales[158,159] (ver figura 3.6.1), por ejemplo, recientemente se 
realizó la determinación del ensamble de un tetraloop de ARN mediante el uso de datos 
provenientes de RMN junto a estudios de dinámica molecular (MD, del inglés Molecular 
Dynamic)[160]. Sin embargo, el costo computacional de las simulaciones suele ser muy alto, 
lo que impide realizar estudios de gran escala para analizar la dinámica de cientos de 
moléculas globalmente. Además, las conclusiones obtenidas a partir de simulaciones 





Figura 3.6.1: Las simulaciones y los experimentos son complementarios. A – Resolver un problema de forma inversa reside 
en describir factores causales que producen un set de observaciones. Las simulaciones moleculares, en cambio, pueden 
usarse para construir un conjunto de conformaciones moleculares microscópicas que pueden compararse con 
observaciones experimentales mediante el uso de un modelo avanzado. B - Los enfoques computacionales usados para 
estudiar biomoléculas abarcan desde detallados modelos mecánicos cuánticos a mecánicos moleculares de resolución 
atómica hasta modelos de grano grueso, donde se agrupan varios átomos. La disminución de la complejidad 
computacional otorgada por el grano-grueso progresivo hace posible el acceso a escalas de tiempo más largas y escalas 
de mayor longitud. C - Los datos experimentales se pueden combinar con modelos físicos para proporcionar una 
descripción termodinámica y cinética de un sistema. A medida que mejora la calidad del modelo, es posible describir 
fenómenos más complejos con menos datos experimentales. SANS, dispersión de neutrones de ángulo pequeño (del inglés 
small-angle neutron scattering); EPR, resonancia paramagnética electrónica (del inglés electron paramagnetic resonance); 
FRET, transferencia de energía de resonancia de fluorescencia (del inglés fluorescence resonance energy transfer); ∆𝐺𝐺, 





3.7 Cuantificación de la diversidad conformacional 
La cuantificación de la diversidad conformacional de una biomolécula puede ser 
estimada comparando estructuralmente sus confórmeros. La comparación estructural es 
un procedimiento que puede realizarse superponiendo pares de confórmeros hasta lograr 
alinear los centros de masas de cada estructura, logrando así establecer un mismo sistema 
de ejes de coordenadas. Este tipo de alineación se la conoce como superposición rígida. La 
alineación estructural puede conseguirse rápidamente alineando, en primero instancia, la 
secuencia de dicha molécula (es igual para cada confórmero), seguido de una translación 
estructural hasta compartir el mismo centro de masa y, finalmente, realizar una rotación de 
alguna de las estructuras a comparar. Las rotaciones tienen como principal objetivo 
minimizar la distancia cuadrática media (RMSD, del inglés Root Mean Square Deviation) 
entre los átomos equivalentes de las estructuras. El valor del RMSD se corresponde a la 
medida euclidiana promedio entre átomos equivalentes y es ampliamente utilizado en la 
biología estructural ya que es fácilmente calculable cuando se cuenta con información de 










Donde 𝑑𝑑𝑖𝑖 es la distancia euclidiana entre el i-ésimo par de átomos, uno de cada 
estructura, y 𝑁𝑁 es el número total de pares de residuos a considerar. El RMSD se expresa 
en unidades de longitud, habitualmente se utiliza el Å𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (1Å = 1−10𝑛𝑛). En la figura 





Figura 3.7.1: A – Representación simplificada de dos confórmeros. B – Los dos confórmeros de (A) se trasladan al mismo 
centro de masa y luego se rota la estructura de uno de ellos hasta minimizar completamente el valor del RMSD de los C3’ 
de los residuos equivalentes. C – Las estructuras de los dos confórmeros se encuentran alineadas. 
Al igual que en el campo de las proteínas, la superposición estructural toma como 
referencia las coordenadas de un átomo específico por cada residuo, siendo el carbono alfa 
(Cα) frecuentemente elegido para los aminoácidos de las proteínas y el C3’ de la ribosa para 
los ARNs (también se suele usar el átomo de fósforo – P). Generalmente, esta elección está 
sujeta a un átomo contenido en el backbone previamente definido. Este trabajo utilizará el 
C3’ de la ribosa para cada medición que se vaya a efectuar, por lo que cuando nos 
remitiremos a algún valor de RMSD omitiremos su aclaración. 
Por último, debemos hacer notar que cuando se quiere analizar el RMSD de dos 
estructuras de DRX idénticas y en igual condiciones de cristalización, éste debería tomar un 
valor cercano a 0 Å o idealmente 0 Å. En proteínas, la desviación a dicho valor está asociado 
al error cristalográfico y se encuentra entre 0 – 0,5 Å[161]. Como es de suponer, a medida 
que el valor de RMSD aumenta, las estructuras difieren entre sí. Esta medición es un 
indicador confiable en la cuantificación de la variabilidad estructural entre dos confórmeros 
de una misma biomolécula. Esto está fuertemente asociado a los movimientos que 
experimenta la biomolécula en su ensamble nativo. Actualmente, no existe tal información 
asociada al error cristalográfico en ARNs, pero hipotetizamos que también podría 





3.8 Construcción preliminar de la base de datos 
El desarrollo preliminar de una base de datos de diversidad conformacional en ARNs fue 
motivado por el trabajo previo realizado en proteínas por el grupo de bioinformática 
estructural de la Universidad Nacional de Quilmes, el cual ha culminado en diferentes bases 
de datos de diversidad conformacional para dominios de proteínas [162] y 
proteínas[155,156]. También, tiene como motivación poder presentar a la comunidad 
científica la importancia de los equilibrios conformacionales en moléculas de ARNs. Como 
ya se mencionó, estos equilibrios están directamente relacionados con su función biológica. 
Ante la necesidad de contar con esta base de datos global, abarcando todas las moléculas 
de ARNs conocidas que presentan diversidad conformacional, hemos decidido recopilar 
todas las estructuras redundantes de un ARN que estén depositadas en la PDB con el 
objetivo de evidenciar la diversidad conformacional en ARNs sometidos a diferentes 
condiciones. Estas condiciones pueden ser producto de factores fisicoquímicos (pH, 
temperatura, fuerza iónica, etc), factores biológicos (ligandos, mutaciones, modificaciones 
post-transcripcionales, etc) o mezcla de ellos. En la figura 3.8.1 se esquematizan los pasos 
realizados para el armado de la base de datos de DC en ARNs. 
Cada molécula de ARN que se encuentra contenida en esta base de datos está 
representada por un conjunto de estructuras las cuales han sido comparadas mediante un 
software de alineamiento estructural. Esta comparación nos permite identificar similitudes 
o diferencias entre cada uno de sus confórmeros. Como mencionamos en los objetivos 
específicos, la idea principal es identificar los diversos factores que afectan a la diversidad 
conformacional del ensamble nativo de cada ARN. La puesta en funcionamiento de esta 
base de datos permitirá reclutar ARNs con diversos grados de diversidad conformacional y 
estudiar sus factores asociados. También realizar diferentes estudios que abarquen 
aspectos dinámicos, estructurales, funcionales y evolutivos. A su vez, se buscará tener una 
amplia interconexión con links hacia otras bases de datos, referencias bibliográficas, 





GO, etc.) y por último, desarrollar un diseño de interfaz gráfica amigable para el usuario con 
actualizaciones periódicas. 
Figura 3.8.1: Diagrama de flujo de los pasos seguidos para la construcción de la base de datos de 





 Reclutamiento de la información estructural y posterior filtrado  
Para el reclutamiento de las estructuras de ARNs se utilizó la base de datos PDB. Esta BD 
contiene el mayor repositorio tridimensional de biomoléculas a nivel mundial, 
principalmente proteínas, seguido de los ácidos nucleicos, ARN y ADN, respectivamente. 
Como se mencionó anteriormente en la sección 3.4, la PDB es la principal BD receptora de 
los depósitos de la NDB, donde se decidió no hacer uso directo de ésta última debido a la 
facilidad de manejo que presenta la PDB. Los archivos contenidos en la PDB tienen formato 
.pdb y/o mmCIF (del inglés “macro-molecular Crystallographic Information File”). En este 
trabajo, por conocimiento previo de manipulación y compatibilidad con el software de 
alineamiento estructural, se utilizaron todos archivos con formato .pdb. 
Las moléculas de ARN pueden formar parte de estructuras más complejas que 
simplemente estar en estado monomérico, es decir, pueden formar oligómeros (homo y/o 
heteros), estar interaccionando con otras biomoléculas como por ejemplo proteínas, ADNs, 
otros ARNs, o combinación de ellas formando estructuras cuaternarias y/o quintenarias. 
Esto lo podemos observar en aquellos complejos macromoleculares resueltos por DRX que 
se encuentran depositadas en la PDB y presentan -múltiples- co-cristalizaciones de 
biomoléculas. Allí, el archivo .pdb contiene información tridimensional de cada una de las 
cadenas de cada tipo de biomolécula. Dentro de un archivo .pdb es posible encontrar 
estructuras de proteínas, ARNs, ADNs, híbridos ARN-ADN, diferentes ligandos como 
metales, moléculas orgánicas pequeñas, etc. 
Para la recolección se utilizó el sistema de búsqueda avanzada de la PDB, donde se 
obtuvieron todos los archivos .pdb de aquellas estructuras depositadas que contenían al 
menos una molécula de ARN y también se generó un archivo único en formato .csv 
conteniendo, previa selección personalizada, información de campos descriptivos de 
interés, creando así una gran tabla madre (61707 filas por 20 columnas) -nuestro set 
primario- para cada confórmero de cada molécula contenida en cada uno de los archivos 
.pdb (proteínas y ácidos nucleicos). Posteriormente, se filtró el set primario a través del uso 
de comandos específicos desde la interfaz de línea de comandos (CLI). Se descartaron 





nucleótidos (en adelante “nt”) y un máximo de 500 nt, es decir, 9≤nt≤500. Además, para 
realizar correctamente la posterior comparación estructural, se descartaron aquellas 
cadenas pertenecientes a archivos .pdb_bundle ya que las estructuras correspondientes 
fueron separadas en múltiples archivos .pdb, lo que complicó su manejo en identificación y 
edición. También se descartaron aquellos confórmeros que tuvieran una resolución > 4,5Å. 
El paso siguiente consistió en identificar los clusters de moléculas de ARNs idénticas, esto 
es, moléculas que comparten 95% de identidad secuencial, con un coverage mínimo del 
90% entre todas las secuencias del cluster al que pertenece. Este procedimiento fue 
necesario para reclutar las distintas instancias de cristalización de moléculas que fueran 
idealmente idénticas (confórmeros). 
Para realizar esta tarea de clustering secuencial, se utilizó el software CD-Hit[163,164] 
con servicio web: http://weizhong-lab.ucsd.edu/cdhit-web-server/cgi-bin/index.cgi. CD-Hit 
permite realizar comparaciones entre secuencias y generar clusters personalizados. Para 
ser más específicos, dentro del paquete de programas proporcionados por el CD-Hit, 
utilizamos el correspondiente a secuencias nucleotídicas, cd-hit-est. Como input se 
proporcionó un archivo FASTA conteniendo todas las secuencias de moléculas de ARNs que 
pasaron los filtros aplicados al set primario. No se eligió 100% de identidad secuencial con 
la intención de incluir aquellos confórmeros que presenten variaciones mínimas, producto, 
por ejemplo, de mutaciones puntuales en su secuencia. El output del CD-Hit consistió en 
1611 clusters identificados con 95% identidad secuencial y 90% de coverage, donde sólo 
779 poseían al menos 2 confórmeros. De estos 779, sólo consideramos aquellos que 
contenían al menos 2 confórmeros provenientes de archivos .pdb diferentes, dando un 
número final de clusters igual a 430. Para este último paso de búsqueda y comparación de 
confórmeros, se realizó un script en lenguaje python, con la finalidad reclutar clusters que 
contengan al menos 2 instancias experimentales independientes donde se depositó la 
misma secuencia en la PDB. Es importante resaltar que cada cluster es único en secuencia 
y proporciona información de diversidad conformacional curada, haciendo a éstos futuras 





 Estimación de las diferencias estructurales entre confórmeros  
Anteriormente nombramos la importancia de estimar la diversidad conformacional en 
ARNs. Esta medida puede realizarse calculando el RMSD en todos los pares de confórmeros 
por cluster. La medida del RMSD es muy común en el ámbito de la biología estructural, por 
lo que podemos encontrar varios tipos de softwares que hacen uso de ella. Para nuestro 
interés, elegimos aquellos destinados a comparar, por superposición estructural, moléculas 
de ARNs de manera local y remota, culminando en la elección final del programa SARA 
[165,166]. En la tabla 3.4 se pueden observar diferentes softwares que realizan 
comparaciones estructurales. 
El algoritmo del SARA consiste en el alineamiento de 2 estructuras de ARNs mediante el 
enfoque del vector unidad (del inglés unit-vector approach), inspirado por el programa 
MAMMOTH[167] usado en el alineamiento estructural de proteínas. La exactitud de su 
alineamiento proviene de la evaluación de 3 valores diferentes: uno para la identidad 
secuencial (PID, del inglés percentage of sequence identity) que es el porcentaje de 
nucleótidos (igual tipo) alineados, respecto del largo (𝑁𝑁) de la menor de las estructuras; 
otro para la estructura secundaria (PSS, del inglés percentage of aligned secondary 
structure) que es el porcentaje de pares de bases, alineadas y definidas por el software 
3DNA, que se encuentran dentro de los 4.0Å, respecto del menor número de pares de bases 
en las 2 estructuras; y el último para el valor de identidad de la estructura terciaria (PSI, del 
inglés percentage structural identity) que es el porcentaje de átomos C3’ superpuestos 
dentro de 4.0Å respecto del largo (𝑁𝑁) de la menor de las estructuras. Adicionalmente, SARA 
calcula los valores de sus P-values y estima la probabilidad de obtener valores de 
alineamientos por azar que sean mejores o iguales a los obtenidos. A continuación, se 
presentan sus expresiones matemáticas: 
𝑃𝑃𝑃𝑃𝑅𝑅 = 100 (𝑛𝑛𝑛𝑛 𝑖𝑖𝑑𝑑é𝑛𝑛𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛)
𝑁𝑁
                         𝑃𝑃𝑅𝑅𝑅𝑅 = 100 𝑝𝑝𝑎𝑎𝑎𝑎
𝑁𝑁𝑃𝑃
                              𝑃𝑃𝑅𝑅𝑃𝑃 = 100𝑛𝑛𝑎𝑎𝑎𝑎
𝑁𝑁
 
Donde 𝑝𝑝𝑎𝑎𝑎𝑎 es el número de pares de bases alineadas dentro de un umbral de 4.0Å. 𝑁𝑁𝑃𝑃 





el menor número de pares de nucleótidos alineados dentro de un umbral de 4.0Å. Y 𝑁𝑁 es 
el largo de la más corta de las 2 estructuras de ARN a comparar. 
Básicamente, SARA toma como input 2 archivos .pdb y compara las cadenas que se les 
asigna. La comparación puede tomar como valor de referencia el átomo C3’ de la ribosa o 
el P del fosfato en la construcción de 3 vectores unidad por átomo. SARA usa por defecto el 
C3’ ya que está demostrado que es la distancia con menor varianza [165]. Los valores de los 
vectores son normalizados a unidad de distancias y llevados a origen en una unidad esférica. 
La comparación finaliza con la rotación y posterior cálculo de la distancia URMS (del inglés 
“Unit-vector Root Mean Square”) entre las 2 estructuras de ARNs usadas como input. Dicha 
distancia es la medida de RMSD de las 2 estructuras 3D a comparar. Una ventaja presentada 
por el programa SARA es la opción de utilizar información estructural secundaria derivada 
mediante el software 3DNA[168]. SARA puede calcular esferas unidad usando hasta 8 
átomos sucesivos y no puede comparar estructuras con un largo menor a 9 nucleótidos. La 
comparación consecutiva de esferas unidad permite realizar una matriz de valores de 
similitud de todos contra todos que luego es usada para un procedimiento de programación 
dinámica (DP, del inglés “dynamic programming”) usando penalizaciones con valor cero 
para las terminaciones con el fin de realizar un alineamiento global de las estructuras de 
ARNs a comparar. El alineamiento output es refinado maximizando el número de átomos 
equivalentes o pares de bases dentro de los 3.5Å de RMSD. Esto lo logra usando una 
variante del algoritmo MaxSub[169] el cual asegura de contener el mejor alineamiento local 





Tabla 3.4: En la siguiente tabla se listan diferentes softwares que producen alineamientos de estructuras 3D de ARNs. Se agruparon según su modo de presentación para el usuario. 1 
Cada archivo .pdb contiene una única estructura. Se producen múltiples modelos de superposición. 2 Cada archivo .pdb contiene una única estructura. 3 El archivo .pdb contiene ambas estructuras. 
superpuestas. 4 Puede ejecutarse con GNU Octane. 5 Posee servicio web desde 2016 - WebStar3D[200] - URL: http://rna.ucf.edu/WebSTAR3D/. 6 Ofrece servicio de alineamiento múltiple de estructuras 
terciarias (MARTS). 7 Análisis de forma elástica (ESA, del inglés “Elastic Shape Analysis”). ND: no declarado. 
Nombre Ref. Año URL Lenguaje Output Algoritmo 
Local 
LaJolla [170] 2009 http://raphaelbauer.github.io/lajolla/ Java Lista de archivos .pdbs1 Coincidencia de n-grama mediante una query 
FRIES [171] 2013 http://www.zbh.uni-hamburg.de/?id=436 C & Perl 2 archivos .pdb2 Basado en WURST[172]. Usa fragmentos k-mer. 
Local & server 
ARTS [173,174] 2005 http://bioinfo3d.cs.tau.ac.il/ARTS/index.html Compilado 2 archivos .pdb2 Tuplas estructuralmente similares de átomos de P 
SARA [165,166] 2008 http://structure.biofold.org/sara/?aform=ali Python 1 archivo .pdb3 Basado en MAMMOTH[167]. Representación estructural por vector unidad 
R3D Align [175] 2010 http://rna.bgsu.edu/r3dalign/ MATLAB4 1 archivo .pdb3 Búsqueda del máximo clique 
FRASS [176] 2010 https://sourceforge.net/projects/frass/?source=directory C & Perl 1 archivo .pdb3 Integrales de Gauss[177] 
SETTER [178,179] 2012 http://setter.projekty.ms.mff.cuni.cz/ Compilado 
Información de 
Rotación/Translación 
Unidades de estructura secundaria generalizadas 
MultiSETTER [180,181] 2015 http://setter.projekty.ms.mff.cuni.cz/ Compilado Información de 
Rotación/Translación 
SETTER + ClustalW[182] 
RASS [183,184] 2014 http://cloud.stat.fsu.edu/RASS/ MATLAB ND Basado en ESA7 
SARA-Coffee [185,186] 2013 
http://www.tcoffee.org/Projects/saracoffee/index.html 
http://tcoffee.crg.cat/apps/tcoffee/do:saracoffee 
Compilado Alineamiento secuencial SARA + R-Coffee[187] 
STAR3D5 [188] 2015 http://genome.ucf.edu/STAR3D/ Java 
Alineamiento 
estructural; 1 archivo 
.pdb3; imagen del 
alineamiento 
Detecta topología 2D con Mc-Annotate[189,190], genera k-stacks con información 3D y 
detecta k-stacks conservados mediante el cálculo del RMSD. Luego busca el máximo 
clique. El último paso consiste en el alineamiento de loops por DP con información 3D. 
SupeRNAlign [191] 2017 http://genesilico.pl/supernalign/ Python 1 archivo .pdb3 Superposición interactiva de fragmentos estructurales 
SupeRNAlign-Coffee [191] 2017 http://genesilico.pl/supernalign/ Python Alineamiento secuencial SupeRNAlign + R-Coffee[187] 
Server 
DIAL [192] 2007 http://bioinformatics.bc.edu/clotelab/DIAL/ Python 
Alineamiento secuencial 
y 2 archivos con 
información de ángulos 
Basado en PRIMOS[193]. Utiliza DP con información de: similitud nucleotídica, ángulos 
de torsión, pseudo-ángulos y apareamiento de bases. 
SARSA6 [194] 2008 http://genome.cs.nthu.edu.tw/SARSA/ ND 1 archivo .pdb3 Alfabeto estructural discreto basado en ángulos de torsión α, γ, δ y ζ. 
iPARTS [195] 2010 http://genome.cs.nthu.edu.tw/iPARTS/ ND 1 archivo .pdb3 Alfabeto estructural discreto de 23 letras basado en pseudo-ángulos de torsión η y θ. 
Rclick [196,197] 2015 http://mspc.bii.a-star.edu.sg/minhn/rclick.html ND 2 archivos .pdb2 Basado en CLICK[198]. Coincidencia de cliques 
iPARTS2 [199] 2016 http://genome.cs.nthu.edu.tw/iPARTS2/ ND 
Alineamiento secuencial 
y 1 archivo .pdb3 





Para cada ARN de la base de datos preliminar se identificó el par de confórmeros que 
maximiza el RMSD y se lo denominó “par máximo”. Este par máximo es una medida de la 
extensión de la diversidad conformacional, pero en principio estaría influenciada por la 
cantidad de información tridimensional suministrada por la PDB. Más allá de esto, 
utilizaremos este par máximo como prueba fehaciente de la extensión de la diversidad 
conformacional con el fin de desarrollar los siguientes estudios que se detallan en el 
capítulo 4 de este trabajo. 
Siguiendo el procedimiento detallado, la BD preliminar incluye 1347 entradas diferentes 
de PDB, esto sería un 33% del total de entradas actuales de la PDB que contienen al menos 
una cadena de ARN. Y si solo se tiene en cuenta las entradas de PDB que pasaron los filtros 
anteriores (2475), representa un 54%. En el momento del desarrollo de este trabajo, se 
incluyen 430 cadenas de ARNs, 2225 confórmeros y alrededor de 10 mil alineamientos 
estructurales de a pares. Actualmente, un 2,25% de la PDB almacena solo ácidos nucleicos 
(ARN, ADN e Híbridos), un 2,5% ARNs junto a Proteínas y aproximadamente un 2,8% 
contiene al menos una cadena de ARN. Esto concluye que prácticamente su totalidad es 
destinada a proteínas y presenta una gran limitante para realizar estudios generales desde 
la bioinformática estructural del ARN. A pesar de esto, en los últimos 20 años la 












 Resultados y discusión 
Descripción de los datos de la base 
de datos preliminar de diversidad 
conformacional en ARNs 
En este capítulo describiremos algunos de los datos presentes en la BD preliminar de DC 
de ARNs. A través de gráficas representaremos características del conjunto de moléculas de 
ARNs involucradas, por ejemplo: se mostrará, con histogramas, la distribución del largo de 
las moléculas, los valores máximos de RMSD, las resoluciones de las estructuras; usaremos 
el gráfico de torta para ver la distribución taxonómica; aplicaremos gráficos de cajas (del 
inglés boxplots) para evidenciar la diversidad conformacional de tipos de ARNs, etc. 
También es importante comentar que, para la total realización de este trabajo, toda la 
extracción, manipulación, cálculo y gráfica de la información fue realizada haciendo uso del 
lenguaje Bash en entorno CLI del SO (sistema operativo) GNU/Linux, y en mayor medida, 
con el lenguaje Python 3.5, dentro de los softwares Jupyter-notebook y Jupyter-lab los 
cuales se basan principalmente de IPython. 
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4.1 Cantidad de confórmeros  
Anteriormente dijimos que la BD preliminar de DC en ARNs contiene 2225 confórmeros. 
La distribución de la cantidad de confórmeros por molécula de ARN no es equivalente por 
eso es importante resaltar cómo se encuentran distribuidos. A fin de no entrar en una 
descripción minuciosa, en la figura 4.1.1 podemos observar los gráficos que describen la 
cantidad de moléculas de ARNs que tienen 2, 3, 4, 5, 6 y ≥7 confórmeros que han pasado 
los filtros mencionados en el capítulo 3. 
Figura 4.1.1: A – Distribución del número de confórmeros por cada molécula de la BD preliminar. B – Distribución del 
grupo [>=7] de (A). C – Gráfico de torta representando los respectivos porcentajes de la cantidad de confórmeros que 
contiene cada grupo respecto del total de moléculas contenidas en la BD preliminar. Como se puede observar, los grupos 
5, 6 y [>=7] se sumaron como un único conjunto. D – Gráfico de torta representando los respectivos porcentajes de la 






La distribución de la cantidad de confórmeros por molécula de ARN tiene una mediana 
que es de 4 y un promedio de 6 confórmeros. Como puede verse en el gráfico de barras, la 
gran mayoría de las moléculas de ARNs tiene un número menor a 5 confórmeros. Expresado 
en términos porcentuales implica que un 65,1% de las moléculas de ARNs están 
representadas por menos de 5 confórmeros. Inclusive, por el gráfico de torta podemos 
observar que el 35% de las moléculas de ARNs contiene 2 confórmeros. Estos valores 
porcentuales tan elevados se deben principalmente a la limitada información 
tridimensional con la que actualmente cuenta la PDB comparada a la de las proteínas y a la 
baja redundancia en la deposición de estructuras 3D de una misma molécula de ARN 
resuelta por métodos experimentales. Los motivos vinculados a la baja deposición de 
estructuras no tienen relación biológica, sino más bien son motivos prácticos, es decir, por 
dificultad de cristalización o limitaciones intrínsecas al método experimental (longitud de 
las moléculas en RMN), interés comercial (industria), importancia médico-académica 
(temáticas novedosas en salud), entre otros. Es necesario resaltar que el interés biológico 
estructural en ARNs es un fenómeno que ha crecido recién en los últimos 20 años. Como 
mencionamos anteriormente, esto último puede observarse de manera gráfica en la figura 
3.1.3. 
Otra medida interesante que obtuvimos fue la relación de la cantidad de confórmeros 
por grupo respecto de los confórmeros totales en la BD preliminar de DC. En el gráfico de 
torta (figura 4.1.1 – D) se observa que el 51,7% de los confórmeros totales pertenecen al 
grupo de moléculas de ARN que tienen ≥7 confórmeros; el 13,6% al grupo de 2 
confórmeros, etc. Ahora, en el conjunto de moléculas que tienen 5, 6 y ≥7 confórmeros, 
vemos que allí se encuentra el 65,9% de la totalidad de los confórmeros contenidos en la 
BD preliminar. Esto quiere decir que, a pesar de ser el 35% de la totalidad de las moléculas 
de ARNs, hacen uso de más de la mitad de la información tridimensional contenida en la BD 
preliminar. Por esto, podemos decir que del total de moléculas de ARNs contenidas en la 




Por último, realizamos un estudio de correlación entre la cantidad de confórmeros y la 
medida del RMSD del par máximo, donde hemos sometido a estas 2 variables a un estudio 
estadístico de correlación, precisamente el test de Spearman. En la figura 4.1.2 se muestra 
el gráfico de dispersión e histogramas correspondientes a los valores en cada eje de 
coordenadas. 
 
Figura 4.1.2: Dispersión de los valores de RMSD respecto del número de confórmeros. En cada eje se adjunta el histograma 
de frecuencia correspondiente junto a la curva de densidad. En la parte superior derecha se adjunta el valor de la 
correlación para el test de Spearman. Se amplía la zona de los puntos para mayor claridad. 
 
El test de Spearman (no paramétrico) arrojó un valor de 𝑛𝑛ℎ𝑛𝑛 = 0,27 y un 𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛 =1,60𝑥𝑥10−08. Podemos decir entonces que la correlación es insignificante y asumiremos que 
la medida del RMSD del par máximo es robusta frente a la cantidad de confórmeros 





4.2 Longitud de los ARNs 
La longitud de las moléculas de ARNs puede ser un aspecto muy relevante cuando 
estudiamos estructuras simples o más complejas. Actualmente, la longitud es tomada como 
un criterio para clasificar los ARNs que no codifican para péptidos o proteínas (ncRNAs, del 
inglés non-coding RNAs), siendo los ARNs pequeños aquellos con un largo <200 nucleótidos 
(sncRNAs, del inglés small non-coding RNAs) y ARNs grandes aquellos con un largo ≥200 
nucleótidos (lncRNAs, del inglés long non-coding RNAs). 
Si observamos la distribución de longitudes que presenta la BD preliminar (figura 4.2.1) 
encontraremos muy poca variedad, primero porque existen puntos de corte que responden 
al criterio de trabajo para el reclutamiento de la información tridimensional (9≤nt≤500); 
segundo por la reducida cantidad de información con que cuenta la PDB; y tercero por 
motivos prácticos mencionados en el capítulo anterior. También podríamos pensar que 
efectivamente existe un interés biológico en moléculas tradicionalmente conocidas, por 
ejemplo: tRNAs, rRNAs, RNasas, ribozimas, etc. Los datos estadísticos de la distribución 
muestran que la mediana se encuentra en 29 nt y el promedio en 50 nt. Además, se puede 
observar un pico bien marcado cercano a los 25 nt mayormente perteneciente a tipos de 
ARNs misceláneos y un segundo pico menos marcado cerca a los 75 nt coincidente al largo 
de los tRNAs.  
Figura 4.2.1: Distribución del largo secuencial para las moléculas contenidas en la BD preliminar. 
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También dejaremos demostrado que la longitud no es un factor que esté relacionado 
con la medida obtenida del RMSD del par máximo en la comparación entre par de 
confórmeros. Ésto puede realizarse mediante un análisis estadístico de correlación entre 2 
variables. Para esto utilizamos el test de Spearman, obteniéndose el valor de 𝑛𝑛ℎ𝑛𝑛 = 0,0633 
y un 𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛 = 0,1936. Este valor de 𝑛𝑛ℎ𝑛𝑛 entre el largo secuencial y el máximo RMSD, 
implica que no hay correlación entre las variables. En la figura 4.2.2 se muestra una 
representación mixta donde aparecen puntos de dispersión e histogramas 
correspondientes a los valores en cada eje de coordenadas. 
Figura 4.2.2: Dispersión de los valores de RMSD respecto largo secuencial. En cada eje se adjunta el histograma de 
frecuencia correspondiente junto a la curva de densidad. En la parte superior derecha se adjunta el valor de la correlación 





4.3 Resolución de los confórmeros 
La resolución de las estructuras cristalizadas es de suma importancia cuando se trabaja 
con información 3D proveniente de experimentos de DRX o EM. La resolución está 
relacionada con la capacidad de distinguir los detalles atómicos que una estructura 
presenta. Por esto, debemos tener en cuenta los valores que ésta toma a fin de satisfacer 
los requisitos mínimos necesarios de nuestro estudio. Los niveles de detalles atómicos 
varían en diferentes resoluciones, así, por ejemplo, para proteínas podemos encontrar la 
siguiente descripción (http://proteopedia.org/wiki/index.php/Resolution): 
Resolución Calidad Detalle 1,2Å Excelente El backbone y las cadenas laterales se encuentran muy bien resueltas. 2,5Å Buena El backbone y muchas de sus cadenas laterales están bien definidas. 3,5Å OK El backbone y las cadenas laterales voluminosas están mayormente claras. 5Å Pobre El backbone está mayormente claro, sin embargo las cadenas laterales no. 
 
 Por otro lado, en los ácidos nucleicos, particularmente en los ARNs, podemos observar 
una clara diferencia entre las densidades de los mapas electrónicos correspondientes a 
resoluciones típicamente depositadas en la PDB. En la figura 4.3.1 – A vemos un ejemplo 
de cómo esto se ve representado para1.04, 1.75, 2.25, 2.75, 3.3, 3.8, 4.5 y 6.21Å. 
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Figura 4.3.1: A – Representación típica de los mapas de densidades electrónicas para diferentes resoluciones de 
estructuras de ARNs. B – Distribución de las resoluciones de las estructuras de ARNs contenidas en PDB. Como se puede 
observar, casi las dos terceras partes de las estructuras de ARNs difracta en el rango 2,5 – 3,5Å. Imagen adaptada de [201].  
Cuanto más alta la resolución (valores absolutos más bajos) mejor el detalle atómico, por 
eso aquellos valores < 1,5 Å se los llama de resolución atómica porque se logran ver los 
átomos de forma separada y sus distancias e interacciones son calculadas con una gran 
exactitud. Tener resoluciones muy buenas no asegura poseer información espacial de todos 
los átomos de una estructura, ya que pueden existir regiones que presenten mucha 
movilidad y por lo tanto la densidad electrónica alrededor de esos átomos sea difícil de 
definir. Generalmente se busca trabajar con resoluciones en el rango de 1,5 − 2,5 Å. Si nos 
enfocamos en los ARNs, veremos (figura 4.3.1 – B) que la gran mayoría de las estructuras 
cristalizadas y depositadas en la PDB se encuentran con valores de hasta 4,5 Å y la mayor 
proporción de ellas difracta entre 2,5 − 3,5 Å. En esos valores las bases y fosfatos son 
fácilmente localizables debido a su rigidez, volumen y alta densidad electrónica, 
respectivamente. A resoluciones de menor calidad, el backbone suele no ser tan claro y 
presenta ciertas imprecisiones. Mejorar éste último inconveniente tiene grandes 
implicancias biológicas ya que la correcta conformación del backbone da un mejor 
entendimiento de la función biológica, por ejemplo, en aquellas estructuras que realizan 
alguna clase de catálisis o se ven involucradas en reconocimientos moleculares. 
Hoy en día existen paquetes de softwares dedicados exclusivamente en corregir errores 
presentes en estructuras tridimensionales[202–204]. Estos errores pueden ser geométricos 
locales, conformacionales, estéricos, etc. Actualmente son ampliamente utilizados en los 
procesos de validación y refinamiento estructural. Realizar arduamente esta práctica 
mejoraría los análisis que se desarrollan sobre información tridimensional de origen 
experimental, aunque se necesitan ciertos conocimientos básicos inherentes a los métodos 
de obtención. Siendo esto así, existen investigaciones aplicadas únicamente a estructuras 
de ARNs que mejoran sustancialmente los parámetros de calidad estructural en estructuras 
con resoluciones entre 4 − 6 Å[201,205–207]. Su aplicación en la información 3D utilizada 





Para la descripción de los datos de resolución de la BD preliminar, hemos elegido como 
criterio de corte tomar sólo aquellas estructuras con una resolución de hasta 4,5 Å inclusive. 
En la figura 4.3.2 se representa la distribución de las resoluciones de todos los confórmeros 
obtenidos por DRX y EM en nuestra base de datos. Se observa un pico pronunciado entre 
los 2,5 − 3,0 Å coincidiendo con el estudio realizado en [201]. La mediana de la distribución 
es 2,70 Å, el promedio 2,69 Å y el 75% percentil abarca todos aquellos confórmeros con 
resolución hasta los 3,01Å. Si consideramos sólo las estructuras que poseen alta calidad de 
resolución (≤ 2.5Å) encontramos que éstas representan un 37,74% del total de los 
confórmeros resueltos por DRX y EM (1982 = 1892 + 90, respectivamente), y sólo 
corresponden a estructuras resueltas por DRX. 
Figura 4.3.2: Distribución de las resoluciones para las moléculas contenidas en la BD preliminar. 
 
Al estudiar la correlación entre la resolución promedio de los confórmeros que 
constituyen el par de máxima RMSD y la divergencia estructural, encontramos que no hay 
correlación entre las variables. Esto daría cierta robustez al estudio de la diversidad 
conformacional utilizando los C3’ (ver figura 4.3.3). 
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Figura 4.3.3: Estudio de la correlación entre la resolución promedio y el RMSD del par máximo.  
4.4 Representación taxonómica 
Es sabido que ciertos organismos, ya sea por encontrarse en nichos ecológicos 
diferenciales o por poseer bias composicionales en sus genomas, muestran patrones 
evolutivos particulares. Para estudiar si la distribución de la DC es sensible a estas 
particularidades, a continuación analizamos la relación entre la DC y la clasificación 
taxonómica provista por el NCBI. De los 2225 confórmeros contenidos en la BD preliminar 
de DC en ARNs, 720 confórmeros provienen de 72 organismos diferentes, pertenecientes a 
distintos reinos vivos. En la figura 4.4.1 se representan los 5 primeros organismos más 
representados. Las moléculas de ARNs de Escherichia coli son las que más predominan 
(13,6%), seguido por las de Saccharomyces cerevisiae (10,1%), Homo sapiens (10%), 
Haloarcula marismortui (9,6%) y Thermus thermophilus (4,2%). En el porcentaje restante 





representación <4% del total de organismos presentes en la BD preliminar. Es importante 
mencionar que la gran mayoría de los confórmeros no cuenta con información taxonómica 
suministrada por la PDB, estos son 1228; a su vez, según lo informado por la PDB, se excluyó 
del análisis taxonómico aquellas cadenas provenientes de síntesis química (277). 
 
Figura 4.4.1: Los cinco organismos más representados en la BD preliminar. 
Seguido a los análisis anteriores, realizamos la comparación de las extensiones de las 
diversidades conformacionales para la totalidad de las moléculas de ARN pertenecientes a 
cada uno de los 5 organismos más representados en la base de datos (ver figura 4.4.2). Si 
bien algunos de las distribuciones muestran diferencias significativas, es necesario realizar 




Figura 4.4.2: DC de los cinco organismos más representados en la BD preliminar. 
 
4.5 Distribución de la diversidad conformacional 
En la última sección del capítulo anterior vimos que, para cada molécula de ARN presente 
en la base de datos preliminar, existe un par de confórmeros que describe la 
máxima diversidad conformacional observada, lo que denominamos par máximo. Ésta 
medida proviene de la comparación estructural entre todos los confórmeros que presenta 
dicha molécula de ARN. Para conocer la distribución de la diversidad conformacional 
máxima de cada molécula de ARN realizamos un histograma de frecuencia que incluye los 
valores de los pares máximos de cada uno los 423 clusters. En la figura 4.5.1 se observa 






Figura 4.5.1: Distribución de la extensión de la diversidad conformacional de todas las moléculas. A – Moléculas 
de ARNs contenidas en la BD preliminar. B – Proteínas contenidas en CoDNaS. 
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De la observación de las distribuciones en la figura 4.5.1, podemos decir que en 
comparación con la de proteínas, el histograma para moléculas de ARNs carece de un pico 
de valor máximo de RMSD pronunciado. Lo que en principio indicaría que la movilidad de 
las moléculas de ARN es bastante uniforme mayormente centralizada en valores de 0,5, 1 y 
2 de RMSD, donde se observa la mayor frecuencia. Esto se relaciona con la gran diferencia 
en la dinámica de ARN y proteínas, donde los ARN presentan gran movilidad a nivel del 
backbone. Recordemos que el backbone de los ARNs puede describirse considerando las 
ribosas y fosfatos con 6 ángulos de torsión (α, β, γ, δ, ε, y ζ). 
En la distribución de los pares máximos de RMSD para ARNs encontramos que su 
extensión alcanza valores hasta 2,97Å, que el valor de su mediana es 1,40Å y que su 
promedio se encuentra en 1,42Å. Además, como se demostró en las secciones anteriores, 
la medida del RMSD del par máximo es robusta frente al largo secuencial y número de 
confórmeros por cluster. 
 Sumado a la descripción de la medida del RMSD, es importante mencionar que el 85% 
de los confórmeros totales fueron obtenidos por DRX, 11% por RMN y 4% por EM. A su vez, 
al realizar las comparaciones estructurales, encontramos que 299 clusters contenían 
confórmeros resueltos por DRX en su par máximo, 86 por RMN y 11 por DRX y RMN (en 
adelante DRX/RMN). A su vez, debido a la baja cantidad de confórmeros resueltos por EM 
(90), sólo 21 clusters contenían confórmeros resueltos por EM en su par máximo, 6 por 
EM/DRX y ninguno por EM/RMN. Entonces, de los siguientes 3 grupos (DRX, RMN y 
DRX/RMN), se realizaron violinplots para evidenciar la densidad de la distribución de los 
valores que toma la medición del máximo RMSD. También se resaltaron los clusters (puntos 
azules y naranjas) diferenciándolos en su redundancia, esto es la cantidad de cadenas 
presentes en el cluster en cuestión. Como puede observarse en la figura 4.5.2, los valores 
correspondientes al grupo RMN son significativamente mayores a los del grupo DRX (test 
de Mann-Whitney dió p-val=2.83x10-10; Kolmogorov-Smirnov dió D=0.41, p-val=1.74x10-10). 
Este resultado conduce a asumir que la medida del máximo RMSD se ve afectada 






Figura 4.5.2: Distribución de la diversidad conformacional según el método utilizado para la obtención 
de los confórmeros. En rosado observamos los valores de máximo RMSD de aquellas moléculas de ARNs 
que tienen todos sus confórmeros obtenidos por RMN. En celeste, moléculas de ARNs con confórmeros 
RMN y DRX. En verde claro, moléculas de ARNs con todos sus confórmeros obtenidos por DRX. 
 
Por lo antes dicho, no es recomendable utilizar confórmeros provenientes de diferentes 
métodos en la medida del máximo RMSD. Convenientemente, la BD preliminar contiene un 
85% de sus confórmeros resueltos por DRX. 
4.6 Clasificación de tipos de ARNs usando RNAcentral 
La clasificación de las cadenas de ARNs contenidas en la BD preliminar se realizó con el 
objetivo de comparar la diversidad conformacional que presentan diferentes tipos de ARNs. 
Así, nos preguntamos si los tRNAs tienen mayor, igual o menor DC respecto a las ribozimas. 
Como mencionamos en la sección 3.4 del capítulo 3, para lograr la clasificación utilizamos 
la información suministrada por la base de datos RNAcentral debido a que es la BD 
secuencial no-redundante más grande que existe ya que asigna a cada cadena de ARN un 
único código hexadecimal y dicha información proviene de 28 bases de datos de ARNs 
específicas y curadas. RNAcentral basa su clasificación de los tipos de ncRNAs acorde a la 
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clasificación de la organización “Colaboración internacional de bases de datos de secuencias 
de nucleótidos” (INSDC, del inglés “International Nucleotide Sequence Database 
Collaboration”. URL: http://www.insdc.org/) conformada por el NCBI, DDBJ (del inglés 
“DNA Data Bank of Japan”) y ENA (del inglés “European Nucleotide Archive”). 
Al ser un recurso público y abierto, RNAcentral permite descargar variada información 
para cada una de sus liberaciones históricas. En nuestro trabajo utilizamos la liberación 
número 9. Mediante diferentes scripts parseamos y cruzamos la información para lograr la 
anotación de nuestros clusters. Recordemos, los clusters son únicos en secuencia. De la 
totalidad de clusters (430) logramos anotar el 97,67% (420). Entonces, cada cluster anotado 
tiene asignado un único código URS y el nombre del tipo de ARN al que pertenece. 
 El paso siguiente fue agrupar todos aquellos clusters que pertenecen al mismo tipo de 
ARN y, mediante una gráfica múltiple del tipo boxplot comparamos sus valores máximos de 
RMSD. A su vez, de los 420 clusters anotados, solo 413 poseen medida del máximo RMSD. 
En la figura 4.6.1 podemos observar la dispersión alcanzada de las DCs por cada tipo de 
ARN. Como se observa, los tipos de ARNs presentes son: ribosima hammerhead, rRNA, 
tRNA, SRP_RNA, snRNA y ribozima.  





Es importante aclarar que misc_RNA no es un tipo de ARN, sino que, según el INSDC, son 
todas aquellas secuencias de ARN misceláneas que no están clasificadas en alguno de los 
otros tipos de ARNs posibles. Lamentablemente en este grupo se encuentra la gran mayoría 
de los clusters anotados. Esto lo podemos observar en mayor detalle en la tabla 4.1. 
Tipo de ARN Número de clusters % total 
misc_RNA 299 72,40% 
tRNA 51 12,35% 
rRNA 24 5,81% 
Ribozima 24 5,81% 
SRP_RNA 5 1,21% 
Ribosima hammerhead 4 0,97% 
snRNA 4 0,97% 
ncRNA 2 0,48% 
Tabla 4.1: Número total de clusters en la BD preliminar por tipo de 
ARN anotado. En la columna de la derecha se representan los 
porcentajes respecto al total de clusters anotados. 
En la tabla 4.2 podemos observar un resumen de los valores estadísticos típicos para 
cada boxplot. No se muestran aquellos datos de los boxplot con menos de 24 clusters ya 
que carecen de significado estadístico para nuestro estudio comparativo. Adicionalmente, 
realizamos el test de Shapiro para corroborar si dichos datos describen una distribución 
normal. 
 
Tabla 4.2: Número total de clusters en la BD preliminar por tipo de ARN anotado. En la columna de la 
derecha se representan los porcentajes respecto al total de clusters anotados. 
Por otro lado, para todos aquellos tipos de ARNs con al menos 24 clusters, realizamos 
tests estadísticos para corroborar si provenían de iguales distribuciones (test de 
Kolmogorov-Smirnov para 2 muestras) y si las diferencias encontradas en sus medianas (test 
de Mann-Whitney) y medias (test T) eran significativamente diferentes. En la tabla 4.3 se 
pueden observar los resultados de cada test realizado. Desafortunadamente no logramos 
resultados favorables y creemos que se deba a que la muestra poblacional de cada tipo de 
ARN (nuestra evidencia experimental) no alcanza a ser relevante para lograr resultados 
Tipo de ARN Mediana Media Test de Shapiro Distribución Normal 
tRNA 1,65 1,50 W=0.934 ; p-val=0.00685 No 
rRNA 1,16 1,26 W=0.941 ; p-val=0.174 Si 
Ribozima 1,34 1,39 W=0.971 ; p-val=0.691 SI 
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significativos en los tests. Esto último se podría solucionar a futuro cuando haya un mayor 
número de estructuras de ARNs depositadas en la PDB. 
Tests KS 2_samples Mann-Whitney Bartlett* T-Test 
tRNA-Ribozima D=0.198 ; p-val=0.494 U=557.5 ; p-val=0.270 stat=1.003 ; p-val=0.316 stat=0.562 ; p-val=0.575 
tRNA-rRNA D=0.235 ; p-val=0.286 U=504.0 ; p-val=0.111 stat=0.780 ; p-val=0.378 stat=-1.268 ; p-val=0.209 
rRNA-Ribozima D=0.208 ; p-val=0.622 U=255.0 ; p-val=0.251 stat=0.0113 ; p-val=0.915 stat=-0.690 ; p-val=0.493 
Tabla 4.3: Valores de los tests estadísticos realizados a los tres tipos de ARNs más poblados con excepción de misc_RNA. 
*Se realizó este test de igualdad de varianza para poder cumplir las condiciones del T-Test donde sólo puede ser utilizado 
en muestras con igual varianza. 
Haber realizado estas comparaciones tiene como principal interés biológico buscar 
entender si la DC está relacionada con el tipo de ARN y cómo ésta influye en los mecanismos 
de los procesos biológicos involucrados. Debemos tener en cuenta que realizar este tipo de 
comparación engloba muchas variables ya que nos estamos refiriendo al comportamiento 
de la DC en poblaciones muy grandes como lo puede ser pertenecer a un tipo de ARN 
particular. Dicho esto, esperamos encontrar mejores resultados situándonos en la 
comparación dentro de cada tipo de ARN, como por ejemplo, comparar tRNAs de 
aminoácidos diferentes para todos los organismos presentes en la BD preliminar o entre 
















El presente trabajo final planteó muchos interrogantes desde su concepción. Se partió 
desde la experiencia acuñada por el grupo – SBG - UNQ – en proteínas. Se esbozaron las 
primeras y más básicas preguntas sobre la biología del ARN, muchísimas otras se 
encontraron en el camino. Se aprendió a buscar, descartar y seleccionar bibliografía 
específica que ayudó a conocer la historia, la química y biología estructural del ARN, yendo 
así un poco más allá de los libros de textos comúnmente usados. Se conceptualizó el 
significado y se hizo uso de múltiples bases de datos específicas de ARNs. Se logró 
dimensionar la complejidad que ha alcanzado el campo de los ARNs en los últimos 20-30 
años, aún en explosión.  
En cuanto al campo de la bioinformática, se utilizaron varios lenguajes de programación 
(Bash, Python y R) bajo el sistema operativo Ubuntu, una de las distribuciones basadas en 
GNU/Linux. Mediante el uso de estos lenguajes, especialmente Bash y Python, se 
alcanzaron muchas respuestas a las preguntas planteadas. Es importante mencionar 
también que, en el transcurso del trabajo final, se concurrió a varias charlas, simposios, 
congresos, talleres y cursos relacionados a la temática desarrollada. Algunos de ellos fueron 
los siguientes: 2nd LA Student Council Symposium - IIB ("Instituto de investigaciones 
Biotecnológicas") Universidad Nacional de San Martín, Campus Miguelete, Buenos Aires – 
Argentina; Primera Jornada Argentina de Biología de ARNs no codificantes - Universidad 
Nacional de Quilmes, Bernal – Argentina; 3er Simposio Argentino de Jóvenes Investigadores 
en Bioinformática - Fundación Instituto Leloir, CABA – Argentina; Escuela de Bioinformática 
- "R, Python y Linux" - Fundación Instituto Leloir, CABA – Argentina; Workshop “Filtrado y 





Argentina de Biología de ARNs no codificantes - Universidad Nacional de Quilmes, Bernal – 
Argentina. 
A través de éste trabajo final, hemos estudiado y analizado la diversidad conformacional 
de las moléculas de ARN. A partir de la información recolectada en la PDB, y luego de 
reiteradas etapas de curado, se generó un valioso dataset redundante asegurando la 
confiabilidad de los datos enunciados y mostrados en las diferentes gráficas. Hemos creado 
la primera base de datos preliminar de DC en ARNs conteniendo la mayor cantidad de 
información tridimensional provistas a nivel mundial. Sin lugar a duda, el principal objetivo 
de ésta base es el de brindar un repositorio donde se encuentren, clasifiquen, organicen y 
estudien los diferentes confórmeros de ARNs para cada ensamble conocido. Asimismo, 
debido a la baja información 3D, también busca alentar a la comunidad científica en la 
obtención de nuevos confórmeros tridimensionales, en diferentes condiciones y de mejor 
resolución, etc. A su vez, hemos demostrado que la medida de la DC en ARNs es robusta 
frente al largo secuencial y al número de confórmeros con que se cuenta de cada molécula. 
Se encontró que la extensión de la distribución de DC para ARNs no supera los 3 Å y 
presenta una media de 1,39 Å. Además, hemos demostrado que la estimación de la DC, 
mediante el uso de confórmeros resueltos por métodos experimentales diferentes, se ve 
afectada de forma significativa. Por otro lado, a pesar de no haber conseguido resultados 
estadísticamente significativos, hemos vinculado estos resultados obtenidos con los 
organismos más representados en la base de datos, como así también con los 3 tipos de 
moléculas de ARNs mejores representadas en la base de datos. Creemos que esto se deba 
a la limitada información con la que hemos desarrollado éstas correlaciones, la cual se irá 
reduciendo con la eventual deposición de nuevas y mejores estructuras de ARNs. 
Finalmente, creemos que los ARNs no presentan rigidez estructural, sino más bien una alta 
movilidad característica de los ácidos nucleicos y que la misma está fuertemente 
relacionada con su función biológica. 
 91 
 
5.1 Trabajo a Futuro 
Los resultados y conclusiones anteriores, sumado a lo conocido en proteínas, nos 
plantéan nuevos interrogantes, por ejemplo, estudiar: los movimientos conformacionales 
en complejos proteína-ARN, ARN-ARN, con las funciones biológicas; la conservación 
secuencial y estructural de las interacciones de éstos complejos; la divergencia estructural 
y secuencial en ARNs (modelos estructurales por homología); la DC en complejos ARN-
Proteína y cómo éstos interaccionan; el impacto de la información estructural en 
enfermedades conocidas. 
Sobre la concepción de la BD de DC: 
- Mejorar los criterios de los filtros de la BD preliminar. 
- Comparar resultados de RMSD entre diferentes softwares. 
- Caracterizar y anotar, mediante otros métodos, aquellos clusters que fueron 
asignados como misceláneos (misc_RNA). 
- Estudiar los aspectos vinculados a la diversidad conformacional, desde las 
condiciones de obtención de la estructura, presencia de ligandos y/o otras 
biomoléculas. 
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