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Abstract
We study the repetition of subwords in languages generated by morphisms. Fundamental to
our approach is the notion of quasi-repetitive elements. Using these elements we present a
new characterization for repetitive morphisms, from which we derive a simple proof for the
fact that a D0L-language is repetitive if and only if it is strongly repetitive (Ehrenfeucht and
Rozenberg, Inform. and Control 59 (1983) 13{35). From this proof we obtain a structurally
simple polynomial-time algorithm for deciding whether such a language is repetitive. From further
results on quasi-repetitive elements we obtain as a consequence a complete characterization for
all those morphisms on a two-letter alphabet that are repetitive, a result which is closely related
to a result of Seebold (Bull. EATCS 36 (1988) 137{151) on the D0L periodicity problem.
Finally, we characterize those morphisms f on a two-letter alphabet, for which the language
L(f) generated by f or the language SL(f) of subwords of L(f) are context-free or even
regular. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
An important part of formal language theory is concerned with the combinatorial
structure of languages. One of the most basic combinatorial properties of a language is
the repetition of subwords. Accordingly, a language L is called repetitive if, for each
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positive integer n, there exists a word w2L that contains a subword of the form xn for
some non-empty word x. Already Thue studied the repetition of subwords in (innite)
words [16, 17]. Actually he was interested in obtaining long words without repetitions,
so-called square-free words.
For context-free languages repetition of subwords is a very natural property. Indeed
a context-free language is not repetitive if and only if it is nite. This is an immediate
consequence of the pumping lemma for context-free languages. Actually, an innite
context-free language L is not only repetitive, but it is even strongly repetitive, that is,
there exists a non-empty word x such that xn is a subword of L for all positive integers
n. Hence, a context-free language is repetitive if and only if it is strongly repetitive.
This equivalence is not true in general as is shown by a simple example in [5].
The context-free languages are generated by the context-free grammars, which form a
special class of Chomsky’s phrase-structure grammars. These grammars have been used
very successfully to describe and characterize families of languages. However, since the
late 1960s also a dierent approach based on iterating morphisms has been employed
successfully to describe and dene languages. These are the so-called L-systems, which
were introduced by Lindenmayer in connection with biological considerations [9]. The
simplest type of L-system is the D0L-system, where a language L is generated from
a given word w by iterating a given morphism f, that is, L= ffn(w)jn>0g. See the
monograph by Rozenberg and Salomaa for an introduction to the theory of L-systems
[13], and see the collection [14] edited by Rozenberg and Salomaa for a detailed survey
on recent developments concerning this theory and its impacts on theoretical computer
science, computer graphics, and developmental biology.
In [4] Ehrenfeucht and Rozenberg investigate the subword complexity of square-
free D0L-languages. Here a language is called square-free if it does not contain any
non-empty subword of the form xx. In a later paper [5] the same authors prove that
a D0L-language is repetitive if and only if it is strongly repetitive. In addition, they
show that it is decidable whether the language that is generated by a given D0L-system
is repetitive. Both these results are proved in [5] by reducing the general case of an
arbitrary D0L-system to that of a very special D0L-system. But even for these special
systems the given proof is still fairly complicated.
In [11] Mignosi and Seebold investigate a related problem. Call a language L k-power
free if it does not contain any subword that is a non-empty kth power. Mignosi and
Seebold show that there exists a recursive function  such that x(;f;w) 2 S(L) implies
that x+ S(L), where (;f; w) is a D0L-system generating the language L. Here S
denotes the subword operator. Hence, it follows immediately that a D0L-language is
strongly repetitive if it is repetitive. Since it is decidable whether a D0L-language is
k-power free [11], this yields another algorithm for deciding whether a given D0L-
language is repetitive. However, as with the algorithm of Ehrenfeucht and Rozenberg
[5] the exact degree of complexity of this algorithm is not known.
Here we address the repetitiveness of languages generated by morphisms in a dif-
ferent way. Central to our approach is the notion of a quasi-repetitive element for a
morphism f. Here a non-empty word v is a quasi-repetitive element for f, if there
Y. Kobayashi, F. Otto / Theoretical Computer Science 240 (2000) 337{378 339
exist integers n>0 and p>1 such that fn(v)= vp1 , where v1 is a conjugate of v,
that is, v1 is a cyclic permutation of v. According to Head and Lando [7] a D0L-
system G=(;f; w) is called periodic if there exist integers i>0 and p; q>1 such that
fi+p(w)= (fi(w))q, that is, if v :=fi(w), then fp(v)= vq. Hence, the quasi-repetitive
elements for the morphism f can be seen as a generalization of those words w for
which the D0L-system (;f; w) is periodic. It is rather straightforward to verify that
the D0L-language L is strongly repetitive if it contains a subword that is quasi-repetitive
for the generating morphism. On the other hand, we will see that the D0L-language
L := ffn(w)jn>0g contains a subword that is a quasi-repetitive element for f, if the
language L is repetitive. Thus, L is repetitive if and only if it is strongly repetitive.
In addition, we obtain a bound on the length of a shortest quasi-repetitive element
for f and on its quasi-period n, which yields an algorithm for deciding whether a
D0L-language is repetitive. In fact, we will see that this algorithm runs in polynomial
time, provided the size of the underlying alphabet is xed.
Extending the above results on quasi-repetitive elements we then prove that the lan-
guage L(f) := ffn(a)ja2; n>0g is not context-free, if the morphism f is growing,
although L(f) is always context-sensitive.
In [15] Seebold characterizes those morphisms on a two-letter alphabet that generate
an ultimately periodic innite word starting from a letter in the given alphabet. From
this characterization he then derives a complete description of all pairs (f;w) such
that f generates an ultimately periodic innite word (fk)!(w), thus solving the D0L
equivalence problem in the special case of a two-letter alphabet. From his characteri-
zation also a complete characterization of those morphisms f on a two-letter alphabet
can be obtained for which the language L(f) is repetitive, although this result is not
explicitely stated in [15]. Here we obtain this characterization by exploiting the results
on quasi-repetitive elements.
Based on this result we characterize those morphisms f on a two-letter alphabet for
which the language L(f) is context-free or even regular. Also we characterize those
unbounded morphisms f on a two-letter alphabet for which the language SL(f) of all
subwords of L(f) is regular. Actually, for these morphisms SL(f) is context-free if
and only if it is regular.
This paper is structured as follows. In Sections 2 and 3 we dene the basic notions
used throughout the paper. Further, we show that the language SL(f) is context-
sensitive for each morphism f, and we consider the notion of simplication of a
morphism, a notion that was introduced by Ehrenfeucht and Rozenberg in [3].
In Section 4 we dene the injective simplication g of a morphism f, and we prove
that the language L(f) is (strongly) repetitive if and only if L(g) is.
In Section 5 we derive some technical results on quasi-repetitive elements, which
are then used to prove the rst two results mentioned above. Then in Section 6 we
investigate further properties of quasi-repetitive elements, leading to the fact that for a
growing morphism f, the language L(f) is not context-free.
Finally, in Section 7, we consider the case of a two-letter alphabet. In the concluding
section we will point out some possible directions for future research.
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2. The subword operator and the Chomsky hierarchy
We assume that the reader is familiar with the basics of formal language theory and
the theory of D0L-systems. As our main references we use the monograph by Hopcroft
and Ullman [8] for the former and that by Rozenberg and Salomaa [13] for the latter.
Let  be a nite alphabet. A language L is called subword-closed, or s-closed
for short, if every subword of every element of L belongs to L. By S(L) we denote
the language consisting of all subwords of L. The mapping S :L 7! S(L) is called the
subword operator.
In this paper we are mainly concerned with languages that are generated by mor-
phisms. If f :! is a morphism, then L(f) denotes the language L(f) := ffn
(a)ja2; n2Ng. We call L(f) the language generated by f. A D0L-system is a
triple G=(;f; w), where w2 is called the axiom of G, and f :! is a
morphism. The language L(G) := ffn(w)jn2Ng is the language generated by G. To
simplify the notation we write SL(f) and SL(G) for S(L(f)) and S(L(G)), respec-
tively. Obviously, we have L(f)=
S
a2 L((;f; a)) and SL(f)=
S
a2 SL((;f; a)).
Notice that languages of the form SL(f) were used by Ollagnier in [12] to prove
Dejean’s conjecture.
Proposition 2.1. (a) If L is a regular language; then so is S(L).
(b) If L is a context-free language; then so is S(L).
Proof. It is easy to construct a generalized sequential machine (gsm) M that satis-
es M (w)= fy2 j 9x; z 2 :w= xyzg= S(w). Hence, for each language L;
M (L)= S(L) (see [8] Section 11.2 for a detailed description of the gsm). The reg-
ular languages as well as the context-free languages are closed under gsm-mappings
[8, Theorem 11.1]. Thus, if L is a regular or a context-free language, then so is the
language S(L).
This result cannot be extended to the class of all context-sensitive languages, as is
shown by the following example.
Example 2.2. Let Lfa; bg be a recursive language that is not context-sensitive, and
let t : fa; bg!N be the time bound of a deterministic single-tape Turing machine
recognizing L. Let L1 := f$wcjmjw2L; m>t(w)g, where $ and cj are two additional
letters. Then L1 is accepted by a deterministic single-tape Turing machine with space
bound n as follows. On input a word u, verify whether u is of the form u=$wcjm for
some w2fa; bg and m2N. If u is not of this form, then halt and reject, otherwise,
simulate the machine recognizing L for up to m steps. This only requires linear space.
If this machine accepts, then accept the input u, otherwise, reject u, since either w 62L
or m<t(w).
Hence, L1 is a context-sensitive language. However, S(L1)\ $  fa; bg  cj=$  L  cj,
which is not context-sensitive by the choice of L. Hence, S(L1) is not a context-sensitive
language.
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If f :! is a morphism and w2, then one can easily construct context-
sensitive grammars for the languages L(f) and L((;f; w)). Hence, the D0L-languages
and the languages generated by morphisms form a subclass of the class of all context-
sensitive languages. Interestingly, for this subclass the subword operator S always yields
context-sensitive languages.
Proposition 2.3. (a) Let f :! be a morphism. Then SL(f) is a context-
sensitive language.
(b) Let G=(;f; w) be a D0L-system. Then SL(G) is a context-sensitive language.
It is easily seen that there exists a constant k, depending only on the morphism f,
such that, for all a2, if fm(a)=  holds for some m>0, then already fk(a)= .
Here  denotes the empty word. Based on this fact a linearly space-bounded non-
deterministic Turing machine can be described that, given a string w2+ as input,
veries whether w2 S(L). However, we will need the following technical results later
on, and therefore we can describe such a Turing machine in some more detail based
on these technical results.
Let f :! be a morphism. We say that f is bounded on w2+ if the language
L((;f; w)) is nite. The morphism f is called bounded if it is bounded on all letters
a2. Obviously, f is bounded if and only if the language L(f) is nite.
Let   := fa2 j 9n>1: fn(a)= g, that is,   contains those letters of  that ul-
timately disappear. To determine   we construct a sequence of subalphabets of 
inductively as follows:
 1 := fa2jf(a)= g;
 i+1 :=  i [fa2r ijf(a)2 +i g; i>1:
Then  1 2    
S
i>1 i, and whenever  j = j+1 holds for some j>1, then
 j =
S
i>1 i. Since  is a nite alphabet, this yields
S
i>1 i= r , where r := jj. On
the other hand, it is easily checked that  =
S
i>1 i holds. Thus,  = r , and   can be
determined from  and f in polynomial time. Actually, we see that, for all a2, a
belongs to   if and only if fr(a)= .
If  =, then f is bounded, and hence, the language L(f), and therewith the
language SL(f), is nite. Thus, in this case SL(f) is certainly context-sensitive. Hence,
for the following considerations we assume that   is a proper subalphabet of .
Let 0 :=r , and dene a morphism f :0 !0 as follows: f(a) := 0 (f(a)),
a20, where 0 :!0 denotes the canonical projection, that is, 0 is the mor-
phism dened by a 7! a (a20) and b 7!  (b2 ). Observe that f(a) 6=  for all
a20.
Lemma 2.4. Let a20. Then f is bounded on a if and only if f is bounded on a.
Proof. For all b2 ; f(b)2 . Hence, for all n>1; fn(a)= 0 (fn(a)), and so f
is bounded on a if f is.
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Conversely, assume now that f is bounded on a. Then there exist positive integers n
and k such that fn+k(a)= fn(a). Let fn(a)= b1    b‘. Then ‘>1 and b1; : : : ; b‘ 20.
Consider the word fn(a). Since fn(a)= b1    b‘= 0 (fn(a)), we see that fn(a)=
u0b1u1    b‘u‘ for some u0; u1; : : : ; u‘ 2 . Since ui 2 ; fr(ui)=  for i=0; 1; : : : ; ‘.
Thus, fn+r(a)=fr(u0b1u1    b‘u‘)=fr(b1    b‘).
Analogously, fn+k(a)= b1    b‘ implies that fn+k(a)= v0b1v1    b‘v‘ for some
v0; v1; : : : ; v‘ 2 , and so fr+n+k(a)=fr(v0b1v1    b‘v‘)=fr(b1    b‘). Thus, fn+r(a)
=fr(b1    b‘) =fr+n+k(a), which implies that f is bounded on a.
This lemma implies that f is bounded if and only if f is bounded. Next we associate
a directed graph with weighted edges to f that we will use to decide boundedness of f.
Let G f := (V; E; !) be a directed graph with vertex set V :=0, edge set E := fa! bj
a; b20 such that b occurs in f(a)g, and weight function ! :E!N dened by
!(a! b) := j f(a)j, the length of the word f(a). Obviously, this graph is easily con-
structed from f and 0.
Lemma 2.5. For a20 the following statements are equivalent:
(a) f is not bounded on a;
(b) in the graph G f a cycle containing an edge of weight larger than one can be
reached from the vertex a.
Proof. Since f(b) 6=  for each b20, all vertices of G f have positive out-degree.
Hence, there exists an integer n>0 such that fn(a) only contains letters that correspond
to vertices of G f which are contained in cycles of G f. Assume that f
n(a)= b1    b‘. If
none of these cycles contains an edge of weight larger than one, then j fn+k(a)j= j fn(a)j
= ‘ for all k>1. Thus, in this case f is bounded on a.
Conversely, assume that G f contains a subgraph of the following form:
Let  := 1 +
Pr
j=1 (nj − 1) and  := 1 +
Pr+s+1
j=r+1 (nj − 1). Then fr(a)= ubrv for
some u; v20 , and jubrvj>1 +
Pr
j=1 (nj − 1)= . Further, fs+1(br)= xbry for some
x; y20 , and jxbryj>1+
Pr+s+1
j=r+1 (nj−1)= . Thus, if >1, then j fr+(s+1)(i+1)(a)j>
j fr+(s+1)i(a)j for all i>1, and so f is not bounded on a.
Since  , and therewith 0 and f, can be obtained from  and f in polynomial
time, and since the graph G f is easily constructed from 0 and f, Lemma 2.4 and
Lemma 2.5 yield the following result.
Proposition 2.6. It is decidable in polynomial time whether a morphism f :!
is bounded on a letter a2. In particular; it is decidable in polynomial time whether
f is bounded.
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If f is bounded, then the language SL(f) is nite, and so it is context-sensitive.
Hence, for the following considerations we assume that f is not bounded. Before
solving the general case let us rst deal with the special case that f(a) 6=  for all
a2, that is, we assume that the morphism f is non-erasing.
For n2N we will construct a directed graph that can be used to decide whether or
not a word of length n belongs to SL(f). Motivated by this graph we will show that
the language SL(f) is accepted by some non-deterministic Turing machine with space
bound n. For the general case we will then proceed similarly.
So let us rst assume that f :! is non-erasing and unbounded. Let b be the
subalphabet of letters of  on which f is bounded, that is, b := fa2jf is bounded
on ag. Further, let M := maxfjfm(a)jja2b; m>1g, and for each n2N, let mn 2N+
be minimal such that jfmn(a)j>maxfn;Mg holds for all a2u :=rb.
Observe that b can be determined in polynomial time from  and f, and
that M = maxfjfm(a)j ja2bg for m := jbj, as is easily seen from the proof of
Lemma 2.5. Further, if a2u, then jfk(a)j>2 holds for some k>1. In fact, it is
easily checked that k := juj can be chosen for all a2u. Thus, mn6juj maxfn;Mg
for all n2N.
For n>1 we dene the directed graph Gn := (Vn; En) as follows: Vn :=n, and
En := f(u; v) j u; v2n, and u is a subword of f(v)g. Further, let Vn denote the follow-
ing subset of Vn:
Vn := fu2nju is a subword of some word fm(a); a2b; m>1g
[ fu2n j u is a subword of some word fm(a); a2u; 16m6mng:
Lemma 2.7. For w2n the following two statements are equivalent:
(a) w2 SL(f);
(b) 9u2 Vn :Gn contains a path from w to u.
Proof. Assume that Gn contains a path w=wk!wk−1!    !w1!w0 = u, where
u2 Vn. Then w is a subword of fk(u), and hence, it is a subword of fk+m(a) for some
a2 and m>1, that is, w 2 SL(f).
To prove the converse implication assume that w2 SL(f). Then w is a subword of
fm(a) for some a2 and m>1. If a2b or if a2u and m6mn, then w2 Vn. So
assume that a 62b and m>mn. We proceed by induction on k :=m− mn.
If k =1, then w is a subword of fmn+1(a), that is, fmn+1(a)=w1ww2. Let u :=
fmn(a). From the choice of mn we see that juj>n. Since f(u)=w1ww2, we can factor
u as u= u1bu2 such that jf(u1)j6jw1j<jf(u1b)j and b2. If jbu2j6n, then the sux
v of length n of u belongs to Vn, and w is a subword of f(v). Otherwise, u2 = u3u4
with ju3j= n − 1 and u4 2+. Then bu3 2 Vn, and since jf(bu3)j>jbu3j= n, we see
that w is a subword of f(bu3). In any case we have an element u0 2 Vn such that
(w; u0)2En.
The induction step is completely analogous to the case k =1. This completes the
proof of Lemma 2.7.
344 Y. Kobayashi, F. Otto / Theoretical Computer Science 240 (2000) 337{378
For a given non-erasing morphism f, the set b and the number M are xed. Further,
as seen above the number mn satises the inequality mn6jj  maxfn;Mg for all n 2 N.
Thus, a non-deterministic Turing machine can be constructed that accepts the unionS
n>1
Vn with space bound n. Using this Turing machine another non-deterministic
Turing machine can be constructed that, given a string w of length n as input, tries to
guess a path in the graph Gn from w to some word u2 Vn. In order to avoid running
in circles this machine uses a counter to interrupt a computation once the length of the
path constructed exceeds the number jjn. Certainly this machine can be realized in
such a way that it has space bound n. Because of Lemma 2.7 it accepts the language
SL(f). This proves Proposition 2.3(a) for the special case of non-erasing morphisms.
To complete the proof of this proposition let f :! be an arbitrary morphism
that is unbounded. As before let   := fa2 j 9n>1: fn(a)= g, let 0 :=r , and
let f :0 !0 be dened as f(a) := 0 (f(a)) for all a20. Recall that fr(a)= 
for all a2 , where r := jj.
We dene a language Lf;  as Lf;  := SL(f)\ .
Lemma 2.8. Lf;  is a nite set that can be determined eectively.
Proof. Recall that the subalphabet   can be determined in polynomial time from 
and f. If f is non-erasing, then  = ;, and hence, Lf; = ;. So assume that f is
erasing, that is,   6= ;.
Obviously, Lf;  contains the set fu2  j 9x; y2 9a2  9n>1: fn(a)= xuyg=
fu2  j 9x; y2  9a2  9n2f1; : : : ; rg: fn(a)= xuyg, which is nite. Hence, it re-
mains to prove that also the set L0f;  := fu2  j 9x; y2 9a20 9n>1: fn(a) =
xuyg is nite.
Claim. If u2L0f; , then
(i) there exist a20 and n2f1; : : : ; rg such that u is a subword of fn(a), or
(ii) there exist b; c20 such that bc 2 SL( f) and u is a subword of fr(bc).
Proof. Assume that u2L0f; . Then there exist x; y2, a20, and n>1 such that
fn(a)= xuy. If n6r, then (i) holds, and we are done. So assume that n= r + k + 1
for some k>0. Let f(a)= u0b1u1    b‘u‘, where b1; : : : ; b‘ 20 and u0; u1; : : : ; u‘ 2 .
Since a20, ‘>1. Now fr+1(a)=fr(u0b1u1    b‘u‘)=fr(b1    b‘).
If k =0, then u is a subword of fr+1(a)=fr(b1    b‘). Since b1; : : : ; b‘ 20 and
u2 , this implies that u is a subword of fr(bibi+1) for some i2f1; : : : ; ‘−1g. Since
f(a)= b1    b‘, we have bibi+1 2 SL( f), and hence, (ii) is satised.
If k =1, then xuy=fr+k+1(a)=fr+1(u0b1u1    b‘u‘)=fr+1(b1    b‘). Consider
f(b1    b‘)= u(1)0 c(1)1 u(1)1    c(1)k1 u
(1)
k1 u
(2)
0 c
(2)
1    u(‘)0 c(‘)1 u(‘)1    c(‘)k‘ u
(‘)
k‘
;
where c( j)i 20 and u( j)i 2 . Then xuy=fr+1(b1    b‘)=fr(u(1)0 c(1)1    c(‘)k‘ u
(‘)
k‘
)=
fr(c(1)1    c(‘)k‘ ). Thus, u is a subword of fr(bc) for some subword bc of length 2 of
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c(1)1    c(‘)k‘ . Since f
2
(a)= f(b1    b‘)= c(1)1    c(‘)k‘ , we see that bc2 SL( f), and hence,
(ii) is satised.
For k>1, the result follows analogously.
If u2  satises conditions (i) or (ii) of the claim above, then u2L0f; . Thus,
these two conditions characterize the language L0f; , implying that this language is
indeed nite. Obviously, the nitely many words u2  that satisfy condition (i) are
easily determined. Since f is non-erasing, we already know that the language SL( f)
is context-sensitive. Hence, the nite set SL( f)\20 can be determined eectively, and
so the nite set of words u2  that satisfy condition (ii) can also be determined
eectively. This completes the proof of Lemma 2.8.
For n>1 we now dene a directed graph Hn=(Wn; Fn) that is similar to the graph
Gn=(Vn; En) dened for the morphism f:
Wn := (Lf;   0)n  Lf; , and Fn= f(u; v) j u; v2Wn, and u is a subword of f(v)g.
Further, Wn is the following subset of Wn: Wn := fu2Wn j u is a subword of some
word fm(a); a20; 16m6mng, where mn 2N+ is the constant depending on n that is
obtained for the morphism f.
Lemma 2.9. For w2; jwj0 = n; the following two statements are equivalent:
(a) w2 SL(f);
(b) 9u2 Wn :Hn contains a path from w to u.
Proof. The proof is completely analogous to the proof of Lemma 2.7. If w2; jwj0 =
n>0, then w2 SL(f) if and only if w is a subword of fk(a) for some a20 and
k>1. Hence, w=w0a1w1    anwn, where a1; : : : ; an 20 and w0; w1; : : : ; wn 2 , im-
plies that w := 0 (w)= a1a2    an 2 SL( f) and w0; w1; : : : ; wn 2 Lf; . Now the graph
Hn for f is obtained from the graph Gn for f simply by inserting all possible syllables
from Lf; . Thus, Lemma 2.9 follows from the corresponding result for f.
Based on the graphs Hn (n>1) a non-deterministic Turing machine can be con-
structed that accepts the language SL(f) with space bound n. Thus, SL(f) is a context-
sensitive language.
If G=(;f; w) is a D0L-system, then by incorporating the axiom w in the con-
struction of the graphs Hn (n>1), we obtain a proof that SL(G) is a context-sensitive
language, too. This completes the proof of Proposition 2.3. Actually, we have not only
proved that SL(f), respectively SL(G), is a context-sensitive language, but we have
even shown how to eectively construct a linearly space-bounded non-deterministic
Turing machine that accepts this language.
Is it possible to improve upon Proposition 2.3? Recall from [2] that under certain
conditions the set of all prexes of a D0L-language is the complement of a context-
free language. In general, the language L(f) will not be context-free, but the language
SL(f) may be context-free or even regular, nevertheless. This is illustrated by the
following simple example.
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Example 2.10. Let = fag and f :! be the morphism dened by f(a) := a2.
Then L(f)= fa2n j n>0g, and hence, L(f) is not context-free. However, SL(f)=
is even regular.
Thus, the question arises whether or not, for each morphism f, the language SL(f)
of subwords of L(f) is regular or at least context-free. This, however, is not the case
as shown by the following example.
Example 2.11. Let = fa; b; cg and f :! be the morphism dened by a 7! a;
b 7! ab, and c 7! b4. Then, for all n>1, fn(a)= a, fn(b)= anb, and fn(c)= (an−1b)4,
that is, L(f)= fa; b; cg[ fanb j n>1g[ fanbanbanbanb j n>0g. Hence, SL(f)\ ba
babab= fbanbanbanb j n>0g, which is not a context-free language. Thus, SL(f)
is not context-free.
Hence, it would be of interest to determine those morphisms f for which the lan-
guage SL(f) is context-free or even regular. In Section 7 we will answer this question
in a restricted context.
3. Repetitiveness and simplications of morphisms
We study the repetition of subwords in languages generated by morphisms. Certainly,
the repetition of subwords is one of the fundamental combinatorial properties of a
language.
A language L is called repetitive if, for each integer n>0, there exists a non-empty
word w such that wn 2 S(L). The language L is called strongly repetitive if w  S(L)
holds for some non-empty word w.
From the pumping lemma for context-free languages the following simple result
follows.
Proposition 3.1. An innite context-free language is strongly repetitive.
Here we are interested in D0L-languages and languages generated by morphisms.
For D0L-languages the following result holds, where alph(w) denotes the set of letters
that actually have occurrences in the word w.
Proposition 3.2. For a D0L-system G=(;f; w) the following two statements are
equivalent:
(a) the language L(G) is (strongly) repetitive;
(b) for some letter a2 alph(w); the language L((;f; a)) is (strongly) repetitive.
Proof. If a2 alph(w), then SL((;f; a)) SL(G). Hence, (b) implies (a).
To prove the converse implication let w= a1a2    ak , a1; : : : ; ak 2. If L(G) is
repetitive, then, for each integer n>0, there exists a non-empty word u such that
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f‘(w)= xunky holds for some ‘>1 and x; y2. Since f‘(w)=f‘(a1)f‘(a2)   
f‘(ak), we see that, for some i2f1; : : : ; kg, f‘(ai) contains un as a subword. Thus,
for each n>0, there exist a non-empty word u and an index i2f1; : : : ; kg such that
un 2 SL((;f; ai)). Since there are only nitely many choices for i, this means that at
least one of the languages L((;f; ai)) is repetitive. For strong repetitiveness the proof
is completely analogous.
Hence, we obtain the following characterization.
Corollary 3.3. For a morphism f :! the following statements are equivalent:
(a) L(f) is (strongly) repetitive;
(b) L((;f; a)) is (strongly) repetitive for some letter a2;
(c) L((;f; w)) is (strongly) repetitive for some word w2.
Proof. Statements (a) and (b) are easily seen to be equivalent, since  is a nite
alphabet. The equivalence of statements (b) and (c) follows from Proposition 3.2.
For a D0L-system G=(;f; w), let G := alph(L(G)). It is easily seen that G can
be determined in polynomial time from G. Further, let fG denote the restriction of
the morphism f to the subalphabet G. From Proposition 3.2 we obtain the following
consequence.
Corollary 3.4. Let G=(;f; w) be a D0L-system. Then the following statements are
equivalent:
(a) L(G) is (strongly) repetitive;
(b) L(fG) is (strongly) repetitive.
Thus, instead of looking at D0L-systems, we can consider morphisms and vice versa.
For the intended characterization of repetitive languages generated by morphisms the
following notions will be crucial.
A word v2+ is called a repetitive element for a morphism f :!, if there
exist integers n>0 and p>1 such that fn(v)= vp holds. The number n is called a
period and the corresponding number p is called a multiplicity of v. Thus, v is a
repetitive element for f, if the D0L-system (;f; v) is periodic of index 0, and if f
is not bounded on v [6]. Harju and Linna have characterized the repetitive elements of
morphisms for the special case of a two-letter alphabet [6]. Here we actually need the
following generalized notion.
A word v2+ is called a quasi-repetitive element for f, if there exist integers n>0
and p>1 such that fn(v)= vp1 holds for some conjugate v1 of v, that is, there exist
x; y2 such that v= xy and v1 =yx. Accordingly, the number n is called a quasi-
period of v, and the corresponding p is a quasi-multiplicity of v. For future reference
we note that, if v is a quasi-repetitive element for f, then each conjugate v1 of v is
also a quasi-repetitive element for f.
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A word v is called bounded for f, if the morphism f is bounded on v, otherwise, v
is called unbounded for f. Recall that the morphism f is called bounded if all letters
a2 are bounded for f. If no letter is bounded for f, then f is called growing.
The following proposition states the basic property of quasi-repetitive elements which
motivates our interest in these elements.
Proposition 3.5. If a morphism f has a quasi-repetitive element v; then v 
SL((;f; a)) for each unbounded letter a2 alph(v). In particular; L(f) is strongly
repetitive.
Proof. Since v is a quasi-repetitive element for f, there exist integers n>0 and
p>1 such that fn(v)= vp1 for some conjugate v1 of v, that is, v= xy, v1 =yx, and
fn(v)=fn(x)fn(y)= (yx)p. Hence, fn(x)= vp11 y1 and f
n(y)= x1v
p−p1−1
1 , where
yx= v1 =y1x1 holds. Thus, f2n(v)=fn(v
p
1 )= (f
n(yx))p=(x1y1)p
2
, where x1y1 
y1x1 = v1 =yx  xy= v. Here  denotes the conjugacy relation. Inductively we obtain
that, for all q>1, fnq(v)= vp
q
2 for some v2  v. Since v 6= , this implies that v is
unbounded for f. Hence, v contains some occurrences of unbounded letters.
So let v= z1az2, where a is an unbounded letter for f. Choose q2N+ suciently
large such that jfnq(a)j>2  jvj. Then fnq(z1)fnq(a)fnq(z2)=fnq(v)= vp
q
2 for some
v2  v, and so fnq(a) contains v23 as a subword for some v3  v2. Hence, fnq(a)
contains v as a subword. Since for each v2  v, vp
q
2 contains v
pq−1 as a subword, we
conclude that v  SL((;f; a)).
To simplify the study of combinatorial properties of morphisms, Ehrenfeucht and
Rozenberg introduced the notion of simplication of a morphism [3]. In the following
we restate and slightly extend their notion.
Let  and  be two nite alphabets, and let f :! and g :! be mor-
phisms. We say that f and g are twined, if there exist morphisms h :! and
k :! satisfying the equalities k  h=f and h  k = g. If jj<jj and f and g
are twined, then g is called a simplication of f.
Before discussing some properties of twined morphisms, we give a simple ex-
ample. Let f :! be a morphism, let   := fa2 j 9n>1 :fn(a)= g, and let
 1 := fa2 jf(a)= g. Assume that   6= ;. Then also  1 6= ;. Let  :=r 1, and de-
ne a morphism f0 :! through f0(a) := (f(a)), a2. Here  :!
denotes the natural projection. Further, let k :! denote the morphism dened
through k(a) :=f(a), a2.
Proposition 3.6. Let f :! be a morphism such that  1 := fa2 jf(a)= g
6= ;; and let ; f0; ; and k be dened as above. Then the morphisms f and f0
are twined with respect to (; k); and f0 is a simplication of f.
Proof. For all a2, k((a))= k(a)=f(a), and for all a2 1, k((a))= k()
= =f(a). Hence, f= k  . The equality f0 =   k is obvious.
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If f and g are twined with respect to the morphisms (h; k), then the following
statements hold for all integers n>0:
fn  k = k  gn and h fn= gn  h; (3.0)
fn+1 = k  gn  h and gn+1 = h fn  k: (3.1)
Thus, for w2 and w2, we obtain the following equalities:
L((;f; w))= k(L((; g; h(w))))[fwg (3.2)
and
L((; g; w))= h(L((;f; k( w))))[f wg: (3.3)
Based on this observation we can derive the following two propositions relating
properties of D0L-languages generated by f to those of D0L-languages generated by g.
Proposition 3.7. If the morphisms f and g are twined with respect to (h; k); then the
following two statements are equivalent:
(a) the language SL((;f; w)) is regular (context-free);
(b) the language SL((; g; h(w))) is regular (context-free).
Proof. If w=fm(w) holds for some m>1, then L((;f; w)) is nite. Further, gm(h(w))
= h(fm(w))= h(w) by (3.0), and hence, the language L((; g; h(w))) is nite, too.
So assume that fm(w) 6=w holds for all m>1, and that the language SL((;f; w))
is regular. We see from Eq. (3.3) that L((; g; h(w)))= h(L((;f; f(w))))[fh(w)g=
h(L((;f; w))rfwg)[fh(w)g. Hence, SL((; g; h(w)))= S(h(S(L((;f; w))rfwg)))[
S(h(w)). Since SL((;f; w)) is regular, the language S(L((;f; w))rfwg) is regular,
because these two languages dier by a nite set only. Thus, h(S(L((;f; w))rfwg))
is regular, and so SL((; g; h(w))) is regular by Proposition 2.1.
Conversely, if SL((; g; h(w))) is regular, then so is the language
SL((;f; w))= S(k(L((; g; h(w))))[fwg)= S(k(SL((; g; h(w)))))[ S(w)
by Eq. (3.2) and by Proposition 2.1.
For the case of context-free languages the proof is exactly the same.
Proposition 3.8. Let f and g be morphisms that are twined with respect to (h; k).
(a) If k is non-erasing; then L((;f; w)) is (strongly) repetitive if L((; g; h(w)))
is.
(b) If h and k are both non-erasing; then L((;f; w)) is (strongly) repetitive if and
only if L((; g; h(w))) is.
(c) If v2+ is (quasi-) repetitive for g and k(v) 6= ; then k(v) is (quasi-) repetitive
for f; and each (quasi-) period of v is a (quasi-) period of k(v).
Proof. (a) If gn(h(w)) contains the subword xp, then fn+1(w)= k(gn(h(w))) contains
the subword (k(x))p. If k is non-erasing, then with x 6=  also k(x) 6= . Thus, (a) holds.
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(b) This follows from (a) by symmetry.
(c) Assume that gn(v)= vp1 for some n>0; p>1, and v1 v. Then fn(k(v))=
k(gn(v))= (k(v1))p. Since k(v1)  k(v), this shows that k(v) is quasi-repetitive for f.
From Corollary 3.3 and Proposition 3.7 we obtain the following conclusion.
Corollary 3.9. Let f and g be morphisms that are twined with respect to (h; k).
(a) If k is non-erasing; then L(f) is (strongly) repetitive if L(g) is.
(b) If h and k are both non-erasing; then L(f) is (strongly) repetitive if and only
if L(g) is.
Proof. (a) Assume that k is non-erasing, and that L(g) is (strongly) repetitive. By
Corollary 3.3 L((; g; a)) is (strongly) repetitive for some a2. Choose w := k(a).
Since k is non-erasing, w 6= . In fact, h(w)= h(k(a))= g(a), and so L((; g; h(w))) is
(strongly) repetitive. This implies that L((;f; w)) is (strongly) repetitive by Proposi-
tion 3.8, and thus, L(f) is (strongly) repetitive by Corollary 3.3.
(b) follows from (a) by symmetry.
4. Injective simplications of morphisms
In Proposition 3.6 we have seen that the morphism f0 : (r 1) ! (r 1) is
a simplication of the morphism f :!, where  1 = fa2 jf(a)= g 6= ;. If
f(a)2 1 for some a2r 1, then f0(a)= r 1 (f(a))= . Hence, we can repeat
this construction for f0, which yields a morphism f1 : (r 2)! (r 2) that is
a simplication of f0. Iterating this process at most j j times, where  =
S
i>1  i=
fa2 j 9n>1 :fn(a)= g (see Section 2), we nally obtain a non-erasing morphism
f0 : (r )! (r ). It is easily seen that this morphism coincides with the mor-
phism f of Section 2.
Let 0 :=r , and let ‘ := minfn j 8a2 : fn(a)= g. Recall from Section 2 that
‘6r= jj holds and that  = S‘i= 1  i. If  =, then 0 = ; and f‘(w)=  for all
w2, and if  = ;, then f=f. To exclude these trivial cases we assume for the
following considerations that   is a proper subalphabet of , that is, 0 6= ; 6= . Dene
a morphism k :0 ! through k(a) :=f‘(a), a20.
Lemma 4.1. The morphisms f‘ :! and f‘ :0 !0 are twined with respect
to (0 ; k). In particular; f
‘ is a non-erasing simplication of f‘.
Proof. For all a20, k(0 (a))= k(a)=f‘(a), and for all a2 , k(0 (a))= k()= 
=f‘(a). Thus, f‘= k  0 . On the other hand, 0 ( k(a))= 0 (f‘(a))= (0 f)‘(a)
= f‘(a) for all a20, that is, f‘= 0  k.
Hence, the results of the previous section apply to f and f.
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Proposition 4.2. (a) For w2; SL((;f; w)) is regular (context-free) if and only
if SL((0; f; 0 (w))) is.
(b) For a20; SL((;f; a)) is regular (context-free) if and only if SL((0; f; a))
is.
(c) SL(f) is regular (context-free) if and only if SL( f) is.
Proof. (a) f is obtained from f through the sequence f0; f1; : : : ; f‘−1 = f, where
 =
S‘
i=1  i, and fi : (r i+1)! (r i+1); i=0; : : : ; ‘ − 1, is obtained from f
through fi(a) := r i+1(f(a)), a2r i+1. From Proposition 3.6 we see that f and
f0 are twined, and, analogously, that fi and fi+1 are twined for all i=0; 1; : : : ; ‘− 2.
Hence, Proposition 3.7 yields that SL((;f; w)) is regular (context-free) if and only
if SL((r 1; f0; r 1 (w))) is regular (context-free) if and only if SL((r i+1; fi;
r i+1(w))) is regular (context-free) for all i=1; : : : ; ‘− 1. Since  = ‘, we see that
r ‘=0; f‘−1 = f, and r ‘(w)= 0 (w).
(b) This is a special case of (a).
(c) Since SL((;f; a)) is a nite set for all a2 , we see that SL(f)= Sa2 SL((;
f; a)) is a regular (context-free) language if and only if
S
a20 SL((;f; a)) is regular
(context-free). From the proof of (a) and the proof of Proposition 3.7 it follows thatS
a20 SL((;f; a)) is regular (context-free) if and only if SL(
f)=
S
a20 SL((0;
f;
a)) is.
Each of the projections r i (i=1; : : : ; ‘) is erasing. Hence, Proposition 3.8(b) is
not applicable. Nevertheless, we obtain the following analogous result.
Proposition 4.3. (a) For w2; L((;f; w)) is (strongly) repetitive if and only if
L((0; f; 0 (w))) is.
(b) For a20; L((;f; a)) is (strongly) repetitive if and only if L((0; f; a)) is.
(c) L(f) is (strongly) repetitive if and only if L( f) is.
(d) If a word v2+ is (quasi-) repetitive for f with (quasi-) period n>0 and
(quasi-) multiplicity p>1; then 0 (v) is (quasi-) repetitive for f with (quasi-) period
n and (quasi-) multiplicity p.
(e) If a word v2+0 is (quasi-) repetitive for f with (quasi-) period n>0 and
(quasi-) multiplicity p>1; then f‘(v) is (quasi-) repetitive for f with (quasi-) period
n and (quasi-) multiplicity p.
Proof. (a) Since k is non-erasing, it follows that all the languages L((r i+1; fi;
r i+1(w))) (i=0; 1; : : : ; ‘−2) and L((;f; w)) are (quasi-) repetitive if L((0; f; 0
(w))) is (Proposition 3.8(a)). Conversely, assume that zk 2 SL((;f; w)) for some
z 2+ and some suciently large integer k. Since SL((;f; w))\  is nite (cf.
Lemma 2.8), z must contain an occurrence of a letter a20, that is, z0 := 0 (z) 6= .
Hence, zk0 2 0 (SL((;f; w)))= SL((0; f; 0 (w))). Thus, with L((;f; w)) also the
language L((0; f; 0 (w))) is (strongly) repetitive.
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(b) This is a special case of (a).
(c) This follows from (a) because of Corollary 3.3.
(d) If v2 is (quasi-) repetitive for f, then v  SL(f) by Proposition 3.5, and
hence, 0 (v) 6= . The result now follows from Proposition 3.8(c) similar to the proof
of Proposition 4.2(a).
(e) If fn(v)= vp1 for some n>0 and p>1, where v1 v2+0 , then fn(f‘(v))=f‘
(fn(v))=f‘(0 (f
n(v))) (due to the choice of ‘)=f‘( fn(v))=f‘(vp1 )= (f
‘(v1))p.
Since v1 v, we also have f‘(v1)f‘(v).
Propositions 4.2 and 4.3 show that in our investigations we can restrict our attention
to non-erasing morphisms. Thus, in the following, we assume that the morphisms
considered are non-erasing.
Let f :! be a non-erasing morphism. If f is not injective, then the set
ff(a) j a2g is not a code. Hence, by the defect theorem [10], there exists a code
C + such that jCj<jj and f()C+. Let  be an alphabet in 1-to-1 corre-
spondence to C, and let k :! be the morphism that is induced by the bi-
jection from  onto C. For each a2; f(a)2C+, and since C is a code, there
exists a unique word wa 2C+ such that f(a)=wa. Hence, we can dene a morphism
h :! through h(a) := k−1(f(a)). Further, let g :! denote the morphism
g := h  k. Then f= k  h, and thus, f and g are twined with respect to (h; k). Since
jj= jCj<jj; g is a simplication of f. Since f is non-erasing, h and g are non-
erasing, too.
If g is not injective, either, we can repeat the above construction. Thus, we obtain
a nite sequence of morphisms
f0 := f :0!0 ; f1 := g :1!1 ; f2 :2!2 ; : : : ; ft :t !t ;
where 0 := and 1 :=, such that
(1) fi and fi+1 are twined with respect to the non-erasing morphisms hi :i !i+1
and ki :i+1!i ; i=0; 1; : : : ; t − 1,
(2) jij>ji+1j; i=0; 1; : : : ; t − 1, and
(3) ft is injective.
The morphism ft is called an injective simplication of f. Let h := ht−1  h1  h0
and k := k0  k1      kt−1.
In Proposition 4.6 we will establish a close correspondence between the properties
of the languages generated by f and ft , respectively. For that, however, we need the
following technical results.
Lemma 4.4. For all i; j2f0; 1; : : : ; t − 1g; if i6j; then ki  ki+1      kj  hj     
hi+1  hi=fj−i+1i and hj      hi  ki      kj =fj−i+1j+1 .
Proof. By induction on r := j − i:
r=0, that is, i= j: ki  hi=fi and hi  ki=fi+1 by the construction.
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r!r+1; that is, j= i+r+1: ki   kj  hj   hi= ki fr+1i+1  hi (by the induction
hypothesis) = ki  (hi  ki)r+1  hi (since fi+1 = hi  ki)= (ki  hi)r+2 =fr+2i , and hj  
hi  ki      kj = hj fr+1j  kj (by the induction hypothesis)= hj  (kj  hj)r+1  kj =
(hj  kj)r+2 =fr+2j+1 .
From Lemma 4.4 we see that k  h=ft and h  k =ftt .
Lemma 4.5. For all w2 and all i2f0; 1; : : : ; t − 1g; L((;f; w))= k0  k1     
ki(L((i+1; fi+1; hi      h0(w)))) [ fw;f(w); : : : ; fi(w)g.
Proof. By induction on i:
i=0: L((;f; w))= k0(L((1; f1; h0(w))))[fwg by Eq. (3:2).
i − 1!i: L((;f; w))= k0      ki−1(L((i; fi; hi−1      h0(w))))[fw;f(w); : : : ;
fi−1(w)g (by the induction hypothesis) = k0      ki−1(ki(L((i+1; fi+1; hi     
h0(w))))[fhi−1   h0(w)g)[fw;f(w); : : : ; fi−1(w)g= k0   ki(L((i+1; fi+1; hi 
    h0(w))))[ fw;f(w); : : : ; fi−1(w); fi(w)g, since k0      ki−1  hi−1      h0 =fi
by Lemma 4.4.
In particular, we see that L((;f; w))= k(L((t; ft; h(w))))[fw;f(w); : : : ; ft−1
(w)g. Analogously, it can be shown that
L((t; ft; h(w)))= h(L((;f; ft(w))))[fh(w); ft(h(w)); : : : ; ft−1t (h(w))g:
Using these facts we can now derive the following result.
Proposition 4.6. Let f :! be a non-erasing morphism; and let ft :t !t be
an injective simplication of f.
(a) For w2; SL((;f; w)) is regular (context-free) if and only if SL((t; ft; h
(w))) is.
(b) L(f) is (strongly) repetitive if and only if L(ft) is.
(c) If a word v2+ is (quasi-) repetitive for f with (quasi-) period n and (quasi-)
multiplicity p; then h(v) is (quasi-) repetitive for ft with (quasi-) period n and (quasi-)
multiplicity p.
(d) If a word v2+t is (quasi-) repetitive for ft with (quasi-) period n and (quasi-)
multiplicity p; then k(v) is (quasi-) repetitive for f with (quasi-) period n and (quasi-)
multiplicity p.
Proof. (a) This is proved from the facts above just like Proposition 3.7.
(b) Since all the morphisms hi; ki (i=0; 1; : : : ; t − 1) are non-erasing, this follows
from Corollary 3.3 and Proposition 3.8(b).
(c) This follows by induction from Proposition 3.8(c), since the morphism h is
non-erasing.
(d) This also follows by induction from Proposition 3.8(c), since the morphism k is
non-erasing.
354 Y. Kobayashi, F. Otto / Theoretical Computer Science 240 (2000) 337{378
Since by Lemma 4.4, k  h=ft , Proposition 4.6(d) implies for v2+ that ft(v) is
(quasi-) repetitive for f, if h(v) is (quasi-) repetitive for ft .
5. Repetitiveness and quasi-repetitive elements
In Proposition 3.5 we have seen that the language L(f) is strongly repetitive, if
the morphism f has a quasi-repetitive element. In this section we will see that f has
such an element, if the language L(f) is repetitive. In particular, this then gives a new
proof of Ehrenfeucht’s and Rozenberg’s result that a D0L-language is repetitive if and
only if it is strongly repetitive [5]. Additionally we will obtain a structurally simple
polynomial-time algorithm for deciding whether or not the language L(f) is repetitive.
For the following considerations let f : ! be a morphism that is non-erasing,
that is, f(a) 6=  for all a2, let r := jj, and let  := maxfjf(a)j j a2g.
Lemma 5.1. Let w; v2+ and k; n2N. If vp is a subword of fn(w) for some p>k 
0(w); where 0(w) := maxf; jwjg; then there exist an integer m2f0; 1; : : : ; ng;
a letter a2 alph(fm(w)); and a conjugate v1 of v such that vk1 is a prex or a
sux of fn−m(a).
Proof. For k =0 there is nothing to prove. So we can assume that k>0. We proceed
by induction on n:
n=0: If vp is a subword of f0(w)=w for some p>k  0(w), then k  jwj  jvj6k 
0(w)  jvj6p  jvj= jvpj6jwj. Hence, k = jvj=1, and so a := v and m := 0 can be
chosen.
n>0: Assume rst that there exists a letter a2 alph(w) such that vp is a sub-
word of fn(a). Hence, w=w1aw2 and fn(a)= xvpy for some words w1; w2; x; y2.
Consider w0 :=f(a). Then fn−1(w0)=fn(a) contains the subword vp, and certainly
jw0j= jf(a)j6= 0(w0)60(w), that is, p>k  0(w0). Hence, by the induction hy-
pothesis there exist an integer m2f0; 1; : : : ; n − 1g, a letter b2 alph(fm(w0))= alph
(fm+1(a)), and a conjugate v1 of v such that vk1 is a prex or a sux of f
n−1−m(b).
Since b2 alph(fm+1(w)) and m + 16n, this proves the statement of the lemma for
this particular case.
Finally, assume that vp is not contained in any subword fn(a) of fn(w), a2 alph(w).
Choose a factorization w=w1bw2 of w such that the subwords fn(b) and vp of fn(w)
have the longest possible intersection, and take m := 0 and a := b. By the hypothesis
jvpj=p  jvj>jvj  k  jwj. The word fn(w) consists of jwj subsegments of the form
fn(c) with c2. Hence, at least one of them has an intersection with the subword
vp of fn(w) of length >jvj  k. In particular, fn(a) has such an intersection with vp.
Since vp is not a subword of fn(a), this means that fn(a) has a prex or a sux of
the form vk1 for some conjugate v1 of v. This completes the proof of Lemma 5.1.
Recall from Section 3 that a word v is called unbounded for f, if the language
L((;f; v)) is innite.
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Lemma 5.2. Let v2+ be a primitive word that is unbounded for f. If fn(a) has a
prex vp; where a2 and n; p2N are such that p>2r , then v is a quasi-repetitive
element of quasi-period q for f for some integer q6r.
Proof. Choose a letter a1 2 alph(f(a)) such that the subwords fn−1(a1) and vp of
fn(a) have the longest possible intersection. The word fn(a) consists of jf(a)j6
segments of the form fn−1(b) with b2. Since p>2  r , we can conclude that
fn−1(a1) has a prex of the form v
q1
1 , where v1 v and q1>2  r−1. Continuing
this argument we obtain a sequence a= a0; a1; : : : ; ar of letters such that, for all i=
1; : : : ; r,
(i) ai 2 alph(f(ai−1)), and
(ii) fn−i(ai) has a prex of the form v
qi
i , where vi v and qi>2  r−i.
By the pigeon hole principle there are indices i and j such that 06i<j6r and
ai= aj. Since qj>2  r−j>2; fn−j(ai)=fn−j(aj) has a prex of the form v2j . Thus,
fj−i(v2j )= (f
j−i(vj))2 is a prex of fn−i(ai)=fj−i(fn−j(ai)). From the construction
we see that vqii is a prex of f
n−i(ai), too, and that jvqii j= qi  jvj>2 r−i  jvj>2 j−i 
jvj>j(fj−i(vj))2j. Thus, (fj−i(vj))2 is actually a prex of vqii . Since f is non-erasing,
we have jfj−i(vj)j>jvj. Hence, fj−i(vj)= vsi for some s>0, since v, and therewith vi,
is a primitive word. Now vj  v vi implies that fj−i(v)= (v0)s for some conjugate v0
of v. Further, since v is unbounded for f, we have s>1. Thus, v is a quasi-repetitive
element for f, and q := j − i6r is a quasi-period of v.
Obviously, an analogous result is obtained if vp is a sux of fn(a). Based on this
lemma we now derive the following important technical result.
Theorem 5.3. Let f :! be a non-erasing morphism; r := jj;  := maxfjf(a)j
j a2g; and let v2+ be a primitive word that is unbounded for f. If there exists an
integer p>2 r maxf; jwjg such that vp 2 SL((;f; w)); then v is a quasi-repetitive
element for f of quasi-period q6r.
Proof. Assume that vp is a subword of fn(w). Hence, by Lemma 5.1, there exist an
integer m2f0; 1; : : : ; ng and a letter a2 alph(fm(w)) such that v2r1 is a prex or a
sux of fn−m(a) for some conjugate v1 of v. By Lemma 5.2 this implies that v1, and
hence v, is a quasi-repetitive element for f with quasi-period q6r.
For the non-erasing morphism f :!, let  := fa2 j a is bounded for fg.
A D0L-system G=(;f; w) is called pushy if the language SL(G)\ is innite.
The morphism f is called pushy if the D0L-system (;f; a) is pushy for at least one
letter a2. This notion has been coined by Ehrenfeucht and Rozenberg in [5], where
it is observed that a D0L-system is strongly repetitive, if it is pushy.
For a D0L-system G=(;f; w) that is not pushy, let q(G) := maxfjxj j x2 SL(G)\
g. Analogously, if the morphism f is not pushy, then q(f) := maxfjxj j x2 SL(f)
\g.
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Corollary 5.4. Let G=(;f; w) be a D0L-system that is not pushy such that the
morphism f is non-erasing; and let v2+ be a primitive word. If vp 2 SL(G) for
some p>maxf2  r+1; 2  r  jwj; (q(G) + 1)=jvjg; then v is a quasi-repetitive element
for f of quasi-period q6r.
Proof. Since jvpj=p  jvj>q(G) + 1; vp contains a letter that is unbounded for f,
and so v is unbounded for f. Hence, by Theorem 5.3 v is a quasi-repetitive element
for f with quasi-period q6r.
From this observation we obtain the following characterization of repetitive D0L-
systems that are not pushy.
Corollary 5.5. Let G=(;f; w) be a D0L-system that is not pushy; and let the
morphism f be non-erasing. Then the following three statements are equivalent:
(a) L(G) is repetitive;
(b) L(G) is strongly repetitive; and
(c) there exists a quasi-repetitive element v2 SL(G) for f.
Proof. (a) ) (c): This follows immediately from Corollary 5.4.
(c) ) (b): This is a consequence of Proposition 3.5.
(b) ) (a): This is obvious.
Because of Corollary 3.4 a corresponding result holds for morphisms. In particular,
we obtain the following result of [5].
Corollary 5.6. (a) Let G be a D0L-system. Then L(G) is repetitive if and only if it
is strongly repetitive.
(b) Let f be a morphism. Then L(f) is repetitive if and only if it is strongly
repetitive.
Proof. (a) Let f :! be a morphism, and let f : (r )! (r ) be the non-
erasing simplication of f. By Proposition 4.3, L(G) is (strongly) repetitive if and
only if L((0; f; 0 (w))) is. Now if (0; f; 0 (w)) is pushy, then L((0; f; 0 (w)))
is strongly repetitive, and if (0; f; 0 (w)) is not pushy, then Corollary 5.5 applies.
(b) This follows from Corollary 3.3 and (a).
Observe that Corollary 5.5 characterizes the repetitiveness of a D0L-system through
the existence of a quasi-repetitive element. In the rest of this section we will derive
an algorithm for deciding whether a D0L-system or a morphism is repetitive that is
based on this characterization. In order to do so, however, we need some additional
information on quasi-repetitive elements.
Lemma 5.7. Let f :! be an injective morphism; and let v2 be a primitive
word that is quasi-repetitive for f. Then no unbounded letter a2r occurs more
than once in v.
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Proof. Assume that some unbounded letter a2r occurs at least twice in v, that
is, v has a subword of the form aua for some u2. Since we can replace v by
any of its conjugates, we can assume without loss of generality that aua is a prex
of v, that is, v= auax for some x2. If n>1 denotes the quasi-period of v, then,
for all k>0; fkn(v) is a power of a conjugate of v. Choose an integer k>0 such
that jfkn(a)j>jvj. Since the letter a is unbounded, such an integer exists. Hence, the
words fkn(au) and fkn(ax) have the common prex fkn(a) of length >jvj. Thus,
some conjugate v1 of v is a common prex of fkn(au) and of fkn(ax). Since v,
and therewith v1, is primitive, this implies that fkn(au) and fkn(ax) are both powers
of v1, that is, fkn(au)= v
p
1 and f
kn(ax)= vq1 for some integers p; q>0. Therefore,
fkn((au)q)= vpq1 =f
kn((ax)p), and hence, (au)q=(ax)p, since f is injective. This,
however, implies that v is a power of a shorter word, thus contradicting the choice of
v. Hence, no unbounded letter occurs more than once in v.
Lemma 5.7 implies that, if v is a primitive word that is quasi-repetitive for an
injective and growing morphism, then no letter occurs more than once in v, and hence,
jvj6jj.
Theorem 5.8. Let G=(;f; w) be a D0L-system that is repetitive; but not pushy.
If the morphism f is injective; then the language SL(G) contains a quasi-repetitive
element v for f that has length jvj6(r1 + 1)  q(G) + r1 and quasi-period at most r;
where r1 := jrj is the number of unbounded letters.
Proof. Since the D0L-system G is repetitive, there exists a primitive word v2 SL(G)
that is quasi-repetitive for f by Corollary 5.5. Hence, by Lemma 5.7 no unbounded
letter a2r occurs more than once in v, and so v can be written as v= v0a1v1    asvs,
v0; v1; : : : ; vs 2, a1; : : : ; as 2r, and s6jrj= r1. By denition, jvij6q(G) for
all i=0; 1; : : : ; s, implying that jvj6(r1 + 1)  q(G) + r1. Finally, since v is a quasi-
repetitive element for f and v2 SL(G), we have v+ SL(G) (see Proposition 3.5).
Hence, Corollary 5.4 implies that v has a quasi-period q6r.
This theorem immediately yields the following result.
Corollary 5.9. Let G=(;f; w) be a D0L-system that is repetitive. If the morphism
f is injective and growing; then the language SL(G) contains a quasi-repetitive ele-
ment v for f that has length and quasi-period at most r.
Of course, corresponding results hold for repetitive morphisms. If the morphism f
is not injective, then using the construction of Section 4 we obtain an injective simpli-
cation g of f. For all w2, L((;f; w)) is repetitive if and only if L((t; g; h(w)))
is repetitive by Proposition 3.8(b). Further, if the language L((;f; w)) is not pushy,
then neither is the language L((t; g; h(w))). Hence, Theorem 5.8 implies that the
language SL((t; g; h(w))) contains a quasi-repetitive element v for g that has length
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jvj6(r1 + 1)  q((t; g; h(w))) + r1 and quasi-period at most jt j, where r1 is the num-
ber of unbounded letters in t (with respect to the morphism g), if L((t; g; h(w))) is
repetitive. Hence, by Proposition 4.6(d) k(v)2 SL((;f; w)) is a quasi-repetitive ele-
ment for f with quasi-period at most jt j6jj. Since k  h=ft by Lemma 4.4, we
see that jk(v)j6t  jvj, where  := maxfjf(a)j j a2g. Since t6jj − 1, we obtain
the following result.
Corollary 5.10. Let G=(;f; w) be a D0L-system that is repetitive; but not pushy.
Then the language SL(G) contains a quasi-repetitive element v for f that has length
jvj6jj−1  ((jj+ 1)  q(G) + jj) and quasi-period at most jj.
Proof. It remains to verify the given bound for the length of v. From the considerations
above we obtain jvj6jj−1  ((r1 + 1)  q((t; g; h(w)))+ r1). However, jr1j6jt j6jj
and q((t; g; h(w)))6q(G), since by k each bounded letter a2t is mapped to a non-
empty word k(a)2 that is entirely composed of bounded letters from .
Obviously, a corresponding result is obtained for the morphism f. Thus, if a mor-
phism f (or a D0L-system G) is not pushy, then it is repetitive if and only if there
exists a primitive word v of length jvj6jj−1  ((jj + 1)  q(f) + jj) such that
v2 SL(f) (respectively, v2 SL(G)) and fn(v)= vp1 for some n6jj, p>1, and v1v.
Hence, in order to decide whether or not f (or G) is repetitive, we only need to verify
whether a primitive word v exists that has these properties. In this way we have a ‘test
set’ of exponential size for deciding whether f (or G) is repetitive. Actually, we can
get a much smaller ‘test set’.
Assume that v is a primitive word that is a quasi-repetitive element for f of
quasi-period n6jj. Let i be chosen such that pi>maxfjvj; g, where p>1 is the
quasi-multiplicity of v corresponding to the quasi-period n. Then fni(v)= vp
i
1 for
some conjugate v1 of v. Hence, by Lemma 5.1 there exist an integer m6n  i, a
letter a2 alph(fm(v)), and a conjugate v2 of v such that v2 is a prex or a suf-
x of fni−m(a). Obviously, a is an unbounded letter. Hence, jfjj(a)j>2. Thus,
in order to check whether there exists a quasi-repetitive element for f it suces
to consider all prexes and suxes of fj(a), where a is an unbounded letter and
j6ni6jj(logp(maxf; jvjg)+1)6jj(log2(jj−1 ((jj+1)q(f)+jj))+1)6jj
(jjlog2 +log2(jj+1)+log2(q(f)+1)). Thus, we get the following stronger result.
Corollary 5.11. Let f be a morphism that is non-erasing and repetitive; but not
pushy. Then there exist an unbounded letter a2 and an integer m6jj  (jj 
log2 + log2(jj+1)+ log2(q(f)+ 1)) such that fm(a) has a prex or a sux that
is a quasi-repetitive element for f of quasi-period at most jj.
In order to be able to exploit the above corollary we need a simple bound for the
constant q(f). Recall that q(f)= maxfjxj j x2 SL(f)\g, where = fa2 j a is
bounded for fg. In Section 2 we have seen that  can be determined in polynomial time
from f. To simplify the notation we dene u :=r, that is, u is the subalphabet
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of letters that are unbounded for f. Further, we introduce the following constants:
(i)  := jj,  := juj, and hence, jj= + ;
(ii)  := maxfjf(a)j j a2g, and
(iii)  := maxfjxj j x2 is a syllable of f(bc); b; c2ug.
For the following considerations we assume that the morphism f considered is non-
erasing and not pushy. Then f(a)2+ for all a2, and jf(b)ju>0 for all b2u.
Lemma 5.12. For all a2 and all n>1; jfn(a)j6−1.
Proof. If fk(a)= uav for some u; v2, then
fik(a)=f(i−1)k(u)f(i−2)k(u)   fk(u)uavfk(v)    f(i−2)k(v)f(i−1)k(v)
for all i>1. Since f is non-erasing, fjk(u) 6= , if u 6= , and fjk(v) 6= , if v 6= . Thus,
since a2, we conclude that u= = v.
Hence, if jfk(a)ja>0 for some k>1, then there exist some letters a1; : : : ; ak−1 2
such that f(a)= a1; f(ai)= ai+1; i=1; : : : ; k−2, and f(ak−1)= a. For all b2fa; a1; : : : ;
ak−1g and all n>1 we conclude that jfn(b)j=1.
Assume now that a2 satises jfm(a)j>1 for some m>1. Then we see from the
discussion above that fn(a)2 (rfag)+ holds for all n>1. Let f(a)= b1    bs. Then
fn(a)=fn−1(b1)   fn−1(bs). Using induction on the size of the alphabet  we obtain
that jfn−1(bi)j6−2. Hence, jfn(a)j6s  −26  −2 = −1.
Let b2u be an unbounded letter for f. If fk(b)= ubw for some u2 and some
k>1, then u must necessarily be , since otherwise, for all i>1,
fik(b)=f(i−1)k(u)   fk(u)ubwfk(w)   f(i−1)k(w)
implying that f is pushy. Since f is non-erasing, this means that fj(b)2u   for
all j>1.
Dene f‘(b; k) := c, if fk(b)= ucw for some u2 and c2u. Observe that
f‘(b; k) is well-dened for all b2u and all k>1. Further, let fs(b; k) := u1 2,
where f‘(b; k − 1)=d2u and f(d)= u1cv for some sux u1 of u. The observation
above implies the following.
Lemma 5.13. For all b2u; if there exists an integer k>1 such that f‘(b; k)= b;
then fs(b; j)=  for all j>1.
Since juj= , there exist integers k; ‘>1 such that f‘(b; k)=f‘(b; k+‘). Actually,
we have k<. Hence, Lemma 5.13 yields the following.
Corollary 5.14. For all b2u; fs(b; j)=  for all j>.
Consider the symmetric notions ‘ ‘(b; k) := c, if fk(b)= ucw for some w2 and
c2u, and ‘s(b; k) :=w1, where ‘ ‘(b; k − 1)=d2u and f(d)= u2cw1 for some
prex w1 2 of w. Then we see that the following holds.
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Corollary 5.15. For all b2u; ‘s(b; j)=  for all j>.
If 1 := maxfjxj j x2 is a prex of f(b); b2ug and 2 := maxfjxj j x2 is a
sux of f(b); b2ug, then we obtain the following bounds.
Lemma 5.16. (a) If u2 is a prex of fn(b) for some b2u and n>1; then
juj61  ( − 1)  −1.
(b) If v2 is a sux of fn(b) for some b2u and n>1; then jvj62(−1)−1.
Proof. We only prove (a), since (b) follows by symmetry. Let b2u and n>1. Then
fn(b) has the following prex from  : u=fn−1(fs(b; 1))fn−2(fs(b; 2))   fn−+1
(fs(b;  − 1)). Because of Lemma 5.12 we obtain juj61  ( − 1)  −1. Since f is
non-erasing, this bound holds for all n>1.
Based on these preliminary results, we can now establish the following upper bound.
Theorem 5.17. If f is non-erasing and not pushy; then q(f)6    −1.
Proof. Let x2 SL(f)\. Then there exist a2 and n>1 such that x is a substring
of fn(a). Actually, we may assume without loss of generality that x is a -syllable of
fn(a). If a2, then jxj6jfn(a)j6−1 by Lemma 5.12. So assume that a2u. If x
is a prex or a sux of fn(a), then jxj6  ( − 1)  −1 by Lemma 5.16. Observe
that >1 + 2.
Finally, assume that fn(a)= ubxcv for some b; c2u, u; v2. Hence, there exist
a1 2u and m<n such that f(a1)= u1b1yc1v1 for some b1; c1 2u; y2; u1; v1 2,
and x= x1fm(y)x2, where x1 is a sux of fm(b1) and x2 is a prex of fm(c1). Thus,
by Lemmas 5.16 and 5.12, jxj6(1 + 2)  (− 1)  −1 + jyj  −1. Since jyj6, this
yields jxj6    −1.
Actually, this bound is sharp as shown by the following example.
Example 5.18. Let  := fa0; a1; : : : ; an; b; cg, and let f : !  be dened through
f : ai 7! a2i+1 (i=0; 1; : : : ; n − 1), an 7! an, b 7! a20cba40bca20, and c 7! c2. Then 
= fa0; a1; : : : ; ang, u= fb; cg, = n + 1, and =2. Further, =2; 1 = 2= 2, and
=4.
Claim 1. fi(a0)= a2
i
i for all i=1; : : : ; n.
Hence, jfn(a0)j= ja2nn j=2n= −1, that is, the bound of Lemma 5.12 is sharp.
Claim 2. For all i=1; : : : ; n+ 1; fi(b)= a2
i
i−1cwca
2i
i−1 for some w2.
Hence, u := a2
n+1
n is a prex and a sux of f
n+1(b) such that juj=2n+1 = 1  ( −
1)  −1, that is, the bounds of Lemma 5.16(a) and (b) are sharp.
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Claim 3. fm(b) contains the factor ca82
n
n c for all m>n+ 2.
Proof. f2(b)=f(a20cba
4
0bca
2
0)= a
4
1c
2a20cba
4
0bca
2
0a
8
1a
2
0cba
4
0bca
2
0c
2a41. Hence, f
n+2(b)
contains the factor fn(ca20a
8
1a
2
0c)= c
2na2
n8
n c
2n .
Thus, q(f)= 8  2n=     −1, that is, the bound given in Theorem 5.17 is sharp.
Hence, the number q(f) can in general only be bounded from above by an expo-
nential function of jj. However, if the alphabet is xed, then     jj is a bound
for q(f) that is polynomial in (the size of the description of the morphism) f.
If, however, the morphism f is injective, then we obtain a bound for q(f) that is
even polynomial in jj because of the following observation.
Lemma 5.19. If the morphism f is injective; then fj is a permutation of .
Proof. Since f is injective, it is non-erasing. We claim that jf(a)j=1 holds for all
a2. We proceed by induction on jj.
If jj61, then jf(a)j=1 must hold for all a2, since otherwise a would not be
a bounded letter for f.
Now let jj>1. Assume that, for some a2, jf(a)j>1. Since a is a bounded
letter for f, this means that jfm(a)ja=0 holds for all m>1. Consider 0 :=
S
n>1 alph
(fn(a)), and dene f0 :0!0 through f0(b) :=f(b) for all b20. Then all the
letters of 0 are bounded for f0, and since f0 is the restriction of f to 0, it is
certainly injective, because f is. Hence, the induction hypothesis yields that f0 is
a permutation of 0. Let f(a)= b1    bm, where b1; : : : ; bm 20. For i=1; : : : ; m, let
ci 20 be the letter satisfying f(ci)= bi. Then f(c1    cm)= b1    bm=f(a), which
contradicts our assumption that f is injective. Hence, jf(a)j=1 holds for all a2.
Since f is injective, this means that fj is a permutation of .
Together with Theorem 5.17 this lemma yields the following consequence.
Corollary 5.20. If the morphism f is injective and not pushy; then q(f)6  .
Corollary 5.11 and Theorem 5.17 now yield a structurally simple algorithm for de-
ciding whether or not a given morphism f or a given D0L-system G is repetitive.
Below we formulate this algorithm for the case of a morphism. By Proposition 4.3 we
only need to consider the special case that the morphism given is non-erasing.
Algorithm 5.21.
INPUT: A non-erasing morphism f :  ! ;
OUTPUT: ‘yes’, if f is repetitive, ‘no’, otherwise.
begin (1.) if L(f) is nite then ( L(f) is not repetitive )
fOUTPUT: ‘no’; STOPg;
(2.) if L(f) is pushy then ( L(f) is repetitive )
fOUTPUT: ‘yes’; STOPg;
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(3.)  := fa2 j a is bounded for fg;
 := jj;  := jrj;
 := maxfjf(a)j j a2g;
 := maxfjf(a)j j a2g;
q := 2      −1; ( q is an upper bound for q(f) )
mmax := jj  (jj  log2  + log2(jj+ 1) + log2(q+ 1));
(4.) for all a2r do
for i=1 to mmax do
if there is a prex or a sux v of fi(a) such that v is primitive
and jvj6jj−1  ((jj+ 1)  q+ jj)
and 9‘2f1; 2; : : : ; jjg9p>19v1  v : f‘(v)= vp1
then ( L(f) is repetitive by Prop. 3:5 )
fOUTPUT: ‘yes’; STOPg;
(6.) OUTPUT: ‘no’
end.
Theorem 5.22. The above algorithm decides whether or not the given morphism is
repetitive. If the alphabet  is xed; then this algorithm runs in polynomial time.
Proof. The correctness follows from Proposition 3.5, Corollary 5.11, and Theorem
5.17. So let us consider the running time. From Section 2 we see that  can be
computed in polynomial time from  and f. Also the test in (1.) can be performed
in polynomial time.
According to the proof of Lemma 2:1 of [5], L(f) is pushy if and only if it satises
the so-called ‘edge condition’. This, however, can be checked in polynomial time. Also
the constants q; , and mmax can be determined in polynomial time. Finally, the for-
loops in (4.) are executed only a polynomial number of times, and each iteration only
takes polynomial time. Thus, if  is xed, then Algorithm 5.21 decides in polynomial
time whether or not the morphism f on  is repetitive.
Structurally, Algorithm 5.21 is much simpler than the algorithm of Ehrenfeucht and
Rozenberg given in [5]. Also it is not at all clear whether their algorithm can be made
to run in polynomial time. For the algorithm that is presented by Mignosi and Seebold
in [11] this is not clear, either.
6. Repetitive circles
In this section we investigate quasi-repetitive elements of morphisms in greater de-
tail. We will introduce the notion of repetitive circles, study their structure, and derive
some information on the languages generated by morphisms from them. We start by
introducing an equivalence relation on primitive quasi-repetitive elements of a mor-
phism.
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Let f :! be a morphism. Two primitive words u and v that are quasi-
repetitive elements for f are called associates if there exist integers n>0 and p>1
such that fn(u)= vp1 for some conjugate v1 of v.
Proposition 6.1. The relation of being associates is an equivalence relation on the set
of primitive words over  that are quasi-repetitive elements for the morphism f.
Proof. If u is a quasi-repetitive element for f, then u is an associate of itself. If u and v
are quasi-repetitive elements for f that are associates, then fn(u)= vp1 for some integers
n>0, p>1, and some conjugate v1 of v. Also fm(u)= u
q
1 for some integers m>0,
q>1, and some conjugate u1 of u. Choose s2N such that m  s>n and qs>p. Then
fms(u)= uq
s
2 for some conjugate u2 of u, and so (f
ms−n(v1))p=fms−n(v
p
1 )=f
ms(u)
= uq
s
2 . With u also u2 is primitive implying that f
ms−n(v1)= u
qs=p
2 , where m  s− n>0
and qs=p>1. Thus, fms−n(v)= uq
s=p
3 for some conjugate u3 of u. Hence, the relation
of being associates is symmetric. Finally, it it straightforward that this relation is also
transitive.
An equivalence class of this equivalence relation is called a repetitive circle of the
morphism f. If Q is a repetitive circle for f, and if u2Q, then obviously u1 2Q holds
for each conjugate u1 of u. Hence, repetitive circles are closed under the operation of
taking conjugates. In addition, they are ‘almost closed’ under the morphism f as shown
by the following lemma.
Lemma 6.2. Let Q+ be a repetitive circle for the morphism f. Then; for each
u2Q; there exist an element v2Q and a positive integer p such that f(u)= vp.
Proof. Let u2Q, and let x be the primitive root of f(u), that is, f(u)= xq for
some q>1. Since u is a quasi-repetitive element for f, f(u) 6= , and hence, x 6= . In
fact, there exist integers m>0 and p>1 such that fm(u)= up1 , where u1 u. Hence,
f(u1)= x
q
1 for some conjugate x1 of x. This yields (f
m(x))q=fm(xq)=fm+1(u)=
f(up1 )= (f(u1))
p= xpq1 , and so f
m(x)= xp1 . Thus, x is a quasi-repetitive element for
f, and u and x are associates, that is, x2Q.
Thus, for each u2Q, the primitive root of f(u) belongs to Q. Let Q be a repetitive
circle for f. If u; v2Q are such that f(u)= vp for some p>0, then this fact will be
denoted as u!p v (or simply as u! v). Let alph(Q) := Sx2Q alph(x).
Corollary 6.3. If Q+ is a repetitive circle for the morphism f; then alph(f(a))
alph(Q) for all a2 alph(Q).
Proof. Let a2 alph(Q). Then there exists a word u2Q such that a2 alph(u). Hence,
alph(f(a)) alph(f(u)), which in turn is contained in alph(Q) by the previous
lemma.
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Our next result gives a detailed description of the structure of repetitive circles.
Proposition 6.4. Let Q+ be a repetitive circle for the morphism f; and let u1 2Q.
If u1 has quasi-period m and quasi-multiplicity p; then every element in Q has quasi-
period m and quasi-multiplicity p. In addition; if u1 !p1 u2 !p2    !pm um+1; then
p=p1 p2  : : : pm and Q=
Sm
i=1 Conj(ui); where Conj(ui) denotes the set of all the
conjugates of ui.
Proof. Let u1 2Q, and assume that fm(u1)= vp for some integers m>0, p>1, and
a conjugate v of u1. For i=2; : : : ; m, let ui+1 denote the primitive root of f(ui).
Then v= um+1. Further, u2; : : : ; um+1 2Q, and f(ui)= upii+1 for some integer pi>0,
i=1; : : : ; m, by Lemma 6.2. Thus, u1 !p1 u2 !p2   !pmum+1 u1, and fm
(u1)=fm−1(u
p1
2 )=    = up1p2:::pmm+1 , and so p=p1  p2  : : :  pm. For i2f2; : : : ; mg,
fm(up1:::pi−1i )=f
m+i−1(u1)=fi−1(u
p
m+1)= v
pp1:::pi−1
i for some conjugate vi of ui,
and hence, fm(ui)= v
p
i . Thus, u2; : : : ; um have quasi-period m and quasi-multiplicity
p. Finally, for all n2N, fn(ui)=yqj for some q2N, where yjuj and j2f1; : : : ; mg
satises the congruence j (i + n) (modm). This means that u1; u2; : : : ; um and their
conjugates are the only associates of elements from the union
Sm
i=1 Conj(ui). On the
other hand, ui is an associate of each of its conjugates. Thus, Q=
Sm
i=1 Conj(ui), and
so each element in Q has quasi-period m and quasi-multiplicity p.
This proposition shows in particular that repetitive circles are nite sets of primitive
words. Before continuing, let us consider a simple example.
Example 6.5. Let = fa; b; cg and let f be the morphism from  into  that is de-
ned through a 7! a; b 7! bab, and c 7! cac. Then f(ab)= abab, and so Q1 = fab; bag
is a repetitive circle for f of repetitive elements of period 1 and multiplicity 2. Anal-
ogously, f(ac)= acac, and so Q2 = fac; cag is another repetitive circle for f.
Observe that in the above example alph(Q1) and alph(Q2) only have the bounded
letter a in common. The following result shows that this is not just a coincidence.
Proposition 6.6. Let f be a morphism on ; and let  be the set of bounded
letters. If Q1 and Q2 are two dierent repetitive circles for f; then alph(Q1)\ alph(Q2)
.
Proof. Assume that alph(Q1) and alph(Q2) have an unbounded letter a2r in com-
mon. Hence, there are quasi-repetitive elements u1au2 2Q1 and v1av2 2Q2 for f. From
Proposition 6.4 we know that Q1 and Q2 are nite sets. Since a is unbounded for f,
there exists an integer n such that jfn(a)j>2  jwj for all w2Q1 [ Q2. On the other
hand, we have fn(u1au2)=fn(u1)fn(a)fn(u2)=w
p
1 for some w1 2Q1 and p>1, and
fn(v1av2)=fn(v1)fn(a)fn(v2)=w
q
2 for some w2 2Q2 and q>1 (Lemma 6.2). Since
w1 and w2 are primitive, and since jfn(a)j>jw1j + jw2j, we conclude that w1  w2.
This, however, contradicts our assumption that Q1 and Q2 are dierent repetitive circles
for f because of Proposition 6.4.
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In particular this yields the following.
Corollary 6.7. If f is a growing morphism; then alph(Q1) and alph(Q2) are disjoint
for every two dierent repetitive circles Q1 and Q2 for f.
If u is a quasi-repetitive element for a morphism f, then u must contain some
unbounded letter. Thus, alph(Q) \ (r) 6= ; for each repetitive circle for f, where
 := fa2 j a is bounded for fg. Hence, Proposition 6.6 implies that there are at most
jrj many repetitive circles for f, which, by Proposition 6.4, are all nite unions of
conjugacy classes.
Lemma 6.8. Let f : !  be a nontrivial morphism; and let  := maxfjf(a)j j
a2g. If x; y2 are such that x is a subword of f(y); then there exists a subword
z of y such that jzj>(jxj+2)=−2; and f(z) is a subword of x satisfying jf(z)j>jxj−
2 + 2.
Proof. Since x is a subword of f(y), we can factor y as y=y1a0a1    akak+1y2,
y1; y2 2, a0; a1; : : : ; ak+1 2, such that x= x00x1    xkx0k+1, where xi :=f(ai), i=0;
1; : : : ; k+1, x00 is a proper (possibly empty) sux of x0, and x
0
k+1 is a proper (possibly
empty) prex of xk+1. Then jxj6(k + 2)   − 2. Choose z := a1    ak . Then z is a
subword of y such that jzj= k>(jxj + 2)= − 2, and f(z)= x1    xk is a subword of
x satisfying jf(z)j>jxj − 2 + 2.
Based on this observation we now derive the following technical result for future
reference.
Lemma 6.9. Let f be an injective morphism; let k>0; let y2; and let w2+ be
a primitive word. If f(y) contains wp as a subword for some integer p>k   + 2 
( − 1)=jwj; then y contains a power zk of a primitive word z as a subword, where
jzj6jwj and f(z)2w+1 for some conjugate w1 of w.
Proof. Let ‘ := jwj. Since wp is a subword of f(y), there exists a subword z0 of y such
that jz0j>(p  ‘+2)=− 2>k  ‘, and f(z0) is a subword of wp satisfying jf(z0)j>p 
‘−2+2>k ‘  (Lemma 6.8). Let z0= a1a2    ak‘ ~z for some a1; a2; : : : ; ak‘ 2 and
~z 2. By the pigeon hole principle there exist indices i0; i1; i2; : : : ; ik 2f0; 1; : : : ; k  ‘g
such that 06i0<i1<   <ik6k‘ and jf(a1    ai0 )j  jf(a1    ai1 )j     
jf(a1    aik )j mod ‘. Dene zj := aij−1+1    aij , j=1; : : : ; k. Then zj 6=  for all j=1;
: : : ; k, and
Pk
j=1 jzjj6k  ‘, that is, z1z2    zk is a subword of y satisfying jz1z2    zk j
6k  ‘. For all j=1; : : : ; k, jf(zj)j  0 mod ‘, and since f is injective and zj 6= , and
since f(z1z2    zk) is a subword of wp, this implies that f(zj)2w+1 for some conju-
gate w1 of w. Thus, f(zj)=w
pj
1 for some pj>0; j=1; : : : ; k. Now f(z
pi
j )= (f(zj))
pi
=wpjpi1 = (f(zi))
pj =f(zpji ), and so z
pi
j = z
pj
i , since f is injective. Hence, z1; : : : ; zk
are all powers of a common primitive root z, and so y contains a power zk of the
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primitive word z. Since jzk j6jz1    zk j6k  ‘; we have jzj6‘= jwj. Finally, f(z1) is
a power of f(z); and so f(z)2w+1 as well, since w1 is a primitive word.
From this lemma we obtain the following additional information on repetitive circles
for injective morphisms.
Proposition 6.10. Let f be an injective morphism; and let u and v be two primitive
words that are quasi-repetitive elements for f. If u and v are associates; then juj= jvj.
Proof. Let Q+ be the repetitive circle containing u and v; and let f(u)=wq;
where w2Q and q>0 (Lemma 6.2). Choose an integer m2N+ such that mq>2+
2(−1)=jwj; where  := maxfjf(a)j j a2g. Since f(um)=wmq; Lemma 6.9 implies
that um contains a square z2 of a primitive word z as a subword, where jzj6jwj and
f(z)2w+1 for some conjugate w1 of w. Thus, um= u1z2u2; and wmq=f(um)=f(u1)
w2p1 f(u2); where f(z)=wp1 ; p>0. Since w1w; this yields f(u1u2)=wmq−2p. The
morphism f is injective, and hence, f(uu1u2)=f(u1u2u) implies that u1u2 = u for
some >0. Thus, z u; and so juj= jzj6jwj. From Proposition 6.4 we can now con-
clude that juj6jyj for all y2Q. Thus, juj6jvj. By symmetry we obtain jvj6juj; and
hence, juj= jvj for all associates u and v.
From Corollary 6.3 we see that, for each repetitive circle of f; the restriction fQ of
f to the subalphabet alph(Q) is a morphism from (alph(Q)) into (alph(Q)). This
yields the following result.
Proposition 6.11. Let Q be a repetitive circle for the morphism f; and let a2 alph(Q)
be an unbounded letter for f. Then SL((;f; a))= SL(fQ)= S(
S
v2Q v
).
Proof. Let a2 alph(Q) be an unbounded letter for f; and let u2Q such that juja>0.
Then u  SL((;f; a)) (see the proof of Proposition 3.5). Let v2Q. Then there exist
integers n; p>0 and a conjugate v1 of v such that fn(u)= v
p
1 . Hence, v
  SL((;f; a))
for all v2Q; that is, S(Sv2Q v) SL((;f; a)) SL(fQ). Conversely, let b2 alph(Q)
and n>1. There exists a word u2Q such that jujb>1. Hence, fn(b)2 S(fn(u)). By
Lemma 6.2 fn(u)= xp for some p>0 and x2Q; and so S(fn(u)) S(Sv2Q v). Thus,
SL(fQ)=
S
b2alph(Q) SL((;f; b))=
S
b2alph(Q)
S
n>0 S(f
n(b)) S(Sv2Q v); which
yields the above statement.
Example 6.5 shows that the statement of the proposition above does not hold for
bounded letters from alph(Q).
Corollary 6.12. (a) If Q is a repetitive circle for a morphism f; then SL(fQ) is a
regular language.
(b) If
S falph(Q) jQ is a repetitive circle for fg contains all unbounded letters
for f; then SL(f) is a regular language.
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Proof. (a) By Proposition 6.4 Q is a nite set. Hence, S(
S
v2Q v
) is a regular lan-
guage.
(b) SL(f)=
S
a2 SL((;f; a)). If a2 is bounded, then SL((;f; a)) is nite, and
if a2 is unbounded, then a2 alph(Q) for some repetitive circle Q by the hypothesis,
and hence, SL((;f; a))= SL(fQ) by Proposition 6.11. In the latter case SL((;f; a))
is regular by (a). Thus, SL(f) is a regular language.
So far we have been dealing with quasi-repetitive elements, which we did obtain as
a generalization of the notion of a repetitive element. The next lemma shows that each
repetitive circle does in fact contain some repetitive elements.
Lemma 6.13. If u is a quasi-repetitive element for f; then some conjugate v of u is
a repetitive element for f.
Proof. If u is a quasi-repetitive element for f; then fn(u)= up1 for some n>0; p>1;
and u1 u. Hence, fkn(u)= up
k
k for all k>0; where uk  u. Thus, there are integers
i; j such that 06i<j and ui= uj; that is, f (j−i)n(ui)= u
p j−i
i . Hence, ui is a repetitive
element for f.
The element v in Lemma 6.13 is called a repetitive conjugate of u. For repetitive
elements we obtain the following result paralleling Proposition 6.4.
Lemma 6.14. Let Q be a repetitive circle for f; and let u1 2Q be a repetitive element
of period m and multiplicity p. Then there are repetitive elements u2; : : : ; um 2Q and
integers p1; p2; : : : ; pm>0 such that p=p1p2 : : : pm and f(ui)= upii+1; i=1; 2; : : : ; m;
where um+1 := u1. Moreover; for all q2N and r 2f0; 1; : : : ; m − 1g; fqm+r(u1)=
up1p2:::pr p
q
r+1 .
Proof. By Lemma 6.2 there are u2; : : : ; um+1 2Q and p1; p2; : : : ; pm>0 such that f(ui)
= upii+1; i=1; 2; : : : ; m. Hence, for i=1; : : : ; m; f
i(u1)= u
p1p2:::pi
i+1 and u
p
1 =f
m(u1)=
f(up1:::pm−1m )= u
p1:::pm
m+1 . Since u1 and um+1 are primitive, we obtain u1 = um+1 and
p=p1p2 : : : pm. Further, fm(up1:::pii+1 )=fm+i(u1)=fi(up1 )= upp1:::pii+1 ; and hence,
fm(ui)= u
p
i ; i=2; : : : ; m. Thus, u2; : : : ; um are repetitive elements for f. Finally, for
q2N and r 2f0; 1; : : : ; m− 1g; fqm+r(u1)=fr(up
q
1 )= u
p1p2:::pr pq
r+1 .
From Lemma 6.14 we immediately obtain the following.
Corollary 6.15. Let u be a quasi-repetitive element for a morphism f; and let u1
be a repetitive conjugate of u such that fn(u)= uq1. Further; let u2; u3; : : : ; um and
p1; p2; : : : ; pm be as in Lemma 6:14. Then
L((;f; u))= fu; f(u); : : : ; fn−1(u)g[
m−1S
r=0
fup1p2:::pr pk qr+1 j k>0g:
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This result can be generalized as follows.
Lemma 6.16. Let u be a quasi-repetitive element for a morphism f; and let w2+
be an unbounded word for f such that w2 S(u+).
(a) There exist a repetitive conjugate v of period m of u; a prex v1 of v; and
integers n>0; p>0; k>0; and q>0; such that fn(w)= vpv1 and fmk(v1)= vqv1.
(b) If the triple (n; m; k) in (a) is lexicographically the smallest among all triples
satisfying the conditions in (a); then
L((;f; w))\ v+v1 =

ve(i)v1 j e(i)= r kip+ r
ki − 1
r k − 1 q; i=0; 1; 2; : : :

;
where r is the multiplicity of v corresponding to the period m.
Proof. Since w2 S(u+); there exists a minimal integer s>0 such that w is a subword
of us. If s=1; then u= u1wu4 for some u1; u4 2; and if s>1; there exist factoriza-
tions u= u1u2 = u3u4 such that us= u1wu4 and w= u2us−2u3. In the former case take
x :=wu4u1; and in the latter take x := u2u1. Then x is a conjugate of u; that is, x is
also a quasi-repetitive element for f; and xs=wu4u1. From the proof of Lemma 6.13
we see that there exist integers n1>0 and p1>0 and a repetitive element v for f
such that fn1 (x)= vp1 and v x u. Since w is a prex of xs; fn1 (w) is a prex of
fn1 (xs)= vp1s; and so, fn1 (w)= vp
0 v00 for some p0>0 and some prex v00 of v. Since
w is unbounded for f; we can actually choose n1 in such a way that p0>0 holds.
Let m>0 be the smallest period of v; and let r>0 be the corresponding multiplicity,
that is, fm(v)= vr . For all integers k>0; fmk(v00) is a prex of f
mk(v)= vr
k
; and
hence, fmk(v00)= v
k v0k for some k>0 and some prex v0k of v. Since v has only a
nite number of dierent prexes, there are integers k1 and k2; 06k1<k2; such that
v0k1 = v
0
k2 . Among all such pairs of integers, let (k1; k2) be minimal with respect to the
lexicographical ordering. Then
fn1+mk1 (w)=fmk1 (vp
0  v00)= vr
k1 p0+k1 v0k1
and
vk2 v0k1 = vk2 v0k2 =fmk2 (v00)=fm(k2−k1)(vk1 v0k1 ):
Choose n := n1 + mk1; p := r k1 p0 + k1 ; v1 := v0k1 ; k := k2 − k1; and q := k2 − r k k1 .
Then we obtain
fn(w)=fn1+mk1 (w)= vpv1 and fmk(v1)= vqv1:
Hence, for any i>0 we have
fn+mki(w)=fmki(vpv1)= vr
kipv(r
(i−1)k++r k+1)qv1:
If m; n1; and k1; k2 are chosen minimal, then we see that L((;f; w))\ v+v1 = ffn+mki
(w) j i>0g is of the form required.
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For growing morphisms this technical result yields the following interesting conse-
quence.
Theorem 6.17. If f is a growing morphism; then the language L(f) is not context-
free.
Proof. Let f :! be a growing morphism. Then L((;f; a)) is innite for each
letter a2; and hence, the language L(f) is innite. Assume that this language is
context-free. Then it is strongly repetitive by Proposition 3.1, and so there exists a
repetitive element v2+ for f by Corollary 5.5 and Lemma 6.13. Let a2 alph(v).
Then there exist a prex v1 of v and integers n>0; k>0; p>0; and q>0 such that
fn(a)= vpv1 and fmk(v1)= vqv1; where m is the period of v (Lemma 6.16(a)). If the
integers n; m; and k are chosen minimal, then by Lemma 6.16(b) L((;f; a))\ v+v1 =
fve(i)v1 j e(i)= r ki p+(r ki−1)=(r k −1)q; i=0; 1; 2; : : :g; where r is the multiplicity
of v corresponding to the period m. Hence, L((;f; a)) is not context-free.
Finally, assume that L((;f; b))\ v+v1 6= ; for some b2. Then there exists a
minimal integer n1>0 such that fn1 (b)= vm1v1 for some m1>0. As in the proof
of Lemma 6.16 we obtain that L((;f; b))\ v+v1 = fve0(i)v1 j e0(i)= rkim1 + (rki −
1)=(rk − 1)q; i=0; 1; 2; : : :g. Thus, L(f)\ v+v1 is a nite union of such sets, that is,
L(f)\ v+v1 = fv ej(i)v1 j ej(i)= rkimj+(rki−1)=(rk −1)q; j2f1; : : : ; ‘g; i=0; 1; 2;
: : :g. Hence, the language L(f) is not context-free.
If the morphism f is bounded, then L(f) is a nite language, and hence, it is
regular. But even if f is not bounded, then L(f) may be a regular language, if f is
not growing. This is shown by the following example.
Example 6.18. Let = fa; bg; and let f be dened through f(a) := a and f(b) := ab.
Then L(f)= fag[ fanb j n2Ng; and hence, L(f) is regular.
It would be of interest to derive characterizations for those morphisms f for which
the language L(f) (or the language SL(f)) is regular or context-free. In the next
section we consider this problem for repetitive morphisms on a two-letter alphabet.
7. Repetitive morphisms on a two-letter alphabet
In this section we give a complete list of all repetitive morphisms over a two-letter
alphabet. Based on this list we will then characterize those morphisms f for which
the languages L(f) or SL(f) are context-free or even regular.
Let  denote the two-letter alphabet  := fa; bg; which we will keep xed throughout
this section. For a morphism f :!; let u :=f(a) and v :=f(b). We will be
interested in the following 12 classes of morphisms over :
(0) u=  and jvjb>2;
(00) v=  and juja>2;
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(1) u= a and v2 a+ [+a satisfying jvjb>1;
(10) v= b and u2 b+ [+b satisfying juja>1;
(2) u= a and v= b(amb)n for some m; n>1;
(20) v= b and u= a(bma)n for some m; n>1;
(3) u= am for some m>2;
(30) v= bn for some n>2;
(4) u= bm and v= an for some m; n>1 satisfying m+ n>3;
(5) u= a(ba)m and v= b(ab)n for some m; n>0 satisfying m+ n>1;
(50) u= b(ab)m and v= a(ba)n for some m; n>0 satisfying m+ n>1;
(6) u; v2w+ for some w2+ satisfying jwj>2.
It is easily veried that, for each morphism f belonging to one of these classes, the
language L(f) is repetitive. Actually, also the converse holds.
In [15] Seebold considers the D0L periodicity problem for the case of a two-letter
alphabet. If a morphism f satises f(a)= ax for some non-empty word x; then f
is called prolongable on a. Obviously, in this situation, fn(a) is a proper prex of
fn+1(a) for all n>0. Hence, there exists a unique innite word 2! that has fn(a)
as a prex for all n>0. This is denoted by =f!(a). An innite word 2! is called
ultimately periodic if there exist words u2 and v2+ such that = uv!. Finally,
a morphism f :! is said to generate an ultimately periodic innite word from
a letter c2 if there exists an integer k>1 such that the innite word (fk)!(c) is
ultimately periodic. In [15] Seebold proves that a morphism f :! generates an
ultimately periodic innite word from a letter in  if and only if f belongs to one of
the classes (0); (00); (2); (20); (3); (30); (4); (5); (50); (6); or if f(a)= abm and f(b)= b
for some m>1; or if f(a)= a and f(b)= ban for some n>1.
From this result the following characterization can be derived.
Corollary 7.1. Let f :! be a morphism. Then the language L(f) is repetitive
if and only if f belongs to one of the above 12 classes.
For the sake of completeness we provide a proof for this characterization that is
based on our results on quasi-repetitive elements.
Proof. It remains to prove the ‘only if’ part of the theorem. So let f :! be a
morphism such that the language L(f) is repetitive, and let u :=f(a) and v :=f(b).
We will show that f belongs to one of the classes (0) to (6) above.
First, let us consider the case that f is erasing. If u= ; then b is unbounded for f if
and only if jvjb>2. Since L(f) is repetitive, it is innite, and hence, b is unbounded
for f. Thus, f belongs to class (0). Analogously, if v= ; then it follows that f
belongs to class (00).
Next, let us assume that f is non-erasing, but that there exists a letter that is bounded
for f. Let us assume that the letter a is bounded for f. If u= a; then f is bounded
if and only if v= b or v2 a. Since L(f) is innite, f is not bounded, and hence,
v= bn for some n>2 implying that f belongs to class (30), or jvja>0 and jvjb>0. If v
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begins or ends with an occurrence of the letter a; then f belongs to class (1). Finally,
assume that v= bv1b for some v1 2 satisfying jv1ja>0. Then f is injective, since
fa; bv1bg is a code, but it is not pushy (cf. the proof of Lemma 2.1 of [5]). Hence, by
Corollary 5.5 and Lemma 6.13 there exists a primitive word w2+ such that w is a
repetitive element for f. By Lemma 5.7 jwjb=1; that is, w= akba‘ for some k; ‘>0;
and by Lemma 6.14 f(w)=wp1 for some primitive repetitive element w1 of f and
some integer p>0. Of course, jw1jb=1; and hence, w1 = ak1ba‘1 for some k1; ‘1>0.
From Proposition 6.10 we obtain that jwj= jw1j; and so k + ‘= k1 + ‘1. Actually,
since f(a)= a and f(b)= bv1b; we see from w
p
1 = (a
k1ba‘1 )p=f(akba‘)=f(w) that
p>1; k = k1; and ‘= ‘1 hold, that is w=w1 and f(w)=f(akba‘)=w
p
1 = (a
kba‘)p.
Hence, f(b)= b(a‘+kb)p−1 = b(amb)n; where m := ‘ + k>1 and n :=p− 1>1. Thus,
f belongs to group (2).
If u= b; then b is also bounded for f; and hence L(f) is nite, contradicting
the assumption that L(f) is repetitive. Analogously, if juj>2; we obtain the same
contradiction from our assumption that a is bounded for f.
The case that b is bounded for f is treated analogously.
Next let us consider the case that no letter is bounded for f; that is, the morphism
f is growing. If f is not injective, that is, the set fu; vg is not a code, then u=wm
and v=wn for some primitive word w and some integers m; n>1. If w= a; then f is
repetitive if and only if m>2; and if w= b; then f is repetitive if and only if n>2.
This implies that f belongs to group (3) or (30). If jwj>2; then f belongs to group
(6).
Finally, we can assume that the morphism f is growing and injective. Hence, by
Corollary 5.5 and Lemma 6.13 there exists a primitive word w2+ which is a repeti-
tive element for f. By Lemma 6.14, f(w)=wp1 for some primitive repetitive element
w1 of f and some integer p>1; and by Proposition 6.10 jwj= jw1j. Further, w and
w1 are linear words by Lemma 5.7, that is, jwja; jw1ja61; and jwjb; jw1jb61. Hence,
w; w1 2fa; b; ab; bag.
First, consider the case that w= a. Then, w1 2fa; bg. If also w1 = a; then u=f(a)=
f(w)=wp1 = a
p implies that p>2; since the letter a is not bounded for f. Hence, in
this case f belongs to group (3). If w1 = b; then u=f(a)=f(w)=w
p
1 = b
p for some
p>1. Analogously, we obtain v=f(b)=f(w1)2 a+ [ b+. Since f is injective, fu; vg
is a code, and so v= aq for some q>1. But L(f) is innite, and so we have p+q>3;
that is, f belongs to group (4).
The case that w= b is dealt with analogously. Finally, consider the case that w= ab.
Then w1 2fab; bag. If w1 = ab; then f(w)=f(ab)= uv=wp1 = (ab)p and the fact that
fu; vg is a code imply that u= a(ba)m and v= b(ab)n for some m; n>0 satisfying
p=m + n + 1. Since L(f) is innite, we have p>1; and so m + n>1. Thus, f
belongs to group (5). If w1 = ba; then f(w)=f(ab)= uv=w
p
1 = (ba)
p implying that
u= b(ab)m and v= a(ba)n for some m; n>0 satisfying m + n>1; that is, in this case
f belongs to group (50). The case that w= ba is dealt with analogously. Since this
covers all possibilities, the result is proved.
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Observe that by Proposition 3.1 a morphism f :! is either bounded or
(strongly) repetitive, if the language L(f) is context-free. Now for which unbounded
morphisms f is the language L(f) context-free or even regular? If L(f) is repetitive,
then by Corollary 7.1 f belongs to one of the above 12 classes. If f is growing, then
the language L(f) is not context-free by Theorem 6.17. This covers in particular the
morphisms of groups (4); (50) and (6). If juja>2; then the morphism fa : fag!fag
dened by fa(a) := ajuja is growing. Hence, the language L(fa) is not context-free.
However, if v= ; then L(fa)= ffna (a) j n>0g= fa(fn(a)) j n>0g= a(L(f))rfg;
and so L(f) is not context-free for the morphisms f of group (00). Analogously, the
same holds for f in group (0).
If u= a and v= anbam; n; m>0; n + m>1; then L(f)= fag[ fankbamk j k>0g;
which is certainly context-free. However, this language is regular if and only if n=0
or m=0. If jvjb>2; then consider fb : fbg!fbg; dened by fb(b) := bjvjb . This
morphism is growing, and hence by Theorem 6.17, L(fb) is not a context-free lan-
guage. Since b(L(f))= fg[ fb(fn(b)) j n>0g=L(fb)[fg; we see that L(f) is
not context-free.
Analogously, if v= b; and u2 b+ [+b satisfying juja>1; then L(f) is regular, if
u2 b+a[ ab+; it is context-free, if u2 b+ab+; and it is not context-free, if juja>2. By
using the same reasoning we see that L(f) is not context-free, if f belongs to group
(2) or (20):
If u= a(ba)m; and v= b(ab)n for some m; n>0 satisfying m+n>1; then f is grow-
ing, if m>1 and n>1. On the other hand, if m=0 or n=0; the reasoning above
applies. Thus, L(f) is not context-free for f belonging to group (5).
Finally, if u= am for some m>2; and v2 b; it follows again as above that L(f) is
not context-free. If jvja>0; then f is growing, implying that L(f) is not context-free.
Analogously, L(f) is not context-free, if f belongs to group (30). Thus, we have the
following characterization.
Corollary 7.2. Let f :! be an unbounded morphism. Then the language L(f)
is regular if and only if f(a)= a and f(b)2 a+b[ ba+ or f(a)2 b+a[ ab+ and
f(b)= b; and it is context-free if and only if f(a)= a and f(b)2 aba+ [ a+ba
or f(a)2 bab+ [ b+ab and f(b)= b.
Including bounded morphisms this yields the following results.
Corollary 7.3. Let f :! be a morphism.
(a) The language L(f) is context-free if and only if f satises one of the following
conditions:
(0) u=  and jvjb61;
(00) v=  and juja61;
(1) u= a and jvjb61;
(10) v= b and juja61; or
(2) u= b and v= a.
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(b) The language L(f) is regular if and only if f satises one of the following
conditions:
(0) u=  and jvjb61;
(00) v=  and juja61;
(1) u= a and v2 a  b[ b  a [ a;
(10) v= b and u2 b  a[ a  b [ b; or
(2) u= b and v= a:
It remains to characterize those unbounded morphisms f over  for which the
language SL(f) is context-free or even regular. Note that for an unbounded morphism
f, if SL(f) is context-free, then f is repetitive. Hence, it suces to consider each of
the above classes in turn.
(0) If u=  and jvjb>2, then v= ai0bai1b    bain ; n= jvjb>2, and i0; i1; : : : ; in 2N. We
have L(f)= fag[ ffm(b) jm>0g= fa; b; v; vn; vn2 ; : : :g= fa; b; vni j i>0g. Thus,
SL(f)= fag[ S(v), which is certainly regular.
(2) If u= a and v= b(amb)n for some m; n>1, then L(f)= fag[ fb; v; v(amv)n; : : :g,
and it follows easily that SL(f)= S((bam)), which is a regular language.
(4) If u= bm and v= an for some m; n>1 satisfying m+n>3, then SL(f)= a [ b,
that is, SL(f) is regular.
(5) If u= a(ba)m and v= b(ab)n for some m; n>0 satisfying m+n>1, then SL(f)=
S((ba)), which is regular.
If f belongs to one of the classes (00); (20) or (50), then it follows by symmetry
that SL(f) is regular.
(6) If u=wn and v=wm for some w2; jwj>2, and m; n>1, then SL(f)= SL(w),
which is also regular.
It remains to consider the classes (1) and (3) and their counterparts (10) and (30).
(1) If u= a and v2 a  + [+  a satisfying jvjb=1, then L(f)= fag[ fb; aibaj;
a2iba2j; : : :g, where v= aibaj. Hence, if i=0, then SL(f)= S(b  a), if j=0,
then SL(f)= S(a  b), and if i; j>0, then SL(f)= S(a  b  a), which are all
regular.
(3) Assume that u= am for some m>2. If jvja=0, that is, if v= bn for some n>0,
then SL(f)= a, if n=0, SL(f)= a [ fbg, if n=1, and SL(f)= S(a+ [ b+),
if n>2. Thus, in each case SL(f) is regular. If v= an for some n>0, then
SL(f)= a [ fbg. Finally, if jvjb=1 and jvja>0, then v= akba‘ for some k; ‘2N
such that k+ ‘>0, and hence, SL(f)= S(a  b  a), if k>0 and ‘>0; SL(f)=
S(a  b), if k>0 and ‘=0, and SL(f)= S(b  a), if k =0, and ‘>0.
Thus, we have the following result.
Proposition 7.4. Let f : ! be an unbounded morphism. If f belongs to one
of the classes (0); (00); (2); (20); (4); (5); (50) or (6); or
( ~1) if u= a and v2 a  + [+  a satisfying jvjb=1; or
( ~1
0
) if v= b and u2 b  + [+  b satisfying juja=1; or
( ~3) if u= am for some m>2; and jvja=0 or jvjb61; or
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( ~3
0
) if v= bn for some n>2; and jujb=0 or juja61;
then the language SL(f) is regular.
Below we will see that in the remaining cases, SL(f) is not even a context-free lan-
guage, that is, the above proposition characterizes those morphisms f over = fa; bg,
for which the language L(f) is repetitive, and the language SL(f) is regular. Hence,
the short list below describes all morphisms f over = fa; bg such that L(f) is repet-
itive, while SL(f) is not even context-free:
(1) u= a and v2 a  + [+  a satisfying jvjb>2;
(10) v= b and u2 b  + [+  b satisfying juja>2,
(3) u= am for some m>2 and jvja>0 and jvjb>2, and
(30) v= bn for some n>2 and jujb>0 and juja>2.
For reasons of symmetry it suces to deal with cases (1) and (3). Hence, let
u= am and v= ai0bai1b    bain , where n>2; m>1, and i0; i1; : : : ; in 2N. Now case (1)
is obtained for m=1 and i0 + in>0, and case (3) is characterized by m>1 andPn
j=0 ij>0.
In the following we will just consider the special case m=1 and n=2; i0 = i1 = 1,
and i2 = 0, that is, u= a and v= abab. Conceptually, the proofs for the other cases are
the same, but technically they are much more involved.
So let f(a)= u= a and f(b)= v= abab. Then f is injective, but it is pushy, since
the letter a is bounded for f and a  SL(f). The language L(f) is repetitive, but it is
not context-free by Corollary 7.2. We claim that the language SL(f) is not context-free,
either.
Obviously, SL(f)= SL((;f; b)). Hence, in order to prove the claim above, we
rst establish some technical results on the words of the form fn(b); n>1. Dene
vn :=fn(b) for all n>0. Then v0 = b and vn+1 = avnavn for all n>0, since vn+1 =
fn+1(b)=fn(abab)=fn(a)fn(b)fn(a)fn(b)= avnavn. The following is now imme-
diate.
Lemma 7.5. For all n>0; jvnjb=2n.
The next lemma states that the word vn does not contain a power am of the letter a
such that m>n.
Lemma 7.6. For all n>2; vn= anbxnbanbxnb; for some word xn 2; and no subword
bamb of bxnb satises m>n.
Proof. By induction on n:
n=2: v2 = av1av1 = a2baba2bab, that is, x2 = a.
n! n+1: vn+1 = avnavn= an+1bxnbanbxnban+1bxnbanbxnb by the induction hypoth-
esis, that is, xn+1 = xnbanbxn.
Based on the above information on the structure of the words vn, we now prove that
two occurrences of a big power an of a in a word vm are separated by a long distance.
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Lemma 7.7. For all n>1; if banbwbanb2 SL(f); then jbwbjb>2n.
Proof. If banbwbanb2 SL(f), then there exists an exponent m>n such that vm= ban
bwbanb for some ; 2. We proceed by induction on n. For n=1, there is
nothing to prove. If n>2, then m>2. Since vm= banbwbanb=f(vm−1), we have
vm−1 = 0ban−1bw0ban−1b0, where f(0)aba= ; abf(w0)aba=w, and abf(0)= .
By the induction hypothesis jw0jb>2n−1 − 2. Hence,
jwjb= jabf(w0)abajb>2  jw0jb + 2>2  (2n−1 − 2) + 2=2n − 2;
and so jbwbjb>2n.
On the other hand, the following lemma shows that each word w2 SL(f) containing
many occurrences of the letter b must also contain a large power of the letter a.
Lemma 7.8. If bwb2 SL(f) satises jwjb>2n; then bwb contains a subword of the
form bamb for some m>n.
Proof. Let vk 2L(f) such that vk =fk(b)= bwb for some ; 2, where jwjb>2n,
but bwb does not contain a subword of the form bamb with m>n. Choose k mini-
mal with this property. Since vk = avk−1avk−1, we see from the choice of k that bwb
is not a subword of vk−1. Hence, avk−1 = bw1; w=w1aw2, and vk−1 =w2b. The
word bavk−1 has the prex bakb by Lemma 7.6. Thus, bwb= bw1aw2b contains the
subword bakb, and so k6n, that is, bwb is a subword of vk for some k6n. Hence,
jwjb+2= jbwbjb6jvk jb=2k62n, contradicting our assumption that jwjb>2n. Thus, if
jwjb>2n, then bwb contains a subword bamb with m>n.
Finally, we can establish the existence of certain words in SL(f).
Lemma 7.9. For all integers n1; n2; 16n1<n2; there exists a word ban2bw1ban1bw2
ban2b2 SL(f) satisfying jbw1ban1bw2bjb=2n2 .
Proof. By induction on n2:
n2 = 2: Then n1 = 1. Consider the word v3 = a3baba2baba3baba2bab. Then the sub-
word ba2baba3baba2b is of the form required, and bw1ban1bw2b= baba3bab satises
jbw1ban1bw2bjb=4=22.
n2! n2+1: First, consider the case that 16n1<n2. Then by the induction hypothesis
there exists an index m such that vm= ban2bw1ban1bw2ban2b and jbw1ban1bw2bjb
=2n2 . Hence,
vm+1 =f(vm)=f()ababan2+1babf(w1)ababan1+1babf(w2)ababan2+1babf();
and this satises the requirements for 1<n1 + 1<n2 + 1, since
jbabf(w1)ababan1+1babf(w2)ababjb=2  jbw1ban1bw2bjb=2n2+1:
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Finally, if n1 = 1, then vm+1 contains the subword
ban2+1b| {z } abf(w1)a bab|{z} a2babf(w2)aba ban2+1b| {z } ;
which completes the proof of Lemma 7.9.
Based on these technical results we can now prove the following.
Theorem 7.10. If f denotes the morphism dened by f(a) := a and f(b) := abab;
then the language SL(f) is not even context-free.
Proof. Assume that the language SL(f) were context-free, and let n2N+ be the
corresponding constant from Ogden’s lemma [1]. Choose n2 := n+ n!. By Lemma 7.9
there exists a word ban2bw1banbw2ban2b2 SL(f) such that jbw1banbw2bjb=2n2 . We
mark all the letters in the distinguished subword an. Then ban2bw1banbw2ban2b can
be factored as ban2bw1banbw2ban2b= uvxyz such that
(1.) u, and v, and x, or x, and y, and z each contain a marked letter,
(2.) vy contains at most n marked letters, and
(3.) uvmxymz 2 SL(f) for all m>0.
Claim. jvyjb=0.
Proof. Assume to the contrary that at least one of the two subwords v and y contains
an occurrence of the letter b. By symmetry we may assume that v= ai0bai1b    bain for
some n>1; i0; i1; : : : ; in 2N. Let k := maxfi1; i2; : : : ; in−1; in + i0g, and let m := 2k + 2.
Then uvmxymz 2 SL(f) contains the subword
vm= ai0bai1b    ain−1b(ain+i0bai1b    ain−1b)2k ain+i0bai1    ain−1bain :
Since j(ain+i0bai1b    ain−1b)2k jb= n  2k>2k , we obtain from Lemma 7.8 that the word
b(ain+i0bai1b    ain−1b)2k ain+i0b contains a subword ba‘b for some ‘>k. This, however,
contradicts the choice of k. Thus, jvyjb=0.
Thus, v or y is contained in the subword an of ban2bw1banbw2ban2b, and the other
word is either empty, or it is contained in another subword a‘ of ban2bw1banbw2ban2b.
Thus, at least one of the two subwords ban2b remains unchanged by the process of
pumping.
Hence, there exists an ‘2N+ such that uv‘xy‘z= ban2bw01ban2bw02ban3b or uv‘xy‘z
= ban3bw01ba
n2bw02ba
n2b, where n3>n2; jw01jb= jw1jb, and jw02jb= jw2jb. However,
since jbw1banbw2bjb=2n2 , we see that jbw01bjb<2n2 and jbw02bjb<2n2 . Since uv‘xy‘z
2 SL(f), this contradicts Lemma 7.7. Thus, the language SL(f) is indeed not context-
free.
For the other morphisms f of groups (1) and (3) that are not covered by
Proposition 7.4 it follows similarly that the language SL(f) is not context-free.
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However, for the general case the proof is much more involved than for the special
case considered above. We can summarize these results as follows.
Corollary 7.11. Let f :! be an unbounded morphism. Then the language
SL(f) is regular if and only if f belongs to one of the classes listed in
Proposition 7:4. If f does not belong to one of these classes; then the language
SL(f) is not even context-free.
8. Concluding remarks
Based on the notion of a (quasi-) repetitive element we have derived a new proof
for the fact that a D0L-language is repetitive if and only if it is strongly repetitive.
In fact, from the properties of the (quasi-) repetitive elements we even obtained an
algorithm that allows to decide in polynomial time whether a D0L-system (or a mor-
phism) is repetitive. Because of the usefulness of the (quasi-) repetitive elements thus
demonstrated we derived some additional information on the so-called repetitive circles.
Finally, in Section 7, we reformulated a result of Seebold [15], thus obtaining a
complete characterization of all morphisms on a two-letter alphabet that are repeti-
tive. Based on this result we have characterized those morphisms f on a two-letter
alphabet for which the language L(f) generated by f is context-free, respectively reg-
ular. Finally, we characterized those unbounded morphisms f on a two-letter alphabet
for which the set of subwords SL(f) of the language L(f) is regular. It turned out
that in this particular case the set SL(f) is regular if and only if it is context-free.
Obviously, these characterizations can be seen as an improvement of the decidability
results mentioned before for the special case of a two-letter alphabet. Is there a cor-
responding characterization of all repetitive morphisms for arbitrary nite alphabets?
Already for the case of a three-letter alphabet a characterization of this type seems to
be very dicult to obtain.
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