This paper is concerned with bounds for quantum error-correcting codes. Using the quantum MacWilliams identities, we generalize the linear programming approach from classical coding theory to the quantum case. Using this approach, we obtain Singleton-type, Hamming-type, and the first linearprogramming-type bounds for quantum codes. Using the special structure of linear quantum codes, we derive an upper bound that is better than both Hamming and the first linear programming bounds on some subinterval of rates.
I. INTRODUCTION
R ECENTLY, Shor presented a polynomial time algorithm for factoring large numbers on a quantum computer [23] . Following this, interest in quantum computations grew dramatically. A crucial problem in implementation of the quantum computer appeared to be the one of eliminating errors caused by decoherence and inaccuracy. Unlike classical information, quantum information cannot be duplicated [8] , [27] . Since error-correcting codes appear to protect classical information by duplicating it, their application for quantum information protection seemed impossible. However, Shor in [24] and Steane in [25] , [26] showed that quantum errorcorrecting codes do exist and presented the first examples of one-error correcting codes. In [13] Knill and Laflamme formulated necessary and sufficient conditions for an error to be detectable by a given quantum code, and thus introduced the notion of the minimum distance of a quantum code. In [22] Shor and Laflamme showed that, similarly to classical codes, quantum codes have enumerators related by the MacWilliams identities. Properties of quantum enumerators were extensively studied by Rains [19] - [21] . In particular, he showed that the minimum distance of a quantum code is determined by its enumerators. In [3] and [4] Calderbank, Rains, Shor, and Sloane found a strong connection between a large class of quantum error-correcting codes (the so-called stabilizer codes), which can be seen as an analog of classical group codes, and self-orthogonal codes over GF . We are interested in the best possible parameters of arbitrary quantum error-correcting codes.
The bound on the size of quantum codes was derived in [9] and [3] (for stabilizer codes).
Theorem 1: There exist quantum codes of length , dimension , and relative distance such that where is the binary entropy function.
Remark: All over the paper the logarithms are base .
The goal of the present paper is to derive asymptotic upper bounds on the size of an arbitrary quantum code of given length and minimum distance. We use the linear programming approach and some strengthenings of the bounds for stabilizer codes. For upper bounds known earlier see Laflamme and Knill [13] , Rains [21] , and Cleve [6] .
The paper is organized as follows. In Section II we give a short introduction to the theory of quantum error-correcting codes. The material of the section is presented in a form convenient for readers with a coding theory background. In Section III we give a short survey of properties of Krawtchouk polynomials that are necessary for our purposes. In Section IV we prove the key theorem that allows us to apply the linear programming approach to obtain bounds for quantum codes. In Sections V-A, V-B, and V-C we apply the key theorem to obtain Singleton-type, Hamming-type, and the first linear-programming-type bounds for arbitrary quantum codes. In Section VI we strengthen the bounds for linear stabilizer codes.
II. QUANTUM ERROR-CORRECTING CODES
The material of this section is not new. It is mostly due to [12] , [13] , [19] , [21] , and [22] . The idea is to present the definitions and prove the known results in a style digestible for readers with a coding theory background.
We start with the notion of a qubit. Information is transmitted as vectors of the Hilbert space . It is natural to ask about the minimum dimension that is necessary for transmission of one bit of (classical) information. According to quantum mechanics, two vectors from the space are completely distinguishable by a measurement if and only if they are orthogonal. In there exists an orthogonal basis, say , , and we can assign logical to and logical to . So the space allows us to encode one bit of information and is called qubit (quantum bit). Now if we want to transmit bits of information we need the space , where is the tensor product. In we can choose orthogonal vectors from 0018-9448/99$10.00 © 1999 IEEE the space that allows transmission of bits of information.
In fact, it is not necessary to restrict ourselves to use of only mutually orthogonal vectors; any vectors from could be sent over a channel.
Remark: When we say vector we assume column vector.
In the process of transmission over a channel the information can be altered by an error. There are several models of channels. We consider here the most popular one-completely depolarized channel. In this model a vector can be altered by one of the following error operators:
and (1) The error operator, say , has the following form:
(
where . The number of nonidentity matrices in the tensor product (2) is called the weight of and is denoted by . If a vector is affected by an error , then the result is .
Definition 1: A quantum code of length and size , denoted as code, is a -dimensional linear subspace of the space . We say that an error is detectable if any two orthogonal vectors from the code remain orthogonal (i.e., distinguishable) after one of them has been altered by . In other words, we have the following definition.
Definition 2:
is detectable if and only if
for all orthogonal vectors and from the code .
Here means the Hermitian conjugation. Later in this section we will need another definition of the error detectability. Let be the orthogonal projection operator on the code subspace.
Definition 3:
is detectable if and only if (4) where is a constant that depends only on . As the following lemma shows, (3) and (4) are equivalent. In other direction, let and be any two orthogonal vectors from the code. Then from (4) we have the following chain of identities:
Now we are in the position to define the minimum distance of a quantum code.
Definition 4:
The minimum distance of the code is the maximum integer such that any error , , is detectable.
Note that if we use these definitions for classical codes, then we get the usual definition of the minimum distance. Moreover, as in the case of classical codes, one can introduce the enumerators of a quantum
code. An quantum code has two enumerators and defined by
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Note that according to the definition of the error set (1), an error operator is hermitian. Hence and are real numbers and so are the numbers and . In the case of a quantum stabilizer code (to be defined later), say , the numbers and are the weight spectra of codes and over GF associated with . So in this case and are connected by the MacWilliams identities. However, the MacWilliams identitites are valid for the enumerators of general quantum codes. Moreover, as we will show later, the enumerators define the minimum distance of a quantum code. Let and The statements of the following two theorems first appeared in [22] . 
Proof: The following proof was suggested by Kitaev [12] . Denote by the entries of and . Then
Let
. Analogously, we denote the binary expansions of , , and . Taking into account (2), we obtain that By the same method, we have Denote and It is easy to check that (6) In fact, all 16 possibilities for binary , , , and should be checked. For instance, if , , , and , we have in compliance with (6) . ii) if is the largest integer such that , , then the minimum distance of equals .
Proof: Taking into account that and , we get . The numbers are sums of squares and so are nonnegative. Using the matrix form of the Schwarz inequality we get (7) This yields . The equality holds in (7) if and only if , for some constant . Hence, by , all the errors of weight are detectable, and from the fact that all the errors of weight are detectable, the equality follows. Thus by the definition of the minimum distance, .
Note that substituting , into (5) and taking into account that , we get
Linear codes play a special role in classical coding theory. Similarly, in quantum coding theory there exist the so-called stabilizer codes [3] , [4] , and [10] . They can be seen as an analog of classical linear or, more precisely, group codes. The definition of quantum stabilizer codes is as follows. It is easy to check that the matrices , , , , with constitute a group, say . Tensor products of elements of also constitute a group, say (an extraspecial group). A quantum code is called a stabilizer code if there exists an abelian subgroup of the group such that all vectors , satisfing for all , form the code . In other words, forms an eigenspace of corresponding to the eigenvalue of . If the group has order then , and so the dimension of a stabilizer code is always equal to a power of . A nice property of quantum stabilizer codes is that they are strongly related to classical self-orthogonal codes over GF [3] , [4] . Namely, there exists an quantum stabilizer code of minimum distance if and only if there exists a selforthogonal group code of length , cardinality such that , where is the code orthogonal to with respect to the trace inner product. The trace inner product of vectors and , denoted by , is where the bar denotes conjugation in GF and the trace acts from GF onto GF . If a code associated to a quantum stabilizer code is linear over GF , then we call a linear stabilizer code or simply a linear quantum code.
III. KRAWTCHOUK POLYNOMIALS
Let the th quaternary Krawtchouk polynomial be defined as follows: (9) An easy corollary of Theorem 2 and (8) is as follows.
Corollary 1: For
Here we survey some properties of the quaternary Krawtchouk polynomials, see, e.g., [15] , [17] .
The Krawtchouk polynomials satisfy the following orthogonality relation:
A symmetry relation is satisfied by the polynomials (11) Every polynomial of degree at most has the unique expansion in the basis of Krawtchouk polynomials. If a polynomial has the expansion then
The following property (see [17, Ch. 5, Exercise 41]) holds:
The Christoffel-Darboux formula (see [15, Corollary 3 .5]) is of importance (13) The Krawtchouk polynomials satisfy a recurrence relation (14) Some useful values of the Krawtchouk polynomials We will also need a result on asymptotic behavior of the smallest root of . For growing linearly in and (see, e.g., [15] ) (15) Remark: Throughout the paper, tends to as grows.
IV. THE KEY INEQUALITY
In this section we obtain the key inequality allowing us to reduce the problem of upper-bounding the size of codes to a problem of finding polynomials possessing special properties. [7] demonstrated that the Singleton and Hamming bounds can be obtained using linear programming approach. Aaltonen [1] generalized the first linear programming bound obtained in [16] to the nonbinary case. For the best currently available bounds on parameters of nonbinary classical codes see Aaltonen [2] , Laihonen and Litsyn [14] , and Levenshtein [15] .
In what follows we present quantum counterparts to the Singleton, Hamming, and the first linear programming bounds derived from Theorem 4.
A. A Singleton-Type Bound
Choose in Theorem 4
Then using (12), we get
Now
Considering the ratio we find that it is greater than if . Note that it is enough for our purposes, since for we have Theorem 5: In every quantum code of minimum distance Note that though this bound has been already derived in [13] and [21] , the proof presented here is different and so could be of interest.
B. A Hamming-Type Bound

Let . Define and
Lemma 2:
Proof: The proof of the lemma is a straightforward generalization of the proof to a similar expression in the binary case (see e.g. [16, eq. A.19] ).
Using the lemma, we get
This yields where in the last step we use (10) . Taking into account that and denoting and , we get
Taking derivative in of the last expression, we get
It is not difficult to check (see Appendix) that this function has only one root in the interval .
Definition 5: The function is the root of (16) in the interval . Thus (17) To derive an estimate for we need bounds on values of Krawtchouk polynomials. Recall that by (15) The next observation is a generalization of a similar fact in the binary case [11] . (14), one can show that for Taking logarithm on both sides, applying this recursively to , and approximating the sum by the integral, we get the claim.
Notice, that the integral in Lemma 3 can be expressed explicitly, namely, where . Hence (19) From Lemma 3, we get (20) at the bottom of this page. Using (19) and (17), we get a Hamming type bound.
Theorem 6: Let
and let be as given in Definition 5. Then for an code with minimum distance we have (21) at the bottom of this page.
Computations with Maple show that this function achieves its maximum at for any . If then . Rains showed that when [21] . Since , the conventional Hamming bound is valid in the interval . 
This polynomial yields the first linear programming bound for classical codes over GF [1] , [15] . To get the first linear programming bound one has to choose where , and . By the Christoffel-Darboux formula (13) 
Lemma 2 yields
Estimating by the term with , we have Denote , , and . Then, similarly to the derivation of the Hamming bound, we have Again, like in the derivation of the Hamming bound, we differentiate the last expression in and find the root (see Definition 5) . Then, using (11), we get (22) at the bottom of this page. Now using Lemma 3, after some efforts we get (23) at the bottom of this page. . It is clear that the minimum distance of has to be at least Using Gaussian elemination, we can force the elements of in the first positions to be . In this case, is an code over GF . Now we can use any upper bound for the code to get a bound for . For example, denoting by the maximum possible value of the ratio of a quaternary classical code of length and cardinality with respect to the asymptotic bound obtained in [2] , we get the following bound.
Theorem 8 Let be an linear quantum code. Then
One can see (bound S on Fig. 1 ) that this bound is better than the first linear programming and Hamming bounds in the interval .
VII. CONCLUSION
In this paper we have derived new upper bounds on the size of quantum codes. The graphs of the bounds are given on Fig. 1 . Here we label the quantum Gilbert-Varshamov bound by "GV," Singleton bound by "Sng," Hamming bound by "H," the first linear programming bound by "LP1," and the bound for linear quantum codes by "S." "R" is Rains' "threshold" bound from [21] . For the sake of comparison we also give the graph of the second linear programming bound LP2-the best known for the classical codes of the corresponding size and alphabet. APPENDIX Let where , , and . We shall show that this function has only one root for allowed , , and .
Taking the partial derivative of the function, we get
The roots of the equation are Since has to be greater than , we conclude that the function achieves its maximum at . Fig. 1 . VG is Varshamov-Gilbert bound; Sng is Singleton bound; LP1 and LP2 are the linear programming bounds; H is Hamming-type bound; S is strengthening for linear codes; "R" is Rains' bound 1=3.
Substituting , we obtain that
It is easy to check that the last expression achieves its maximum at
Substitution of this value into gives
The last expression is negative for any . It is also obvious that when , and when .
