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1 .  S ta tement  o f  t h e  Problem 
L e t  us  c o n s i d e r  t h e  LP-problem i n  t h e  form 
1 cixi + coy  + max 
i = l  
Here v e c t o r s  y ,  xi,  b o ,  bi have n o ,  n m o ,  mi components, re- i' 
s p e c t i v e l y .  T h i s  i s  t h e  s o c a l l e d  b lock-angu la r  LP problem w i t h  
c o u p l i n g  c o n s t r a i n t s  ( 3 )  and coup l i ng  v a r i a b l e  y [ l ]  . Dual t o  
problem ( 1 )  - ( 4 )  i s  [ I ] :  
The f i n i t e - s t e p  methods f o r  t h e  s o l u t i o n  o f  t h e s e  problems 
a r e  based  on d i f f e r e n t  decomposi t ion  and p a r t i t i o n  schemes o r  on 
a compact i n v e r s e  t e c h n i q u e  and a r e  ana lyzed ,  f o r  example, i n  
[ 1 , 2 ] .  The purpose  o f  t h i s  paper  i s  t o  d e s c r i b e  i t e r a t i v e  methods, 
based on t h e  n o n d i f f e r e n t i a b l e  approach [3-51 t o  t h e s e  problems.  
2 .  S o l u t i o n  i n  Dual Space 
To e x p l a i n  t h e  i d e a  l e t  us  c o n s i d e r  problems ( 1 ) - ( 4 )  w i t h o u t  
c o u p l i n q  v a r i a b l e ,  t h a t  i s ,  v e c t o r  co and m a t r i c e s  D o ,  Di 
( i = 1 ,  ..., N )  a r e  supposed t o  be  z e r o s .  
Following [ 3 ]  l e t  t h e  Lagrange f u n c t i o n  o f  t h i s  problem be 
i n t r o d u c e d  i n  t h e  form: 
Then 
max min L = min max L 
xiEXi uo UO xiEXi 
where 
Denote 
Y(uo) = max L ( x , u o )  
x, EX, 
and 
xi(uO) = { X ~ ( L ( X ~ U ~ ) = ' ~ ' ( U ~ ) }  
The sets  Xi(uO) a r e  d e f i n e d  from t h e  s o l u t i o n  o f  t h e  
f o l l o w i n g  LP-problems: 
(c i  - u s ) x i  + max 0 - i  
B .x  = bi 
1 i 
> 0 Xi - ( i = l , .  . . ,N) . 
Lemma [ 3 , 6 ] .  Y(u ) i s  a p i e c e - l i n e a r  concave f u n c t i o n ,  0 
low bounded f o r  bounded Xi. The d e r i v a t i v e  o f  Y(uo) i n  d i r e c -  
t i o n  bu i s  d e f i n e d  by 0 
N 
'4" ( u o )  = max T ( b O -  1 Aixi) 6u0 . 
xiEXi ( u o )  i= 1
From t h i s  lemma d i f f e r e n t  a l g o r i t h m s  f o r  t h e  s o l u t i o n  o f  
d u a l  problems ( 5 ) -  (7 )  ( c O , D O , D i  a r e  z e r o s )  c an  be developed 
(see t h e  g e n e r a l  approach i n  [ 4 , 5 ]  ) . I n  p a r t i c u l a r ,  t h e  
g e n e r a l i z e d  g r a d i e n t  method [3 ,51 f o r  t h i s  c a s e  w i l l  be a s  f o l l ows :  
0 V 1 . L e t  uo be t h e  v-th i t e r a t i o n .  
2O. Solve  N LP-problem ( 1  1  ) f o r  uo = u l .  L e t  { x ~ , u Y }  be 
p r i m a l  and d u a l  s o l u t i o n s  o f  t h e s e  problems ( i = 1 ,  ..., N ) .  
from 3O. Compute new i t e r a t i o n  uo 
where 
N 
hV = bo v - 1 Aixi,  I h J  i s  a  norm of  v e c t o r  h  . 
i = l  
Theorem [ 3 , 5 ] .  I f  
t h e n  { u ~ , u ~ }  converges  t o  an  op t ima l  s o l u t i o n  o f  d u a l  problem 
( 5 )  - ( 7 )  
I t  shou ld  be  u n d e r l i n e d  t h a t  i n  t h i s  approach on ly  d u a l  
s o l u t i o n  { u i , u y ~  can be d i r e c t l y  o b t a i n e d .  For f i n d i n g  a  s o l u t i o n  
t o  t h e  p r i m a l  problem one can app ly  t h i s  approach t o  t h e  d u a l  
problem. 
3. S o l u t i o n  i n  P r i m a l  Space 
A s  w e  can see from above,  t h e  approach i s  n a t u r a l  i f  t h e  
d u a l  problem h as  b lock-angu la r  s t r u c t u r e .  T he re fo r e  i n  t h i s  
s e c t i o n  w e  c o n s i d e r  problem ( 1 )  - ( 4 )  w i t h o u t  c o u p l i n g  c o n s t r a i n t s  
( 3 ) ,  t h a t  i s ,  a l l  m a t r i c e s  DO, Ai ( i = 1 , .  . . , N )  and v e c t o r  bo a r e  
z e r o s .  I n  t h i s  c a s e  d u a l  problem ( 5 ) - ( 7 )  t u r n s  o u t  t o  be t h e  
b lock-angular  problem w i t h  coup l i ng  c o n s t r a i n t s .  
Fol lowing t h e  scheme o f  S e c t i o n  2  one can i n t r o d u c e  t h e  
Lagrange f u n c t i o n  o f  problem ( 5 ) -  ( 7 )  i n  t h e  form 
where 
u = { u . ) ;  1 u i E U i  = { U ~ ~ U . B .  > c . )  ( i = 1 ,  ..., N )  1 1 -  1 
Then 
max min L = min max L 
> O  u.EU Y- 1 i y ~ 0  
Denote  
The sets u i ( y )  d e f i n e d  f rom t h e  s o l u t i o n  o f  t h e  f o l l o w i n g  
LP-problems: 
u i ( b i  - Diy) + min 
uiBi 1. ci ( i = l , . .  . ,N) . 
S i m i l a r l y  t o  ( 1 2 )  o n e  c a n  o b t a i n ,  t h a t  
N 
min T '4' ( y )  = (cO - 1 ui Di) 6y 
u p i  ( Y )  i = l  
T h e r e f o r e ,  t h e  a l g o r i t h m .  f o r  t h e  s o l u t i o n  o f  p r i m a l  p rob lem 
( 1 ) - ( 4 )  i n  t h i s  case w i l l  be:  
l o .  L e t  y V  > 0  b e  t h e  v- th  i t e r a t i o n .  
- 
2O. F o r  y = yv s o l v e  N LP-problems: 
ui (bi  - Diy) + min 
uiBi - > ci ( i = 1  ,... , N )  
where 
v v L e t  {u i ,x i )  be p r i m a l  and d u a l  s o l u t i o n s  o f  t h e s e  problems.  
3O. Compute new y  '+' - > o from 
V yv+ l  = max { O , Y  + P V ~  hv I 
and s o  on .  
V * S i m i l a r l y  t o  t h e  theorem o f  S e c t i o n  2 ,  { x i I y V }  + {xiIY*} - 
o p t i m a l  s o l u t i o n  o f  problem ( I ) ,  ( 2 ) ,  ( 4 ) ,  when v  + w and pv -+ 0 ,  
w 
Two-stage S o l u t i o n  
P r i m a l  s o l u t i o n  can be a l s o  o b t a i n e d  i n  t h e  f o l l o w i n g  way. 
Cons ide r  a g a i n  problem ( 1 ) - ( 4 )  w i t h o u t  c o u p l i n q  v a r i a b l e  y  ( t h a t  
i s ,  a l l  D o ,  Di and c a r e  z e r o s )  . 0 
Denote 
t h e n  t h e  problem can  be  r e w r i t t e n  a s  ( s e e . f o r  example [ I ] ) :  
1 cixi -+ max 
i = l  {xi ty i  I 
T h i s  problem b r e a k s  down on N l o c a l  subproblems (16)  l i n k e d  
o n l y  by c o n s t r a i n t s  ( 1 7 ) .  The re fo r e  t h e  fo l l owing  two-s tage  
a l g o r i t h m  i s  a p p r o p r i a t e  f o r  s o l u t i o n  (1 6 ) ,  (1  7 )  . 
Denote by f i  (y i )  t h e  o p t ima l  va lue  o f  t h e  o b j e c t i v e  f u n c t i o n  
c . x  i n  " l o c a l "  problem ( 1 6 ) .  Then problem ( 1 6 ) , ( 1 7 )  i s  equ i -  
1 i 
v a l e n t  t o  
N 
1 f i  (y i )  + max 
i = 1  
( W e  d e f i n e  f i  ( y .  ) = -". i f  yi y i e l d s  t h e  empty f e a s i b l e  se t  i n  
1 
l o c a l  problem ( 16) . ) 
I t  can  be shown t h a t  f i ( y i )  ( i = 1 ,  ..., N )  a r e  p i e c e - l i n e a r ,  
c o n t i n u o u s ,  concave f u n c t i o n s  and t h e  g e n e r a l i z e d  g r a d i e n t  o f  
f i ( y i )  is  e q u a l  t o  v e c t o r  vi ,  where vi i s  t h e  o p t i m a l  v a l u e  of  t h e  
d u a l v a r i a b l e  a s s o c i a t e d  w i t h  c o n s t r a i n t s  Aixi = yi ( c f .  l e m m a  o f  
S e c t i o n  2 ) .  Hence t h e  a l g o r i t h m  f o r  t h e  s o l u t i o n  o f  (18)  w i l l  
be a s  f o l l ow s .  
v l o .  L e t  T~ = {yil  be v- th  f e a s i b l e  s o l u t i o n  ( t h a t  i s ,  
v 2O. S o l v e  N l o c a l  LP-problems (1 6 )  f o r  yi = yi: 
cixi + max 
x  : 
v v v L e t  {x i ,u i ,v i l  be p r i m a l  and d u a l  s o l u t i o n s  o f  t h e s e  problems.  
v (ui  a r e  n o t  needed i n  t h e  a l g o r i t h m ) .  
3O. Compute t h e  new v a l u e  o f  y: 
v 
where vv = {v i ) ,  PY i s  t h e  p r o j e c t i o n  o p e r a t o r  on t h e  set Y .  
This  p r o j e c t i o n  o p e r a t i o n  can be  reduced t o  a  q u a d r a t i c  
programming problem. 
-L, -* * v * 
Then y + y  = {yi}-optimal s o l u t i o n  o f  (18)  and {xl} + {xi} - 
opt imal  s o l u t i o n  of  ( 1 )  - ( 4 )  , when co t  Do,  Di a r e  z e r o s .  
5 .  Conclusion 
Above t h e  d i f f e r e n t  c l a s s e s  o f  s t r u c t u r e d  LP problems w e r e  
s i n q l e d o u t f o r  which t h e  a p p l i c a t i o n  o f  n o n d i f f e r e n t i a b l e  t ech-  
n ique  seems t o  b e  n a t u r a l .  
Another c l a s s  o f  such k ind  of  problems a r e  two-stage 
s t o c h a s t i c  LP problems which can be handled by t h i s  approach 
e i t h e r  i n  d e t e r m i n i s t i c  [ 7 ]  o r  s t o c h a s t i c  way [ 8 ]  . 
The above d e s c r i b e d  a lgo r i t hms  can i n  p r i n c i p l e  be extended 
t o  t h e  g e n e r a l  c a s e  1  ) - 7 . I n  t h i s  g e n e r a l  c a s e ,  however, t h e  
cor responding  a l g o r i t h m s  t u r n  o u t  t o  be more compl ica ted  and n o t  
s o  " n a t u r a l " .  The re fo re ,  t h e y  may n o t  be  a s  e f f e c t i v e  a s  t h e  
o t h e r  methods f o r  t h e  g e n e r a l  c a se .  However, a  judgment could  
on ly  be made a f t e r  some numerical  exper iments  w i t h  t h e  a lgo r i t hms .  
I t  should  a l s o  be s t r e s s e d  t h a t  o t h e r  i t e r a t i v e  methods 
( f o r  example based on augmented Lagrange f u n c t i o n  [ 9 , 6 ] )  a r e  o f  
i n t e r e s t  f o r  deve lop ing  s o l u t i o n  methods o f  l a r g e - s c a l e  LP-problems. 
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