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Abstract 
 
Characterization  of  the  time-series  analysis  is  presented,  as  a  data  mining  tool  which  facilitates  better  understanding  nature  
of manufacturing process and permits forecasting of future values of the process parameters or production results on the basis of the past 
data, recorded in regular intervals. The main methods and problems of the time-series analysis are presented, related to the trend function, 
evaluation of seasonality and significance of the information contents in the residual values. The authors’ research results, related to 
exemplary production data collected in a foundry with Disamatic molding line (temperature of the molding sand), are presented. It is 
concluded that a properly performed analysis of time-series can be a useful tool for analysis and predictions of foundry production process. 
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1. Introduction 
 
Time-series  analysis  deals  with  series  of  data  recorded  
in a chronological order, usually in regular time intervals or in 
another  sequences.  The  main  goals  of  that  analysis,  being  one  
of the data mining techniques, is the discovery of the nature of the 
given  process  or  phenomenon  and  prediction  of  future  values. 
Time-series  prediction  can  be  considered  as  a  particular  case  
of a regression task, where the input and output variables are the 
same quantity but measured at different time moments  
The analysis and forecasting of time-series have been widely 
applied  in  business  problems,  however,  recently  multiple 
examples  of  their  utilization  in  technology,  including 
manufacturing  industry,  can  be  found  in  literature  (e.g.  [1-4]). 
Application of these methods in foundry industry can bring many 
benefits.  Detection  of  periodicity  in  products  or  materials 
properties manufactured in a foundry can facilitate identification 
of the irregularities in the manufacturing processes. Prediction of 
the process parameters or the product properties in a near future 
can  help  to  prevent  unwanted  tendencies  or  suggest  required 
changes in the process control.  
The present work is intended to show some possibilities and 
problems related to utilization of time-series analysis in foundry, 
thus to expanding the application area of this data mining tool.  
 
 
2. Methodology of time-series analysis 
 
The analysis and prediction of time –series can be done by 
many different methods. Time-series models have three classical 
types:  Auto  Regressive  (AR),  Integrated)  (I)  and  with  Moving 
Average (MA). The compositions of those three classes make the 
popular autoregressive with moving average models (ARMA) as 
well  the  autoregressive  integrated  with  moving  average 
(ARIMA).  An  alternative  is  application  for  a  time-series  a 
generalized regression model.  
In the present work the latter approach is applied, described in 
detail in [5]. The idea is to utilize a multivariate regression model 
(e.g. artificial neural networks) in which the input variables are A R C H I V E S   o f   F O U N D R Y   E N G I N E E R I N G   V o l u m e   9 ,   I s s u e   3 / 2 0 0 9 ,   1 0 9 - 114  110 
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values of the given quantity recorded in n consecutive moments, 
and  the  output  variable is  its value  shifted  by  k  measurements 
from the last of the n points. On the basis of the known values in 
the time-series the data records are created, by taking the above 
mentioned input – output sets, shifted by one point in the series. If 
the resulting number of data records is too large, some selections 
can be made. The composition of the records for regression model 
should  be  preceded  by  subtraction  of  the  general  trend,  the 
seasonal  (generally  periodical)  component  and,  possibly,  the 
variability amplitude trend. The idea of this methodology is to use 
a regression model for modeling finer changes than those which 
can be easily described by simple trends and seasonality [5].  
In  Figure  1  the  characteristic  features  of  a  time-series  are 
shown,  using  the  example  of  a  monthly  iron  production  in 
Australia and in Figure 2 the successive preparatory steps for the 
time-series predictions by the multivariate regression methods for 
this example. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Monthly iron production in Australia in 1950’s and 1960’s 
presented as a time-series with characteristic elements [6] 
 
In the above example the general trend function was assumed 
in a form of the 2nd order polynomial. For the calculation of the 
trend of variability amplitude, the authors own methodology was 
applied,  which  can  be  briefly  presented  as  follows.  The 
subtraction of the amplitude trend is done by subtractions from 
the value of each point the change of the distance of that point 
from  the  general  trend,  calculated  from  the  beginning  of  the 
series. This change is assumed to be proportional to a regression 
line found for the average absolute deviations of all series points 
from the general trend.  
Calculation  of  the  seasonal  component  requires  that  the 
seasonality  appearing  in  the  time-series  is  significant.  The 
appropriate analysis is based on the autocorrelation coefficients. 
For an assumed period length (time lag) m, all pairs of the values 
distant from each other by m are selected, making a record of the 
two  variables  so  defined.  For  these  two  data sets  a  correlation 
coefficient is calculated (called autocorrelation here, as it applies 
to the same variable). This procedure is repeated for all possible 
time lag values m and the correlation coefficients are checked for 
its statistical significance. The appropriate significance threshold 
is  calculated  from  the  Bartlett’s  formula  [7].  In  Figure  3a  the 
results of the calculations are shown for the typical value of the 
significance  level  0.05.  It  can  be  seen  that  the  threshold  is 
exceeded  for  several  values  of  the  time  lag.  Reduction  of  the 
significance  level  leads  to  selecting  a  single,  most  important 
seasonality characterized by the period length equal to 12 (Figure 
3b). 
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Preparation of time-series shown in Fig. 1 for regression 
modeling: (a) original and final (residual) values,  
(b) values obtained in successive steps A R C H I V E S   o f   F O U N D R Y   E N G I N E E R I N G   V o l u m e   9 ,   I s s u e   3 / 2 0 0 9 ,   1 0 9 - 114  111 
-15
-10
-5
0
5
10
15
20
25
30
35
0 5 10 15 20 25 30
Consecutive number of measurement
Measured values
Residual values (for regression modeling)
12
10
72
73
-0,3
-0,2
-0,1
0
0,1
0,2
0,3
0,4
0,5
0 20 40 60 80
Time lag m
Autocorrelation coefficient     Bm Bm 
12
-0,3
-0,2
-0,1
0
0,1
0,2
0,3
0,4
0,5
0,6
0 20 40 60 80
Time lag m
Autocorrelation coefficient     Bm Bm 
After  determination  of  seasonality,  a  centered  seasonal 
component  is  calculated  and  subtracted  from  the  time-series 
(without trends); details can be found in [5].  
The residual data, shown for the example time-series in Fig. 2, 
can be used for regression modeling. However, a question arises if 
these  data  contain  important  information  or  they  are  simply  a 
random noise. In the second case the modeling would be certainly 
unsuccessful. 
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Fig. 3. Analysis of statistical significance of the autocorrelation 
coefficients for time-series presented in Fig. 2, made for 
determination of its seasonality: (a) significance level 0,05,  
(b) significance level 0,0046, ensuring selection of only one (most 
important) time lag; Bm – threshold calculated from Bartlett’s 
formula for time lag m 
 
To answer this question some statistical tests can be applied. 
One of them is the runs test (also called Wald-Wolfowitz test) is a 
non-parametric test that verifies a randomness hypothesis for a 
binary-valued  data  sequence,  in  our  case  signs  of  the  residual 
values  of  the  time-series  (detailed  description  can  be  found  in 
[8]). Another test assumes, that if the residual component is of 
random nature then it is characterized by a low autocorrelation 
coefficient. In particular, the autocorrelation of the first order is 
tested (i.e. for time lag equal to 1), using the Durbin-Watson test 
(description can be found in [8]).  
For  the  above  time-series  example,  both  tests  lead  to  the 
conclusion that the residual component is not of random character 
and  therefore  it  may  contain  some  useful  information.  On  the 
other  hand,  the  variability  of  the  residual  component  is  small, 
compared  to  the  original  data  (see  Fig.  2a).  This  implies,  that 
although the information is statistically significant, it may be of a 
very little importance from practical viewpoint. In such case, the 
predictions could be possibly made solely on the basis of trends 
and seasonality. 
 
 
3. Molding sand temperature as a time-
series 
 
A  time-series  analysis  was  carried  out  for  exemplary  data 
obtained from one of Polish iron foundries using the Disamatic 
molding  line.  The  molding  sand  temperature  was  recorded  in 
regular intervals of 1 hour, during 10 working days. Total number 
of records was 40. For most of the calculations the first 30 values 
(shown as the upper curve in Fig. 4) were taken as the known 
ones (the history of the investigated process) and utilized for the 
time-series  analysis  while  the  last  10  values  were  used  for 
validation of the time-series predictions. 
A visual inspection of the data indicated that a linear form of 
the general trend should be assumed, exhibiting a small increasing 
tendency.  After subtraction of the general trend, the variability 
amplitude trend was found and also subtracted; the latter revealed 
a small decreasing tendency. 
For the so prepared data the seasonality test was made, with 
results  shown  in  Fig.  5.  It  can  be  seen  that  none  of  the 
autocorrelation  coefficients,  calculated  within  whole  possible 
range  of  time  lag  values  m  for  30  points,  has  exceeded  the 
significance threshold. As a result, the seasonal component was 
not calculated and subtracted. The final residual values used for 
regression models are shown in Fig. 4, by the lower curve. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Preparation of the molding sand temperature values  
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For evaluation of the information contents in those residual 
values, the two tests mentioned in Section 2 were made. The run 
test result was negative (i.e. indicated that the data variability is 
random) while the Durbin-Watson test result suggested that the 
information  in  the  data  may  be  significant.  This  inclined  the 
authors to try modeling the residual data with a regression model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Analysis of statistical significance of the autocorrelation 
coefficients for the holding sand temperature time-series 
 
Application of a regression model requires assumptions about 
the model’s type, the number if inputs n and the distance k of the 
prediction points from the last input points. In the present work a 
simple multivariate linear regression model was primarily applied, 
because of a small number of points in the time-series resulting in 
small number of training data records. Utilization of more flexible 
models, e.g. artificial neural networks, could lead to overfitting to 
the training data. Nevertheless, some calculations were repeated 
also for regression tree type model. 
In Fig. 6 the prediction error of original values for training 
data is shown as a function of number of inputs, for k=1 point 
forward. The minimum error was obtained for number of inputs n 
= 9. This value was assumed in all further calculations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Prediction error of original values for training data vs 
number of inputs, for 1 point forward, obtained from linear 
regression model applied for residual values 
 
In Fig. 7 the predicted original values obtained from linear 
regression model applied to residual data are compared with the 
real values, for three distances k of the prediction points. A fairly 
good agreement with the training data (i.e. used for the regression 
coefficients calculations after trend subtraction) can be observed. 
This agreement is much better than for the trend line itself, i.e. 
without regression modeling. The fitting of the validation points is 
much different for different points. 
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Predicted original values for training data and validation 
points (marked by dotted lines) obtained from linear regression 
model applied to residual data, values obtained without regression 
modeling (from trend line only) and actual original values,  
for predictions: (a) 1 point forward, (b) 7 points forward, (c) 9 
points forward A R C H I V E S   o f   F O U N D R Y   E N G I N E E R I N G   V o l u m e   9 ,   I s s u e   3 / 2 0 0 9 ,   1 0 9 - 114  113 
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In  Fig.  8  a  comparison  of  predicted  and  real  values  for 
validation points is shown, for 10 predictions of the type 1 point 
forward. In Fig. 9 the same kind of comparison is presented, but 
for the predictions made for different numbers of points forward 
(k varied from 1 to 10). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Predicted original values for validation points obtained 
from the linear regression model applied to residual data and the 
real values, for predictions of the type 1 point forward 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Predicted original values for validation points obtained 
from the linear regression model applied to residual data, from  
the trend line only (without modeling) and the real values,  
for predictions for various number of points forward 
 
It can be seen that the linear regression modeling gives values 
which  do  not  satisfactorily  reflect  the  real  sequence  of  point 
values. It is also difficult to say whether that type of modeling 
gives  better  results  compared  to  predictions  made  from  the 
general trend line only (both seasonality and amplitude trend are 
not influencing the results in this example).  These observations 
can be confirmed by the average prediction errors shown as a bar 
chart in Fig. 10. The prediction errors obtained after modeling of 
residual  values  are  generally  even  slightly  larger  than  for  the 
predictions made solely from the general trend. 
This  negative  result  caused  that  another,  more  advanced 
model was also tried out. Regression trees were chosen, which are 
learning systems of non-parametric type (i.e. of the structure not 
assumed  a  priori  but  is  created  automatically  form  the  data. 
Because of the small number of training records, the trees were 
not pruned  and  the  minimum  number  of  records  after  splitting 
were assumed to be equal 2. The Statistica Data Miner software 
was used for the computations.  
The  results  obtained  after  regression  trees  modeling  are 
shown, for predictions for various numbers of points forward, in 
Fig. 9 and Fig. 10. These result do not differ much from those 
obtained from multivariate linear regression models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Average relative prediction errors for validation points 
 
Another  supplementary  tests  were  made  -  with  seasonality 
taken into account, which appeared insignificant for the typical 
significance level equal 0.05. By increasing that value up to 0.5, 
the threshold value B was exceeded for the time lag m = 15. The 
analysis similar to that presented in Fig. 9 (for various numbers of 
points  forward)  has  brought  the  prediction  errors  remarkably 
greater than those obtained without seasonal component. 
Summarizing  the  results  obtained  for  the  time-series  of 
molding  sand  temperature  it  should  be  stated,  that  the  only 
significant regularity appearing in the data is the general positive 
linear  trend,  with  a  small  slope.  The  statistical  analysis  of 
seasonality leads to the conclusion that the observed variations of 
the temperature are not of periodical nature. The randomness tests 
of  the  residual  component  provided  an  ambiguous  settlement. 
However, the fact that the regression models created from residual 
data yield poor predictions for validation points, suggests random 
character of that data. This conclusion was also confirmed by the 
positive results of normality test made for the residual data. 
It should be mentioned that the small decreasing trend of the 
variations amplitude cannot be used for predictions of the future 
values when the periodical variations are absent and the residual 
component is not modeled.   
 
 
4. Summary and conclusions 
 
The presented work initiates research aimed at extension of 
the potential of data analysis in foundries, by implementation of 
the  time-series  analysis.  It  facilitates  discovering  important 
characteristics  in  that  data,  related  to  variability  of  production 
parameters  in  time.  In  particular,  it  enables  detection  and 
quantitative  evaluation  of  general  tendency  of  the  parameters, 
their  periodicity,  magnitude  of  the  periodical  or  variable  step 
variations as well as predictions of future values on the basis of 
the recorded historical data. A R C H I V E S   o f   F O U N D R Y   E N G I N E E R I N G   V o l u m e   9 ,   I s s u e   3 / 2 0 0 9 ,   1 0 9 - 114  114 
The results obtained for one industrial case – temperature of 
molding sand, indicated that utilization of the time-series analysis 
for  prediction  of  future  values  should  be  done  with  caution. 
Similarly  to  other  soft  modeling  methods,  it  is  impossible  to 
obtain valuable results in the situation when the variability of the 
data is not a result of hidden regularities but is of a random type. 
Further  works  are  planned  to  make  use  of  the  time-series 
analysis in discovering useful information from various foundry 
processes  and  forecasting  future  process  parameters  and 
production results. 
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