Abstract Biologically-inspired event-driven silicon retinas, so called dynamic vision sensors (DVS), allow efficient solutions for various visual perception tasks, e.g. surveillance, tracking, or motion detection. Similar to retinal photoreceptors, any perceived light intensity change in the DVS generates an event at the corresponding pixel. The DVS thereby emits a stream of spatiotemporal events to encode visually perceived objects that in contrast to conventional frame-based cameras, is largely free of redundant background information. The DVS offers multiple additional advantages, but requires the development of radically new asynchronous, event-based information processing algorithms. In this paper we present a fully event-based disparity matching algorithm for reliable 3D depth perception using a dynamic cooperative neural network. The interaction between cooperative cells applies cross-disparity uniqueness-constraints and within-disparity continuity-constraints, to asynchronously extract disparity for each new event, without any need of buffering individual events. We have investigated the algorithm's performance in several experiments; our results demonstrate smooth disparity maps computed in a purely event-based manner, even in the scenes with temporally-overlapping stimuli.
Introduction
Depth perception is a crucial skill of animals and humans for survival. A predator is able to catch the prey in a very fast time scale, cats can jump onto the table, and birds can land on narrow edges and catch insects at the first attempt. These abilities and in general all behaviors that involve moving around in an environment require a precise estimate of how far away a visual object might be. In general there are two major types of cues in the environment that help animals in depth perception: external cues that are captured just by using one eye (monocular cues), e.g. perspective or relative size of the objects in the scene; and internal cues that rely on the physiological processing of the visual stimuli. Neurons in the visual cortex can compute distance using motion parallax cues and relative movement of retinal images [1] . The most important internal cue is retinal disparity, which is defined as the difference between positions of the objects on the retinal images. This cue is the anatomical consequence of the eyes' positions on the face. The ability to use retinal disparity in depth perception is known as stereopsis in vision and still is an active research field.
Following the fact that many basic aspects of the human visual processing system have been discovered in recent years, VLSI technology addresses emulating brain circuitry by introducing new microchips and brain-like information processing circuits, e.g. dynamic vision sensors (DVS), Silicon cochlear, and massively distributed processors (SpiNNaker) [2] [3] [4] . One open question is how to introduce neurophysiologically plausible stereopsis into technical systems by engineering underlying algorithmic principles of stereo-vision. The first attempt to answer this question was performed by David Marr who proposed a laminar network of sharply tuned disparity detector neurons, called cooperative network, to algorithmically model basic principles of the disparity detection mechanism of the brain [5] . In 1989 Mahowald and Delbruck developed a micro circuit which was the first hardware implementation of Marr's cooperative network [6] .
Classic Stereo Vision Problem
Besides the important role of 3D sensing in living systems, adding depth information into 2D visual information enables artificial systems, e.g. robots and assistive devices to operate in the environment with more reliability. Generally in classic stereo vision, two cameras are used which are mounted on a common baseline to capture the scene from two different view-points. Geometrical characteristics of the stereo cameras can be formulated to map a single pixel of one image into a set of possible corresponding pixels in the other image [7] . Finding the matching objects or features in each stereo images is called "correspondence problem". There are two general classic algorithms to solve the correspondence problem; area-based and feature-based matching. In area-based algorithms, usually the intensity of an area around a single pixel is individually compared with a window around potential corresponding pixels in the other image. In feature-based matching, the correlation amongst features in each image is analyzed rather than intensity of pixels [8] . Classical stereo-matching algorithms are computationally demanding, since they require processing a stream of frames that often contains redundant background information. This problem impedes applicability of classic algorithms in applications in which the processing time is crucial, e.g. driving assistive devices and motion analysis [9] . 
Stereo Vision Using Silicon Retina Technology
Dynamic vision sensors that mimic basic characteristics of human visual processing, have created a new paradigm in vision research [10] . Similar to photoreceptors in the human retina, a single DVS pixel (receptor) can generate spikes (events) in response to a change of detected illumination. Events encode dynamic features of the scene, e.g. moving objects, using a spatiotemporal set of spikes (see Fig. 1c ). Since DVS sensors drastically reduce redundant pixels (e.g. static background features) and encode objects in a frame-less fashion with high temporal resolution (about 1 μs), it is well suited for fast motion analyses, tracking and surveillance [11] [12] [13] [14] [15] . These Sensors are capable of operating in uncontrolled environments with varying lighting conditions because of their high dynamic range of operation (120 dB).
Although DVS sensors offer some distinguished capabilities, developing event-based processing algorithms and particularly stereo matching, is considered as a big challenge in literature [11, [16] [17] [18] [19] . The fact that conventional frame-based visual processing algorithms cannot fully utilize main advantages of DVS necessitates developing efficient and sophisticated event-driven algorithms for DVS sensors. The main line of research in event-based stereo matching using DVS is focused on temporal matching [16, 17] . Kogler et al. [16] proposed a purely event-driven matching using temporal correlation and polarity correlation of the events. Due to intrinsic jitter delay and latency in a pixel's response which varies pixel by pixel [17] , temporal coincidence alone is not reliable enough for event matching especially when the stimuli generate temporally-overlapping stream of events (i.e. when multiple different objects are moving in front of the cameras). Rogister et al. [17] combined epipolar constraint with temporal matching and ordering constraints to eliminate mismatched events and have demonstrated that additional constraints can enhance the matching quality. Despite the fact that this method can partly deal with temporally-overlapping events, it still requires event-buffering for a time frame. To reduce ambiguity during the matching process, Carneiro et al. [18] have shown that by adding additional cameras to the stereo setup (Trinocular vision vs. Binocular vision), it is possible to find unique corresponding matching event pairs using temporal and epipolar constraints. The results in this work show a significant enhancement in the quality of event-based 3D-reconstruction compared with other methods though Trinocular vision is not biologically realistic. Taking into account the epipolar constraint, it is necessary to calibrate cameras and to drive algebraic equations of 3D geometry [7] . Therefore adding more cameras to the stereo setup will increase the complexity of the geometrical equations in spite of reducing ambiguity.
In this paper we propose a new fully event-driven stereoscopic fusion algorithm using silicon retinas. Event-driven matching means: as a single event occurs (caused by any motions or contrast changes in the scene), the algorithm should deal with it immediately and asynchronously without any need to collect events and construct a single frame. The main idea of our algorithm is borrowed from David Marr's cooperative computing approach [5] . Marr's cooperative network can just operate on the static features to deal with the correspondence problem. In this work we have formulated a dynamic cooperative network in order to take into account temporal aspects of the stereo-events in addition to existing physical constraints such as cross-disparity uniqueness and within-disparity smoothness. The network's input includes the retinal location of a single event (pixel coordinates) and the time at which it has been detected. Then according to the network's internal state (activity of the cells), which is shaped by previously fused events, disparity is extracted through a cooperative mechanism. The extracted disparity values can be further used for depth calculation of the events. The pattern of interaction amongst cells (suppression or excitation) applies physical and temporal constraints. In Chapter 4 we evaluated the proposed algorithm in several real-world experiments and the results demonstrate the accuracy of the network even with temporallyoverlapping stimuli.
In the next section we will briefly describe the basic functionality of the Silicon Retina and in chapter 3 our event-based algorithm is elaborated in detail. In chapter 4 experimental results are shown and finally, the conclusion and remarks are presented in chapter 5.
Neuromorphic Silicon Retina
In 1991 Mahowald and Mead developed the first silicon retina to bring principle functionality of the human retina into VLSI circuits [20] . The basic operation of today's DVS sensors is similar to Mahowald and Mead's silicon retina whose pixels consist of a single CMOS photoreceptor to detect light intensity, differencing circuitry to compute change of the contrast or equivalently illumination, and comparator circuit to generate output spikes. Fig. 1a shows basic schematic of a single DVS pixel, where the light intensity is detected by a photoreceptor in the form of a current signal I and the current signal is amplified and transformed into a voltage signal V p . The differencing circuit generates V diff signal, which is proportional to change of log intensity (V diff ∝ ln(I )). Finally, the comparator circuit compares the change of log intensity with preset thresholds. Therefore, if V diff exceeds one of the ON or OFF thresholds (see Fig. 1b) , the sensor will signal out a single event. Each event consists of a data packet including pixel coordinates and the type of the event (ON and OFF events for positive and negative intensity change respectively). Finally, activated pixel will be reset into the base voltage (Fig. 1b) . The encoding mechanism of the light using log intensity allows the sensor to operate in a wide range of illumination [10] . Figure 1c shows the space-time representation of an event stream for a rotating disk, and a single snapshot of the events within 0.3 ms. The type of the events are indicated by dark and white pixels.
It is worth to notice that each pixel in DVS is independent from other pixels and the data communication is asynchronous. This means that events are transmitted only once after they occur without a fixed frame rate and are independent from each other. The sensor chip we use in this work is the DVS128 sensor with 128 × 128 spatial resolution, 1 μs temporal resolution and 120 dB dynamic range of operation [10] .
Stereo Dynamic Vision Sensor
To fetch events and to stamp them with the time they have been generated, a supplementary circuit is required. In this work we use eDVS4337 circuit as a light, compact and low power solution that is used in several robotic applications and anomaly detection [15, [21] [22] [23] [24] . This embedded system uses an LPC4337 ARM Cortex microcontroller to fetch events from the retina and to control the data path and communication links. The stereo setup is built using two eDVS mounted side-by-side so that silicon retinas are 10 cm apart (Fig. 2) . To synchronize two embedded boards, a Master/Slave signaling mechanism is performed on two microcontrollers before event fetching. Two separate USB links are connected to an external PC to read out event packets (Fig. 2) . Each packet consists of the retinal position of the event (x coordinate and y coordinate), the time-stamp t which is created by microcontrollers, and the type of the event which is called polarity p.
Event-based Cooperative Stereo Matching

Cooperative Computing
Cooperative computing refers to the algorithms with distributed local computing elements that are interacting with each other using local operations. These operators apply specific constraints to the inputs in order to obtain a global organization and to solve a problem. The dynamics of these algorithms should reach a stable point given the inputs, to guarantee a unique solution for the problem they model. The pattern of interaction or equally the local operators, should be derived to computationally enforce the constraints amongst inputs. David Marr was the first who proposed a cooperative network to address the stereo matching problem. This network is composed of a matrix whose cells are created by the intersection of the pixel pairs in the left and the right images. Each single cell encodes the internal local belief in matching the associated pixel pairs. To derive the connectivity pattern between cells, two general physical constraints must be considered:
• Cross-disparity uniqueness reinforces a single pixel to possess one unique disparity value. Equivalently it means there must be a single unique corresponding pixel pair in each stereo images (in the case of no occlusion). So the cells that lie along the line-ofsight must inhibit each other to suppress false matching. For instance, in Fig. 3a , given p l on the left image as a retinal projection of the object P, there are two matches in the right retina, p r or q r . But since just one of the candidates can be chosen, the cells that show the belief of p r − p l correspondence i.e. P in Fig. 3a , should inhibit other cells that lie along disparity maps i.e. Q in Fig. 3a .
• Within-disparity continuity Since physical objects are cohesive, the surface of an object is usually smooth and should be emerged by a smooth disparity map. Therefore, neighboring cells that are tuned for a single disparity or equivalently lie in a common disparity map, should potentiate each other to generate a spatially smooth disparity map (see Fig. 3a ).
In spite of many unanswered questions about neurophysiological mechanisms of the disparity detection, nowadays it is widely accepted that mammalian brains utilize a competitive process over disparity sensitive populations of neurons, to encode and detect horizontal disparity [25] . Similarly in the cooperative network, the cells are sharply tuned for a single disparity value. Furthermore, the pattern of suppression and potentiation has implemented a competitive mechanism in order to remove false matching and to reach a global solution. Basically, the standard cooperative dynamics can extract spatial correlation of the static features in the scene, but the question arises how to formulate and to construct an event-driven cooperation process to deal with dynamic features, e.g. DVS event stream. In the following section we will address this question in detail.
Event-driven Cooperative Network: Architecture and Dynamics
Given event e = (P l , t l ) detected in the left retina at time t l and P l = (x l , y l ) as pixel coordinates (dark grey in Fig. 2b) , the set of possible corresponding pixels in the right retina will be as follows:
where d max is an algorithmic parameter that determines the maximum detectable disparity. For each possible matching pixel pair P l = (x l , y l ) and P r = (x r , y r ) S e , a single cell C xl,yl,dk is created such that its temporal activity indicates the correspondence of that pixel pair. For instance, for the left event e in Fig. 3b , cell C xl,yl,dk is created as the intersection of x l in the left and x r = x l − d k in the right images. d k = 1 shows C xl,yl,dk is sensitive to disparity "1" (see Fig. 3c ). So the network consists of a 3D matrix of the cells. The size of the matrix is N × N × d max , in which N is the sensor resolution (Fig. 3c) . If we expand the diagonal elements of the cooperative matrix into 2D maps, we can see a set of 2D disparity maps whose cells are specialized to detect one single disparity value (Fig. 3d) . The cross section of the disparity maps for y = y l is shown in Fig. 3c . Since the stereo retinal images are aligned with each other and lie in a common baseline, in Eq. (1) we assume epipolar lines are parallel with x axis and potential corresponding pixels must have a common y coordinate. This assumption is true when stereo cameras are placed on a same surface and in parallel to each other [7] . To apply physical and temporal constraints on the input events, we should properly formulate the pattern of interaction among the cells. In order to support the continuity constraint and similar to the classic cooperative network, the neighboring cells lying on a common disparity map should potentiate each other creating a local pattern of excitation. The set of excitatory cells for a single cell C x,y,dk is indicated by green color in Fig. 3c , d and can be described by following equation:
Having a unique possible matching pixel pair, the cells which lie along the line-of-sight should inhibit each other. So accordingly there are two patterns of inhibition:
• The first set of inhibitory cells which is shown in Fig. 3d by dark red, includes the cells that are topologically created by the intersection of the left pixel P l = (x l , y l ), and all possible candidate pixels in the right (P r S e ):
• A single candidate pixel in the right image (e.g. x r = x l − 1 in Fig. 3c ), may have been chosen as a matching pixel for a former left event. Thus, a second set of inhibitory cells are selected in order to suppress this group of false matching (indicated by light red in Fig. 2c, d ).
Descriptive features in DVS sensors are dynamic asynchronously-generated streams of events. Despite the fact that event matching based on exact temporal coincidence is not trustworthy, corresponding events are temporally close to each other. In other words, temporally close events have more probability to correspond to each other. Considering temporal correlation of the events, we have added internal dynamics into the cell activities such that each cell will preserve the last time it has been activated. Consequently, the contribution of each cell in the cooperative process can be weighted using a monotonically decreasing temporal kernel. From another point of view each cell keeps an internal dynamic by which its activity is fading over time like leaky neurons. In consequence, the activity of each cell can be described by the following equations where W is temporal correlation kernel, E is the set of excitatory cells and I is the set of inhibitory cells for C x, y, d k , σ is a simple threshold function, α is a inhibition factor, and β tunes the slope of the temporal correlation kernel:
Hess [26] has analytically compared the inverse linear correlation kernel in Eq. (6) with Gaussian and quadratic kernels. He shows that this kernel can yield temporal correlation faster than Gaussian and quadratic functions without any obvious loss in quality.
Finally the disparity for a single event e = (x l , y l , t l ) can be identified by Winner-Take-All mechanism over activity of the candidate cells:
General flow of the algorithm is depicted in Table 1 . The following parameters shape the algorithm and need to be tuned:
• Excitatory neighborhood, r in Eq. (2): tunes the smoothness of the disparity maps.
• Inhibitory factor, α in Eq. (5): tunes the strength of inhibition during cooperation.
• Activation function threshold, θ : each cell is active if integrated input activity in Eq. (5) becomes larger than the threshold.
• Slope of temporal correlation kernel, β in Eq. (6): this parameter can adjust the temporal sensitivity of the cells to input events. Larger factor means faster dynamics and sharper temporal sensitivity to the upcoming events.
Experiments and Results
The experimental stereo setup that we use in this work is described in Chapter 2. The event packets are sent to a PC using two USB links, and the algorithm is implemented in MAT-LAB. There is no obvious standard benchmark in the literature to evaluate stereo matching algorithms using DVS. Rogister et al. used a moving pen as a simple stimulus which visually showed the coherency of the detected disparity in depth [17] . To show the performance of the algorithm for temporally-overlapping stimuli, two simultaneously moving pens are used but the accuracy of the algorithm is not analytically reported [17] . Kogler et al. have used a rotating disk (similar to Fig. 1c) as a stimulus to analyze the detection rate in an area-based, an event image-based, and a time-based algorithm [16] .
As our first experiment in this work, we create the disparity map of a single moving hand shaking in front of the retinas. In this experiment the algorithm has to deal with more complex stimuli than that of a single moving pen. The algorithm is executed without event buffering and the results for the stimulus located at 0.75 and 0.5 m are shown in Figs. 4 and 5 respectively. For better visualization in these figures, a stream of events is collected within 20 ms and two stereo frames are constructed in the left and the right retinas. Then the detected disparity for a single event is color-coded from blue to red for the disparity values varying from 0 to 40 pixels respectively. Moving the stimulus within two different known distances allows us to assess how coherent the detected disparity is with respect to the ground truth.
Since Rogister et al. have not quantitatively analyzed the performance of the algorithm in [17] , we have replicated this algorithm. The parameters of this algorithm for each experiment are analytically set to achieve best results. Single-shot extracted disparity maps using two algorithms are shown in Figs. 4 and 5 (for the stimulus placed at 0.75 and 0.5 m respectively). As is depicted in the top row of Figs. 4a and 5a, the extracted disparity maps using the cooperative network are perfectly distinguishable, and as the objects come closer to the sensors, disparity is increased. Although the algorithm proposed in [17] is able to extract the disparity maps associated with the depths, the performance of this algorithm drops when the disparity is increased or equivalently stimuli come closer (compare Figs. 4a, 5a bottom) . Moreover, the disparity map extracted using the cooperative network is sharper around the ground truth, as compared with the algorithm proposed by Rogister et al. [17] . In the top row of Figs. 4a and 5a, the coherency of the disparity maps with ground truth values is clearly depicted. The smoother maps extracted by the cooperative network are intrinsically provided by the local pattern of excitation in Eq. (2). Top row the disparity maps and disparity histogram extracted by the cooperative network. Bottom extracted disparity maps and disparity histogram using algorithm in [17] Similar to the analysis performed in [16] , and in order to analytically evaluate the detection rate, we have created the disparity histogram using both algorithms for the events generated within a time period of 5 s (Figs. 4b, 5b) . The detection rate is the rate of the correct detected disparity with respect to the ground truth and is used as a performance criteria in the previous works [16] . A range of detected disparity values within −1 and +1 of the ground truth value is considered as correct [16] .
It is illustrated in Figs. 4b and 5b that, when the cooperative network is used, only a small fraction of the events are mismatched. For the moving hand at 0.75 m, 84 % of the events are perfectly mapped onto the disparity map 25 or 24 (Fig. 4b, top row) , and for the stimulus located at 0.5 m, 74 % of the events are mapped onto the disparity maps 33 or 34 (Fig.  5b, top row) . These results show the advantages of the cooperative approach compared to the purely time-based event matching, in which the best average detection rate for a simple stimulus does not exceed 30 % [16] . The average detection rates within 5 s and using the algorithm in [17] are 54 and 39 % respectively for the stimulus placed at 0.75 and 0.5 m (see the histograms at the Figs. 4b, 5b, bottom) .
To analyze the detection rate over time, we have collected the stream of events detected within 20 ms-long time bins, and the detection rate for each time bin is calculated. The graphs of the detection rate within a time duration of 10 s for each experiment and using two algorithms are shown in Figs. 6 and 7. To compute detection rate in these graphs, the number of true matches divided by the number of whole events (including the events with unknown disparity) are calculated. For sparse time bins when the number of detected events has dropped, or equally when the stimulus is out of the overlapping retina's field of view, the momentary detection rate has dropped. This behavior is due the fact that when the stimulus is either partly located at the overlapping field of view, or it is out of the retina's field of view, a large number of events are detected as unknown disparity and the detection rate significantly decreases. But when the stimulus is located at both retina's field of views, the detection rate increases. The maximum detection rate of the algorithm proposed in [17] does not exceed 70 % for both experiments (red curve in Figs. 6 top, 7 top). Also it is clearly shown that the detection rate of the cooperative network is always higher as compared to previous work particularly in the sparse time bins (Fig. 7 top) .
The results show that, the proposed network outperforms the algorithm proposed in [17] , in which an exact event-by-event matching is performed and the epipolar and the ordering constraints are used in addition to temporal matching to enhance matching. For each single detected event, previous algorithms will search for a corresponding event in the other image, whereas the proposed algorithm creates a distributed maps of the cells, through which the cooperative computation is performed over the most recent detected events. The activity of a single cell indicates the internal belief of the network in a specific matching pair. Each single event inserts a tiny piece of information into the network such that the belief in the false matches are suppressed. Enhanced detection rate of the cooperative network compared with previous works, is due to the computational power of the event-fusion matching versus exact event-by-event matching.
Comparing the detection histograms in Figs. 4b and 5b, the detection histograms for the stimulus located at 0.75 m is sharper around the ground truth as compared with the stimulus placed at 0.5 m. This shows there is more sensitivity of both algorithms to nearby objects and can be interpreted by the fact that in far distances, objects often generate few events. Thus, the correspondence problem should deal with less ambiguity for the objects moving in far distances and it is easier to find matching pairs. This behavior has been observed in previous works [16] .
In order to evaluate the performance of the cooperative network in the cases with temporally-overlapping stimuli where the objects are located across common epipolar lines, we have created the disparity maps for two simultaneously moving hands, one is moving at 0.75 m and another one is moving at 0.5 m from the stereo DVS. In this scenario the algorithm should face considerably more ambiguity compared to the first experiment. The color-coded disparity values for a 20 ms-long stream of events, and the detection histogram within 5 s are presented in Fig. 8 . As is depicted in this figure, the disparity maps which are purely computed in an event-based manner, is completely coherent with the depth of the moving objects (red color is corresponding to the events happened in 0.5 m and yellow shows the events detected at 0.75 m). In this experiment we have observed a considerable number of the events with unknown disparity (Fig. 8 bottom) . Unknown disparity happens when the activity of the winner cell in Eq. (7) does not exceed the threshold θ . The increased rate of the unknown disparity in the second experiment is a result of the increased number of the events that are out of the overlapping field of view.
Previous works required additional constraints, e.g. ordering constraint, orientation, pixel hit-rate, and etc. to reduce the increased ambiguity of the temporally-overlapping events [17, 19] . But in the cooperative network, the second pattern of inhibition [Eq. a group of matching candidates that have been considered as corresponding pixels for a different object. This competitive process provides a mechanism to reduce false matches when multiple coincident clusters of events lie across or close to a common epipolar line and belong to different objects. In Fig. 9 the extracted disparity maps for two moving persons in a hallway is presented in time. In this experiment most of the events have the risk of multiple false matches, but the network can filter out a vast number of false events through the second pattern of inhibition. The algorithm parameters for each experiment are listed in Table 2 . Also it is worth mentioning that the algorithm is implemented in 64-bit MATLAB 2012b, running on an Intel Core i5 3.3 GHz processor with 16 GB RAM. The mean processing time per event with 25 % CPU load (one processor is fully loaded) is listed in Table 2 for each experiment. One important aspect in most stereo matching solutions is the processing time. The average processing time in the proposed algorithm particularly depends on the number of disparity maps d max . If we observe a single event as an elemental feature, average required processing time for a network with 100 disparity maps does not exceed 1.5 ms per event on our computing platform. Although achieved processing time might be still acceptable for some applications, natural parallelism of the cooperative network can speed up the processing on parallel hardware, which can be addressed in future research. As a general rule of thumb, for sparse event-generating objects like the objects moving far away (or with slow motion), it is necessary to decrease the threshold of the cells activity θ (leads to more sensitivity of the cell), to allow sparse events to contribute in the cooperative process and not be cancelled as noise. Seemingly an adaptive homostacity mechanism [27] (i.e. adaptive θ ) rather than global threshold setting, can help the network to detect sparse descriptive features. This work is worth to be investigated in future works.
Conclusion and Remarks
During the last decade, several attempts have been made to address the stereopsis problem using Neuromorphic Silicon Retina. Most of the existing stereo matching algorithms using DVS either are rooted in classical frame-based methods or temporal correlation. In order to fully take advantage of DVS sensors, developing efficient event-driven visual processing algorithms is necessary and remains an unsolved challenge. In this work we propose an asynchronous event-based stereo matching solution for DVS. The main idea of the proposed algorithm is grounded in cooperative computing principle which was first proposed by Marr in the 80s. The classic cooperative approach for stereoscopic fusion operates on static features. The question we have addressed in this paper is how to formulate an event-driven cooperative process to deal with dynamic spatiotemporal descriptive features such as DVS events. To combine temporal correlation of the events with physical constraints, we have added a computationally simple internal dynamics into the network, such that each single cell can achieve temporal sensitivity to the events. Consequently the cooperation amongst distributed dynamic cells can facilitate a mechanism to extract a global spatiotemporal correlation for input events.
Knowing the disparity of a moving object in the retina's field of view, we have used two basic experiments to analyze the accuracy and the detection rate of the proposed algorithm. Obtained disparity maps are smooth and coherent with the depth in which the stimuli are moving. The detection rate considerably outperforms previous works. In the second experiments we evaluated the performance of the algorithm in response to temporally-overlapping events. The results show that the cooperative dynamics intrinsically reduces the ambiguity of the correspondence problem when coincident cluster of events lie on the same epipolar lines.
