Abstract-Dynamic Proof of Storage (PoS) is a useful cryptographic primitive that enables a user to check the integrity of outsourced files and to efficiently update the files in a cloud server. Although researchers have proposed many dynamic PoS schemes in singleuser environments, the problem in multi-user environments has not been investigated sufficiently. A practical multi-user cloud storage system needs the secure client-side cross-user deduplication technique, which allows a user to skip the uploading process and obtain the ownership of the files immediately, when other owners of the same files have uploaded them to the cloud server. To the best of our knowledge, none of the existing dynamic PoSs can support this technique. In this paper, we introduce the concept of deduplicatable dynamic proof of storage and propose an efficient construction called DeyPoS, to achieve dynamic PoS and secure cross-user deduplication, simultaneously. Considering the challenges of structure diversity and private tag generation, we exploit a novel tool called Homomorphic Authenticated Tree (HAT). We prove the security of our construction, and the theoretical analysis and experimental results show that our construction is efficient in practice.
without downloading files from the cloud server. Furthermore, users may also require several dynamic operations, such as modification, insertion, and deletion, to update their files, while maintaining the capability of PoS. Dynamic PoS [8] is proposed for such dynamic operations. In contrast with PoS, dynamic PoS employs authenticated structures [9] , such as the Merkle tree [10] . Thus, when dynamic operations are executed, users regenerate tags (which are used for integrity checking, such as MACs and signatures) for the updated blocks only, instead of regenerating for all blocks.
To better understand the following contents, we present more details about PoS and dynamic PoS. In these schemes [5] , [8] , [11] , each block of a file is attached a (cryptographic) tag which is used for verifying the integrity of that block. When a verifier wants to check the integrity of a file, it randomly selects some block indexes of the file, and sends them to the cloud server. According to these challenged indexes, the cloud server returns the corresponding blocks along with their tags. The verifier checks the block integrity and index correctness. The former can be directly guaranteed by cryptographic tags. How to deal with the latter is the major difference between PoS and dynamic PoS. In most of the PoS schemes [5] , [11] , [12] , the block index is "encoded" into its tag, which means the verifier can check the block integrity and index correctness simultaneously. However, dynamic PoS cannot encode the block indexes into tags, since the dynamic operations may change many indexes of non-updated blocks, which incurs unnecessary computation and communication cost. For example, there is a file consisting of 1,000 blocks, and a new block is inserted behind the second block of the file. Then, 998 block indexes of the original file are changed, which means the user has to generate and send 999 tags for this update. Authenticated structures are introduced in dynamic PoSs [8] , [13] , [14] to solve this challenge. As a result, the tags are attached to the authenticated structure rather than the block indexes. Taking the Merkle tree in Fig. 1a as an example (Merkle tree is one of the most efficient authenticated structures in dynamic PoS [14] ), the tag corresponding to the second file block involves the index of the Merkle tree node n 5 , that is 5, rather than 2. When a new block is inserted behind the second file block, the authenticated structure turns into the structure in Fig. 1b . Then, the index in the tag corresponding to the second file block changes, and the user only has to generate two tags for this update. This figure provides an instance that authenticated structure used in dynamic PoS reduces the computation cost in the update process.
However, dynamic PoS remains to be improved in a multi-user environment, due to the requirement of cross-user deduplication on the client-side [15] . This indicates that users can skip the uploading process and obtain the ownership of files immediately, as long as the uploaded files already exist in the cloud server. This technique can reduce storage space for the cloud server [16] , and save transmission bandwidth for users. To the best of our knowledge, there is no dynamic PoS that can support secure cross-user deduplication.
There are two challenges in order to solve this problem. On one hand, the authenticated structures used in dynamic PoSs, such as skip list [8] and Merkle tree [14] , are not suitable for deduplication. We call this challenge structure diversity, which means the authenticated structure of a file in dynamic PoS may have some conflicts. For instance, the authenticated structure of a file F is shown in Fig. 1a . When the file is updated to F 0 , the authenticated structure stored on the server-side may turn into the structure in Fig. 1b . However, an owner who intends to upload F 0 usually generates a structure as shown in Fig. 1c , which is different from the structure stored in the cloud server. Thus, the owner cannot execute deduplication unless the owner and the cloud server synchronize the authenticated structure. On the other hand, even if cross-user deduplication is achieved (for example, the cloud server sends the entire authenticated structure to the owner), private tag generation is still a challenge for dynamic operations. In most of the existing dynamic PoSs, a tag used for integrity verification is generated by the secret key of the uploader. Thus, other owners who have the ownership of the file but have not uploaded it due to the cross-user deduplication on the client-side, cannot generate a new tag when they update the file. In this situation, the dynamic PoSs would fail.
If we take dynamic PoS and cross-user deduplication on the client-side as orthogonal issues, we may simply combine the existing dynamic PoS schemes and deduplication techniques. Then, structure diversity is solved via deduplication scheme. For solving private tag generation, each owner can generate its own authenticated structure and upload the structure to the cloud server, which means that the cloud server stores multiple authenticated structures for each file. Also, when a file is updated by a user, the cloud server has to update the corresponding authenticated structure in dynamic PoS, and construct a new authenticated structure for deduplication. As a result, this trivial combination introduces unnecessary computation and storage cost to the cloud server. Taking the combination of [10] and [15] as example, [10] is a dynamic PoS scheme which employs Merkle tree as its authenticated structure, and [15] is a crossuser deduplication scheme which also employs Merkle tree as its authenticated structure. Suppose Alice and Bob independently own a file F , a Merkle tree T F is generated and stored by the cloud server for deduplication, and two Merkle trees T A and T B are generated by Alice and Bob respectively, and stored in the cloud server for PoS. When Alice updates F to F 0 , the cloud server updates T A to T 0 A for PoS and generates a new Merkle tree T F 0 for deduplication. Thus, the number of Merkle trees grows with the version numbers and the number of owners, which is 4 (T F ; T 0 A ; T B , and T F 0 ) in the above example. Also, the cloud server has to generate two Merkle trees in the above example which is more time-consuming than update the Merkle trees. As a summary, existing dynamic PoSs cannot be extended to the multi-user environment.
Related Work
The concept of proof of storage was introduced by Ateniese et al. [5] , and Juels and Kaliski [17] , respectively. The main idea of PoS is to randomly choose a few data blocks as the challenge. Then, the cloud server returns the challenged data blocks and their tags as the response. Since the data blocks and the tags can be combined via homomorphic functions, the communication costs are reduced. The subsequent works [11] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] extended the research of PoS, but those works did not take dynamic operations into account. Erway et al. [8] and later works [13] , [14] , [26] , [27] , [28] , [29] focused on the dynamic data. Among them, the scheme in [14] is the most efficient solution in practice. However, the scheme is stateful, which requires users to maintain some state information of their own files locally. Hence, it is not appropriate for a multiuser environment.
Halevi et al. [15] introduced the concept of proof of ownership which is a solution of cross-user deduplication on the client-side. It requires that the user can generate the Merkle tree without the help from the cloud server, which is a big challenge in dynamic PoS. Pietro and Sorniotti [30] proposed another proof of ownership scheme which improves the efficiency. Xu et al. [31] proposed a client-side deduplication scheme for encrypted data, but the scheme employs a deterministic proof algorithm which indicates that every file has a deterministic short proof. Thus, anyone who obtains this proof can pass the verification without possessing the file locally. Other deduplication schemes for encrypted data [32] , [33] , [34] were proposed for enhancing the security and efficiency. Note that, all existing techniques for cross-user deduplication on the client-side were designed for static files. Once the files are updated, the cloud server has to regenerate the complete authenticated structures for these files, which causes heavy computation cost on the server-side. Zheng and Xu [35] proposed a solution called proof of storage with deduplication, which is the first attempt to design a PoS scheme with deduplication. Du et al. [36] introduced proofs of ownership and retrievability, which are similar to [35] but more efficient in terms of computation cost. Note that neither [35] nor [36] can support dynamic operations. Due to the problem of structure diversity and private tag generation, [35] and [36] cannot be extended to dynamic PoS.
Wang et al. [37] , [38] , and Yuan and Yu [39] considered proof of storage for multi-user updates, but those schemes focus on the problem of sharing files in a group. Deduplication in these scenarios is to deduplicate files among different groups. Unfortunately, these schemes cannot support deduplication due to structure diversity and private tag generation. In this paper, we consider a more general situation that every user has its own files separately. Hence, we focus on a deduplicatable dynamic PoS scheme in multiuser environments.
The major techniques used in PoS and dynamic PoS schemes are homomorphic message authentication codes [40] and homomorphic signatures [41] , [42] . With the help of homomorphism, the messages and MACs/signatures in these schemes can be compressed into a single message and a single MAC/signature. Therefore, the communication cost can be dramatically reduced. These techniques have been used in PoS [7] , [14] , [18] and secure network coding [43] , [44] , [45] . A brief survey of homomorphic MACs and signatures could be referred in [46] .
Contributions
The main contributions of this paper are as follows.
1) To the best of our knowledge, this is the first work to introduce a primitive called deduplicatable dynamic Proof of Storage (deduplicatable dynamic PoS), which solves the structure diversity and private tag generation challenges. 2) In contrast to the existing authenticated structures, such as skip list [8] and Merkle tree [14] , we design a novel authenticated structure called Homomorphic Authenticated Tree (HAT), to reduce the communication cost in both the proof of storage phase and the deduplication phase with similar computation cost. Note that HAT can support integrity verification, dynamic operations, and cross-user deduplication with good consistency. 3) We propose and implement the first efficient construction of deduplicatable dynamic PoS called DeyPoS, which supports unlimited number of verification and update operations. The security of this construction is proved in the random oracle model, and the performance is analyzed theoretically and experimentally.
Organization
The rest of this paper is organized as follows. In Section 2, we introduce the models of deduplicatable dynamic proof of storage. An authenticated structure, called HAT, is designed in Section 3. In Section 4, we propose a concrete scheme, named DeyPoS. The security analysis and performance evaluation results are presented in Sections 5 and 6, respectively. In the last section, we conclude this paper.
DEDUPLICATABLE DYNAMIC POS
As discussed in Section 1, no trivial extension of dynamic PoS can achieve cross-user deduplication. To fill this void, we present a novel primitive called deduplicatable dynamic proof of storage in this section.
System Model
Our system model considers two types of entities: the cloud server and users, as shown in Fig. 2 . For each file, original user is the user who uploaded the file to the cloud server, while subsequent user is the user who proved the ownership of the file but did not actually upload the file to the cloud server. There are five phases in a deduplicatable dynamic PoS system: pre-process, upload, deduplication, update, and proof of storage.
In the pre-process phase, users intend to upload their local files. The cloud server decides whether these files should be uploaded. If the upload process is granted, go into the upload phase; otherwise, go into the deduplication phase.
In the upload phase, the files to be uploaded do not exist in the cloud server. The original users encodes the local files and upload them to the cloud server.
In the deduplication phase, the files to be uploaded already exist in the cloud server. The subsequent users possess the files locally and the cloud server stores the authenticated structures of the files. Subsequent users need to convince the cloud server that they own the files without uploading them to the cloud server.
Note that, these three phases (pre-process, upload, and deduplication) are executed only once in the life cycle of a file from the perspective of users. That is, these three phases appear only when users intend to upload files. If these phases terminate normally, i.e., users finish uploading in the upload phase, or they pass the verification in the deduplication phase, we say that the users have the ownerships of the files.
In the update phase, users may modify, insert, or delete some blocks of the files. Then, they update the corresponding parts of the encoded files and the authenticated structures in the cloud server, even the original files were not uploaded by themselves. Note that, users can update the files only if they have the ownerships of the files, which means that the users should upload the files in the upload phase or pass the verification in the deduplication phase. For each update, the cloud server has to reserve the original file and the authenticated structure if there exist other owners, and record the updated part of the file and the authenticated structure. This enables users to update a file concurrently in our model, since each update is only "attached" to the original file and authenticated structure.
In the proof of storage phase, users only possess a small constant size metadata locally and they want to check whether the files are faithfully stored in the cloud server without downloading them. The files may not be uploaded by these users, but they pass the deduplication phase and prove that they have the ownerships of the files.
Note that, the update phase and the proof of storage phase can be executed multiple times in the life cycle of a file. Once the ownership is verified, the users can arbitrarily enter the update phase and the proof of storage phase without keeping the original files locally.
Threat Model
We present the threat model briefly as follows. The cloud server and users do not fully trust each other. A malicious user may cheat the cloud server by claiming that it has a certain file, but it actually does not have it or only possesses parts of the file. A malicious cloud server may try to convince users that it faithfully stores files and updates them, whereas the files are damaged or not up-to-date. The goal of deduplicatable dynamic PoS is to detect these misbehaviors with overwhelming probability. The formal threat model is described in Section 2.4 via various security definitions.
Syntax and Correctness
The deduplicatable dynamic PoS is a comprehensive storage outsourcing approach which establishes mutual confidence between users and the cloud server in a multi-user environment. In this section, we give the definition of deduplicatable dynamic PoS and describe its syntax. We also present five algorithms which correspond to the five phases in our system model.
If Alg is a probabilistic polynomial-time (PPT) algorithm, we denote the action of running Alg on input x and assigning the output to the variable y by y AlgðxÞ. If Protocol is a two-party protocol, we denote the action of running Protocol between two entities A and B by ProtocolhAðx 1 Þ; Bðx 2 Þi, where the corresponding algorithm A takes as input x 1 and the corresponding algorithm B takes as input ðid; eÞ Initð1 ; F Þ. This deterministic initialization algorithm is run by a user. It takes as input a security parameter and an original file F , and outputs a public identity id and a secret metadata e. ðC; T Þ Encodeðe; F Þ. This encoding algorithm is run by a user. It takes as input the metadata e and the original file F , and outputs an encoded file C and a corresponding authenticator T . res 2f0; 1g DeduplicatehUðe; F Þ; SðT Þi. This randomized deduplication protocol is run between a user U and a cloud server S. U takes as input the metadata e and the original file F . S takes as input the authenticator T . The protocol outputs 1 if the user convinces the cloud server that it possesses the complete file F locally, and 0 otherwise. res 2 fhe Ã ; ðC Ã ; T Ã Þi; ?g UpdatehUðe; i; m; OPÞ; SðC; T Þi. This randomized update protocol is run between a user U and a cloud server S. U takes as input the metadata e, a block index i, an updated block m, and an operation mode OP. S takes as input the encoded file C and the authenticator T . If the operation succeeds, U outputs a new metadata e Ã , and S outputs a new encoded file C Ã and a new authenticator T Ã ; otherwise both U and S output ?. res 2 f0; 1g CheckhSðC; T Þ; UðeÞi. This randomized checking protocol is run between a cloud server S and a user U. S takes as input the encoded file C and the authenticator T . U takes as input the metadata e. The protocol outputs 1 if the cloud server convinces the user that C stored in the server is not tampered and is up-to-date, and 0 otherwise.
Given a file, each user who has the entire original file can obtain the same metadata via the initialization algorithm and pass the deduplication protocol if the file exists in the cloud server. Once a user has uploaded the file or passed the deduplication protocol, it can prove to the cloud server that it has the ownership of the file, and may delete the file from its local storage. No matter who runs the encoding algorithm and uploads the encoded file to the cloud server, the user can run the update protocol and the checking protocol at any time without possessing the file locally, which indicates that our model is suitable to multi-user environments.
Before describing the following definitions, we first explain the update protocol in detail, in which all dynamic operations (modification, insertion, and deletion) should be supported. The file F consists of a sequence of blocks, that is, F ¼ ðm 1 ; . . . ; m n Þ. If OP ¼ mod, the original ith block is replaced by m. If OP ¼ ins, m is inserted in front of the original ith block. If OP ¼ del, the original ith block is deleted. Note that our model is different from the one in [39] where all users share a file, and an update must be synchronized among the users. In our model, all users have the ownerships of the same file independently, and the update by one user should not affect the other users. This indicates that the cloud server should store the original version and the updated version of the file simultaneously when the original file has multiple owners. It can be done by employing version control techniques with which our model can easily integrate.
At the end of this section, we present the correctness of deduplicatable dynamic PoS as follows.
Definition 2.
A deduplicatable dynamic PoS scheme is correct if the following two conditions hold for any positive integer , any file F , any metadata e generated from Initð1
; F Þ, and any ðC; T Þ generated from Encodeðe; F Þ:
where F , e, and ðC; T Þ can be updated by the Update protocol for an arbitrary number of times, and 1 ðÁÞ and 2 ðÁÞ are two negligible functions.
Security Definitions
In this section, we present security definitions of deduplicatable dynamic PoS. The definitions consist of two parts: uncheatability and unforgeability.
Uncheatability captures the property of authenticity for cross-user deduplication on the client-side. Unlike the definition in [15] , we consider a more complex situation in which the adversary has the original file. We also assume that the source is unpredictable as in [15] which means the files from the source have high min-entropy. Intuitively, we require that the user cannot cheat the cloud server that it possesses the whole file except a negligible probability. Let P ¼ ðInit; Encode; Deduplicate; Update; CheckÞ be a deduplicatable dynamic PoS scheme. The uncheatability experiment Exp uc A;P between an imaginary challenger C (the cloud server) and an adversary A (the user) is described as follows: 1) A chooses an unpredictable source S and a file F 2 S, and gives ðS; F Þ to C. 2) C runs ðid; eÞ Initð1 ; F Þ, ðC; T Þ Encodeðe; F Þ, and sends ðid; eÞ to A. 
Initð1
; F Ã Þ, and sends id Ã to A.
5)
A runs DeduplicatehAðid Ã Þ; CðC Ã ; T Ã Þi with C. 6) The experiment outputs 1 if the Deduplicate protocol in
Step 5 outputs 1, and 0 otherwise. Unforgeability definition captures the integrity property. As in [7] , we require an extractor who can extract the challenged blocks from the response if the verification successes. The difference between Definition 3 and the definition in [7] is that we need to consider the impact of the deduplication phase. The unforgeability experiment Exp uf A;P between an imaginary challenger C (the user) and an adversary A (the cloud server) is described as follows: 1) A chooses an unpredictable source S and sends S to C. 2) C randomly selects a file F 2 S, runs ðid; eÞ Init ð1 ; F Þ, ðC; T Þ Encodeðe; F Þ, and sends ðid; ðC; T ÞÞ to A. 
Initð1
; F Ã Þ, and sends id Ã to A. 4) A can run DeduplicatehCðe Ã ; F Ã Þ; Aðid Ã Þi with C for qðÞ times, where qðÁÞ is a polynomial function.
5)
A runs CheckhAðid Ã Þ; Cðe Ã Þi with C. 6) The experiment outputs 1 if the Check protocol in
Step 5 outputs 1, and 0 otherwise. 3 HOMOMORPHIC AUTHENTICATED TREE
Overview
To implement an efficient deduplicatable dynamic PoS scheme, we design a novel authenticated structure called homomorphic authenticated tree. A HAT is a binary tree in which each leaf node corresponds to a data block. Though HAT does not have any limitation on the number of data blocks, for the sake of description simplicity, we assume that the number of data blocks n is equal to the number of leaf nodes in a full binary tree. Thus, for a file F ¼ ðm 1 ; m 2 ; m 3 ; m 4 Þ where m i represents the ith block of the file, we can construct a tree as shown in Fig. 1a . Each node in HAT consists of a four-tuple n i ¼ ði; l i ; v i ; t i Þ. i is the unique index of the node. The index of the root node is 1, and the indexes increases from top to bottom and from left to right. l i denotes the number of leaf nodes that can be reached from the ith node. v i is the version number of the ith node. t i represents the tag of the ith node. When a HAT is initialized, the version number of each leaf is 1, and the version number of each non-leaf node is the sum of that of its two children. For the ith node, m i denotes the combination of the blocks corresponding to its leaves. The tag t i is computed from F ðm i Þ, where F denotes a tag generation function. We require that for any node n i and its children n 2i and n 2iþ1 , F ðm i Þ ¼ Fðm 2i m 2iþ1 Þ ¼ F ðm 2i Þ F ðm 2iþ1 Þ holds, where denotes the combination of m 2i and m 2iþ1 , and indicates the combination of F ðm 2i Þ and F ðm 2iþ1 Þ, which is why we call it a "homomorphic" tree. An implementation of the tag generation function is described in Section 4.3.
Path and Sibling Search
To facilitate operations on HAT structures, we exploit two major algorithms for path search and sibling search.
We define the path search algorithm r i PathðT; iÞ. It takes a HAT T and a block index i of a file as input, and outputs the index set of nodes in the path from the root node to the ith leaf node among all the leaves which corresponds to the ith block of the file. We extend the path search algorithm to support multi-path search as Algorithm 1, where the ith node in T consists of n i ¼ ði; l i ; v i ; t i Þ. The algorithm takes as input a HAT and an ordered list of the block indexes, and outputs an ordered list of the node indexes. Lines 2-5 initialize two auxiliary variables for each legal block index i where i i defines a subtree whose root is the i i th node in T , and ord i indicates the location of the corresponding leaf node in that subtree. Line 6 initializes a path r and a state st. The loop of lines 7-18 calculates the node that should be inserted into r by breadth-first search. For each level of T , the loop of lines 9-18 calculates the node in r for each block index i. For example, the path (gray nodes) to the second leaf (the 10th
We define the sibling search algorithm c SiblingðrÞ as Algorithm 2. It takes the path r as input, and outputs the index set of the siblings of all nodes in the path r. Note that, the output of the sibling search algorithm is not an ordered list. It always outputs the leftmost one in the remaining siblings. Line 
From Algorithm 1 and Algorithm 2, it is clear that both the path search algorithm and the sibling search algorithm have the same computation complexity Oðblog ðnÞÞ, where b is the number of block indexes (i.e., the size of I) and n is the number of leaf nodes. 
Node Update
As mentioned in Section 2, there are three dynamic operations: modification, insertion, and deletion. We describe how HAT supports these operations with a single data block. The method is similar to the one used when multiple data blocks are updated.
When a user modifies the ith data block, it finds a path r ¼ PathðT; iÞ and obtains the siblings c ¼ SiblingðrÞ. Each version number of the nodes in path r increases by 1, and each tag of the nodes in path r is updated with the help of the modified block and the node value fn i j i 2 cg. For example, if the fifth data block is modified in Fig. 1b, 
Assume that the index of the leaf is i i . The user generates two children under the i i th node. The version numbers of the children under the i i th node are set as v i i , and each version number of the nodes in path r is computed via their children. The inserted block corresponds to the 2i i th node (namely the left child), and the original ith block is migrated to the ð2i i þ 1Þth node (namely the right child). Then, the user computes all affected node tags in the modification operation. If a data block is inserted in front of the second data block in Fig. 1a , the 10th and the 11th node will be inserted into the tree as shown in Fig. 1b , and the values of the nodes in r [ f10; 11g ¼ f1; 2; 5; 10; 11g should be updated.
The deletion operation is similar to the previous two operations. When a user deletes the ith data block, it first finds a path r ¼ PathðT; iÞ and obtains the siblings c ¼ SiblingðrÞ. The version number of nodes in path r increases by 1. The user moves the sibling of the deleted leaf node to its parent, and computes all tags of the affected nodes. If the fifth data block is deleted in Fig. 1b , the sixth node will be migrated to the third node, and the values of the nodes in f1; 3g should be updated.
Structure Analysis
Both skip list and Merkle tree are the classical structures in dynamic PoSs. Since there is no deduplication scheme based on skip list and the asymptotic performance of skip list is similar with that of Merkle tree in dynamic PoSs [8] , [10] , we only discuss the Merkle tree in our paper.
Let F ¼ ðm 1 ; m 2 ; m 3 ; m 4 Þ, then the initial authenticated structure (HAT or Merkle tree) in dynamic PoSs or deduplication schemes is shown in Fig. 1a . If the owner Alice inserts m 5 before m 2 in dynamic PoSs, i.e., F 0 ¼ ðm 1 ; m 5 ; m 2 ; m 3 ; m 4 Þ, the authenticated structure in Fig. 1a is transformed into the tree in Fig. 1b . However, another owner Bob who possesses F 0 as its original file can only generate the authenticated structure shown in Fig. 1c . Though F 0 (which is updated by Alice) already exists in the cloud server, Bob cannot execute deduplication if the deduplication scheme employs Merkle tree [15] . For example, to prove the integrity of m 3 , the prover in [15] need to transmit n 2 and n 7 , who are the siblings of the path from the root to n 6 , to the verifier. Since n 2 in Fig. 1b is different from n 2 in Fig. 1c , the cloud server has to send all leaf positions to the user for constructing n 2 and n 7 , which costs OðnÞ bandwidth. Thus, Merkle tree is not suitable for deduplication in dynamic PoS due to the structure diversity.
The aim of HAT is to reduce the communication cost in deduplication to Oðblog ðnÞÞ, where b is the number of the challenged blocks. To this end, we make n 2 in Fig. 1b and n 2 in Fig. 1c have the same value by employing the homomorphic technique. With a careful design, this homomorphic property does not weaken the security of dynamic PoS and deduplication.
THE CONSTRUCTION OF DEYPOS
In this section, we propose a concrete scheme of deduplicatable dynamic PoS called DeyPoS. It consists of five algorithms as described in Section 2: Init, Encode, Deduplicate, Update, and Check.
Building Blocks
We employ the following tools as our building blocks:
1) Collision-resistant hash functions. A hash function
H : f0; 1g Ã ! f0; 1g Ã is collision-resistant if the probability of finding two diffenent values x and y that satisfy HðxÞ ¼ HðyÞ is negligible. 2) Deterministic symmetric encryption. The encryption algorithm takes a key k and a plaintext m as input, and outputs the ciphertext. We use the notation Enc k ðmÞ to denote the encryption algorithm. 3) Hash-based message authentication codes. A hash-based message authentication code HMAC : f0; 1g Ã Â f0; 1g Ã ! f0; 1g Ã is a deterministic function that takes a key k and an input x, and outputs a value y. We define HMAC k ðxÞ ¼ def HMACðk; xÞ.
4) Pseudorandom functions.
A pseudorandom function f : f0; 1g Ã Â f0; 1g Ã ! f0; 1g Ã is a deterministic function that takes a key k and a value x, and outputs a value y that is indistinguishable from a truly random function of the same input x. We define f k ðxÞ ¼ def fðk; xÞ.
5) Pseudorandom permutations.
A pseudorandom permutation p : f0; 1g Ã Â ½1; n ! ½1; n is a deterministic function that takes a key k and an integer x where 1 x n, and outputs a value y where 1 y n that is indistinguishable from a truly random permutation of the same input x. We define p k ðxÞ ¼ def pðk; xÞ.
6) Key derivation functions.
A key derivation function KDF : f0; 1g Ã Â f0; 1g Ã ! f0; 1g Ã is a deterministic function that can derive a secret key from two secret values.
The Pre-Process Phase
In the pre-process phase, a user runs the initialization algorithm ðid; eÞ Initð1 ; F Þ which computes:
e HðF Þ; id HðeÞ:
Then, the user announces that it has a certain file via id. If the file does not exist, the user goes into the upload phase. Otherwise, the user goes into the deduplication phase.
The Upload Phase
Let the file F ¼ ðm 1 ; . . . ; m n Þ. The user first invokes the encoding algorithm ðC; T Þ Encodeðe; F Þ which is executed as follows. 
1) Generate a random key
We use a random key k rather than the hash value e as the encryption key. Thus, the encoding algorithm is probabilistic, which is very important to dynamic operations. Note that identical blocks always lead to the same ciphertext, but it is not a security issue because data confidentiality is not the goal of deduplicatable dynamic PoS, and the encryption algorithm in our construction is used for protecting e.
Algorithm 3 is designed for computing the tags of leaf nodes. Line 2 randomizes the data block which is used for deduplication, and line 3 calculates the tag of the data block which is attached to the node index of HAT i i and other information, such as version number. Algorithm 4 is designed for computing the tags of non-leaf nodes. Lines 2-3 calculate the function of its children. Note that, t 2i and t 2iþ1 satisfy homomorphism. Then, line 4 binds the tag to the node index of HAT and other information.
At the end of the upload phase, the user uploads C and T to the cloud server and only stores e locally. Note that, e is an element of small constant size and can be encrypted and stored in the cloud server. In contrast with [14] that requires users possessing or downloading a structure which has logarithmic size of the number of file blocks, all owners of the file can run the deduplication protocol, the checking protocol, and the update protocol without the complete structure of HAT in our scheme.
The Deduplication Phase
If a file announced by a user in the pre-process phase exists in the cloud server, the user goes into the deduplication phase and runs the deduplication protocol res 2 f0; 1g DeduplicatehUðe; F Þ; SðT Þi as follows. 
pop the first element in Q 8:
Algorithm 5 generates a proof for deduplication. Line 2 initializes a proof c and t. The loop of line 3-10 calculates the homomorphic data of unchallenged file blocks (line [4] [5] [6] and the homomorphic data of challenged file blocks (line 9), respectively. The algorithm also computes all tags of the nodes in the sibling set c (line [7] [8] . Note that the cloud server only accesses the HAT of the file for deduplication, which avoids unnecessary block access. The computation costs to generate a challenge on the server-side, to generate a proof on the client-side, and to verify the proof on the server-side in this phase are Oðblog nÞ, OðnÞ, and Oðblog nÞ, respectively. The communication cost is Oðblog nÞ.
The Update Phase
In this phase, a user can arbitrarily update the file, such as modify a block, insert a batch of blocks, and delete some blocks, by invoking the update protocol res 2 fhe Ã ; ðC Ã ; T Ã Þi; ?g UpdatehUðe; i; m; OPÞ; SðC; T Þi. After all operations are finished, the user uploads the updated blocks of the file and the updated nodes of the HAT to the cloud server as shown in Section 3.3. Then, the user computes the updated metadata e Ã and verifies the updated blocks via the checking protocol (described in Section 4.6).
The Proof of Storage Phase
At any time, users can go into the proof of storage phase if they have the ownerships of the files. The users and the cloud server run the checking protocol res 2 f0; 1g Check hSðC; T Þ; UðeÞi interactively to check the file integrity in the cloud server as follows. 1) U chooses b 2 ½1; n, k 2 f0; 1g and sends ðb; kÞ to S. 2) For each j ð1 j bÞ, S computes i j p k ðbÞ. Then, the cloud server invokes the response algorithm in Algorithm 6, where I ¼ fi 1 ; . . . ; i b g, and sends the proof resp to U with ðr; n 1 ; vÞ.
3) U computes k r È e, a s KDFðk; 1Þ, k c KDF ðk; 2Þ, and a c KDFðk; 3Þ. Then, it verifies n 1 , and invokes the verification algorithm in Algorithm 7 to accomplish the verification. It outputs 1 if verification succeeds and 0 otherwise. t t þ t i 8: return resp ðc; t; fv ii j i 2 Ig; fði; l i ; v i Þ j i 2 cgÞ Algorithm 7. The Verification Algorithm 1: procedure VERIFY(a s ; k c ; a c ; n 1 ; I ; resp) 2: ctr 1, t 0 3: for i 2 I do 4:
while ctr < i do 5:
pop the first element in fði; l i ; v i Þ j i 2 cg 6:
return 0 17: else 18: return 1
Algorithm 6 generates a proof on the server-side, which consists of the combination of the challenged file blocks (line 4-5) and the combination of corresponding tags (6-7) . The algorithm also returns other information about the HAT (line 8), such as the version number of challenged leaf nodes. Algorithm 7 is designed for verifying the proof generated by Algorithm 6. The loop of line 3-10 first calculates current indexes of file blocks and the combination of tags (line [5] [6] . If the indexes of file blocks do not match the challenged indexes, the algorithm is terminated (line 7-8). The loop of line 11-12 calculates the remaining indexes and tags. In the end, the algorithm checks whether the number of file blocks is correct (line [13] [14] , and whether the HAT is authentic and up-to-date (line [15] [16] . The computation costs to generate challenge on the client-side, to generate a proof on the server-side, and to verify the proof on the client-side in this phase are Oð1Þ, Oðblog nÞ, and Oðblog nÞ, respectively. The communication cost is Oðblog nÞ.
SECURITY ANALYSIS
In this section, we investigate the security of DeyPoS. As mentioned in Section 2.4, the security consists of two parts: uncheatability and unforgeability. We first examine uncheatability via the following theorem. Theorem 1. Let H be a random oracle, for any source S with min-entropy mðÁÞ and any PPT adversary who makes q H ðÁÞ queries to H, DeyPoS is uncheatable, and Pr½Exp
where is the security parameter.
Proof. The proof begins with the uncheatability experiment

Exp uc
A;P in Definition 3. In this experiment, the random oracle HðXÞ takes as input X, and returns an arbitrary element Y if X is never queried, and HðXÞ otherwise. The challenger runs e HðF Þ and id HðeÞ, and sends ðe; idÞ to the adversary. Then, F is updated to F Ã , and the challenger sends id The second experiment Exp uc2 A;P is identical with Exp uc A;P except that when F is updated to F Ã , the challenger declares a failure if HðF Ã Þ has been queried before. Since the source has min-entropy m ¼ mðÞ [47] , [48] , we have Pr½The challenger declares a failure q H 2 m :
Then, we can obtain the following inequation:
The advantage of the second experiment can be determined by the definition of min-entropy, i.e.,
Thus, the adversary cannot generate a valid proof except with probability ð1 þ q H Þ=2 m , and the uncheatability of DeyPoS is guaranteed. t u
Before examining unforgeability, we analyze an important property of HAT. That is, the verifier is confident that the indexes of tree nodes in the response from the prover correspond to the indexes of the challenged data blocks. Thus, if the adversary cannot forge the indexes of tree nodes, the verifier can verify that the prover possess the challenged data blocks. Lemma 1. For a given sibling set fði; l i Þ j i 2 ½1; 2 dlog 2 neþ1 g, one can determine a unique set fði; i i Þ j i 2 ½1; ng with n, where n is the total number of the leaves, i denotes the ith leaf node, and i i denotes its index in the tree.
Proof. Note that every node in HAT has a unique index and every node except the root node has a sibling and a parent. Let I be the set of indexes in the given sibling set. We can construct an index set that contains all siblings and parents of I and itself. The construction algorithm is as follows. We first select an unprocessed index i, and compute i parent bi=2c and i sibling i þ ðÀ1Þ i mod i parent .
If i parent or i sibling does not exist in I, insert them to I for future process. After subtracting the original I from the index set, we can obtain a unique set (the uniqueness can be guaranteed from the fact that the algorithm is deterministic and convergent) where all nodes are in the path.
Next we re-construct paths by connecting a node with its parent from the set. If a path does not begin with the root node whose index is 1, we return an empty set which indicates that the given sibling set is invalid. We also compute the sum L l of l i which exists in the sibling set. Note that, if ði; l i Þ exists in the given sibling set where i 6 ¼ 1, none of its descendant nodes exists in the sibling set fði; l i Þg (If all of its descendant nodes are in the sibling set, we can remove them in this case). Let the number of paths be L p , if L l þ L p 6 ¼ n, we return an empty set which indicates that the given sibling set is invalid. Otherwise, each path must start from the root node to a leaf node whose value is ði i ; l ii ¼ 1Þ for some i. By using l i in the given sibling set, one can compute the value for each node in the paths, obtain all i, and return a unique set fði; i i Þ j i 2 ½1; ng. t u Lemma 1 assures that if the given sibling set is correct, the response in Algorithm 6 is the exact response to the challenged data blocks. The following theorem guarantees that the adversary cannot forge the sibling set, and we can extract the challenged data blocks from the response as required in Definition 4. Theorem 2. Let H be a random oracle with output length dðÁÞ, for any source S with min-entropy mðÁÞ, any pseudorandom function f, and any PPT adversary who makes q H ðÁÞ queries to H, DeyPoS is unforgeable.
Proof. The proof begins with the unforgeability experiment The second experiment Exp uf2 A;P is identical to Exp uf A;P except that if HðXÞ has been queried before, the random oracle declares a failure. We assume that the adversary does not query the same X twice without loss of generality, and obtain
Pr½The random oracle declares a failure 2q
where m ¼ mðÞ and d ¼ dðÞ. Then, we have
which means the adversary cannot distinguish the first experiment and the second experiment except negligible probability.
The third experiment Exp uf3
A;P is identical to Exp uf2 A;P except that we replace the outputs of f in the tag generation algorithm for leaf node with random values. Since f is a pseudorandom function, the adversary cannot distinguish the second experiment and the third experiment. In the fourth experiment, we replace the outputs of f in the tag generation algorithm for non-leaf nodes with random values. Again, the adversary cannot distinguish the third experiment and the fourth experiment. Thus, the adversary cannot forge a proof without the knowledge of underlying C Ã , and the proof is exactly the same to that of the challenge by Lemma 1. Thus, we can construct an extractor who challenges q 0 ðnÞ times where q 0 ðÁÞ is a polynomial function. Then, it can get linear equations and solve all of the blocks with overwhelming probability [12] . t u
PERFORMANCE EVALUATION
In this section, we evaluate the performance of DeyPoS. The evaluation is divided into two aspects: theoretical and experimental evaluations. Table 1 summarizes the asymptotic performance of our scheme in comparison with related schemes, where n denotes the number of blocks, b denotes the number of the challenged blocks, and jmj denotes the size of one block.
Theoretical Comparison
From the table, we observe that our scheme is the only one satisfying the cross-user deduplication on the client-side and dynamic proof of storage simultaneously. Furthermore, the asymptotic performance of our scheme is better than the other schemes except [31] , which only provides weak security guarantee.
Experimental Comparison
Experiment Environment
We implemented our construction by OpenSSL 1.0.1 on a computer with an Intel 3.2 GHz CPU and 8 GB DDR4 memory. Each data point is the average of 10 experiment results. The evaluation consists of three aspects, including the cost in the upload phase, the cost in the deduplication phase, and the cost in the proof of storage phase. The cost in the update phase is similar to the cost in the proof of storage phase, thus, we do not present the cost in the update phase. From Table 1 , we know that the skip list is only used in dynamic PoS [8] , while the Merkle tree is used in both dynamic PoS [14] and deduplication [15] . In addition, the theoretical performance of the skip list is similar to the Merkle tree. Hence, we only compare our scheme with the Merkle tree based solutions. Since there is no Merkle tree based solution that supports both dynamic PoS and deduplication, we compare our scheme with the one based on Merkle tree (like [14] , [15] ).
Result Analysis
We first evaluate the cost in the upload phase. Fig. 3 presents the initialization time for constructing Merkle trees and HATs with different sizes of files and blocks. The initialization time is similar in all schemes. For example, the initialization time for constructing Merkle tree and HAT is 6.7 and 7.9 s, respectively, for a 1 GB file of 4 kB block size. The storage cost of the client is Oð1Þ, and the storage cost of the server is shown in Fig. 4 . The authenticator size of HAT is lager than that of the Merkle tree. However, when Merkle tree is employed in PoS scheme, it requires more space for storing tags of file blocks. As a result, the storage cost of our scheme is similar to other Merkle tree based PoS schemes. When the block size is 4 kB, the authenticator size is less than 3 percent of the file size in our scheme. Next, we evaluate the cost in the deduplication phase. Fig. 5 presents the communication cost when the file size is 1 GB. The communication cost considers the data sent from users and the data sent from the cloud server. The communication cost in our scheme is more efficient than the cost of Merkle tree based schemes, since users has to send all challenged file blocks to the cloud server for generating leaf nodes of Merkle tree in those schemes. When the block size is 4 kB and the number of the challenged blocks is 480, the communication cost of Merkle tree based solution [15] is almost 2 MB, while the cost of DeyPoS is 104 kB. Fig. 6 shows the communication cost of different file sizes, where the block size is fixed on 4 kB. When the number of challenged file blocks are fixed, the communication cost stays at a steady level in Merkle tree based schemes since the major cost is to transmit the corresponding file blocks. However, the communication cost grows logarithmically with respect to the file size because the number of nodes in the sibling set grows logarithmically.
The computation cost on the server-side and the client side in the deduplication phase are shown in Figs. 7 and 8 , respectively. The file size is 1 GB. The computation cost of Merkle tree based schemes on both the server-side and the client-side have better performances. However, employing Merkle tree based solutions for deduplication alone is not a good choice in dynamic PoSs since the cloud server has to generate Merkle tree for each update, which is time-consuming. The major computation cost on the client-side in Merkle tree based schemes is the Merkle tree generation process, while the major computation cost in DeyPoS is the whole file encryption process. Fig. 9 presents the comparison of the performance among DeyPoS, Merkle tree based schemes, and directly transmitting the file with 100 Mbps upload speed.
The overall performance is calculated with T c þ T s þ T n , where T c is the computation cost on the client-side, T s is the computation cost on the server-side, and T n is the transmission delay on the 100 Mbps channel. Even if the file size is 1 MB, DeyPoS and Merkle tree based deduplication schemes have advantages in terms of overall performance.
Finally, we show the experimental results in the proof of storage phase. Since the challenge size which is the size of data sent from users is constant and negligible (less than 100B) in both DeyPoS and Merkle tree based solutions, Fig. 10 only depicts the proof size which is the amount of data sent from the cloud server. DeyPoS requires a lower cost than Merkle tree based scheme because the tags in HAT are homomorphic. When we challenge 480 blocks (as shown in [5] , challenging 460 blocks can detect 1 percent data loss with probability 99 percent), the proof size is less than 80 kB, which is negligible small in practice. Fig. 11 presents the proof size of different file sizes, where the block size is fixed on 4 kB. Obviously, DeyPoS requires less bandwidths in all situations. When the block size is 4 kB [5] , [14] , the block size is less than 10 kB.
Figs. 12 and 13 show the computation cost in the proof of storage phase for the cloud server and users, respectively. The computation cost on the server-side are almost the same in DeyPoS and Merkle tree based solutions. In the implementation of DeyPoS and Merkle tree based solutions, each file block consists of a number of group elements [12] . The cloud server processes b Â s group elements, where s is the number of elements in a file block and b is the number of challenged file blocks. Thus, for a fixed number of challenged file blocks, the computation cost on the server-side is different from the theoretical result in Table 1 . However, if the group element size equals to the block size, the theoretical result holds. The computation cost on the client-side in DeyPoS is slightly lower than the cost in Merkle tree based schemes as shown in Fig. 13 . Since users only need to process one (combined) file block, the number of elements in a file block does not influence the total computation cost significantly. Figs. 14 and 15 present the computation cost of different file sizes, where the block size is fixed on 4 kB. These experimental results support our analysis of Figs. 12 and 13. Also, when the file size is small, such as 1 MB, DeyPoS is still more efficient than downloading the entire file (see Fig. 9 ).
As a consequence, our scheme, DeyPoS, which is based on a HAT, reduces the communication cost in both the deduplication phase and the proof of storage phase. The computation cost is as efficient as the one in Merkle tree based dynamic PoSs.
CONCLUSION
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