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resUmen: el mayor acceso a mercados financieros foráneos ha influido en una mayor interrela-
ción entre ellos, evidenciado en la existencia de comovimiento en las mayores plazas bursátiles del 
mundo. en este trabajo, exploramos la existencia de interdependencia entre las seis principales 
plazas bursátiles de latinoamérica y estados Unidos, enfocándonos en la volatilidad de los retornos 
accionarios. mediante utilización de modelos veCm y descomposición de varianza, se encuentra 
evidencia de trasmisión de volatilidad, la cual varía en el tiempo, según análisis del tipo rolling.
palabras claVe: volatilidad, mercados emergentes, contagio.
introducción
las últimas décadas se han caracterizado por un marcado proceso de inte-
gración entre los mercados, que es especialmente notorio en los mercados 
de capital. este mayor grado de integración afecta tanto a las economías 
desarrolladas como a las emergentes, aumentando el grado de correlación 
entre los retornos de los distintos mercados. en este contexto es importante 
entender las características de los procesos de trasmisión entre mercados, 
tanto desde el punto de vista de la valoración de activos como de la ges-
tión de su riesgo.
las investigaciones sobre interdependencia de mercados financieros se han 
enfocado principalmente en analizar los vínculos entre países desarrollados, 
entre países en desarrollo del sudeste asiático, y cómo interactúa el primer 
grupo con el segundo. en el caso de latinoamérica, en los últimos 10 años 
se ha profundizado este tipo de análisis, estudiando las interdependencias 
de los mercados más activos de américa del sur1 con méxico y estados 
Unidos. en este estudio se extienden análisis previos enfocándose espe-
cíficamente en la trasmisión de volatilidad, utilizando como medida de la 
misma el estimador de Garman y Klass (1980).  
1 argentina, Brasil, Chile, Colombia.
Economía y desarrollo
marKet interdependence and transmission oF Volatility in 
latin america 
abstract: Greater access to foreign financial markets has influenced a 
greater interrelation among them, demonstrated by the greater comove-
ment in the world’s major stock markets. in this paper, we explore the in-
terdependence between the six main stock exchanges in latin america 
and the United states, focusing on the volatility of stock returns. By using 
veCm models and variance decomposition, we found evidence of volatility 
transmission, which varies through time according to time series rolling 
analysis.
Keywords: volatility, emerging markets, contagion.
interdÉpendance de marcHÉs et transmission de VolatilitÉ 
en amÉriqUe latine 
rÉsUmÉ : le plus grand accès aux marchés étrangers a eu pour consé-
quence une plus grande relation entre ces marchés, mettant en évidence 
l’existence de co-mouvement sur les plus grandes places boursières du 
monde. dans cet article, nous étudions l’existence d’interdépendance entre 
les six principales places boursières d’amérique latine et des États-Unis 
en nous centrant sur la volatilité des rendements des actions. Par l’utili-
sation de modèles veCm et décomposition de variance, nous constatons 
une transmission de volatilité, variable dans le temps, selon une analyse 
de type rolling.
mots-clÉs : volatilité, marchés émergents, contagion.
interdependência de mercados e transmissão de 
Volatilidade na amÉrica latina
resUmo: o maior acesso a mercados financeiros estrangeiros tem influen-
ciado em maior inter-relação entre eles, visto na existência de co-movi-
mento nas maiores bolsas do mundo. neste artigo, exploramos a existência 
de interdependência entre as seis principais bolsas da américa latina e dos 
estados Unidos, visando a volatilidade dos retornos acionários. mediante 
utilização de modelos veCm e decomposição de variância, encontramos 
evidência de transmissão de volatilidade, a qual varia no tempo, segundo 
análise do tipo rolling.
palaVras-cHaVe: volatilidade, mercados emergentes, contágio.
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este trabajo está estructurado en cinco epígrafes. tras la 
presente introducción, en el segundo epígrafe se revisa la 
literatura relacionada con interdependencias de mercado. 
el análisis de la muestra así como la presentación de las 
variables y metodología empleada para el análisis, consti-
tuyen el contenido del tercer epígrafe, mientras que en el 
cuarto se exponen los resultados obtenidos y se comentan 
algunas de sus implicaciones. el trabajo finaliza con un 
apartado en el que se presentan las conclusiones.
revisión de la literatura
desde los trabajos iniciales de Grubel (1968) y levy y 
sarnat (1970), los estudios sobre interdependencia de 
mercados financieros han cobrado un  interés significa-
tivo dentro de la literatura económica y financiera. sin em-
bargo, dentro del mundo académico no existe consenso 
sobre la forma de medir este  efecto, ni en la metodología 
empleada, ni en la razón de por qué se genera este fenó-
meno. en lo que sí existe consenso, es en el reconocimiento 
de que la interdependencia entre mercados genera escena-
rios de “contagio financiero” entre países.
la literatura sobre interdependencia puede ser dividida 
en tres categorías: la primera estudia solo la interrelación 
de los mercados financieros para determinar cómo es la 
interdependencia del grupo estudiado; la segunda cate-
goría va más allá, pues examina la evolución de la interde-
pendencia de estos mercados, acentuando esta evolución 
en los principales shocks económicos y financieros de los 
últimos decenios2; el tercer tipo de estudios es más ambi-
cioso, pues trata de explicar el porqué los mercados finan-
cieros son interdependientes, mediante modelos teóricos 
o tratando de descomponer los efectos hasta su fuente 
(vease Pretorius, 2002). Con respecto a este último, este 
tipo de investigaciones se puede subdividir en trabajos 
que concluyen que existe contagio por cambios en los fun-
damentos de las economías afectadas, y los que siguen 
la teoría de contagio por efecto de incertidumbre (King y 
Wadhwani, 1990).
Por otro lado, las conclusiones sobre interdependencia de 
mercados financieros varían considerablemente, depen-
diendo del tipo de investigación y el modelo utilizado para 
determinar las relaciones. lo anterior depende básicamente 
2 los trabajos de lin, engle e ito (1994), arshanapalli, doukas y 
lang, (1995), liu, Pan y shieh (1998), entre otros, investigan la 
cointegración de los mercados previo, durante y después del shock 
financiero de octubre de 1987, mientras que sheng y tu (2000) 
analizaron el mismo efecto pero para la crisis del sudeste asiático 
de 1998, obteniendo las mismas conclusiones que los trabajos cita-
dos anteriormente.
de: (1) la elección de mercados a analizar (si corresponde 
a mercados emergentes, desarrollados, o una mezcla de 
ambos, grupos de empresas, uniones aduaneras o de libre 
comercio, etc.), (2) la frecuencia de las observaciones (in-
tradía, diaria, semanal, mensual), (3) la representatividad 
de los índices escogidos para cada país3 y (4) la metodo-
logía escogida (correlación, vaR, GaRCH, entre otras).
los primeros modelos de interdependencia de mercados 
financieros se enfocaron en analizar las correlaciones exis-
tentes entre distintos mercados desarrollados, principal-
mente en las relaciones entre asia, europa y norteamérica 
(véase, por ejemplo, agmon (1972), Panton, lessig y Joy 
(1976), o eun y Resnick (1984)), encontrando un principio 
de dependencia -aunque débil- con estados Unidos como 
país preponderante en las variaciones del mercado mun-
dial. el avance de las técnicas econométricas y computa-
cionales ha permitido profundizar en la naturaleza de la 
interdependencia sus características esenciales y su es-
tabilidad. Por ejemplo, eun y shim (1989) introdujeron la 
metodología de vectores autorregresivos (vaR) al análisis 
de corto plazo, encontrando una fuerte interdependencia 
entre los países desarrollados analizados, principalmente 
influenciados por las variaciones en el mercado de eeUU. 
en la misma línea, Kasa (1992), utilizando la misma meto-
dología de eun y shim, encuentra tendencias estocásticas 
comunes entre los mercados de eeUU, Japón, inglaterra, 
alemania y Canadá.
Por otro lado, Hamao, masulis y ng (1990; 1991) exploran 
la metodología de modelos aRCH para examinar los vín-
culos y efecto derrame (spillover) entre londres, nueva 
york y tokio, previo a la crisis de 1987, descubriendo que 
el mercado japonés es fuertemente influenciado por los 
otros dos mercados, mientras que el mercado de londres 
es influenciado solamente por el estadounidense. Por otra 
parte, Berkaert, Harvey y ng (2005) muestran mediante 
la misma técnica un fuerte crecimiento de la correlación 
entre los mercados analizados, especialmente los asiá-
ticos, luego de la Crisis del tequila. las investigaciones de 
Chan, Karolyi y stulz (1992), Chan, Gup y Pan (1997), Baele 
(2005), Baillie y Bollerslev (1989), dungey y martin (2001), 
entre otras, extienden la metodología de modelos aRCH y 
3 existe poco consenso en este punto. ince y Porter (2006) señalan 
las precauciones que hay que considerar al momento de escoger 
las bases de datos para realizar los estudios (en este caso, usar 
datastream versus CRsP), principalmente por las conclusiones con-
trapuestas que se puedan obtener. Por otro lado, tampoco existe 
consenso en cuáles son los índices representativos para cada país. 
varios autores utilizan índices populares como s&P 500 (eeUU), 
dow Jones (eeUU), nikkei (Japón), Bovespa (Brasil), etcétera, mien-
tras otros prefieren usar los índices msCi.
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GaRCH para otros mercados o regiones, obteniendo con-
clusiones similares.
Con respecto a latinoamérica, la mayor parte de los tra-
bajos se han centrado en encontrar indicios de existencia 
de codependencia entre las principales plazas bursátiles 
y estados Unidos, explorando las posibles interrelaciones 
y cambios estructurales dentro de latinoamérica. Chou-
dhry (1997) analiza las interrelaciones existentes entre 
argentina, Brasil, Chile, Colombia, méxico y venezuela, y 
las interacciones entre estos y estados Unidos, mediante 
pruebas de cointegración4 y modelos de Corrección de 
errores (eCm), encontrando evidencia de causalidad entre 
los distintos índices bursátiles que representaban a los 
países latinoamericanos, independiente de si se incluía o 
no a estados Unidos. Por otro lado, Pagan (1996) evalúa la 
interdependencia entre los mercados de argentina, Brasil, 
méxico y Chile, y la influencia de estados Unidos sobre 
estos, mediante un modelo vaR, encontrando fuertes in-
fluencias del mercado estadounidense sobre latinoamé-
rica, pero con respuestas no homogéneas entre mercados. 
4 específicamente el test de Johansen.
a su vez, Christofi y Pericli (1999) introducen dentro del 
análisis el tema de la transmisión de volatilidad, mediante 
la aplicación de modelos vaR-eGaRCH sobre los índices 
accionarios de argentina, Brasil, Chile, Colombia y méxico, 
encontrando que los mercados latinoamericanos son sensi-
bles a las noticias originadas dentro de los otros países de 
la región, especialmente cuando las noticias son adversas, 
evidenciando la existencia de factores comunes regionales 
en los mercados emergentes de acuerdo a la teoría de 
Harvey (1995).
Por otro lado, Chen, firth y Rui (2002), mediante un vector 
de Corrección de errores (veCm), encuentran evidencia de 
las interrelaciones entre argentina, Brasil, Chile, Colombia 
y venezuela, mostrando la baja diversificación del riesgo 
en invertir en estos países entre 1994 y 1999, y la baja in-
tegración que muestra Colombia en comparación al resto 
de los países5, resultados que corroboran fernández y sos-
villa (2003). 
5 arbelaez y Urrutia (1997) atribuyen la interdependencia del mer-
cado accionario de Colombia a su baja actividad y el alto nivel de 
concentración de los grupos económicos en el país.
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mediante modelos sWaeCH, edwards y susmel (2001) 
muestran la influencia de los shocks financieros sobre los 
mercados latinoamericanos, mostrando que los periodos 
de volatilidad son de corta duración, en especial dentro 
de los países que componen el mercosur, hechos docu-
mentados además por diebold y yilmaz (2006) y Benelli 
y Ganguly (2007). sin embargo, diebold y yilmaz (2009b), 
mediante modelos vaR, analizan las descomposiciones de 
varianza tanto de retornos como volatilidades6, generando 
un “Índice de Derrames” para Argentina, Brasil, Chile y Mé-
xico, basado en diebold y yilmaz (2009a), el cual reac-
ciona con mayor velocidad en periodos de crisis.
Una característica común entre estos trabajos que ana-
lizan volatilidad es la utilización de un estimador de va-
rianza que entrega la familia de modelos GaRCH. sin 
embargo, las estimaciones poseen ciertas dificultades téc-
nicas y teóricas, tales como: (1) el proceso de maximización 
de estos modelos es complejo, debido a las restricciones 
en los parámetros y la posible presencia de máximos lo-
cales; (2) estos modelos presentan sesgo en los paráme-
tros, sesgo que disminuye con el tamaño de la muestra, por 
lo que su estimación requiere una gran cantidad de obser-
vaciones, y (3) es difícil diferenciar estadísticamente entre 
un GaRCH(1,1) con persistencia elevada y un iGaRCH(1,1) 
(alfaro y silva, 2008). Por otro lado, existe un sesgo en la 
estimación de la varianza al considerar solo los precios de 
cierre para su estimación, en vez de utilizar medidas alter-
nativas de medición intradía, elementos que se tratarán en 
la siguiente sección. el objetivo de este trabajo es emplear 
un estimador que corrija estos sesgos.
modelos de medidas de volatilidad
el análisis del segundo momento en torno a la media es 
de vital importancia para conocer la volatilidad de las se-
ries de datos en el tiempo, con el fin de estimar los grados 
de eficiencia en las estimaciones de variados modelos de 
predicción. la principal forma de medir volatilidad de mer-
cados accionarios es a través de la ventana de volatilidad 
(véase alfaro y silva, 2008), la que se calcula de acuerdo a 
la siguiente fórmula:










donde  i t,
2  señala la varianza del activo i en el periodo 
t; Ri t j, −  corresponde a los retornos del activo i en cada 
ventana de t-j días; Ri t,  corresponde al retorno promedio 
del activo i durante el periodo analizado, y n la longitud 
de la ventana. sin embargo, existen varias implicancias 
6 Utilizando la metodología de Garman y Klass (1980).
negativas al uso de esta ventana, como la igual pondera-
ción de la información (retornos) y el descarte de informa-
ción pasada (engle, 2001). 
la introducción de los modelos aRCH y GaRCH por engle 
(1982) y Bollerslev (1986) representa generalizaciones con 
las cuales se obtienen modelos de volatilidad que son pro-
medios ponderados de los errores pasados al cuadrado, 
pero tienen ponderaciones decrecientes que nunca llegan 
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donde μ es el retorno esperado del activo, εt es el término 
de error que distribuye n(0,1), y , b, y  son los paráme-
tros a estimar. sin embargo, tanto los modelos de ventanas 
de volatilidad como los GaRCH no consideran las varia-
ciones de corto plazo, al ser computadas con precios de 
cierre accionario. lo anterior genera sesgos en la estima-
ción al no considerar las variaciones intradía de los precios 
de los activos, las cuales suelen ser indicadores más efi-
cientes de turbulencias en los mercados (diebold y yilmaz, 
2009a; 2009b).
la medida más simple para capturar los efectos de corto 
plazo es adaptar la formulación de ventana de volatilidad 
a variaciones intradía. a este efecto, alfaro y silva (2008) 
sugieren la siguiente medida:









donde ˆ , i CC
2  es la medida de volatilidad en base a precios 
de cierre para el activo i; ci t,  representa al logaritmo del 
precio de cierre del activo i para el día t, y oi,t el logaritmo 
del precio de apertura del activo i para el día t. sin em-
bargo, Parkinson (1980) sugiere un estimador más efici-
















donde ˆ , i PK
2  indica la volatilidad en base a precios 
máximos y mínimos para el activo i, hi t,  representa al loga-
ritmo del precio máximo del activo i en el momento t, 
mientras que li t,  corresponde al precio mínimo en igual 
instante del tiempo. a su vez, este estimador cumple con la 
propiedad de insesgamiento, pero supone que el precio no 
posee una tasa de apreciación (drift) y la inexistencia de 
saltos en el precio de apertura. a su vez, este estimador es 
más eficiente que los de ventanas de volatilidad, ya que 
para N = 2, el error cuadrático medio de CC
2  es 4, mien-
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tras que el error cuadrático medio de PK
2  es 0,6254 (al-
faro y silva, 2008). se intuye por tanto que los precios 
máximos y mínimos contienen más información sobre la vo-
latilidad que los precios de apertura y cierre, debido a que 
capturan sus valores durante el intervalo de transacciones; 
en cambio, los precios de apertura y cierre son meramente 
fotos instantáneas del proceso (alfaro y silva, 2008).
Por otro lado, Garman y Klass (1980), usando simulaciones, 
muestran que existen sesgos a la baja en el estimador de 
Parkinson (1980), dado que al considerar solo las puntas 
del día no consideran las variaciones entre estos valores, 
por lo que desarrollan un estimador que por construcción 
es insesgado, con base en los precios de apertura, cierre, 
máximos y mínimos, utilizando los mismos supuestos que 
Parkinson (1980):
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este estimador, a su vez, ha sido el más eficiente en compa-
ración con los modelos ya analizados y los más recientes, 
pero sobreestima la volatilidad dado el supuesto de la no 
existencia de la tasa de apreciación. esto es más notorio 
cuando los activos poseen una tendencia diferenciada, 
como en un mercado que posea tendencias cíclicas al alza 
y a la baja (vipul y Jacob, 2007). Rogers y satchell (1991) 
desarrollan un modelo que se hace cargo de esta crítica, 
la cual incluye la existencia de la tasa de apreciación. sin 
embargo, este estimador solo es más eficiente que el resto 
cuando las series tienen tendencia. la especificación del 
modelo es la siguiente:
ˆ ( )( ) ( )(, , , , , , , , , i RS i t i t i t i t
t
N
i t i t i t iN
h o h c l o l c2
1
1= − − + − −
=
∑ t )]  (6)
magdon y atiya (2000) comparan los estimadores de Par-
kinson (1980), Rogers y satchell (1991) y Garman y Klass 
(1980), así como las ventanas de volatilidad mediante si-
mulaciones, donde para distintas ventanas de predicción 
encuentran que el estimador con menor error cuadrático 
medio es el estimador de Garman y Klass (1980), seguido 
por el propuesto por Rogers y satchell (1991), Parkinson 
(1980) y las ventanas de volatilidad, respectivamente; por 
tanto, optamos utilizar dicho estimador en el análisis de 
trasmisión de volatilidad entre mercados.
análisis preliminar
Para analizar la interdependencia de las volatilidades 
en latinoamérica, se utilizaron observaciones diarias de 
índices bursátiles de las principales bolsas de argentina, 
Brasil, Chile, Colombia, estados Unidos, méxico y Perú, en 
el periodo comprendido entre el 2 de enero de 1991 hasta 
el 31 de diciembre de 2008, utilizando para ello precios 
de apertura, cierre, máximo y mínimo. los índices por país 
están detallados en la tabla 1.




Chile Índice General de Precios de Acciones iGPa







Perú Índice Selectivo de la Bolsa de Valores 
de lima
isBvl
fuente: la información se obtuvo de economática y Bolsas locales, en moneda local y corregida 
por división (splits) de acciones7.
estadística descriptiva
Para efectos de análisis, la serie se construyó con base 
en la volatilidad promedio semanal, siguiendo a Garman 
y Klass (1980) para la mayor parte de los casos, mien-
tras que para Colombia se tuvo que ajustar la volatilidad 
de acuerdo a una ventana de volatilidades promedio se-
manal8. las tablas 2 y 3 presentan las estadísticas des-
criptivas tanto para la evolución de los retornos como las 
volatilidades semanales9.
de acuerdo a la tabla 3, el mercado que más ha rentado 
en promedio, desde 1992, ha sido el brasileño, pero ha 
sido uno de los que mayor volatilidad ha mostrado, en 
conjunto con el iGBC de Colombia, el isBvl de Perú y 
el meXBol de méxico. Por otro lado, el mercado que ha 
presentado el menor retorno promedio ha sido la plaza 
estadounidense, con un 7,44% anualizado. sin embargo, 
analizando la volatilidad de acuerdo a sus variaciones 
7 el único índice que tuvo corrección fue iBovespa (Brasil), sufrien-
do los siguientes ajustes dentro del periodo analizado: división por 
10 en 28/05/1991, 21/01/1992, 26/01/1993, 27/08/1993, 
10/02/1994 y 03/03/1997.
8 Los precios de apertura y cierre hasta el 06/12/2005 no provie-
nen de fuentes confiables, por lo que se prefirió trabajar con base 
en volatilidades de apertura y cierre.
9 Para el caso de los retornos, el retorno porcentual semanal para el 
mercado i es R P Pit t t= −−100 11( / ) , mientras que para la desvia-
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intradía, la tabla 3 sugiere que el mercado más volátil es 
el brasileño, con una volatilidad del iBov cercana al 30%. 
Como contraparte, el mercado menos volátil ha sido el chi-
leno, con una volatilidad media del iGPa en torno al 8,5%.
análisis de resultados
en la tabla 4, se observa que existe una fuerte relación 
entre las volatilidades de Brasil y méxico (con un coefi-
ciente de correlacion de 0,533), Brasil y Perú (con una 
similar correlación), estados Unidos y méxico (0,524), ar-
gentina y Brasil (0,463) y Brasil y Chile (0,411), complemen-
tado por el hecho de que todos los mercados bursátiles 
presentan correlaciones positivas. segundo, comparando 
entre periodos se observa la no existencia de un patrón es-
table de correlación entre los mercados analizados, siendo 
los puntos de inflexión las crisis económicas y financieras. 
Por otro lado, no existe una fuerte relación de volatilidades 
entre estados Unidos y el resto de américa latina, excep-
tuando méxico, lo que podría sugerir que las transmisiones 
entre estados Unidos y el resto de américa latina se pro-
ducen a través de méxico.
otro fenómeno que se observa es que, a medida que las 
submuestras son más recientes, mayor es la correlación 
promedio entre los mercados. de hecho, la correlación 
promedio en el periodo enero de 1992 a diciembre de 

















media 0,30 0,26 1,49 0,43 0,64 0,42 0,14
varianza 9,03 27,90 43,27 12,26 16,92 14,59 5,96
skewness -0,01 0,14 1,59 -0,15 0,41 0,06 -0,42
Kurtosis 9,15 6,37 14,17 5,90 9,50 5,90 9,15
mínimo -19,42 -26,79 -22,17 -18,53 -29,25 -16,41 -18,20
máximo 19,72 26,83 64,23 13,01 21,30 20,42 12,03
obs 917 917 917 917 917 917 917
fuente: elaboración propia.

















media 0,053 0,138 0,210 0,066 0,068 0,072 0,042
varianza 0,000 0,001 0,001 0,000 0,000 0,000 0,000
skewness 1559 456 524 578 557 900 752
Kurtosis 33065 3103 4119 4407 4531 12643 8113
mínimo 0,001 0,000 0,003 0,000 0,001 0,003 0,002
máximo 3,805 2,481 3,709 1,297 1,686 2,249 1,123
obs 917 917 917 917 917 917 917
fuente: elaboración propia.
1994 fue de 0,134, mientras que entre febrero de 1995 a 
julio de 1997 fue de 0,211. a su vez, entre septiembre de 
1998 a noviembre de 2001 el coeficiente de correlación 
promedio fue de 0,318, valor que se redujo levemente a 
0,283 entre febrero de 2002 a septiembre 2008. lo ante-
rior sugiere un mayor grado de apertura económica de las 
economías estudiadas y, por tanto, mayor efecto contagio. 
Por último, las volatilidades no presentan estructura in-
tertemporal, evidenciándose cambios estructurales en los 
periodos de crisis.
dada la existencia de correlación positiva en la muestra 
completa y muestras seleccionadas, cobra mayor interés el 
conocer la existencia de cointegración entre las series ana-
lizadas, con el fin de corroborar la existencia de vectores 
de cointegración que indiquen la existencia de vínculos 
entre los mercados bursátiles analizados.
pruebas de cointegración
dos o más series no estacionarias pueden estar cointe-
gradas si una combinación lineal de estas variables es 
estacionaria, esto es, pueden converger a un equilibrio 
en el tiempo. en otras palabras, la idea detrás de este 
concepto es que dos o más variables pueden poseer las 
mismas variaciones en el tiempo, tales como las rela-
ciones multivariadas entre diferentes índices accionarios. 
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lo anterior puede ser testeado con la metodología pro-
puesta por Johansen (1988, 1991), con base en la 
siguiente especificación:
∆ Γ ∆ ΠX C X Xt i t i t t
i
 N







donde Xt es un vector de variables no estacionarias, Γ i  
corresponde al vector de parámetros que acompaña a 
tabla 4. matriz de correlaciones – volatilidades semanales
chile argentina brasil colombia perú méxico eeUU
Panel A: Muestra Completa
Chile 1,000
argentina 0,171 1,000
Brasil 0,411 0,463 1,000
Colombia 0,113 0,194 0,211 1,000
Perú 0,288 0,273 0,533 0,137 1,000
méxico 0,358 0,349 0,533 0,110 0,294 1,000
eeUU 0,200 0,323 0,273 0,070 0,039 0,524 1,000
Panel B: enero de 1992 - diciembre de 1994
Chile 1,000
argentina -0,019 1,000
Brasil 0,074 0,219 1,000
Colombia -0,038 0,092 0,305 1,000
Perú 0,005 0,170 0,151 0,070 1,000
méxico 0,139 0,262 0,288 0,029 -0,009 1,000
eeUU 0,109 0,098 0,384 0,104 0,108 0,268 1,000
Panel C: febrero de 1995 - julio de 1997
Chile 1,000
argentina 0,295 1,000
Brasil 0,407 0,586 1,000
Colombia 0,244 0,110 0,108 1,000
Perú 0,419 0,413 0,663 0,071 1,000
méxico 0,342 0,508 0,503 0,065 0,398 1,000
eeUU -0,158 -0,108 -0,095 -0,090 -0,178 -0,063 1,000
Panel D: septiembre de 1998 - noviembre de 2001
Chile 1,000
argentina 0,319 1,000
Brasil 0,644 0,502 1,000
Colombia 0,300 0,269 0,265 1,000
Perú 0,335 0,261 0,457 0,425 1,000
méxico 0,378 0,199 0,469 0,113 0,357 1,000
eeUU 0,184 0,269 0,288 0,023 0,079 0,542 1,000
Panel E: febrero de 2002 - septiembre de 2008
Chile 1,000
argentina 0,029 1,000
Brasil 0,385 0,369 1,000
Colombia 0,137 0,176 0,280 1,000
Perú 0,357 -0,016 0,300 0,149 1,000
méxico 0,499 0,090 0,551 0,278 0,474 1,000
eeUU 0,371 0,326 0,583 0,009 0,149 0,457 1,000
fuente: elaboración propia.
∆Xt i− , en el que ˆ ( ) ’( ’)Γ ∆ Π= − −
−X X X X Xt t t t t1
1 , y C cons-
tante. Por otro lado, Π puede ser descompuesta de la 
siguiente forma: Π = αβ' , donde  atrapa todos los coe-
ficientes de ajuste relevantes en la estimación del periodo 
anterior, mientras b contiene los vectores de cointegración. 
la constante es incluida para capturar las características 
de tendencia de las series de tiempo analizadas. este pro-
ceso prevé resultados con mayor robustez cuando hay más 
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tabla 5. test de cointegración de johansen – volatilidades
H0 Ha eigenvalue
ltrace lmax
trace 5% 1% max 5% 1%
Panel A: enero de 1992 - diciembre de 1994
r = 0 r > 0 0,44968 189,60 124,24 133,57 82,42 45,28 51,57
r < 1 r > 1 0,27954 107,18 94,15 103,18 45,25 39,37 45,10
r < 2 r > 2 0,17694 61,93* ** 68,52 76,07 26,87 33,46 38,77
r < 3 r > 3 0,10049 35,06 47,21 54,46 14,62 27,07 32,24
r < 4 r > 4 0,08237 20,45 29,68 35,65 11,86 20,97 25,52
r < 5 r > 5 0,05346 8,58 15,41 20,04 7,58 14,07 18,63
r < 6 r > 6 0,00722 1,00 3,76 6,65 1,00 3,76 6,65
Panel B: febrero de 1995 - julio de 1997
r = 0 r > 0 0,30185 157,20 124,24 133,57 44,20 45,28 51,57
r < 1 r > 1 0,25425 113,00 94,15 103,18 36,08 39,37 45,10
r < 2 r > 2 0,21796 76,92 68,52 76,07 30,24 33,46 38,77
r < 3 r > 3 0,18159 46,68* ** 47,21 54,46 24,65 27,07 32,24
r < 4 r > 4 0,09673 22,03 29,68 35,65 12,51 20,97 25,52
r < 5 r > 5 0,04720 9,52 15,41 20,04 5,95 14,07 18,63
r < 6 r > 6 0,02862 3,57 3,76 6,65 3,57 3,76 6,65
Panel C: septiembre de 1998 - noviembre de 2001
r = 0 r > 0 0,44184 210,15 124,24 133,57 95,05 45,28 51,57
r < 1 r > 1 0,21650 115,10 94,15 103,18 39,77 39,37 45,10
r < 2 r > 2 0,15684 75,33** 68,52 76,07 27,81 33,46 38,77
r < 3 r > 3 0,13659 47,52 47,21 54,46 23,94 27,07 32,24
r < 4 r > 4 0,08847 23,59* 29,68 35,65 15,10 20,97 25,52
r < 5 r > 5 0,04464 8,49 15,41 20,04 7,44 14,07 18,63
r < 6 r > 6 0,00639 1,04 3,76 6,65 1,04 3,76 6,65
Panel D: febrero de 2002 - septiembre de 2008
r = 0 r > 0 0,14795 167,92 124,24 133,57 53,80 45,28 51,57
r < 1 r > 1 0,12464 114,12 94,15 103,18 44,73 39,37 45,10
r < 2 r > 2 0,06987 69,40** 68,52 76,07 24,34 33,46 38,77
r < 3 r > 3 0,04958 45,06* 47,21 54,46 17,09 27,07 32,24
r < 4 r > 4 0,04522 27,97 29,68 35,65 15,55 20,97 25,52
r < 5 r > 5 0,02195 12,43 15,41 20,04 7,46 14,07 18,63
r < 6 r > 6 0,01468 4,97 3,76 6,65 4,97 3,76 6,65
* significancia al 5%, ** significancia al 1%
fuente: elaboración propia.
de dos variables y cuando el número de observaciones es 
mayor que 100.
de la ecuación (7) se desprenden dos test estadísticos para 
comprobar la existencia de vectores de cointegración, a 
través del ranking de cointegración, r. el primero se centra 
en la hipótesis alternativa (Ha) de que el ranking es k, co-
nocido como estadístico de traza (trace statistic o ltrace ). 
el segundo, por su parte, considera como hipótesis alter-
nativa (Ha) de que el ranking es r+1, conocido como max 
statistic (o lmax ). ambos test son contrastados con test de 
máxima verosimilitud.
la tabla 5 muestra los resultados del test de Johansen 
para volatilidades, en periodos seleccionados.
se observa la existencia de vectores de cointegración en 
todos los periodos analizados, siendo en promedio de orden 
2 (al no poder rechazar H0). sin embargo, entre los periodos 
entre la Crisis del tequila y la Crisis argentina se observa 
una agudización del ranking de cointegración entre r = 2 y 
r = 3. Para este periodo de tiempo, el estadístico en r = 2 
es de 76,42, el cual rechaza la hipótesis nula de existencia 
de 2 vectores de cointegración en favor de la existencia 
de más vectores. Sin embargo, en r = 3 el estadístico es de 
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46,68, no pudiendo rechazar la nula y determinando que el 
orden de cointegración en este periodo es de r = 3.
modelos Vecm y resultados
la existencia de cointegración entre las volatilidades de 
los índices bursátiles de las plazas analizadas sugiere la 
utilización de modelos de Corrección de errores (eCm) 
(engle y Granger, 1987), con el fin de incorporar dentro 
de la estimación las variaciones de corto plazo de las dis-
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donde xit y xjt j = 1,…,J, ji corresponden a series coin-
tegradas, zt reúne a todas las series no cointegradas, y 
q, d, y g representan los parámetros a estimar.  a su vez, 












d  corresponde al término de Corrección 
de error, el cual captura el grado de influencia de la rela-
ción de equilibrio de largo plazo entre xit y xjt.
a través de los modelos de Corrección de errores se pueden 
obtener varias interpretaciones sobre la causalidad de las 
variables analizadas. Cuando las variables están cointe-
gradas, cualquier desviación de corto plazo desde el equi-
librio de largo plazo influirá en la variable dependiente, 
forzando un cambio para volver al equilibrio de largo 
plazo. estos cambios pueden ser testeados de dos formas: 
(i) usando un estadístico de Wald (o un test f para el caso 
de muestras pequeñas) sobre las variables explicativas en 
diferencias, el cual determina los efectos causales de corto 
plazo, o (ii) a través de la significancia del test t del tér-
mino de Corrección de errores (o eCt en inglés) el cual 
mide las relaciones de largo plazo. mientras que el primer 
test es conocido como Causalidad de Granger, el segundo 
considera como hipótesis nula que el término de Correc-
ción de errores no es significativo (Chen, firth y Rui, 2002).
la tabla 6 muestra los resultados de la causalidad tem-
poral basados en los resultados del modelo veCm para 
volatilidades. en primer lugar, en el periodo compren-
dido entre enero de 1992 y diciembre de 1994 (Panel a) 
muestra que la mayor parte de los shocks de corto plazo de 
los países analizados son explicados por cambios en la vo-
latilidad accionaria de estados Unidos (determinado por la 
significancia estadística del test de Wald), mientras que el 
mercado con mayor influencia de volatilidad foránea es el 
peruano en este periodo. sin embargo, estas causalidades 
mutan a través del tiempo, existiendo mayores causali-
dades a la Granger en periodos subsecuentes de tiempo. 
Comparando el Panel a con el d, si shocks de volatilidades 
en estados Unidos influían significativamente en las vola-
tilidades de los países de la región, esta relación se vuelve 
difusa en el periodo entre febrero de 2002 y septiembre 
de 2008, encontrando que los shocks en estados Unidos 
solo influyeron en los mercados colombiano y mexicano. 
Por otro lado, países en los que no se pudo determinar 
causalidad a la Granger a principios de los 90, como son el 
caso de Chile y Brasil entre enero de 1992 y diciembre de 
1994, mostraron una mayor interconexión con otras plazas 
bursátiles en el resto del periodo analizado, llegando Chile 
a mantener causalidades de corto plazo con argentina y 
Colombia, mientras que Colombia mantuvo causalidades 
con Chile, argentina y estados Unidos.
a su vez, los ajustes de largo plazo (medidos a través de 
la significancia del eCt) muestran que la rapidez de ajuste 
no siempre es constante a través del tiempo. si entre enero 
de 1992 a diciembre de 1994 la mayoría de los países ana-
lizados internalizaba los shocks inmediatamente (eCt no 
significativo), esta situación fue variando a lo largo del 
tiempo. es así como entre febrero de 1995 y julio de 1997, 
solo argentina, Colombia y Chile mantenían un ajuste ins-
tantáneo, al que se unió méxico y estados Unidos en el 
periodo entre septiembre de 1998 y noviembre de 2001, 
quedando solo méxico y estados Unidos en el periodo 
entre febrero de 2002 y septiembre de 2008. lo anterior 
señala que uno de los efectos que trajo esta mayor interde-
pendencia fue una menor velocidad de ajuste de los shocks 
externos en los mercados analizados.
descomposición de varianza
dado que existen vectores de cointegración múltiples en 
los retornos accionarios, el mejor método para la estima-
ción por sistemas es el modelo de vectores de Corrección de 
errores (veCm). los sistemas autoregresivos poseen com-
plicaciones al describirlos intuitivamente, lo que plantea 
que es mejor analizar la reacción del sistema a shocks alea-
torios, mediante representaciones de las medias móviles 
del sistema (lütkepohl y Krätzig, 2004). Considerando 
nuevamente la ecuación (8), por sustitución sucesiva del 
lado derecho de la ecuación se obtiene10:








10 Una descripción detallada del procedimiento de sustitución sucesi-
va se encuentra en lütkepohl y Krätzig (2004), pp. 165-166.














donde ∆xt  representa la combinación lineal de los errores 
predichos en el sistema, la que sims (1980) denomina “in-
novaciones” (expresado en B(s)). los componentes i, j de 
la matriz B(s) capturan la respuesta del mercado i en s 
periodos después de un shock aleatorio unitario en el mer-
cado j, ceteris paribus los otros mercados. Por otro lado, 
a pesar de que por construcción e(t) no está serialmente 
correlacionado, sus componentes sí están contemporánea-
mente correlacionados.
Para poder aislar los distintos patrones de respuesta que 
el sistema puede mostrar, se debe transformar los compo-
nentes de error, mediante la llamada descomposición de 
Choleski (Hamilton, 1994). descomponiendo los errores en 
e = Yu, donde Y es matriz menor triangular, se obtienen las 
innovaciones ortogonalizadas u11. al ortogonalizar e(t) la 
ecuación (9) puede ser reescrita como:
11 donde la matriz de covarianzas de las innovaciones transformadas 
u(t) es identidad, tal que Eee’ = I e YY’ = I.
tabla 6. causalidad temporal basados en Vecm de volatilidades
rezagos de diferencias de corto plazo ect
test de wald (x2 9 gl) t-student
ecuación chile argentina brasil colombia perú méxico eeUU
Panel A: enero de 1992 - diciembre de 1994
Chile 82,72c 9,21 5,84 8,62 4,93 5,29 11,28 -0,964
argentina 3,51 23,91c 8,45 12,64 14,40 6,26 21,84c -0,208
Brasil 8,16 6,10 20,51b 4,32 1,73 9,17 12,30 -0,276
Colombia 2,18 10,20 11,07 7,53 10,41 8,76 26,06c 3,086c
Perú 6,66 15,01a 4,61 15,94a 39,70c 11,34 32,84c -2,151b
méxico 13,96 9,22 5,85 3,87 7,50 25,72c 21,74c -0,627
eeUU 7,06 8,92 4,09 2,87 11,24 7,58 49,81c -5,714c
Panel B: febrero de 1995 - julio de 1997
Chile 11,62 6,59 15,29a 5,92 16,13a 12,21 8,73 -0,421
argentina 6,26 20,63b 10,46 7,68 19,29b 14,25 6,62 0,211
Brasil 6,78 6,02 14,60 6,69 19,34b 6,87 8,80 -3,451c
Colombia 3,80 4,89 5,47 16,58a 4,99 7,46 8,76 -0,518
Perú 8,58 19,61b 26,10c 4,55 32,99c 16,59a 16,35a -1,976b
méxico 7,85 13,50 21,91c 4,78 12,44 6,28 10,44 -2,911c
eeUU 3,21 7,02 3,04 17,52b 6,01 9,82 18,82b -2,329b
Panel C: septiembre de 1998 - noviembre de 2001
Chile 48,21c 14,27 22,52c 10,13 4,14 9,02 6,11 2,120b
argentina 13,60 45,93c 10,93 6,55 3,60 10,90 14,56 2,520b
Brasil 20,15b 9,58 14,99a 3,08 5,82 15,74a 14,99a 5,512c
Colombia 11,57 11,57 35,86c 24,57c 16,18a 16,15a 7,94 0,823
Perú 10,15 14,70 35,01c 7,19 9,22 9,43 13,74 -2,134b
méxico 7,52 5,40 30,06c 7,90 4,67 23,71c 7,66 -0,483
eeUU 9,54 6,30 26,02c 15,51a 20,16b 13,12 14,92a -1,066
Panel D: febrero de 2002 - septiembre de 2008
Chile 34,26c 17,80b 9,66 37,61c 12,92 12,36 10,96 -4,299c
argentina 6,79 122,74c 4,91 13,62 4,74 8,01 12,01 -2,863c
Brasil 14,48 13,05 60,68c 14,03 19,37b 8,28 13,81 -2,278b
Colombia 24,89c 17,26b 11,80 15,68a 12,10 11,38 17,64b -3,576c
Perú 38,03c 14,96a 9,66 27,40c 42,59c 17,32b 14,12 -2,797b
méxico 14,04 5,00 8,22 3,59 6,53 70,57c 15,16a 0,174
eeUU 11,02 9,96 14,30 7,87 11,11 6,27 34,24c -0,802
a significancia al 10%, b significancia al 5%, c significancia al 1%. 
fuente: elaboración propia.
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luego, los componentes i, j de Cs representan los impulsos 
respuesta del mercado i en s periodos a un shock de una 
desviación estándar en el mercado j.
al utilizar innovaciones ortogonalizadas, se puede distri-
buir la varianza de cada variable de ∆xt  de la ecuación 
(10) entre cada uno de los elementos de u, ya que estos 
están serial y contemporáneamente no correlacionados. 
esta descomposición de varianza del error provee una me-
dida de la importancia relativa que poseen cada uno de los 
otros mercados sobre un mercado en particular.
Para efectos de mostrar la evolución de la descomposición 
de varianza en el tiempo, se calculó un modelo rolling en 
base al modelo veCm considerando ventanas de 100 se-
manas, en el que se capturó el promedio de la proyección 
de la descomposición de varianza a 10 días. la figura 1 
muestra la evolución en el tiempo de dicha descomposi-
ción, mientras que la tabla 7 presenta los resultados pro-
medio de la muestra12. en términos generales, los shocks 
de volatilidad generados en estados Unidos son los que 
más influyen en la varianza de los errores de los países de 
la región, lo que determina que cambios en la volatilidad 
de este país influyen en cambios en la volatilidad de la 
mayor parte de los otros países analizados. en específico, 
países como méxico, Brasil, y argentina son los que mues-
tran un mayor porcentaje de sus varianzas influidas por 
shocks de estados Unidos (sobre un 20%). Por otro lado, 
la evidencia muestra que la volatilidad de Chile y Perú se 
transmite tanto por estados Unidos como por méxico.
finalmente, la figura 1 muestra la evolución en el tiempo 
de la descomposición de varianza, mostrando los distintos 
12 Para verificar la significancia de cada parámetro, se realizaron 
pruebas t utilizando los resultados del Rolling, arrojando que cada 
uno de los parámetros son significativos al 1%.
periodos de crisis y la evolución post shock financiero. lo 
más notorio es la rápida evolución que muestra la vola-
tilidad del sistema, siendo signo de un menor tiempo de 
ajuste después de una crisis financiera. además, y corrobo-
rando lo señalado en la tabla 7, el país que más afecta la 
volatilidad en el sistema es estados Unidos, porcentaje que 
ha ido incrementándose a través del tiempo.
conclusiones
la presente investigación analiza desde un punto de vista 
empírico la relación entre los mercados financieros de la-
tinoamérica y estados Unidos. Con respecto a este punto, 
se demostró que dentro del periodo analizado existe dicha 
relación, la que en términos globales no se ve afectada 
en el tiempo. sin embargo, no se detectó la existencia de 
algún patrón predefinido de interrelaciones, por lo que las 
causalidades entre los mercados financieros analizados va-
rían en el tiempo.
Con respecto a estados Unidos, este es, directa e indirec-
tamente, una fuente de transmisión de volatilidades para 
algunas economías latinoamericanas, explicando entre el 
15 y el 32% de la varianza de los retornos bursátiles de 
la región. salvo los casos de argentina y Brasil, la mayor 
parte del grado de influencia de estados Unidos sobre los 
retornos es mayor que el grado de influencia de esta na-
ción sobre las volatilidades.
finalmente, y como posibles extensiones para futuras in-
vestigaciones, quedan abiertas las interrogantes con 
respecto a cómo incluir el efecto divisa dentro de la es-
pecificación del modelo, considerando que inicialmente 
se trabajó con series a precios corrientes en moneda de 
cada país. Por otro lado, se debe determinar los factores 
que afectan la transmisión de volatilidad, en conjunto con 
cómo afecta el número de rezagos y el horizonte de predic-
ción del modelo veCm. Por último, para este caso se utilizó 
un tipo de metodología útil para determinar transmisión 




argentina brasil chile colombia eeUU méxico perú
argentina 42,29 10,30 4,64 4,81 20,79 13,19 3,98
Brasil 3,97 40,22 5,55 3,83 26,22 16,11 4,11
Chile 6,45 7,74 51,17 4,10 14,17 10,88 5,48
Colombia 9,16 8,00 8,36 48,96 11,14 7,61 6,77
eeUU 4,17 5,75 6,83 4,97 69,77 4,20 4,31
méxico 4,78 5,94 5,00 4,92 26,81 48,25 4,30
Perú 7,67 7,81 6,98 3,96 13,70 13,64 46,24
valores expresados en porcentajes. 
fuente: elaboración propia.
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Argentina Brasil Chile Colombia EEUU México Perú
valores expresados en porcentajes.
fuente: elaboración propia.
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de volatilidad, pero no hay que olvidar que las familias de 
modelos GaRCH también cumplen dicha función, por lo 
que se debe determinar cuál es la mejor alternativa para 
estimar este tipo de problemas.
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