Abstract. Random invariant manifolds often provide geometric structures for understanding stochastic dynamics. In this paper, a dynamical approximation estimate is derived for a class of stochastic partial differential equations, by showing that the random invariant manifold is almost surely asymptotically complete. The asymptotic dynamical behavior is thus described by a stochastic ordinary differential system on the random invariant manifold, under suitable conditions. As an application, stationary states (invariant measures) is considered for one example of stochastic partial differential equations.
Introduction
Stochastic partial differential equations (SPDEs or stochastic PDEs) arise as macroscopic mathematical models of complex systems under random influences. There have been rapid progresses in this area [12, 22, 9, 26, 2, 14] . More recently, SPDEs have been investigated in the context of random dynamical systems (RDS) [1] ; see for example, [3, 4, 5, 7, 8, 23, 10, 11] , among others.
Invariant manifolds are special invariant sets represented by graphs in state spaces (function spaces) where solution processes of SPDEs live. A random invariant manifold provides a geometric structure to reduce stochastic dynamics.
Stochastic bifurcation, in a sense, is about the changes in invariant structures for random dynamical systems. This includes qualitative changes of invariant manifolds, random attractors, and invariant measures or stationary states.
Duan et al. [10, 11] have recently proved results on existence and smoothness of random invariant manifolds for a class of stochastic partial differential equations. In this paper, we further derive a dynamical approximation estimate between the solutions of stochastic partial differential equations and the orbits on the random invariant manifolds. This is achieved by showing that the random invariant manifold is almost surely asymptotically complete (see Definition 4.1). The asymptotic dynamical behavior thus can be described by a stochastic ordinary differential system on the random invariant manifold, under suitable conditions. In this approach one key assumption is that the global Lipschitz constant of nonlinear term is small enough.
If the invariant manifold is almost surely asymptotically complete we can approximate the infinite dimensional system by a system restricted on the random invariant manifold which is in fact finite dimensional. That is the infinite dimensional system is reduced to a finite dimensional system, which is useful for understanding asymptotic behavior of the original stochastic system [19] .
As a application, in §5, we study the existence of stationary solutions of a hyperbolic SPDE. Specifically, we will consider the following stochastic hyperbolic partial differential equation, in §5, with large diffusivity and highly damped term, on the space-time domain [0, 2π] × (0, +∞) u tt (t, x) + αu t (t, x) = ν∆u(t, x) + f (u(t, x), x) + u(t, x) •Ẇ (t), (1.1) with u(0, x) = u 0 , u t (0, x) = u 1 , u(t, 0) = u(t, 2π) = 0, t > 0 where ν and α are both positive. And f ∈ C 2 (R, R) is a bounded globally Lipschitz nonlinearity. Note that the stochastic Sine-Gordon equation (f = sin u) is an example. When the damping is large enough the existence of the stationary solutions for (1.1) is obtained by considering the stochastic system on the random invariant manifold.
Invariant manifolds are often used as a tool to study the structure of attractors [6, 25] . In this paper we first consider invariant manifolds for a class infinite dimensional RDS defined by SPDEs, then reduce the random dynamics to the invariant manifolds. When the invariant manifolds are shown to be almost surely asymptotically complete (see Definition 4.1), we obtain dynamical approximations of the solutions of stochastic PDEs by orbits on the invariant manifolds. Almost sure cone invariance concept (see Definition 4.2) is used to prove almost sure asymptotic completeness property of the random invariant manifolds.
This paper is organized as follows. We state the main result on dynamical approximation for a class of SPDEs in section 2. Then we recall background materials in random dynamical systems and the existence result of invariant manifolds [10] in section 3. The main result is proved in section 4, and applications in detecting stationary states are discussed in the final section 5.
Main result
We consider the stochastic evolutionary system
where A is the generator of a C 0 -semigroup {e tA } t≥0 on real valued separable Hilbert space (H, | · |) with inner product , ·, ; F : R → R is a continuous nonlinear function with F (0) = 0 and Lipschitz constant L F is assumed to be small; and W (t) is a standard real valued Wiener process. Moreover, • denotes the stochastic differential in the sense of Stratonovich. Suppose that σ(A), the spectrum of operator A, splits as
where C denotes the complex numbers set. σ c is assumed to be a finite set. Denote the corresponding eigenvectors to {λ k , k ∈ N} by {e 1 , · · · , e n , e n+1 , · · · }.
By the above assumptions, there is an A-invariant decomposition H = H c ⊕H s such that for the restrictions A c = A| Hc , A s = A| Hs one has σ c = {z : z ∈ σ(A c )} and σ s = {z : z ∈ σ(A s )}. Moreover {e tAc } is a group on H c and there exist projections Π c and Π s such that Π c + Π s = Id H , A c = A| ImΠc and A s = A| ImΠs . We also suppose that there are postive constants α and β with property 0 ≤ α < β, such that
3)
For instance, −A may be a strongly elliptic and symmetric second order differential operator on a smooth domain with zero Dirichlet boundary condition.
Since σ c is a finite set, H c is a finite dimensional space of dimension, say, dim H c = n. For u ∈ H we have u = u c + u s with u c = Π c u ∈ H c and u s = Π s u ∈ H s . Furthermore, we assume that the projections Π c and Π s commute with A. Define the nonlinear map on H c as
where 0 is the zero element in the vector space H s . The concept of random invariant manifolds will be introduced in the next section. Let {θ t } t∈R be the metric dynamical system generated by Wiener process W (t), see (3.3). We will obtain the following main result.
Theorem 2.1. (Dynamical approximations)
Consider the following stochastic evolutionary system 
Random invariant manifolds
Now we recall the basic concepts in random dynamical systems, and the basic result on the existence of random invariant manifolds for stochastic PDEs, from
Duan et al. [10, 11] .
For our purpose we work on the canonical probability space (Ω 0 , F 0 , P),
where the sample space Ω 0 consists of the sample paths of W (t), that is
for more see [1] . Consider the following stochastic evolutionary equations
This equation can be written in the following mild integral form
By the assumption of A and F we know that equation (3.2) has a unique solu-
) for any T > 0 in the sense of probability.
For more about the solution of SPDEs we refer to [9] .
We now present some basics of random dynamical systems. First we start with a driven dynamical system which models white noise:
(Ω 0 , F 0 , P), t ∈ R that satisfies the usual definition for a (deterministic) dynamical system
• the map (t, ω) → θ t ω is measurable and θ t P = P for all t ∈ R.
A random dynamical system (RDS) on a metric space (X ; d) with Borelalgebra B over θ t on (Ω 0 , F 0 , P) is a measurable map
A RDS ϕ is continuous or differentiable if ϕ(t, ω) : X → X is continuous or differentiable (see [1] for more details on RDS). As we consider the canonical probability space the driven dynamical system θ t can be defined as
where ω(·) ∈ Ω 0 is a sample path of the Wiener process or Brownian motion
For a continuous random dynamical system ϕ(t, ω) : X → X over Ω 0 , F 0 , P, (θ t ) t∈R , we need the following notions to describe its dynamical behavior.
is a real valued random variable for any x ∈ X .
Definition 3.2. A random set B(ω) is called a tempered absorbing set for a random dynamical system ϕ if for any bounded set
and for all ε > 0
For more about random set we refer to [7] .
If M(ω) can be written as a graph of a Lipschitz mapping
ψ(·, ω) : X 1 → X 2 where X = X 1 ⊕ X 2 , such that M(ω) = {x 1 + ψ(x 1 , ω)|x 1 ∈ X 1 }.
Then M(ω) is called a Lipschitz invariant manifold of ϕ.
For more about the random invariant manifold theory, see [10] .
In order to apply the random dynamical systems framework, we transform the stochastic PDE (3.1) into a random partial differential equation (random PDE). To this end, we introduce the following stationary process z(ω) which
Solving equation (3.4) with initial value
we have a unique stationary process for (3.4)
The mapping t → z(θ t ω) is continuous. Moreover lim t→±∞ |z(θ t ω)| |t| = 0 and lim
We should point out that above properties hold in a θ t invariant set Ω ⊂ Ω 0 of full probability. For the proof see [10] . In the following part to the end we consider the probability space (Ω, F , P) where
The following random PDE on the probability space (Ω, F , P) is a transformed version of the original stochastic PDE (3.1).
where
It is easy to verify that G has the same Lipschitz constant as F and G(0) = 0. By the classical evolutionary equation theory equation (3.5) has a unique solution v(t, ω; x) which is continuous in x for every ω ∈ Ω. Then
defines a continuous random dynamical system. We now introduce the trans-
and its inverse transform
for x ∈ H. Then for the random dynamical system v(t, ω; x) generated by (3.5),
is the random dynamical system generated by (3.1). For more about the relation between (3.1) and (3.5) we refer to [10] .
We now prove the existence of a random invariant manifold for (3.5) as in [10, 11] .
Let d H be the metric induced by the norm | · |. Then (H, d H ) is a complete separable metric space.
Now we briefly give an approach to obtain the random invariant manifold for system (3.5) by the Lyapunov-Perron method; for detail see [11] .
Projecting the system (3.5) onto H c and H s respectively we havė
Define the following Banach space for η, −β < η < −α, 
where ξ ∈ H c . Then for any given ξ ∈ H c and each v,v ∈ C − η , we have 12) then by the fixed point argument
h s (0, ω) = 0 and h s is Lipschitz continuous with Lipschitz constant CL F , C > 0 is a positive constant. Then we have the following result about the existence of random invariant manifold for the random dynamical system ϕ(t, ω) generated by (3.5). For the detailed proof see [11] . Remark 3.6. Note that M(ω) is independent of the choice of η.
Dynamical approximations
In this section we prove Theorem 2.1, by showing that the invariant manifold obtained in the last section has the almost sure asymptotic completeness property. Then the dynamical behavior of (3.5) is determined by the system restricted on the invariant manifold.
The following concept is important in the study of the dynamical approximations of stochastic PDEs. Let M(ω) be an invariant manifold for a random dynamical system ϕ(t, ω).
The invariant manifold M is called almost surely asymptotically complete if
for every x ∈ H, there exists y ∈ M(ω) such that
for almost all ω ∈ Ω, where k is some positive constant and D is a positive random variable. Now we introduce the almost sure cone invariance concept. For a positive random variable δ, define the following random set
And the fiber C δ(ω) (ω) = {v : (v, ω) ∈ C δ } is called random cone. For a given random dynamical system ϕ(t, ω) we give the following definition.
Definition 4.2. (Almost sure cone invariance)
For a random cone C δ(ω) (ω), there is a random variableδ ≤ δ almost surely such that for all x, y ∈ H,
implies ϕ(t, ω)x − ϕ(t, ω)y ∈ Cδ (θtω) (θ t ω), for almost all ω ∈ Ω.
Then the random dynamical system ϕ(t, ω) is called have the cone invariance
property for the cone C δ(ω) (ω).
Remark 4.3. Both asymptotic completeness and cone invariance are important tools to study the inertial manifold of deterministic infinite dimensional
systems [20, 21, 16] . Here we modified both concepts for random systems.
Remark 4.4. Almost sure asymptotic completeness describes the attracting property of M(ω) for RDS ϕ(t, ω). When this property holds, the infinite dimensional system ϕ(t, ω) can be reduced to a finite dimensional system on

M(ω), and the asymptotic behavior of ϕ(t, ω) can be determined by that of the reduced system on M(ω).
For the random dynamical system ϕ(t, ω) generated by the random PDE (3.5), we have the following result. 
where D(ω) is a positive tempered random variable and
Note that the smallness condition on the Lipschitz constant L F is specifically defined in (4.5) below.
Proof. Let v,v be two solutions of (3.5) and
From (4.1), (4.2) and by the property of A and F we have
Note that if (p, q) ∈ ∂C δ (ω) (the boundary of the cone C δ (ω)), then |q| = δ|p| and 1 2
If L F is small enough such that
Thus it is obvious that whenever
We now prove the second claim. If there is t 0 > 0 such that ϕ(t 0 , ω)x − ϕ(t 0 , ω)y / ∈ C δ (θ t 0 ω), the cone invariance yields
Then by (4.4) we have
Hence
Then by the property of z(θ t ω) there is a tempered random variable
This completes the proof of the lemma.
Before we prove Theorem 2.1, we need the following lemma, which implies the backward solvability of the system (3.5) restricted on the invariant manifold
M(ω).
For any given final time T f > 0, consider the following system for t ∈ [0,
where h s is defined as (3.14). Rewrite the above problem in the following equivalent integral form
Lemma 4.6. Let (3.12) hold. Then for any T f > 0, (4.8) , (4.9) has a
Proof. The existence and uniqueness on small time interval can be obtained by a contraction argument, as in Lemma 3.3 of [10] . Then the solution can be extended to any time interval; see Theorem 3.8 of [10] .
Now we complete the proof of the main result of this paper.
Proof of the main result: Theorem 2.1 in §2
It remains only to prove the almost sure asymptotic completeness of M(ω).
We fix a ω ∈ Ω. Consider a solution
of (3.5). For any τ > 0 by Lemma 4.6 we can find a solution of (3.5)v(t, θ −t ω),
Thenv(t, θ −t ω) depends on τ > 0. Writē
By the construction of M(ω)
It is easy to see that N L F (ω) is a finite tempered random variable and
Then S is a random bounded set in finite dimensional space, that is for almost all ω ∈ Ω, S(ω) is a bounded set in R n and the bound may not be uniform to ω ∈ Ω. But for almost all ω ∈ Ω we can pick out a sequence τ m → ∞ such
Moreover V (ω) is measurable with respect to ω.
and it is easy to check by a contradiction argument that
which means the almost sure asymptotic completeness of M(ω).
This finishes the proof of Theorem 2.1.
Remark 4.7. This theorem implies that the random system (3.5) is asymptotically reduced to the following random ordinary differential equation on H
where h s is given by the equation (3.14) . Thus the stochastic PDE (3.1) is asymptotically reduced to the following finite dimensional non-autonomous stochastic differential system on the invariant manifold H c :
Remark 4.8. From the proof of the Theorem 2.1, we see that the dynamical approximation estimate holds for the random partial differential equation (3.5) . In other words, we may apply Theorem 2.1 to random partial differential equations like (3.5) , as long as appropriate conditions are satisfied.
Applications: Detecting stationary states
In this final section, as an application of Theorem 2.1 and its consequences, we consider stationary solutions for a stochastic hyperbolic equation.
We intend to detecting the stationary states of the following hyperbolic equation driven by multiplicative white noise,
where I is taken as the interval (0, 2π) for simplicity, both ν and a > 0 are positive constants, and W (t) is a scalar Wiener process. Moreover, f ∈ C 1,1 (R, R)
is bounded with global Lipschitz constant L f . For example f (x) = sin x, which yields the Sine-Gordon equation.
We study the existence of the stationary solutions of (5.1) by reducing the system to a finite dimensional system on an invariant manifold, which is almost surely asymptotically complete. In fact by Theorem 2.1 in §2, the dynamical behavior of (5.1) restricted on the invariant manifold, is determined by a stochastic ordinary differential system. The existence and stability of the stationary solutions of the stochastic hyperbolic equation can be obtained from that of the stochastic ordinary differential system. A similar result for parabolic system with large diffusivity holds [13] .
Rewrite the system (5.1) as the following one order First we prove that the system (5.2)-(5.3) generates a continuous random dynamical system in H. Let φ 1 (t) = u(t), φ 2 (t) = u t (t) − u(t)z(θ t ω) where z(ω) is the stationary solution of (3.4). Then we have the following random evolutionary equation
By a standard Galerkin approximation procedure as in [25] , the system (5.4)- 
for appropriate constant C. Then for any T > 0, (φ 1 , φ 2 ) is bounded in L ∞ (0, T ; H) which ensures the weak-star convergence by the Lipschitz property of f , for the detail see [15] . Let Φ(t, ω) = (φ 1 (t, ω), φ 2 (t, ω)), then ϕ(t, ω, Φ(0)) = Φ(t, ω) defines a continuous random dynamical system in H.
Notice that the stochastic system (5.2)-(5.3) is conjugated to the random system (5.4)-(5.5) by the homeomorphism
is the random dynamical system generated by (5.2)-(5.3). For more relation about the two systems see [15] .
where −id L 2 (I) is the identity operator on the Hilbert space L 2 (I).
Then (5.4)-(5.5) can be written as
which is in the form of (3.5). Thus by Remark 4.8, we can still apply Theorem 2.1 here.
The eigenvalues of the operator A are λ k = k 2 with corresponding eigenvectors sin kx, k = 1, 2, · · · . Then the operator A ν has the eigenvalues
and corresponding eigenvectors are (1, δ
and H cu = H c ⊕ H u . Write the projections from H to H c , H u and H cu as P c , P u and P cu respectively. We also use the subspaces
with the projections P − c and P
Here we consider a special case that b = 4ν and ν = a 2 /4. Then the operator A ν has one zero eigenvalue δ and the others are all complex numbers with positive real part. Since {(1, δ ± k ) sin kx} are not orthogonal, we introduce a new inner product (see [17, 18, 24] ), which defines an equivalent norm on H.
where ·, · 0 is usual inner product in L 2 (I). 
u L 2 (D) , for U = (u, v) ∈ H. which holds if a is large enough.
Define the space C − η with z(θ t ω) replaced by Z(θ t ω). Then by the random invariant manifold theory in §3 above, we know the system (5.6) has a two dimensional random invariant manifold M(ω) in C − η provided a is large enough. And M(ω) can be denoted as the graph of a random Lipschitz map h s : H cu → H s with Lipschitz constant CL f /a. Then by Theorem A, the dynamical behavior of (5.6), that is, (5.1), is determined by the following reduced system on M(ω) which is a finite dimensional random system dΦ cu dt = −P cu A ν Φ cu + Z(θ t ω)Φ cu + P cu F (Φ cu + h s (Φ cu )). Then the dynamical behavior of system (5.1) is determined by that of the system (5.13)-(5.14) if a is large. So if system (5.13)-(5.14) has a stationary solution, so does system (5.1). And the stability property of the stationary solution is also determined by that of (5.13)-(5.14).
