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a b s t r a c t
Canonical Gentzen-type calculi are a natural class of systems, which in addition to the
standard axioms and structural rules have only logical rules introducing exactly one
connective. There is a strong connection in such systems between a syntactic constructive
criterion of coherence, the existence of a two-valued non-deterministic semantics for them
and strong cut-elimination. In this paper we extend the theory of canonical systems to
signed calculi with multi-ary quantifiers. We show that the extended criterion of coherence
fully characterizes strong analytic cut-elimination in such calculi, and use finite non-
deterministic matrices to provide modular semantics for every coherent canonical signed
calculus.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In his seminal paper ‘‘Investigations Into Logical Deduction’’ [13] Gerhard Gentzen established an important tradition in
the philosophy of logic, according to which the syntactic rules of a proof system of an ‘‘ideal type’’ determine the semantic
meaning of its logical connectives. In [1,2] the notion of such ‘‘well-behaved’’ canonical propositional Gentzen-type systems
was formalized: these are systems which in addition to the standard axioms and structural rules have only logical rules
where exactly one occurrence of a connective is introduced and no other connective is mentioned. The semantics of these
systems can be provided using two-valued non-deterministic matrices (2Nmatrices), a natural generalization of ordinary
matrices. A constructive criterion of coherence fully characterizes cut-elimination1 in such systems.Moreover, the coherence
of a canonical calculus G is equivalent to the existence of a characteristic 2Nmatrix for G. In [5] the notion of ‘‘canonical
Gentzen-type rules and systems’’ was extended2 to languages with multi-ary quantifiers. An n-ary quantifier is a logical
constant Q which binds one variable and connects n formulas, so that Qx(ψ1, . . . , ψn) is a formula whenever ψ1, . . . , ψn
are formulas. By a multi-ary quantifier we mean an n-ary quantifier for some n ≥ 1. For instance, the standard first-order
quantifiers ∀ and ∃ can be thought of as unary quantifiers, while bounded universal and existential quantifiers used in
syllogistic reasoning, ∀x(p(x) → q(x)) and ∃x(p(x) ∧ q(x)), can be represented as binary quantifiers: ∀x(p(x), q(x)) and
∃x(p(x), q(x)). It was then shown in [5] that the extended criterion of coherence fully characterizes strong cut-elimination
(a variation of cut-elimination with non-logical axioms) in these calculi.
∗ Corresponding author.
E-mail address: annazam@gmail.com (A. Zamansky).
1 We note that by ‘cut-elimination’ we mean here just the existence of proofs without (certain forms of) cuts, rather than an algorithm to transform a
given proof to a cut-free one (for the assumption-free case the term ‘cut-admissibility’ is sometimes used.)
2 In fact, [5] handles an even more general notion of (n, k)-ary quantifiers, binding k variables and connecting n formulas. In these terms, multi-ary
quantifiers are (n, 1)-ary.
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In this paper we extend the theory (developed in [7]) of canonical systemswithmulti-ary quantifiers to themore general
class of signed calculi, of which Gentzen-type calculi are specific instances (thus extending the results for the propositional
case in [7]). We use finite Nmatrices with multi-ary quantifiers to provide semantics for canonical signed calculi, and show
that the principle of modularity of Nmatrices, which has so far been studied in the context of various non-classical logics
(see, e.g. [4]), but never for canonical systems with quantifiers, applies also in this context. We start by providing semantics
for the most basic canonical system: the one without any canonical rules. Then we proceed to show that the semantics of
a more complex system is obtained by straightforwardly combining the semantic effects of each of the additional rules.
As a result, the semantic effect of each syntactic rule taken separately can be analyzed (which is impossible in standard
multi-valued matrices). This provides a concrete interpretation of Gentzen’s thesis that the meaning of a logical connective
is dictated by its introduction rules (and elimination rules in the case of Natural Deduction systems). The coherence of a
calculus guarantees that the semantic effects of its rules are non-contradictory, and every coherent calculus has a finite
characteristic Nmatrix. We also show that there is a direct correspondence between the existence of a finite characteristic
Nmatrix for a given canonical calculus, the coherence of the calculus, and the validity of strong analytic cut-elimination
for it.
2. Preliminaries
In what follows,V is a finite set of signs and L is a language with multi-ary quantifiers. For simplicity of presentation, we
assume that the language L does not include any propositional connectives (the propositional case was already treated in
[7]). FrmL is the set of wffs of L, and FrmclL is the set of sentences of L. TrmL is the set of all L-terms, and Trm
cl
L is the set of all
the closed L-terms. The α-equivalence relation between formulas is denoted by≡α (that is, ψ ≡α ψ ′ if ψ,ψ ′ are identical
up to their bound variables). We denote by P+(S) the set of all the non-empty subsets of a set S.
2.1. Signed formulas
In this paper we focus on signed calculi (see e.g. [15,9,11]), which manipulate sets of signed formulas, while the signs can
be thought of as syntactic markers which keep track of the formulas in the course of a derivation.
Definition 2.1 (Signed Formulas, Sequents, Clauses). A signed formula for L and V is an expression of the form s : ψ , where
s ∈ V and ψ is a formula of L. A signed formula s : ψ is atomic if ψ is an atomic formula. A sequent is a finite set of signed
formulas. A clause is a sequent consisting of atomic signed formulas.
Notation 2.2. Formulas will be denoted by ϕ,ψ; signed formulas by α, β, γ , δ; sequents byΩ,Σ,Π ; and sets of sequents
byΘ . We write s : ∆ instead of {s : ψ | ψ ∈ ∆}, S : ψ instead of {s : ψ | s ∈ S}, and S : ∆ instead of {s : ψ | s ∈ S, ψ ∈ ∆}.
Remark 2.3. The usual (two-sided) sequent notation Γ ⇒ ∆ can be interpreted as f : Γ ∪ t : ∆, i.e. a sequent in the sense
of Definition 2.1 over {t, f }.
Definition 2.4 (Free-variable Condition). We say that a set of sequents Θ satisfies the free-variable condition, denoted by
FV-cond, if the set of variables occurring bound inΘ is disjoint from the set of variables occurring free in it.
Definition 2.5 (L-instances). An L-formula ψ ′ is an L-instance of ψ whenever ψ ′ is of the form ψ{t1/x1, . . . , tn/xn}, where
t1, . . . , tn are L-terms free in ψ for x1, . . . , xn respectively. An L-instance γ ′ of a signed formula γ = s : ψ has the form
s : ψ ′, where ψ ′ is an L-instance of ψ . An L-instanceΩ ′ (Θ ′) of a sequentΩ (a set of sequentsΘ) is defined similarly.
Definition 2.6 (L-structures, L(D), Satisfaction of Clauses). 1. An L-structure S = ⟨D, I⟩ for V is a pair S = ⟨D, I⟩ where D is
a (non-empty) domain and I is a function interpreting constants, predicate symbols and function symbols of L, satisfying
the following conditions: I(c) ∈ D, I(pn) : Dn → V is an n-ary predicate, and I(f n) : Dn → D is an n-ary function. I is
extended to interpret closed terms as follows: I(f (t1, . . . , tn)) = I(f )(I(t1), . . . , I(tn)).
2. Given an L-structure S = ⟨D, I⟩ for V , we extend the language L by the set of individual constants {a | a ∈ D}, and I is
extended as follows: I(a) = a. The resulting language is denoted by L(D).
3. A L-structure S = ⟨D, I⟩ satisfies a closed signed atomic formula of the form s : p(t) if I(p)(I(t)) = s. S satisfies a closed
clauseΩ if it satisfies some γ ∈ Ω . S satisfies a setΘ of closed clauses if it satisfies every clause inΘ . S satisfies a clause
Ω if for every closed L(D)-instance Ω ′ of Ω , S satisfies Ω . A set of clauses Θ is satisfiable if there exists some structure
S = ⟨D, I⟩, which satisfies every closed L(D)-instance ofΘ .
4. A clauseΩ follows from a set of clausesΘ if whenever a structure S satisfiesΘ , it also satisfiesΩ .
Definition 2.7 (Axioms and Rules). Let V = {l1, . . . , ln} be a finite set of signs.
1. A logical axiom for V is a sequent of the form {l1 : ψ, l2 : ψ, . . . , ln : ψ}.
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2. The cut3, weakening, substitution and α-conversion rules for V are as follows:
Ω ∪ {l : ψ | l ∈ L1} Ω ∪ {l : ψ | l ∈ L2}
Ω ∪ {l : ψ | l ∈ L1 ∩ L2} Cut
Ω






where L1, L2 ⊆ V and l ∈ V , Ω ′ is some L-instance of Ω , and Ω ′′ is obtained from Ω by some renaming of bound
variables.
Remark 2.8. Note that unlike in [5,7], we use an α-conversion rule instead of an α-axiom of the form {l1 : ψ1, l2 :
ψ2, . . . , ln : ψn}, where ψ1 ≡α ψ2 · · · ≡α ψn. The reason for this will become clear in the sequel.
The following proposition follows from the completeness of many-valued resolution [10]. An alternative proof is a
simplification of Proposition 4.13 in the sequel.
Proposition 2.9. Let Θ be a set of clauses and Ω - a clause. Then Ω follows from Θ iff there is some Ω ′ ⊆ Ω , such that Ω ′ is
derivable fromΘ by cuts and substitutions.
Corollary 2.10. Let Θ be a set of clauses. The empty sequent can be derived from Θ using cuts and substitutions iff Θ is not
satisfiable.
Proof. Follows from the above proposition and the fact thatΘ is unsatisfiable iff the empty sequent follows fromΘ . 
2.2. Non-deterministic matrices
Nmatrices are a generalization of ordinary multi-valued matrices, where the truth-value assigned to a complex formula
is chosen non-deterministically out of a set of options. Below we shortly reproduce the relevant definitions from [2,5].
Definition 2.11 (Nmatrices). A non-deterministic matrix (Nmatrix) for L is a tupleM = ⟨V,D,O⟩4, which satisfies: (i)V is a
non-empty set of truth values (signs), (ii)D (designated truth values) is a non-empty proper subset ofV and (iii)O includes
a function Q˜ : P+(Vn)→ P+(V) for every n-ary quantifierQ of L.
Definition 2.12 (Congruence Between Terms and Formulas). Let S be an L-structure. The relation ∼S between terms of L(D)
is defined inductively as follows:
• x ∼S x
• For closed terms t, t′ of L(D): t ∼S t′ when I(t) = I(t′).
• If t1 ∼S t′1, . . . , tn ∼S t′n, then f (t1, . . . , tn) ∼S f (t′1, . . . , t′n).
The relation∼S between formulas of L(D) is defined as follows:
• If t1 ∼S t′1, t2 ∼S t′2, . . . , tn ∼S t′n, then p(t1, . . . , tn) ∼S p(t′1, . . . , t′n).
• If ψ1{z/x} ∼S ϕ1{z/y}, . . . , ψn{z/x} ∼S ϕn{z/y}, where x and y are distinct variables and z is a new variable, then
Qx(ψ1, . . . , ψn) ∼S Qy(ϕ1, . . . , ϕn) for any n-ary quantifierQ of L.
Intuitively,ψ ∼S ψ ′ ifψ ′ can be obtained fromψ by possibly renaming bound variables and by any number of substitutions
of a closed term t for another closed term s, so that I(t) = I(s). This congruence is of course natural for languages with
equality. The motivation for this definition in our case (where L is without equality) is purely technical and is related to
extending the language with the set of individual constants {a | a ∈ D} (recall Definition 2.6). Suppose t is a closed L-term,
such that I(t) = a ∈ D. Since a also has an individual constant a referring to it, we would like to be able to substitute t for a
in every context.
Lemma 2.13 ([5]). If Qx(ψ1, . . . , ψn) ∼S Qz(φ1, . . . , φn), then ψ1{t/x} ∼S φi{t/z} for every 1 ≤ i ≤ n and every closed
L-term t.
Definition 2.14 (M-legal Valuations). Let M = ⟨V,D,O⟩ be an Nmatrix for L and S = ⟨D, I⟩ a structure for V . Let
F ⊆ FrmL(D) be some set of sentences closed under subformulas5. A partial S-valuation v : F → V is legal inM if it satisfies:
3 The cut is a variation of the basic resolution rule of [10].
4 The set of designated truth-values D in M = ⟨V,D,O⟩ is needed for defining the consequence relation which is induced by M between sets of
L-formulas andL-formulas (see e.g. [5]). In contrast, the consequence relation⊢M used in this paper is between sets of signed sequents and signed sequents,
so the set of designated truth-values plays no role in this context. However, the former consequence relation can be fully characterized in terms of the
latter, see e.g. [3].
5 The notion of subformulas is defined standardly, i.e., any formula of the formψi{t/x}, where 1 ≤ i ≤ n and t is any L-term free for x inψi is a subformula
ofQx(ψ1, . . . , ψn).
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• If ψ ∼S ψ ′, then v(ψ) = v(ψ ′).
• v(p(t1, . . . , tn)) = I(p)(I(t1), . . . , I(tn)).
• v(Qx(ψ1, . . . , ψn)) ∈ Q({⟨v(ψ1{a/x}), . . . , v(ψn{a/x})⟩ | a ∈ D}).
A partialMG-legal S-valuation v : F → V is a (full)MG-legal S-valuation if F = FrmL(D).
The following is an easy extension of the analycity property of Nmatrices (see, e.g. [6]):
Proposition 2.15. LetM = ⟨V,D,O⟩ be an Nmatrix for L and S = ⟨D, I⟩ a structure for V . Let F ⊆ FrmL(D) be some set of
sentences closed under subformulas. Any partialMG-legal S-valuation v : F → V can be extended to a fullMG-legal valuation.
Definition 2.16 (The Semantic Framework). LetM = ⟨V,D,O⟩ be an Nmatrix for L and S an L-structure for V .
1. AnM-legal S-valuation v satisfies a closed signed formula γ =(l : ψ), denoted by v |=M (l : ψ), if v(ψ) = l.
2. AnM-legal S-valuation v satisfies a sequentΩ of closed signed formulas, denoted by v |=M Ω , if there is some γ ∈ Ω ,
such that v |=M γ . v satisfies a sequentΩ of signed formulas, denoted by v |=M Ω , if for every L(D)-instanceΩ ′ ofΩ:
v |=M Ω ′.
3. Denote Θ ⊢M Ω if for every L-structure S and every M-legal S-valuation v which satisfies all the sequents in Θ , v
satisfiesΩ as well.
Remark 2.17. Sequents are interpreted here as a disjunction of statements (like in [9,11]), saying that some formula takes a
particular truth-value (interpreting sequents in a dual way corresponds to the method of analytic tableaux, see e.g. [8,14]).
Definition 2.18 (Soundness and Completeness). A signed calculus G is strongly sound for an NmatrixM if Θ ⊢G Ω implies
Θ ⊢M Ω . G is strongly complete forM ifΘ ⊢M Ω impliesΘ ⊢G Ω .M is a strongly characteristicNmatrix for G if G is strongly
sound and strongly complete forM.
3. Canonical signed calculi
In this section we extend the notion of ‘‘canonical calculi’’ from [5,7] to the case of signed calculi with multi-ary
quantifiers. Intuitively, a ‘‘canonical’’ rule should introduce exactly one logical constant, and no other logical constants
should be mentioned anywhere else in the rule. In order to represent canonical rules we use a simplified language which
abstracts over the internal structure of L-formulas. For a single canonical rule introducing some n-ary quantifier, this
representation language includes the unary predicate symbols p1, . . . , pn and some finite sets of variables and constants: a
constant signifies the case of a term variable, while a variable signifies an eigenvariable.
Definition 3.1 (QLn(Con)). For n ≥ 1 and a finite set of constants Con, QLn(Con) is the first-order language with n unary
predicate symbols p1, . . . , pn and the set of constants Con (QLn(Con) contains no quantifiers or logical connectives).
In case the set Con is clear from context, we will write QLn instead of QLn(Con).
Definition 3.2 (Canonical Rules). A signed canonical quantifier rule of over a finite set of signs V is an expression of the form
[Θ/ S : Q], whereQ is an n-ary quantifier, S ⊆ V , andΘ = {Σ1, . . . ,Σm}, where for all 1 ≤ j ≤ m,Σj is a clause over QLn
(i.e. it consists of signed formulas of the form s : pi(x) or s : pi(c), where s ∈ V and 1 ≤ i ≤ n).
Example 3.3. The standard Gentzen-type introduction rules for ∀ are usually formulated as follows:
Γ ⇒ ψ{z/w},∆
Γ ⇒ ∀wψ,∆
Γ , ψ{t/w} ⇒ ∆
Γ ,∀wψ ⇒ ∆
where z is free for w in ψ , z is not free in Γ ∪ ∆ ∪ {∀wψ}, and t is any term free for w in ψ . Using the notation in
Remark 2.3, applications of the standard Gentzen-type introduction rules for ∀ have the following forms:
Ω, t : ψ{z/w}
Ω, t : ∀wψ
Ω, f : ψ{t/w}
Ω, f : ∀wψ
where z and t are free forw inψ and z does not occur free inΩ∪{∀wψ}. The canonical representation of these rules will be:
[{{t : p1(x)}}/ {t} : ∀] [{{f : p1(c1)}}/{f } : ∀]
This shows that for instantiating a canonical rule we need a context and some notion of a mapping from the terms and
formulas of QLn to the terms and formulas of L, which handles with care the choice of terms and variables of L, so that they
satisfy the appropriate conditions.
Definition 3.4 (⟨R,Ω, z⟩-mapping). For a canonical rule R = [Θ/ S : Q] and a sequent Ω over L, an ⟨R,Ω, z⟩-mapping is
any function χ from the predicate symbols, terms and formulas of QLn to formulas and terms of L, satisfying the following
conditions:
• For every 1 ≤ i ≤ n, χ(pi) is an L-formula.
• χ(y) is a variable of L.
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• χ(x) ≠ χ(y) for every two variables x ≠ y of QLn.
• χ(c) is an L-term, such that χ(x) does not occur in χ(c) for any variable x occurring inΘ .
• For every 1 ≤ i ≤ n, if pi(t) occurs inΘ , χ(t) is a term free for z in χ(pi), and if t is a variable, then χ(t) does not occur
free inΩ ∪ {Qz(χ(p1), . . . , χ(pn))}.
• χ(pi(t)) = χ(pi){χ(t)/z}.
χ is extended to sequents as follows: χ(Σ) = {a : χ(ψ) | a : ψ ∈ Σ}.
Definition 3.5 (Application of Canonical Rules). Let Q be an n-ary quantifier. An application of a canonical quantifier rule
R = [{Σ1, . . . ,Σm}/ S : Q] is any inference step of the form:
Ω ∪ χ(Σ1) . . . Ω ∪ χ(Σm)
Ω ∪ S : Qz(χ(p1), . . . , χ(pn))
whereΩ is a sequent and χ is some ⟨R,Ω, z⟩-mapping.
Example 3.6. The introduction rules for the bounded universal binary quantifier ∀ overV = ⟨t,⊤, f ,⊥⟩ can be formulated
as follows (taking t and⊤ as the designated truth-values, this is a natural generalization of its classical interpretation):
[ { { f : p1(x),⊥ : p1(x), t : p2(x),⊤ : p2(x)} } / {t,⊤} : ∀ ]
[ { {t : p1(c1),⊤ : p1(c1)}, { f : p2(c1),⊥ : p2(c1)} } / {f ,⊥} : ∀ ]
Their applications have the forms:
Ω ∪ { f : ψ1{y/z},⊥ : ψ1{y/z}, t : ψ2{y/z},⊤ : ψ2{y/z}}
Ω ∪ {t : ∀z(ψ1, ψ2),⊤ : ∀z(ψ1, ψ2)}
Ω ∪ {t : ψ1{t1/z},⊤ : ψ1{t1/z}} Ω ∪ { f : ψ2{t1/z},⊥ : ψ2{t1/z}}
Ω ∪ { f : ∀z(ψ1, ψ2),⊥ : ∀z(ψ1, ψ2)}
where t1 and y satisfy the appropriate conditions.
Example 3.7. Consider a calculus for V = {t, f ,⊥}with the following introduction rules for a ternary quantifierQ3:
[{{t : p1(x), f : p2(x),⊥ : p2(x)}, {t : p3(c1), f : p2(c1)}}/ {t,⊥} : Q3]
{{⊥ : p2(y)}, {t : p3(c2), f : p3(c2)}, {⊥ : p1(c3)}}/ { f ,⊥} : Q3]
Their applications have the forms:
Ω ∪ {t : ψ1{y/z}, f : ψ2{y/z},⊥ : ψ2{y/z}} Ω ∪ {t : ψ3{t1/z}, f : ψ2{t1/z}}
Ω ∪ {t : Q3z(ψ1, ψ2, ψ3),⊥ : Q3z(ψ1, ψ2, ψ3)}
Ω ∪ {⊥ : ψ2{y/z}} Ω ∪ {t : ψ3{t2/z}, f : ψ3{t2/z}} Ω ∪ {⊥ : ψ1{t3/z}}
Ω ∪ { f : Q3z(ψ1, ψ2, ψ3),⊥ : Q3z(ψ1, ψ2, ψ3)}
where t1, t2, t3, y satisfy the appropriate conditions.
We are now ready to define the notion of canonical signed calculi with multi-ary quantifiers.
Definition 3.8 (Canonical Calculi). We say that a signed calculus over V is canonical if it consists of:
• All logical axioms for V .
• The rules of cut, weakening, α-conversion and substitution.
• A finite number of signed canonical quantifier rules with disjoint sets of constants and variables6
Although we can define arbitrary canonical signed systems, our main quest (according to the thesis presented above) is
for systems, the syntactic rules of which determine the semantic meaning of the logical connectives they introduce. Thus
we are interested in calculi with a ‘‘reasonable’’ (or ‘‘non-contradictory’’) set of rules, which allows for defining a sound and
complete semantics for the system. Belowwe generalize the coherence criterion of [5,7] to the context of signed calculi with
multi-ary quantifiers.
Definition 3.9 (Coherence). A canonical calculus G is coherent if Θ1 ∪ · · · ∪ Θm is unsatisfiable whenever [Θ1/ S1 : Q],
. . . , [Θm/ Sm : Q] is a set of rules of G, such that S1 ∩ · · · ∩ Sm = ∅.
Note that by Proposition 2.10, the above definition of coherence can be translated into a purely syntactic one.
6 For simplicity of presentation, in this paper we assume that all canonical rules have disjoint sets of variables and constants. However, this assumption
is not necessary: renaming can be used instead, see [5] for details).
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Example 3.10. Consider a canonical calculus over V = {t,⊤, f }with the following rules for a unary quantifierQ:
R1 = [ { {t,⊤} : p1(x) } / {t,⊤} : Q ]
R2 = [ { {⊤, f } : p1(y) } / {⊤, f } : Q ]
R3 = [ { {t, f } : p1(c1) } / {t, f } : Q ]
Since {t,⊤} ∩ {⊤, f } ∩ {t, f } = ∅, we need to check whether the empty sequent is derivable (using cuts and substitutions)
from the set of premises of these rules:
{t, f } : p1(c1)
{t,⊤} : p1(x)
{t,⊤} : p1(c1) Sub
{t} : p1(c1) Cut
{⊤, f } : p1(y)
{⊤, f } : p1(c1) Sub
∅ Cut
Thus this calculus is coherent (note that each pair of premises is consistent, but the three of them together are not).
Next we define the following notions of cut-elimination in canonical calculi:
Definition 3.11 (Notions of Cut-elimination). Let G be a canonical signed calculus.
1. For a set of sequentsΩ , a cut is aΘ-cut if the cut formula is a substitution instance of some formula fromΘ . We say that
a proof isΘ-cut-free if the only cuts in it areΘ-cuts.
2. A cut is called Θ-analytic if the cut formula is a substitution instance of a subformula of some formula from Θ . A proof
is calledΘ-analytic7 if all cuts in it areΘ-analytic. We say that a sequentΩ has a proper proof fromΘ in GwheneverΩ
has aΘ ∪ {Ω}-analytic proof fromΘ .
3. A canonical calculus G admits strong cut-elimination if wheneverΘ ⊢G Ω , whereΘ ∪ {Ω} satisfy FV-cond,Ω has in G a
Θ-cut-free proof fromΘ .
4. G admits strong analytic cut-elimination if whenever Θ ⊢G Ω , where Θ ∪ {Ω} satisfy FV-cond, Ω has in G a Θ ∪ {Ω}-
analytic proof fromΘ .
Example 3.12. Consider the following calculus G′ for a language with a binary quantifierQ andV = {r, s, l}. The rules of G′
are as follows:
R1 = {{r : p1(d)}}/{r, s} : Qx(p1(x), p2(x))}
R2 = {{r : p1(c)}}/{s, l} : Qy(p1(y), p2(y))}
In the following proof in G′, the cut in the final step is analytic:
{s, r, l} : p1(c)
{s, l} : p1(c), {s, l} : Qz(p1(z), p2(z))
{s, r, l} : p1(c)
{s, l} : p1(c), {s, r} : Qz(p1(z), p2(z))
s : p1(c), l : p1(c), s : Qz(p1(z), p2(z))
4. Modular semantics for canonical calculi
In this section we providemodular non-deterministic semantics for every coherent canonical calculus. We start with the
most basic calculus, the one without any canonical rules. Then we proceed by defining the semantic effect that an addition
of an arbitrary canonical rule has on the basic Nmatrix. The coherence of the calculus guarantees that the semantic effects of
the added canonical rules are not contradictory, and so a characteristic Nmatrix can be obtained by combining the semantic
effects of all its rules. Thismethod leads to a concrete interpretation of Gentzen’s thesis, i.e. of the sense inwhich the syntactic
rules of a canonical calculus ‘‘determine’’ the semantic meaning of the logical constants they introduce.
Definition 4.1. G(L,V)0 is the canonical calculus for a language L and a finite set of signs V , whose set of canonical rules is
empty.
Henceforth we fix the language L and the set of signs V , and write G0 instead of G
(L,V)
0 . It is easy to see that G0 is
(trivially) coherent. We now define a strongly characteristic Nmatrix for G0. It has the maximal degree of non-determinism
in interpreting all of the quantifiers of L.
Definition 4.2 (M0). LetM0 = ⟨V,D,O⟩ be any Nmatrix, such that for every n-ary quantifierQ of L: Q˜(E) = V for every
E ∈ P+(Vn).
Theorem 4.3. M0 is a strongly characteristic Nmatrix for G0
7 This is a generalization of the notion of analytic cut (see e.g. [12]).
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The proof is a simplified version of the proof of Theorem 4.14 in the sequel.
In order to analyze the semantic effects of canonical rules, we shall need the following technical notions.
Notation 4.4. In addition to L-structures, below we use QLn-structures (for the simplified language QLn). To differentiate
between these two types of structures, we use the metavariable S for the former, andN for the latter.
Definition 4.5 (E-satisfiability). For E ∈ P+(Vn), we say that a set of sequentsΘ over QLn is E-satisfiable if there exists an
QLn-structure N = ⟨D, I⟩, such that N satisfies Θ and {⟨I(p1)(a), . . . , I(pn)(a)⟩ | a ∈ D} = E . In this case we say that N
E-satisfiesΘ .
It is convenient to define a special kind of finite QLn-structures which we call standard. These structures are sufficient to
reflect the behavior of all possible QLn-structures.
Definition 4.6 (Standard QLn-structures). Let E ∈ P+(Vn). An QLn-structure N = ⟨D, I⟩ is E-standard if D = E and for
every b = ⟨s1, . . . , sn⟩ ∈ D and every 1 ≤ i ≤ n: I(pi)(b) = si.
Remark 4.7. Note that the above definition does not specify the interpretation of constants in a E-structure, and so for a
given E , such structure is not necessarily unique.
Lemma 4.8. A set of clauses over QLn is E-satisfiable iff it is satisfiable by some E-standard structure.
Proof. For one direction, it is easy to see that in any E-standard structure N = ⟨D, I⟩ it holds that {⟨I(p1)(a), . . . ,
I(pn)(a)⟩ | a ∈ D} = E , and the claim easily follows. For the converse direction, suppose that Θ is E-satisfiable. Let
N0 = ⟨D0, I0⟩ be an QLn-structure which E-satisfies Θ . Let N = ⟨D, I⟩ be the E-standard structure in which I(c) =
⟨I0(p1)(I0(c)), . . . , I0(pn)(I0(c))⟩ for every constant c of QLn . We now show thatN = ⟨D, I⟩ also satisfiesΘ . Now letΩ ∈ Θ
and let Ω ′ be some closed QLn(D)-instance of Ω . We note that Ω ′ might not be a closed QLn(D0)-instance of Ω since it
may contain individual constants of the form ⟨a1, . . . , an⟩ for some ⟨a1, . . . , an⟩ ∈ D. Since ⟨a1, . . . , an⟩ ∈ D = E and
N0 = ⟨D0, I0⟩ E-satisfiesΘ , there must be some b ∈ D0 such that ⟨I0(p1)(b), . . . , I0(pn)(b)⟩ = ⟨a1, . . . , an⟩. We denote it by
b⟨a1,...,an⟩. ObtainΩ0 fromΩ
′ by replacing each individual constant ⟨a1, . . . , an⟩ by the individual constant b⟨a1,...,an⟩. Clearly,
Ω0 is now an QLn(D0)-instance ofΩ . HenceN0 satisfiesΩ0, and so there is some s : pi(t) ∈ Ω0, such that I0(pi)(I0(t)) = s. If
t is some constant c of QLn, then s : pi(t) ∈ Ω ′ and I(pi)(I(c)) = I(pi)(⟨I0(p1)(I0(c)), . . . , I0(pn)(I0(c))⟩) = I0(pi)(I0(c)) = s.
Otherwise t is an individual constant b⟨a1,...,an⟩ for some ⟨a1, . . . , an⟩ ∈ D, and it holds that s : pi(⟨a1, . . . , an⟩) ∈ Ω ′ and
I0(t) = b⟨a1,...,an⟩. Then also I(pi)(I(⟨a1, . . . , an⟩)) = I(pi)(⟨a1, . . . , an⟩) = I(pi)(⟨I0(p1)(b⟨a1,...,an⟩), . . . , I0(pn)(b⟨a1,...,an⟩)⟩) =
I0(pi)(b⟨a1,...,an⟩) = s. HenceN also satisfiesΩ ′, and so it also satisfiesΘ . 
Proposition 4.9. The question whether a finite set of sequents over QLn is E-satisfiable is decidable.
Proof. Let E ∈ P+(Vn) and let Θ be a finite set of sequents over QLn. By Lemma 4.8, the question of E-satisfiability of Θ
is reducible to the question whether Θ is satisfiable in an E-standard structure. Since there are finitely many constants in
Θ , there are finitely many E-standard structures to check. Finally, the satisfiability of Θ in a given E-standard structure is
decidable. 
Proposition 4.10. Let Θ1,Θ2 . . . ,Θm be sets of clauses over QLn with disjoint sets of constants. Let E ∈ P+(Vn). If Θi is
E-satisfiable for every 1 ≤ i ≤ n, then so isΘ1 ∪Θ2 · · · ∪Θm.
Proof. Suppose thatΘi is E-satisfiable for all 1 ≤ i ≤ n. Then by Lemma 4.8,Θi is satisfiable by some E-standard structure
Ni. Let N be any E-standard structure in which I(c) = Ii(c) if c occurs in Θi. Since the sets of constants are disjoint, N is
well-defined, and clearlyN satisfiesΘi for all 1 ≤ i ≤ n. HenceN satisfiesΘ1 ∪Θ2 · · · ∪Θm. 
Definition 4.11 (MG). Let G be a canonical calculus.
1. Define an application of a rule [Θ/ S : Q] of G for some n-ary quantifierQ on E ∈ P+(Vn) as follows:
[Θ/ S : Q](E) =

S ifΘ is E-satisfiable
V otherwise
2. MG = ⟨V,D,O⟩, the characteristic Nmatrix of G, is defined as follows for every n-ary quantifier Q and every
E ∈ P+(Vn):
Q˜MG(E) = V ∩

{[Θ/ S : Q](E) | [Θ/ S : Q] ∈ G}
Proposition 4.12. If G is coherent, thenMG is well-defined.
Proof. It suffices to check that Q˜MG(E) is never empty. Suppose by contradiction that for some E ∈ P+(Vn), Q˜(E) = ∅.
That means that there are some rules [Θ1/ S1 : Q], . . . , [Θm/ Sm : Q], such that S1 ∩ · · · ∩ Sm = ∅ and Θ1, . . . ,Θm are
E-satisfiable. By Proposition 4.10 (recall our assumption in Definition 3.8 that the sets of constants in the rules of G are
disjoint),Θ1 ∪ · · · ∪Θm is satisfiable, in contradiction to our assumption about the coherence of G. 
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Proposition 4.13. Let G be a coherent canonical calculus. LetΘ be a set of sequents andΩ a sequent, such thatΘ ∪{Ω} satisfies
FV-cond. IfΩ has no proper proof fromΘ in G (see Definition 3.11), thenΘ ⊬MGΩ .
The proof is in Appendix.
Corollary 4.14. For every coherent canonical calculus G,MG is strongly characteristic for G.
Proof. The proof of strong soundness is not hard and is left to the reader. For strong completeness, assume that Θ ⊬GΩ .
Then Ω has no proper proof from Θ in G. If Θ ∪ {Ω} does not satisfy the free-variable condition, obtain Θ ′ and Ω ′ using
fresh variables, so thatΘ ′∪{Ω ′} satisfies the condition (otherwiseΩ ′ = Ω andΘ ′ = Θ). Then alsoΩ ′ has no proper proof
from Θ ′ in G, and by Proposition 4.13, Θ ′ ⊬MGΩ ′. Then there exists some L-structure S and anMG-legal valuation v, such
that v satisfiesΘ ′, but does not satisfyΩ ′. Since anyMG-legal valuation respects the α-equivalence relation, it follows that
Θ ⊬MGΩ . 
Corollary 4.15. Any coherent canonical calculus admits strong analytic cut-elimination.
Proof. Let G be a coherent canonical calculus and suppose thatΘ ⊢G Ω , whereΘ ∪ {Ω} satisfy the free-variable condition.
By Corollary 4.14,Θ ⊢MG Ω , and by Proposition 4.13,Ω has a proper proof fromΘ in G. 
Example 4.16. Let us show the construction ofMG for the calculus G over V = {t, f ,⊤,⊥}with the following rules:
R1 = [{ {t : p1(x),⊤ : p1(x)} }/ {t,⊤, f } : ∃ˆ]
R2 = [{{t : p1(c1),⊤ : p1(c1)}}/ {t,⊤} : ∃ˆ]
R3 = [{ {⊤ : p1(c3)}, { f : p1(c2),⊥ : p1(c2)} }/ {t,⊤,⊥} : ∃ˆ]
R4 = [{ { f : p1(x),⊥ : p1(x), t : p2(x),⊤ : p2(x)} }/ {t,⊤} : ∀]
R5 = [{ {t : p1(c4)}, { f : p2(c4),⊥ : p2(c4)} }/ { f ,⊥} : ∀]
MG is defined as follows for every E1 ∈ P+(V) and E2 ∈ P+(V2):
˜ˆ∃MG(E1) =




{t,⊤} for every ⟨x, y⟩ ∈ E2, either x ∉ {t,⊤} or y ∉ { f ,⊥}
{ f ,⊥} ⟨t, f ⟩ ∈ E2 or ⟨t,⊥⟩ ∈ E2
V otherwise
Let us explain howMG is obtained. The rules R1, R2 and R3 determine
˜ˆ∃MG . The premise of R1 is E-satisfiable for any non-
empty E ⊆ {t,⊤}, the premise of R2 is E-satisfiable for any E such that E ∩ {t,⊤} ≠ ∅, and the premises of R3 are
E-satisfiable for any E ∈ P+(V) such that ⊤ ∈ E and E ∩ { f ,⊥} ≠ ∅. Let us compute ∃˜MG(E) for E = {t,⊤} for
instance. R1(E) = {t,⊤, f }, R2(E) = {t,⊤} and R3(E) = V (since the premises of R3 are not {t,⊤}-satisfiable). Thus
Q˜MG(E) = R1(E)∩ R2(E)∩ R3(E) = {t,⊤}. In a similar method one can compute ∃˜MG(E) for all E ∈ P+(V). Now to ∀˜MG : it
is affected by the rules R4 and R5. Let E ∈ P+(V2) such that E ∩ {⟨x, y⟩ | x ∈ {t,⊤} and y ∈ { f ,⊥}} = ∅. The premise of R4
is E-satisfiable, while the premise of R5 is not. Thus R4(E) = {t,⊤} and R4(E) = V , and ∀˜MG(E) = R4(E)∩ R5(E) = {t,⊤}.
Similar explanations apply to the rest of the cases.
We now come to the main result of this paper, establishing a direct correspondence in canonical calculi between strong
analytic cut-elimination, coherence and the existence for them of finite strongly characteristic Nmatrices.
Theorem 4.17. Let G be a canonical calculus. The following statements concerning G are equivalent:
1. G is coherent.
2. G has a strongly characteristic finite Nmatrix.
3. G admits strong analytic cut-elimination.
Proof. (1)⇒ (2) follows by Corollary 4.14. (1)⇒ (3) follows by Corollary 4.15. Nowweprove that (3)⇒ (1). Suppose that
G admits strong analytic cut-elimination, but is not coherent. Then there are some rules [Θ1 : / S1 : Q], . . . , [Θm : / Sm : Q]
in G, such that Θ = Θ1 ∪ · · · ∪ Θm is consistent and S1 ∩ · · · ∩ Sm = ∅. Then by applying the above canonical rules on Θ
and then (non-analytic) cut, the empty sequent has a proof from Θ in G. However, it is easy to see that the empty sequent
has no proper proof fromΘ in G (sinceΘ is consistent), in contradiction to our assumption. 
Next we prove that (2) ⇒ (1). Suppose that G has a strongly characteristic finite Nmatrix M and suppose for
contradiction that G is not coherent. Then there are some rules R1 = [Θ1 : /S1 : Q], . . . , Rm = [Θm : /Sm : Q] in G,
such that Θ = Θ1 ∪ · · · ∪ Θm is satisfiable and S1 ∩ · · · ∩ Sm = ∅. By applying the rule Rj on Θj for all 1 ≤ j ≤ m, we get
a proof of Sj : Qx(p1(x), . . . , pn(x)). Then by applying cuts we derive the empty sequent from Θ1 ∪ · · · ∪ Θm. We have a
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QLn-structure which satisfies Θ . Then there also exists an L-structure which satisfies Θ , and the empty set should also be
satisfiable by the strong soundness of G forM, reaching a contradiction.
A note is in place concerning strong cut-elimination (as opposed to the strong analytic one). Although coherence is
sufficient for characterizing this kind of cut-elimination for the Gentzen-type calculi of [2,5], this is not the case for signed
canonical calculi with more than two signs. This can be demonstrated by the following example:
Example 4.18. Consider the following calculus G′ for a language with a unary quantifierQ and for V = {t, f ,⊥}. The rules
of G′ are as follows:
R1 = {{t : p1(c1)}}/ {t, f } : Q} R2 = {{ f : p1(c2)}}/ { f ,⊥} : Q}
Clearly, G′ is coherent. However, the following sequent is provable in G′, although it clearly has no cut-free proof in G′:
t : p1(c1), f : p1(c1),⊥ : p1(c1)
f : p1(c1),⊥ : p1(c1), { f ,⊥} : Qxp1(x) R1
t : p1(c2), f : p1(c2),⊥ : p1(c2)
t : p1(c2),⊥ : p1(c2), {t, f } : Qxp1(x) R2
f : p1(c1),⊥ : p1(c1), t : p1(c2),⊥ : p1(c2), f : Qxp1(x) cut
We conclude that coherence is not a sufficient condition for strong cut-elimination. A full characterization of strong cut-
elimination is given in [7] for the propositional case (i.e., a criterionwhich is not only sufficient but also necessary).Whether
such constructive characterization exists for the case of multi-ary quantifiers is a question for further research.
Appendix. Proof of Proposition 4.13
It is easy to see that we can limit ourselves to the language Lr , which is a subset of L and consists of all the constants and
predicate and function symbols occurring in Θ ∪ {Ω}. Let T be the set of all the terms of Lr which do not contain variables
occurring bound inΘ ∪{Ω}. Denote by Υ the set of all the Lr -instances of subformulas (with respect to Lr ) of formulas from
Ω ∪ {Ω}. It is a standard matter to show thatΩ can be extended to a setΩ∗, which satisfies the following properties:
1. Ω∗ ⊆ Υ .
2. For every finiteΩ ′ ⊆ Ω∗,Ω ′ has no proper proof fromΘ in G.
3. For every ψ,ψ ′ ∈ Υ , such that ψ ≡α ψ ′, a : ψ ∈ Ω∗ implies a : ψ ′ ∈ Ω∗.
4. For everyΣ ∈ Θ there is some a : ψ ∈ Σ , such that for every l ∈ V \ {a} it holds that l : ψ ′ ∈ Ω∗ for every Lr -instance
ψ ′ of ψ .
5. If b1 : Qx(ψ1, . . . , ψn), . . . , bk : Qx(ψ1, . . . , ψn) ∈ Ω∗ and there arem rules inG of the form [Θ1/ S1 : Q], . . . , [Θm/ Sm :
Q] in G, such that S1 ∩ · · · ∩ Sm = {b1, . . . , bk}, then there is some 1 ≤ j ≤ m and some Σ ∈ Θj, such that: (a) If
a : pi(c) ∈ Σ for some 1 ≤ i ≤ n, then a : ψi{t/ x} ∈ Ω∗ for every term t ∈ T, and (b) For every variable x occurring in
Σ , if a : pi(x) ∈ Σ for some 1 ≤ i ≤ n, then a : ψi{t/x} ∈ Ω∗ for some t ∈ T.
Next we define the Lr -structure S = ⟨D, I⟩ as follows. D = T, I(c) = c , I(f )(t1, . . . , tn) = f (t1, . . . , tn), and I(p)(t1, . . . , tn)
= a, where a ∈ V is such that a : p(t1, . . . , tn) ∉ Ω∗ (such a exists since otherwise Ω∗ would contain a logical axiom, in
contradiction to property 2).
For an Lr(D)-formulaψ we denote by ψ (t) the Lr -formula obtained fromψ (t) by replacing every individual constant of
the form s (for s ∈ T) by the term s. We will also need the following easy propositions:
(a) For every closed Lr(D)-term s: I(s) =s.
(b) For every two closed Lr(D)-formulas ψ,ψ ′: if ψ ∼S ψ ′, then ψ ≡α ψ ′.
(c) For every Lr(D)-formula ψ and every t ∈ T:ψ{t/x} = ψ{t/x}.
We would now like to define the partial S-valuation v on all closed Lr(D)-instances of formulas from Υ , which satisfies
(d) v(ψ) : ψ ∉ Ω∗ and (e) v(ψ) = v(ψ ′) whenever ψ ∼S ψ ′. To ensure the latter property, we first define a
mapping ρ to V from all the equivalence classes under ∼S of all closed Lr(D)-instances of formulas from Υ , such that (f)
ρ([[ψ]]) : ψ ∉ Ω∗8 (where [[ψ]] denotes the equivalence class of ψ under ∼S). We define ρ([[ψ]]) by induction on the
complexity of the formulas in [[ψ]] (it is easy to see that all the ∼S-equivalent formulas have the same complexity). For
the base case, ρ([[p(t1, . . . , p(tn))]]) = I(p)(I(t1), . . . , I(tn)). To show that (f) holds in this case, let ψ = p(s1, . . . , sn)
and let ψ = p(t1, . . . , tn). Then ti = si, and by (a) above, I(si) = ti. ρ([[p(s1, . . . , sn)]]) = I(p)(I(s1, . . . , I(sn))) =
I(p)(t1, . . . , tn) = a, such that a : p(t1, . . . , tn) ∉ Ω∗.
Suppose we have defined ρ for equivalence classes of formulas with complexity up to l. Next consider [[ψ]], where
ψ = Qx(ψ1, . . . , ψn) and each ψi{t/x} (for a closed Lr(D)-term t) is of complexity at most l. Note that by Lemma 2.13
for every Qz(φ1, . . . , φn) ∈ [[ψ]], φi{t/z} ∼S ψi{t/x} for every 1 ≤ i ≤ n and every closed Lr(D)-term t. Then
ρ([[ψi{t/x}]]) is already defined for each i and t, and by the induction hypothesis ρ([[ψi{t/x}]]) : ψi{t/x} ∉ Ω∗. Let
E = {⟨ρ([[ψ1{t/x}]]), . . . , ρ([[ψn{t/x}]])⟩| t ∈ T} and suppose that Q˜MG(E) = {b1, . . . , bk}. We would now like to choose
8 Note that by (b) above and property 3 ofΩ∗ the property (f) is well-defined and does not depend on the choice of the representative of the equivalence
class.
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some value among {b1, . . . , bk} for ρ([[ψ]]), so that the property (f) is satisfied. Suppose for contradiction that (f) cannot
be satisfied, that is b1 : ψ, . . . , bk : ψ ∈ Ω∗. Clearly, {b1, . . . , bk} ≠ V (since otherwiseΩ∗ would contain a logical axiom),
hence by the definition ofMG there are some rules in G which have the forms [Θ1/ S1 : Q], . . . , [Θm/ Sm : Q] in G, such
that S1 ∩ · · · ∩ Sm = {b1, . . . , bk}, whereΘ1 ∪ . . . ∪Θm are E-satisfiable. Denote byN = ⟨D0, I0⟩ the QLn-structure which
E-satisfies Θ1 ∪ . . . ∪ Θm. Since ψ = Qx(ψ1, . . . ,ψn), by property 5 of Ω∗ there is some 1 ≤ j ≤ m and some Σ ∈ Θj,
such that: (i) If a : pi(c) ∈ Σ for some 1 ≤ i ≤ n, then a : ψi{t/ x} ∈ Ω∗ for every term t ∈ T, and (ii) For every
variable x occurring in Σ , if a : pi(x) ∈ Σ for some 1 ≤ i ≤ n, then a : ψi{tx/x} ∈ Ω∗ for some tx ∈ T. Now since
E = {⟨I0(p1)(a), . . . , I0(pn)(a)⟩| a ∈ D0} = {⟨ρ([[ψ1{t/x}]]), . . . , ρ([[ψn{t/x}]])⟩| t ∈ T}, it must be the case that for every
t ∈ T there is some at ∈ D0, such that I0(pi)(at) = ρ([[ψi{t/x}]]) for all 1 ≤ i ≤ n.
We now show that N does not satisfy Σ . Let Σ ′ be the closed QLn(D0)-instance of Σ where each variable x is replaced
with the individual constant atx (recall that tx is the term satisfying property (ii) above). Now let l : φ ∈ Σ ′. If φ = pi(atx),
then by property (ii) above I0(pi)(atx) = I0(pi)(atx) = ρ([[ψi{tx/x}]]) ≠ l (this follows by the fact that l : ψi{tx/x} ∈ Ω∗,
the induction hypothesis and (c) above, i.e, ψi{tx/x} = ψi{tx/x}). Otherwise φ = pi(c). In a similar way, using property
(i) above it is easy to show that I0(pi)(I0(c)) ≠ l. Hence N does not satisfy Σ , in contradiction to our assumption that N
satisfiesΘ1 ∪ . . . ∪ Θm. We have shown that there is some b ∈ {b1, . . . , bk}, such that b : ψ ∉ Ω∗. Choose one such b and
let ρ([[ψ]]) = b.
Finally, the partial S-valuation v is defined as follows: v(ψ) = ρ([[ψ]]) for every ψ ∈ Υ . Clearly, v satisfies the desired
properties (d) and (e) (and so it is legal inMG). Let Ω∗0 be the closed Lr(D)-instance of Ω∗ obtained by replacing every
variable x for x. Then for every a : ψ ∈ Ω∗0 , a : ψ ∈ Ω∗, and so v(ψ) ≠ a. Thus v does not satisfy Ω∗. Finally, let us
show that v satisfies Θ . Let Σ ∈ Θ . By property 4 ofΩ∗, there is some a : ψ ∈ Σ , such that for every l ∈ V \ {a} it holds
that l : ψ ′ ∈ Ω∗ for every Lr -instance ψ ′ of ψ . Let Σ ′ be some closed Lr(D)-instance of Σ and let a : ψ ′ ∈ Σ ′ be the
corresponding Lr(D)-instance of a : ψ . Then ψ ′ is an Lr -instance ofΣ , and so for allV \ {a}, ψ ′ ∈ Ω∗. Since by property (d)
of v, v(ψ ′) : ψ ′ ∉ Ω∗, it must be the case that v(ψ ′) = a. Hence v satisfiesΣ ′, and so alsoΘ .
By Proposition 2.15, v can be extended to a fullMG-legal valuation, hence we have shown thatΘ⊬MGΩ .
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