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ABSTRACT
Computer simulations of photon transport through an absorbing and/or scattering medium form an important
research tool in astrophysics. Nearly all software codes performing such simulations for three-dimensional geometries
employ the Monte Carlo radiative transfer method, including various forms of biasing to accelerate the calculations.
Because of the probabilistic nature of the Monte Carlo technique, the outputs are inherently noisy, but it is often
assumed that the average values provide the physically correct result. We show that this assumption is not always
justified. Specifically, we study the intensity of radiation penetrating an infinite, uniform slab of material that absorbs
and scatters the radiation with equal probability. The basic Monte Carlo radiative transfer method, without any
biasing mechanisms, starts to break down for transverse optical depths τ & 20 because so few of the simulated photon
packets reach the other side of the slab. When including biasing techniques such as absorption/scattering splitting and
path length stretching, the simulated photon packets do reach the other side of the slab but the biased weights do not
necessarily add up to the correct solution. While the noise levels seem to be acceptable, the average values sometimes
severely underestimate the correct solution. Detecting these anomalies requires the judicious application of statistical
tests, similar to those used in the field of nuclear particle transport, possibly in combination with convergence tests
employing consecutively larger numbers of photon packets. In any case, for transverse optical depths τ & 75 the Monte
Carlo methods used in our study fail to solve the one-dimensional slab problem, implying the need for approximations
such as a modified random walk.
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1. INTRODUCTION
Astronomical observations are shaped by the trans-
port of electromagnetic radiation within and in front
of the object being studied. The affecting medium
can be, for example, the diffuse interstellar medium,
clumpy dust structures near active galactic nuclei,
proto-planetary dust disks, or stellar or planetary at-
mospheres. To help understand the structure and inner
workings of the observed systems, researchers develop
software codes that simulate the radiation transport in
carefully constructed computer models of these objects.
Typical models include photon transport in various
wavelength ranges, and may focus on emission and ab-
sorption lines of the elements in the gas phase and/or
on the continuum effects caused by solid dust grains.
The Monte Carlo (MC) radiative transfer (RT) sim-
ulation technique is very popular (see, e.g., Whitney
2011; Steinacker et al. 2013) because it is conceptually
simple, and it supports complex three-dimensional (3D)
geometries, multiple anisotropic scattering events, and
additional physics such as polarization in a straightfor-
ward manner. In the basic MCRT method (Cashwell
& Everett 1960), the program follows a large but fi-
nite number of individual photon packets, each repre-
senting a fraction of the total source luminosity, along
their journey through the transfer medium. The pro-
gram draws pseudo-random numbers from the appro-
priate probability distributions to determine a packet’s
fate at each event in its life cycle. A packet is termi-
nated when it is absorbed by the transfer medium or
when it escapes the system (and possibly is detected by
a synthetic instrument). Modern MCRT codes incorpo-
rate various variance reduction techniques that involve
replacing the physically appropriate probability distri-
bution by a biased probability distribution that favors
the desired range of outcomes (see, e.g., Yusef-Zadeh
et al. 1984; Lucy 1999; Niccolini et al. 2003; Baes et al.
2016). The resulting bias is compensated by adjusting
the weight of each photon packet, effectively scaling the
luminosity it represents.
The output quantities of a MCRT simulation, such as
spatially integrated fluxes or the surface densities in a
pixel image, are obtained by summing the contributions
of a finite number of photon packets. By the nature of
the randomized Monte Carlo process, these quantities
are subject to noise, which can generally be reduced by
tracing a larger number of photon packets (see, e.g., Gor-
don et al. 2001). Individual image pixels naturally show
higher noise levels than integrated fluxes because fewer
packets contribute to each pixel. Still, in our experience
with galaxy modeling (see, e.g., Baes et al. 2010; De
Looze et al. 2012, 2014; Camps et al. 2016), even noisy
images will usually provide a good “average” approxi-
mation of the correct result. This can be understood
intuitively by noting that the MCRT algorithm, by con-
struction, statistically preserves the total luminosity of
the source (after subtracting the fraction absorbed by
the transfer medium). As a result, we were quite puz-
zled by the atypical RT simulation results described in
the next paragraph.
We recently participated in a benchmark effort by
Gordon et al. (2017) comparing the solutions produced
by seven RT simulation codes for an externally illumi-
nated slab of dust with well-defined material properties
and 3D geometry. For transverse optical depths of the
order of unity, the flux penetrating the slab was repro-
duced by all codes to within less than 10%. For optical
depths τ ≈ 30, the solutions differed by up to 100%, and
for τ ≈ 75 they differed by several orders of magnitude.
Optical depths of this magnitude are observed in vari-
ous astrophysical systems, including planetary disks (Jin
et al. 2016) and active galactic nuclei (Tristram et al.
2007), and they occur in other fields as well, for exam-
ple shielding in nuclear reactors and for medical imaging
applications. It therefore seems relevant to understand
these discrepancies between the various RT codes.
In unpublished tests for optical depths τ ≈ 75 with
our own 3D dust MCRT code SKIRT (Baes et al. 2011;
Camps & Baes 2015), both the intensity profile along the
slab and the integrated flux changed substantially with
the number of photon packets launched into the slab,
even if the noise level in the intensity profile seemed ac-
ceptable. This result implied that the noise level is not
a sufficient indicator of convergence when facing higher
optical depths in a MCRT simulation, and it prompted
us to further investigate the matter and report our find-
ings in the present paper.
In Section 2 we present a simplified, plane-parallel and
single-wavelength version of the Gordon et al. (2017)
slab problem (Section 2.1). The one-dimensional geom-
etry allows us to solve the RT problem using spherical
harmonics (see, e.g., Roberge 1983; di Bartolomeo et al.
1995; Baes & Dejonghe 2001) and using a finite differ-
ence approach (Milkey et al. 1975; Mihalas et al. 1978;
Bruzual et al. 1988), providing unambiguous and de-
terministic reference solutions (Section 2.2). We also
describe our implementation of the MCRT photon life
cycle for the plane-parallel slab problem, including two
biasing techniques that can be turned on or off (Sec-
tion 2.3).
In Section 3 we compare the solutions produced by our
MCRT program for varying optical depth and number of
photon packets to the corresponding reference solutions,
and we show that the behavior noted for the Gordon
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Figure 1. Geometry of a plane-parallel slab. The slab is
illuminated from the top side, corresponding to τ = τmax, by
an isotropic radiation field. The observer is located below
the slab.
et al. (2017) benchmark is reproduced in our simplified
version. We study the performance of the two optional
biasing techniques implemented in our program, and we
attempt to understand why the MCRT method breaks
down for higher optical depths (Section 3.1). Moreover,
we discuss some statistical tests that were developed in
the context of MC simulations of particle transport in
nuclear physics (see, e.g., Pederson et al. 1997) to help
determine whether a particular simulation result is suffi-
ciently converged (Section 3.2). We then indicate some
possibilities for tackling problems that the traditional
MCRT methods cannot handle (Section 3.3). Finally,
in Section 4 we summarize our findings.
2. METHODS
2.1. The plane-parallel slab
Our goal is to solve the RT problem in a plane-parallel
slab of uniform density and without internal sources, il-
luminated from the top side by an isotropic radiation
field at a given (arbitrary) wavelength. Instead of the
regular cartesian coordinates, we use the optical depth
coordinate τ to indicate the depth into the slab perpen-
dicular to the surface of the slab, so that τ = 0 corre-
sponds to the bottom layer of the slab, and τ = τmax
corresponds to the top layer (see Figure 1). The an-
gular dependence of the radiation field is parameterized
by the cosine µ = cos θ of the angle between the propa-
gation direction and the normal direction. Given these
conventions, the time-independent transfer equation for
the radiation intensity I(τ, µ) can be written as (Baes
& Dejonghe 2001),
µ
∂I
∂τ
(τ, µ) = I(τ, µ)− 1
2
ω
∫ 1
−1
I(τ, µ′) Ψ(µ, µ′) dµ′ (1)
with ω the scattering albedo and Ψ(µ, µ′) the angular
redistribution function normalized to unity over both
incoming and outgoing directions. The boundary con-
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Figure 2. Reference solutions calculated with the spherical
harmonics method (dots) and the finite-difference method
(lines) for the radiative transfer problem illustrated in Fig-
ure 1, with transverse optical depths from 1 to 75. The
vertical axis is “broken” in two places to allow for the wide
intensity range.
ditions for the RT problem are I(0,−µ) = 0I(τmax, µ) = 1 for µ > 0. (2)
For the purposes of this paper, we assume that absorp-
tion and scattering in the slab material are equally prob-
able and that scattering is isotropic, so that
ω =
1
2
and Ψ(µ, µ′) = 1. (3)
2.2. Non-probabilistic numerical methods
Because of its one-dimensional nature, the plane-
parallel slab problem formulated in the previous sec-
tion can be solved using non-probabilistic numerical
methods, including the spherical harmonics method and
the finite-difference method discussed below. These
methods cannot be readily applied to arbitrary three-
dimensional configurations, which is why other methods,
such as MCRT, are used in modern codes.
The spherical harmonics method for solving the RT
equation was pioneered by Davison (1958), and later
adopted by several others (van de Hulst 1970; Flan-
nery et al. 1980; Roberge 1983; di Bartolomeo et al.
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1995; Corradi et al. 1996). We follow the approach
used by Baes & Dejonghe (2001) which is based on
Roberge (1983) and the adaptations of di Bartolomeo
et al. (1995). These authors describe the procedure in
detail and we provide just a very brief summary here.
The terms in the RT equation (Eq. 1) are expanded in
spherical harmonics, which, in plane-parallel symmetry,
reduce to the Legendre polynomials PL. Truncating the
series expansion at some selected order L leads to an fi-
nite set of linear first-order differential equations in the
coefficients of the expansion. This set of equations can
be reformulated as a classic eigenvalue problem and thus
solved by matrix diagonalization. The boundary condi-
tions listed in Eq. 2 can only be satisfied for (L + 1)/2
directions µj given by the positive zeros of the Legendre
polynomial of order L+1. The intensity at an arbitrary
direction µ can be obtained by interpolation.
It turns out that the solution converges even for short
series expansions (L & 15 according to Baes & Dejonghe
2001). We use a larger value of L for calculating our ref-
erence solutions (the dots in Figure 2) so that we obtain
a fair number of intensity values without the need for
interpolation. Even with L = 81 (resulting in intensity
values for 41 directions) the calculations complete in a
fraction of a second on a modern desktop computer.
The finite-difference method for solving the plane-
parallel RT problem is often called Feautrier’s method
(Feautrier 1964). After its initial formulation, the tech-
nique was further extended by authors including Hum-
mer & Rybicki (1971); Milkey et al. (1975); Mihalas
et al. (1978); Bruzual et al. (1988) and Baes & De-
jonghe (2001), whose approach we follow. In short,
the technique relies on the discretization of a differential
form of Eq. 1 on a uniform mesh of K points in optical
depth space. The integrals over µ are approximated by
M -point Gauss-Legendre quadrature. This procedure
eventually leads to a set of coupled equations which can
be solved recursively, taking into account the boundary
conditions given in Eq. 2.
The value of M sets the resolution of the solution in
µ space and it is similar to the value of (L + 1)/2 in
the spherical harmonics method. The second discretiza-
tion parameter K sets the resolution of the optical depth
grid on which the calculations are performed. Its value
affects the accuracy of the results, especially at high
optical depths. The reference solutions shown as solid
lines in Figure 2 were obtained using K = 5000. This
high value was needed to ensure that the finite-difference
solution for τmax = 75 would match the correspond-
ing spherical harmonics solution. Although the finite-
difference method is more resource-intensive than the
spherical harmonics method, the calculations plotted in
Figure 2 still complete in a few seconds on a modern
desktop computer.
For a transverse optical depth of τmax = 75, the in-
tensity penetrating the slab is more than 30 orders of
magnitude below the source intensity (bottom curve of
Figure 2). In most astrophysical objects, the faint radi-
ation penetrating such an optically thick barrier would
be dominated by radiation from another source located
on that side of the barrier, or radiation at a different
wavelength would dominate the physics. In those cases,
obtaining an accurate simulation result for the penetrat-
ing radiation would be noncritical. Still, there might
be configurations where even a faint nonlocal radiation
component, perhaps Doppler-shifted as a result of rela-
tive velocities, would excite a specific atomic or molecu-
lar line that would not be triggered by a local radiation
field that is much stronger but includes different wave-
lengths.
2.3. The Monte Carlo method
The MCRT method essentially follows the individual
path of a very large number of photon packets through
the transfer medium. The life cycle of each packet is gov-
erned by a number of quantities such as the free path
length between two interactions, the nature of the in-
teraction (scattering or absorption) and the direction
change during a scattering event. Each of these quan-
tities can be described by a random variable, taken
from a particular probability distribution. These princi-
ples are described in detail by, e.g., Cashwell & Everett
(1960); Mattila (1970); Yusef-Zadeh et al. (1984), and
Bianchi et al. (1996). The MCRT method has been im-
plemented, with various optimizations and refinements
(e.g., Lucy 1999; Niccolini et al. 2003; Baes et al. 2016),
in quite a number of codes in several astrophysical do-
mains (see, e.g., Steinacker et al. 2013, for a review of
3D dust continuum RT).
For the purposes of this paper, we wrote a small com-
puter program that solves the plane-parallel slab prob-
lem using four variations of the MCRT method, which
we call Basic, Split, Stretch, and Split & Stretch, respec-
tively. We now describe these variations in some detail,
starting with the Basic method, which uses a bare-bones
MCRT life cycle without any biasing.
In the plane-parallel slab geometry (see Figure 1), a
photon packet is characterized by two variables: the op-
tical depth coordinate τ (corresponding to a vertical
position in the slab) and the direction cosine µ. We
launch N identical packets at the top of the slab, i.e.
with τ = τmax. To obtain an isotropic intensity distri-
bution, we need to take into account the dependence of
the luminosity L on the propagation direction given by
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dL ∝ µdµdI. As a result the normalized probability
distribution from which we must sample the direction of
packets carrying equal amounts of luminosity becomes,
p(µ) dµ = 2µdµ, 0 6 µ 6 1. (4)
We can pick a random direction from this distribution
using the inversion method,
X1 =
∫ µ
0
2µ′ dµ′ = µ2 =⇒ µ =
√
X1 (5)
where X1 is a uniform deviate (a random number uni-
formly distributed over the unit interval).
Next we generate a random free path length t (also in
optical depth units) by setting (Baes & Dejonghe 2001),
X2 =
∫ t
0
e−τ dτ = −e−t =⇒ t = − ln(1−X2) (6)
where X2 is another uniform deviate. This randomly
determined free path length is then compared to the
maximum free path length T of the packet under con-
sideration,
T =
 τ/µ if µ > 0(τ − τmax)/µ if µ < 0. (7)
If t > T , the photon packet leaves the slab, and if it is
moving downward (µ > 0), its direction µ is recorded. If
t < T , the packet interacts with the slab material. The
nature of this interaction is determined by generating
another uniform deviate X3 and selecting scattering if
X3 < ω = 1/2 and absorption otherwise.
If the interaction is an absorption, the photon packet
disappears and does not contribute to the output inten-
sity. If the interaction is a scattering, the packet acquires
a new position and a new direction. Given the free path
length t and the original position τ and direction µ, the
new position is easily obtained as τ ′ = τ − µt. Because
we assume isotropic scattering, the new direction is in-
dependent of the previous direction and uniform in µ;
it is determined from yet another uniform deviate using
µ′ = 2X4 − 1. The procedure is now repeated until the
photon packet is either absorbed or leaves the slab.
To capture the angular dependence of the intensity
at the bottom of the slab, we setup a grid in µ space
over the interval [0, 1] with M equally-sized bins. For
each photon packet emerging from the bottom of the
slab, we increment the counter for the corresponding
µ-bin. When all photon packet life cycles have been
completed, we convert these counts to intensities. Using
the dependence dI ∝ dL/(µdµ) yields
Ij =
Nj
N
1/2
µj
1
1/M
=
Nj
N
M
2µj
(8)
where the index j refers to the jth µ-bin. We set M = 41
for all results in this paper, providing a similar direc-
tional resolution as for the reference solutions (but with
different spacing because the points in the reference so-
lutions are not equidistant in µ-space).
In the method variations other than Basic, each pho-
ton packet is additionally assigned a weight w that serves
as a multiplier adjusting the luminosity carried by the
packet. All photon packets are launched at the top of
the slab with a “neutral” weight w = 1. However, the
weights are adjusted along the way as compensation for
biasing the probability distributions governing the pho-
ton packet life cycle. When detecting a photon packet
at the bottom of the slab, we now add its weight to the
appropriate bin instead of simply counting it.
In the Split method, we allow a photon packet to con-
tribute to both absorption and scattering at each inter-
action site. Instead of randomly choosing the nature of
the interaction, the packet is “split” in two parts: one
that is absorbed and one that scatters and continues its
life cycle. In other words, instead of simulating absorp-
tion as described above, we always let the packet scatter
and we multiply its weight by a bias factor 1/2 (the value
of the scattering albedo ω under our assumptions), effec-
tively removing the average amount of absorbed lumi-
nosity from the packet. Because photon packets are now
only terminated when they actually escape the slab, we
can expect to properly sample the problem with fewer
photon packets.
In the Stretch method, we improve the ability of a
photon packet to penetrate an optically think medium
by biasing the probability distribution for the free path
length towards longer or “stretched” paths. Following
the composite biasing technique presented by Baes et al.
(2016), we substitute the physical probability distribu-
tion p(τ) = e−τ , which is strongly peaked towards small
values, by the biased distribution
q(τ) =
1
2
(e−τ + α e−ατ ) with α =
1
1 + T
(9)
where the exponential stretch factor α is determined as
a function of the current maximum path length T for the
photon packet under consideration. To compensate for
this subsitution, we multiply the photon packet’s weight
by the corresponding bias factor,
p(τ)
q(τ)
=
2
1 + α e(1−α) τ
6 2. (10)
We expect this method to perform better for slabs with
higher optical depth.
Finally, the Split & Stretch method combines both the
Split and Stretch biasing mechanisms.
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Figure 3. Solutions of the slab problem calculated with the Monte Carlo method variations described in the text (solid lines)
compared to the corresponding reference solution (red dots) for transverse optical depths 5, 20, and 70 (panels from left to
right). The two leftmost panels show results for a fixed number of 107 photon packets, using different methods. The rightmost
panel shows results for the Split & Stretch method with an increasing number of photon packets.
3. RESULTS AND DISCUSSION
3.1. The failure of Monte Carlo radiative transfer
Because of the nature of the MCRT method, recalcu-
lating a solution with a different (pseudo-)random num-
ber sequence yields a different result. However, our tests
show that, as expected, multiple runs produce similar so-
lutions, differing solely in the precise shape of the noise
pattern. Figure 3 shows representative solutions of the
slab problem presented in Section 2.1 calculated with
various Monte Carlo methods (Section 2.3, solid lines),
compared to the corresponding reference solution (Sec-
tion 2.2, red dots).
The leftmost panel in Figure 3 presents the results
for all four methods and a slab with transverse optical
depth τmax = 5, using a fixed number of 10
7 photon
packets. It is fair to conclude from this figure that the
discussed MCRT methods indeed work as advertised.
The noise level increases for directions away from the
normal, i.e. for direction cosines µ . 0.3. Close to the
parallel direction (µ . 0.1), the radiation intensity is an
order of magnitude lower than close to the normal direc-
tion (µ & 0.9), which means that fewer photon packets
contribute to these bins, resulting in higher noise lev-
els. The signal-to-noise ratio can easily be improved by
launching more photon packets (not shown in the figure
but confirmed by our tests). Closer inspection of the
results for µ . 0.3 reveals that the noise levels differ
between the methods; for example, the Split & Stretch
method shows less noise than the other methods. This
is not surprising, because the biasing techniques used in
this method have been designed to reduce the variance
in the calculated result.
The performance differences between the methods be-
come much more prominent in the middle panel of Fig-
ure 3, which presents results for τmax = 20, still using
the same number of 107 photon packets. The solution
for the Basic method is not shown, because in most tests
not a single photon packet actually reaches the bottom
of the slab. Indeed, according to the reference solution
(red dots in middle panel of Figure 3), the observed in-
tensity is more than 8 orders of magnitudes lower than
the source intensity. In other words, the probability
that one of the 107 photon packets penetrates the slab
is smaller than 107/108 = 0.1. The biasing mechanisms
included in the other methods improve the situation,
with varying success.
As a first step, the absorption-scattering split imple-
mented in the Split method causes many more pho-
ton packets to penetrate the slab, albeit with reduced
weights (multiplication by the albedo for each scatter-
ing event) and at the expense of spending more time
per photon packet (because packets are terminated only
when they escape at either side of the slab). The re-
sult calculated by the Split method (blue line in the
middle panel of Figure 3) is not only very noisy, it is
also off by many orders of magnitude, and the running
average has the incorrect shape (the deviation from the
reference solution is much larger for smaller values of µ).
The Stretch method performs much better (orange line),
because the path length stretching technique is specif-
ically designed to penetrate high-optical depth barriers
more easily. Because of the longer free paths, pack-
ets interact much less frequently with the slab medium,
and thus don’t get terminated so easily by absorption.
The Split & Stretch method (green line), combining both
techniques, performs best, although it still suffers from
noise fluctuations close to an order of magnitude for
µ . 0.1.
Failure of Monte Carlo Radiative Transfer 7
5 10 15 20 25 30 35 40
log10 w
100
101
102
103
104
105
Cu
m
ul
at
iv
e 
co
un
t o
f c
on
tri
bu
tin
g 
pa
ck
et
s
max = 20, = 0.11
107 Split
107 Stretch
107 Split & Stretch
Figure 4. Cumulative distribution of the photon packet
contributions wi to the observed intensity in the direction
bin centered on µ ≈ 0.11 for a slab with τmax = 20 and
N = 107, corresponding to the solutions shown in the middle
panel of Figure 3. The horizontal dashed lines indicate the
total number of packets contributing to the bin, or in other
words, the limit of each cumulative distribution. The vertical
dashed lines are explained in the text.
When raising the transverse optical depth to τmax =
75, even the Split & Stretch method fails to produce a
correct solution without using an excessive number of
photon packages. The rightmost panel in Figure 3 shows
results for the Split & Stretch method with τmax = 75
and an increasing number of photon packets. While the
result seems to converge to the correct solution for an
increasing number of packets, even with 1013 packets
(dark blue line) the MCRT result still underestimates
the solution for most directions, and it shows noise fluc-
tuations of about an order of magnitude. This calcu-
lation, with 1013 packets for τmax = 75, consumed 52
days of equivalent serial time on a multi-core computer
system.
Reviewing the three panels in Figure 3, we might
generalize (at least for the plane-parallel slab problem)
that the “running average” of the MCRT solution gen-
erally matches the corresponding reference solution as
long as the transverse optical depth is sufficiently low
(τmax . 20) and the MCRT method employs the appro-
priate variance reduction techniques. For high optical
depths (τmax & 75) the MCRT technique becomes in-
tractable. Moreover, when considered in isolation and
without further evaluation, any of the unconverged re-
sults (e.g. the blue line in the middle panel and the pur-
ple and orange lines in the rightmost panel of Figure 3)
might be mistaken as a proper result, albeit somewhat
noisy. To develop ways for avoiding such misinterpreta-
tion, we need to understand why MCRT fails for these
higher optical depths, and why the average result de-
pends so heavily on the number of photon packets in
the simulation.
A first intuitive insight can be gained from considering
the distribution of the individual photon packet contri-
butions wi to the observed intensity in a particular direc-
tion bin. To properly handle the extremely small photon
packet weights resulting from repeated application of
the biasing factors, we perform the MCRT calculations
for this part of our study using floating point numbers
with 50 significant digits and a sufficiently large expo-
nent range. Figure 4 shows the cumulative distributions
of the contributions for the bin centered on µ ≈ 0.11
(θ ≈ 84◦) in the solutions of the middle panel of Fig-
ure 3, i.e. for a slab with τmax = 20 andN = 10
7. For the
Split method (blue curve), 1835 photon packets reach
this particular bin (indicated by the horizontal dashed
blue line). Many of the contributions are very small; the
smallest one is wmin ≈ 4 × 10−379 (i.e., far outside the
range shown in the figure). With an albedo of ω = 1/2,
this weight corresponds to 1257 consecutive scattering
events. The largest contribution is wmax ≈ 6 × 10−11,
corresponding to 34 scatterings. The vertical dashed
blue line indicates the weight each of the 1835 arriving
packets would need to contribute on average to reach
the total weight that matches the reference solution for
the bin. Because even the largest contribution for the
Split method is several orders of magnitude below this
value, it is clear that a much larger number of photon
packets would need to be launched for the simulation to
approach the correct solution.
The situation for the Stretch and Split & Stretch meth-
ods (orange and green in Figure 4) is much improved be-
cause many more photon packets contribute to the bin,
and the largest contributions are much larger than those
for the Split method. The steeper climb of the cumula-
tive distribution for the Split & Stretch method implies
that it performs better than the Stretch method, but it
is not clear from this qualitative analysis whether the
result can be considered to be sufficiently converged.
3.2. Statistical tests for convergence
A basic statistical treatment to obtain a confidence
interval for astrophysical dust MCRT simulation re-
sults is provided by, e.g., Gordon et al. (2001) and
Steinacker et al. (2013). More detailed statistical tech-
niques, however, are routinely employed by nuclear par-
ticle transport simulation codes. We specifically refer to
the Overview and Theory manual for MCNP (hereafter
“the MCNP manual”, X-5 Monte Carlo Team 2003).
MCNP is a general Monte Carlo N-Particle transport
code developed by Los Alamos National Laboratory in
the United States. The procedures described in the
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MCNP manual are based on early work by Estes & Cash-
well (1978) and further research by, e.g., Dubi (1979);
Forster (1991); Forster et al. (1992); Booth (1992a,b)
and Pederson et al. (1997). Dunn & Shultis (2012) pro-
vide a succinct summary of the key concepts. For our
analysis in this section, we largely follow the definitions
and recommendations presented in the MCNP manual.
The total MCRT simulation result W for a given ob-
served radiation direction bin (before converting to in-
tensity) is obtained by accumulating the individual pho-
ton packet weights wi, i.e. W =
∑
wi, where the index
i and the sum run over the N photon packets launched
during the simulation. By the nature of the MC method,
the weights wi are independently sampled
1 from some
unknown probability distribution function f(w). Note
that this distribution may have a discrete component.
For example, for the Basic method, the weights are ei-
ther 0 or 1, and for the Split method, the weights are
multiples of the albedo.
If the expectation value and variance of the unknown
distribution f(w) exist and are finite, the central limit
theorem applies and we can estimate both quantities
from the sample values wi.
2 We define the sample mean
w¯ and the estimated k-th central moment Mk of the
distribution as
w¯ =
1
N
∑
wi, (11)
Mk =
1
N
∑
(wi − w¯)k. (12)
In a MCRT simulation, N is always sufficiently large to
assume N ≈ N − 1, so there is no need to correct for
small sample sizes. We can then write the estimated
variance S2w¯ of the sample mean as
S2w¯ =
1
N
M2. (13)
We define the relative error R as
R , Sw¯
w¯
=
[ ∑
w2i
(
∑
wi)2
− 1
N
]1/2
, (14)
1 For this to be true, all observed effects directly or indirectly
caused by a particular launched photon packet must be combined
into a single contribution.
2 If the transverse optical depth of the slab is high enough rel-
ative to the number of photon packets launched, the number of
packets detected in a given bin might be so low that the central
limit theorem does not apply and the sample mean is not normally
distributed. For example, by performing 500 runs using different
random seeds, we verified that the sample mean for the τmax = 20
cases shown in Figure 4 does not follow a Gaussian distribution,
while it does when the optical depth is lowered to, e.g., τmax = 5
(with the same number of photon packets). However, in case the
sample mean is not distributed normally, we expect the sample
variance to be sufficiently large that the analysis presented in this
section will still trigger the proper alarms. We also verified that
this is the case for the examples shown in Figure 4.
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Figure 5. Relative error R (top) and variance of the vari-
ance VOV (bottom) averaged over all direction bins as a
function of the number of photon packets launched to tackle
the slab problem using the Split & Stretch method, for the
transverse optical depths also shown in Figure 3. The dashed
lines indicate the slope of the expected power-law depen-
dence (R ∝ N−1/2, VOV ∝ N−1).
where the right-hand side shows the expansion in sums
of wi and w
2
i , which can be easily tracked during the
simulation.
If all wi values are nonnegative, as is the case when
detecting photon packet luminosities, it is easy to see
from its definition that 0 6 R 6 1. If all wi are zero,
the ratio in Eq. 14 becomes undefined, and we arbitrarily
set R = 1 because, for our slab problem, a null solution
is certainly incorrect.3 If all wi are nonzero and equal,
R reaches its minimum value of zero. If there is only a
single nonzero contribution, R approaches its maximum
value of unity. As a final limiting case, consider a result
with a small number of n  N nonzero and equal con-
tributions, such as when using the Basic method for a
slab with medium transverse optical depth. In this case,
R ≈ 1/√n, recovering the behavior of Poisson noise.
The top panel of Figure 5 shows the relative error, av-
eraged over all direction bins for each solution, as a func-
tion of the number of photon packets launched to solve
the plane-parallel slab problem with the Split & Stretch
method. The solid lines plot the evolution of the aver-
age R for the three transverse optical depth values for
3 For problems where a null solution is physically possible, one
could set R = 0.
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which selected solutions are shown in Figure 3. Based
on theoretical considerations and experience with actual
simulation results, the MCNP manual recommends that
R should be smaller than 0.1 for the corresponding result
to be considered reliable. In the range 0.1 < R < 0.2,
results are dubbed “questionable”, and for R > 0.2,
results are generally unreliable. For τmax = 5 the
Split & Stretch method easily reaches the R = 0.1 mark
at N ≈ 105.3, and for τmax = 20 at N ≈ 107.6. For
τmax = 75, however, the relative error is still at the
“questionable” level even withN = 1013 photon packets.
These assessments are compatible with a visual evalua-
tion of the errors in the solutions shown in Figure 3.
It is worth noting that Gordon et al. (2001) define un-
certainties similarly to the definition of R in Eq. 14.4
Because the models in their study have optical depths
of the order of unity, the resulting uncertainties remain
well under the 0.1 “danger” value. As a consequence,
the Gordon et al. (2001) suggestion to employ the uncer-
tainties as relative error bars is justified. Uncertainties
with values above 0.1, however, should be interpreted as
indicating questionable or unreliable results rather than
as a relative error bar.
The dashed lines in Figure 5 (top panel) indicate the
slope of the expected evolution of R as N increases
(with an arbitrary starting point to guide the eye). The
dependency can easily be derived from Eq. 14 to be
R ∝ 1/√N . For τmax = 5 and 20 the actual evolu-
tion of R approaches the expected power-law behavior,
while for τmax = 75 the slope differs significantly even
at N = 1013. This is another clear indication that the
solution has not yet converged and thus should be con-
sidered unreliable.
Continuing to follow the MCNP manual and the prior
research it is based upon, we further define the variance
of the variance, VOV, a quantity that measures the rel-
ative statistical uncertainty in the estimated R. The
definition assumes that the third and fourth central mo-
ments of the probability distribution f(w) exist and are
finite. The VOV is much more sensitive to large fluctu-
ations in the wi values than is R, and it can thus detect
situations where the obtained R value is unreliable. The
VOV can be written in terms of the moments given by
Eq. 12 as
VOV , 1
N
M4 −M22
M22
=
∑
(wi − w¯)4∑
(wi − w¯)2 −
1
N
. (15)
4 Gordon et al. (2001) do not aggregate the effects from multiple
scattering events of a single photon packet to a single contribution,
which may to some extent skew comparison with their results.
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Figure 6. Converged figure of merit, FOM = 1/(R2T ),
for each of the four MCRT method variations considered in
this work as a function of the transverse optical depth τmax
of the slab (solid lines). The dashed lines trace exponen-
tial functions proportional to e−mτmax for three values of the
exponent index m.
The quantity can also be expressed as a function of the
sums
∑
wki , k = 1, 2, 3, 4, which can be tracked during
the simulation.
Based on statistical experiments, the MCNP manual
recommends that the VOV should be below 0.1 to en-
sure a reliable confidence interval.5 It can be easily seen
from Eq. 15 that the VOV is expected to decrease as
1/N . The bottom panel of Figure 5 shows the VOV,
averaged over all direction bins, as a function of N ,
for the same solutions as those considered before. The
dashed lines again indicate the expected evolution for
sufficiently large N . For τmax = 5 the VOV behaves as
expected even for small N , resulting in convergence cri-
teria that are more relaxed than those for R (top panel).
For higher optical depths, however, the VOV decreases
more slowly than expected. For τmax = 75, the VOV
barely decreases even up to N = 1013, adding another
reason for caution with regard to the reliability of the
solution.
Our analysis shows that the statistical quantities R
and VOV can be successfully employed to evaluate the
reliability of a MCRT solution (without a priori knowl-
edge of the correct solution), at least for the plane-
parallel slab problem considered in this work. If both
R and VOV are below 0.1, and both quantities decrease
with N as expected, one can be reasonably confident to
have a reliable solution.
5 The value 0.1 is convenient, which is why the VOV is used
rather than its square root.
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Another useful quantity is the figure of merit, FOM,
defined as
FOM =
1
R2 T
, (16)
where T is the computer time spent on the simulation
in seconds. Because the computer time is proportional
to the number of photon packets N and the square of
the relative error should scale as 1/N , the FOM should
be approximately constant once the solution has con-
verged. The evolution of the FOM for increasing N can
thus be used as a reliability indicator; it is easier to ver-
ify constant behavior than to evaluate scaling with a
power law. The FOM also provides a measure for the
efficiency or “merit” of a particular method for solving
the problem at hand. A higher FOM indicates that the
simulation can reach a given level of precision in less
computer time.
The solid lines in Figure 6 plot the (converged) FOM
for each of the four methods considered in this work as a
function of the transverse optical depth τmax. The value
of the FOM depends on the implementation details of
the program and scales with the processing speed of the
computer system in use. For the data shown in this fig-
ure, we ran our C++ MCRT program on a regular desk-
top computer using a single execution thread. While the
details may vary for other computer systems and imple-
mentations, the overall trends should be representative.
The Basic and Split methods show similar performance.
While the Basic method requires for a much larger num-
ber of photon packets, the Split method calculates many
more path segments for each photon packet (because the
packets are forced to continue after each interaction).
Apparently the efficiency of both mechanism is in bal-
ance. The Stretch method performs significantly better,
which is understandable because it has been designed to
penetrate high-optical-depth barriers. Somewhat unex-
pectedly, adding absorption/scattering splitting to path
length stretching (as in the Split & Stretch method) sub-
stantially boosts performance again. We postulate that
the number of additional path segments introduced by
absorption/scattering splitting is now limited because
the stretched path segments are much longer, on aver-
age.
The dashed lines in Figure 6 trace exponential func-
tions of the form A e−mτmax for three values of the ex-
ponent index m and with arbitrary proportionality con-
stant A, chosen to approximately match the respective
solid lines. It is clear from the figure that, as τmax in-
creases, the FOM for each method decreases exponen-
tially. Equivalently, the processing time needed to solve
the problem with given precision rises exponentially as
T ∝ emτmax . This can be expected because of the expo-
nential relation between the penetrating intensity and
the optical depth of the barrier. Reading the appropri-
ate data point from Figure 6, and using Eq. 16, we can
deduce that the Split & Stretch method requires about
25 s to reach a precision of R = 0.1 at τmax = 20. Us-
ing the exponent index of m = 0.48 for this method, we
can extrapolate the time to reach a similar precision at
τmax = 75 to be more than 7×1012 s or 2×105 yr. On a
high-performance computer with 512 nodes of 16 cores
each, the calculation would still require more than 27
years. In other words, the problem is not tractable on
present-day computers with the MCRT methods consid-
ered in this work.
3.3. Addressing the problem
It is somewhat ironic that, for the purposes of this
work, we had the MCRT method consume many days
of computer time to obtain a solution that can be cal-
culated in a fraction of a second by a non-probabilistic
numerical method. However, as indicated in Section 2.2,
for arbitrary three-dimensional problem configurations
this “fast lane” is no longer available. So the ques-
tion becomes how to augment or complement the MCRT
method so that it can handle higher optical depths.
As a first step, it is crucial to equip MCRT codes with
the statistical instruments discussed in the previous sec-
tion, so that users can evaluate the accuracy of the sim-
ulation results, and decide whether the reported inac-
curacy is relevant for the physics of the broader prob-
lem. Conversely, the statistics can be used to determine,
manually or automatically, when there is a need for
enabling specific, possibly approximative, high-optical-
depth techniques.
To this end, several authors have introduced schemes
in which the transport equation is replaced by a diffusion
equation in regions of the spatial domain where the dif-
fusion approximation can be justified. Indeed, Larsen
et al. (1987) show that both equations are asymptoti-
cally equivalent when three key assumptions hold: spa-
tial variations of physical quantities are slow, the physi-
cal medium is optically thick, and interactions with the
physical medium are scattering-dominated. For a dis-
cretized spatial domain, the first two assumptions trans-
late to requiring that the radiation field and the optical
properties of the medium can be considered constant
within each spatial cell, while at the same time each
cell still contains many free path lengths. In these hy-
brid schemes, the MCRT mechanism is used to solve
the transport equation in non-diffusive regions, and an-
other, more efficient, method is used to solve the dif-
fusion equation in diffusive regions. For example, the
discrete diffusion Monte Carlo method (DDMC, e.g.,
Densmore et al. 2007, 2012; Abdikamalov et al. 2012;
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Cleveland & Gentile 2015) allows radiation packets to
step from one diffusive spatial cell to another following
the solution of a diffusion equation discretized on those
cells, as opposed to performing a possibly long-winded
random walk within each cell.
An alternate technique for diffusive regions, usually
referred to as modified random walk (MRW), was intro-
duced by Fleck & Canfield (1984) and further refined
and generalized by Min et al. (2009), Robitaille (2010),
and Keady & Cleveland (2017). The MRW procedure
picks a sphere centered on the current radiation packet’s
position that encloses a region of space with constant
medium properties (e.g., within a single spatial cell).
Given the assumptions for the diffusive regime, this
sphere may still enclose a large number of MC random-
walk path segments. To replace this long random walk
by a single step, the procedure estimates the probability
function for the total length of the path enclosed in the
sphere, which is then used to determine the resulting ex-
tinction, or equivalently, the amount of energy absorbed
by the transfer medium. The original MRW procedure
assumes isotropic scattering (Fleck & Canfield 1984),
and corrections can be made for anisotropic scattering
(Min et al. 2009).
A number of caveats remain to be considered. To
our knowledge, the above techniques have been imple-
mented mostly (or solely) in combination with an imme-
diate re-emission scheme assuming energy balance un-
der local thermal equilibrium conditions. The smaller
dust grains and the hydrocarbon compounds in the in-
terstellar medium, however, are often not in equilibrium
with the radiation field (Sellgren 1984; Boulanger & Per-
ault 1988; Helou et al. 2000) and are characterized by a
temperature probability distribution rather than a sin-
gle equilibrium temperature. The emission spectrum of
these grains depends on the surrounding radiation field
in a highly nonlinear way (Guhathakurta & Draine 1989;
Draine & Li 2001; Camps et al. 2015). Modern dust
MCRT codes thus need to keep track of the absorbed
energy at each frequency (in each spatial cell), so that
the diffusive regime solution mechanism must consider
individual frequencies (or narrow ranges) rather than
integrating over a broad range of frequencies.
Most importantly, at ultraviolet and optical wave-
lengths, a typical interstellar dust mixture has a scat-
tering albedo between 0.2 and 0.65 (Draine 2003; Zubko
et al. 2004; Jones et al. 2013). In other words, scatter-
ing interactions do not dominate absorption events. Be-
cause one of the key assumptions of the diffusion meth-
ods does not hold, they are, in principle, not applicable
to interstellar dust. The approximation may be accept-
able in certain parameter regimes (albedo, scattering
anisotropy, optical depth), but this cannot be assumed
without further consideration. Perhaps some of the dif-
fusion methods can be adjusted to handle a broader
parameter range, for example by adopting probability
density functions in the MRW technique that take into
account albedo and scattering anisotropy parameter val-
ues in a broader range.
The plane-parallel slab configuration presented in Sec-
tion 2.1 would form an excellent test-bed in this context.
The non-probabilistic numerical methods described in
Section 2.2 are easily extended to support arbitrary
albedo and anisotropic scattering, so that reference so-
lutions would be readily available for comparison with
the results of adding a diffusive regime procedure to the
implementation of the Monte Carlo method described
in Section 2.3. Such a study could pave the way for
implementations of these methods in fully equipped 3D
dust MCRT codes, although this may require additional
effort. While some of the hybrid MC/diffusion tech-
niques have been implemented in 3D codes (e.g., Ro-
bitaille 2011, assuming equilibrium heating), most stud-
ies were performed with axisymmetric or even spher-
ically symmetric models (e.g., Min et al. 2009; Pinte
et al. 2009; Densmore et al. 2007, 2012; Abdikamalov
et al. 2012; Cleveland & Gentile 2015). Adaptations
that handle non-equilibrium dust grain heating and a
wider albedo and scattering anisotropy parameter range
should be properly tested with high-optical depth 3D
model configurations similar to the Gordon et al. (2017)
benchmark.
At the same time, an improved understanding of
which methods can properly solve the 1D slab problem
for various high-optical depth parameter regimes, and
why this is the case, might lead to more fundamental in-
sights. For example, while the statistical tests discussed
in Section 3.2 can help detect the failure of a method
after an alleged solution has been obtained, it would be
beneficial to develop a theoretical or empirical frame-
work to detect such failure before actually attempting
to solve the problem.
4. SUMMARY AND CONCLUSIONS
We set out to investigate the apparent failure of the
Monte Carlo (MC) Radiative Transfer (RT) method
noted by Gordon et al. (2017) for optical depths of about
30 or more. To this end, we formulated a plane-parallel,
single-wavelength RT problem consisting of an infinite
slab of uniform material with given transverse opti-
cal depth τmax. We summarized two non-probabilistic
methods that can be used to generate reference solu-
tions for this one-dimensional configuration. We also
described our implementation of four variations of the
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Monte Carlo method to solve the same problem, includ-
ing the Basic photon packet life cycle and two optional
biasing techniques called Split (absorption-scattering
split) and Stretch (path length stretching).
We compared the solutions produced by our MCRT
program to the corresponding reference solutions in Fig-
ure 3. The photon packets in the Basic method essen-
tially fail to penetrate the slab for τmax as low as 20.
The Stretch biasing technique has a substantial posi-
tive effect, as expected, because it was designed to im-
prove penetration of higher optical depths. The best
results are obtained with the Split & Stretch method,
which combines both biasing techniques. However, a
slab with τmax = 75 forms an insurmountable barrier
even for this optimized photon packet life cycle. A cal-
culation with 1013 photon packets, consuming 52 days
of equivalent serial computer time, still does not recover
the correct solution because too few photon packets with
a significant contribution penetrate the slab.
We subsequently discussed and applied a number of
statistical tests originally developed by other authors
for evaluating MC simulations of nuclear particle trans-
port. The relative error, R, is defined as the ratio of the
estimated standard deviation over the estimated mean
of the individual photon packet contributions to a par-
ticular detector bin. The variance of the variance, VOV,
defined similarly, serves in turn as a reliability measure
for R. To calculate these statistics, the simulation must
keep track of the sums
∑
wki , k = 2, 3, 4, in addition
to the regular accumulated contribution
∑
wi. We veri-
fied that the recommendations developed for the MCNP
nuclear particle transport code (X-5 Monte Carlo Team
2003) are also valid for our slab problem (see Figure 5).
In short, when both R and VOV are below 0.1 and show
the expected statistical dependency with an increasing
number of photon packets launched, the corresponding
result can be considered to be reliable.
We also discussed a quantity called figure of merit,
defined as FOM = 1/(R2T ), where R is the relative
error and T is the amount of computer time spent on
the simulation (see Figure 6). We used the FOM to
determine that calculating a solution for the τmax =
75 slab problem would take dozens of years even on a
powerful high-performance computer system.
We conclude that the MCRT methods used in our
study start to fail for barriers with transverse optical
depths as low as 20, and that detecting the anomalous
results requires the judicious application of statistical
tests, possibly in combination with convergence tests
employing consecutively larger numbers of photon pack-
ets. While we focused our tests on a plane-parallel geom-
etry and fixed material properties, changing the geome-
try and including materials with anisotropic scattering
or a different scattering albedo will most likely leave the
overall conclusions intact. The benchmark results re-
ported by Gordon et al. (2017) at least point into that
direction.
The above implies the need for approximative meth-
ods to handle high optical depths in MCRT simula-
tions. An excellent candidate is the modified random
walk technique, which was already implemented and
tested by other authors in specific circumstances. Be-
cause reference solutions can easily be obtained for the
one-dimensional slab problem presented in this work,
we suggest that it can play a significant role in testing
the accuracy of the modified random walk method for
various optical properties of the transfer medium.
ACKNOWLEDGMENTS
We thank the co-authors of the TRUST slab bench-
mark paper (Gordon et al. 2017), and specifically the
lead author, Karl Gordon, for many interesting discus-
sions that inspired us to investigate further and write
the current paper.
REFERENCES
Abdikamalov, E., Burrows, A., Ott, C. D., et al. 2012, ApJ,
755, 111
Baes, M., & Dejonghe, H. 2001, MNRAS, 326, 722
Baes, M., Gordon, K. D., Lunttila, T., et al. 2016, A&A,
590, A55
Baes, M., Verstappen, J., De Looze, I., et al. 2011, ApJS,
196, 22
Baes, M., Fritz, J., Gadotti, D. A., et al. 2010, A&A, 518,
L39
Bianchi, S., Ferrara, A., & Giovanardi, C. 1996, ApJ, 465,
127
Booth, T. E. 1992a, Nuclear Science and Engineering, 112,
159. https://doi.org/10.13182/NSE92-A28411
Booth, T. E. 1992b, Joint American Nuclear
Society/European Nuclear Society, Conference
Proceedings
Boulanger, F., & Perault, M. 1988, ApJ, 330, 964
Bruzual, A. G., Magris, G., & Calvet, N. 1988, ApJ, 333,
673
Camps, P., & Baes, M. 2015, Astronomy and Computing,
9, 20
Failure of Monte Carlo Radiative Transfer 13
Camps, P., Trayford, J. W., Baes, M., et al. 2016, MNRAS,
462, 1057
Camps, P., Misselt, K., Bianchi, S., et al. 2015, A&A, 580,
A87
Cashwell, E. D., & Everett, C. J. 1960, ZAMM - Journal of
Applied Mathematics and Mechanics / Zeitschrift fu¨r
Angewandte Mathematik und Mechanik, 40, 379.
http://dx.doi.org/10.1002/zamm.19600400727
Cleveland, M. A., & Gentile, N. 2015, Journal of
Computational Physics, 291, 1 .
http://www.sciencedirect.com/science/article/pii/
S0021999115001060
Corradi, R. L. M., Beckman, J. E., & Simonneau, E. 1996,
MNRAS, 282, 1005
Davison, B. 1958, Neutron transport theory, International
Series of Monographs on Physics (Clarendon Press)
De Looze, I., Baes, M., Fritz, J., & Verstappen, J. 2012,
MNRAS, 419, 895
De Looze, I., Fritz, J., Baes, M., et al. 2014, A&A, 571, A69
Densmore, J. D., Thompson, K. G., & Urbatsch, T. J.
2012, Journal of Computational Physics, 231, 6924 .
http://www.sciencedirect.com/science/article/pii/
S002199911200335X
Densmore, J. D., Urbatsch, T. J., Evans, T. M., & Buksas,
M. W. 2007, Journal of Computational Physics, 222, 485
. http://www.sciencedirect.com/science/article/
pii/S0021999106003639
di Bartolomeo, A., Barbaro, G., & Perinotto, M. 1995,
MNRAS, 277, 1279
Draine, B. T. 2003, ApJ, 598, 1017
Draine, B. T., & Li, A. 2001, ApJ, 551, 807
Dubi, A. 1979, Nuclear Science and Engineering, 72, 108.
https://doi.org/10.13182/NSE79-A19313
Dunn, W. L., & Shultis, J. K. 2012, Exploring Monte Carlo
Methods, Academic Press (Elsevier)
Estes, G. P., & Cashwell, E. D. 1978, Los Alamos National
Laboratory, TD-6-27-78
Feautrier, P. 1964, Comptes Rendus Academie des Sciences,
Paris, 258, 3189
Flannery, B. P., Roberge, W., & Rybicki, G. B. 1980, ApJ,
236, 598
Fleck, Jr., J. A., & Canfield, E. H. 1984, Journal of
Computational Physics, 54, 508
Forster, R. A. 1991, Transactions of the American Nuclear
Society, 305
Forster, R. A., Pederson, S. P., & Booth, T. E. 1992,
Transactions of the American Nuclear Society, 277
Gordon, K. D., Misselt, K. A., Witt, A. N., & Clayton,
G. C. 2001, ApJ, 551, 269
Gordon, K. D., Baes, M., Bianchi, S., et al. 2017, A&A,
603, A114
Guhathakurta, P., & Draine, B. T. 1989, ApJ, 345, 230
Helou, G., Lu, N. Y., Werner, M. W., Malhotra, S., &
Silbermann, N. 2000, ApJL, 532, L21
Hummer, D. G., & Rybicki, G. B. 1971, MNRAS, 152, 1
Jin, S., Li, S., Isella, A., Li, H., & Ji, J. 2016, ApJ, 818, 76
Jones, A. P., Fanciullo, L., Ko¨hler, M., et al. 2013, A&A,
558, A62
Keady, K. P., & Cleveland, M. A. 2017, Journal of
Computational Physics, 328, 160 .
http://www.sciencedirect.com/science/article/pii/
S0021999116304776
Larsen, E. W., Morel, J., & Miller, W. F. 1987, Journal of
Computational Physics, 69, 283 .
http://www.sciencedirect.com/science/article/pii/
0021999187901707
Lucy, L. B. 1999, A&A, 344, 282
Mattila, K. 1970, A&A, 9, 53
Mihalas, D., Auer, L. H., & Mihalas, B. R. 1978, ApJ, 220,
1001
Milkey, R. W., Shine, R. A., & Mihalas, D. 1975, ApJ, 202,
250
Min, M., Dullemond, C. P., Dominik, C., de Koter, A., &
Hovenier, J. W. 2009, A&A, 497, 155
Niccolini, G., Woitke, P., & Lopez, B. 2003, A&A, 399, 703
Pederson, S. P., Forster, R. A., & Booth, T. E. 1997,
Nuclear Science and Engineering, 127, 54.
https://doi.org/10.13182/NSE97-A1921
Pinte, C., Harries, T. J., Min, M., et al. 2009, A&A, 498,
967
Roberge, W. G. 1983, ApJ, 275, 292
Robitaille, T. P. 2010, A&A, 520, A70
—. 2011, A&A, 536, A79
Sellgren, K. 1984, ApJ, 277, 623
Steinacker, J., Baes, M., & Gordon, K. D. 2013, ARA&A,
51, 63
Tristram, K. R. W., Meisenheimer, K., Jaffe, W., et al.
2007, A&A, 474, 837
van de Hulst, H. C. 1970, A&A, 9, 359
Whitney, B. A. 2011, Bulletin of the Astronomical Society
of India, 39, 101
X-5 Monte Carlo Team. 2003, MCNP — A General Monte
Carlo N-Particle Transport Code, Version 5, revised
2/1/2008 edn., Vol. Volume I: Overview and Theory (Los
Alamos National Laboratory)
Yusef-Zadeh, F., Morris, M., & White, R. L. 1984, ApJ,
278, 186
Zubko, V., Dwek, E., & Arendt, R. G. 2004, ApJS, 152, 211
