Abstract-The classic approach for estimating parameters of a model using historical data is to solve a nonlinear least squares optimization problem using numerical methods. We develop an I-frame methodology to solve the nonlinear least squares problem quickly which can be applied to both offline and online (where data is streamed in real time) parameter estimation. Using the concept of I-frames from imaging and animation, we approximate a solution to the nonlinear least squares problem via a two-step process, an I-frame optimization, and an incremental optimization. The I-frame optimization solves for the parameters using a subset of data points and the incremental optimization adjusts the parameters in between the I-frames. We show that the criterion of generating I-frames can affect the average squared error of the final solution. Our methodology benefits from being scalable as the number of parameters and amount of data increases with an appropriate I-frame generation criterion.
novel and highly accurate multi-innovation stochastic gradient identification algorithm and multi-innovation least squares identification algorithm [16] [17] [18] . However, many systems are not well approximated by a linear function and it is necessary to solve the more difficult nonlinear least squares problem. Advances have been made in solving nonlinear parameter estimation problems for specialized systems [19] , [20] . Yet, while many traditional methods for solving one instance of a nonlinear least squares problem exist, these methods often do not scale well as the number of parameters increases nor as the amount of data increases [21] [22] [23] .
While solving one instance of a least squares problem has been studied extensively, some online applications require the problem to be repeatedly resolved as new data points arrive. For machine learning and demand forecasting, data points may be arriving multiple times each second and resolving the entire problem with each new point is not practical or efficient [24] . New methods are needed to efficiently solve the nonlinear least squares problem while taking advantage of the sequential nature of the data.
Recent advances of online nonlinear least squares algorithms have achieved superlinear convergence rates for problems with a sparse Jacobian matrix [24] , [25] , and many algorithms exist for exploiting sparse Jacobians [26] . While sparsity of the Jacobian frequently occurs in some applications, such as bundle adjustment [27] , many fields, such as robotics [1] and price forecasting [28] do not have this property. Many traditional algorithms use a Hessian matrix, which needs to be continually updated. However, computing and storing the Hessian matrix can be very costly in terms of computational time and space. Some algorithms, such as the Levenberg-Marquardt algorithm, originally presented in [29] and [30] , store and update a large Jacobian matrix. Many different schemes exist for updating the Jacobian matrix [31] , [32] yet these schemes come with additional problems (when to update the matrix, how to store the matrix and monitoring different convergence criteria). Usually, additional parameters are needed to run these algorithms and it is not always clear how to set and vary these parameter values. Thus, there is a need for an algorithm to solve large scale, online nonlinear least squares problem, where storing and computing a Hessian and Jacobian matrix can be avoided without making simplifying assumptions about the Jacobian matrix.
To this end, we present a new methodology to efficiently solve the nonlinear least squares problem without computing a Hessian matrix and addressing the sequential nature of the data. This methodology is designed to accommodate large nonlinear least squares problems in the sense that there may be a large number of parameters, a large amount of data or both.
The methodology for approximating a solution to the nonlinear least squares problem is inspired by a technique in video compression and animation called I-frames or keyframes [33] . This approach reduces computation time by only doing expensive computation occasionally, at I-frame intervals (called the I-frame optimization). In between the I-frames a simple, continuous procedure called the incremental optimization is performed. The incremental optimization defines how the parameters change in between the I-frames.
The methodology is constructed with the intent that the user has to solve many nonlinear least squares problems in a short amount of time. For example, an online retailer may need to solve a nonlinear least squares problem in order to make a prediction, or forecast, about the demand for an item. However, transactions may be occurring on the order of microseconds, 24 h a day, every day of the year. In this example, the user cannot afford to spend hours calculating a forecast because many transactions may have occurred in the time between the start and finish of the forecast calculation. Instead the user may benefit more from a timely, less accurate forecast calculation since waiting a long time to get a very accurate result is not beneficial. Existing methods do not bode well for this problem as they lack any sort of control over the accuracy of the solution and the computation required.
The rest of this paper is organized as follows. Section II presents a simple example of an online forecasting problem and explains the idea behind our methodology. In Section III an I-frame methodology is presented for efficiently solving nonlinear least squares problems. Section IV includes a proof relating the criterion for generating I-frames to the average squared error of the final solution. Then, Section V provides some numerical results and this paper concludes in Section VI.
II. EXAMPLE OF ONLINE FORECASTING
A motivating example for our methodology is an online forecasting system, including forecasting demand, price, fulfillment, etc. The main idea behind our methodology is that we should continue to use a forecast as long as it is close enough to reality, even if it may not be perfect. Instead of wasting resources (time and computational power) to find the best forecast, we should only update our forecast if it is not doing a good job. Fig. 1 illustrates an example situation, where the initial forecast found at time t = 1 is fairly close to the observations at t = 2 and t = 3. However, the observation at t = 4 is quite far away from the initial forecast. The methodology recognizes that the initial forecast is no longer performing well and calculates a new forecast at t = 4. It uses part of the data from the initial forecast in obtaining a new forecast.
Our methodology utilizes this idea in the context of parameter estimation. As we will see, the parameter estimation problem is only resolved when the underlying model with the current set of parameters does not accurately reflect new data. The dark x's represent data points (observations). Given an initial forecast each new data point is compared to the forecast. At time t = 4 the difference between the data point and the initial forecast is large enough that a new forecast is generated. This is beneficial as it reduces the amount of time and computational resources required. The tradeoff is in the quality of the approximation.
III. I-FRAME ALGORITHM FOR APPROXIMATING NONLINEAR LEAST SQUARES
The offline parameter estimation problem begins with a set of m data points and function values, (
where the model function y = f (x, P) depends on the variable x as well as a set of n parameters, P = (P 1 , . . . , P n ), with m ≥ n. We assume that we know this model function explicitly and that it is continuously differentiable over a bounded set of parameters, P l ≤ P ≤ P u . Note that x is not limited to a single value and may instead be a vector. For example, in demand forecasting for a product or multiple products, the observable data in x might be historical point of sale data, on-hand inventory, weather, etc. The parameters in the model function might include weights that determine how much to value each individual component in x. The output y would be the demand forecast. We also assume that the vectors x form a partially ordered set. Usually, these vectors are ordered with respect to time. In the example of demand forecasting, the vectors x would be ordered by the date they were observed.
The goal is to find a real-valued vector of parameters, P, such that the model output best fits the given data in the least squares sense. Let r, commonly called the residual, be a vector function, r : R n → R m with m components r i , i = 1, . . . , m. Each of the m components measures the error made as compared to the data for a set of parameters, r i (P)
In the example of demand forecasting, r i would be the difference (or error) between the observed demand at i and the forecasted demand.
A good set of parameters for the model function is a set that minimizes the sum of the squares of the errors. This leads to the following optimization problem:
where
where P is the vector of parameters that need to be estimated. Note that zero is a lower bound on G(P) because G(P) is a sum of squares. The rest of this paper assumes that r is a nonlinear function as many efficient algorithms exist for the case, where r is linear with respect to P [13] , [21] , [22] . Problem (1) is called the offline nonlinear least squares problem since all of the data is known beforehand. An online least squares problem refers to the situation, where data is arriving sequentially and the parameters could be updated with each new data point by solving a sequence of least squares minimization problems. However, this is computationally expensive and does not exploit the sequential structure of the overarching problem. This is limiting in real-time applications, where speed is crucial [24] .
Solving problem (1) directly can prove troublesome for large m and n. One often has to compute and store a large Jacobian and Hessian matrix (and continually update these as the algorithm progresses). Many algorithms have been developed that assume the Jacobian matrix is sparse. A Jacobian matrix for problem (1) is sparse if not all of the summands (the r i 's) depend on all of the n parameters. We develop an algorithm to solve problem (1) that does not need a sparse Jacobian or a Hessian matrix. To do this, we solve a continualized version of Newton's descent method.
Our algorithm modifies Newton's descent method, which solves the optimization problem (1) based on the following sequence, for iteration k, k = 0, 1, . . . :
given an initial starting point P 0 and some α with 0 < α ≤ 1. The iteration step in (2) is continualized by replacing the iterate P k with the parameter function P(t) to obtain
where t is a continuous time associated with the algorithm. Solving (3) can be time consuming as the Hessian matrix needs to be inverted. Instead, we use an approximation to the Hessian matrix based on the fast marching algorithm in [34] and [35] . The Hessian inverse in (3) is replaced with the maximum of the partial derivatives. The new differential equation is
∇G( P(t)) = [∂G( P(t))/∂ P(t)] and
The continualization in (4) is appealing because there is no need to calculate the inverse of a Hessian matrix and sparsity does not need to be assumed. However, the integration can be time consuming to calculate as the number of parameters or the amount of data increases. Furthermore, the integration of (4) can also be time consuming if the model function, f (x, P), is costly to evaluate. To address these issues, we construct a methodology that eases the required computation by only doing costly function evaluations when the model function with the current parameters is not reflecting the data well. Our algorithm integrates (4) over the interval [0, T] for some T. Fig. 2 illustrates a solution to (4) . The solution P(T) corresponds to an optimal solution to (1) . Once the integration method is finished, our algorithm checks whether the solution evaluated at the objective function, G( P(T)), is less than a threshold (0.001 in our numerical results in Section V). If the solution is less than the threshold, the integration method stops and returns P(T). Otherwise the algorithm recomputes the gradient at this new point and starts the integration method with P(T) as the starting point. This continues until a number of iterations is reached (40 in our numerical results).
A question remains of how often to perform the numerical integration. The result P(T) is an approximate solution to (1) using all m data points. To reduce computation, instead of using all m data points to solve the nonlinear least squares problem, a subset of points is constructed using only some of the m data points. The approach is to create I-frames for subsets of the data points with small changes in the parameters. This restricts the large computation to the start of the I-frames and continualizes and linearizes the "flow information" between I-frames. The algorithm starts with the first data point and iterates through the data constructing I-frames at various points. These points are added to the subset and the I-frame optimization solves the nonlinear least squares problem over the expanding subset of data points.
The I-frame optimization problem is
and I is the set of indices denoting the start of a new I-frame. We solve (5) by solving (4) , and the solution is denoted P C (t k ), where the I-frame starting at time t k is denoted as the kth I-frame. The gradient can be found analytically or estimated numerically. Note that initial values, or ranges, for the parameters P are needed to solve the differential equation in (4). Having solved for P C (t k ) in the kth I-frame, the approach next evaluates the residual at each data point 2 is greater than a certain threshold , that is
then a new I-frame is created, (i.e., t k+1 = i), and the time i is added to I. If the function evaluation f is costly, the user may choose to evaluate it only when the data point y i changes by a user defined value. As an example, suppose there are 13 data points (m = 13) and I-frames are generated at times 1, 4, 10, and 13 (see Fig. 3 ). Thus, I = {1, 4, 10, 13}. We denote the time of the kth I-frame as t k = j, referring to the (x j , y j ) datapoint.
The main idea for this approach is that a set of parameters will be sufficiently good as long as the model function with the current set of parameters closely matches the data. Then, if there is a big change in the data, the parameters are modified to incorporate this change using an I-frame. This is analogous to the use of I-frames in animation as I-frames represent a fully specified picture while in-between the I-frames only the changes between frames are recorded. Also note that if an I-frame is created at every data point, then the index set I will include every data point at the last I-frame. This will result in solving the original problem (1) .
Recall that to solve the differential equation in (4) an initial value of the parameters is needed. For the kth I-frame, it is possible to use the previous set of parameters found at the k − 1 I-frame, P C (t k−1 ), as the initial value. However, we can potentially save some computation in the algorithm [either in the overall iteration count or in the numerical integration which solves (4)] by constructing an incremental optimization problem. The incremental optimization adjusts the previously found parameters, P C (t k−1 ), over the k − 1 I-frame to provide an initial value for the kth I-frame.
To derive the incremental optimization, first the residuals are continualized and approximated. Then, the nonlinear least squares problem in (1) is rewritten as a partial summing formation, which is then continualized and linearized around the time t. This allows the continualized approximation to the residuals to be used. Next, a linear control bang-bang problem is derived which defines how the parameters change in-between I-frames. Finally, the Hamiltonian and necessary conditions for optimally are constructed to provide the bang-bang solution.
Denote the I-frame starting at time t k as the kth I-frame and use t as the "time" of an I-frame, t ≥ 0. The data point at the beginning of the kth I-frame is (x t k , y t k ). See Fig. 3 . A continualized form of r i on the kth I-frame interval (t k = i), with a linear perturbation of the model parameters, is defined based on Euler's integration algorithm
where P(t) = P C (t k ) + δ P(t) for t > t k and δ P(t) is the parameter perturbation vector. The start of the next I-frame is determined by the residual (error) between the model function, f (x i , P) and the actual value, y i . Recall that we only create a new I-frame if the residual is greater than the threshold, . Thus, the residuals are likely small in between the two I-frames. This justifies approximatingr 2 t k ,t with a first order Taylor series expansion around the values of the data at the I-frame, denotedr. This leads tô
For ease of notation, let
and
The partial derivatives can be calculated using (7) since f is assumed to be differentiable with respect to P. Note that
is equal to zero (since t k corresponds to the start of an I-frame). Equation (8) is now written aŝ
This approximation is linear with respect to δ P(t). In order to make use of the approximation (8), the least squares problem in (1) is rewritten as a partial summing formulation. The optimization problem in (1) is written in the following recursive form:
with the initial condition S 0 = 0. The value S i is the accumulated residual up to the ith data point. We next continualize problem (12) to obtain a continuous time approximation on the current kth I-frame [36] . A continualized form of S i with a linear perturbation of the accumulated residual is defined as
whereS t k (t k ) = S t k and δS t k (t k ) = 0. Taking derivatives of both sides of (13) yieldṡ
Now define
for t ≥ t k . The descent parameter β > 0 in (15) normally needs to be estimated using empirical or learning methods, however, this is not necessary as it cancels out later. From (11), (14) , and (15), a linear differential equation with constant coefficients is
Now, a linear control problem is formulated to find δ P(t) in between the I-frames. Recall that δ P(t) approximates how the parameters change between the I-frames. The goal is to maximize the time between I-frames (which indicates a good set of parameters) while minimizing the error at the end of the I-frame, δS t k (T), where T denotes the time at the end of the I-frame. Note that δS t k (T) is always greater than or equal to zero because it is approximating the squared error r 2 i . The linear control problem is
where δS t k is the state vector, δ P(t) is the control vector and q > 0 is a weighting parameter. The bounds δ P min and δ P max can be updated as the algorithm progresses. Problem (16) is known as a bang-bang problem. To see this, the Hamiltonian is written and the necessary conditions of optimality are constructed. This will give the values for how much the parameters change over the I-frame. The Hamiltonian is
where p(t) is the costate vector. The necessary conditions for optimality are
, δ P(t), p(t) .
Because H does not depend on δS t k (t) andṗ(t) = 0 we know p(t) is a constant. The third condition shows that p(t) = −q. The last condition implies that
Canceling terms and flipping the inequality since p(t) < 0 yields the following bang-bang condition:
If Z t k is greater than zero then the respective variables δ P take on their minimum values, and if Z t k is less than zero Fig. 4 . Illustration of the I-frame algorithm. The data points are represented by the dark x's. The squares represent the model function evaluated at the parameters, f x i , P C (t k ) . At the first I-frame (t 1 = 1 in this example), the integration finds a set of parameters P C (t 1 ). Just before the next I-frame at time t 2 = 4, the incremental optimization modifies the parameters to obtain P(t). These are used as the starting parameters in the next integration at the next I-frame.
then the respective variables take on their maximum values, yielding the bang-bang solution using (10)
Once this solution is calculated, the parameters are adjusted by setting P(t) = P C (t k ) + δ P * (t).
I-Frame Methodology for Nonlinear Least Squares:
The algorithm is stated as follows for a set of m data points. 1) Initialize a starting set of parameters, P C (t 0 ). If initial values are not given, generate random values over the bounded set [P l , P u ]. Set a value of . Set i = 1, k = 0, and I = ∅.
2) Evaluate the residual r i P C (t k )
2 .
3) If the evaluated residual in step 2 is greater than then go to step 4. Otherwise set i = i + 1 and go to step 2. If i cannot be incremented because the end of the data has been reached then stop and output P C (t k ) as the final set of parameters. 4) Create a new I-frame at time i by doing the following steps. (4.1) Perform the incremental optimization by calculating the gradient and adjusting the set of parameters, P C (t k ), setting δ P min and δ P max to 1% of P C (t k ) and finding δ P * (t) as in (18) . Let 
(t) by integrating (4). This determines a new set of parameters P C (t k ).
Set i = i + 1 and go to step 2. To summarize the approach, begin with an initial set of parameters (obtained randomly if a set is not given) and continue through the data until a new I-frame is required. A new I-frame is created if r i P C (t k ) 2 > . Use the bang-bang result in (18) to update the parameters at the end of the I-frame and add the point to the subset I. Then, solve the minimization problem (5) at the new I-frame. This continues until the end of the data. See Fig. 4 .
The I-frame methodology is well-suited for the online problem, where data is arriving sequentially because the methodology already exploits the sequential nature of the problem. When a new data point arrives, we perform the same check to see if a new I-frame is created by evaluating the residual r i P C (t k ) 2 as in step 2 of our algorithm. Further computation is only required if this residual is greater than the threshold , in which case we perform the incremental optimization and solve the integration equation to obtain a new set of parameters. The algorithm will solve (5) with a subset of points in I instead of solving (1) with all data points. This eliminates the need to resolve the entire nonlinear least squares problem, which may not be practical in real-time applications, where speed is crucial. The amount of computation required for our methodology is greatly dependent upon the creation of I-frames, which in turn is dependent upon the choice of . This means that the choice of is critical in determining the success of the methodology. As we will seen in Section V, the choice of is problem dependent and it is difficult to know a successful value a priori. In practice it is best to start with a very large value of and decrease its value until a suitable number is found. Initially starting with a low value is not recommended since a lot of I-frames may be created which can dramatically increase the computation. Finding a successful value also depends on the tolerance for error the user is willing to accept. If there is a low tolerance for error and we wish for a good solution, then decreasing further may lead to more I-frames and a better solution. If we have a high tolerance for error then a larger is likely to find a satisfying solution without a long computation time.
IV. RELATIONSHIP BETWEEN I-FRAMES
AND THE SQUARED ERROR The main result in Theorem 1 relates the criterion of generating I-frames to the averaged squared error of the final solution. The proof requires Lemma 1 which is proved in the Appendix.
Theorem 1: There exists a such that if I-frames are generated using the criterion in (6) (that is, the squared error at the I-frame is greater than ), then the I-frame methodology outputs a final solution P C (t k ) such that the average squared error is bounded by , that is
Proof: Given an initial set of parameters P C (t 0 ) (as in step 1 of the algorithm), suppose no I-frames are created. Then at each point the squared residual is less than and the average squared error is less than . Now suppose there is exactly one I-frame created at t 1 = i for some 1 ≤ i ≤ m. For every point from t 1 forward we have
since no new I-frames are generated. It remains to show that the average squared error is less than for the points from the start of the data up to the I-frame at t 1 , that is
For a proof by contradiction, consider any > 0 and assume that (19) does not hold. For notational convenience, let
Since the first I-frame occurs at t 1 and no further I-frames are created we have y ≤ . By assumption, w > . This means that the average squared error in the points from the start of the data up to the I-frame is large enough to push the average squared error for the whole data set greater than . The average error for the points from the start of the data up to the I-frame can be calculated as total error for whole data set − total error in I-frame forward number points in first I-frame
From these points, i = 1, . . . , t 1 , pick the largest squared residual (r i (P C (t 1 ))) 2 and set to this new value. Note that this new is larger than the original by assumption that (19) is violated. When the I-frame methodology is executed with this new value of and same initial P C (t 0 ), one of two things will happen. Either there will be no I-frames or there will be at least one I-frame. If there are no I-frames then we have reached a contradiction as we have found a that satisfies the theorem.
If there is exactly one I-frame again, this I-frame will either be at the same point, t k , or at a later point (since we have increased ). We can use the same technique above to pick a new . Each new picked will be greater than the previous . If the sequence of values of converge to a finite point (even if they are still increasing) then we can set to this finite point to satisfy the theorem. If the sequence of values of diverge, then will become infinitely large. If is infinitely large, then so are the residuals that sum up to . This contradicts Lemma 1 that states there is a finite bound on the residuals. Thus, for the situation, where there is exactly one I-frame the theorem holds true.
If there are several I-frames the problem can be broken down by dividing up the I-frames. Since the data is ordered sequentially, we can apply the reasoning above to the points from the start of the data up to the second I-frame. This will result in a that satisfies the theorem for the points up to the second I-frame. Using this value of will reduce the number of I-frames, and the same strategy can be applied for each additional I-frame. Continuing in this manner will lead to a that satisfies the theorem.
Theorem 1 guarantees the existence of a that bounds the averaged squared error of the final solution (no matter what final solution was obtained). However, the theorem says nothing about how to obtain this value of or what it might be. Note that knowing this value of would be very valuable in practice as you could run the I-frame methodology and guarantee a solution with an average squared error below the value of . A successful value of is problem dependent, and we rely on numerical experimentation in practice.
V. NUMERICAL RESULTS
We numerically compared the I-frame methodology against a trust-region method in MATLAB and Powell's dogleg algorithm. MATLAB's optimization toolbox provides a function to calculate the solution to a nonlinear least squares problem using a trust-region algorithm based on an interior-reflective Newton method that requires an initial starting point [37] , [38] . Powell's dogleg algorithm is originally described and analyzed in [39] and [40] and the algorithm is provided in [21] and [23] . The test problems were taken from [41] , a public database that provides reference datasets to evaluate statistical algorithms. All the computation was performed on a Windows 10 64-bit operating system with 8 GB of RAM and an Intel Core i7-4500U processor.
The I-frame methodology was run with δ P min and δ P max set to 1% of the current parameter value as in step 4.1 In step 4.3, the parameter α = 0.9 was used in (4). It is typical in many Newton descent methods to pick an α close to or equal to 1 [22] . To solve the integration of (4) in step 4.3, we used the solver ode23s in MATLAB [42] . A threshold of 0.001 was used to determine when to stop the integration. If the solution to the integration exceeds the threshold, then we recalculate the gradient at that solution and rerun the integration method. This is performed a maximum of 40 times. A few different values were tried for the maximum number of integrations within an I-frame. As the number of I-frames increases, the size of the minimization problem (5) increases, increasing the computation time of the integration method. If the maximum integration count is high, then too much time is spent refining the solution to (5) instead of advancing through the data set and in extreme cases the integration may completely fail. For the test problems, a maximum integration count of 40 seemed reasonable in allowing the algorithm to output a quality solution without spending too much computation time.
We considered two test problems: gauss1, an exponential function with eight parameters and ENSO, a sum of trigonometric functions with nine parameters. These were chosen as they contained a large number of parameters relative to the other sets available [41] . Each problem was expanded to include more data points. The problem gauss1 was expanded from 250 to 1000 data points by adding three observations in between the ones given, with the observation values generated by using the optimal set of parameters on the model function and adding Gaussian noise. Similarly ENSO was expanded from 168 to 1000 data points. The results for the two test problems are reported in Tables I and II . Each line in the tables reports the sum of the squared residuals of the best and the worst solutions obtained over twenty runs as well as the average of all the squared errors. Each run started by uniformly generating a random starting point with the upper and lower bounds at ±50% of the optimal solution. When the trust-region is run under the default values it often takes a long time to finish (as shown in the first row of the tables). In order to get a better comparison with the other two methods, we wanted to restrict the computation time to be closer to the other two methods. However, MATLAB does not provide the functionality to stop an algorithm after a certain amount of time and output the current solution. Instead the total number of function evaluations allowed was changed. The default value is 800; for gauss1 the trust-region method was also run with a maximum number of function evaluations set to 70 and for ENSO it was set to 8.
The values in the I-frame methodology were picked by first picking an arbitrarily large number and then decreasing until I-frames were created. Recall that if is very large then the squared residuals will be less than at every point, meaning no I-frames are generated. If this happens then no computation is performed outside of calculating the residuals, and the algorithm will output the initial parameter values P C (t 0 ) as the final solution. We then decreased further to explore how modifying affects the number of I-frames, the overall time it takes for the I-frame methodology to output a final solution and the total sum of squares of the resulting final solution. Table I presents the results on gauss1. The average time (over 20 runs), average solution, best solution, and worst solution are reported for each algorithm (MATLAB's trustregion, Powell's dogleg and the I-frame methodology). The optimal function value for this problem is 6085. The trustregion method was able to find the optimal value in 6 of the 20 runs when the maximum number of function evaluations was set to 800. None of the other methods obtained the optimal solution in any of the runs.
Powell's dogleg method performed the fastest on average (at 35 s), however, the average solution it found was over a million. Only 3 of the 20 dogleg runs found a solution under a million. In contrast, the I-frame methodology was also able to find a better solution no matter the choice of and also found a better solution on average for all the choices of except = 2000. We also see that the trust-region method takes a considerable amount of time to find a solution even though it is able to sometimes find the optimal (6 out of the 20 runs). When the trust-region method is restricted to run in a short amount of time, the average and best solutions it found are considerably worse than the other two methods. As is increased we see that the average solution time decreases. This is to be expected as a smaller choice of is likely to lead to more I-frames, which means performing the optimization and numerical integration (which can be time consuming). We also note that decreasing does not guarantee a better solution. This is shown in the choice of 1700, which performed worse than all other choices. This could be explained by the randomness in choosing initial parameters. Another explanation is that different choices of will naturally lead to I-frames at different points. The set of points, where I-frames occur may end up fitting the model function very well or they may be very bad choices. However, there is a range of choices for which the methodology performs very well (about 1300-1500).
Note that decreasing further can lead to enormous computation time. A small will lead to more I-frames being created, which means the numerical integration also grows in size. The numerical integration will take a while to find an optimal solution if the problem is too big. If this happens early when iterating through the data, then each new I-frame will only magnify the problem, adding to the amount of computation the numerical integration needs to perform. Furthermore, if the numerical integration fails to find a solution (due to reaching a max iteration count) it may output a bad solution. When the I-frame methodology reaches the next datapoint a new I-frame will be created since the current solution is bad. This can lead to the unfortunate scenario, where I-frames are created at nearly every point and the numerical integration cannot find a good solution leading to an enormous amount of computation time spent only to obtain a bad solution.
The results for ENSO are reported in Table II . The optimal function value for this problem is 3806, which was not obtained by any of the methods.
MATLAB's trust-region method was always able to find a quality solution, however, it took a significantly longer time to do so, averaging about 4 min longer than any of the other methods. The dogleg algorithm averaged about 41 s to find a solution value which averaged about 17 000.
Compared to the dogleg method, the I-frame methodology was able to find a better solution on average in less time for values of 150 and 175. We also see that the I-frame methodology finds a better solution on average in a shorter amount of time than the trust-region method when it is restricted to eight function evaluations. For values greater than 200 the I-frame method would frequently not do any optimization at all and output the initial parameters at the final solution. This means that the individual squared residuals did not exceed very often.
From both of these examples we see that the I-frame methodology has local areas, where different choices of perform very well. For gauss1 this occurred when was in the 1300-1500 range and again around 1900. For ENSO this occurred when was either 150 or 175. Different choices of will naturally lead to I-frames occurring at different locations. We speculate that some choices of lead to a sequence of I-frames occurring at points that are a good snapshot for the entire dataset. Optimizing over this sequence produces a more accurate approximation for the entire problem than for other sequences of points.
VI. CONCLUSION
We constructed a methodology for approximating solutions to the nonlinear least squares problem using the concept of I-frames from imaging and animation. This methodology reduces the computation time needed while still producing a quality solution. Our algorithm is able to scale well as the amount of data increases with an appropriate I-frame generation criterion. Furthermore, our algorithm does not require computing a Hessian matrix or assuming a sparse Jacobian matrix. We believe that the I-frame methodology is well-suited for solving nonlinear least squares problems, both in the offline and online instances. Further research may improve the quality of the solution by altering the creation of I-frames. APPENDIX PROOF OF LEMMA 1 Lemma 1: Let P * = (P * 1 , . . . , P * n ) be the optimal set of parameters for the nonlinear least squares problem (1) on m data points. Let P C (t k ) be the final solution given from the I-frame methodology on m data points. There exists a finite > 0 such that
Proof: We assume that f (x i , P C (t k )) is continuously differentiable over a bounded set of parameters. This means that f (x i , P C (t k )) has a maximum and a minimum over the bounded set which it attains by the extreme value theorem. Thus, P * exists and G(P * ) is finite. Recall that we can write G(P C (t k )) in the following form:
Because P C (t k ) is obtained from the algorithm and y i is given for all i, |y i −f (x i , P C (t k ))| has a maximum value (call it r max i ). This means the whole sum is bounded and we can pick our to be
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