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has a stabilizing effect on the base state, while opposite charge on them favors the
formation of spatial patterns with reversible binding.
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Self-organized spatial patterns may arise from the coupling of an autocatalytic
chemical system with diffusion characterized by short range activation and long
range inhibition. Simplest scenarios include Turing patterns and cellular fronts,
both of which can not only be found in chemical systems but also appear in living
organisms. In most cases ions are involved which may influence the underlying
instability especially in biological examples where large molecules, like proteins,
carry charges and act as polyelectrolytes, and yet their contribution is often
neglected in theoretical works. When concentration gradients exist in reactions
between ionic species, local electric field evolves allowing an additional transport
for charged species unless high ionic strength is maintained. As a result, the
flux of an ion will depend on the gradient of all ions present. When the spatial
decoupling is achieved by selective reversible binding of the autocatalyst, the
local electric field has an effect on the dynamics of the system even if the key
components have the same diffusion coefficient. Two general scenarios can be
identified: opposite charge on the autocatalyst and its counterpart leads to
migrational flux that favors spatial pattern formation, while identical charge on
them has a stabilizing effect. The phenomenon is presented in two prototype
reaction-diffusion systems: the Turing instability of a homogeneous steady state
and the lateral instability of a planar reaction front.
I. INTRODUCTION
Diffusion-driven instabilities lead to the evolution of chemical patterns1,2 that are char-
acterized by various concentration gradients absent in the unstable base state. Although
diffusion generally acts in the direction to minimize spatial fluctuations in concentration,
when coupled with an autocatalytic reaction, it can amplify the ever present noise resulting
in the local enrichment of a chemical species.3 The underlying driving force is differential
diffusion with short range activation and long range inhibition, i.e., in these systems the au-
tocatalyst has to diffuse at a slower rate than other key components.4–7 Simplest scenarios
of these diffusion-driven instabilities yield Turing patterns8,9 and cellular fronts,10,11 both of
which can also appear in biological systems.12–17
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When the autocatalytic reaction involves ions, migration represents an additional form
of transport.18 In these systems electric field therefore has a strong effect on the pattern
formation, as shown by several theoretical19,20 and experimental21–24 works. Unless a high
ionic strength is maintained by adding a conducting salt in large concentration,25 local
electric field arises due to the difference in the mobility and concentration of the various
ions. Since all ions with concentration gradient contribute to the potential gradient, the flux
of a single ion will also depend on the gradient of other ions. This, in effect, is similar to
cross-diffusion, the effect of which has also been studied recently.26,27
Although experimental studies of pattern formation have mainly considered reactions
between ions, the effect of charge on the species has most often been neglected. For simple
two-component systems we have shown28 that identical charge on the key species stabilizes,
while opposite charges destabilize the base state, thus the latter scenario requires smaller
difference between the diffusion coefficients for the onset of instability. This statement holds
for both Turing patterns developing from unstable homogeneous states and cellular fronts
replacing planar reaction fronts.
In experimental realization of diffusion-driven patterns, the biggest challenge is to achieve
the desired difference in diffusion coefficients. The simplest chemical reactions are run in
aqueous solution where all small hydrated ions diffuse at about the same rate with the
exception of hydrogen and hydroxide ions. Successful approaches have involved the selective
binding of the autocatalyst in order to decrease its effective diffusion coefficient: starch
has been used for binding triiodide,29,30 cyclodextrin for iodide,4 carboxylate groups in a
polymer chain for hydrogen ion5–7,31–34. Lengyel and Epstein in a series of papers35–37 have
shown that the binding of the autocatalyst into an immobile species in fact represents a
shift in the time scale of the autocatalyst, since it also acts on the kinetic term. In the
chlorite–iodide–malonic acid reaction the presence of starch suppresses the homogeneous
oscillations by shifting the Hopf-bifurcation allowing the formation of Turing patterns. The
same approach in simple autocatalytic reaction fronts has led to the lowering of the free
autocatalyst concentration behind the front,31,38 through which the flux of the autocatalyst
decreases at the reaction zone allowing the destabilizing flux of the reactant to dominate
and therefore leads to the appearance of cellular fronts.
In this work we show how the charge on the key species will affect the diffusion-driven
instabilities in systems where the autocatalyst and its counterpart diffuse at the same rate
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as they have the same mobility, and only selective binding of the autocatalyst is applied.
Of spatial pattern formation we select two general scenarios: the Turing instability of a ho-
mogeneous state and the lateral instability of planar autocatalytic fronts. Charged versions
of the Schnakenberg model39 are used for the former and those of the cubic autocatalysis
for the latter as prototypes. The key interest here is how the system behaves when the
autocatalyst and its counterpart have the same or the opposite charge. We present first the
governing equations and the characteristics of the selective binding via a fast equilibrium,
then introduce the models and the obtained results separately. At the end we summarize
the general features of the selective binding in ionic systems.
II. REACTION-DIFFUSION-MIGRATION MODEL
We consider systems where a chemical reaction occurs between aqueous ions and the only
transport processes are diffusion and migration. The general component balance equation
based on the Nernst-Planck equation takes the form of
∂Ci
∂t
= Di∇2Ci + zi F Di
RT
∇(Ci∇Ψ) + Fi(C1, . . . , Cn) , (1)
where Ci is the concentration and zi is the charge of the ith component with diffusion
coefficient Di, and Fi is the term representing the reaction kinetics. In Eq. (1) the Einstein
relation µi = zi F Di/(RT ) is applied to express ionic mobility. The charge balance
∂Q
∂t
=
n∑
i=1
zi
∂Ci
∂t
=
n∑
i=1
(
ziDi∇2Ci + z
2
i F Di
RT
∇(Ci∇Ψ)
)
= 0 (2)
has to be taken into account to complete the system, where no kinetic term appears, since
charge is conserved in a chemical reaction, i.e.,
∑n
i=1 ziFi = 0. In Eq. (2) it is explicitly
stated that no macroscopic charge separation occurs with Q =
∑n
i=0 ziCi = 0, which is
the scenario in an aqueous solution under normal conditions. Although charge separation
is indeed negligible, potential gradient does arise locally where significant change in the
composition exists as a result of the difference in ionic mobility.
For convenience the dimensionless form of Eqs. (1) and (2) are addressed, where ci =
Ci/C1,0 is the dimensionless concentration relative to the initial concentration of one of
reactants selected arbitrarily, δi = Di/D1 is the ratio of diffusion coefficients with respect
to the selected species, and ψ = ΨF/(RT ) is the dimensionless electric potential. In this
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work we restrict our investigation to systems with equal diffusion coefficients, i.e., δi = 1.
Time is scaled as τ = t/tc, where tc is the reciprocal of the pseudo-first-order rate constant
associated with one of the steps in the reaction mechanism appearing in Fi, and the new
length scale is ξ = x/
√
D1 tc.
III. REVERSIBLE BINDING OF THE AUTOCATALYST
The amount of free autocatalyst (X) in the system may be controlled by the addition of
a binding species via the fast equilibrium
X +M⇋ MX , (3)
where—in addition in spatial systems—M and hence MX have generally negligible diffusion
rate. In experimental realization the binding species is either a large molecule or a cross-
linked polymer. In the latter case M represents the monomer unit where the actual binding
takes place. From the dissociation constant (Kd) of MX the total concentration of the
autocatalyst may be expressed as
[X]T = [X] + [MX] =
(
1 +
CM
[X] +Kd
)
[X] ≡ Σ[X] , (4)
where Σ represents the ratio of total and free autocatalyst and CM is the total concentration
of the binder.31 For the rate of change of concentrations we have
∂[X]T
∂t
=
(
1 +
CMKd
([X] +Kd)2
)
∂[X]
∂t
≡ σ∂[X]
∂t
, (5)
hence the binding shifts the time scale of the autocatalytic species with respect to the other
components of the reaction. Since σ > 1, it leads to a decrease both in the flux of the
autocatalyst by decreasing its gradient and in the source term determined by the chemistry.
Two general scenarios have been applied in experimental systems. For weak binding when
Kd ≫ [X], a large excess of M provides an essentially constant value for σ = 1+CM/Kd. In
case of strong binding on the other hand, a small amount of M is sufficient to control the
binding of X with σ depending on the concentration of the autocatalyst: at low concentration
of X effectively all autocatalyst produced in the reaction will be bound, while at higher
concentrations σ tends to unity representing a minimal binding. We only consider scenarios
where the concentration of binder (chared or uncharged) is small with respect to the solvent
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and its mobility is negligible, therefore Eqs. (1) and (2) remain applicable in the presence
of polyelectrolytes.
In the governing equations therefore only the one for the autocatalyst—labeled with index
2 throughout this paper—is affected by the binding, and hence in dimensionless form we
have
∂ci
∂τ
= ∇2ci + zi∇ (ci∇ψ) + fi(c1, . . . , cn) i 6= 2 , (6a)
∂c2
∂τ
=
1
σ
(∇2c2 + z2∇ (c2∇ψ) + f2(c1, . . . , cn)) (6b)
with σ = 1 +
cM K
(K + c2)2
, cM = CM/C1,0, and K = Kd/C1,0, accordingly. At this stage it
is important to point out that the differential charge balance equation is invariant to the
presence of binding species because species M and MX are both immobile and inert, i.e.,
they neither diffuse and migrate nor take part in the rate laws given in fi = Fi ts/C1,0.
Considering the charge balance, two general cases are addressed specifically. When M is
neutral, X and MX have identical charges and therefore
Q = z1c1 + z2Σc2 + · · ·+ zncn = 0 with zM = 0 (7)
with Σ = 1 +
cM
K + c2
in dimensionless form, while with M having an opposite charge with
respect to X, MX is neutral leading to
Q = z1c1 + z2Σc2 + · · ·+ zncn − z2cM = 0 with zM = −z2 . (8)
Both Eqs. (7) and (8) yield the same equation
∂Q
∂τ
= z1
∂c1
∂τ
+ z2σ
∂c2
∂τ
+ · · ·+ zn∂cn
∂τ
= 0 (9)
for the rate of change. Since the factor σ appears in the sum above, it cancels out in the
final dimensionless charge balance
∂q
∂t
=
n∑
i=1
(
zi∇2ci + z2i∇(ci∇Ψ)
)
= 0 . (10)
IV. TURING INSTABILITY
The base state is the homogeneous state where the concentration gradients vanish, there-
fore we are faced with the solution of
fi(c1, . . . , cn) = 0 , ψ = 0 . (11)
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The solution itself is independent of the extent of binding, as no σ appears in the time-
independent problem. To investigate the stability of the homogeneous state, we introduce
spatial perturbations, which we formulate in one spatial dimension without loss of generality
as
ci(ξ, τ) = ci,0 +
∑
k
ci,1,kφ(ξ, τ) , (12a)
ψ(ξ, τ) =
∑
k
ψ1,kφ(ξ, τ) , (12b)
where ci,0 represents the homogeneous state, i.e. the solution of Eq. (11), φk is spatial
perturbation with wave number k. In the linear stability analysis upon substituting into
Eqs. (6) and (10), we only retain the terms linear in φk, the perturbation can therefore be
expressed as φk = exp(ωτ + ikξ), with ω representing the temporal eigenvalue, also termed
growth rate. The first order terms comprise the
ω


1 0 . . . 0 0
0 1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1 0
0 0 . . . 0 0




c1,1,k
c2,1,k
. . .
cn,1,k
ψ1,k


= M


c1,1,k
c2,1,k
. . .
cn,1,k
ψ1,k


(13)
generalized eigenvalue problem with Jacobian matrix
M =


J1,1 − k2 J1,2 . . . J1,n −z1c1,0k2
J2,1/σ (J2,2 − k2)/σ . . . J2,n/σ −z2c2,0k2/σ
. . . . . . . . . . . . . . .
Jn,1 Jn,2 . . . Jn,n − k2 −zncn,0k2
−z1k2 −z2k2 . . . −znk2 −
∑
z2i ci,0k
2


, (14)
where Ji,j = ∂fi/∂cj. When ω has a negative real part in the dispersion curve for all wave
numbers, the homogeneous state is stable; any perturbations decay exponentially. For Turing
instability to occur, ω should have a positive real part for some k > 0, i.e., the homogeneous
state remains stable only towards homogeneous perturbations, in which case the unstable
modes are amplified leading to a stationary heterogeneous concentration distribution once
the nonlinear terms come into effect.
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A. Model
We base our study on the Schnakenberg model39
A
k1→ X (15a)
B
k2→ Y (15b)
2X + Y
k3→ 3X (15c)
X
k4→ P (15d)
MX
K
⇋ M+X (15e)
in which A and B represent pool chemicals with constant concentrations and hence we are
faced with a two-variable model. We consider two modifications of the model. In one we
allow opposite charge for X and Y, leading to
A
k1→ X− + E+2 (16a)
B
k2→ Y+ + E−1 (16b)
2X− +Y+
k3→ 3X− + 2E+2 (16c)
X−(+E+2 )
k4→ P1 (16d)
E−1 (+E
+
2 )
k5→ P2 (16e)
MX
K
⇋ M− +X+ (16f)
where E−1 and E
+
2 are additional species introduced to account for the charge balance. In
Eq. (16) parentheses indicate that the given species does not appear in the appropriate rate
law, ensuring the same kinetic model. The reaction step in Eq. (16e) is included in order
to have only neutral products in accordance with all schemes. In the other model we have
identical charge on X and Y, hence
A
k1→ X− + E+ (17a)
B
k2→ Y− + E+ (17b)
2X− +Y−
k3→ 3X− (17c)
X+(+E+)
k4→ P (17d)
MX
K
⇋ M+ +X− (17e)
where E+ is the extra charged species having the same role as E−1 and E
+
2 in Eq. (16).
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For the calculation of the dispersion curves (ω − k) the eigenvalue problem is solved by
using the DGGEV routine (and the DGEEV routine for the neutral reference case) provided
in LAPACK.40 The original governing equations in Eqs. (6) and (10) are also integrated on
a one-dimensional grid of 501 points and uniform ∆ξ = 0.1 spacing and no-flux boundary
conditions at each end with tolerance 10−8 using the CVODE package.41 The parameter set
is selected so that stable homogeneous oscillation exists for the reference neutral case with
k1a = 0.001, k2b = 0.01, k3 = 2.57× 10−4, and k4(= k5) = 1.4. For the binding K = 0.01 is
fixed and cM is varied.
B. Results
The oscillations present in the absence of binding can be suppressed by increasing the
amount of binding species (M), which will decrease the concentration of the free autocatalyst.
The stability against homogeneous perturbations is achieved via a Hopf-bifurcation at k = 0
on the dispersion curve as cM is increased (see Fig. 1), with its value slightly depending
on the binding strength as shown in Fig. 2. The stabilization of the homogeneous state,
however, does not take place, since a range of unstable modes for k > 0 persists. This region
is bounded by the marginal wave numbers where ω = 0, which are invariant to the change
in cM because σ does not appear in the eigenvalue problem for ω = 0. Although the width
of the region of instability does not vary, the extent of binding with increasing cM , and in
effect σ, will decrease the temporal eigenvalue by shifting the time scale.
The location of the marginal wave numbers depends on the charges placed on the key
species. As shown in Fig. 3, the lower bound k0,1 is smaller, while the upper bound k0,2 is
greater for opposite charges on X and Y, widening the range of unstable modes. The opposite
scenario occurs for identical charges on X and Y: k0,1 is greater and k0,2 is smaller than in
the neutral case, therefore fewer modes remain unstable in the finite system. Comparison
of the various models reveals that the effect of charged species is more pronounced when
the binder itself is neutral, delivering the widest unstable region for opposite and strikingly
shrinking range for identical charges, because the charged binder in a sense also acts as an
ionic strength buffer.
Considering the change in the most unstable mode as the extent of binding is increased,
Fig. 4 indicates that beyond the Hopf-bifurcation the temporal eigenvalue decreases signifi-
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cantly as the time scale changes due to the increase in cM and hence σ, while the shift in the
wave number associated with the mode is insignificant. Comparing the different models, we
can state that the mode is more unstable with greater ωm for systems with opposite charge
on X and Y, while it is less unstable with identically charged X and Y. The deviations from
the neutral reference case is more pronounced with natural binder M, which can even lead to
complete stabilization of the homogeneous state rapidly as ωm changes its sign to negative
at cM = 0.2828.
Since there is a range of unstable spatial modes even before we reach the Hopf-bifurcation
on increasing cM , stable Turing patterns can also evolve from the perturbed homogeneous
state for cM < cM,HB when the limit cycle for homogeneous oscillations is still stable. In
the reference neutral case as cM is increased from 0.12 to 0.15, Turing pattern replaces the
homogeneous temporal oscillation from the randomly perturbed base state. Opposite charge
on X and Y increases the basin of attraction for Turing patterns, as they already form at
cM = 0.12, whereas identical charge on X and Y delays the appearance of Turing pattern
until cM > 0.18.
The final stable patterns are characterized by concentration distributions that strongly
depend on the charges placed on the key components. Figure 5(a) reveals that there is a
small shift in the wavelength: λ = 7.41 with identical charge on X and Y, while λ = 6.25
with opposite charge, which brackets the value associated with the neutral reference case
(λ = 6.67). At the same time there is a striking difference between the phase of the spatial
oscillations: for identical charges the concentration of X and Y varies out of phase with X
having a maximum where Y is in minimum, and vice versa, similarly to the neutral reference
case. For opposite charges the concentrations change in phase. This can be understood by
realizing that a significant diffusion potential builds up in the system, as shown in 5(b),
which leads to migrational fluxes in the opposite direction for X and Y when they have
opposite charge, even though their concentration gradients have the same sign.
V. LATERAL INSTABILITY
The base state in this case is the planar reaction front propagating at a constant velocity
(u) but expressed in a co-moving coordinate system to be defined as the time independent
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solution of
0 =
1
σi
d2ci
dζ2
+ u
dci
dζ
+
1
σi
[
zi
d
dζ
(
ci
dψ
dζ
)
+ fi(c1, . . . , cn)
]
, (18a)
0 =
n∑
i=1
[
zi
d2ci
dζ2
+ z2i
d
dζ
(
ci
dψ
dζ
)]
, (18b)
where ζ = ξ − uτ with ξ being the spatial coordinate in the direction of front propagation.
The boundary conditions are set for this two-point boundary problem with only reactants
ahead of the front (ζ → +∞) and the products behind (ζ → −∞). Unlike in the base state
for Turing instability, the solution depends on the binding with σ remaining in Eq. (18).
We expand the system in the second spatial coordinate without loss of generality and allow
transverse perturbation in the front position ζp(η, τ) =
∑
k
φk, which leads to
ci(ζ, η, τ) = ci,0(ζ) +
∑
k
ci,1,k(ζ)φk(η, τ) , (19a)
ψ(ζ, η, τ) = ψ0(ζ) +
∑
k
ψ1,k(ζ)φk(η, τ) , (19b)
where ci,0(ζ) and ψ0(ζ) represent the concentration and potential profile of the planar front,
i.e, the solution of Eq. (18); φk is the spatial perturbation with wave number k. In the linear
stability analysis, having expressed Eqs. (6) and (10) in the moving coordinate system and
substituting Eq. (19) in, we only retain the terms linear in φk, the perturbation can therefore
be expressed as φk = exp(ωτ+ ikξ), with ω again representing the temporal eigenvalue. The
spatial modes decouple and the generalized eigenvalue problem has now the form of
ωci,1,k =
d2ci,1,k
dζ2
+ u
dci,1,k
dζ
+ zi
(
dci,0
dζ
dψ1,k
dζ
+
dci,1,k
dζ
dψ0
dζ
+ ci,1,k
d2ψ0
dζ2
+
ci,0
d2ψ1,k
dζ2
k2ci,0ψ1,k
)
− k2ci,1,k + gi,k , (20a)
0 =
n∑
i=1
[
zi
(
d2ci,1,k
dζ2
− k2ci,1,k
)
+ z2i
(
dci,0
dζ
dψ1,k
dζ
+
dci,1,k
dζ
dψ0
dζ
+
ci,1,k
d2ψ0
dζ2
+ ci,0
d2ψ1,k
dζ2
− k2ci,0ψ1,k
)]
, (20b)
where
gi,k =
∑
j
Ji,jcj,1,k . (21)
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A. Model
The simplest autocatalytic model that exhibits lateral instability,10 the cubic autocatal-
ysis, is selected with formal kinetics according to
A + 2B
kc→ 3B (22a)
MB
K
⇋ M+B (22b)
For studying the effect of charge we keep the kinetics unchanged and introduce opposite
charge for A and B as
A− + 2B+
kc→ 3B+ + C2− (23a)
MB
K
⇋ M− + B+ (23b)
where C2− appears to account for the charge balance. For identical charge on A and B, we
consider two scenarios: one where the ionic strength increases as more ions are produced
according to
A− + 2B−
kc→ 3B− + C+ +D− (24a)
MB
K
⇋ M+ + B− (24b)
with C+ and D− being the chemically inert counterions, and the other with no change in
the ionic strength as A is simply converted into B by
A− + 2B−
kc→ 3B− (25a)
MB
K
⇋ M+ + B− (25b)
Equation (18) is solved by using a relaxation method with the CVODE package on a
grid of 801 points equally spaced (∆ζ = 0.25). Exponential functions are applied for the
concentrations as boundary conditions at both ends where the exponents are derived from
the stability analysis of the limits at ±∞, which appear as steady states in the (ci, dci/dζ)
phase space. During the numerical integration of Eq. (18), the velocity of propagation u is
reevaluated by using the formula
u =
+∞∫
−∞
c1c
2
2 dζ , (26)
the integral of Eq. (18a) for i = 1. The spatial discretization transforms the differential
equations in Eq. (20) into a set of linear equations with a banded Jacobian matrix. The
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DGGEV routine is applied to calculate the eigenvalues. To construct the dispersion curve,
we trace the eigenvalue that evolves from the origin as k increases, since the k = 0 mode
corresponds to the translation in the direction of propagation, for which the system is
invariant, i.e., ω = 0.
B. Results
With cM = 0.5 the binding decreases the concentration of the free autocatalyst behind
the reaction front to the extent so that its flux will be sufficiently smaller than that of
the reactant. This destabilizes the planar reaction front indicated by the dispersion curve,
allowing positive temporal eigenvalues for a range of wave numbers. On comparing the
various models at this level of binding, we note that with opposite charges on A and B, the
system is more unstable with respect to the neutral reference case. As shown in Fig. 6, the
corresponding dispersion curve runs above that of the original system, providing a wider
range of unstable modes and greater growth rates. Although the same concentration of
autocatalyst develops behind the front independently of the charges, a positive electric field
builds up ahead of the front (see Fig. 7), which enhances the destabilizing flux of reactant
into the thin reaction zone. As a result, smaller binder concentration is sufficient to maintain
the necessary difference in the fluxes, therefore the onset of lateral instability occurs at lower
cM .
With identical charge on A and B, a negative electric field develops ahead of the front (see
Fig. 7), which decreases the flux of the reactant and hence has a stabilizing contribution.
If the ionic change increases in the reaction according to Eq. (24), this stabilization is only
partial: the dispersion curve runs below that of the neutral system but a range of unstable
modes exists as shown in Fig. 6. This also means that the onset of instability occurs at
greater extent of binding, since the flux of free autocatalyst with stabilizing effect has to be
further decreased.
In the model with no change in the ionic strength, where A is simply converted into B (see
Eq. (25)), the local electric field arising is so strong that complete stabilization is achieved.
The growth rate (ω) remains negative for all k > 0 according to Fig. 6, characterizing a
stable planar reaction front.
The results shown in Figs. 6 and 7 are obtained with M having an opposite charge with
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respect to the autocatalyst, i.e., the immobile complex MB is neutral. When we set M to
be neutral and use Eq. (7) instead of Eq. (8) for charge balance, we construct dispersion
curves that runs above the appropriate ones shown in Fig. 6. The difference is greater for
identical charge on A and B but even in that case the planar front remains stable for simple
conversion of A into B according to Eq. (25a).
VI. DISCUSSION AND CONCLUSIONS
By investigating two prototype systems exhibiting diffusion-driven pattern formation—
the Turing instability of a homogeneous state and the lateral instability of a planar reaction
front—, we have shown that opposite charge on the autocatalyst and its counterpart favors
the formation of spatial patterns, while identical charges have a stabilizing effect on the base
state. This general behavior is therefore characteristics to systems where selective binding of
the autocatalyst is applied even though the ionic species have equal diffusion coefficients and
hence mobility. For Turing instability a binder without charge generally introduces greater
stabilizing and destabilizing deviations, while for lateral instability it only has an additional
destabilizing effect. Planar reaction fronts where the autocatalyst and the reactant have the
same charge and no change in the ionic strength occurs remain stable even in the presence
of selective binding.
The results confirm that the general tendency of stabilization with identical charges and
destabilization with opposite charges is valid to systems not only with difference in diffusion
coefficients but also with ions of equal mobility, provided selective binding is applied. In
this case the shift in the time scale of the autocatalyst production is sufficient to spatially
decouple it from the other components which is accompanied by the build-up of the local
electric field. In general the flux of autocatalyst can also be decreased with the application
of a a slowly diffusing binder with low mobility, which however represents a less effective
scenario, since the transport of M and MX would lead to additional terms in Eq. (6).
In the experimental studies of this type of pattern formation, one has to remember that
the charge of the species are determined by the selected system. With identical charge on the
key components, the arising migrational flux will always have a stabilizing effect providing
a smaller parameter space for instability to occur than in the hypothetical pure reaction-
diffusion system. In reactions like that, the presence of an inert conducting salt would elim-
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inate the local electric field and hence would widen the desired range of parameters. With
opposite charges on the autocatalyst and its counterpart, we have an extra destabilizing
effect in addition to the selective binding of the autocatalyst intrinsically, which may repre-
sent a parameter set experimentally more accessible for the observation of spatial patterns.
The lateral instability of reaction fronts, for example, has first been shown in the iodate–
arsenous acid4 and the chlorite–tetrathionate reaction.5,31 While in the latter the negative
charge on the reactant and the positive charge on the autocatalyst lead to the additional
destabilizing flux allowing large amplitudes in the cellular fronts with appropriate binding,
the same charge in the former has the consequence of the very narrow parameter range re-
sulting in cellular fronts with small amplitudes even though the applied pH buffer may have
a contribution to the stucture by increasing the ionic strength. In redox reactions between
anions with hydrogen ion being the autocatalyst, the opposite charges create a scenario that
facilitates diffusion-driven pattern formation, and indeed systematic experimental studies
have been successful in creating Turing patterns in acid-catalyzed chemical reactions.6,42
With more complex system, especially where polyelectrolytes are present, migrational flux
may even have more important contribution to spatiotemporal pattern formation.
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Fig. 1 Dispersion curves for the reference neutral Schnakenberg model with increasing
binding. Panel (a) shows the change in the real part of the growth rate because
for small k the eigenvalues are complex numbers.
Fig. 2 The concentration of the binder at the Hopf-bifurcation for varying binding con-
stant K. The homogeneous state is stabilized to homogeneous perturbations
above these critical values of cM , allowing the evolution of stable Turing pat-
terns.
Fig. 3 The change in the lower (a) and the upper (b) marginal wave numbers with
increasing binding for the differently charged systems relative to the invariant
neutral reference system shown with dotted line.
Fig. 4 The change in the wave number (a) and the growth rate (b) of the most unstable
mode with increasing binding for the differently charged systems. Dotted line
shows the neutral reference system.
Fig. 5 The concentration (a) and the electric potential (b) profile of the stable Turing
pattern characteristics for systems with identical (solid line) and opposite (dashed
line) charge on the autocatalyst and its counterpart.
Fig. 6 Dispersion curves characterizing the planar fronts in the cubic autocatalysis with
binding for variously charged reactant and autocatalyst.
Fig. 7 Electric field strength (ǫ = −dψ/dζ) arising in front of the reaction front for
cubic autocatalysis with opposite (red line) charge on the reactant and the au-
tocatalyst and identical charges with increasing (green line) and constant (blue
lines) ionic strength. The ζ = 0 coordinate indicates the location of maximum
rate of reaction.
18
0.0 0.1
k
−0.04
−0.02
0.00
0.02
R
e(ω
)
(a)
0.5 1.0 1.5
k
0.00
0.02
0.04
0.06
0.08
ω
(b)
cM=0.20
cM=0.25
cM=0.30
cM=0.35
cM=0.40
FIG. 1. A´. To´th ... Chaos
19
0.0001 0.001 0.01
K
0.0
0.5
1.0
1.5
c M
,H
B
FIG. 2. A´. To´th ... Chaos
20
0.2 0.3 0.4
cM
1.0
1.2
1.4
1.6
1.8
k 0
,2
(b) X−, Y+
X−, Y−
0.2 0.3 0.4
cM
0.3
0.4
0.5
0.6
0.7
0.8
k 0
,1
(a)
X−, Y−
X−, Y+
FIG. 3. A´. To´th ... Chaos
21
0.2 0.3 0.4
cM
0.8
0.9
1.0
k m X
−
, Y+
X−, Y−
(a)
0.2 0.3 0.4
cM
0.0
0.1
ω
m
X−, Y+
X−, Y−
(b)
FIG. 4. A´. To´th ... Chaos
22
0 10 20 30 40 50
ξ
0
0.02
0.04
0.06
ci
(a)
Y−
Y+
X−
0 10 20 30 40 50
ξ
−1.5
−1.0
−0.5
0.0
ψ
(b)
FIG. 5. A´. To´th ... Chaos
23
0 0.02 0.04 0.06 0.08 0.1 0.12
k
−2.0
−1.5
−1.0
−0.5
0.0
0.5
1.0
10
00
  ω
A− −> B−
A− −> B+ + C2−
A −> B
A− −> B− + C+ + D−
FIG. 6. A´. To´th ... Chaos
24
−5 0 5 10
ζ
−0.06
−0.04
−0.02
0.00
0.02
ε
A− −> B−
A− −> B+ + C2− 
A− −> B− + C+ + D−
FIG. 7. A´. To´th ... Chaos
25
