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SUR LES EXTENSIONS INTERME´DIAIRES DES
SYSTE`MES LOCAUX D’HARRIS-TAYLOR
par
Boyer Pascal
Re´sume´. — Dans le contexte des varie´te´s de Shimura unitaires simples e´tudie´es par Har-
ris et Taylor, nous avons construit dans [5] deux filtrations du faisceau pervers des cycles
e´vanescents. Les gradue´s de la premie`re sont les p-extensions interme´diaires de certains
syste`mes locaux dits d’Harris-Taylor tandis que ceux de la seconde, obtenue par dualite´,
sont les p+-extensions interme´diaires. Dans ce papier nous de´crivons la diffe´rence entre ces
p et p+ extensions interme´diaires. Pre´cise´ment nous montrons que lorsque le syste`me local
d’Harris-Taylor est associe´ a` une repre´sentation irre´ductible cuspidale dont la re´duction mo-
dulo l est supercuspidale, ces extensions interme´diaires sont les meˆmes. Dans le cas ou` la
re´duction modulo l n’est que cuspidale nous de´crivons la l-torsion de leur diffe´rence.
Abstract (On intermediate extensions of Harrris-Taylor’s local systems)
In the geometric situation of some simple unitary Shimura varieties studied by Harris and
Taylor, we have built in [5] two filtrations of the perverse sheaf of vanishing cycles. The gra-
duate of the first are the p-intermediate extension of some local Harris-Taylor’s local systems,
while for the second, obtained by duality, they are the p+-intermediate extensions. In this
work, we describe the difference between these p and p+ intermediate extension. Precisely,
we show, in the case where the local system is associated to an irreducible cuspidal represen-
tation whose reduction modulo l is supercuspidal, that the two intermediate extensions are
the same. Otherwise, if the reduction modulo l is just cuspidal, we describe the l-torsion of
their difference.
Introduction
Cet article s’inscrit dans un programme visant a` prouver le lemme d’Ihara pour U(n, 1).
Avant d’en de´crire les re´sultats principaux, de´taillons la strate´gie de ce programme dont le
lecteur trouvera plus de de´tails dans cf. [4].
Classification mathe´matique par sujets (2010). — 14G22, 14G35, 11G09, 11G35,
11R39, 14L05, 11G45, 11Fxx.
Mots clefs. — Varie´te´s de Shimura, modules formels, correspondances de Langlands, correspon-
dances de Jacquet-Langlands, faisceaux pervers, cycles e´vanescents, filtration de monodromie, conjecture
de monodromie-poids.
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— La premie`re e´tape consiste a` traduire l’e´nonce´ du lemme d’Ihara en un e´nonce´ simi-
laire portant sur la cohomologie d’une varie´te´ de Shimura unitaire de type Kottwitz-
Harris-Taylor.
— Pour e´tudier la Zl-cohomologie de ces varie´te´s de Shimura, on utilise la suite spectrale
des cycles e´vanescents en une place p 6= l. Le faisceau pervers des cycles e´vanescents
est de´coupe´ sur Zl en termes de versions entie`res des extensions interme´diaires des
syste`mes locaux d’Harris-Taylor. On est alors amene´ a` controˆler la torsion dans la
cohomologie de ces Zl-syste`mes locaux d’Harris-Taylor.
— La torsion de la cohomologie de toute la varie´te´ de Shimura est plus facilement
controˆlable car on peut la calculer en utilisant une place annexe quelconque, en
particulier ou` il y a bonne re´duction. Quitte a` localiser en un ide´al maximal bien
choisi d’une alge`bre de Hecke, on montre dans [7] que la cohomologie est concentre´e
en degre´ me´dian et sans torsion.
— Dans [5] nous avons construit deux filtrations du faisceau pervers des cycles
e´vanescents, les gradue´s de la premie`re s’identifiant aux p-extensions interme´diaires
des syste`mes locaux d’Harris-Taylor alors que ceux de la seconde, obtenue par
dualite´, sont les p+-extensions interme´diaires.
— En utilisant que les strates de Newton sont affines et que la cohomologie de la varie´te´
de Shimura, apre`s localisation, est sans torsion, il n’est pas trop difficile de controˆler
la cohomologie de ces p-extensions interme´diaires avant le degre´ me´dian. La dualite´ de
Verdier permet alors d’obtenir que la cohomologie des p+-extensions interme´diaires
est aussi sans torsion en degre´ supe´rieur au degre´ me´dian, de sorte que, dans le cas
ou` les p et p+ extensions interme´diaires co¨ıncident, on obtient la nullite´ de la torsion
en tout degre´.
Le but de ce travail est ainsi de comprendre la diffe´rence entre ces deux versions p et
p+ des faisceaux pervers d’Harris-Taylor. Le re´sultat principal donne´ au the´ore`me 1.3.3,
est qu’elles sont e´gales lorsque la repre´sentation irre´ductible cuspidale associe´e au syste`me
local posse`de une re´duction modulo l qui est supercuspidale. En revanche dans le cas ou`
cette re´duction modulo l est simplement cuspidale, ces deux extensions interme´diaires sont
distinctes et on en de´crit la l-torsion de leur quotient au §3 a` l’aide de la description de la
re´duction modulo l des repre´sentations de Steinberg de´crites dans [3]. Nous verrons dans
[4] que cette description est suffisante pour controˆler la torsion en tout degre´.
En ce qui concerne l’organisation du papier, on commence par des rappels sur la
ge´ome´trie §1.1 et sur les syste`mes locaux d’Harris-Taylor, §1.2, puis on e´nonce le re´sultat
principal, the´ore`me 1.3.3. Pour simplifier la de´monstration, on commence, proposition
2.2.1, par de´couper ΨI selon les Fl-repre´sentations irre´ductibles supercuspidales d’un
GLg(Fv) pour 1 ≤ g ≤ d, cf. la de´finition A.3.7 et le the´ore`me A.3.6 de l’appendice. Au §3,
nous e´tudions enfin le cas non supercuspidal en de´crivant, proposition 3.2.4, la l-torsion
du quotient entre les p+ et p versions des faisceaux pervers d’Harris-Taylor. Nous finissons
en de´crivant les faisceaux de cohomologie de la re´duction modulo l d’un faisceau pervers
d’Harris-Taylor, lesquels sont connus d’apre`s le re´sultat principal de [5] : en effet dans le
cas non supercuspidal, la filtration de stratification exhaustice de celui-ci, donne´e par la
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proposition 3.2.4, fournit une suite spectrale refle´te´e par les complexes dits d’induction du
§3.3.
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1. Faisceaux pervers d’Harris-Taylor entiers
1.1. Rappels sur quelques varie´te´s de Shimura unitaires. — Soit F = F+E un
corps CM avec E/Q quadratique imaginaire, dont on fixe un plongement re´el τ : F+ ↪→ R.
1.1.1. Notation. — Pour toute place finie w de F , on note Fw le comple´te´ de F en cette
place, Ow son anneau des entiers d’ide´al maximal Pw et de corps re´siduel κ(w).
Soit B une alge`bre a` division centrale sur F de dimension d2 telle qu’en toute place
x de F , Bx est soit de´compose´e soit une alge`bre a` division et on suppose B munie d’une
involution de seconde espe`ce ∗ telle que ∗|F est la conjugaison complexe c. Pour β ∈ B∗=−1,
on note ]β l’involution x 7→ x]β = βx∗β−1 et G/Q le groupe de similitudes, note´ Gτ dans
[10], de´fini pour toute Q-alge`bre R par
G(R) ' {(λ, g) ∈ R× × (Bop ⊗Q R)× tel que gg]β = λ}
avec Bop = B⊗F,c F . Dans [10], les auteurs justifient l’existence de G comme ci-dessus tel
qu’en outre
— les signatures de G(R) sont (1, d− 1) pour le plongement τ et (0, d) pour les autres ;
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— pour p = ucu de´compose´ dans E,
G(Qp) ' (Qp)× ×
r∏
i=1
(Bopvi )
×
ou` v = v1, v2, · · · , vr sont les places de F au dessus de la place u de E.
Pour tout sous-groupe compact Up de G(A∞,p) et m = (m1, · · · ,mr) ∈ Zr≥0, on pose
Up(m) = Up × Z×p ×
r∏
i=1
Ker(O×Bvi −→ (OBvi/P
mi
vi
)×)
1.1.2. Notation. — On note I l’ensemble des sous-groupes compacts ouverts Up(m) tels
qu’il existe une place x pour laquelle la projection de Up sur G(Qx) ne contienne aucun
e´le´ment d’ordre fini autre que l’identite´, cf. [10] bas de la page 90. Pour m comme ci-dessus,
on a une application
m1 : I −→ N.
1.1.3. De´finition. — Pour tout I ∈ I, on note XI → SpecOv  la varie´te´ de Shimura
associe´e a` G  construite dans [10] et XI = (XI)I∈I le sche´ma de Hecke relativement au
groupe G(A∞), au sens de [2]
Remarque : les morphismes de restriction du niveau rJ,I : XJ → XI sont finis et plats. et
meˆme e´tales quand m1(J) = m1(I).
1.1.4. Notations. — (cf. [2] §1.3) Pour I ∈ I, on note :
— XI,s la fibre spe´ciale de XI et XI,s¯ := XI,s × SpecFp la fibre spe´ciale ge´ome´trique.
— Pour tout 1 ≤ h ≤ d, X≥hI,s¯ (resp. X=hI,s¯ ) de´signe la strate ferme´e (resp. ouverte)
de Newton de hauteur h, i.e. le sous-sche´ma dont la partie connexe du groupe de
Barsotti-Tate en chacun de ses points ge´ome´triques est de rang ≥ h (resp. e´gal a` h).
— On notera aussi X≥0I,s¯ := XI .
Remarque : pour tout 1 ≤ h ≤ d, la strate de Newton de hauteur h est de pure dimension
d− h ; le syste`me projectif associe´ de´finit alors un sche´ma de Hecke X≥hI,s¯ (resp. X=hI,s¯ ) pour
G = G(A∞), cf. [10] III.4.4, lisse dans le cas de bonne re´duction, i.e. quand m1 = 0.
1.1.5. Notations. — Nous utiliserons les notations suivantes :
ih : X≥hI,s¯ ↪→ X≥1I,s¯, j≥h : X=hI,s¯ ↪→ X≥hI,s¯
ainsi que j=h := ih ◦ j≥h.
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1.2. Syste`mes locaux d’Harris-Taylor. —
1.2.1. Notation. — Pour tout h ≥ 1, on note Dv,h l’alge`bre a` division centrale sur Fv
d’invariant 1/h.
1.2.2. De´finition. — Pour piv une repre´sentation irre´ductible cuspidale de GLg(Fv) et
t ≥ 1, on note piv[t]D la repre´sentation de D×v,tg associe´e a` Stt(piv) par la correspondance de
Jacquet-Langlands.
Remarque : toute repre´sentation irre´ductible de D×v,h est de la forme piv[t]D pour h = tg.
1.2.3. De´finition. — Dans [10], les auteurs, via les varie´te´s d’Igusa de premie`re et se-
conde espe`ce, associent a` toute repre´sentation ρv de l’ordre maximal D×v,h de D×v,h, un
syste`me local L(ρv) sur X=hI,s¯ .
1.2.4. Notation. — Pour piv une Ql-repre´sentation irre´ductible cuspidale de GLg(Fv) et
t ≥ 1, on note L(piv, t) le Ql-syste`me local sur X=tgI,s¯ associe´ a` la restriction de piv[t]D a`
D×v,tg. Si Γ est un re´seau stable de piv[t]D, on notera
LΓ(piv, t)
le Zl-syste`me local associe´.
1.2.5. De´finition. — Un Zl-syste`me local L sur X=hI,s¯ sera dit de type %, pour % une Fl-
repre´sentation irre´ductible supercuspidale de GLg(Fv) avec g|h, si L est libre et L ⊗Zl Ql
est une somme directe de syste`mes locaux L(ρv) ou` ρv est une Ql-repre´sentation de D×v,h
de type % au sens de la de´finition A.3.7.
Rappelons, cf. [2], qu’un syste`me local d’Harris-Taylor L sur X=hI,s¯ est induit, i.e.
L := L1 ×Ph,d(Fv) GLd(Fv),
ou`
— X=hI,s¯,1 est une re´union de composantes irre´ductibles de X=hI,s¯ munie d’une action du
parabolique standard Ph,d(Fv) de Levi GLh(Fv)×GLd−h(Fv),
— L1 est la restriction de L a` la strate X=hI,s¯,1.
Le syste`me local L1 est muni, cf. [2] §1.4.2, d’une action de G(A∞,p) × Ph,d(Fv) × Z tel
que le sous-groupe unipotent de Ph,d(Fv) agit trivialement alors que l’action du facteur
GLh(Fv) de son Levi agit via val ◦ det : GLh(Fv) Z.
1.2.6. Notation. — Pour Πt une repre´sentation de GLh(Fv), on introduit alors
HT (piv,Πt)(n) := L(piv, t)[d− tg]⊗ Πt ⊗ Ξ
tg−d+n
2 ⊗ L(piv)
ou` L∨ est la correspondance Langlands sur Fv,
Ξ : 12Z −→ Z
×
l
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est de´finie par Ξ(12) = q
1/2 et
— GLh(Fv) agit diagonalement sur Πt et sur L(piv, t) ⊗ Ξ tg−d+n2 via son quotient
GLh(Fv) Z,
— le groupe de Weil Wv en v agit diagonalement sur L(piv) et le facteur Ξ
tg−d+n
2 via
l’application deg : Wv  Z qui envoie les frobenius ge´ome´triques sur 1.
Une Zl-version entie`re sera note´e HTΓ(piv,Πt)(n) ou` Γ de´signe un re´seau stable, par
force´ment sous la forme d’un produit tensoriel.
Remarque : on rappelle que pi′v est inertiellement e´quivalente a` piv si et seulement s’il
existe un caracte`re ζ : Z −→ Q×l tel que pi′v ' piv ⊗ (ζ ◦ val ◦ det). Les faisceaux pervers
HT (piv,Πt)(n) ne de´pendent que de la classe d’e´quivalence inertielle de piv et sont de la
forme
HT (piv,Πt)(n) = epivHT (piv,Πt)(n)
ou` HT (piv,Πt)(n) est un faisceau pervers irre´ductible.
1.3. E´nonce´ dans le cas supercuspidal. — Rappelons que pour X un Fp-sche´ma et
Λ = Ql,Zl,Fl, la t-structure usuelle sur la cate´gorie de´rive´e Dbc(X,Λ) est de´finie par :
A ∈ pD≤0(X,Λ)⇔ ∀x ∈ X, Hki∗xA = 0, ∀k > − dim {x}
A ∈ pD≥0(X,Λ)⇔ ∀x ∈ X, Hki!xA = 0, ∀k < − dim {x}
ou` ix : Specκ(x) ↪→ X et Hk de´signe le k-ie`me faisceau de cohomologie. On note alors
pC(X,Λ) le cœur de cette t-structure : c’est une cate´gorie abe´lienne noethe´rienne et Λ-
line´aire.
1.3.1. Notation. — Les foncteurs cohomologiques associe´s a` la t-structure perverse ci-
avant seront note´s pHi.
Pour Λ un corps, cette t-structure est autoduale pour la dualite´ de Verdier. Pour Λ = Zl,
on peut munir la cate´gorie abe´lienne Zl-line´aire pC(X,Λ) d’une the´orie de torsion (T ,F)
ou` T (resp. F) est la sous-cate´gorie pleine des objets de torsion T (resp. libres F ) , i.e. tels
que lN1T est nul pour N assez grand (resp. l.1F est un monomorphisme).
1.3.2. De´finition. — Soit
p+D≤0(X,Zl) := {A ∈ pD≤1(X,Zl) : pH1(A) ∈ T }
p+D≥0(X,Zl) := {A ∈ pD≥0(X,Zl) : pH0(A) ∈ F}
la t-structure duale de cœur p+C(X,Zl) muni de sa the´orie de torsion (F , T [−1])
 duale  de celle de pC(X,Zl).
Remarque : d’apre`s [6] §1.3, la sous-cate´gorie pleine F de pC(X,Λ) est quasi-abe´lienne, i.e.
elle admet des noyaux, images, conoyaux et coimages mais la fle`che naturelle
CoimF f −→ ImF f
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de la coimage vers l’image, n’est pas ne´cessairement un isomorphisme : si c’est le cas on
dit que le morphisme f est strict. Pour j : U ↪→ X une immersion ouverte, on dispose en
outre de deux notions d’extensions interme´diaires
pj!∗ et p+j!∗.
Le re´sultat principal que nous allons montrer est donne´ par le the´ore`me suivant.
1.3.3. The´ore`me. — Soit piv une repre´sentation irre´ductible cuspidale de GLg(Fv) telle
que sa re´duction modulo l est supercuspidale alors pour tout 1 ≤ t ≤ s = bd
g
c, et pour tout
re´seau stable Γ de piv[t]D, on a
pj≥tg!∗ LΓ(piv, t)[d− tg] ' p+j≥tg!∗ LΓ(piv, t)[d− tg].
Remarque : comme la re´duction modulo l de piv[t]D est irre´ductible, l’inde´pendance relati-
vement au re´seau Γ conside´re´ est imme´diate. Cependant la preuve de ce re´sultat passe par
un e´nonce´ similaire portant sur les syste`mes locaux HTΓ(piv,Πt)(n) ou` le re´seau est donne´
par le faisceau pervers des cycles e´vanescents. Pre´cise´ment nous prouverons la proposition
suivante.
1.3.4. Proposition. — Soit piv une repre´sentation irre´ductible cuspidale de GLg(Fv)
telle que sa re´duction modulo l est supercuspidale. Alors pour tout 1 ≤ t ≤ s = bd
g
c
il existe une repre´sentation Πt de GLtg(Fv), un entier n ainsi qu’un re´seau stable Γ de
HT (piv,Πt)(n) tel que
pj=tg!∗ HT Γ(piv,Πt)(n) ' p+j=tg!∗ HT Γ(piv,Πt)(n).
Le the´ore`me de´coule alors du lemme suivant en conside´rant le re´seau produit tensoriel,
i.e. la proprie´te´ de la proposition pre´ce´dente, ne de´pend pas de Πt ou de n mais seulement
d’une structure entie`re quelconque du syste`me local L(piv, t).
1.3.5. Lemme. — S’il existe un re´seau stable Γ de HT (piv,Πt)(n) tel que la proposi-
tion pre´ce´dente est valable, alors le re´sultat est valable pour tout re´seau stable Γ′ de
HT (piv,Πt)(n).
De´monstration. — On raisonne par re´currence sur t de d a` s. Le cas t = s de´coule des
e´galite´s
pj=sg!∗ HT Γ′(piv,Πt)(n) = j=sg! HT Γ′(piv,Πt)(n) = j=sg∗ HT Γ′(piv,Πt)(n) = p+j=sg!∗ HT Γ′(piv,Πt)(n).
Supposons alors le re´sultat acquis jusqu’au rang t + 1. D’apre`s [11], on a les triangles
distingue´s
pj=tg!∗ HT Γ(piv,Πt)(n) −→ p+j=tg!∗ HT Γ(piv,Πt)(n) −→ itg∗ pH0toritg,∗j=tg∗ HT Γ(piv,Πt)(n)[1] 
ainsi que pour le foncteur F := −⊗LZl Fl
Fpj=tg!∗ HT Γ(piv,Πt)(n) −→ j=tg!∗ FHT Γ(piv,Πt)(n) −→ pH0F
(
itg∗
pH0toritg,∗j=tg∗ HT Γ(piv,Πt)(n)
)
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de sorte que l’e´galite´ des extensions interme´diaires pour Γ′ revient a` demander que
Fpj=tg!∗ HT Γ′(piv,Πt)(n) ' j=tg!∗ FHT Γ′(piv,Πt)(n). Rappelons la suite exacte courte
0→ itg∗ pH−1itg,∗j=tg∗ FHT Γ(piv,Πt)(n) −→ j=tg! FHT Γ(piv,Πt)(n) −→ j=tg!∗ FHT Γ(piv,Πt)(n)→ 0.
Comme j≥tg est affine, les foncteurs j=tg! , j=tg∗ sont exacts tout comme itg,∗ et i′tg∗ . Ainsi
le foncteur F commute avec ceux-ci et comme la torsion de pH0itg,∗j=tg∗ HT Γ(piv,Πt)(n) est
nulle alors
itg∗
pH−1itg,∗j=tg∗ FHT Γ(piv,Πt)(n) ' F
(
itg∗
pH−1itg,∗j=tg∗ HT Γ(piv,Πt)(n)
)
.
Comme pH−1itg,∗j=tg∗ = pH−1itg,∗j=tg!∗ et que j=tg!∗ FHT Γ(piv,Πt)(n) est semi-simple en tant
que faisceau, on en de´duit que, dans le groupe de Grothendieck,
[
itg∗
pH−1itg,∗j=tg∗ FHT Γ(piv,Πt)(n)
]
ne de´pend pas du re´seau Γ. Du diagramme
F
(
itg∗
pH−1itg,∗j=tg∗ HT Γ′(piv,Πt)(n)
)
  / F
(
j=tg! HT Γ′(piv,Πt)(n)
)
// // F
(
j=tg!∗ HT Γ′(piv,Πt)(n)
)
itg∗
pH−1itg,∗j=tg∗ FHT Γ′(piv,Πt)(n) 
 / j=tg! FHT Γ′(piv,Πt)(n)
)
// // j=tg!∗ FHT Γ′(piv,Πt)(n)
)
on remarque qu’il suffit alors de montrer que
[
F
(
itg∗
pH−1itg,∗j=tg∗ HT Γ′(piv,Πt)(n)
)]
ne
de´pend pas de Γ′.
D’apre`s [2] le faisceau pervers libre itg∗ pH−1itg,∗j=tg∗ HT Γ′(piv,Πt)(n) est, sur Ql, exten-
sion de faisceaux pervers de la forme j=t
′g
!∗ HT (piv,Πt′)(n′), lesquels sur Zl, d’apre`s l’hy-
pothe`se de re´currence, ne posse`dent qu’une notion d’extension interme´diaire. Ainsi donc
leur image par F est j=t
′g
!∗ FHT (piv,Πt′)(n′) qui ne de´pend pas, dans le groupe de Gro-
thendieck, du re´seau stable associe´. Moralite´ l’image dans le groupe de Grothendieck de
F
(
itg∗
pH−1itg,∗j=tg∗ HT Γ′(piv,Πt)(n)
)
est inde´pendante de Γ′, d’ou` le re´sultat.
2. Sur le faisceau pervers des cycles proches
2.1. Rappels. — Pour Λ = Ql,Zl,Fl et pour tout I ∈ I, les faisceaux pervers des cycles
e´vanescents RΨηv ,I(Λ)[d− 1](d−12 ) sur XI,s¯ de´finissent un Wv-faisceau pervers de Hecke, au
sens de la de´finition 1.3.6 de [2], que l’on note ΨI,Λ.
Remarque : dans le cas ou` Λ = Zl, on notera simplement ΨI .
Rappelons, cf. [2] §2.4, que la restriction
(
ΨI,Λ
)
|X=hI,s¯
du faisceau pervers des cycles
proches a` la strate X=hI,s¯ , est munie d’une action de (D×v,h)0 := Ker
(
val ◦rn : D×v,h −→ Z
)
et de $Zv que l’on voit plonge´ dans F×v ⊂ D×v,h.
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2.1.1. Proposition. — (cf. [10] proposition IV.2.2 et le §2.4 de [2])
On a un isomorphisme G(A∞,v)× Ph,d−h(Fv)×Wv-e´quivariant (1)
indD
×
v,h
(D×
v,h
)0$Zv
(
Hh−d−iΨI,Zl
)
|X=hI,s¯
' ⊕
τ¯∈RFl (h)
LZl(Uh−1−iτ¯ ,N )
ou` LZl(Uh−1τ¯ ,N ) est le syste`me local de la de´finition 1.2.3 associe´ a` la D×v,h-repre´sentation (2)
U•τ¯ ,N = lim→ U
•
τ¯ ,n ou` U•τ¯ ,n est le τ¯ -facteur isotypique de la D×v,h-repre´sentation admissible
U•n := H•(Mh/FvLT,n,Zl) obtenue comme la cohomologie de la fibre ge´ne´rique ge´ome´trique
Mh/FvLT,n :=MLT,h,n⊗ˆFˆnrv Fˆ v
du sche´ma formel de Lubin-Tate repre´sentant les classes d’isomorphismes des de´formations
par quasi-isoge´nies du Ov-module formel de hauteur h et de dimension 1.
2.1.2. Notation. — Pour τ¯ ∈ RFl(h), on notera LZl(τ¯) pour LZl(Uh−1τ¯ ,N ).
2.1.3. De´finition. — Soit % une Fl-repre´sentation irre´ductible supercuspidale de
GLg(Fv). On note alors Loc(%) le plus petit ensemble de syste`mes locaux sur les strates
de Newton ouvertes X=tgI,s¯ pour 1 ≤ tg ≤ d tel que
— pour tout τ¯ ∈ RFl(h, %), Loc(%) contient les LZl(τ¯) ;
— il est stable par le processus suivant : pour L ∈ Loc(%) un syste`me local sur X=hI,s¯
et un e´pimorphisme strict j=h! L[d − h]  F de noyau PF , les syste`mes locaux de la
filtration de stratification exhaustive de PF appartiennent a` Loc(%).
— si L ∈ Loc(%) alors tout re´seau stable de L ⊗Zl Ql appartient aussi a` Loc(%).
Remarque : en particulier Loc(%) contient tous les syste`mes locaux d’Harris-Taylor entiers
LΓ(piv, t) ou`, cf. A.3.10, piv ∈ Scuspi(%) avec −1 ≤ i ≤ s(%) = dg(%) .
2.1.4. Proposition. — ( cf. [5] proposition 2.3.7)
Soit L ∈ Loc(%) a` support dans X=hI,s¯ et soit PL le noyau de j=h! L[d − h]  pj=h!∗ L[d − h].
On note h′ minimal tel que j=h′,∗PL est non nul alors le morphisme d’adjonction
j=h
′
! j
=h′,∗PL −→ PL
est surjectif dans pC.
On note X1≤h := X≥1 −X≥h+1 et j1≤h : X1 ≤h ↪→ X≥1. On de´finit alors
0 = Fil0! (ΨI) ⊂ Fil1! (ΨI) ⊂ · · · ⊂ Fild! (ΨI) = ΨI
1. Noter le de´calage [d− 1] dans la de´finition de ΨI,Zl .
2. La correspondance entre le syste`me indexe´ par I et N est donne´e par l’application m1 de 1.1.2.
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la filtration de stratification de ΨI au sens de [6], ou` pour L est un faisceau pervers libre
on note, pour tout 1 ≤ h ≤ d,
Filh! (L) := ImF
(
p+j1≤h! j
1≤h,∗L −→ L
)
,
autrement dit Filh! (L)/Filh−1! (L) est l’image dans F du morphisme d’adjonction
j=h! j
=h,∗
(
L/Filh−1! L)
)
−→ L/Filh−1! (L)
Le re´sultat principal de [5], rappele´ dans la proposition suivante, est que, pour L = ΨI ,
ces images dans F sont e´gales aux meˆmes coimages.
2.1.5. Proposition. — (cf. [5] proposition 2.4.5)
La filtration de stratification de ΨI est sature´e, i.e. pour tout 1 ≤ h ≤ d, le conoyau du
morphisme d’adjonction
j=h! j
=h,∗
(
ΨI/Filh−1! (ΨI)
)
−→ Filh! (ΨI,τ¯ )/Filh−1! (ΨI,τ¯ )
est libre.
Remarque : selon [6], on peut conside´rer la cofiltration de stratification
ΨI = CoFil∗,d(ΨI) CoFil∗,d−1(ΨI) · · · CoFil∗,1(ΨI) CoFil∗,0(ΨI) = 0
ou`, cf. [6] proposition 2.2.5, pour tout faisceau pervers libre L et 1 ≤ h ≤ d, on note
CoFil∗,h(L) = CoimF
(
L −→ pj1≤h∗ j1≤h,∗L
)
,
autrement dit Ker
(
CoFil∗,h(L) CoFil∗,h−1(L)
)
est le noyau dans F de
Ker
(
L CoFil∗,h−1(L)
)
−→ j=h∗ j=h,∗
(
Ker
(
L CoFil!,h−1(L)
))
.
Le dual de la proposition pre´ce´dente est que, pour L = ΨI , ce noyau dans pC est aussi un
noyau dans p+C.
2.2. De´composition supercuspidale. — D’apre`s le the´ore`me A.3.6, toute Fl-
repre´sentation irre´ductible de D×v,d est associe´e a` une Fl-repre´sentation irre´ductible
supercuspidale % de GLg(Fv) pour g un diviseur de d = sg. Ainsi la de´composition de la
proposition 2.1.1 se raffine en une de´composition, cf. la formule A.3.9
indD
×
v,h
(D×
v,h
)0$Zv
(
Hh−d−iΨI,Zl
)
|X=hI,s¯
'⊕
g|h
⊕
%∈ScuspFv (g)
⊕
τ¯∈RFl (h,%)
LZl(Uh−1−iτ¯ ,N ).
Le but de ce paragraphe est de montrer le re´sultat suivant.
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2.2.1. Proposition. — Il existe une de´composition
ΨI '
⊕
1≤g≤d
⊕
%∈ScuspFv (g)
ΨI,%
ou` pour tout % ∈ ScuspFv(g), le facteur direct ΨI,% est de type % au sens de la de´finition
1.2.5.
De´monstration. — On reprend la filtration de stratification de ΨI
0 = Fil0! (ΨI) ⊂ Fil1! (ΨI) ⊂ · · · ⊂ Fild! (ΨI) = ΨI
et on raisonne par re´currence sur r de 0 a` d en supposant qu’une telle de´composition existe
pour Filr! (ΨI). Le cas de r = 0 e´tant clair, supposons le re´sultat acquis pour r − 1 et
montrons le pour r. On note grr! (ΨI) le quotient Filr! (ΨI)/Filr−1! (ΨI) dont on rappelle
que d’apre`s [5] il est isomorphe a` pH0ir,∗ΨI . D’apre`s la proposition 2.1.5, le morphisme
d’adjonction
j=r! j
=r,∗grr! (ΨI) −→ grr! (ΨI)
est surjectif dans pC avec
j=r,∗grr! (ΨI) '
⊕
g|r
⊕
%∈ScuspFv (g)
Lr,%,
ou` Lr,% est un syste`me local sur la strate X=rI,s¯ de type % au sens de 1.2.5. On peut ainsi
e´crire
grr! (ΨI) '
⊕
g|r
⊕
%∈ScuspFv (g)
grr!,%(ΨI)
avec j=r! Lr,%[d − r]  grr!,%(ΨI) dans pC. En outre d’apre`s la proposition 2.1.4, grr!,%(ΨI)
admet une filtration dont les gradue´s sont des pj=r′!∗ extensions interme´diaires de certains
syste`mes locaux de type % au sens de A.2.9, i.e. grr!,%(ΨI) est un faisceau pervers de type %.
2.2.2. Lemme. — Soient
— des Fl-repre´sentations irre´ductibles supercuspidales non isomorphes % et %′,
— τ¯ et τ¯ ′ des Fl-repre´sentations irre´ductibles respectivement de type % et %′ au sens de
la de´finition A.3.7 et
— P un p-faisceau pervers sans torsion tel que
0→ A′ −→ P −→ A→ 0
ou` :
— il existe h et h′ ainsi que deux syste`mes locaux L et L′ sur respectivement X=hI,s¯ et
X=h
′
I,s¯ , respectivement de type % et %′, tels que
— A (resp. A′) est isomorphe a` pj=h!∗ L[d− h] ; (resp. pj=h′!∗ L′[d− h′]).
Alors P ' A⊕ A′.
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De´monstration. — Le cas h = h′ de´coule de la proposition A.3.4. Supposons pour commen-
cer que h > h′ de sorte que X≥hI,s¯ ⊂ X≥h
′
I,s¯ et traitons tout d’abord le cas ou` les coefficients
sont Ql. La fle`che d’adjonction
P −→ j=h′∗ j=h
′,∗P
a, d’apre`s [2], pour image A′ d’ou` le re´sultat. Revenons aux coefficients Zl et conside´rons
la t-structure p˜ obtenue en recollant
— la t structure usuelle p, cf. le de´but du §1.3, sur l’ouvert X≥h′I,s¯ −X≥hI,s¯ avec
— la t-structure p[−1] sur X≥hI,s¯ ou` p est encore la t-structure usuelle.
Notons alors que A[−1] est p˜-pervers ainsi que A′ puisque
pj≥h
′
!∗ L′[d− h′] = p˜jh
′≤h
!
(
pjh
′ h
!∗ L′[d− h′]
)
ou`
jh
′≤h : X≥h′I,s¯ −X≥hI,s¯ ↪→ X≥h
′
I,s¯ et jh
′ h : X=h′I,s¯ ↪→ X≥h
′
I,s¯ −X≥hI,s¯ .
Ainsi P de´finit une fle`che A[−1] −→ A′ de p˜-faisceaux pervers dont l’image est, d’apre`s
le cas de Ql, contenue dans la torsion de ih
′
∗
p˜jh
′≤h
!
(
pjh
′ h
!∗ L′[d − h′]
)
laquelle est donc a`
support dans X≥h+1I,s¯ . On conclut en notant que toute fle`che de pj≥h!∗ L[d−h] dans un faisceau
pervers a` support dans X≥h+1I,s¯ est nulle.
Conside´rons a` pre´sent le cas h < h′. Pour les coefficients Ql, l’image du morphisme
d’adjonction
j=h! j
=h,∗P −→ P
est, d’apre`s [2], isomorphe a` A d’ou` le re´sultat. Pour les coefficients Zl, conside´rons la
t-structure p˜ obtenue en recollant celle usuelle p sur X≥hI,s¯ − X≥h
′
I,s¯ avec la t-structure p[1]
sur X≥h′I,s¯ ou` p est encore la t-structure usuelle. L’extension P de´finit alors une fle`che entre
p˜ faisceaux pervers A −→ A′[1] ou`
A ' pj=h!∗ L[d− h] ' ih
′
∗
p˜jh≤h
′
!
(
pjh h
′
!∗ L[d− h]
)
est un faisceau pervers sans torsion. Ainsi la nullite´ de cette fle`che de´coule du cas des
coefficients Ql traite´ pre´ce´demment.
Conside´rons alors
0 // Filr−1! (ΨI) // Filr! (ΨI) // grr! (ΨI) // 0
0 // ⊕1≤g≤d⊕%∈Scuspv(g) Filr−1!,% (ΨI) // P%0 //
OO
grr!,%0(ΨI)
OO
// 0
D’apre`s les propositions 2.1.4 et 2.1.5, grr!,%0(ΨI) admet une filtration dont les gradue´s sont
sans torsion et isomorphes a` des p-extensions interme´diaires de syste`mes locaux de type %0.
De meˆme pour tout %, le faisceau pervers Filr−1!,τ¯ (ΨI) admet une filtration dont les gradue´s
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sont sans torsion et isomorphes a` des p-extensions interme´diaires de syste`mes locaux de
type %. Il re´sulte alors du lemme pre´ce´dent que P%0 s’e´crit comme une somme directe
P%0 ' Filr!,%0(ΨI)⊕
⊕
%6'%0
Filr−1!,% (ΨI).
En re´pe´tant le raisonnement pre´ce´dent pour tous les %, on en de´duit le re´sultat.
2.3. Preuve de la proposition 1.3.4. — Commenc¸ons par le lemme suivant.
2.3.1. Lemme. — Pour tout 1 ≤ h ≤ d et pour tout %, les p et p+ extensions in-
terme´diaires de j1≤h,∗ΨI,% sont les meˆmes, i.e.
pj1≤h!∗ j
1≤h,∗ΨI,% = p+j1≤h!∗ j1≤h,∗ΨI,%.
De´monstration. — Rappelons que le morphisme d’adjonction
p+j1≤h! j
1≤h,∗ΨI,% −→ ΨI,%
a pour image dans pC, le faisceau pervers Filh! (ΨI,%) et pour conoyau pH0ih+1,∗ΨI,%. D’apre`s
[5] ce dernier est libre ce qui nous fournit une surjection
Filh! (ΨI,%) pj1≤h!∗ j1≤h,∗ΨI,%
puisque le noyau du morphisme d’adjonction pre´ce´dent est a` support dans X≥h+1I,s¯ . Soit
alors le pousse´ en avant P
0 // Filh! (ΨI,%) //

ΨI,% //

ΨI,%/Filh! (ΨI,%) // 0
0 // pj1≤h!∗ j1≤h,∗ΨI,% // P // ΨI,%/Filh! (ΨI,%) // 0.
Notons que j1≤h,∗ΨI,% ' j1≤h,∗P et comme le noyau de ΨI,%  P est a` support dans
X≥h+1I,s¯ , alors pour tout δ > 0 on a
pHδih+1,!ΨI,% ' pHδih+1,!P.
Rappelons, cf. par exemple [6], que pour tout faisceau pervers Q sans torsion, le conoyau
du morphisme d’adjonction Q −→ j∗j∗Q est isomorphe a` pH1i!Q. On en de´duit ainsi que
— j1≤h∗ j1≤h,∗P ' j1≤h∗ j1≤h,∗ΨI,% et
— les conoyaux des morphismes d’adjonction
P −→ j1≤h∗ j1≤h,∗P et ΨI,% −→ j1≤h∗ j1≤h,∗ΨI,%
sont isomorphes.
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On obtient ainsi une surjection dans pC
P  CoFil!,h(ΨI,%),
ou` on rappelle que CoFil!,•(ΨI,%) est la cofiltration de stratification de ΨI,% de la fin du
§2.1. Comme le socle de P⊗ZlQl ne contient aucun faisceau pervers a` support dans X≥h+1I,s¯ ,
on en de´duit que la surjection pre´ce´dente est aussi injective et donc
P ' CoFil!,h(ΨI,%).
Or dans pC(XI,s¯,Zl), la surjection Filh! (ΨI,%)  pj1≤h!∗ j1≤h,∗ΨI,%, se dualise dans
p+C(XI,s¯,Zl) en une injection
p+j1≤h!∗ j
1≤h,∗ΨI,% ↪→ CoFil!,h(ΨI,%)
i.e. en une injection dans pC(XI,s¯,Zl) dont le conoyau est sans torsion. On se retrouve alors
dans la situation suivante :
0 // pj1≤h!∗ j1≤h,∗ΨI,% // CoFil!,h(ΨI,%) // Z // 0
0 // p+j1≤h!∗ j1≤h,∗ΨI,% // CoFil!,h(ΨI,%) // Z ′ // 0
ou` Z et Z ′ sont des faisceaux pervers sans torsion a` support dans X≥h+1I,s¯ . Comme il n’y a
pas de fle`che non nulle entre p+j1≤h!∗ j1≤h,∗ΨI,% et un faisceau pervers sans torsion a` support
dans X≥h+1I,s¯ , on obtient alors une fle`che de
p+j1≤h!∗ j
1≤h,∗ΨI,% −→ pj1≤h!∗ j1≤h,∗ΨI,%
lesquels sont alors isomorphes comme annonce´.
Revenons a` pre´sent a` la preuve de la proposition 1.3.4. Pour % fixe´, g := g(%) est l’indice
g′ minimal tel que j=g′,∗ΨI,% est non nul. Avec la notation 2.1.2, on a alors
j≥g,∗ΨI,% ⊗Zl Ql '
⊕
τ¯∈RFl (g,%)
LQl(τ¯).
Les gradue´s de la filtration de stratification exhaustive de Filg! (ΨI,%) sont, d’apre`s les propo-
sitions 2.1.4 et 2.1.5, et avec les notations de la fin du §1.2, de la forme pj≥tg!∗ HT Γ(piv,Πt)(n)
ou`
— piv est une Ql-repre´sentation irre´ductible cuspidale entie`re de type %,
— t varie de 1 a` d
g
— et
— Πt est une repre´sentation de GLtg(Fv),
— n est un entier,
— Γ est un re´seau stable
qu’il est, d’apre`s le lemme 1.3.5, inutile ici de pre´ciser.
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Pour 1 ≤ t ≤ d
g
fixe´, on peut ainsi e´crire
0→ A%(t) −→ Filg! (ΨI,%) −→ B%(t)→ 0
ou` A%(t)⊗ZlQl rassemble les constituants irre´ductibles de Fil
g
! (ΨI,¯pi)⊗ZlQl a` support dans
X≥tg+1I,s¯ . En particulier, avec la notation 1.2.6, il existe, avec les notations pre´ce´dentes, Πt, n
de´pendant de piv, tels que⊕
piv∈Scusp(%)
pj=tg!∗ HT (piv,Πt)(n) ↪→ B%(t)⊗Zl Ql
et dont le quotient est a` support dans X≤tg−1I,s¯ . On note B%(= t) (resp. pj
=tg
!∗ HT Γ(piv,Πt)(n))
le re´seau de la somme directe pre´ce´dente de´coupe´ par B%(t), i.e. les tire´s en arrie`re
pj=tg!∗ HT (piv,Πt)(n) 
 // ⊕
piv∈Scusp(%)
pj=tg!∗ HT (piv,Πt)(n) 
 // B%(t)⊗Zl Ql
pj=tg!∗ HT Γ(piv,Πt)(n) 
 //
?
OO
B%(= t) 
 //
?
OO
B%(t).
?
OO
Les monomorphismes de la ligne du bas sont alors stricts, i.e. les conoyaux sont libres. On
a alors le diagramme commutatif suivant
0 // A%(t) // Filg! (ΨI,%) // _

B%(t) // _

0
0 // A%(t) // Filtg! (ΨI,%) //

pj1≤tg!∗ j
1≤tg,∗ΨI,% //

0
F Q
Pour tout piv ∈ Scusp(%), en composant les inclusions de p+C
pj=tg!∗ HT Γ(piv,Πt)(n) ↪→ B%(t) ↪→ pj1≤tg!∗ j1≤tg,∗ΨI,%
on obtient un monomorphisme strict de F
pj=tg!∗ HT Γ(piv,Πt)(n) ↪→ pj1≤tg!∗ j1≤tg,∗ΨI,%,
i.e. le conoyau est sans torsion. Or par ailleurs, comme le terme de droite de cette inclusion
est aussi e´gal a` p+j1≤tg!∗ j1≤tg,∗ΨI,% on a une monomorphisme strict
p+j=tg!∗ HT Γ′(piv,Πt)(n) ↪→ pj1≤tg!∗ j1≤tg,∗ΨI,% (2.3.2)
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pour un certain re´seau stable. En re´sume´, on a
pj=tg!∗ HT Γ(piv,Πt)(n) _
strict

p+j=tg!∗ HT Γ′(piv,Πt)(n) 

strict
//
' 
44
nul
**
pj1≤tg!∗ j
1≤tg,∗ΨI,%

Q
Par ailleurs sur Ql, d’apre`s [2], la multiplicite´ de pj=tgHT (piv,Πt)(n) dans pj1≤tg!∗ j1≤tg,∗ΨI,%
est e´gale a` 1 et donc, est nulle dans Q de sorte que, cf. la proposition 1.1.8 de [12], le
monomorphisme strict (2.3.2) se factorise en un monomorphisme strict
p+j=tg!∗ HT Γ′(piv,Πt)(n) ↪→ pj=tg!∗ HT Γ(piv,Πt)(n).
En appliquant j=tg,∗, on obtient en particulier Γ′ = Γ puis comme le compose´
p+j=tg!∗ HT Γ(piv,Πt)(n) ↪→ pj=tg!∗ HT Γ(piv,Πt)(n) ↪→ p+j=tg!∗ HT Γ(piv,Πt)(n)
est un isomorphisme, on obtient bien pj=tg!∗ HTΓ(piv,Πt)(n) ' p+j=tg!∗ HTΓ(piv,Πt)(n).
3. Extensions interme´diaires : cas non supercuspidal
Soit % une Fl-repre´sentation irre´ductible supercuspidale de GLg(Fv) et τ¯%,t la
repre´sentation de D×v,tg de type % associe´e a` la Fl-repre´sentation superSpeh Speht(%),
cf. le the´ore`me A.3.6.
Pour tout Ql-repre´sentation irre´ductible entie`re τv de τ¯%,t-type −1, d’apre`s le the´ore`me
1.3.3, pour tout re´seau stable Γ de τv, le syste`me local LΓ(τv) n’admet qu’une seule exten-
sion interme´diaire, i.e.
pj=tg!∗ LΓ(τv)[d− tg] ' p+j=tg!∗ LΓ(τv)[d− tg].
En utilisant le triangle distingue´, cf. [11] 2.42-2.46,
pj=tg!∗ LΓ(τv)[d− tg]→ p+j=tg!∗ LΓ(τv)[d− tg]→
pitg+1∗ H0torsitg+1,∗j≥tg∗ LΓ(τv)[d− tg] 
la torsion de pitg+1∗ H0itg+1,∗j≥tg∗ LΓ(τv)[d − tg] est nulle. Le but de ce paragraphe est d’ex-
pliciter la l-torsion de ce dernier dans le cas ou` τv est de τ¯%,t-type i ≥ 0.
3.1. Re´seaux d’induction d’apre`s [3]. — Pour pi une repre´sentation irre´ductible cus-
pidale entie`re de GLg(K), comme, d’apre`s A.2.2, sa re´duction modulo l, note´e %, est
irre´ductible, on en de´duit qu’a` isomorphismes pre`s, pi posse`de un unique re´seau stable,
cf. par exemple [1] proposition 3.3.2 et la remarque qui suit.
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3.1.1. De´finition. — (cf. [3]) E´tant donne´ un re´seau de Stt(pi), la surjection (resp. l’in-
jection)
Stt(pi)
−→×pi  Stt+1(pi), i
induit un re´seau de Stt+1(pi) de sorte que par re´currence on dispose d’un re´seau RIZl,−(pi, t)
que l’on qualifie de re´seau d’induction. On note alors
RIFl,−(pi, t) := RIZl,−(pi, t)⊗Zl Fl,
3.1.2. Proposition. — (cf. [3] propositions 3.2.2 et 3.2.7) Pour tout 0 ≤ k ≤ lg%(s), il
existe une sous-repre´sentation V%,−(s; k) de longueur k de RIFl,−(pi, s)
(0) = V%,±(s; 0)  V%,±(s; 1)  · · ·  V%,±(s; lg%(s)) = RIFl,−(pi, s),
de´finie de sorte que l’image de V%,−(s; k) dans le groupe de Grothendieck est telle que tous
ses constituants irre´ductibles sont de %-niveau strictement plus grand que n’importe quel
constituant irre´ductible de W%,−(s; k) := V%,−(s; lg%(s))/V%,−(s; k).
3.1.3. Notation. — Une repre´sentation irre´ductible % e´tant fixe´e ainsi qu’un entier s,
pour k ≥ 0 tel que m(%)lk ≤ s, on note :
— δk = (0, · · · , 0, 1, 0, · · · ) ∈ I%(s) et
— pour tout t tel que m(%)lkt ≤ s, V%,−(s,≥ t.δk) le sous-espace V%,−(s, lg%(s)) de´fini
ci-dessus tel que tous les constituants irre´ductibles de V%,−(s, lg%(s)) sont de %-niveau
plus grand ou e´gal a` t.δk.
3.2. Re´duction modulo l d’un faisceau pervers d’Harris-Taylor. — Pour e´tudier
la l-torsion de pitg+1∗ H0itg+1,∗j≥tg∗ LΓ(τv)[d − tg], nous utiliserons le foncteur de re´duction
modulaire
F(−) := Fl ⊗LZl (−).
Rappelons que ce dernier ne commute pas aux foncteurs de troncations et que d’apre`s les
e´quations 2.54-2.61 de [11], on a
Fpj!∗ → pj!∗F→ H−1Fpi∗pH0torsi∗j∗[1] 
pj!∗F→ Fp+j!∗ → H0Fpi∗pH0torsi∗j∗  
En revanche, dans le cas ou` pj! = p+j!, i.e. en utilisant
pj! → p+j! → pi∗H−1torsi∗j∗[1] 
quand pi∗H−1i∗j∗ est libre, alors le triangle distingue´
Fpj! → pj!F→ H−1Fpi∗pH−1torsi∗j∗[2] 
nous donne que F et pj! commutent. Nous allons utiliser cette proprie´te´ avec les j≥tg.
Rappelons les notations du §A.2 :
— % := %−1 de´signera une Fl-repre´sentation irre´ductible supercuspidale de GLg(Fv) et
on notera aussi g−1 := g.
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— Pour tout u ≥ 0, selon les notations de A.2.9, on note %u = Stm(%−1)lu(%−1) la
repre´sentation irre´ductible cuspidale de GLgu(Fv) avec gu = gm(%−1)lu.
— Pour tout u ≥ −1, on se fixe une repre´sentation irre´ductible cuspidale piu de GLgu(Fv)
dont la re´duction modulo l est isomorphe a` %u et
— enfin on notera su := b dgu c.
3.2.1. Notation. — Pour tout t ≥ 1, on note
τ¯%u,t := rl
(
piu[t]D
)
.
Remarque : on rappelle, cf. le §A.3, que τ¯%−1,t est irre´ductible.
3.2.2. Proposition. — (cf. la proposition A.3.1)
Pour u ≥ 0, on a l’e´galite´ suivante dans le groupe de Grothendieck
τ¯%u,t = lu
m(%)−1∑
i=0
τ¯%,tm(%)luν
i. (3.2.3)
Remarque : dans le cas ou`, avec les notations de A.2.1, (%) = 1, la formule (3.2.3) s’e´crit
τ¯%u,t = lu+1τ¯%,t.
3.2.4. Proposition. — Avec les notations de la proposition 3.1.2, dans le groupe de Gro-
thendieck des Fl-faisceaux pervers e´quivariants sur XI,s¯, on a l’e´galite´
F
(
pj≥tgu!∗ HT (piu,Πt)
)
= m(%)lu
s−tm(%)lu∑
r=0
pj
≥tgu+rg−1
!∗
HT
(
%, rl(Πt)
−→×V%−1(r + tm(%−1)lu, < δu)
)
⊗ Ξr g−12 .
Remarque : dans le groupe de Grothendieck, l’induite rl(Πt)
−→×V%−1(r + tm(%−1)lu, < δu)
n’intervient que par sa semi-simplifie´e. Pour les meˆmes raisons, il est inutile de pre´ciser les
re´seaux stables utilise´s pour les syste`mes locaux de la formule pre´ce´dente.
De´monstration. — Les cas tgu ≥ d e´tant triviaux, on raisonne par re´currence en supposant
le re´sultat acquis pour tout t < t′ et on traite le cas de t. L’ide´e est de partir de la
commutation entre F et les j≥tg! :
F
(
j≥tgu! HT (piu,Πt)
)
=
su∑
t′=t
F
(
pj≥t
′gu
!∗ HT (piu,Πt−→×Stt′−t(piu))
)
⊗ Ξ (t
′−t)(gu−1)
2 ),
et, en posant t(u) = tm(%)lu
F
(
j
≥t(u)g−1
! HT (pi−1,Πt)
)
=
s∑
t′=t(u)
F
(
pj
≥t′g−1
!∗ HT (pi−1,Πt)−→×Stt′−t(u)(pi−1)
)
⊗ Ξ (t
′−t(u))(g−1−1)
2 . (3.2.5)
FAISCEAUX PERVERS ENTIERS D’HARRIS-TAYLOR 19
Or on a vu que
Fj≥tgu! HT (piu,Πt) = j≥tgu! FHT (piu,Πt) = m(%)luj≥t(u)g−1! FHT (pi−1,Πt)
et d’apre`s l’hypothe`se de re´currence, on a
su∑
t′=t+1
F
(
pj≥t
′gu
!∗ HT (piu,Πt−→×Stt′−t(piu))
)
⊗ Ξ (t
′−t)(gu−1)
2
=
s(u)∑
t′=t(u)+1
pj
≥t′g−1
!∗ HT (%, rl(Πt)−→×V%−1(t′ − t(u),≥ δu))⊗ Ξ
(t′−t(u))(g1−1)
2 (3.2.6)
En soustrayant (3.2.6) a` (3.2.5), on obtient le re´sultat.
Remarque : la surjection
pj≥t
′gu
! FHT (piu,Πt′) Fpj≥t
′gu
!∗ HT (piu,Πt′)
nous donne en outre que la suite des dimensions des gradue´s de la filtration de stratification
exhaustive est strictement croissante ce qui fixe comple`tement cette filtration.
Ainsi la l-torsion du quotient des p+ faisceaux pervers d’Harris-Taylor par leur p version,
est comple`tement de´crit par la combinatoire de la re´duction modulo l des repre´sentations
de GLd(Fv) et de D×v,d. L’e´tude de la torsion d’ordre supe´rieure de´coulerait selon le
meˆme sche´ma de de´monstration, de l’e´tude de la re´duction modulo ln des repre´sentations
irre´ductibles de GLd(Fv) et D×v,d.
3.3. Complexes d’induction des repre´sentations de Steinberg. — La filtration
de stratification du faisceau pervers F
(
pj≥tgu!∗ HT (piu,Πt)
)
dont les gradue´s sont d’apre`s la
remarque de la fin du paragraphe pre´ce´dent, les faisceaux pervers de la proposition 3.2.4
pris dans l’ordre inverse de la dimension de leur support (le sous-espace est donne´ par le
faisceau pervers dont le support est de dimension minimale), fournit une suite spectrale qui
calcule ses faisceaux de cohomologie. Le but de ce paragraphe est de de´crire la combinatoire
de cette suite spectrale.
3.3.1. Notation. — Pour tout s ≥ 1, on note Kpi(s)• le complexe
Kpi(s)i =
{
0 si i ≥ 0 ou i < −s
RIZl,−(pi, s+ i)
−→× Speh−i(pi) pour − s ≤ i ≤ 0
Remarque : d’apre`s la de´finition rappele´e au §3.1 des re´seaux d’induction RIZl,−(pi, s+ i),
la cohomologie de Kpi(s)• est nulle.
En notant % la re´duction modulo l de pi, on de´finit aussi
K%(s)• := Kpi(s)• ⊗Zl Fl
dont la cohomologie est nulle.
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3.3.2. De´finition. — Pour tout k, t ≥ 0, tels que m(%)lkt ≤ s, avec les notations de
3.1.3, on de´finit
— K%(s,≥ t.δk)• le sous-complexe de K%(s) de´fini, pour −s ≤ i ≤ 0 par
K%(s,≥ t.δk)i = V%(s+ i,≥ t.δk)−→× Speh−i(%);
— K%(s,< t.δk)• le quotient de K%(s)• par K%(s,≥ t.δk)•.
3.3.3. Proposition. — La cohomologie HiK%(s,< δk) du complexe K%(s,< t.δk)• est :
— nulle si m(%)lk ne divise pas s ;
— pour s = δm(%)lk, elle est nulle si i 6= −δ et pour i = −δ isomorphe a` Spehδ(ρk).
De´monstration. — On raisonne par re´currence sur s quel que soit % ; l’initialisation e´tant
triviale supposons donc le re´sultat acquis jusqu’au rang s− 1 et traitons le cas de s.
Soit u tel que m(%)lu ≤ s < m(%)lu+1 ; pour tout 0 ≤ k ≤ u, on note tk ≥ 1 tel que
tkm(%)lk ≤ s < (tk + 1)m(%)lk et on conside`re la filtration suivante de K%(s)• :
K%(s,> tuδu)• ⊂ K%(s,> (tu − 1)δu)• ⊂ · · · ⊂ K%(s,> δu)•
⊂ K%(s,> tu−1δu−1)• ⊂ · · · ⊂ K%(s,> δu−1)•
· · · ⊂ K%(s,> t0δ0)• ⊂ · · · ⊂ K%(s,> δ0)• ⊂ K%(s)• (3.3.3)
On a alors les proprie´te´s suivantes :
— pour 1 ≤ k ≤ u, K%(s,> tk−1.δk−1)•/K%(s,> δk)• est le complexe
Sttk−1(ρk−1)
−→×K%(s− tk−1m(%)lk−1, < δ0)•,
dont la cohomologie est, d’apre`s l’hypothe`se de re´currence, nulle sauf si s =
tk−1m(%)lk−1 auquel cas H0 est le seul Hi non nul, et alors isomorphe a` Sttk−1(ρk−1) ;
— pour 0 ≤ k ≤ u et 1 ≤ t < tk, le complexe K%(s,> t.δk)•/K%(s,> (t + 1).δk)• est le
complexe
Stt(ρk)
−→×K%(s− tm(%)lk, < δk)•,
dont la cohomologie est, d’apre`s l’hypothe`se de re´currence, nulle sauf si s = tkm(%)lk
auquel cas Ht−tk est le seul Hi non nul, et alors isomorphe a` Stt(ρk)−→× Spehtk−t(ρk).
Conside´rons alors la suite spectrale de cohomologie Ei,j1 = Hi+jgr−i ⇒ Ei+j∞ , associe´e a` la
filtration 3.3.3, dont on rappelle que l’aboutissement Ei+h∞ est nul.
— D’apre`s les proprie´te´s pre´ce´dentes les Ei,j1 sont connus par re´currence pour tout i > 0.
Pre´cise´ment, pour 0 ≤ k ≤ u tel que s = m(%)lktk, il existe i1 < i2 < · · · < itk tels
que pour 1 ≤ r ≤ tk,
Eir,−tk−ir+r1 = St0(ρk)
−→× Spehtk−r(ρk), 0 ∈ Iρk(r).
— Par ailleurs comme les fle`ches Eir,−tk−ir+r1 → Eir+1,−tk−ir+1+r+11 sont induites par
celles de K%(s)•, on en de´duit, en utilisant l’hypothe`se de re´currence, que E0,−tk1 est
isomorphe a` Spehtk(ρk), d’ou` le re´sultat.
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Appendice A
Rappels sur les repre´sentations
A.1. de GLn(K) a` coefficients dans Ql. — Dans la suite K de´signe un corps local
non archime´dien dont le corps re´siduel est de cardinal q une puissance de p et on rappelle
quelques notations de [2] sur sur les repre´sentations admissibles de GLn(K) a` coefficients
dans Ql ou` l un nombre premier distinct de p.
A.1.1. Notation. — Une racine carre´e q 12 de q dans Ql e´tant fixe´e, pour k ∈ 12Z, nous
noterons pi{k} la repre´sentation tordue de pi de sorte que l’action d’un e´le´ment g ∈ GLn(K)
est donne´e par pi(g)ν(g)k avec ν : g ∈ GLn(K) 7→ q− val(det g).
A.1.2. De´finitions. — — Soit P = MN un parabolique de GLn de Le´vi M et de
radical unipotent N . On note δP : P (K)→ R× l’application de´finie par
δP (h) = | det(ad(h)|LieN)|−1.
— Pour (pi1, V1) et (pi2, V2) des R-repre´sentations de respectivement GLn1(K) et
GLn2(K), et P un parabolique de GLn1+n2 de Levi M = GLn1 × GLn2 et de radical
unipotent N ,
pi1 ×P pi2
de´signe l’induite parabolique normalise´e de P (K) a` GLn1+n2(K) de pi1 ⊗ pi2 c’est a`
dire l’espace des fonctions f : GLn1+n2(K)→ V1 ⊗ V2 telles que
f(nmg) = δ−1/2P (m)(pi1 ⊗ pi2)(m)
(
f(g)
)
, ∀n ∈ N, ∀m ∈M, ∀g ∈ GLn1+n2(K).
Remarque : en particulier si P est standard alors pi1×P pi2 est l’induite  classique  de
pi1{n2/2} ⊗ pi2{−n1/2}.
— Foncteurs de Jacquet : pour pi une R-repre´sentation admissible de GLn(K), l’espace
des vecteurs N(K)-coinvariants est stable sous l’action de M(K) ' P (K)/N(K).
On notera JP (pi) cette repre´sentation tordue par δ−1/2P .
A.1.3. Notations. — Dans le cas ou` le parabolique est standard de Levi GLr1 ×GLr2 ×
· · · ×GLrk , on le notera Pr1,··· ,rk et × de´signera ×P .
A.1.4. De´finitions. — Une repre´sentation pi de GLn(K) est dite cuspidale si elle n’est
pas un sous-quotient d’une induite parabolique propre.
Soient g un diviseur de d = sg et pi une repre´sentation cuspidale irre´ductible de GLg(K).
L’induite parabolique
pi{1− s2 } × pi{
3− s
2 } × · · · × pi{
s− 1
2 }
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posse`de
— un unique quotient irre´ductible note´ Sts(pi) ; c’est une repre´sentation de Steinberg
ge´ne´ralise´e.
— une unique sous-repre´sentation irre´ductible note´e Spehs(pi) ; c’est une repre´sentation
de Speh ge´ne´ralise´e.
Afin d’e´viter d’avoir a` e´crire syste´matiquement toutes ces torsions, on introduit les no-
tations suivantes.
A.1.5. Notations. — Un entier g ≥ 1 e´tant fixe´, pour pi1 et pi2 des repre´sentations de
respectivement GLt1g(K) et GLt2g(K), on notera
pi1
−→×pi2 = pi1{−t22 } × pi2{
t1
2 }
A.2. de GLd(K) mod l. — On rappelle que l et p de´signent des nombres premiers
distincts et que q est une puissance de p. On note el(q) l’ordre de l’image de q dans F×l .
Afin de simplifier la lecture, dans la suite on utilisera la lettre pi pour de´signer une Ql-
repre´sentation entie`re et les lettres % et ρ pour des Fl-repre´sentations.
A.2.1. De´finition. — Une repre´sentation % de GLn(K) est dite
— cuspidale si pour tout sous-groupe parabolique propre P de GLn(K), JP (%) est nul.
— Elle sera dite supercuspidale si elle n’est pas un sous-quotient d’une induite parabo-
lique propre.
A.2.2. Proposition. — (cf. [13] III.5.10) La re´duction modulo l d’une Ql-repre´sentation
irre´ductible cuspidale entie`re de GLg(K) est irre´ductible cuspidale.
A.2.3. Proposition. — [9] §2.2.3
Soit pi une repre´sentation irre´ductible cuspidale entie`re. Alors pour tout s ≥ 1, la re´duction
modulo l de Spehs(pi) est irre´ductible.
A.2.4. De´finition. — Une Fl-repre´sentation irre´ductible est dite l-Speh (resp. l-
superSpeh) si c’est la re´duction modulo l d’une Ql-repre´sentation entie`re Spehs(pi) pour pi
irre´ductible cuspidale (resp. et dont la re´duction modulo l de pi est supercuspidale).
A.2.5. Notation. — On notera (%) le cardinal de la droite de Zelevinski de %, i.e. de
l’ensemble des classes d’e´quivalence {%{i} / i ∈ Z}. On pose alors cf. [15] p.51
m(%) =
{
(%), si (%) > 1;
l, sinon.
Remarque : (%) est un diviseur de el(q).
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A.2.6. De´finition. — E´tant donne´ un multi-ensemble s = {ρn11 , · · · , ρnrr } de repre´sentations
cuspidales, on note d’apre`s [15] V.7, St(s) l’unique repre´sentation non de´ge´ne´re´e de l’in-
duite
ρ(s) :=
n1︷ ︸︸ ︷
ρ1 × · · · × ρ1× · · · ×
nr︷ ︸︸ ︷
ρr × · · · × ρr .
Remarque : d’apre`s [15] V.7, toutes les repre´sentations non de´ge´ne´re´es sont de cette forme.
A.2.7. Notation. — Pour ρ une repre´sentation irre´ductible cuspidale et s ≥ 1, on note
s(ρ) le multi-segment {ρ, ρ{1}, · · · , ρ{s− 1}} et comme dans [15] V.4, Sts(ρ) := St(s(ρ)).
A.2.8. Proposition. — [15] V.4 Soit % une repre´sentation irre´ductible cuspidale. La
repre´sentation non de´ge´ne´re´e Sts(%) est cuspidale si et seulement s = 1 ou m(%)lk pour
k ≥ 0.
Remarque : d’apre`s [13] III-3.15 et 5.14, toute repre´sentation irre´ductible cuspidale est de
la forme Sts(%) pour % irre´ductible supercuspidale et s = 1 ou de la forme m(%)lk avec
k ≥ 0.
A.2.9. Notation. — Soit % une repre´sentation irre´ductible cuspidale de GLg(K) ; on
note %−1 = % et pour tout i ≥ 0, %i = Stm(%)li(%).
A.2.10. De´finition. — On dira d’une Ql-repre´sentation irre´ductible cuspidale entie`re
qu’elle est de type % si, a` torsion par un caracte`re non ramifie´ pre`s, sa re´duction modulo l
est de la forme %i pour i ≥ −1.
A.2.11. Notation. — Soit s ≥ 1 un entier et % une repre´sentation irre´ductible cuspidale
de GLg(K). Soit I%(s) l’ensemble des suites (m−1,m0, · · · ) a` valeurs dans N telles que
s = m−1 +m(%)
+∞∑
k=0
mkl
k.
On notera lg%(s) le cardinal de I%(s).
A.2.12. De´finition. — Pour i = (i−1, i0, · · · ) ∈ I%(s), on de´finit
Sti(%) := Sti−−1(%−1)× Sti−0 (%0)× · · · × Sti−u (%u)
ou` ik = 0 pour tout k > u et ou` les %i sont de´finis en A.2.9.
A.2.13. The´ore`me. — Soit pi une Ql-repre´sentation irre´ductible cuspidale entie`re de
GLg(K) et % sa re´duction modulo l. Dans le groupe de Grothendieck des Fl-repre´sentations
de GLsg(K), on a l’e´galite´ suivante :
rl
(
Sts(pi)
)
=
∑
i∈I%(s)
Sti(%).
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Par ailleurs pour tout i ∈ I%(s) et pour tout parabolique P , JP
(
Sti(%)
)
est e´gal a` la somme
des constituants irre´ductibles de %-niveau i de rl
(
JP (Sts(pi))
)
.
Remarque : pour s < m(%), la re´duction modulo l de Sts(pi) est irre´ductible.
A.2.14. De´finition. — On dira que l est banal pour GLd(K) si el(q) > d.
Remarque : dans le cas banal toute repre´sentation cuspidale est supercuspidale, i.e. m(%) <
s avec les notations pre´ce´dentes.
A.3. de D×K,d a` coefficients dans Fp et leurs rele`vements. — Soit τ une Ql-
repre´sentation irre´ductible de D×K,d que l’on suppose l-entie`re, i.e. de caracte`re central
l-entier. Quitte a` tordre ce caracte`re central par un caracte`re non ramifie´, on le suppose
trivial sur l’uniformisante $ et donc τ est une repre´sentation de D×K,d/$Z. On note PK,d
le radical de DK,d et soit
1 + PK,d ⊂ D×K,d ⊂ D×K,d/$Z
la filtration de quotients successifs F×qd et Z/dZ.
On choisit alors un facteur irre´ductible ζ de τ|1+PK,d ; on note Nζ le normalisateur de sa
classe d’isomorphisme dans D×K,d/$Z et soit ζ˜ son prolongement a` Nζ : en effet 1 + PK,d
e´tant un pro-p-groupe, la dimension de ζ est une puissance de p de sorte que, un p-Sylow
de Nζ/(1 + PK,d) e´tant cyclique, ζ admet un prolongement a` Nζ , cf. [14] lemme 1.19.
A.3.1. Proposition. — (cf. [9] proposition 2.3.2)
Il existe un caracte`re χ tel que
τ ' indD
×
K,d
/$Z
J
(
ζ˜|J ⊗ χ
)
,
ou` J est un sous-groupe de D×K,d/$Z contenant 1 +PK,d la forme Nζ ∩Nχ, pour Nχ est le
normalisateur de χ ve´rifiant les points suivants :
— J contient Nζ ∩ D×K,d ;
— il existe des entiers f ′, d′, e′ de produit e´gal a` d tels que
J/(1 + PK,d) ' F×qf ′d′ omZ/e′d′Z,
ou` le ge´ne´rateur de Z/e′d′Z agit par le Frobenius relatif a` Fqf ′ et m est un diviseur
de d′ tel que
f ′m = [D×K,d/$Z : D×K,dJ ]
est le cardinal eτ de la classe d’e´quivalence inertielle de τ .
— L’abe´lianise´ de J/(1 +PK,d) s’identifie via le morphisme norme, a` F×qf ′m×mZ/e′d′Z.
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— La re´duction modulo l de τ est de cardinal
rτ = [Nζ ∩Nrl(χ) : J ]
et de la forme
[τ¯ ] + [τ¯ ν] + · · ·+ [τ¯ νr−1]
pour τ¯ une Fl-repre´sentation irre´ductible de D×K,d et ν le caracte`re g 7→ qval ◦Nrd(g).
— Une repre´sentation τ ′ a meˆme re´duction modulo l si et seulement si J ′ = J et
rl(χ′), rl(χ) sont conjugue´s sous Nζ ∩Nrl(χ).
— Le nombre n(τ) de repre´sentations irre´ductibles strictement congrues a` τ est donne´e
par la formule n(χ)[Nζ∩Nrl(χ):J ] ou` n(χ) est e´gal a` la plus grande puissance de l qui divise
a(τ) := d
eτ
(qeτ − 1).
Remarque : le diviseur e′ de d correspond au diviseur s de d tel que τ est de la forme
pi[s]D, i.e. correspond par la correspondance de Jacquet-Langlands a` la repre´sentation de
Steinberg ge´ne´ralise´e Sts(pi) ou` pi est une repre´sentation irre´ductible cuspidale de GLg(K)
avec d = sg.
A.3.2. Notations. — Suivant la proposition pre´ce´dente, on notera
— m(τ¯) = [Nχ ∩Nrl(χ) : J ],
— s(τ¯) la plus grande puissance de l divisant d
m(τ¯)g(τ¯) ,
— g−1(τ¯) := g(τ¯) := de′ = f
′d′ et
— pour 0 ≤ i ≤ s(τ¯), gi(τ¯) = m(τ¯)lig(τ¯).
Remarque : pour rl(τ), rappelons que comme rl(ζ˜|J) est irre´ductible, rl(τ) est de longueur
[Nζ ∩Nrl(χ) : Nζ ∩Nχ]. En particulier rl(τ) est irre´ductible si et seulement si Nχ = Nrl(χ).
A.3.3. De´finition. — Soit τ¯ une Fl-repre´sentation irre´ductible de D×K,d dont le caracte`re
central est trivial sur $Z ⊂ K×. On de´finit
Cτ¯ ⊂ Rep∞Znr
l
(D×K,d)
la sous-cate´gorie pleine forme´e des Znrl -repre´sentations de D×K,d dont tous les ZnrD×K,d-sous-
quotients irre´ductibles sont isomorphes a` un sous-quotient de τ¯|D×
K,d
.
A.3.4. Proposition. — (cf. [8] §B.2)
Soit Pτ¯0 une enveloppe projective de τ¯ 0 dans Rep∞Znr
l
(D×K,d). Alors la sous-cate´gorie Cτ¯ est
facteur direct dans Rep∞Znr
l
(D×K,d) pro-engendre´e par l’induite Pτ¯ := ind
D×
K,d
D×
K,d
(Pτ¯0).
A.3.5. Notation. — Pour tout d ≥ 1, on noteRFl(d) l’ensemble des classes d’e´quivalence
des Fl-repre´sentations irre´ductibles de D×v,d dont le caracte`re central est trivial sur
$Z ⊂ K×.
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Ainsi toute Znrl -repre´sentation VZnrl de D
×
K,d se de´compose en une somme directe
VZnr
l
' ⊕
τ¯∈RFl (d)
VZnr
l,τ¯
(A.3.5)
ou` VZnr
l,τ¯
est un objet de Cτ¯ , i.e. tous ses sous-quotients irre´ductibles sont isomorphes a` un
sous-quotient de τ¯|D×
K,d
.
A.3.6. The´ore`me. — (cf. [9] 3.1.4)
Il existe une bijection{
Fl−repre´sentations superspeh de GLd(K)
}
'
{
Fl−repre´sentations irre´ductibles de D×K,d
}
compatible a` la re´duction modulo l au sens suivant :
— soit % une Fl-repre´sentation irre´ductible supercuspidale de GLg(K) avec d = sg ;
— soit pi un Ql-rele`vement de %.
Alors la re´duction modulo l de pi[s]D, note´e τ¯%,t, est irre´ductible et correspond via la bijection
ci-dessus a` la superspeh Spehs(%).
Remarque : avec les notations pre´ce´dentes, g(τ¯) est e´gal au g du % dans le the´ore`me ci-avant
ou` % ∈ Scusp−1(τ¯).
A.3.7. De´finition. — On dira d’une Fl-repre´sentation de D×K,d (resp. de D×K,d) qu’elle
est de type % si tous ses constituants irre´ductibles sont, via la bijection pre´ce´dente, image
d’une superSpeh Spehs(%⊗ χ ◦ det) ou` χ est un caracte`re non ramifie´ de K×.
A.3.8. Notation. — On notera alors RFl(h, %) le sous-ensemble de RFl(h) constitue´ des
τ¯ de type % ainsi que
RFl(%) =
∐
h=tg(%)
RFl(h, %).
Remarque : si h n’est pas divisible par g(%) alors RFl(%) est vide.
A.3.9. Notation. — Pour 1 ≤ g, on notera ScuspK(g) l’ensemble des classes
d’e´quivalences inertielles des Fl-repre´sentation irre´ductibles supercuspidales de GLg(K).
Pour τ¯ ∈ RFl(g(%), %), on notera aussi
ScuspK(τ¯) = ScuspK(%).
Remarque : on notera aussi que τ¯ ∈ RFl(h) posse`de exactement un type, i.e.
RFl(h) =
∐
g|h
∐
%∈ScuspK(g)
RFl(h, %). (A.3.9)
Exemple : soit % une Fl-repre´sentation irre´ductible supercuspidale de GLg(%)(Fv). Pour tout
i ≥ −1, on conside`re pii un rele`vement de %i. Soit alors t ≥ 1 et τ¯ la re´duction modulo l de
pi−1[t]D laquelle est irre´ductible. Pour i ≥ 0 et ti tel que tigi(%) = tg(%), la repre´sentation
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pii[ti]D (resp. tout sous-quotient irre´ductible de la re´duction modulo l de pii[ti]D) appartient
a` Cτ¯ . Re´ciproquement pour tout τ ′ ∈ Cτ¯ une Ql-repre´sentation irre´ductible entie`re, il existe
i ≥ −1 et une repre´sentation irre´ductible cuspidale pii de GLgi(%)(K) dont le support
supercuspidal de sa re´duction modulo l est un segment de Zelevinsky-Vigne´ras de longueur
m(%)li et telle que τ ′ ' pii[ dgi(%) ]D.
A.3.10. De´finition. — Suivant la discussion pre´ce´dente, on dira d’uneQl-repre´sentation
irre´ductible τ ′ ∈ Cτ¯ qu’elle est de τ¯ -type i. On notera aussi Scuspi(τ¯) l’ensemble des classes
d’e´quivalence de ces repre´sentations pii et Scusp(τ¯) =
⋃
i≥−1 Scuspi(τ¯).
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