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Abstract
Investigation into the optimization of low speed communication protocols for narrow band
networks
T. van Staden
Department of Electrical and Electronic Engineering,
University of Stellenbosch,
Private Bag X1, 7602 Matieland, South Africa
Thesis: MScEng (Electronic)
December 2012
In this thesis, the investigation into the optimization of low speed communication protocols for narrow band networks will
be presented. The main focus will be on analysing commonly used low speed communication protocols and investigate an
alternative to these protocols to provide an optimized low speed narrow band network that provides better performance at
high and low channel utilization. A study of existing low speed communication networks within the field of water supply
has been used to identify the most appropriate protocols to be included in the analysis. The analysis of each protocol
discussed includes the development of a simulation and theoretical model, with parameters based on those obtained
from implemented communication networks focusing on the parameters used within the Namib water supply scheme of
NamWater in Namibia.
Of the currently implemented contention protocols, the non-persistent Carrier Sense Multiple Access (CSMA) protocol
is implemented the most. Current models used for modelling these protocols make use of various assumptions. These
models have been expanded to provide a more accurate representation of the non-persistent CSMA model. The Round
Robin Polling (RRP) protocol is another well known protocol used within the telemetry industry and has also been
modelled as an alternative to the non-persistent CSMA model.
The Adaptive Tree Walk (ATW) protocol has been identified as the limited contention protocol to be modelled as a
possible alternative to the conventional methods used. A new model has been developed for modelling this protocol by
making use of the same strategies and tools used in the modelling of the non-persistent CSMA and RRP protocols.
The Simulation modelling has been developed by making use of DESMO-J, an Object Orientated Simulation API based in
Java, developed by the Faculty of Informatics at the University of Hamburg. DESMO-J has been chosen as an alternative to
the more traditional simulation languages due to its complete documentation, support structures, ease of use and flexibility.
All theoretical models have been implemented in Matlab.
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Uittreksel
Ondersoek na optimering van laespoed protokolle vir kommunikasie deur nouband netwerke
T. van Staden
Departement Elektries en Elektroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MScIng(Elektronies)
Desember 2012
In hierdie tesis sal die ondersoek na die optimering van laespoed protokolle vir kommunikasie oor nouband netwerke
voorgelê word. Die hoof fokus is op die analise van algemene laespoed kommunikasie protokolle en die ondersoek van
alternatiewe wat ’n meer optimale laespoed nouband netwerk sal lewer deur beter werkverigting by lae en hoë kanaal-
verkeer. ’n Studie van praktiese laespoed nouband netwerke in die veld van waterverspreiding word gebruik om die
mees algemene protokolle te identifiseer wat in die analise ingesluit moet word. Die analise van die protokolle sluit
in teoretiese en simulasie modelle, met parameters soos geidentifiseer uit die studie van ‘n praktiese netwerk, naamlik
die Namib waterverspreidingskema van NamWater in Namibië. Die ’Non-persistent Carrier Sense Multiple Access’ en
’Round Robin Polling’ protokolle is geidentifiseer as dié wat meeste geimplementeer word. Die werkverigting van die
protokolle is geanaliseer deur gebruik te maak van teoretiese en simulasie modeleringstegnieke. Huidige modelle van
die CSMA protokol is gebaseer op sekere aannames. Hierdie aannames word aangepas en verbeter vir implementering
van die teoretiese model. Die model word ook verder uitgebrei om beter resultate te lewer oor ’n groter parameterstel.
Die ’Adaptive Tree Walk’ protokol is geidentifiseer as ’n moontlike optimale protokol en word gemodeleer en vergelyk
teen die CSMA en RRP protokolle se werkverigting. Die simulasiemodelle is ontwikkel deur gebruik te maak van die
DESMO-J sagteware, soos ontwikkel as ’n Java program-koppelvlak deur die Universiteit van Hamburg se Fakulteit van
Informatika. DESMO-J is gekies as ’n alternatief vir die meer tradisionele simuleringstale omrede goeie dokumentasie,
maklike gebruik en buigbaarheid. Alle teoretiese modelering is uitgevoer in Matlab
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Chapter 1
Introduction
1.1 Introduction
Telemetry networks are used throughout the word in various industries to monitor, control and maintain various types of
infrastructure. Examples of these networks can be found in the mining, water, electrical and transport sectors. These net-
works can utilise various communication media, including Optical Fibre, RF based technologies such as GPRS, WiMAX,
3G and dedicated VHF/UHF based networks. The choice of carrier is generally determined by the extent of the network,
its location and available infrastructure. Networks deployed over great distances are limited to only a few of these tech-
nologies, typically GPRS and licensed analogue/digital radio based telemetry systems. The latter are preferred by many
organisations as the technology of choice, due to their reliability and large area coverage.
The particular frequency band will normally be licensed to allow for higher transmitter output power (compared to license
free frequency bands) which is required to cover greater distances. Licensed bandwidth is usually assigned in slots of
12.5 kHz width, which imposes a limit on the maximum throughput. This type of network can easily span in excess of
50 monitoring stations, all connected to a central control station where the information gathered from the remote points
is required for monitoring, control and pre-emptive maintenance purposes. The demand imposed on the communications
network will depend on the number of stations and the associated information acquired from their Input/Output (I/O)
points. This cannot be increased without limit, as the communications infrastructure might be strained to a point where
the reliability and validity of field information would be compromised and no longer realistic and reliable. Real-time
performance of the network is also critical, as this might have a direct influence on some automation processes in the
network.
The background to the work done, as presented in this document, stems from personal involvement and exposure to typical
systems of the type as mentioned above. The Namibia Water Corporation (NamWater) operates a telemetry network
comprising various individual digital and analogue based radio networks, servicing over 350 remote monitoring stations
in total. These networks are, almost without exception, of the narrow band UHF based relatively low speed type, stretching
over huge distances in most cases. Involvement in operations and planning of various sections of this infrastructure has
drawn attention to some of the typical problems experienced, such as long latencies, congestion and data delivery failure.
Many of these issues can be traced to the inherent particular communications and data protocols. Equipment is generally
obtained from off the shelf commercial sources, without too much choice as to the most appropriate strategy for the
application and system loading.
The digital radio network servicing the coastal area, known as the Namib region, has been identified as a case in point. The
Namib telemetry system currently consists of 3 interconnected digital repeaters and has a total reach of approximately 200
km, servicing 57 active Remote Terminal Units (RTUs), 90% of which are connected to Programmable Logic Controllers
1
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(PLC’s). This system is in the process of being expanded, and will then include an additional 50 new RTUs, as well as
a fourth digital repeater. This will extend the reach and radius coverage of the system to approximately 260 km. The
system monitors repeaters, boreholes, reservoirs, river levels, dams and booster pump stations which are necessary for
the water supply to Rossing and Langer Heinrich Uranium mines, the towns of Henties Bay, Swakopmund, Walvisbay,
as well as many smaller towns and communities. Depending on the type of station monitored, the number of associated
data points can vary from 5 to as much as 150. A typical remote solar powered river station will monitor 2 river levels,
station health such as battery voltages, load and supply currents as well as solar and station entry alarms. The number of
data points monitored at a typical borehole is more extensive and will include outflow from the borehole, flow totalizer,
voltage supply, load currents and various alarms from the motor and pump installation. A booster pump station will
monitor even more data points than will a typical borehole. These will include the various alarms, voltages and currents
from each motor, pump and Variable Speed Drive (VSD), inlet and outlet pressures, various flows, PLC parameters and
RTU health. Additionally, the network is also used to automate the various pumping schemes in the system by integrating
water levels, water demand and pump timing. Reliability of network and inherent communications is clearly critical to
ensure uninterrupted water supply for the region. Currently, the system is clearly stressed, as evidenced by frequent delays
in response and data acquisition. With expansion this is bound to increase. The type and extent of additions that could
still be tolerated by the network, in terms of latency and general reliability, are really unknown and should ideally be
predetermined.
1.2 Project Objectives
From experience, as briefly set out above, it became clear that the somewhat hit and miss approach followed in implement-
ing the type of network under consideration, leaves much scope for improvement. Installation, and particularly comms
traffic planning, is generally empirical, at best. The major objective of this research project was to develop a set of the-
oretical and simulation tools to analyse and predict the performance of the type of protocol used for telemetry networks.
With this major objective as focus point and the above as background, the following supporting objectives were defined
for the research undertaken as part of this project:
• Present an overview of the characteristics of common, current Narrow Band Telemetry (NBT) protocols
• Review their use in practical systems
• Investigate means of creating sound theoretical predictive models for some of these strategies
• Support the theoretical models by development of accompanying simulation routines, in order to simulate and
predict behaviour of both current and envisaged NBT networks
• Investigate means of optimising the performance of some of the standard protocols
• Investigate the feasibility of implementation of an alternative strategy not commonly applied in NBT networks, in
order to overcome some of the known shortcomings of prevalent schemes
• Present a performance comparison of the different strategies for a given set of network parameters, to assist with
implementation planning for such networks and the more optimal use of scarce spectrum availability
1.3 Significance of Research and Contributions to Focus Area
The salient aspects of the work completed and associated advances offered as a result, can be summarised as follows:
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• The performance and characteristics of 3 different NBT protocols have been analysed and investigated as part of
the work undertaken under this project. They are:
1. Non-Persistent Carrier Sense Multiple Access (CSMA)
2. Round Robin Polling (RRP)
3. Unslotted Adaptive Tree Walk (ATW)
• In all three cases, the characteristics as applicable to practical NBT networks, were specifically taken into account.
• The theoretical predictive bases created for these NBT protocols, have been found to offer good accuracy and, from
the best available information, present a valuable first attempt in this area. This is a definite, practically usable
improvement, over current empirical methods.
• An existing slotted ATW protocol was significantly adapted to unslotted use and optimised for application in NBT
networks. This presents a very definite advance in creating a balanced approach between contention based and
deterministic protocols for the type of application in question. This strategy holds much promise and should be
seriously considered for practical application. It is also a first attempt in this direction.
• A full set of simulation routines have been developed as an additional tool to be used in parallel with the mathemat-
ical models. The simulations are easily adaptable and suited for practical application. In this application, they have
been utilized for performance estimation for the envisaged expanded Namib supply scheme.
1.4 Overview of Thesis
1.4.1 Chapter 2
Chapter 2 presents an overview of communication networks, with emphasis on NBT networks as used for infrastructure
monitoring. The principles covered include:
• RF Propagation Principles
• Typical RF interference to be expected for the type of network
• Communication protocols for NBT networks
1.4.2 Chapter 3
In Chapter 3 the possible simulation environments available to model protocol performance are discussed. Discrete type
simulations, particularly, are discussed as relevant, with DESMO-J introduced as the discrete event simulation Application
Program Interface (API) used for this work.
1.4.3 Chapter 4
Chapter 4 deals with the principles of theoretical modelling of communication protocols. Single Server Markov chain
theory and the ensuing queueing theory, together with a state space approach, are presented as a viable means of creating
a realistic mathematical base for protocol performance prediction. The principles of Poisson distributed event arrivals and
service completion are introduced. Queue lengths are established, followed by wait times, or effective system latency, as
derived by means of Little’s law. These are the key performance indicators of the protocol.
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1.4.4 Chapter 5
An overview of a typical telemetry network topology is presented, together with a discussion of protocols commonly
used in these types of network. Properties particular to such a narrow band telemetry (NBT) network, are noted. Proto-
cols commonly used are Non-Persistent Carrier Sense Multiple Access (CSMA) and Round Robin Polling (RRP). The
possibility of utilising an alternative Adaptive Tree Walk (ATW) protocol is introduced.
1.4.5 Chapter 6
This chapter deals with the non-persistent CSMA protocol in depth, as it is widely used for this type of application. It
is known to be very effective at lower arrival rates. A modified version of this protocol is used within the NamWater
telemetry infrastructure and, therefore, analysed. For this purpose, an extension of an existing state space model type is
utilised. The development of a corresponding simulation model implemented within DESMO-J is covered and the results
from both models presented and compared.
1.4.6 Chapter 7
Another well known protocol used in this type of environment is RRP, and an analytical model is presented, as for
the CSMA version. The protocol increases in effectiveness with increase in arrival rate, within reasonable boundaries.
The development of the simulation model under DESMO-J is discussed and the results of both models presented and
compared.
1.4.7 Chapter 8
ATW has been identified as a protocol which could possibly deliver the best of both RRP and CSMA. The slotted version,
as normally implemented in other types of application, is adapted to an unslotted version. A theoretical model, again
making use of State Space modelling principles, is derived. Once more, a simulation routine is created under DESMO-J.
It is shown that the results form the two solutions compare closely. The expectations from the modified ATW are also
validated.
1.4.8 Chapter 9
This chapter presents a comparison between the results of the individual protocols obtained earlier. The most important
characteristics are discussed, as well as their implications for practical application under different system conditions.
1.4.9 Chapter 10
The work contained in the thesis is summarised, the main results highlighted and contributions noted. Some concluding
remarks are presented, with recommendations for further research.
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Chapter 2
Narrow Band Communication Networks in
Industry
Narrow band networks are widely used throughout industry, in particular in applications where the bandwidth requirement
is limited and a data rate of between 1200 and 19200 bps will suffice. This type of network is used in industries where
the area to be covered by the network is extensive and repeater sites are limited. Examples of these include oil and gas
mining, water, waste water and agricultural industries, to mention a few. The frequency spectrum is a precious, limited
resource of each country and is usually regulated by a governmental body which follows the guidelines set out by the ITU
Radio-communication Sector (ITU-R) and the World Radio Conference (WRC). Point to multi-point telemetry links are
assigned within the frequency range 440-450MHz, with transmit and receive frequencies 5MHz apart[31]. Licenses are
assigned in 12.5KHz and transmit power is limited. It is therefore clear that bandwidth, and therefore the amount of data
that can be transferred, is limited.
Line of sight propagation is the most important propagation mechanism in UHF and VHF communication. It refers to
communication links which are visible to each other over the radio horizon (which is different to the optical horizon) and
the received signal is a summation of different signals from the source, where some signals have been reflected from earth
bound objects [30]. Line of sight propagation is influenced by the following:
• Refraction, which can change over time, occurs in the atmosphere and alters the trajectory of radio waves.
• Diffraction caused by objects near the direct path of the radio wave front
• Reflection from the ground or other objects
• Tropospheric Scatter Loss, caused by signals scattered from the troposphere
• Clutter Loss, caused by objects in the immediate vicinity of the transmitter
This is a field that has been very comprehensively studied and more information regarding this topic can be found in
[30, 29, 24]. The signal to noise ratio (SNR) and received signal strength index (RSSI) are important indicators used to
determine the quality and level of the signal received. A weaker signal has a lower SNR. Manufacturers of digital radios
normally provide a table of expected BER vs RSSI. In this study a BER of 10−6 has been used, taken from the datasheet
of the MDS 4710E digital radio at a receiver signal strength of -110dB. The RSSI is commonly used in the design of the
type of network concerned.
5
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2.1 Channel Capacity
Channel capacity, or the maximum amount of information possible for transmission over a particular channel, is defined
by the Shannon law in terms of bandwidth and SNR [35]. The digital radios used within the type of system concerned are
capable of a data rate of 4800 bps at SNR>30.
2.2 Analogue vs Digital Radio Systems
Telemetry system communication infrastructure can make use of either analogue or digital radio systems. Analogue radios
have been designed for voice communication and do not have serial input ports for binary data, whereas digital radios
have been designed for data communication and have serial input ports. These systems will be discussed in the following
sections.
2.2.1 Analogue Radio Systems
In order to utilise analogue voice radios for data transmission, a 1200 bps Frequency Shift Keying (FSK) modem is
commonly used. To increase coverage, repeater stations are used, retransmitting the signal for receipt by the base station
equipped with a similar analogue to digital modem.
When the attenuated signal is received at the repeater, amplified and retransmitted, the noise components are increased
as well. Therefore, the further the signal propagates, the more repeaters will be necessary, resulting in a lower SNR. To
overcome this problem, the signal power can be increased by using more powerful transmitters (usually 25W), thereby
improving the SNR at the first repeater and overall.
Due to the fact that these radios have been designed for audio use, the keying times (time required for the radio to start
transmitting data) are usually long, typically 150-200 ms, as shorter keying times are not required for voice. Each repeater
required to relay the data signal from the remote station, must be keyed before information can be sent and de-keyed
afterwards, to allow for successful transmission of the data. This increases the data latency per package significantly, with
a subsequent decrease in protocol efficiency.
Finally, regular maintenance is required on analogue repeaters to recalibrate the settings such as squelch lift, pre-emphasis,
de-emphasis and modulation deviation.
2.2.2 Digital Radio Systems
Digital radios referred to in this section are specifically designed for narrow band, long range telemetry applications.
Digital radios usually make use of serial connections to allow binary data to be sent and received from an external device
(usually RS232/485). This data can be buffered or sent immediately, depending on the availability of the communication
channel. Data is usually transmitted at a rate of 4800-19200 bps, depending on installation requirements and channel
bandwidth. If wide area coverage is required, repeaters are used. The repeater’s receiver/modem will recover the original
data from the received signal before it is retransmitted, thereby compensating for the signal attenuation and noise. With
this type of regeneration, the error rate can be kept within acceptable limits for a number of repeaters. Outstation radios
and repeaters have typical data latency times of < 10ms. Furthermore, all the repeaters in a transmit chain need not be
keyed before a transmission from the remote station commences. This is due to the fact that each data transmission is first
demodulated by the receiver before modulating the signal again for transmission, thus ending the data transmission from
the remote station’s radio. The maximum transmission power of digital radios is usually 5W.
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2.2.3 Comparison of Digital and Analogue radio systems
The main advantages of digital radio systems over analogue radio systems are as follows:
• Higher bit rates
• Lower data latency and delay times
• Lower BER
• Easier to maintain
• Less complex
• Lower power consumption (critical in solar applications)
Many advances have been made in analogue radio technology, but digital radio technology has now completely overtaken
analogue types for long range telemetry solutions.
A practical experiment was done on two separate networks of NamWater, analogue and digital respectively, to determine
the time required for a station to successfully communicate with the base station after information had been requested.
These systems are shown in Figure 2.1. Both use precisely the same servers and software at the base stations. A stop
watch was used to determine the approximate time for a remote station to return its data to the server after a polling
request was made from the server. The Naute booster station, forming part of the analogue radio system of Figure 2.1a,
was polled 10 times. The average time taken for the information to be received at the server was found to be 8.4 seconds.
The information was relayed through one repeater. In the digital system of Figure 2.1b, Gobabeb Flood Warning station
was polled 10 times. The average time for information to be received at the server was measured as 1.1 seconds. The
information was relayed through three repeaters and two links. Both cases include the request for the data packet, as well
as the data packet time itself. This clearly shows the difference in performance between an analogue and digital radio
system, in spite of the topological disadvantage of the digital system. In the above mentioned figures, the blue icons
represent the repeaters, green the server and pink the remote stations.
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(a) Keetmans Analogue Radio System
(b) Namib Digital Radio System
Figure 2.1: Namib and Keetmans Test Sites
2.3 Basic Communication Protocols
2.3.1 Introduction
The well known OSI (Open System Interconnection) Model will be discussed. The OSI Model created seven different
layers for the communication process. These layers are shown in Figure 2.2 and described below:
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Figure 2.2: OSI Model taken from [32]
2.3.1.1 Physical
The physical layer deals with the low level transmission of bits over a communication network. This includes hardware,
modulation and demodulation.
2.3.1.2 Data Link
The Data Link layer is usually assigned the following tasks [37]:
• Managing the bit stream size sent to the physical layer
• Manages error detection and correction.
• Prevents transmitters from drowning slow receivers with data
• Control access to the shared communication channel in broadcast networks through a special sublayer known as the
Medium Access Control (MAC) Layer.
2.3.1.3 Network layer
The network layer organises data routing from source to destination and takes care of issues such as different addressing
from different networks, breaking up packages into manageable sizes and mediation between different protocols used at
the source and destination. It should be noted that in broadcast networks, like narrow band radio networks where a specific
channel is shared, the routing problem is simple and the network layer is often small, or non-existent.
2.3.1.4 Transport layer
The basic function of the transport layer is to receive information from the higher levels, split it up into smaller units if
required, pass these to the network layer and ensure that these arrive correctly at the destination point. [37]. The transport
layer determines the type of service to provide the session layer with. These services include:
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• Connection-orientated data stream
• Reliability
• Flow Control
• Multiplexing
The connection-orientated protocol is widely used and keeps track of segments transmitted. It retransmits those which
fail, while delivering the messages in the order that they were sent. The associated protocol carries out error detection,
error recovery, sequencing and flow control of the sent messages [12]. The transport layer is an end-to-end layer allowing
communication between source and destination without regard to what happens in between. The transport layer manages
various applications which are trying to access the same lower level protocols. In telemetry applications the transport
layer manages only the telemetry application.
2.3.1.5 Session layer
Unlike the layers below it in the OSI model, the session layer is concerned with the transportation of data between
end points. The session layer manages the interactions (dialogue) between end users (applications) on the source and
destination machines and provides data transfer services such as: [16]
• Half Duplex
• Full Duplex
• Quarantining
• Synchronizing
As was mentioned for the transport layer, the telemetry application accesses only the lower layers, establishing one session
at a time and making the session layer unnecessary.
2.3.1.6 Presentation layer
The presentation layer is concerned with the syntax and semantics of information exchanged between two systems [32].
According to [10], specific responsibilities of this layer are:
• Translation
• Encryption
• Compression
2.3.1.7 Application layer
The application layer contains the various protocols that might be required by the user [37], which include protocols like
MODBUS, or proprietary protocols, e.g. SSE and ProDesign, in telemetry applications.
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2.3.2 Data Link Layer
The main focus of this thesis falls within the Data Link Layer. Elements of the Data Link Layer pertaining to narrow band
radio networks will be discussed in detail below:
2.3.2.1 Introduction
The data link layer can be divided into two sub-layers, namely the Logical Link Control (LLC) and Media Access Control
(MAC) layers. The LLC layer provides flow control, acknowledgement and error notification. The MAC layer is used to
determine who gets access to the communication channel and how it is accessed.
2.3.2.2 Logical Link Control Sublayer
IEEE Standard 802.2 defines Logical Link Control (LLC) as a data link control layer used in 802.3 (Ethernet), 802.5
(Token Ring) and others. [35]. In telemetry applications the LLC layer will not be implemented according to this standard
and will only be used for error and flow control. Error and flow control within this sublayer will be discussed next.
2.3.2.2.1 Flow Control
Flow control is a technique used to regulate the transmission of data in order not to overwhelm the receiver. The receiver
makes use of a buffer where data temporarily resides while it is being processed before being sent to the higher levels of
the software. If flow control isn’t applied, this buffer can be overwhelmed by information, overflow and therefore data
losses. Figure 2.3a shows the transmission of frames between the sender and receiver of data. The time delay between the
transmission and reception of the frame can be divided into two categories. The first is known as the transmission time,
which is the time required for all bits of the frame to be transmitted onto the communication medium. The second is the
propagation time, which is the time required for the frame to traverse the communication medium between the source and
destination [35].
(a) Error Free Transmission (b) Transmission with errors
Figure 2.3: Model of Frame Transmissions taken from [34]
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2.3.2.2.2 Stop-and-Wait Flow Control
A source entity transmits a frame of data. The receiver entity receives the frame of data after an elapsed period of time
comprising the transmission and propagation time. The sender now waits for an acknowledgement (ACK) from the
receiver to indicate that it has received the data frame. After receiving an acknowledgement (ACK) from the receiver, the
sender will continue, sending the next frame of data to the receiver. The time line is demonstrated in Figure 2.4. Also
note from the figure that the time taken to transmit the frame is depicted as equal to the propagation time. Note that this
specific case of the transmission time can be longer than the propagation delay, or vice versa.
Figure 2.4: Stop-and-Wait Flow Control
Data is usually broken up into smaller frames by the source, for the following reasons:
• Buffer size of the receiver might be limited
• Larger data frames increase the probability of errors occurring during transmission
• To decrease the waiting time of other stations sharing the communication medium.
To determine the efficiency of the link we first look at the ’bit length’ of the link, which can be defined as the number of
bits present on the link when it is fully occupied. This is defined as follows : [35]
B = R
d
V
(2.1)
where:
B Length of the link in bits
R data rate of the link (bps)
d length of link (m)
V velocity of propagation (m/s)
When the bit length of the link is greater than the frame length transmitted, the link is under utilized and inefficient.
Therefore:
a =
B
L
(2.2)
where:
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a ratio of link length to frame length
L Length of frame in bits
Taking a typical radio network with a data rate of 4800bps, and average link distance of 50km we get the following:
B = 4800×
(
50×1000
3×108
)
= 0.8
If the typical frame is 200 bytes in length and the digital radio requires two extra bits per byte, then:
a =
0.8
200×10 = 0.0004
This shows that the channel is efficiently used. If this was not the case and a >1, the channel would be inefficiently utilized
by the Stop-and-Wait protocol. In cases like this the Sliding Window Flow Control protocol can be used [35, 12, 30].
2.3.2.2.3 Error Control
In Figure 2.3b data is again sent as a sequence of frames from a sender, which arrive at the receiver in the same order as
which they were sent, delayed by an amount of time. This time though, there is a probability that frames could contain
errors. These errors might be in the form of lost or damaged frames. Lost frames do not arrive at the receiver end, which
could be due to a number of things, for example burst noise. In this case the receiver is not aware that information was
sent to it. Damaged frames arrive at the receiver, but contain invalid information. Among the most common error control
techniques are:
• Error detection, discussed in the next section
• Positive Acknowledgement; the receiver returns a positive acknowledgement indicating that it successfully received
a frame.
• Retransmission after timeout; the sender retransmits a frame after a specified period of time if the receiver doesn’t
return an acknowledgement.
• Negative acknowledgement and retransmission, The receiver returns a negative acknowledgement to the sender
asking for a retransmission of the previous frame sent. The sender obliges by sending the frame again.
The above mechanisms are known as Automatic Repeat Requests (ARQ). The standardized ARQ models [35], are as
follows:
• Stop-And-Wait ARQ
• Go-back-N ARQ
• Selective-reject ARQ
The Go-back-N ARQ and Selective-reject ARQ are techniques used with the Sliding Window Flow Control protocol and
will not be discussed further. [12, 35, 30]
2.3.2.2.4 Stop-and-Wait ARQ
The sender will transmit a frame to the receiver. At the beginning of the transmission a timeout delay timer is started. If
the receiver receives the data frame sent without any errors, it will return an ACK to the sender, indicating that the next
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frame can be sent. Should the ACK be received by the sender before the timer runs out, the next frame will be sent and
the timer resets. Four errors can occur within this transmission cycle:
• The data frame never reaches the receiver: In this case the delay timer will run out and the package will be sent
again.
• The data frame reaches the receiver but with errors: The receiver will detect the errors and disregard the frame. The
delay timer will run out at the sender’s side and the frame will be sent again.
• The data frame reaches the receiver without errors, but the ACK never reaches the sender: The delay timer will run
out at the sender’s side and the frame will be sent again. The receiver will recognize the frame received as the same
as the previous frame, disregard it, and retransmit the ACK.
• The data frame reaches the receiver without errors, the ACK reaches the sender afterwards but with errors: The
sender doesn’t recognize the frame received. The delay timer will run out at the sender’s side and the frame will
be sent again. The receiver will recognize the frame received as the same as the previous frame, disregard it, and
retransmit the ACK.
The above process is depicted in Figure 2.5
(a) Stop-and_Wait ARQ where data frame is lost
(b) Stop-and_Wait ARQ where ACK frame is lost
Figure 2.5: Stop-and-Wait ARQ taken from [12]
From the above the problem of duplicity arises. This occurs if the ACK isn’t received by the sender on time or is received
with errors; a frame already successfully processed at the receiver is resent by the sender and thus again received by the
receiver. Furthermore, duplicity can also occur if the time out delay timer expires prematurely and re-sends information
that has actually been successfully received by the receiver and an ACK for this frame is still under way to the sender.
This problem is solved by adding sequential numbers to the data and ACK frames. This can be done by simply adding a
last sent bit to the data frame and a next required bit to the ACK frame [12] as shown in Figure 2.6
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Figure 2.6: Sequential Numbering from [12]
In state (0,0) of Figure 2.6, the sender and receiver are synchronized, the sender is about to transmit a frame with its
sequential bit set to 0 and the receiver is expecting a data frame with its sequential bit set to 0. The system will stay in
state (0,0) until the receiver receives an error free data frame with sequential bit 0. After reception of such a frame the
system will move to state (0,1) where the receiver sends an ACK to the sender signifying that it has successfully received
the frame and requesting the next frame with sequential bit set to 1. The system will stay in this state until the sender
successful receives the ACK frame requesting the next data frame with sequential bit set to 1. Therefore any duplicate
packets received will be ignored and the ACK asking for the data frame with sequential bit 1 will be resent. When the
sender receives the ACK frame successfully, it will determine from the ACK’s sequential bit that the receiver requires
the next data frame to be sent with its sequential bit set to 1, implicitly indicating that it has received the previous frame
successfully. The system now moves to state (1,1) where the receiver waits for the successful reception of the data frame
with sequential bit set to 1 and the state won’t change until it has been successfully received. Thus the sender and receiver
is again synchronized and will repeat the above process again, but this time for data frame with sequential bit set to 1 [12].
Note that this means that until the sender has received an acknowledgement for the current frame it is sending, it can not
accept any new frames from its higher levels.
The performance analysis of the Stop-and-Wait ARQ can be calculated as follows:
T = τ+ tdat + tproc + τ+ tack + tproc
= 2
(
τ+ tproc
)
+ tdat + tproc
= 2
(
τ+
d
V
)
+
(
ηdat +ηin f
)
R
+
ηack
R
(2.3)
where :
T Total time to transmit one frame successfully (sec)
τ Propagation Time (sec)
tdat Transmission time of data frame (sec)
tproc Processing time of frame (sec)
tack Transmission time of acknowledgement frame (sec)
d Distance travelled (m)
V Propagation Speed (m/s)
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ηdat Number of data bits in data frame
ηin f Number of information bits in data frame
ηack Number of bits in acknowledgement frame
R Channel Capacity (bps)
The effective data bits per second are calculated as follows:
Re f f =
ηdat −ηin f −ηack
T
bps (2.4)
From the above equation we can therefore get the channel utilization or channel efficiency:
Util =
Re f f
R
×100 (2.5)
The utilization above is the maximum utilization of the channel. The actual utilization will be lower, due to errors that
might occur.
2.3.2.2.5 Error Detection
Parity checking is the most basic form of an error detecting code, but is very limited in capability.
Cyclic Redundancy Checks (CRC) is the most commonly used error detection scheme in network applications. CRCs
are readily implemented using polynomial codes, as shown in [12, 37, 30]. CRC-16 is a widely accepted standard (e.g.
ProDesign and SSE telemetry applications) and catches the following errors:
• All single and double errors
• All errors with an odd number of bits
• All burst errors of length 16 or less
• 99.997% of all 17 bit errors
• 99.998% of all errors >18 bits
2.3.2.2.6 Forward Error Correction (FEC)
Forward Error Correction is used not only to detect errors at the receiver end, but to correct a limited number of bit errors.
FEC codes are usually used in systems where re-transmission is impossible or costly. Examples of these include mass
storage devices, multicasting, audio and video streaming. There are two main types of FEC codes:
• Block codes which are used for fixed sized frames. Examples are Reed-Solomon coding, Golay, BCH and Hamming
codes.
• Convolution codes which are used in bit streams or frames with variable length. The Viterbi algorithm is used most
often with implementation in Digital TV, cellphones, blue tooth devices and satellite systems.
These codes add extra overhead to the data frame and are relatively complex to implement. Taking into account the
extra overhead, the complexity of implementation and the ability to retransmit corrupted frames, this method is usually
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not implemented within narrow band radio networks. Typical digital transceivers (e.g. MDS 4710E and Trio MR450)
with a bit rate of 4800 bps have a typical error rate of 10−6 at a receiver signal strength of -110dBm. Therefore, if data
frames have an average size of 2000 bits and ACK frames have a size of 200 bits, then every successful communication
will require 2200 bits. Taking this into account we find that it is probable that every 455th data frame will have an error
bit, resulting in a frame error rate of only 0.219%. Furthermore, it is good practice not to design communication links
given a signal strength as low as -110dBm, thus decreasing the probable error rate even further. Most digital radios have
embedded FEC, rendering further implementation superfluous.
2.3.2.3 Media Access Control Sublayer
Networks can be divided into two categories: those using point to point connections and those using multi-user broadcast
channels. In broadcast networks there is only one channel and multiple parties require access to this channel to convey
the information they have. The MAC sublayer provides methods to effectively access this channel with the least delay.
Narrow band radio networks are broadcast networks and require MAC layer protocols to function effectively. Some of
the different categories of MAC layer protocols, are shown in Figure 2.7.
To determine what types of protocol are suited for narrow band radio networks with specific implementation within
telemetry networks, the most important network related considerations must be identified. These are discussed hereunder:
a) Bandwidth
Bandwidth is assigned in 12.5KHz slots in the 440-450MHz radio spectrum assigned to telemetry applications accord-
ing to the ITU-R, ICASA, SABRE in South Africa and CRAN (Communications Regulatory Authority of Namibia) in
Namibia. Each slot is assigned to a specific company and has an annual licensing fee assigned to it. This can become
costly if more than one channel is used.
b) Channel Throughput
The channel throughput is limited by the amount of bandwidth available. Newer technologies allow for higher channel
throughput (up to 19200 bps), but at the cost of lower receiver sensitivities, decreasing the coverage of the network.
c) Type of Communication
Except for the repeaters used within narrow band radio networks, all other radios are half duplex. Full duplex radios do
exist, but at a steep increase in cost. For a full duplex system each remote station would have to include either a duplexer
or a dual antenna system, increasing the complexity, cost and possible failure points at each station.
d) Propagation distance
The distances between remote stations and repeaters are extensive and can be between 50-150 km.
e) Cost
In the implementation of radio networks where the core business is not built upon these networks, as with telecommunica-
tion service providers, the total implementation, maintenance and operational cost is very important and must be limited
while still building an effective network that will function within the required parameters of the specific industry.
These limitations all but cancel out the use of channelization protocols, which are mostly for applications where high
bandwidth is required with a continuous stream of data. Examples are GSM, UMTS, AMPS and 3G.
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Figure 2.7: MAC Protocols
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2.3.2.3.1 Channelization Protocols
a) Time Division Multiple Access
Time Division Multiple Access (TDMA) divides the usable channel space into time slots which are assigned to users as
required. Synchronization of time slots by different stations is required and propagation delays are taken into account
by guard bands. The more stations, the more time slots are required, thereby either increasing waiting time per station
or requiring another channel to accommodate the extra stations. With large distances between stations, synchronization
becomes complex. Bursty traffic also reduces the effectiveness of the protocol as time slots go underutilized [10, 12, 30].
b) Frequency Division Multiple Access
Frequency Division Multiple Access (FDMA) divides the usable channel into smaller frequency channels, separated by
small guard bands to limit co-channel interference. Each stations is assigned to its own sub channel for the duration of
communication. FDMA is effective for streaming data, requires prior allocation of bandwidth and is ineffective for bursty
traffic [12, 30].
c) Code Division Multiple Access
Code Division Multiple Access (CDMA) makes use of codes, allowing different stations to access the communication
channel simultaneously. CDMA is a spread spectrum technique and therefore requires extensive bandwidth. The transmit
and receive links each require a bandwidth of 1.25MHz for both Code Division Multiple Access 2000 (CDMA2000) and
Code Division Multiple Access 450 (CDMA450) [9]. This is already impractical for the application concerned. The
protocol also has weak performance under bursty traffic [12].
This leaves the Random Access protocols and Control Access protocols as options. An overview of the these protocols is
provided hereunder as supporting material.
2.3.2.3.2 Random Access Protocols
2.3.2.3.2.1 Contention Protocols
In Contention protocols each station has the right to access the communication channel at any time by following a set
of procedures defined by the protocol used. Stations compete for access to the communication channel. If two stations
should access the channel at the same time a collision will occur and the data transferred will be rendered meaningless.
a) ALOHA
ALOHA was the first random access protocol developed in the early 1970’s by Norman Abramson at the University
of Hawaii. Pure ALOHA is the name given to the original ALOHA protocol developed in the 70s and basically state
that any station can send information via the communication channel whenever it requires to. If a collision occurs, the
acknowledgement the station is waiting for, deeming the transmission successful, will not be forthcoming and, therefore,
after a predefined timeout period the station will re-transmit the packet. When two packets collide, two stations are
affected and will have to retransmit their data This can cause a positive feedback loop which triggers additional collisions.
Therefore, after the timeout period of a station has lapsed the protocol allows for another randomized time in order to
reduce the probability of two stations’ packages (that are being retransmitted) colliding again. A specific station will only
be allowed N attempts to transmit a specific packet, after which it must give up and try again after an extended period of
time has elapsed. Still, after each collision, there is an increase in the likelihood of more collisions. Pure ALOHA has
a vulnerable period of 2×Tf rame, where Tf rame is the time required for the successful transmission of one frame of data.
This holds true as any station may start its own transmission soon after another station has started transmitting data, or
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just before another station completes its transmission. The performance and flowchart for this protocol can be found in
[10].
b) Slotted ALOHA
Slotted ALOHA reduces the probability of collisions by allowing stations to transmit only at the beginning of a slotted
frame, thus changing the protocol from a continuous to a discrete protocol. The slotted time frames are of the same length
as those which are required to transmit one frame successfully. Slotted ALOHA doubles the throughput of Pure ALOHA.
This is due to the fact that stations can transmit only at the the beginning of each slotted frame, causing the vulnerable
period to be reduced from 2×Tf rame to Tf rame.
c) Carrier Sense Multiple Access (CSMA)
Carrier sense protocols sense the communication channel before taking action, which is determined by the protocol used.
By doing this the number of collisions can be reduced, but they can not be eliminated, due to propagation delay and
data latencies found in radio equipment. Therefore, fewer repeaters and shorter propagation distances will improve the
performance of the protocol. See [17] for a detailed mathematical analysis of CSMA protocols and their performance. In
the following subsections an overview of several versions of the CSMA protocol will be given.
d) 1-persistent CSMA
If a station has information and, after sensing the channel, finds that it is idle, it will send its data immediately (with
probability 1). If the channel is busy, the station will continue sensing the channel until it becomes free and then send
its data immediately. This protocol has the highest probability for collision of the persistent protocols. This is due to the
fact that if two stations sense that the channel is idle at the same time, both will transmit their data and a collision will
occur, after which both stations will go into a random backoff time. Even if there were no propagation delay or equipment
latencies, collisions could still occur. An example of this is when two stations sense the channel is busy; both will transmit
the moment it becomes available and a collision will occur.
e) Non-persistent CSMA
In this case a station senses the channel and if the channel is found to be free, it immediately starts transmitting. If, on
the other hand, the channel is busy, the station will go into a random backoff period before sensing the channel again.
When a station starts to transmit and another station comes out of backoff and does not sense that the current transmission
is under way, it too will start to transmit, thus causing a collision. The two stations that were part of the collision only
become aware of the collision after the time of waiting for an acknowledgement has expired. If this happens, the stations
will go into a random backoff period before sensing the channel again. This vulnerable period is equal to the sum of
the propagation delay and equipment latency time. This protocol leads to better channel utilization, but can cause longer
delays than 1-persistent CSMA. This protocol is discussed in detail in Chapters 5 and 6.
f) p-Persistent CSMA
This protocol makes use of principles used in both 1-persistent and non-persistent CSMA. A station will continuously
sense the communication channel. If the channel is idle the station will transmit its data with a probability p and will go
into a random backoff period with a probability of 1− p. After the backoff period has expired, the above process will be
repeated. p-persistent CSMA is a slotted system with slots being the size of one contention period, which is equal to or
greater than the maximum propagation time. Therefore, transmissions of any data can occur only at the beginning of each
slot. The persistent CSMA performance and flowchart is available in [10].
g) Carrier Sense Multiple Access with Collision Detection (CSMA/CD)
CSMA/CD builds upon the protocols mentioned in CSMA by continuously sensing the channel while transmitting (thus
requiring full duplex transceivers). If the signal energy being sensed by a station transmitting increases above that of
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a single signal, (In wired systems the signal almost doubles) the station will abruptly end its transmission. By abruptly
ending the transmission of the collided frame both time and bandwidth is saved. Full duplex transceivers are not applicable
in narrow band radio networks, as previously discussed, therefore this protocol will be discarded in this thesis. The
flowchart for this protocol is available in [10].
h) Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
In this protocol a station senses the communication channel continuously. If the channel is found idle, the station backs
off for a random period of time (allowing any signal from any other station that has already started to transmit to reach
it), after which it senses the channel again. If the channel is still idle, it will start to transmit its frame. If the channel is
found to be busy, the station will backoff for a random period of time which is determined by a contention window that is
divided into time slots. More detail, with flowcharts and performance analysis, is available in [10].
2.3.2.3.2.2 Limited Contention Protocols
Limited contention protocols allow for better performance in networks with higher load, while keeping the same perfor-
mance at low load. This is essential for narrow band networks where the number of stations in the network is high (>
50 stations). A good candidate of this type is the Adaptive Tree Walk protocol. This protocol is discussed in detail in
Chapters 5 and 8, including modelling and simulation techniques and results.
2.3.2.3.2.3 Contention Free Protocols
Both the Bit-Map protocol and the binary countdown protocol are not viable for narrow band radio networks. The Bit-
Map protocol is a slotted protocol and, therefore, time synchronization will always be a complex factor in system where
propagation and equipment delay play a determinant role. The Binary Countdown protocol assumes that transmission
delay times are negligible, which for obvious reasons isn’t possible in narrow band radio networks.
2.3.2.3.3 Controlled Access Protocols
In Control Access Protocols, stations have the right to access the communication channel only once it has been authorized
to do so by a primary station (e.g. base station). The token passing protocol requires a ring topology, which will not work
with narrow band radio networks. A star topology is usually used in narrow band radio networks by using a repeater on a
high site (such as a mountain) to allow for greater propagation distances. It is due to these long propagation distances and
accompanying equipment delay that the reservation protocol won’t work either, as it is a slotted system and, as discussed
above, long propagation delays would make the implementation of this protocol complex and ineffective.
a) Polling
Polling also known as Round Robin Polling (RRP), makes use of a primary station that requests information from each
secondary station, in sequence. When reaching the final station, the process is repeated. All data exchanges, even if the
endpoint is a secondary station, must go through the primary device. If a station has nothing to send it will respond with
a negative acknowledgement (NACK), otherwise it will proceed in sending the information. The primary will respond
to the newly received information by sending an ACK to the secondary station and will then proceed to the next station.
Round Robin Polling will be discussed in more detail in Chapters 5 and 7.
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2.4 Data from Practical Systems
Within a typical water supply scheme as operated by NamWater, there are various types of station that create events
causing traffic on the radio network. These different types of station and event types generated by each will now be
discussed.
2.4.1 River Remote Station
Figure 2.8 shows a typical river telemetry station. These stations are used to monitor river levels for flood management
assistance. Due to their remote location and minimum power requirements they are usually solar or wind powered. The
critical nature of these stations during the rainy season is evident and all aspects of the station must be closely monitored.
Analogue information including river levels, currents and voltages are logged by the Remote Terminal Unit (RTU) on
percentage change, (usually 5-10%) as well as at regular intervals (usually every 15 minutes). The digital inputs and
outputs are used to monitor failures within the instrumentation, as well as unauthorized entry of the station, which are
logged on state of change. Furthermore, the station relays all its information once every hour.
Figure 2.8: Typical River Remote Station taken from NamWater SCADA
2.4.2 Repeater Remote Station
A typical repeater station is shown in Figure 2.9. Repeater stations are the backbone of any radio network, therefore the
power supply management of the station is critical to the overall state of the network. These stations are usually found
on mountains which extends their coverage. Mountains can be very remote and the stations have a high probability of
requiring solar and wind power supply. Analogue information including currents and voltages are logged by the RTU on
percentage change (usually 5%), as well as at regular intervals (usually every 15 minutes). The digital inputs monitor
unauthorized entry and tampering with the stations’ solar panels and logged on state of change. The station relays all its
information once every hour.
Figure 2.9: Typical Repeater Remote Station taken from NamWater SCADA
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2.4.3 Reservoir Remote Station
In addition to monitoring the reservoir level, reservoir stations record other important values that must be monitored.
These include flows, power, failures and tampering alarms. A typical reservoir station is shown in Figure 2.10. The
probability that very remote stations with no pumps installed will require solar and wind power is high. Besides the flow,
the number of pulses at each flow meter is monitored, providing totalised flows. Analogue information including currents,
voltages, flows and counters are logged by the Remote Terminal Unit (RTU) on percentage change (usually 5-10%), as
well as at regular intervals (usually every 15 minutes). The station also broadcasts its level every 10 minutes, allowing any
station that might require it, e.g. borehole or booster stations, to update the previous value they had. The digital values
monitoring instrumentation failure, unauthorized entry and tampering with the stations solar panels are logged on state of
change. The station is designed to relay all its information once every hour. The reservoir level is an indication of whether
there are problems somewhere within its water supply. A typical example would be if the pumps supplying the reservoir
with water are running, outflow is average and yet the reservoir level isn’t increasing. This could indicate that either the
transducer measuring the reservoir level is faulty or that a pipe break has occurred and requires a maintenance team to be
alerted.
Figure 2.10: Typical Reservoir Remote Station taken from NamWater SCADA
2.4.4 Borehole Remote Station
Borehole stations have an electric power supply from the electrical grid and fortunately do not require solar or wind power.
These stations usually have one or more pumps installed, and are controlled by a PLC (Programmable Logic Controller).
The PLC is connected to the RTU and information is extracted from the PLC using a specific application layer protocol
e.g. MODBUS. Information pertaining to the current status of the motor, pump, VSD (Variable Speed Drive) and power
supply are obtained from the PLC. Instead of connecting the instruments to the RTU, they can also be connected to the
PLC and their values will then be extracted by the RTU. Various counters are also extracted from the PLC for maintenance
purposes. These, for example, can include pump running hours, which will indicate when the pump needs to be marked
for routine maintenance. All the above mentioned values can be used to determine whether the pump is running within the
limits of its design parameters. Furthermore, if the pump has stopped abruptly, the various monitored points can be used
to run a diagnostic on the station to determine the exact cause and to assist with appropriate response action planning.
The telemetry at the station is also monitored should any communication failures occur and the diagnostics taken from
the telemetry can help resolve the issue. It can therefore be seen that the information must be available at regular intervals
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as well as on state of change. Parameter logging is set up as for the other remote stations. This station may also monitor
the communication channel for an updated value of the reservoir level, which could be used to start and stop the pumps.
The value is also logged on the same principles as other analogues to compare it with the actual reservoir level. Figure
2.11 shows a typical borehole station.
Figure 2.11: Typical Borehole Remote Station taken from NamWater SCADA
2.4.5 Booster Pump Remote Station
Booster pump stations are situated on long pipelines and reduce the static or operational pressure within the pipe allowing
the maximum flow to be increased. The monitoring of booster pump stations follows the same basic principle as that
of borehole stations, except that booster stations have multiple pumps. Pipeline pressure is an additional parameter
measurement not mentioned before. Pipeline pressure is an indication of the pipeline state e.g. a sudden drop in pressure
will most likely indicate a pipeline break, but it could also be an indication of a faulty instrument. The same monitoring
parameters should be followed in terms of eventing and logging that has been noted for borehole stations. See Figure
2.12. Both booster and borehole stations have the added functionality of being able to start and stop the pumps remotely.
This is very useful in the case of automation failure caused by instruments or a point to point link failure.
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(a) Booster Station (b) Booster Pump In-
formation
Figure 2.12: Typical Booster Pump Station taken from NamWater SCADA
2.4.6 Point to Point transmissions
Remote stations are set up to communicate with a base station which is usually situated at the telemetry server at the
office of the water supply scheme. All eventing, logged and interval information is sent to the server. It might, however,
be necessary to set up additional communication paths for specific data points. These data points will not be recognized
by the base station, but by any other station that has been setup to recognize them. This transmission is usually set up
as follows: Station A will be set up to broadcast specific data points at predefined intervals. Station B will be set up to
recognize specific data points broadcast from Station A. This broadcast interval is usually every 10 minutes. Station B
will recognize the frame sent from station A as a point to point frame, identify the data points in the frame as required and
process them. Point to Point transmissions are usually set up between reservoirs, booster and borehole stations, but can
also be set up between any other stations. Note that the term point to point is actually misleading, as the frame transmitted
from a specific station can be used by various other stations. A typical example is given:
Reservoir A is supplied by 10 different boreholes. Each borehole requires the level from reservoir A to determine whether
it is required to start its pump, stop its pump or stay in its current state. Reservoir A broadcasts its current level at intervals
of 10 minutes. Each borehole will recognize the frame as a point to point frame from Reservoir A and obtain the data
points within the frame, which in this case is only the reservoir level. The RTU station at each borehole will then make
this new value available to the PLC, which will in turn take the necessary action according to the value it has received.
Point to Point transmissions add extra traffic to the radio network.
2.4.7 Remote Radio Diagnostics
To determine the status of each radio within the radio network, remote radio diagnostics can be used. This is supported by
most new digital radio products (e.g. MDS SD4, Trio MR450). Radio diagnostics will include values such as the RSSI,
VSWR, SNR, temperature and voltage. More advanced diagnostics can also include channel utilization and statistics. This
information can help determine whether a specific link within the network is degrading and if so, why. The diagnostics
can be set up either to be made available at regular intervals by allowing the base station to poll all radios within the
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network or, in a less intrusive manner, by piggy backing it onto frames from the RTU. Therefore, network traffic will be
increased either by more frames being sent over the network or by longer frames. Over long radio links, resulting in lower
receiver signal levels, longer frames will be more prone to error and the first method mentioned above is advisable.
2.4.8 Critical Nature of Data Collected
From the above it is clear that while the information collected from remote stations is used to monitor and maintain the
specific water supply scheme, it is also used for engineering, hydrological and operational analysis of the scheme. This
information is vital to assist with network diagnostics, optimization, maintenance, operational planning, water resource
monitoring and conservation.
2.4.9 Practical Example: Namib Water Supply Scheme
The current layout of the Namib Water Supply Scheme’s radio network, is presented in Figure 2.13. Key characteristics
are as follows:
• Currently, this system comprises 8 reservoir, 7 booster, 1 river, 4 repeater and 35 borehole stations
• There are 21 point to point transmission configurations, broadcasting their information once every 10 minutes.
• The system in total has about 3400 monitored data points. Each of these points is logged every hour.
• 275 Data points have been set up to transmit on change of state .
• 50 data points have been set up to transmit on 5% value change.
• All data points not set up to transmit immediately after an event or percentage change, have been set to log events
to the RTU queue and transmit them only once every hour.
• A significant effort has been made to optimise the system as much as possible.
The respective data frame sizes can be estimated as follows:
• Average borehole station: 60 bytes
• Average booster station: 80 bytes
• Average reservoir station: 50 bytes
• Average repeater station: 40 bytes
• Average river station: 40 bytes
• Acknowledgement: 13 bytes
The average data frame size is therefore 60 bytes, with a acknowledgement frame size of 13 bytes. To determine the
average event arrival rate of the current system we proceed as follows:
• 55 Stations log all data points once every hour, giving an arrival rate of 553600 /s
• 21 Point to Point transmissions once every 10 minutes, giving an arrival rate of 21600 /s
• 275 Events transmit on a change of state, which can be estimated as once every hour, giving a rate of 2753600 /s
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• Finally, 50 events transmit on a 5% change in value, which can be estimated as once every hour, giving a rate of
50
3600 /s
• Operators will request stations for data on an estimated average of twice per hour per station, giving a rate of 1103600
/s
Therefore, the total arrival rate at this stage will be 553600 +
126
3600 +
275
3600 +
50
3600 +
110
3600 =
616
3600 = 0.171arrivals per second.
Figure 2.14 shows the planned expansion of the current system, while Figures 2.15a,b and c expand the clustered view of
stations in Figure 2.14.
The total system will be expanded to 111 stations with 15 reservoir, 10 booster, 1 river, 5 repeater and 80 borehole stations,
with a further possible expansion which would include another 42 reservoirs, bringing the eventual station count to 153. If
the point-to-point, state of change and percentage change transmissions are increased threefold, we get a new arrival rate
of 1533600 +
372
3600 +
825
3600 +
150
3600 +
110
3600 =
1610
3600 = 0.447 arrivals per second. The system is to be expanded with a new repeater,
which will introduce extra equipment latencies and propagation delays, which in turn will increase the total vulnerable
time per transmission and increase the probability of collisions. If any of the streamlining features currently implemented
are removed or reduced, the arrivals per second will increase dramatically, with a high probability of causing network
failure.
Also note that radio diagnostics will be included in the new expanded network, which will also increase network traffic
by a number of arrivals per second or by increasing the frame size of each station by a fixed amount.
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Figure 2.13: Current Namib Water Supply Scheme
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(a) Overview of System
Figure 2.14: Future Namib Water Supply Scheme
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(a) Omdel Borehole Scheme
(b) Kuiseb Borehole Scheme
(c) Erongo Water Supply Scheme
Figure 2.15: Future Namib Water Supply Sub-Schemes
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2.5 Summary
This chapter has provided an overview of typical narrow band communication telemetry networks. The difference between
analogue and digital radio communication is explained, highlighting the advantages of digital radio communication. The
OSI model is explained, with emphasis being placed on the Data Link and Medium Access Control layers. Various
methods of implementing the two layers are described. Protocols from these layers will later be used in further analysis.
Finally, a practical telemetry system making use of narrow band communication network technology is discussed. The
various monitoring stations within the network are outlined and the communication strategy between these stations de-
fined. The resultant amount of traffic of the network is approximated, as well as the increase in traffic caused by future
expansions of the system.
Simulation modelling to estimate the performance of practical networks is discussed in the next chapter.
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Simulation Modelling
3.1 Introduction
Computer simulation is an important tool for the modelling and analysis of complex systems, such as the one that is the
subject of this thesis. The process follows the typical flow as depicted in Figure 3.1.
Figure 3.1: Simulation Study Schematic from [22]
3.1.1 Motivation and Overview
In this thesis simulation modelling is applied for three specific reasons:
• To verify the results obtained from theoretical modelling of different MAC layer protocols which were considered
for the type of system concerned.
• To provide a more accurate real life representation of the performance of the MAC layer protocols concerned.
• To expand the analysis of the protocols beyond the limitation of the theoretical models.
32
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One of the advantages of simulation modelling is that it enables one to predict the performance of a specific theoretical
model before attempting implementation. In the context of this thesis discrete event simulation will be used, which
describes the change within a model when a specific event occurs. The principle of discrete event simulation falls in line
with the modelling of event driven MAC layer protocols. Discrete event simulation maps the change of state within a
particular system into a discrete event and assumes that nothing relevant has happened in between.
The relevance of the simulation model is determined by the correct interpretation of the particular assumptions made
during the modelling process and must be approached with care, otherwise significant divergence might occur between
the model and real life systems.
3.2 Basic Concepts in Discrete Event Simulation
A good understanding of the concepts and tools within the simulation model is essential. Some of the more important
considerations will be discussed in this section.
3.2.1 Discrete Event Simulation Basics
The most important characteristic of discrete event simulation is the representation of the system state and its changes
with time. Most discrete event simulations, including those in this thesis, are stochastic, meaning that their behaviour is
intrinsically non-deterministic and the system’s state is determined by the occurrence of random events. Modelling of
non-deterministic systems is strongly reliant upon pseudo-random numbers or event generation as part of the simulation
process.
3.2.2 Discrete Event Simulation Model Components and Techniques
Core components and techniques forming the basis of simulation modelling architectures with relevance to this project,
are as follows.
3.2.2.1 Entities
Entities or objects are simulation model components mimicking the real system. The state of an entity is determined by
its inputs, which have a time variant behaviour. A RTU station is an example of such an entity. Each station will have
certain attributes (e.g. data frame size, station number).
3.2.2.2 Simulation Time
Time procession within a model is referred to as model time. Model time passes within the model itself and is independent
of real time e.g. the time required to run the model. For example, the performance of a specific MAC protocol over one
day can be simulated within 10 minutes.
Discrete event models trace the behaviour of entities at specific points in time when events occur, such as new frame
arrival or successful event servicing. By defining entities as objects, instances of the entities can be created (as in object
orientation), each with its own “life cycle” tracing the object’s condition over time.
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In discrete event simulation you have a pseudo real time clock, with the tick intervals defined as required. Input changes
and events occur only at these tick points. All results are recorded at these points.
The simulation clock is therefore completely independent of “real time” and, therefore, platform and CPU speed indepen-
dent.
3.2.2.3 Event List
From the above it is clear that an event list needs to be kept to keep track of all the different events, their type and the
time of occurrence. The event list is ordered according to ascending time. When a simulation run is executed it iterates
through the event list (selecting the next event to occur, updating model time, change model state where necessary and
adding new events to the event list caused by the current event occurring). This will continue until the event list becomes
empty or something else terminates the cycle. A typical flow of the simulation process, is shown in Figure 3.2.
Figure 3.2: Discrete Event Simulation Flow taken from [26]
3.2.2.4 Statistical Counter and State Variables
Performance statistics must be available from the model. Statistical variables store the condition of the model at a specific
point in simulation time. This would usually be done after a specific event has occurred. These variables can later provide
useful statistical information on a monitored point, e.g. mean waiting time and number of stations in a queue. State
variables are used to describe the state of the model at a specific point in time.
3.2.2.5 Frameworks
Discrete event simulation offers three different frameworks e.g. event, activity and process orientated. Figure 3.3 shows
the relationships between events, activities and processes in an ordering system.
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Figure 3.3: Relationship of Events, Activities and Processes from [26]
3.2.3 Simulating Random Events
Pseudo-random numbers, created by a pseudo-random number generator (PRNG), are central to discrete event simulation.
These numbers are used to simulate events like frame arrivals, backoff and frame rates in a MAC layer simulation. The
quality of the random numbers created and their statistical independence are very important. The most commonly used
PRNG is the linear congruential generator (e.g. that is used for Java’s random number generator).
3.2.4 Transient Phases and Steady State
The transient phase of a simulation model can be seen as the “warm-up” period of the simulation, meaning that the
processes within the simulation are still dependent on time and not solely on the properties that they were assigned. This
is known as a stationary stochastic process. In analysis of the MAC layer protocol used within a network this is important,
as we want to see how the system performs in a steady state format, therefore where the system performance is dependent
only on the specific properties of the network and not the time within the network.
3.2.5 Process-Oriented Simulation Modelling
Process-oriented simulations are the most common discrete event simulation modelling framework. A simulation model
is generated from a set of interacting objects and a process is represented by a series of events related to a certain object.
These events can be grouped into activities as discussed in 3.2.2.5. The life cycle of the process then consist of the
activities of a certain entity that are grouped together.
The life cycles of different processes can run in parallel and the execution of each and the order in which they are executed
is handled by the model’s scheduler. Therefore, certain activities can be performed in one process life cycle up to a certain
point when it requires input from another process life cycle, or requires another process life cycle to first complete before
it can continue. Figure 3.4 shows a typical telemetry network containing RTU/remote and repeater stations and is a typical
example of a network to be modelled.
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During the active phase of a process, model state changes will occur. In a process life cycle a process can:
• modify the properties of entities (e.g. change the backoff time for a specific RTU station)
• generate new entities and their lifecycles (e.g. create new RTU stations which have data to be sent)
• activate other process lifecycles that have been passive (e.g. a RTU station being activated after its backoff time has
expired)
• change or cancel active phases of active entities (e.g. an interrupt can be called inhibiting the active processes)
• deactivate itself and pass control to the model scheduler, which will activate another process (e.g. a RTU station
process determines that the communication channel is busy and goes into a passive state for a specific time)
• terminate its own life cycle or other process lifecycles (e.g. a RTU station’s data has been processed, therefore its
life cycle has completed and it terminates itself)
By updating the model clock, time passes during the activities of a process life cycle. There are different ways in which
time can be passed. An activity within a process’s life cycle can be required to wait for a specific fixed time, go into a
passive state where it waits to be activated, or be activated by another activity in another process life cycle.
The management of process lifecycles is done by the scheduler. It is the heart of any discrete event simulation modelling
tool and controls when processes are activated and in which order, by making use of the event list. When a process life
cycle is active, the scheduler waits for control to be handed back. When this happens it will access the event list and
decide which processes must be activated next. The scheduler is a behind the scenes function and doesn’t consume any
modelling time. It merely manages the modelling time and the processes that run within this time.
To describe the high level flow of processes and their interaction with each other, UML can be used, which is then
implemented using object orientation by identifying different entities, their properties and behaviour.
The simulation models in this thesis take a process-oriented approach and more information on this approach can be found
in [26].
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Figure 3.4: Telemetry Network with Two Repeaters
3.3 DESMO-J
3.3.1 Overview
DESMO-J (Discrete Event Simulation Modelling in Java) is an object orientated software development framework for
discrete event simulation. DESMO-J contains components that can be selected and customized to deliver a simulation
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model as required. These components fall within two categories:
• A Black box framework, which only requires initiation of predefined components. Modifications are restricted to
simple parameter changes.
• White box frameworks offers abstract classes which must be adapted and customized to serve the needs of a specific
model.
DESMO-J is framework software, requiring setup by the user in accordance with the model requirements. DESMO-J
makes use of both black and white box components in its framework.
To support discrete event simulation modelling, a framework must contain the following components:
• Entities, which are used to model real word objects, their properties, behaviours and relationships with other entities
• Stochastic distributions, to model random behaviour that might be required within the model
• Data collectors, which are used to collect statistical information within the model for later analysis of the simulation
• Event list, which stores the pending events or process activations
• Scheduler is the model executive used to control the execution of the model, which includes the interactions between
events, activities and processes.
DESMO-J supports these components in white and black box components. The black box components provided are:
• A discrete event simulation infrastructure that includes the event list, simulation clock and event scheduler. This
functionality is stored within the Model class.
• A means of storing simulation results and data within files (e.g. reports, event traces, debugging information and
errors). This functionality is found in the Experiment class.
• Components for modelling different queues and random processes.
• Components for the collection of statistical data.
• Process-Oriented modelling components
DESMO-J allows the basic black box features to be used to develop model specific entity types and behaviour. This is
done by allowing generic Model, Entity, Event and SimProcess objects which are sub classed within the user defined
model as required. This feature provides white box functionality. Figure 3.5 shows DESMO-J’s class hierarchy with the
term “hot-spot” indicating white box features that require to be detailed by the user. Black box components only need to
be initiated.
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Figure 3.5: DESMO-J Class Hierarchy taken from [26]
3.3.2 Process-orientated modelling
Processes can be seen as active entities which encapsulate both behaviour and properties of the entity. The properties
are defined as specific data structures and the behaviour is described within the lifecycle method that must be contained
in the process class. The user defined process is an extension of the DESMO-J SimProcess class and must implement
the lifeCycle() method, as indicated earlier. A process is either active, causing the model state to change, passive and
waiting for another process to activate it, or delayed for a specific period of time. Processes can also be interrupted by
other processes or by themselves and will resume, when activated again, from the point where they were interrupted. The
hold(), passive() and activate() methods are used within DESMO-J to implement above-mentioned functionality. Figure
3.6 shows how these methods are used within DESMO-J.
Figure 3.6: Description of the use of Hold, Passive and Activate Methods from [26]
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3.4 Summary
This Chapter has given an introduction to simulation modelling, with the main focus placed on discrete event simulation
models. The basic elements required of a discrete event simulation model are outlined and discussed. DESMO-J is
introduced as a discrete event simulation API implemented on the Java platform. A layout of DESMO-J is given and the
most important elements within the API discussed. Finally, process-orientated modelling is defined and explained and is
the basis on which all models have been built within this thesis.
In the next chapter queueing theory is introduced, with emphasis placed on the Markovian process.
Stellenbosch University  http://scholar.sun.ac.za
Chapter 4
Queuing Theory
All MAC layer protocols are, in essence, based upon queues. Data frames waiting to be serviced or waiting for ac-
knowledgements can be seen as a queue, as each is waiting for a previous frame to complete its transaction before it can
continue with its own. Certain queuing principles are used throughout the analysis of MAC layer protocols and require a
good understanding to build representative simulation and theoretical models. This chapter will introduce some of these
principles as applied in the construction of the models.
4.1 Basic Queuing Principles
The most basic model used to analyse queues is shown in Figure 4.1. A queue is supplied by an infinite or finite source
population, where each source arrives at the queue at a specific rate. The arrival rate of all sources gives an overall arrival
rate of λ arrivals per second. The arrivals will move into the queue and will be serviced by the server according to a
specific strategy which is either First in First Out (FIFO), where the first arrival to the queue is the first to be serviced
(most commonly used) or Last in Last Out (LIFO). The server will service the arrivals at a rate of µ arrivals per second.
Source 1
Server
Source 2
Source 3
Source n
λ µ 
Queue
Figure 4.1: Basic Queue Model
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Queues like the one in Figure 4.1 can be characterized by six parameters [30]. These parameters are:
Source Population
The source population comprises of the objects that will join the queue. Cars arriving at a service station is an example of
an infinite source population, as different cars will arrive at the service station and their arrival is not limited or bounded
by specific parameters. RTU stations within a communication network is an example of a finite source population, as
there are only a finite number of remote monitoring points within a network. Each station will have events that occur
at certain intervals and will require the use of the communication channel to be transferred to the base station. If each
event is taken as an arrival and requires the use of the communication channel alone, this again becomes an infinite source
population, but if each event is seen as part of a station buffer, the contents of which are transmitted as one packet, then
the finite source assumption holds true. Note that when an event occurs at a station an arrival has taken place and the
specific station is no longer part of the source population that can create new arrivals. Only when the station has been able
to transmit its information successfully to the base station, can it rejoin the source population. This is important because,
as the source population increases and decreases, the arrival rate from the population follows suit.
Arrival process
The arrival process is the overall rate at which new arrivals join the queue. In an infinite source population, the average
arrival rate will stay constant, but in a finite source population this rate will vary with the number of stations already in the
queue. If the example of a RTU station source population is taken again, each station as described above can have events
occurring which are placed in a buffer and transmitted as one package. Therefore the moment that the buffer receives
a new entry, the station will try to transmit the entry and the station is in the queue and no longer part of the source
population that can create new arrivals. Therefore the source population has decreased, which means the arrival rate has
decreased as well. The moment the station in the queue has transmitted its packet, it is no longer in the queue and joins
the source population again, meaning that the arrival rate has increased again.
The probability that an arrival will occur can be described by a specific Probability Density Function (PDF). These can
vary depending on the arrival process. A Poisson PDF can be used to describe the arrival process of events at remote
stations in a telemetry network, as will later be discussed.
Server process
The server process determines the rate at which arrivals within the queue are serviced. The arrival discipline, together with
the server discipline, will determine the queue length in terms of the relationship of queue parameters, as later discussed.
The probability density function of the server process is important and determined by the specific network that it is applied
to. A Poisson PDF is commonly used, as will be discussed in Section 4.2.
Number of servers
In the MAC layer protocols used in telemetry applications, there is only one true server. In other applications, if the
number of servers is increased the total service time will decrease, which in turn means that arrivals will be serviced
faster.
Queuing discipline
Queues can be serviced in different ways. These include FIFO and LIFO strategies to which further prioritization can
be added. The type of MAC layer protocol used will determine the type of strategy implemented, which in most cases
is FIFO. This can become difficult though, as will be seen in the CSMA protocol. Within this protocol a specific station
might have entered the queue first due to an event occurring at the station. Although the station entered the queue first, it
might not be the first to be serviced as it might go into backoff or timeout due to collisions or corrupt data.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. QUEUING THEORY 43
Queue length
The queue length has a definite influence on the stability of a specific network. The queue length is determined by the
particular type of queue and its operational parameters. Queue buffer space can be finite, or infinite. In the first case (the
most general one) arrivals will simply disappear if the buffer is full. Some common types of queues (that will be used in
this thesis) and their associated analysis, will be discussed in Section 4.3
4.1.1 Kendall’s notation
Kendall’s notation is used to describe the queuing process and takes the form A/B/m/k/l, where:
A Describes the arrival process
B Describes the service process
m Is the number of servers used in the system
k Is the system capacity
l Queuing discipline
All MAC layer protocols to be described are M/M/1/N/FIFO queuing systems where the M stands for Markovian, N
stands for the maximum queue length and FIFO is First in First Out. This notation is usually written shorthand as M/M/1
where the last two terms are assumed as infinite queue length and a FIFO strategy. Other common notations include G
(General), D (Deterministic), GI (General Independent), H (Hyper-exponential) and E (Erlang).
4.1.2 Little’s Theorem
Little’s Theorem states that the average number of customers (N) in a stable system is equal to the average effective arrival
rate (λ ) multiplied by the average time a customer spends in the system (T ), as shown in Equation 4.1.
N = λT (4.1)
This result is somewhat surprising and very general. It doesn’t rely on the specific distribution of the particular service
and arrival processes, the number of servers, or queuing discipline and can be applied to any queuing system with the
proper interpretation of N, λ and T. Further detail on the implementation of this theorem within the theoretical modelling
of the different MAC layer protocols will be given in the next chapters.
4.2 Poisson Process
The Poisson process closely resembles various physical phenomena and is considered a good model for any arriving
process which involves a large number of similar and independent sources. A large number of common queueing systems
assume that the arrival and service processes exhibit a Poisson distribution. The inter-arrival and inter-service times are,
therefore, exponentially distributed [5]. The Poisson distribution is given as
P [X(t) = k] =
(λ t)k
k!
e−λ t (4.2)
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where:
λ is the rate of events occurring
λ t is the mean of the Poisson random variable, i.e. the average of the number of occurrences within the interval
(0, t).
It is also possible to see the Poisson process as a specific case of Bernoulli trials. If time interval (0, t) is made discrete
and divided into n slots, then each event occurring within the time interval is assumed to take place within one of the n
time slots and can be viewed as a success. The probability of k successes within n time slots can then be viewed as
P [k successes in n time slots] =
(
k
n
)
pk (1− p)n−k (4.3)
If the number of time slots n is increased, while the probability of a successful occurrence of an event is decreased to
allow the average arrival rate within the time interval (0, t) to stay constant, np = λ t, then Equation 4.3 can be re-written
as:
P [k successes in n time slots]≡ P [k arrivals in (0, t)] = lim
n→∞
(
k
n
)(
λ t
n
)(
1−
(
λ t
n
))n−k
(4.4)
Solving for the limit, we again get the Poisson process as shown in Equation 4.2.
4.2.1 Properties
The Poisson process properties is important in determining the arrival and service processes within the models of the
MAC layer protocols to be analysed.
4.2.1.1 Superposition Property
The superposition property says that if there are k independent Poisson processes A1 . . .Ak the sum of these processes will
also be a Poisson process with rate λ equal to the sum of rates λ1 . . .λk [5].
Poisson A1
Poisson Ak
Poisson A
Figure 4.2: Poisson Superposition
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4.2.1.2 Decomposition Property
The decomposition property is just the reverse of the superposition property, where Poisson process A can be divided into
k independent Poisson processes using probability pi (i = 1 . . .k). Ai will then have an average arrival rate of λi = piλ ,
where λ is the arrival rate of Poisson process A [5].
Poisson A1
Poisson Ak
Poisson A
P1
Pk
Figure 4.3: Poisson Decomposition Property
4.2.1.3 Exponentially Distributed Inter-Arrival Times
The exponential process and Poisson distribution mirror each other. If the inter-arrival time of a source population is
exponentially distributed, then the number of arrivals in a time interval (0, t) will be given by the Poisson distribution and
the arrival process will be Poisson. It can be shown that the probability distribution for the arrivals of sources with new
events in a time interval (0, t) is:
P(τ ≤ t) = 1−P(τ > t)
= 1−P [X(t) = 0]
= 1− e−λ t (4.5)
where:
P(τ ≤ t) Probability that an arrival occurs in time (0, t)
P(τ > t) Probability that no arrivals occur in time (0, t)
P [X(t) = 0] Probability that exactly 0 arrivals will occur in a time interval (0, t)
which is the exponential distribution. The derivation of Equation 4.5 is provided in Appendix C.1.1.
4.3 Markov Process
To model a specific real time process a mathematical model known as the stochastic (random) process can be used. If a
stochastic process has the property that future conditions of the process are dependent only on the most recent condition,
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and how the process arrived in the current condition is irrelevant, the stochastic process is known as a Markov process.
A Markov Process links together different discrete states in which a real life process can find itself and this is known as
a Markov Chain. This is best shown by making use of an example that is used in [5], if a coin toss experiment is taken.
There are only two outcomes, head(1) or tail(0) and these can be described by random variable Xk. Random variable
Yk describes the accumulation of heads or 1s. The system starts at state Yk = 0. It can then be said that Xk describes a
normal stochastic process whereas Yk is a special case stochastic process known as the Markov chain which is described
as Yk+1 = Yk +Xk. Which means that the next value of Y is determined by its current value as well as the next value of X .
This shows the dependency described above.
Markov chains can be divided into discrete time and continuous time. This study will only look at the continuous time
Markov chain. For more information on the discrete time Markov chain, please refer to [5].
If the transition from one state to another can happen at any instant of time it is known as a Continuous Time Markov
Chain. In a Continuous Time Markov Chain the past state of the chain is described by its present state, but future states
depends only on the current state. The single most important continuous distribution in a Continuous Time Markov
Chain is the exponential distribution, which has a memoryless property. This property is due to the relationship between
the Poisson process and the exponential distribution of inter-arrival times. A very important property of the Markovian
process is that what has occurred in the past has no effect on occurrences in the future [5]. This is fundamental to the
analysis of the majority of queuing systems. This property is shown below:
P(τ ≤ t0 + t | τ > t0) = P(τ ≤ t)
= 1− e−λ t (4.6)
Equation 4.6 shows that the conditional distribution of inter-arrival times, given that a certain amount of time has passed,
is the same as the unconditional distribution. The derivation of Equation 4.6 is provided in Appendix C.1.2.
The transition from one state to another can happen at any time and it is thus necessary to describe how long a process has
stayed in a specific state before transitioning to the next one. Taking above into account, the Continuous Time Markov
Chain must satisfy the following conditional probability [5],
P [X (tk+1) = j | X (t1) = i1,X (t2) = i2, . . . . . . ,X (tk) = ik] (4.7)
=P [X (tk+1) = j | X (tk) = ik] (4.8)
where X(tk+1) is the future stochastic process which is only dependent on the current stochastic process, X (tk), and not
on the past processes. This is known as the transition probability, which describes the probability that Continuous Time
Markov Chain will be in a specific state. It is also required to know with what probability or rate the chain will leave state
i and move to state j (i 6= j)in the next infinitely small time4t. This can be described as
pi j (t, t+4t) = qi j4t (4.9)
where qi j is the instantaneous transition rate of leaving state i for state j. Generally qi j is a function of time but for the
requirements of the text it is assumed that qi j is independent of time, making the Markov chain homogeneous. It makes
sense that the total rate at which state i is left for any other state j is then:
∑
i6= j
qi j (4.10)
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4.3.1 Birth-Death Process
A Markovian queuing system that is characterized by a Poisson arrival process (only one arrival can occur in time 4t)
and exponentially distributed service times (only one arrival can be serviced in time 4t) can be characterized by the
Birth-Death Process, therefore the Birth-Death Process is a special case of the Continuous Time Markov Chain in which
the chain can only transition to its neighbouring state from its current state, as shown in Figure 4.4.
Pk-1(t) Pk(t) Pk+1(t) Pk+2(t) Pk+3(t)
λk-1 λk+1
µk+2µk+1µkµk-1
λk+2λk
Figure 4.4: Birth Death Process State Transition Diagram
When a queue population size is k at time t then it will be in state k with probability Pk (t). A move from state k to state
k+ 1 signifies a birth and the rate at which this transition occurs is λk, where as the move from state k to state k− 1
signifies a death and the transition between the two states occurs at a rate µk. From Equation 4.9
λk = qk,k+1 (4.11)
µk = qk,k−1 (4.12)
The Birth-Death Process principle will be used in Single Queue Markovian Systems described in the following subsection.
4.3.2 Single Queue Markovian System
A special case of the Continuous Time Markov Chain is the Birth-Death Process, where transitions can only be made to
the neighbouring states of the current state. A queuing system which consists of a single queue can be modelled making
use of the Birth-Death Process.
In a Birth-Death Process where the system only has one queue and an infinite source population, it is described by
Kendall’s notation as a M/M/1 queue. Within this system the Poisson arrival rate (λ ) and the exponential service time
(µ) are not dependent on the number of source events within the queue, therefore it is state independent and λk and µk
can be changed to λ and µ . An arrival to the queue is seen as a birth and an arrival that has been serviced and leaves the
queue is seen as a death.
In these queuing systems the interest usually lies in the steady-state performance analysis of the queue, therefore the state
where the Birth-Death Process is in equilibrium.
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4.3.2.1 Global and Local Balance and M/M/1 Queue Analysis
The probability Pk describes the probability that a system will find itself in state k. In other words, it is the fraction of
normalized time that the system will find itself in state k. Therefore λPk can be seen as the expected rate of transition
from state k to k+1 whereas µPk−1 can be seen as the the expected rate of transition from state k to k−1. This quantity is
known as the stochastic or probability flow from state k to k+1 for λPk and the same applies for µPk−1. For equilibrium
conditions the stochastic flow out of state k must equal the stochastic flow into state k and can be written as follows [5]:
(λ +µ)Pk = λPk−1 +µPk+1 (4.13)
Figure 4.5 shows the global balance concept.
k-1 k k+1
λPk-1
µ Pk
λPk
µPk+1
Figure 4.5: Global Balance
A special case of the Global Balance is the Local Balance shown in Figure 4.6.
k-1 k k+1
λPk-1
µ Pk
λPk
µPk+1
B C
k-2
λPk-2
µ Pk-1
A
Figure 4.6: Local Balance
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Creating an equilibrium equation for the boundary B, we get:
λPk−1 = µPk (4.14)
Equation 4.14 captures information from all states up to state k. This can be shown as follows: If boundary B is as defined
in Equation 4.14, then boundary A will be:
λPk−2 = µPk−1 (4.15)
Rearranging the terms in Equation 4.14 and 4.15, Pk is defined as follows:
Pk =
λ
µ
Pk−1
=
λ
µ
(
λ
µ
Pk−2
)
=
(
λ
µ
)2
Pk−2
=
(
λ
µ
)k
P0
= ρkP0 (4.16)
where ρ = λµ .
4.3.2.2 Performance Calculations
From Equation 4.16, a useful way is provided to represent probability Pk in terms of P0. For a queuing system, the system
must be in one of the k states that exists, which means that a 100% probability exists that the system is indeed in one of
these states, therefore the summation of all probabilities of being in a specific state up to k must be 1:
∑
k
Pk = 1 (4.17)
Substituting Equation 4.16 into 4.17 and making use of the geometric series [36], specifically Equation 4.19:
∞
∑
n=1
arn−1 =
a
1− r , | r |< 1 (4.18)
∞
∑
n=0
arn =
a
1− r , | r |< 1 (4.19)
∞
∑
n=1
a(nrn) =
a
(1− r)2 , | r |< 1 (4.20)
it can be found that:
∞
∑
k=0
Pk =
∞
∑
k=0
ρkP0 = 1
P0
1−ρ = 1
P0 = 1−ρ (4.21)
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Pk = ρkP0
= ρk (1−ρ) (4.22)
Having probability Pk it is possible to determine the number of arrivals in the queue. If the probability of k customers in
the queue is Pk, then Lq = kPk is the queue length for the probability that there are k customers in the queue. Summing all
probabilities will provide the actual queue length:
Lq =
∞
∑
k=0
kPk
=
∞
∑
k=0
kρk (1−ρ)
= ρ (1−ρ)
∞
∑
k=0
kρk−1
=
ρ (1−ρ)
(1−ρ)2
=
ρ
(1−ρ) (4.23)
where the geometric series as given in Equation 4.20 has been used. It can be seen from the geometric series boundaries
that λ < µ for the series to converge, else the series will diverge and the queue will grow boundlessly. To determine the
average waiting time, Little’s Theorem as in Equation 4.1 can be used:
T =
Lq
λ
=
Lq
ρ
(1−ρ)
=
1
µ−λ (4.24)
where T is the total average waiting time for a specific arrival and service time per source event. This is very important.
4.3.3 Finite Single Queue Markovian System for use in Telemetry Systems
The above presents the performance analysis of an infinite single server queue using Markovian processes. In telemetry
networks the source population, which from now on will be referred to as stations, is bounded and not infinite. The theory
still applies and the required adjustments for the implementation of a Finite Single Queue Markovian System will be
covered in this section. Firstly, the Kendal notation now changes from a M/M/1 queue to a M/M/1/N queue where N
represents the number of stations in the network. The state diagram now changes as shown in Figure 4.7.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 4. QUEUING THEORY 51
µ 
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(N-2)λ (N-k+1)λ 
µ µ µ 
3λ (N-k)λ 
µ µ 
µ 
λ 
Figure 4.7: Finite Telemetric Queue State Diagram
The arrival of stations with events is still Poisson distributed with exponentially distributed inter-arrival times. The ser-
vicing times are still exponentially distributed, because of the varying frame size, data latencies and propagation delay
of each station. These characteristics of the telemetry network allow the application of the Markov process. Due to the
arrivals being Poisson distributed and the fact that only one station’s events can be serviced at a time, the current state can
still only transition to one of its neighbouring states, therefore still allowing the application of the Birth-Death Process.
The main difference from the M/M/1 queue is that the total Poisson arrival rate used to transition between states is now
dependent on the current state that the system is in. This is due to the fact that if a station has new events and joins the
queue, the source population reduces, with a corresponding reduction in total arrival rate. After a station has been serviced
and is no longer part of the queue, the total arrival rate again increases by an individual station’s arrival rate. Here the
superposition property of the Poisson process allows us to add and remove stations with Poisson characteristics to the
total Poisson arrival rate.
As can be seen from Figure 4.7, the probability term has been given within each state. This is used to define the expected
rate of transition from one state to another. The probability that the system will find itself in a specific state is defined by
P(n,m), where:
n describes the current state that the system is in, as well as the number of stations that do not have any events,
but have the probability to produce new events and therefore are not part of the queue.
m describes the state of the server of the queue. If m=0, the server is idle and not servicing any events from any
station. If m=1, the server is busy and currently servicing the events of one particular station.
The arrival time per station is exponentially distributed and the rate is described by λ . The total number of stations in the
network is N and thus the total possible arrival rate is λmax = Nλ , which is also a Poison process. A description of the
different states in the state diagram and transitions is as follows:
• P(N,0) is the probability that N stations can produce new events. It also means that N stations are currently idle
and not waiting for service from the server, therefore currently not part of the queue. Due to the fact that N stations
are idle, the server has nothing to service and is idle. From the state P(N,0) the system can transition to state
P(N− 1,1) at a rate of Nλ , due to the fact that N stations have the probability to create new events. This means
that the next station with new events will arrive at an average rate of Nλ and move the system to the new state
P(N−1,1). The system can only transition to its closest neighbour which is P(N−1,1)
• P(N−1,1) is the probability that N−1 stations can produce new events and 1 station is waiting for its service to be
completed. The server is no longer idle, as there is a station to be serviced. This state has two immediate neighbours
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and can transition to either of them, depending on whether the next arrival or the completion of service of the current
station being serviced occurs first. The system can therefore move to state P(N− 2,1) at a rate of (N−1)λ or it
can transition back to state P(N,0) at a rate of µ . If the average service rate is greater than the average arrival rate,
µ > (N− 1)λ , the system will transition back to P(N,0). If, however, this is not the case and the average arrival
rate is greater than the average service rate, µ < (N− 1)λ , it is probable that a new station will arrive before the
current station being serviced is completed. This means that the system will transition to the next state P(N-2,1).
• P(N− 2,1) is the probability that N− 2 stations can produce new events, one station is being serviced and one
station is waiting to be serviced. The process of transition to other states follows the same process as described
above, but with the difference that the average arrival rate has now decreased, as there are fewer stations that can
produce new events and one station is waiting in the queue to receive service, as the server is already busy servicing
another station. This process continues to the last state P(0,1).
• P(0,1) is the probability that 0 stations can produce new events, 1 station is being serviced and N−1 stations are
waiting to be serviced. No more arrivals can occur, as all stations are in the queue waiting to be serviced, therefore
the only transition that can take place is to the previous state P(1,1) after the current station has finished its service
period. Again, this transition will take place at the service rate, µ .
The global balance of state P(N− k,1) will be as follows:
P(N− k,1)((N−1)λ +µ) = P(N− k+1)(N− k+1)λ +P(N− k−1)µ (4.25)
P(N− k,1)((N−1)λ +µ)− [P(N− k+1)(N− k+1)λ +P(N− k−1)µ] = 0 (4.26)
By rearranging the global balance equation as shown in Equation 4.26, all the balanced equations can be written in a
matrix equation AB= 0 where matrix A is a (k× k) matrix which represents the transitional rates and matrix B is a (k×1)
matrix representing the probabilities. The matrix equation can be stated as follows:
Nλ −µ 0
...
...
−Nλ (N−1)λ+µ −µ
...
...
0 −(N−1)λ (N−2)λ+µ
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
... −(N−k+1)λ (N−k)λ+µ −µ
...
...
...
...
...
...
...
...
...
...
... −3λ 2λ+µ −µ 0
...
...
...
...
... 0 −2λ λ+µ −µ
...
...
...
...
... 0 0 −λ µ

×
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
P(N,0)
P(N−1,1)
P(N−2,1)
...
...
...
P(N−k+1)
P(N−k,1)
P(N−k−1)
...
...
...
P(2,1)
P(1,1)
P(0,1)

=

0
0
0
...
...
...
...
0
...
...
...
...
0
0
0

(4.27)
From Equation 4.17 it is also known that the sum of all the probabilities must add up to 1. This property must be added
into the matrix equation to solve for all probabilities. The above matrix equation then becomes AB =C:
Nλ −µ 0
...
...
−Nλ (N−1)λ+µ −µ
...
...
0 −(N−1)λ (N−2)λ+µ
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
... −(N−k+1)λ (N−k)λ+µ −µ
...
...
...
...
...
...
...
...
...
...
... −3λ 2λ+µ −µ 0
...
...
...
...
... 0 −2λ λ+µ −µ
...
...
...
...
... 0 0 −λ µ
1 1 1
... 1 1 1
... 1 1 1 1

×
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
P(N,0)
P(N−1,1)
P(N−2,1)
...
...
...
P(N−k+1)
P(N−k,1)
P(N−k−1)
...
...
...
P(2,1)
P(1,1)
P(0,1)

=

0
0
0
...
...
...
...
0
...
...
...
...
0
0
0
1

(4.28)
This is solvable and is the same approach as taken in Equations 4.14 to 4.22, but matrix based for convenience. The
matrix, however, isn’t square and therefore without inverse. It is therefore necessary to use the M-PPI (Monroe-Penrose
Pseudo Inverse) approach as an over specified variable set exists. Matrix B is then given as:
B = A+BC
=
(
AAT
)−1
ATC (4.29)
Knowing the values of P(N,0).....P(0,1), the queue length can again be determined. Due to the fact that this is no longer
an infinite queue, the geometric series applied in Equation 4.23 can no longer be used. Furthermore the probability
P(N,0) refers to the condition where all stations are idle, therefore no stations are part of the queue. This means that this
probability doesn’t contribute to the queue length. Therefore, queue length Lq is:
Lq =
N
∑
k=1
kP(N− k,1) (4.30)
To determine the average waiting time Little’s Law is used, but it must be remembered that λ differs for each state. This
means that the waiting time will have to be calculated iteratively, making use of the queue length contribution at each
specific state. For example, for the probability that there are k stations in the queue, the queue length would be
Lqk = kP(N− k,1) (4.31)
and the corresponding waiting time using Little’s Law will be:
Tk =
Lqk
λk
=
Lqk
[(N+1)− k]λ (4.32)
The above state can be explained by taking N = 50 and calculating the waiting time for a probable queue length of k = 50.
This will change Equation 4.32 to T50 =
50P(0,1)
λ , which means that given that the arrival rate to state P(0,1)is λ , the
probable queue length will be 50P(0,1) and therefore Little’s law can be used to calculate T50. Making use of Equation
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4.30 and Little’s Law, the total waiting time will therefore be:
T =
N
∑
k=1
kP(N− k,1)
[(N+1)− k]λ (4.33)
An important fact to remember from finite source queues is that the queue will not grow boundlessly if Nλ > µ , due to
the fact that the queue is bounded by N, which means that the queue length will only grow closer to N.
4.4 Summary
Queueing theory is a very useful fundamental analytical tool for analysing the performance of communication networks.
The Kendall notation used to describe the type of queue implemented, is introduced and discussed. Little’s Theorem,
which provides the average queue length and waiting time of a specific queueing model, has been outlined. Narrow
band communication networks implemented within telemetry systems usually have an arrival rate which is in line with
the Poisson process. The Poisson process is discussed and its properties outlined, as they are a requirement for the
Markovian process. The memoryless Markovian Birth-Death process is discussed and used in the analysis of a single
server M/M/1 queuing model, for infinite and finite sources. The matrix based state model is introduced and will be used
in the theoretical modelling of CSMA and ATW protocols.
The next chapter introduces the typical network layout and protocols under consideration.
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Typical Network Layout and Protocol
Options
5.1 Introduction
In order to provide the necessary background for material presented in later chapters, it might be useful to briefly describe
a typical real life network of the type under consideration, as well as the characteristics of a few appropriate and practical
protocols.
5.2 Network Layout
Each remote station comprises an RTU which gathers and logs data from directly connected inputs as well as serial (using
RS232) inputs like PLC’s. The RTU makes use of a user defined configuration to determined when events occur and
require to be sent to the server or base station. The RTU is serially connected (using RS232) to a MDS 4710E radio. The
radio has the following features, relevant to the modelling of each protocol used.
• Makes use of Continuous Phase Frequency Shift Keying (CP-FSK)
• A data latency of 11ms
• Simplex and half duplex functionality
• A channel capacity of 4800 bps
• Error rate of 10−6at a RSSI level of -110 dBm
• Byte length of 10 bits
• The ability to buffer information
• Operating Frequencies are from 440 to 445 MHz for Remote stations and 450 to 460 MHz for Repeater Link
frequencies.
• Transmitter gets preference over the receiver e.g. if a signal is received on the serial port, the transmitter is keyed.
• Uses 12.5 KHz channel spacing
56
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. TYPICAL NETWORK LAYOUT AND PROTOCOL OPTIONS 57
• Maximum Transmit power of 5 Watt
All remote stations relay their information via the MDS 4710E radio which in turn relays its information through one
or more repeaters. Each repeater comprises 2 MDS 4710E radios, where one is used only as a transmitter (Its RS232
receiver pin has been disconnected) and the other only to receive (Its RS232 transmitter pin has been disconnected). If the
repeater has to relay its information to another repeater, an extra radio is added to the repeater system that acts as a point to
point link. All repeaters’ RS232 serial output is converted to RS485 in order to allow the three radios’ serial interfaces to
communicate with each other. The information is received at the base station as well as all other stations within the radio
network. The server consists of an MDS 4710E radio connected serially to a server, which runs a telemetry application
processing the information received and responding as required, usually with an acknowledgement. The layout is shown
in Figure 3.4.
Each RTU station has a data carrier detect connected to the radio, which is used to sense activity on the data channel.
Whenever a remote station transmits information, the information is received by the repeater and transmitted in the local
network as well as transmitted to the next repeater via the Repeater Link Radio. This process is repeated at the next
repeaters, allowing all stations within the whole network to receive the signal transmitted by the remote station as shown
in Figure 2.13. The server is situated within one of the repeater networks and will therefore receive the signal from
the remote station after a delayed period of time. The data will be processed by the server and an acknowledgement
of the data will be sent back to the remote station. All stations will receive the signal but only the RTU which initially
sent the information will recognize the acknowledgement as that of the data it has just sent to the server. All other data
transactions between two stations or from the server will be received by all other stations in the network when transmitted.
The following elements cause time delays in the transmission of any type of frame:
Preamble
Preamble is the time that only the carrier is transmitted by the radio. The preamble setup in the RTU must match the key
up time of the radio transmitter.
Postamble
Postamble is the time that only the carrier is transmitted after a data or acknowledgement frame has been sent. The
postamble setup of the RTU must match the de-key time of the radio transmitter.
Turnaround
The turnaround time is the time that the RTU or server will wait before it can reply to a message received e.g. the time
the server must wait before it can send an acknowledgement.
RXEnd
RXend is the time used to determine the end of a received frame.
Data Bytes
Data bytes are the actual data that will be transmitted within a data frame.
Information Bytes
Information bytes are the bytes required to describe the type of frame, from where it is sent and to whom. The Information
bytes also include the bytes required for error detection. In the case of the ProDesign and non-persistent CSMA protocol
that will be modelled, the error detection method is CRC-16.
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Number of repeaters
Is the number of repeaters that each data frame will have to relay through before reaching its end destination, which is
used in the total data latency calculation.
Propagation Distance
Is the distance (km) from the remote station to the server and is used to calculate the propagation delay time.
Data Latency
Is the delay caused by the equipment used within the transmission path from a remote station to the server. This will
include the delay from the time that data is received on a radio’s serial interface to the time that it is transmitted, as well
as delay time that could be experienced by other equipment, such as the serial converters used at the repeater.
5.3 CSMA Protocol
The CSMA protocol contains many variants, as discussed in Chapter 2. In telemetry networks the most commonly used
variant is the non-persistent CSMA protocol.
5.3.1 Non-persistent CSMA
A variant of the non-persistent CSMA protocol will be modelled. The arrival times of events at each station are exponen-
tially distributed and this is therefore a Poisson process. The data frames of different types of station will vary in size and,
due to the Poisson process of the arriving events, the variation in size will also be Poisson. The number of information
bytes found within each data and acknowledgement frame has been determined from the ProDesign protocol and used in
the non-persistent CSMA protocol. The service time is the time from the occurrence of an event at the remote station and
its transmission up to the time that the package is successfully received at the server, processed and an acknowledgement
received by the remote station without any errors occurring.
5.3.1.1 Service and Acknowledgement Time
The service times of different types of frames will differ. In this thesis, only the following types of frames are considered:
• Data frame
• Acknowledgement frame
A data frame is used to send events from the remote station to the server and an acknowledgement frame is sent from the
server to inform the remote station that its data frame has been received successfully.
Note that negative acknowledgements (server informing a station that its package hasn’t been successfully received and
must be sent again) is not used within the protocol as it causes extra overhead on the communication channel. If a
corrupted package has been received by the server, it will simply be disregarded. The remote station will re-transmit its
package after a timeout period.
In the theoretical and simulation modelling of the protocol a factor has been built in to add extra overheads to the service
time because of the probability of unsuccessful transmission of a frame. The probability is extremely low and will
contribute only a small amount to the total service time.
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5.4 Round Robin Protocol
Round Robin Polling (RRP) is a centrally controlled protocol, where the base station or server controls the communication
channel and determines which station will be granted access to the channel next. The protocol falls within the Controlled
Access Protocol genre, but can also be seen as a collision free protocol, due to the fact that only the base station can
initiate communication to any specific station and no collisions can therefore occur. The base station will poll each station
requesting the current status of the station, which will then reply with either a control message indicating that it has no
new information or it will send a data message containing the latest information from the station. The base station will
wait for a reply from the station for a maximum timeout period before either moving on to the next station or resending
the request to the specific station. This depends on the way the protocol has been set up. When the base station has
requested information from all the stations in the network, it will again start polling the first station within the network.
Round Robin Polling is used widely in industry and can be used as a stand alone protocol (e.g. MODBUS) or as part of a
mixed strategy (e.g. ProDesign and SSE combine CSMA with RRP). The protocol is best used in systems with:
• Medium to high load conditions
• Sources generating frequent, but constant, data. Bursty traffic might render the protocol inefficient.
• Short propagation delays between the base station and the remote stations
• Stable communication channel with minimum interference
Because of the simplicity and strengths of the protocol various schemes have been developed to optimize the protocol
such as:
• Adaptive polling, where the base station builds a statistical record of each station’s traffic demand, polling stations
with higher traffic demand more frequently by making use of the information that is gathered over time.
• Priority polling, where certain stations are known to have higher traffic demand than others and are assigned priority
accordingly. Various priority levels can exist.
5.5 Adaptive Tree Walk Protocol
5.5.1 Overview
In the previous sections, we have considered the use of a contention protocol (non-persistent CSMA) and a controlled
access protocol (RRP). The non-persistent CSMA protocol performs well under low load with low waiting times. As
the load on the channel increases though, the protocol becomes less attractive due to the number of collisions that takes
place in the contention for the channel. The reverse is true for the RRP protocol, where under low load, the waiting times
are high, but as the load increases the channel efficiency increases rather than worsens. Using the Adaptive Tree Walk
protocol better channel efficiency can be provided under low and high load demand incorporating the best parts of the
non-persistent CSMA and RRP protocols.
This algorithm as computerized in [4], will be discussed next.
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5.5.2 Computerized \ Slotted Adaptive Tree Walk Algorithm
For the computerized algorithm a proper binary tree is used where the leaves of the tree represent stations, as shown in
Figure 5.1. For more information regarding the properties of a proper binary tree see [13]. The protocol has been defined
as a slotted protocol, but can also be implemented as unslotted, as will be discussed in Chapter 8. In the first contention
slot, slot 0, all stations are permitted to contend for access to the channel. If only one station contends then it transmits
its data and the process is done. If, however, a collision occurs, then only those stations falling under node 2 of the tree
may contend for channel access in time slot 1. If a station acquires the channel, then the next time slot is reserved for
stations under node 3. If, however, there is another collision in time slot 1, then only stations under node 4 may contend
for the channel in time slot 2. If only one station contends for the time slot, it will successful obtain the channel in the
time slot and transmit its data. Time slot 3 will then be contended for by stations under node 5. If the channel stays idle
for the duration of time slot 3, time slot 4 will belong to stations under node 3, as no stations under node 5 require service
and the specific branch of the tree will not be searched further. The process will be continued until no more collisions or
successful contentions occur or until the complete tree has been iterated, whereafter the process will be repeated.
Figure 5.1: Adaptive Tree with Eight Stations from [37]
It can be seen that if a collision occurs within a time slot, the algorithm moves a level down within the tree and sends a
request again to stations falling under that specific node. If during this time slot, the channel stays idle or only one station
replies, that specific node no longer has to be searched and the algorithm moves to the sibling node where it again allows
stations under the specific node to contend for the time slot if they require it. Therefore each time a collision occurs the
tree will be searched recursively within the specific node’s left and right children.
The more traffic, the more nodes need to be searched. In time slot 0, sending a request to all stations for data will only be
effective if there is only one station at a time requiring to send data. To optimize the tree, the search algorithm can start
lower down in the tree, depending on historical statistics that has been gathered regarding the traffic of the network. To
determine this, the top of the tree is seen as level one of the tree. In Figure 5.1 the tree has 4 levels numbered level 0 to
3 which means that a level 4 tree can, at maximum, have 23 stations assigned to it. The size of the tree can therefore be
generalized as follows, if the tree is balanced:
Ns = 2i (5.1)
i = Tree Levels−1 (5.2)
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where:
Ns Number of stations in a balanced tree
Going a level down in the tree, the number of the stations under each node is halved e.g. nodes 2 and 3 will each have
2i−1 = 22 = 4 stations below them. If, for example, there are two stations that have data ready and they are uniformly
distributed, one under node 2 and one under node 3, it makes sense that the level to start the search at is level 1 instead of
level 0 to prevent collisions from occurring. The level j to start the search at to reduce the probable amount of collisions
to 1, will be the level where only one station has data under the specific node [37]:
2− jq = 1
j = log2q (5.3)
where:
q Average number of data ready stations uniformly distributed
j Tree level to start search at to reduce collisions
An unslotted adaptive tree walk protocol which will be used in the modelling has been developed and is discussed in
Chapter 8 . The unslotted protocol is a variant of the one described above and has been developed to cater for long
distances and delays which are found in telemetry radio networks. These delays negatively effect the performance of the
slotted protocol, as will be discussed later.
5.6 Summary
This chapter has given an overview of the network layout and protocols typically used in telemetry networks. These
protocols will be modelled and discussed in the next chapters, making use of the telemetry network layouts previously
described.
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Chapter 6
Carrier Sense Multiple Access: Modelling
and Simulation
6.1 Introduction
The non-persistent CSMA protocol or variations thereof is used extensively throughout the field of telemetry for narrow
band radio networks. South African RTU manufactures, SSE (Specialized Systems Engineering) and ProDesign are
companies that makes use of a non-persistant CSMA protocol. Both of these products have been implemented widely
within South Africa, Namibia and other parts of Southern Africa. These systems are also implemented in the case study of
this thesis. The manufacturers have graciously given information regarding their communications strategies for analysis
within this thesis. In the central coastal water supply scheme of Namibia (aka Namib water supply scheme), ProDesign
RTUs have been implemented for the monitoring of the various pumping systems, see Chapter 2 for more detail.
Further discussion will be focused on the essence of the ProDesign protocol and how it has been implemented within the
Namib water supply scheme. The specific case study has been used as it consists of a large network of remote monitoring
stations, which is planned to be expanded within the near future, and problems within this expansion because of high
traffic load are foreseen.
6.1.1 Description of the protocol used
When an event occurs at a remote station, the station will first go into a uniform backoff. After that the RTU will sense the
channel to determine whether it is busy. If it senses that the channel is busy, it will go into a uniformly distributed random
backoff state. If the channel is not sensed as busy, either after backoff or initially, the station will send a poll request to the
server in a poll request frame. The station will then wait for a uniformly distributed timeout period. If the station receives
a poll request from the server before the timeout period expires, it will again sense the channel to determine availability;
if not available, it will again back off as before until the channel is available. When available the station will send its data
frame, piggybacking the acknowledgement of the poll request. Upon receiving this message the server will respond with
an acknowledgement informing the remote station that the frame has been received successfully. If the stations’ timeout
period expires before receiving an acknowledgement from the server, the station will assume that the transmission was
unsuccessful and retransmit its frame, after it has backed off again. If the station has not received a request to send its
information to the server after 10 poll requests, it will go into a slower poll request mode where the random backoff period
between requests is increased. The flow diagram of this process is shown in Appendix A.1.
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The protocol is unique in that it sends an extra poll request packet before communication can be initiated. This causes
extra overheads per data frame, which increases the probability for collisions upon the increase of the arrival rate. This
does not follow the IEEE 1815 standard, implemented by manufacturers as an underlying base. The non-persistent CSMA
protocol follows this implementation closely and will be used in modelling. In this protocol, if an event arises at a remote
station it will sense the channel to determine if it is busy, if not, it will send its data frame. If the channel is busy, it
will go into a uniformly distributed random backoff period, after which it will again sense the channel. After sending its
data frame, the RTU will wait for a fixed time-out period to receive an acknowledgement from the server. If the timeout
occurs before the ACK frame has been received, the station will again repeat the above process. The flow diagram of this
protocol is shown in Figure 6.1. The LLC layer’s Stop-and-Wait ARQ protocol and the non-persistent CSMA protocol,
both described in Chapter 2, have been merged into one protocol in the special case of the non-persistent CSMA protocol
used in telemetry systems. All discussions from now on will refer to the non-persistent CSMA protocol as described
above.
Event Occurs
Server Busy
Vulnerable Period of 
Data Frame
No
Uniform BackoffYes
Uniform 
Distributed 
Collision 
Occurred
Send Rest of Data 
Frame
No
Vulnerable Period of 
Acknowledgment
Collision 
Occurred
Send Rest of Ack 
Frame
NoEND
TimeOutYes
Yes
Figure 6.1: Non-persistent CSMA Flow Diagram
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6.1.2 Vulnerable Period
The main cause for frames not reaching their end destination intact is collisions with other frames being transmitted
at the same time. This happens during the period when a transmitted signal from one station has not yet reached the
receiver of another, therefore the second station doesn’t know of the transmission taking place and will transmit, causing
a collision. Both stations involved in the collision will wait until their timeout periods have expired, backoff and then try
again, causing a large delay in the transmission of each stations frame. This can happen in the case of a data frame or the
acknowledgement of a data frame being sent with the same probability of collision. The period within which collisions
can occur is referred to as the vulnerable period and is caused by delays in equipment and RF propagation delay of the
signal. The Hidden Node problem doesn’t apply to this network as all stations are able to communicate with each other.
The signal sent from a distant point A will take time before it reaches point C on the other side of the network and it is this
delay that is causing the collisions. Figure 6.2 shows the coverage of each repeater within the three-repeater network used
in the Namib water supply scheme. Each repeater covers all stations within its local network and all repeaters are linked
to each other in a star topology. This shows that all stations can receive transmissions from any other station within the
network. From the indicated scale, it can be seen that the distance covered is extensive, therefore the propagation delay,
together with the number of repeaters, results in increased delay between stations.
Figure 6.2: 3 Repeater Network Coverage
Each radio in the network has a specified data latency or delay time. This is the time from when data is received on the
serial interface, until the time it is transmitted (the delay from the RTU to the radio has been omitted as insignificantly
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small). This is also known as the rise time of the transmitter. It is also the time from when data is received by the radio
until it is made available to the serial interface. For the MDS 4710E this time is given as 11ms, meaning that from the
time radio A receives information on its serial interface, to the time that radio B can produce this information on its serial
interface, is approximately equal to 22 ms, excluding propagation delay. This, however, varies in accordance with the
propagation distance. Therefore, any station that transmits a data frame will experience delays. These delays are caused
by the stations radio and repeater transmitter key-up times, the receiver delay of the repeater (more than one repeater is
possible), the receiver delay of any other station and the propagation delay. This whole period can be seen as vulnerable,
as at any point in time during this period all other stations in the network will not be aware of the transmission taking
place and may commence a transmission of their own. It is clear that the more repeaters in the network, the higher the
data latency. If two repeaters are linked, four radios are added to the transmission path of the data frame.
tdl = tStx + tRrx + tRtx + tSrx + tpdl (6.1)
tdl = tStx +ntRrx +ntRtx +(n−1)tRLrx +(n−1)tRLtx + tSrx + tpdl (6.2)
where:
tdl Data latency (ms)
tStx Station transmitter data latency (ms)
tRrx Repeater receiver data latency (ms)
tRtx Repeater transmitter data latency (ms)
tSrx Station receiver data latency (ms)
tpdl Propagation delay (ms)
tRLrx Repeater link receiver data latency (ms)
tRLtx Repeater link transmitter data latency (ms)
n Number of repeaters
Equation 6.1 shows the delay experienced in a single repeater network, while Equation 6.2 shows the delay for a network
containing n repeaters. It is therefore evident that a higher event arrival rate with longer propagation distances and more
repeaters in the network, results in an increased probability of collision.
6.1.3 Data and Acknowledgement Frame Transmission Rates
In each data transmission from a remote station to the server two frames are involved, one being the data layer frame and
the other a shorter acknowledgement frame. Each data frame contains actual data bytes. Information bytes contain the
station, server and network addresses, CRC-16 code, type of frame being sent and other control information. The acknow-
ledgement frame also contains all the information bytes described above, but no data payload, making it much shorter
than the data frame. The data frame can vary in size, depending on the amount of data, whereas the acknowledgement
frame is a fixed size. Each data byte within a frame, requires a certain amount of time to be sent. The time is determined
by the channel capacity; as discussed in Chapter 2 and can be expressed as follows:
tib =
In f ormation Bytes∗10
Channel Capacity
∗1000 (6.3)
tdb =
Data Bytes∗10
Channel Capacity
∗1000 (6.4)
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where:
tib time required to send information bytes (ms)
tdb time required to send data bytes (ms)
The MDS 4710E adds 2 bits to each byte sent, therefore the number of information and data bytes is multiplied by 10 to
get both in terms of bits as the channel capacity is measured. Making use of all the different times involved in sending a
frame, as found in Section 5.3.1.1, the transmission times of data and acknowledgement frames, without any errors and
collisions are:
td f = tpr + tps + tta + trd + tdl + tib + tdb (6.5)
ta f = tpr + tps + tta + trd + tdl + tib (6.6)
where:
td f Data frame transmission time (ms)
ta f Acknowledgement frame transmission time (ms)
tpr Preamble time (ms)
tps Postamble time (ms)
tta Turnaround time (ms)
trd RXEnd time (ms)
tdl Data latency time (ms)
tib Information bytes transmission time (ms)
tdb Data bytes transmission time (ms)
6.1.4 The Probability of Error
If the communication channel used is noisy or the remote station is located on the border of repeater coverage with a
minimal signal, the SNR and RSSI (Receiver Signal Strength Indicator) will be low, increasing the probability of the bits
transmitted being received incorrectly. In the MDS 4710E, the error rate is 10−6 at a RSSI level of −110 dBm. With
improved RSSI levels, the SNR level should increase and the error rate will decrease even more. Because of the small
influence that the error rate will have on the overall transmission, it is not included in the model simulation, but rather
calculated as an extra time delay within each frame. The extra time for data and acknowledgement frames is calculated as
follows:
tde =
(
(Data Bytes+ In f ormation Bytes)∗10
106
)
∗ (td f + tto + tb f ) (6.7)
tae =
(
In f ormation Bytes∗10
106
)
∗ (ta f + tto + tb f ) (6.8)
where:
tde Data frame error time (ms)
tae Acknowledgement frame error time (ms)
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tb f Average backoff time (ms)
tto Timeout time (ms)
The error time for both data and acknowledgement frames is computed by finding the rate of error per frame and multi-
plying it by the extra time that will be required to send a new frame. If the protocol doesn’t make use of backoff times,
tb f can be left out of the equations. The transmission time for each type of frame, including extra time for possible
re-transmissions due to bit errors, are as follows:
tdat = td f + tde (6.9)
tack = ta f + tae (6.10)
where:
tdat Data frame transmission time including extra time for the probability of errors
tack Acknowledgement frame transmission time including extra time for the probability of errors
These are the data and acknowledgement frame times used in the model. The total transmission or service time can
therefore be seen as the summation of tdat and tack and is given by:
tser = tdat + tack (6.11)
6.1.5 Modelling Considerations and Assumptions
The events occurring at the different stations are exponentially distributed as regards time and the rate at which the RTU
sends data frames to the radio will be Poisson distributed. As different RTU stations will have different I/O counts, as
seen in Chapter 2, the service rate will also be Poisson distributed. Data frames sent from each station will be independent
of the previous frame sent from the specific station or any other station, making it a memoryless occurrence. Taking
this information into account, the waiting time per station and the queue length of stations waiting to be serviced can be
modelled using a finite single queue Markovian chain. It is assumed that after an event has occurred at a station, no other
events will occur during the time that the station waits for its data frame to be serviced. The assumption stays valid while
the total arrival rate is smaller than the total service rate, meaning that the summation of the rate at which all arrivals occur,
will be smaller than the rate at which the stations are being serviced. Therefore the system can be defined as follows:
• Each station has a Poisson arrival rate and an assumed maximum queue length of 1.
• The combined arrival rate of all stations is Poisson and forms a system queue with maximum length equal to the
number of stations in the system.
• The service rate of each station is Poisson due to the variable size of the data frame.
• The summed service rate of all stations will also be Poisson.
A further assumption has been made that all stations in the system will have the same Poisson arrival rate and subsequently
the average Poisson service rate is determined using an average data frame size which is determined from the average of the
maximum and minimum frame size throughout the system. The backoff rate is uniform and an average of the maximum
and minimum rates has been taken.
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6.2 Theoretical Modelling
6.2.1 Introduction
The non-persistent CSMA protocol can be modelled as a M/M/1/N queue. This protocol can be modelled using the
same techniques described in Section 4.3.3. Both the arrival and service rates are Poisson processes and with arrivals
occurring independently, the requirements of modelling the queue as a Markovian chain are satisfied. An expanded state
diagram is used within the existing and expanded state space models, where the current state can still only move to its
neighbouring states which is in line with the Birth-Death process requirements. An initial state model will be presented
where the results hold only for a narrow band of backoff and timeout values. The model is therefore expanded to allow the
modelling of previously encapsulated states in the expanded model, resulting in accuracy over a wider range of parameters
when compared to the simulation.
6.2.2 Existing State Space Model
Figure 6.3 shows the state diagram as presented by [40]. The figure shows a system with 5 stations as an example. This
system will be analysed to give an understanding of the state space modelling principle.
P(N,0) P(N-1,1) P(N-2,1) P(N-3,1) P(N-4,1) P(0,1)
P(N-1,0) P(N-2,0) P(N-3,0) P(N-4,0)
2γ 3γ 4γ 
μ 
(N-1)λ 
μ 
(N-2)λ 
μ 
(N-3)λ 
μ
(N-4)λ 
(N-3)λ (N-2)λ (N-1)λ Nλ (N-4)λ 
μ 
 
 
γ 
Figure 6.3: State Space Model from [40]
The symbols used in the diagram are as follows:
λ Poisson arrival rate per station
µ Poisson service rate of the system
γ Backoff rate per station after collision
N Number of stations in the system
P(n,m) Probability that n stations are inactive and can create newly arriving events to add to the queue and m describes
the state of the server. If m = 0, then the server is idle and not servicing any station event, whereas if m=1,
the server is busy servicing an event from a station.
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The service rate µ is determined by:
µ =
1
tdat + tack
=
1
tser
(6.12)
The description of different states within Figure 6.3 can be described as follows:
P(N,0):
Currently no station events are being serviced in the system or waiting to be serviced. A probability therefore exists, that
a new event can be created at N stations with a Poisson arrival rate of λ . This means that the next event to be serviced
will arrive at a rate of Nλ , with a probability of P(N,0). After the arrival of the new event, the number of stations that can
create a new event is reduced to (N−1) and the server will be busy servicing the new arrived event , which implies that
the new state the system is in is P(N−1,1). The service rate of the station events is µ . After the station event has been
serviced at this rate, the system will return to a state where the server is idle and N stations have the ability to create new
events for the P(N,0) state. It makes sense that the system can only revert to this state if the service rate is greater than
the next arrival rate i.e. µ > (N−1)λ .
P(N-1,1):
For the system to be in state P(N− 1,1) means that an arrival has occurred. The occurrence of this arrival could be due
to a new event occurring, thus the system has moved from state P(N,0) to P(N− 1,1), or the occurrence of this arrival
could also be from an event that occurred a while back, but the station where the event occurred couldn’t get access to
the communication channel, as it was already busy and went into backoff. The station returned from backoff to find the
communication channel idle and sent its event at a rate γ , which moves the system from state P(N−1,0) to P(N−1,1).
When in state P(N−1,1) two things could occur:
• The event being serviced gets serviced before a new arrival occurs and the system moves to state P(N,0) at a rate
µ .
• A new station event occurs before the event being serviced is complete and the system will, therefore, move to a
state P(N−2,1) where one station event is being serviced and another station has an event to be serviced, but has
gone into backoff due to the unavailability of the communication channel. The transition from state P(N−1,1) to
P(N−2,1) occurs at a rate of (N−1)λ , which is the arrival of a new event from any station that doesn’t have any
events to be serviced yet. The probability of a new event occurring at a rate of (N−1)λ is P(N−1,1).
P(N-2,1):
In state P(N−2,1), two stations have events that need to be serviced. One of these station events is being serviced while
the other station has gone into backoff due to the unavailability of the server. As described earlier, the event being serviced
could be either a new event that has occurred or an event from a station that has returned from backoff. When in state
P(N−2,1) two things could occur:
• The current event could complete service before a new event occurs at any station that does not yet have an event
to be serviced. The system will then move to state P(N− 1,0) at a rate of µ . This will occur at a probability of
P(N−2,1).
• A new event could occur while the server is busy servicing an event and the system will move to state P(N−3,1).
The new event found the server busy and also went into backoff. Therefore, in state P(N−3,1) two stations are in
backoff and one station is being serviced, meaning that 3 stations are waiting for their events to be serviced. The
system will move to state P(N−3,1) from P(N−2,1) at a new arrival rate of (N−2)λ , with a new event occurring
with probability P(N−2,1).
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P(N-1,0):
In state P(N − 1,0), the server is idle as the station with an event to be serviced is in backoff and no new arrival has
occurred. When in state P(N−1,0) two things could occur:
• The station in backoff returns from backoff at a rate of kγ , where k = 1 in this instance, as only one station is in
backoff. It finds the server idle and sends its information. Therefore, the system can move from state P(N−1,0) to
state P(N−1,1) at a rate of kγ with a probability of P(N−1,0), with k = 1. It should be noted that the number of
stations capable of creating new events stays N−1, as no new event has occurred and an existing event which was
already waiting to be serviced has returned from backoff.
• A new event can occur at a station which is not waiting to be serviced. Where the station is in backoff and the
server idle, the system will change from P(N−1,0) to P(N−2,1), where the new arrival is being serviced and the
other still in backoff. This will occur at a rate of (N−1)λ with a probability of P(N−1,0) if new arrivals occur at
a greater rate than the station coming out of backoff.
P(0,1):
All states up to P(0,1) will have the same transition process as described for P(N−2,1) and P(N−1,0). In this state all
stations have events to be serviced and one station event is being serviced, with N−1 events waiting to be serviced. As
no new events can occur, the only transition from this state to P(N−4,0) (the state can also be seen as P(1,0)) will occur
at a rate of µ with a probability of P(0,1)). See Figure 6.3.
State inflows have to balance state outflows for the system to be in equilibrium. This is done using global balance equations
as shown below:
P(N,0)Nλ −P(N−1,1)µ = 0
P(N−1,1)((N−1)λ +µ)−P(N,0)λ −P((N−1) ,0)γ = 0
P(N−1,0)((N−1)λ + γ)−P(N−2,1)µ = 0
P(N−2,1)((N−2)λ +µ)−P(N−1,1)(N−1)λ −P(N−1,0)(N−1)λ −P(N−2,0)(2γ) = 0
· · · · · · · · · · · · · · · · · ·= 0
· · · · · · · · · · · · · · · · · ·= 0
P(1,0)(λ +(N−1)γ)−P(0,1)µ = 0
P(0,1)µ−P(1,1)λ −P(1,0)λ = 0 (6.13)
P(N,0)+P(N−1,1)+P(N−1,0)+P(N−2,1)+ · · ·+P(1,0)+P(0,1) = 1 (6.14)
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Equation 6.14 represent the summation of all state probabilities and must equal one. The above equations can again be
represented in state matrix format, as AB =C:
Nλ −µ 0 0 0
−Nλ (N−1)λ +µ −γ 0 0
0 0 (N−1)λ + γ −µ 0
0 −(N−1)λ −(N−1)λ (N−2)λ +µ −2γ
· · ·
...
...
...
...
· · · 0 0 λ +(N−1)γ −µ
· · · 0 −λ −λ µ
1 1 1 1 1 · · · 1 1 1 1

×

P(N,0)
P(N−1,1)
P((N−1) ,0)
P(N−2,1)
P((N−2) ,0)
...
...
P(1,01)
P(1,0)
P(0,1)
0

=

0
0
0
0
0
...
...
0
0
0
1

(6.15)
Matrix A isn’t square, but has full rank, and the special case of the pseudo inverse, as given in Equation 4.29, can be
applied to find the values of the probabilities, as described in Section 4.3.3. Note that full rank is only applicable to matrix
A if λ and µ are both greater than 0. The pseudo inverse is easily found in Matlab. The average queue length can be found
by making use of the principles presented by Equation 4.30. The system can have a probable queue length of (N− k)
where the server is idle or busy. The sum of P(N− k,1) and P(N− k,0) gives the actual probability that the system has
a queue length of (N− k). Therefore, Equation 4.30 is altered to take this into account and the average queue length is
calculated as follows:
N =
N
∑
k=1
k [P(N− k,1)+P(N− k,0)] (6.16)
The average waiting time can be determined by making use of Little’s theorem, T = Nλ , as per Equation 4.33. Due to the
fact that λ isn’t constant, Little’s theorem must be applied iteratively. Each probable queue length as calculated above
will represent a fraction of the final queue length. The probabilities represented in the calculation of each probable queue
length, also represent a specific state within the state diagram, which has a specific new arrival rate that will cause a
transition to a new state. Using this specific λ , together with the probable queue length, (calculated from the probabilities
representing the states, which implies that a certain number of stations are waiting for service), a probable waiting time per
state can be calculated. This probable waiting time represents a fraction of the final average waiting time of the system.
The final average waiting time is calculated as follows:
T =
N
∑
k=1
k [P(N− k,1)+P(N− k,0)]
[(N+1)− k]λ (6.17)
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CARRIER SENSE MULTIPLE ACCESS: MODELLING AND SIMULATION 72
The waiting time calculated above, makes use of an underlying service time that has been extended to include the prob-
ability that an arrival will be corrupted by noise as discussed in Section 6.1.4. This follows from the fact that the failure
reduces overall system throughput and, therefore, has the same effect as increasing the service time of each event. In [40]
the probability of error due to noise is modelled as burst noise (δn), which in effect will reduce the service rate (µ) and
can be modelled as such. In this protocol, a station will implement a timeout period before it considers the transmission
as failed, after which it will backoff and will then sense the channel upon return from backoff to retransmit the data frame.
This time is represented by terr, which is multiplied by the burst noise ratio δn to provide the increased service time. The
effective service time is therefore extended to incorporate the delay caused by retransmission, as given by the following
equations:
1
µe f f
= tser−e f f = tser (1+δnterr) (6.18)
terr = tto + tb f (6.19)
The burst noise is already incorporated in the service time as discussed in 6.1.4. In this model though, the burst noise
is fixed, as obtained from the MDS 4710E data sheets for specific data and acknowledgement frame lengths. The the-
oretical model as implemented is accurate when compared with the simulation model, as long as the vulnerable period
of the simulation is set to zero. This, however, is unrealistic as with any practical system there will be propagation and
equipment latencies as discussed before. When the vulnerable period is increased, the model no longer corresponds with
the simulation. This result is expected, as the model accounts only for burst noise. The burst noise ratio (δn) however
does not account for collisions that could occur. These are directly affected by the arrival rate, timeout period, average
backoff time and the range between the minimum and maximum backoff periods. An increase in average backoff time
will increase the waiting time per station as the arrival rate increases, but might reduce the number of collisions because
fewer stations are contending for the communication channel and transmitting during the vulnerable period of another
station. The effect of the backoff period on the waiting time and consequently the queue length, will also vary with the
range of backoff values and not only the average backoff time. Furthermore, there is also a correlation between the chosen
ranges of average backoff time, backoff range and timeout. All these will affect the waiting time and queue length of the
system and must be accommodated. According to [40], the following assumptions are valid:
• For data from two stations not to collide, the communication channel must be free from any transmission for a
period of 2tpdl , where tpdl is the propagation time delay between two stations.
• A station returning from backoff will have the possibility of colliding with a new arrival during the data latency
or rise time (tr) of the radio equipment within its communication path. Therefore, the higher the backoff rate and
the longer the data latency of the equipment in the transmission path, the higher the probability of collisions taking
place.
• It makes sense that a station leaving the backoff state can only collide during the vulnerable period of a transmission
in progress and not during the idle period of the communication channel. This effect can be modelled as a function
of the traffic density ρ = Nλµ .
Taking the above factors into account, the effective service time can now be adjusted to:
1
µe f f 2
= tser−e f f 2 = tser (1+δ terr)+2tpdl +nγtrρterr (6.20)
The adjusted service time (µe f f 2) causes the service time to change with each state and the state diagram will change as
shown in Figure 6.4. With the fixed burst noise employed into the service time for a specific data and acknowledgement
frame length , the above equation has been adapted as follows:
1
µe f f 2
= tser−e f f 2 = tser +2tpdl +nγtrρterr (6.21)
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Equation 6.21 makes use of a fixed burst noise, which will be approximately 1.4% for a data frame size of 180 bytes with
an acknowledgement of 20 bytes. For a smaller data frame of 47 bytes and acknowledgement of 13 bytes, the percentage
changes to 0.7%. The effective service rate changes for each state and, therefore, the state diagram changes as depicted
in Figure 6.4. This model has been implemented with acceptable results at low backoff rates, high timeouts and realistic
arrival times. However, changing the timeout period is modelled less successfully with higher arrival rates, (where a
timeout period of 2tpdl no longer suffices) if higher backoff rates are implemented for better performance. The model
provides better performance for shorter timeouts at higher backoff and arrival rates. This is not in accordance with the
simulation results. The theoretical model has, therefore, been expanded to increase its accuracy and range of variables for
which acceptable results are obtained and is discussed next.
P(N,0) P(N-1,1) P(N-2,1) P(N-3,1) P(N-4,1) P(0,1)
P(N-1,0) P(N-2,0) P(N-3,0) P(N-4,0)
2γ 3γ 4γ 
μ2 
(N-1)λ 
μ3 
(N-2)λ 
μ4 
(N-3)λ 
μ5 
(N-4)λ 
(N-3)λ (N-2)λ (N-1)λ Nλ (N-4)λ 
μ1 
 
 
γ 
Figure 6.4: State Space Model with Varying Service Times
6.2.3 Expansion of Existing State Space Model
The previous model allowed for two possible states, i.e. one state in which the server was busy and another where the
server was idle. This requires the service time in the model to be adjusted for collision conditions. The expanded model
builds upon the idea of the previous one, but is expanded to include various other states which exist within the protocol
and it therefore reduces the number of adjustments required in the service time. All requirements for a birth-death process
are still valid. The state space diagram for five stations is shown in Figure 6.5. The model now has six different states in
which the model can reside.
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Figure 6.5: Expanded State Space Model
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The symbols within this diagram are defined as follows:
λ Arrival rate per station
µ ′ Service rate of the data frame, excluding the vulnerable period
µ” Service rate of the Acknowledgement frame, excluding the vulnerable period
φ Vulnerable rate of each frame sent.
δk Return rate from the collision state
γk Variable backoff rate, adjusted for the number of stations in the queue
N Total number of stations modelled
P(m,n) The probability of being within one of 6 particular states.
To assist understanding of the state diagram, a number has been added to each state ,P(m,n),State Number in Figure 6.5.
This number also indicates the order in which the global balance equations should be added to the state matrix. P(m,n)
describes the probability of being in each of six different states:
P(m,0) n = 0, represents the state in which the server and communication channel is idle.
P(m,1) n = 1, represents the state in which the server is busy with servicing a data frame and the communication
channel is not vulnerable to collisions.
P(m,2) n= 2, represents the state where the server is seen as idle, but the communication channel is in collision state,
where more than one station has contended for the communication channel during a vulnerable period of a
transmission.
P(m,3) n = 3, represents the state in which the server is busy servicing a data frame and the communication channel
is vulnerable to collisions.
P(m,4) n = 4, represents the state in which the server is busy servicing an acknowledgement frame and the commu-
nication channel is vulnerable to collisions.
P(m,5) n = 5, represents the state in which the server is busy servicing an acknowledgement frame and the commu-
nication channel is not vulnerable for collisions.
It is important to note that m is represented by N−k in any of the six different states and represents the number of stations
that are not waiting for service, therefore k represents the number of stations that are waiting for service.
The description of the flow of the state model follows:
P(N,0):
Currently no station events are being serviced in the system or waiting to be serviced. Therefore, a probability exists that
a new event can be created at N stations with a Poisson arrival rate of λ . This means that the next event to be serviced
will arrive at a rate of Nλ , with a probability of P(N,0). After the arrival of the new event, the number of stations that can
create a new event is reduced to (N−1) and the server will commence in servicing the newly arrived event. The system
will change state from P(N,0) to P(N−1,3).
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P(N-1,3):
In this state there is currently only one station waiting to be serviced and, consequently, it is therefore also the station
currently being serviced. The data frame of the station is being serviced, but the communication channel is still vulnerable
to interference from other stations as they can’t sense that the communication channel is currently busy. In this state a
probability exists that a new event can be created at any of the (N − 1) stations that are not waiting to be serviced.
Therefore, a new arrival will occur with an arrival rate of (N− 1)λ , which will occur with a probability of P(N− 1,3).
If this arrival occurs before the vulnerable period of the data frame service time has passed ((N− 1)λ > φ ), a collision
occurs and the system will change state to P(N − 2,2) where both the newly arrived station event and the one being
serviced have data corrupted due to the collision. If, however, the vulnerable time of the data frame transmission passes
before a new arrival can occur ((N−1)λ < φ ), the system will move to state P(N−1,1) at a rate of φ with a probability
of P(N−1,3).
P(N-1,1):
In this state, there is still only one station in the system waiting for its event service to be completed, but the communication
channel is no longer vulnerable and the rest of the data frame can be sent without any chance of collisions. A new arrival
could still occur at a rate of (N− 1)λ with a probability of P(N− 1,1) but the new arrival will sense that the channel is
busy and initiate a move to state P(N− 2,1). Therefore, one station is now being serviced and another has backed off
and is waiting in the queue to be serviced. If, however, the arrival rate is lower than the service rate of the rest of the
data frame transmission (µ ′ > (N−1)λ ), the system will change state to P(N−1,4) at a rate of µ ′, with a probability of
P(N−1,1).
P(N-1,4):
In this state the data transmission has been successfully processed by the server and the acknowledgement frame is under
way to the station from which the data frame came, but the communication channel is vulnerable, as not all stations have
received the signal yet. A new event can arrive at a rate of (N−1)λ with a probability of P(N−1,4). If this arrival occurs
before the vulnerable period of the acknowledgement transmission has passed ((N−1)λ > φ ), the the system will move
to the collision state P(N−2,2) where both the station that newly arrived and the one being serviced has data corrupted
due to the collision. If however, the vulnerable time of the acknowledgement frame transmission passes before a new
arrival can occur ((N−1)λ < φ ), the system will move to state P(N−1,5) at a rate of φ with a probability of P(N−1,4).
P(N-1,5):
In this state the acknowledgement frame transmission of the station being serviced is no longer vulnerable to collisions
and the transmission of the frame is being completed. A new arrival can still occur at a rate of (N−1)λ with a probability
of P(N− 1,5) but the new arrival will sense that the channel is busy and initiate a move to state P(N− 2,5). Therefore
one station is now being serviced and another has backed off and is waiting in the queue to be serviced. If, however, the
arrival rate is lower than the service rate of the rest of the acknowledgement frame transmission (µ” > (N− 1)λ ), the
system will change state to P(N,0) at a rate of µ” with a probability of P(N− 1,5) completing the service of the first
arrival.
P(N-2,5):
State P(N− 2,5), is very similar to state P(N− 1,5), except that one station is being serviced, one station is in backoff
and N− 2 stations can still arrive with new events at a rate (N− 2)λ with a probability of P(N− 2,5). If a new arrival
occurs before the acknowledgement frame transmission of the station being serviced has completed ((N− 2)λ > µ”),
the the system will transition to state P(N− 3,5) and two stations will be in backoff while the acknowledgement frame
transmission of the current station being serviced, is still being completed. If, however, the arrival rate is lower than the
service rate of the rest of the acknowledgement frame transmission (µ” > (N−2)λ ), then the system will change state to
P(N− 1,0) at a rate of µ” with a probability of P(N− 2,5) and the first arrival has completed service. All P(N− k,5),
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where N 6= k, states from here on will follow the same process as the one described above. Where N = k, new arrivals are
no longer possible and therefore, the system can only transition to state P(1,0) (represented as P(N−4,0) in Figure 6.5)
still at a rate of µ” with a probability of P(0,5).
P(N-1,0):
In this state the server is idle, one station is in backoff and will return from backoff at rate of γ1 with a probability of
P(N−1,0) and (N−1) stations does not have any events, but a new event can occur at any of these stations at a rate of
(N− 1)λ with a probability of P(N− 1,0). If the arrival rate of a new event is greater than that of the return rate from
backoff ((N−1)λ > γ) then the system will transition to state P(N−2,3) where the newly arrived station’s data frame is
being serviced. If the backoff rate is greater than the arrival rate ((N− 1)λ < γ), then the system will transition to state
P(N−1,3) where the data frame transmission from the station that was in backoff is now being serviced. All P(N−k,0),
where N 6= k, states from here on will follow the same process as the one described above. When N = k, no new arrivals
can occur and therefore the system can only transition to P(0,3) at a rate of γN (represented as γ5 in Figure 6.5) with a
probability of P(0,0).
P(N-2,3):
In this state there is one station being serviced and one station in backoff. The data frame transmission of the station is
being serviced, but the communication channel is still vulnerable to interference from other stations as they can’t sense
that the communication channel is currently busy. A probability exists that a new event can be created at any of the (N−2)
stations that are not waiting to be serviced. Therefore a new arrival will occur with an arrival rate of (N−2)λ , which will
occur with a probability of P(N− 2,3) if this arrival occurs before the vulnerable period of the data frame service time
has passed ((N− 2)λ > φ ), a collision occurs and the system will move to state P(N− 3,2) where both the data of the
station that has newly arrived and the one being serviced has been corrupted due to the collision. Furthermore, the station
in backoff can also return from backoff at a rate γ1. If the rate of return from backoff is greater than the vulnerable period
service rate (γ > φ ), then the data transmission of the station returning from backoff and the station being serviced will
collide and the system will transition to state P(N−2,2). If, however, the vulnerable time of the data frame transmission
passes before a new arrival can occur or a station can return from its backoff state ((N−1)λ < φ , γ < φ ), the system will
move to state P(N−2,1) at a rate of φ with a probability of P(N−2,3). All P(N− k,3), where N 6= k, states from here
on will follow the same process as the one described above except that γ1 will become γk. When N = k, no new arrivals
can occur and therefore the transition to the collision state due to a new arrival occurring in the vulnerable time of the data
frame transmission can no longer occur.
P(N-2,1):
In this state there is one station being serviced and one station in backoff, but the communication channel is no longer
vulnerable and the rest of the data frame can be sent without any chance of collisions. If the station currently in backoff
should return, it will sense the channel is busy and go into backoff again. This is not shown in the diagram, as no state
transition takes place. A new arrival can still occur at a rate of (N− 2)λ with a probability of P(N− 2,1) but the new
arrival will sense that the channel is busy, go into backoff (thus join the queue of stations waiting) and cause a transition
to state P(N− 3,1). If, however, the arrival rate is lower than the service rate of the rest of the data frame transmission
(µ ′ > (N− 2)λ ), then the system will change state to P(N− 2,4) at a rate of µ ′ with a probability of P(N− 2,1). All
P(N− k,1), where N 6= k, states from here on will follow the same process as the one described above. Where N = k,
new arrivals can no longer arrive and, therefore, the system can only transition to state P(0,4) still at a rate of µ ′ with a
probability of P(0,1).
P(N-2,4):
In this state the data transmission has been successfully processed by the server and the acknowledgement frame is under
way to the station from which the data frame came, but the communication channel is vulnerable as all stations have not
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CARRIER SENSE MULTIPLE ACCESS: MODELLING AND SIMULATION 78
yet received the signal. A new station can arrive at a rate of (N−2)λ with a probability of P(N−2,4). If this arrival occurs
before the vulnerable period of the acknowledgement transmission has passed ((N−2)λ > φ ), the the system will move
to the collision state P(N−3,2) where the data of the station that has newly arrived and that of the one being serviced has
been corrupted due to the collision. If, however, the vulnerable time of the acknowledgement frame transmission passes
before a new arrival can occur ((N−2)λ < φ ), the system will move to state P(N−2,5) at a rate of φ with a probability of
P(N−2,4). Furthermore, the station in backoff can also return from backoff at a rate γ1. If the rate of return from backoff
is greater than the vulnerable period service rate (γ > φ ), then the data transmission of the station returning from backoff
and that of the station being serviced will collide and the system will transition to state P(N− 2,2) at a rate of γ1 with
a probability of P(N− 2,4). If, however, the vulnerable time of the data frame transmission passes before a new arrival
can occur or a station can return from its backoff state ((N−2)λ < φ , γ < φ ), the system will move to state P(N−2,5)
at a rate of φ with a probability of P(N− 2,4). All P(N− k,4), where N 6= k, states from her on will follow the same
process as the one described above except that γ1 will become γk. Where N = k, there are no new arrivals that can any
longer arrive and therefore, the system can only transition to state P(0,5) still at a rate of φ with a probability of P(0,4)
if (φ > γN−1), but if this is not the case, the transition will be to the collision state P(0,2) at a rate of γN−1 (represented as
γ4 in Figure 6.5) with a probability of P(0,4).
P(N-2,2):
In this state the server is not available and the communication channel is in a state of collision. A station returning from
backoff while the system is in a collision state will also collide with the already collisioned frames, but will not cause
a change of state within the system. If a new arrival should occur while the system is in this state, it will also be in a
state of collision. A new station can arrive at a rate of (N− 2)λ if this occurs before the frame transmission of the last
station that joined the collision state has completed, the newly arrived station will also be in a state of collision and the
system will transition to P(N−3,2) at a rate of (N−2)λ with a probability of P(N−2,2) if (N−2)λ > δ1. If, however,
the next arrival occurs only after the frame transmission of the last station that joined the collision state is completed
(N−2)λ < δ1, the system will transition to state P(N−2,0) at a rate of δ1 with a probability of P(N−2,2) . The same
process as the one described above will be followed for all P(N− 2,k) states where N 6= k and the collision return rate
equal to δk. Where N = k, there are no longer new arrivals that can arrive and therefore, the system can only transition
to state P(0,0) at a rate of δN−1 (represented as δ4 in Figure 6.5) with a probability of P(0,2). Because of collisions, the
actual backoff rate will become lower due to the extra time added to the backoff of a station when its timeout period is
factored in. A typical example is shown in Figure 6.6 which depicts the total arrival (backoff and new arrivals) when no
collision occurs and when collisions occur.
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Figure 6.6: Effect of Collisions on Total Arrivals
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To determine the actual backoff rate, γk, the utilization must first be determined when k stations have events, which can
then be used to determine the actual backoff rate per queue length k, as shown in Equation 6.24.
λtot−k =
(N− k)λ
k
γ+1 (6.22)
Util =
λtot−k
µ
(6.23)
γk = (k×Util)γ+(k (1−Util))
(
1
1
timeout +
1
γ
)
(6.24)
The rate at which stations return from collisions, δ , will also change with queue length k. A simplified calculation has
been used in which δ1 = δ2 = . . .= δ . An average has been determined for a specific new event arrival rate that will only
be used in determining the collision return rate, δ and the process of obtaining it is shown below.
µδ =
1
tser
(6.25)
λcol−k = (N− k)λ +Util
[
(k (1−Util))
(
1
1
timeout +
1
γ
)
+((N− k)(1−Util)γ)
]
(6.26)
δutil =
∑Nk=1
[
λcol−k
µδ ×
γcol−k
kγ
]
N
(6.27)
δ f actor = (Nγ− γcol−N)×
(
1−δutil ×
Nλ
µ
)
(6.28)
δ =
µδ +δ f actor
2
(6.29)
where:
µδ The service rate per collisions
λcol−k New event arrival rate that takes into account arrivals that are returning from collision as well as backoff
δutil Utilization of the channel as a result of collisions due to backoff arrivals and new arrivals
Util Utilization of the channel as a result of new arrivals
δ f actor The rate at which the collision service rate is increased or decreased.
δ The new service rate per collision taking into account the average backoff rate, including collisions, and the
arrival rate of new events to the communication channel
N Number of stations
The results of the expanded state space model is discussed and compared to the simulation model in 6.4.
6.3 Simulation Modelling
As discussed in Chapter 3, DESMO-J has been used to implement the simulation of the non-persistent CSMA protocol,
as discussed in the previous section. A process oriented modelling approach has been taken to implement the protocol.
The protocol has been implemented as outlined in Figure 6.1 with the following assumptions being made:
• The arrival rate is a Poisson process with exponentially distributed arrival times
• Once an event occurs at a station, no other event occurs at the station until the first has been serviced
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• The data frame sizes are exponentially distributed between a minimum and maximum size
• The bit error rate is modelled as part of the service time of the acknowledgement and data frames
• The timeout period after a collision is static
6.3.1 Processes-Orientated Modelling
The process based modelling design takes an object orientated perspective making use of Java and DESMO-J. All the
activities of a specific entity are grouped together as a process and are viewed as the process’s life cycle. Each life cycle
of a process is described from the entity’s perspective and contains the activities of the specific entity as well as the
entity’s relationship with other entities. The life cycle of each process is described using diagrams based on UML activity
diagrams. The non-persistent CSMA protocol is broken down into three main processes:
• The Generator process which creates new arrivals
• The Station process which describes the contention process of a station when a new event arrives
• The Server process which describes the service and acknowledgement of events from different stations
These processes are described in detail in the following sections with the help of UML based activity diagrams.
6.3.1.1 The Generator Process
The life cycle of the Generator process is shown in Figure 6.7. The ID of a specific station is not relevant in the simulated
non-persistent CSMA protocol and therefore any arrival occurring is seen as a new station with data to transmit to the
server. The number of stations that can arrive is defined by the number of stations in the network. When simulation
starts, a new station with data is created. The statistical counter used to calculate the average queue length at the end of
simulation, is incremented by one. The statistical counters are black box objects from DESMO-J and can be chosen to
measure the specific elements of the model required for analysis at the end of simulation. In this specific case, the queue
length is modelled as a Tally statistical counter object. According to the DESMO-J API, the Tally class provides the
mean value and standard deviation of a specific value and is calculated on the basis of the total number of observations.
After the station process has been created and the queue length statistics updated, the newly created station process is
scheduled to be activated after the Generator process has been passivated. This means that the the scheduler inserts the
newly created station process into the event list to be activated after the current active process (the Generator process)
is passivated. After passivation, a process can be re-activated either by another process, or when it is scheduled to re-
activate. The last mentioned applies to the Generator process. The next station is created when the next event occurs, but
the arrival rate has reduced, as one station is already waiting to be serviced and therefore can not produce another event
under the assumption mentioned earlier. The average arrival rate is reduced by the arrival rate generator (which produces
exponential arrival times). The next arrival time is determined and the Generator process is scheduled to re-activate at
that time. The scheduler will schedule the new time to activate the Generator process and enter it into the event list. The
Generator is then passivated. When re-activated, the process is repeated, but if the queue is full (all stations have events
to be serviced), the Generator process will passivates itself. In the last mentioned activity, the scheduler does not insert
the Generator into the event list, as it is not scheduled for re-activation at a specific time, but must wait to be activated by
another process.
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Figure 6.7: Generator Process Activity Diagram
6.3.1.2 The Station Process
The Station process life cycle is shown in Figure 6.8. A new Station process is created by the Generator process and
activated. When activated, the Station process will store the current simulation process time used in determining the total
time that the station waits to complete its event service. If this is the first Station process activated in the simulation, it
will set the Server process as unavailable to other Station processes and create an instance of the Server process. There
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can only be one Server process, as the protocol makes use of only one server. The Station process will schedule the server
to be activated after it has been passivated and set itself as the active station. The active station is the first to contend for
service time or is the station that is currently being serviced by the Server process. The Station process will then passivate
itself to be re-activated by the Server process. Re-activation occurs either after service has been completed, or when the
Server process has determined that a collision has occurred. Upon re-activation, the Station process will check to see if
its service has been completed, or if it has been involved in a collision.
If the service has been completed, the process will get the current time of the simulation and subtract the start time from
it to get the service waiting time for the station. This time is then used to update the statistical counter used to calculate
the average waiting time at the end of the simulation. The Waiting Time counter is again defined as an instance of the
Tally class as described in Section 7.4.1.1. With the service of the station completed, it can again create new events and,
therefore, the arrival rate generator must be updated by incrementing the average arrival rate by the arrival rate of one
station. The total number of stations waiting for service has also decreased and the Queue Length statistical counter must
also be updated by decreasing its length by one. If the reduction in queue length has caused the queue length to decrease
from its maximum value, the Generator process will be scheduled to be activated next by adding it to the event list. After
the Station process has scheduled the Generator to be activated next, if required, the process is completed and the instance
of the Station process will be terminated and garbage collected by Java.
If the process, upon re-activation, finds that its service has not been completed and an collision has occurred, it will obtain
the time provided for timeout. As it is the active station and last notified of the collision by the Server process (at this time
the vulnerable period has passed), it will reset all the flags to indicate that a collision has occurred and make the server
unavailable to all stations. After the vulnerable period of a transmission has passed, all stations in the system should know
that the communication channel is busy. The stations that contended for service time will be waiting for a reply from
the server that will never come, therefore they will timeout and back off. The server is therefore unavailable to all. The
remaining data frame transmission time of the last station in the collision is determined and the active station is passivated
for this time period. With the Server process unavailable and the collision and vulnerable flags set to false, all stations
arriving with new events will go into backoff until this specific transmission time has passed. When this time has passed,
a new timeout period is calculated for the active station by subtracting the time that has passed since the station’s data
transmission started. The station is then scheduled to re-activate at the end of this time. After the station returns from its
timeout period it will schedule a backoff time. The backoff time is determined by making use of a Backoff Time generator,
which is an instance of DESMO-J’s uniform time generator (DiscreteDistUniform) which is bounded by a minimum and
a maximum backoff time. The station will be scheduled to re-activate after the newly determined backoff time has passed,
entered into the event list and passivated. When the station is re-activated it will again try to access the channel.
If a newly initiated Station process is activated and it is not the first station to do so, it will try to access the communication
channel to be serviced. For this to occur, the server must be available. If the server is not available, the station will schedule
a backoff time, be placed in the event list and passivated. After re-activation, the station will check to see if the server
is available. If not, the process is repeated. If the server is available, but the channel is vulnerable (indicated by the
vulnerable flag), the Station process will obtain its timeout period and set the collision flag to true. The station process
will now be scheduled to re-activate after its timeout period, entered in the event list and passivated. After re-activation, a
new backoff time is determined and the station is again scheduled for re-activation after this time, entered into the event
list and passivated, after which it will again try to gain access to the server.
Finally, if a station should find the server available, no collisions have occurred and the channel is not vulnerable, the
station will be able to capture the channel. The station process will then schedule the Server process for activation and
enter it into the event list as the next process to be activated. The station sets itself as the active station and goes passive
waiting to be activated after service completion, or if a collision has occurred.
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Figure 6.8: CSMA Station Process Activity Diagram
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6.3.1.3 The Server Process
The Server process is depicted in Figure 6.9. The Server process handles the transmission of data and acknowledgement
frames. When activated it immediately sets the vulnerable flag as true, calculates the vulnerable time, schedules the
server to re-activate after this time and passivates. Upon re-activation, the server will check the collision flag to determine
whether a collision has taken place. If true, it will schedule the active station to be activated and enter it into the event list
as the process to be activated next. The server will passivate itself and be activated by the next active Station process.
If the collision flag has not been set to true, no collisions have occurred during the vulnerable period of the transmission
of the data frame. Therefore the server is set as unavailable and the rest of the data transmission time is determined,
after which the Server process will be re-activated. The server is again entered into the event list and passivated. After re-
activation, the server will start with the transmission of the acknowledgement frame. The vulnerable flag is set, vulnerable
time calculated and the server is scheduled to re-activate afterwards. The Server process is entered into the event list and
passivated. Once again, upon re-activation a collision could have occurred and the same process as before will be followed.
If no collisions have taken place, the remaining time of the acknowledgement frame transmission is determined and the
server is scheduled to re-activate afterwards and entered into the event list. The Server process is set to unavailable and
passivated. Re-activated, the Server process has successfully completed the service of the active station’s event. The
station service done flag is set to true, the active Station process is scheduled to be activated next and entered into the
event list. The Server process is set to available and passivated afterwards.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CARRIER SENSE MULTIPLE ACCESS: MODELLING AND SIMULATION 86
Figure 6.9: CSMA Server Process Activity Diagram
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6.3.2 Simulation Model Layout
The process lifecycles described in the previous section are the heart of the program. All processes are defined as part of
a model. A model class which includes three main abstract methods that must be implemented must therefore be created
extending the DESMO-J model class. These methods are:
• description() method which is used to define a model description
• init() method which is used to initialize all statistical counter, random generators and other important model vari-
ables. Examples are the flags indicating active station, vulnerable, collision and server available.
• doIntialSchedules() method which is used to create and define the process which will activate the model at the
beginning of the simulation. In our model this process is the Generator process described in Section 7.4.1.1.
As mentioned in the previous section, processes are activated, re-activated, scheduled, entered into event lists and passi-
vated. These activities are handled by the scheduler, which is part of the experiment class of DESMO-J. The experiment
class is a black box class and is only initiated. An initiated model class is connected to an initiated experiment class
and used to run the simulation model. The program itself runs various simulations increasing the average arrival rates
to determine the effect on the waiting time and queue length of the system. The next section describes the setup of the
class used to initiate the model and experiment classes, as well as the management of running numerous simulations and
storing the results for analysis.
6.3.3 Model Control Class
A flow diagram of the model control class is shown in Figure 6.10. The class begins by getting all the user defined
variables from the graphics user interface (GUI) and defining them in such away that they are available to the process
class instances. The model class makes use of static variables such as the minimum and maximum backoff times and data
frame sizes; these are defined and initialized next. In the GUI a minimum and maximum arrival rate, as well as step size,
is defined which is used to determine the number of simulations that must be executed to obtain the required statistical
values. The minimum or begin arrival rate is set and a new experiment class variable is defined and initialized, after which
the CSMA model class (extending the DESMO-J user class as discussed in the previous section) is defined and connected
to the newly initialized experiment class variable. When connecting the experiment to the model, the init() method is
executed, initializing all statistical counters, generators and other important model variables. A transient time is set for
each simulation. This is not user defined but hard coded and is set between 600 and 3600 seconds which should suffice for
reaching steady state in the protocol modelled. The experiment is then started, executing the doIntialSchedules() method
of the model class. The scheduler, which is part of the experiment class, loads the Generator process as the first event in the
event list and activates it, after which it schedules new processes to be activated and re-activates and passivates existing
process instances as they are defined in the three process life cycles described before. After the transient simulation
time has been reached, the simulation is paused. At this point the statistical counters used in the model are reset so
that only steady state statistics is gathered. The steady state simulation time is set in the experiment as defined in the
GUI. The experiment is resumed again stopping at the end of the steady state user defined time. The statistical counters
are finalized, averages obtained and written into the CSMA database which can either be mySQL or MSSQL databases,
although MSSQL is preferred and all results in this thesis have been provided from it. After this has been done, the first
simulation is completed.
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Figure 6.10: CSMA Control Class Flow Chart
The loop counter is incremented and weighed against the number of simulations to be computed. If all simulations have
not been completed, the model and experiment objects and static variables of the model class are reset and the new arrival
rate is incremented by the simulation step size as defined by the user. A new experiment is defined, initialized and the
same process as described above is followed. When the loop counter equals the number of simulations to be computed,
the simulation is completed and the statistics can be extracted from the database and analysed. It is these results that
are shown in the following section. The Model Control Classes of the two remaining protocols are similar to the one
described above, except that the statistical analysis is stored in different databases to allow the results of the different
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protocols to be compared.
6.4 Results
6.4.1 Theoretical Results
The theoretical results provided make use of the parameters shown in Figure 6.11. The backoff rate have been altered to
show three different results in Figures 6.12 and 6.14 with a constant timeout of 5000ms. Varying timeouts have been used
in Figures 6.13 and 6.15. The timeout periods have been chosen to be 2, 4, 6 and 8 times the total service time required
for a station event with a backoff rate between 1000 and 5000ms. Large and small frame sizes have been used, with 180
bytes in Figures 6.12 and 6.13 and 47 bytes in Figures 6.14 and 6.15.
Figure 6.11: CSMA Theoretical Parameters
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CARRIER SENSE MULTIPLE ACCESS: MODELLING AND SIMULATION 90
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
5
10
15
20
25
30
35
40
45
W
ait
ing
 Ti
me
 (se
c)
Lambda (arr/sec)
 
 
Backoff Time Between 2500 − 5000 ms
Backoff Time Between 1000 − 5000 ms
Backoff Time Between 1500 − 3500 ms
(a) Waiting Time
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
2
4
6
8
10
12
14
16
18
20
Qu
eu
e l
en
gth
Lambda
 
 
Backoff Time Between 2500−5000ms
Backoff Time Between 1000−5000ms
Backoff Time Between 1500−3500ms
(b) Queue Length
Figure 6.12: CSMA Theoretical Results: Large Frame Sizes
Figure 6.12 shows that at lower arrival rates and therefore at lower channel utilization, smaller backoff rates produce
a shorter waiting time and are more efficient, but as the utilization increases and approaches 1, the lower backoff rates
reduce in efficiency. The utilization approaches 1 between an arrival rate of 0.6 and 0.7 arrivals per second, where a
definite increase in the waiting time for all backoff rates occurs. It is also clear that stations with lower backoff rates will
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now wait longer for service, because of more collisions occurring as the channel is sensed more often.
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Figure 6.13: CSMA Theoretical Results: Varying Timeouts for Large Frame Size
Figure 6.13 shows that with low channel utilization, the different timeout rates do not have a significant effect on the
waiting time of each station in the network, but as the utilization approaches 1, the lower timeout rates increase the
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waiting time substantially. The timeouts lengthen the actual backoff time when a collision occurs and therefore the higher
the channel utilization, the higher the probability of collision with lower timeouts. The timeout also affects the data and
acknowledgement transmission time, as the probability for error due to burst noise is integrated into this time. This means
that there is an intricate balance between high and low timeouts, and these must be chosen carefully.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
1
2
3
4
5
6
7
W
ait
ing
 Ti
me
 (se
c)
Lambda (arr/sec)
 
 
Backoff Time Between 2500 − 5000 ms
Backoff Time Between 1000 − 5000 ms
Backoff Time Between 1500 − 3500 ms
(a) Waiting Time
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Qu
eu
e l
en
gth
Lambda (arr/sec)
 
 
Backoff Time Between 2500 − 5000 ms
Backoff Time Between 1000 − 5000 ms
Backoff Time Between 1500 − 3500 ms
(b) Queue Length
Figure 6.14: CSMA Theoretical Results: Small Frame Sizes
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Figure 6.15: CSMA Theoretical Results: Varying Timeouts for Small Frame Size
Figures 6.14 and 6.15 show the results for smaller frame sizes. The same principles as mentioned above still apply, but
smaller frame sizes provide for a faster service time and the utilization will only reach 1 at higher arrival rates. This is
clearly seen in Figure 6.14 where the lower average backoff rate results have the lowest waiting times for all arrival rates.
The different timeout periods have very little effect as the utilization is low and few collisions occur.
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6.4.2 Simulation Results
The simulation model results are determined by making use of the parameters shown in Figure 6.16. Some of the pa-
rameters will be adjusted for various results shown. The backoff and timeout values used are chosen as realistically as
possible. Using the parameter set, three different graphs are drawn. The first is for the backoff range as given, the second
with a backoff range 1000 to 5000 ms and the third with a range of 1500 to 3500 ms. With a lower average backoff rate
the protocol tends to perform better at lower arrival rates, but quickly loses performance with an increase in arrival rate.
This makes sense, as the more frequent return from backoff together with a high arrival rate increase the probability of
collision as more stations sense the channel to contend for service time.
Figure 6.16: CSMA Simulation Parameters
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Figure 6.17: CSMA Simulation Results: Large Frame Sizes
The backoffs of Figure 6.17 have all been taken with an timeout period of 5000 ms. The variation in the timeout period
with a backoff range of 1000 to 5000 ms is shown in Figure 6.18. The timeout periods have been chosen to be 2, 4, 6
and 8 times the total service time. Again at lower arrival rates, the lower timeouts give better results, but performance
is reduced greatly at higher levels, where a pivotal change in performance occurs when the utilization becomes >1 when
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the arrival rate increases above 0.6 arrivals per second. It is also at this point that the timeout rate needs to be increased
dramatically to reduce performance degradation.
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Figure 6.18: CSMA Simulation Results: Varying Timeouts for Large Frame Size
The same parameters used for the above two figures has been used for a smaller data and acknowledgement frame size
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. CARRIER SENSE MULTIPLE ACCESS: MODELLING AND SIMULATION 97
using a data bytes range of 27 to 67 and information bytes equal to 13. The results are shown in Figures 6.19 and 6.20.
The inverse is true for the smaller frame size with respect to both backoff and timeout time. This is the norm and as such
is confirmed by many reputed sources. The reasoning behind this is because channel utilization is considerable lower
than with the larger frame sizes, meaning that every time a station backs off or is involved in a collision, the backoff
and timeout period need not have to be that long, as the traffic over the communication channel is low. Furthermore, the
utilization is never greater than one, and allows the normal assumption of a timeout period that is equal to 2 times the
transmission time to hold true.
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Figure 6.19: CSMA Simulation Results: Small Frame Sizes
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Figure 6.20: CSMA Simulation Results: Varying Timeouts for Small Frame Size
Low and very high backoff rates cause long waiting times and long queue lengths. Figure 6.21 shows the effect of various
backoff rates with different arrival rates for large and Figure 6.22 for small frame sizes (large frame sizes make use of
timeouts of 5000 ms and small frame sizes of 2500 ms).
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Figure 6.21: CSMA Simulation Results: Varying Backoff Ranges for Large Frame Size
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Figure 6.22: CSMA Simulation Results: Varying Backoff Ranges for Small Frame Size
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Many CSMA protocols are optimized using exponential backoff instead of uniformly distributed backoffs. This has been
implemented by increasing the backoff rate exponentially each time the station encounters a collision or backoff. The
exponential increase can be user defined. Figure 6.23 shows the exponential backoff implemented for large frame sizes
with a step size of 0.2, meaning that each time a station goes into backoff or collides with another station its backoff time
will be incremented by e0.2k where k represents the number of backoffs the station has encountered. The equation for the
new backoff time is:
tbacko f f = e
0.2k×Uni f orm Backo f f Sample (6.30)
The uniform backoff sample represents the uniformly distributed random backoff sample that the station would have
obtained and was defined between minimum and maximum boundaries by the user.
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Figure 6.23: CSMA Simulation Results: Exponential vs Uniformly Distributed Backoff for Large Frames
The data latency plays a critical role in the performance of the protocol. The major cause of these latencies is delays in the
equipment, especially repeater sites. All simulations and theoretical models throughout the thesis have been based on 3
repeaters unless otherwise stated. The performance is greatly improved with less data latency, thus less repeaters. Figure
6.24 shows the differences between three repeaters using the parameters for large frame sizes.
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Figure 6.24: CSMA Simulation Results: Effect of the Number of Repeaters on Waiting Times
The last comparison to be presented in this section is of the non-persistent CSMA protocol and the ProDesign protocol (the
protocol flowchart can be found in Appendix A). The ProDesign protocol makes use of an extra negotiating transmission,
allowing for extra vulnerable time per station event transmission. This can clearly be seen in Figure 6.25. A small frame
size has been used in this comparison.
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Figure 6.25: CSMA Simulation Results: ProDesign vs non-persistent CSMA
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6.4.3 Comparison of Results
The comparison between the theoretical and simulation results is demonstrated in the following graphs. The same param-
eters as stated in the theoretical and simulation sections above have been used. It can clearly be seen from these results
that the theoretical and simulation results follow closely within a bounded parameter set.
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Figure 6.26: CSMA Theoretical and Simulation Comparison: Large Frame Sizes
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Figure 6.27: CSMA Theoretical and Simulation Comparison: Varying Timeouts for Large Frame Sizes
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Figure 6.28: CSMA Theoretical and Simulation Comparison: Small Frame Sizes
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Figure 6.29: CSMA Theoretical and Simulation Comparison: Varying Timeout for Small Frame Sizes
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6.5 Summary
This chapter discussed and analysed the theoretical and simulation model for the non-persistent CSMA protocol. A de-
tailed analysis of the transmission time of the frames used within the protocol has been given. Part of this transmission
time includes a vulnerable period in which conclusions within the communication channel can take place. The layout
of this vulnerable period is determined by the equipment and propagation latencies within the network and is a critical
component within the protocol as results has shown. The State Space Model introduced in [40] has been expanded to
provide better results for a broadened parameter set. Both models have been explained and the results for the expanded
model shown. The simulation model layout makes use of three main discrete processes namely; the Generator, Server and
Station processes. These processes have been explained with the help of UML based activity diagrams. The implemen-
tation of the simulation model within Java have also been described. The results have proven previous assumptions of
good performance under low traffic demand and has also shown the quick degradation in performance with the increase
in station arrivals within a given network.
Chapter 7 deliberates the implementation of the RRP protocol.
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Chapter 7
Round Robin Polling: Modelling and
Simulation
7.1 Introduction
The Round Robin Protocol is used extensively throughout telemetry systems and is sometimes used in conjunction with
the non-persistent CSMA protocol. In this chapter the protocol structure, theoretical and simulation modelling of the
Round Robin Protocol will be discussed.
For this investigation a basic continuous polling cycle with single buffered stations is assumed. Each station can only
reply with one data frame when requested for information from the base station. If the base station timeout period lapses,
it will continue to the next station in the network and will not retransmit the data request to the current station. The model
and simulation is built upon the assumption that each station can only have one message queued at a time. It is therefore
assumed, that after an event occurred at a station that no further event will occur before the remote station is polled by the
server again or if it does, the event is entered into a sufficiently sized station event buffer. Furthermore, it is assumed that
all stations within the network are stable operating within acceptable standards.
7.2 Protocol Structure
The base station will start communication with a remote station by sending a data request to the station, on which the
station can reply with either the data in its buffer, or an acknowledgement frame indicating that it has no new data to relay.
The data request frame from the server and the acknowledgement frame from the remote station, will have the same time
requirements. The data, data request and acknowledgement frame transmission times are as follows:
tdq f = tac f = tpr + tps + tta + trd + tdl + tib (7.1)
tdt f = tpr + tps + tta + trd + tdl + tib + tdb (7.2)
where:
tdq f Time required to send a data request frame from the base station (ms)
tac f Time required to send an acknowledgement frame from the remote station (ms)
tdt f Time required to send a data frame from the remote station (ms)
110
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tpr Preamble (ms)
tps Postamble (ms)
tta Turnaround (ms)
trd RXEnd (ms)
tdl Data Latency (ms)
tib Information bits transmission time (ms)
tdb Data bits transmission time (ms)
The description of the different time segments of the acknowledgement or data request frame times is in keeping with
those described in Chapter 6. The protocol structure is shown in Figure 7.1. As can be seen from Figure 7.1, each frame
has the probability of being influenced by burst noise and therefore not being received correctly by its end destination.
When noise is incorporated, the frame sent by the remote or base station will be received corrupted. As discussed in
Chapter 6 this is usually caused by high signal to noise ratio’s (SNR), or low signal strength levels (RSSI) at the remote
station. Again, the radio used is the MDS 4710E, which has a specified bit error rate of 10−6 at a signal strength level
of −110dBm. Due to the small influence that the error rate will have on the overall transmission, this isn’t simulated on
its own within the models but rather calculated as an extra time delay within each package as before. This time delay is
calculated as follows:
tde =
(
Data Bytes∗10
106
)
∗ tto (7.3)
tie =
(
In f ormation Bytes∗10
106
)
∗ tto (7.4)
where:
tde Time contributed by data bytes being in error (ms)
tie Time contributed by information bytes being in error (ms)
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Figure 7.1: Round Robin Protocol
The timeout period tto of the server must be chosen to be greater than the sum of the data request and data frame response
times:
tto > tdq f + tdt f (7.5)
where the time of tdq f and tdt f must be calculated for the maximum number of bytes that can be sent during the length
of the timeout period. The additional time added due to the probability of an error occurring depicts the added delay of a
timeout occurring when a data request is sent to the remote station from the base station and a reply is not received back.
The transmission time for each frame can now be calculated as follows:
tdrq =tdq f + tie (7.6)
tack =tac f + tie (7.7)
tdat =tdt f + tde + tie (7.8)
where:
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tdrq Data request transmission time (ms)
tack Acknowledgement transmission time (ms)
tdat Data transmission time (ms)
The above information will be used in the setup of both the theoretical and simulation model as described in the following
sections.
7.3 Theoretical Modelling
Figure 7.1 shows that there are two types of replies that the base station could receive from the remote station. The first
involves the base station sending a data request to the remote station which replies with an acknowledgement frame,
indicating that it doesn’t have any new data to convey. Within this communication both the data request frame and
acknowledgement frame will have a static frame size consisting of only information bytes. The time required for such a
communication to complete is as follows:
tdra = tdrq + tack (7.9)
where:
tdra Transmission time for a data request with an acknowledgement response (ms)
The second type involves the base station sending a data request to the remote station which replies with its event data.
The data request frame will again be static, but the data frame sent back from the remote station can vary depending on
the size of the remote station (e.g. a borehole station will have less data than a booster station). The size of the data frame
can, therefore, be seen as exponentially distributed, as the arrival of events at different stations are of different sizes and
exponentially distributed. The size of the number of bytes conveyed within the data frame will be taken as the average of
the Poisson process. The time required for this communication to complete is as follows:
tdrd = tdrq + tdat (7.10)
where:
tdrd Transmission time for a data request with a data response (ms)
The arrival of events at different stations, as well as the size of the data frames to be sent are assumed to be exponentially
distributed. Although the data frames are exponentially distributed, the service time is not and will have a general dis-
tribution. Queuing theory can be used to solve this queue, which is seen as a M/G/1/N queue with vacations [5]. In this
thesis, a queuing approach has not been taken, but a mathematical analytical method is used.
If an event occurs at a remote station, the time that the station will wait before being requested to send its data depends
on the specific place in the polling cycle that the server is in. If the event occurs directly after the server has requested
information from the specific station then the minimum time that the station will wait before the server will reach it again
is:
tmin = Ns× tdra (7.11)
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where:
tmin Minimum waiting time if an event occurred at a remote station just after being serviced (ms)
Ns Number of stations in the network
tmin assumes that no other station has any events pending and all of them reply with an acknowledgement to confirm that
they have received the data request from the base station. It can also happen that an event could occur at a remote station
just before a data request arrives from the server, meaning that its waiting time for the base station is zero. From this it
can be seen that if only one event can occur (with exponential distribution) in a cycle time of the base station, then over
time the average waiting time of the remote station will be:
tmin−avg =
tcyc−min
2
(7.12)
This can be seen as the baseline waiting time of the protocol and even with minimal traffic, the average waiting for
a remote station will be > tmin−avg. As traffic picks up and more remote stations create events, the waiting time per
station will increase, therefore increasing the utilization of the channel. The utilization of any communication channel is
determined by the number of arrivals that occur per second and the service rate of these arrivals:
ρ =
λ
µ
(7.13)
where:
ρ Channel utilization
λ Arrival rate (arrivals per second)
µ Service rate (arrivals serviced per second)
Each station in the network has an individual arrival rate and according to the properties of a Poisson process, these rates
can be summed to give the total arrival rate. The channel utilization can therefore also be written as follows:
ρ =
Nsλ
µ
(7.14)
where λ now indicates the average arrival rate of events at each remote station. The average service rate is determined by
the time required to service a remote station having an event:
µ =
1
tdrd
(7.15)
It is clear that if the channel utilization is ρ , then the channel is idle for (1−ρ), bounded by the fact that the average
arrival rate must always be smaller than the average service rate; Nsλ < µ for realistic results. Making use of the channel
utilization, the average waiting time per station can be calculated as:
Tw = tdrdρ+ tdra(1−ρ) (7.16)
Tavg =
Tw
2
(7.17)
where:
Tw Maximum waiting time per station (sec)
Tavg Average waiting time per station (sec)
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from this the average queue length can be calculated by making use of Little’s theorem:
N = λT
= NsλTavg (7.18)
However, it is assumed that each remote station can produce only one event before it has been serviced and only after
that can it create another event. Whenever a station has received an event, its contribution to the total arrival rate must be
deducted, therefore also changing the channel utilization. This means that throughout the cycle time of the base station,
the arrival rate changes and therefore the channel utilization changes. To accommodate this fact, the waiting time must be
calculated iteratively, taking into account the change in channel utilization due to the change in arrival rate throughout the
base station service cycle. The waiting time is now calculated as follows:
ρ =
kλ
µ
(7.19)
Tw =
N
∑
k=1
[
tdrdNs
(
kλ
µ
)
+ tdraNs
(
1− kλ
µ
)]
(7.20)
= Ns×
N
∑
k=1
[
tdrd
(
kλ
µ
)
+ tdra
(
1− kλ
µ
)]
(7.21)
Tavg =
Tw
2Ns
(7.22)
Making use of Equation 7.21, the average queue length can be calculated using Little’s Theorem iteratively:
N =
∑Nk=1
[
(kλ )
(
tdrdNs
(
kλ
µ
)
+ tdraNs
(
1− kλµ
))]
∑Nk=1 k
(7.23)
The above equations for the queue length and waiting for the specific RRP protocol have been implemented in Matlab
and the results compared to that of the simulation. These are discussed in Section 7.5 of this chapter.
7.4 Simulation Modelling
As discussed in Chapter 3, DESMO-J has been used to implement the simulation of the RRP protocol as discussed in
the previous section. A process oriented modelling approach has been taken to implement the protocol. The protocol has
been implemented as outlined in Figure 7.1 with the same assumptions made as in Chapter 5.
7.4.1 Processes-Orientated Modelling
The RRP protocol is broken down into three main processes:
• The Generator process which creates new arrivals
• The Station process which covers the addition of stations with events to the polling cycle
• The Server process which constitutes the service and acknowledgement of events from different stations, as well as
the request for data and acknowledgement from stations with no data readily available.
These processes are described in the following sections:
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7.4.1.1 The Generator Process
As in the non-persistent CSMA protocol, the Generator process is used to create new stations, simulating events arriving
at stations. As the station ID is critical in the implementation of the protocol, the same approach cannot be taken and a
Java ArrayList is implemented, which is a variable array which holds Station process objects. The ArrayList is known as
the Station Events Queue. The implementation of the Station Events Queue will only be seen in the station process, but is
mentioned for better understanding of the Generator process life cycle as per Figure 7.2.
Figure 7.2: RRP Generator Process Activity Diagram
The process’s life cycle starts by obtaining the arrival time of the next event to occur within the network. The Arrival
Rate Generator creates exponentially distributed times for new events, making use of the average arrival time and Java’s
uniform random generator. The Generator process is scheduled to re-activate when this time has passed and then entered
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into the event list and passivated. Upon re-activation a random uniform generator is applied to get the next station ID.
The Station Events Queue (described previously in this section) contains Station process objects. These objects describe
stations that have events assigned to a specific station ID. If the generator produces a station ID of a station that already
has an event, a new ID is randomly generated, until a station which does not have an event waiting, is identified. A
new station instance is then created, entered into the event list and scheduled by the scheduler to be activated next. The
Generator process is then scheduled to re-activate after the newly assigned Station process is entered into the event list
and passivated. Upon re-activation the above process is repeated.
7.4.1.2 The Station Process
The Station process’s life cycle activity diagram is shown in Figure 7.3. The Station process life cycle begins by getting
the current time, which is used to determine the waiting time of the station and finally the average waiting time of the
protocol. As discussed earlier the Station Events Queue is used to store a list of stations with an event to be transmitted.
Therefore, the station is added to the Stations Event Queue according to its ID. The name Stations Event Queue can
be misleading as it is actually an array, where each station’s ID equals the index of the array. The Station process has
produced an event and due to the assumption made that a station can only produce one event at a time, the arrival rate
must be reduced by the arrival rate of one station. The Arrival Rate Generator is therefore set accordingly and the Station
process passivates itself and can only be activated after the server has completed its service of the station.
When activated, the current time is again obtained. The start time, obtained at the start of the Station processes life cycle,
is subtracted from this time and the resultant waiting time of the station entered in the Waiting Time statistical counter,
which is of type Tally (described in Chapter 6). The station is then removed from the Station Event Queue and the Arrival
Rate Generator is updated with the new arrival rate (one less station has an event, therefore increasing the average arrival
rate). The Station process life cycle is completed and garbage collected by DESMO-J and Java.
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Figure 7.3: RRP Station Process Activity Diagram
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7.4.1.3 The Server Process
The Server process life cycle runs though the polling cycle of the protocol. The Data request, Acknowledgement and
Data Transmission times are calculated in this process in accordance with the user defined values set at the start of the
simulation. The Server process’s life cycle activity diagram is shown in Figure 7.4. At the beginning of the Sever process
life cycle, the current time is obtained to determine the time required to complete one polling cycle. The process will
look at the first position in the Station Event Queue and determine if it contains a Station process object, meaning that the
specific station has an event to be serviced. If this is the case the station event will be serviced.
The data request and service time is obtained and the Server is scheduled to re-activate after this time has passed. It is
entered into the event list and passivated. Upon re-activation, the Station process, obtained from the Station Event Queue,
is scheduled to be activated and the Server scheduled to be re-activated after the station. Both are entered into the event
list accordingly and the Server process passivated. The cycle counter is incremented by one and will be used to determine
the average queue length of the protocol. If the end of the cycle has not yet been reached, the last station in the Station
Event Queue has not yet been evaluated and the process repeated.
If the position of the evaluated Station Event Queue doesn’t contain an instance of a Station process, the specific station
represented by the position of the Station Event Queue does not have an event at this stage. The server will then obtain
the data request and acknowledge transmission time. After which it will schedule itself for re-activation, be entered into
the event list and passivated. Upon re-activation the process will again check if it is at the end of its cycle. If this is the
case, the cycle counter will be entered into the Queue Length statistical counter which is used to determine the average
queue length. After this the current cycle time will be obtained to determine the length of the polling cycle and finally the
average cycle time of the protocol. The cycle counter is reset and the Station Event Queue is again evaluated from the
beginning.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. ROUND ROBIN POLLING: MODELLING AND SIMULATION 120
Figure 7.4: RRP Server Process Activity Diagram
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7.4.2 Simulation Model Configuration
The RRP simulation has been set up using the same DESMO-J facilities as outlined for CSMA.Various simulations were
run, using increasing average arrival rates to determine the effect on the waiting time and queue length of the system.
7.5 Results
The results of the theoretical and simulation models will subsequently be compared and analysed in this section.
7.5.1 Theoretical Results
Theoretical results for large frame sizes are presented in Figure 7.6, based on the parameters of 7.5.
Figure 7.5: RRP Theoretical Parameters
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Figure 7.6: RRP Theoretical Results: Large Frame Sizes
From the waiting time of low arrival rates shown in Figure 7.6a, the polling cycle overhead can clearly be seen due to
the fact that the queue length is very low as is shown in Figure 7.6b. With an increase in arrival rate, the queue length
and waiting time also increase. It can be seen that the increase in the queue length and waiting time shown in Figure 7.6
do not correlate if the time to transmit a data frame is taken into account. This can easily be explained by the fact that
the transmission of a data frame replaces the transmission of an acknowledgement frame from each station with an event.
The difference in the two frames’ transmission time is added to the minimum polling cycle (polling cycle with no station
events) for each station with an event to determine the waiting time. The protocol therefore performs better as the load is
increased.
The waiting time and queue length, shown in Figure 7.7 uses the same parameters as used in Figure 7.6 with the exception
of the data and information byte parameters. These parameters are reduced to the same values as expected in the practical
example of the Namib water supply scheme, as mentioned earlier. Therefore, the data bytes reduce to an average of 47 and
the information bytes to 13. The difference between the large and smaller frame sizes can clearly be seen in the reduced
waiting time. This is because the time to transmit the small data frame has decreased significantly from the time required
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to transmit a large data frame.
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Figure 7.7: RRP Theoretical Results: Small Frame Sizes
7.5.2 Simulation Results
The same parameters as provided in Figure 7.5 will be used for the simulations. The only difference is that the data bytes
and propagation distance are specified between a minimum and maximum value. These values as set up in the simulation
GUI are shown in Figure 7.8.
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Figure 7.8: RRP Simulation Parameters
In the simulation the data frame sizes and arrival rates are exponentially distributed and the propagation distance uniformly
distributed. The simulations are run with a simulation time of 25000 seconds and a step size of 0.1 between the minimum
and the maximum arrival rates. The resultant waiting time and queue length is shown in Figure 7.9. From the figure it can
be seen that the simulation has the same tendencies as the model, although more pessimistic. It can also be seen that with
a transient simulation time of 600 seconds, steady state is reached.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. ROUND ROBIN POLLING: MODELLING AND SIMULATION 125
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
7.5
8
8.5
9
9.5
10
10.5
11
Lambda (arr/sec)
Wa
itin
g T
ime
 (se
c)
(a) Waiting Time
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14
Qu
eue
 Le
ngt
h
Lambda (arr/sec)
(b) Queue Length
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
6
8
10
12
14
16
18
20
Lambda (arr/sec)
Tim
e (s
ec)
 
 
Waiting Time
Cycle Time
(c) Cycle Time
Figure 7.9: RRP Simulation Results: Large Frame Sizes
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Figure 7.9c shows the polling cycle time average, compared to the average waiting time of the simulation. It could be
expected that the average cycle time should be twice the average waiting time, but this is not quite the case. This can
be explained by taking into account that the waiting time is based on the average waiting time of each station, while the
average cycle time also takes into account polling cycles where there are no events, resulting in the average value being
smaller than twice the waiting time.
Figures 7.10a, 7.10b and 7.10c show the results of a smaller frame size where the minimum and maximum data bytes
have been changed to 27 and 67 respectively and the information bytes changed to 13.
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Figure 7.10: RRP Simulation Results: Small Frame Sizes
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Figure 7.11: RRP Simulation Results: Arriving Events Serviced
The same trend is followed as that found in the theoretical model. Figure 7.11 has been added to indicate the number of
events serviced vs lambda. The theoretical and simulation results will be compared in the next section.
7.5.3 Comparison of Results
Figure 7.12 compares the waiting times and queue lengths of the large data frame sizes of the simulation and theoretical
models. The results correspond to 3.8 - 6.2% difference for the waiting time and 9 and 21% for the queue lengths.
The divergence of the queue length can be explained by the fact that the theoretical queue length is determined by the
utilization of the communication channel. When the arrival rate > service rate the system is unbounded and the queue
length for the theoretical model will no longer be accurate. The theoretical model’s waiting time is also bounded by the
utilization of the channel and will exhibit the same behaviour. If the simulation’s average waiting time and average cycle
time are added together and averaged, a closer approximation to the theoretical model waiting time is provided. This
is presented in Figure 7.12c and gives a difference of between 0.1-1.3%. The same comparisons has been done for the
smaller frame sizes, as shown in Figure 7.13. It can clearly be seen that with a lower utilization the protocol exhibits better
performance with regards to waiting time vs λ and queue length vs λ (accuracy of 0.1-2.5% between the model and the
simulation combination). As the utilization picks up, the protocol performance deteriorates as illustrated in Figure 7.14.
In Figure 7.14 150 Stations have been implemented with a large frame size and the rest of the parameters are the same as
for Figure 7.12.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 7. ROUND ROBIN POLLING: MODELLING AND SIMULATION 129
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
7.5
8
8.5
9
9.5
10
10.5
11
Lambda (arr/sec)
Wa
itin
g T
ime
 (se
c)
 
 
Simulation Waiting Time
Theoretical Waiting Time
(a) Waiting Time
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
2
4
6
8
10
12
14
Qu
eue
 Le
ngt
h
Lambda (arr/sec)
 
 
Simulation Queue Length
Theoretical Queue Length
(b) Queue Length
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
7
7.5
8
8.5
9
9.5
10
10.5
11
Tim
e (s
ec)
Lambda (arr/sec)
 
 
Theoretical Model Waiting Time
Simulation Model Waiting Time
Simulation Model Cycle Time
Simulation Model Waiting and Cycle Time Combination
(c) Cycle Time
Figure 7.12: RRP Theoretical and Simulation Comparison: Large Frame Sizes
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Figure 7.13: RRP Theoretical and Simulation Comparison: Small Frame Sizes
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Figure 7.14: RRP Theoretical and Simulation Comparison: Large Frame Sizes with 150 Stations
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7.6 Summary
This chapter has discussed the theoretical and simulation models for the RRP protocol. A detailed analysis of the frame
transmission time has been provided. The theoretical model has been implemented using an analytical mathematical ap-
proach. The simulation model configuration makes use of three main discrete processes, namely the Generator, Server
and Station processes. These processes have been explained with the help of UML based activity diagrams. The im-
plementation of the simulation model within Java is the same as that discussed in Chapter 6. The results have validated
previous assumptions that the protocol has a high overhead at low arrival rates, but increases in performance in keeping
with increased network traffic. The results of the theoretical and simulation models compared very favourably within
realistic boundaries.
The implementation of the ATW protocol is covered in Chapter 8.
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Chapter 8
Adaptive Tree Walk: Modelling and
Simulation
8.1 Introduction
As far as could reasonably be determined the ATW protocol has not been used in telemetry networks, but was suspected
to have the properties to deliver the best combination of the non-persistent CSMA and RRP protocols. An unslotted ATW
protocol has been developed as an alternative to the known slotted version, to cater for the special needs of telemetry
networks. The configuration and theoretical and simulation modelling thereof, are described in this chapter.
8.2 Unslotted Adaptive Tree Walk protocol
A typical station tree is presented in Figure 8.1 to assist with further discussions.
Figure 8.1: Adaptive Tree with eight stations from [37]
The more generalized computer network ATW algorithm is based on time slots. This version also assumes that each
station will try to transmit its data when a request is sent from the base station, as in the case of RRP. With high data
133
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latencies this approach would be inefficient because the required slot time would have to be increased to accommodate the
latencies as well as the data transmitted. Furthermore, the various remote stations can be routed through different numbers
of repeaters, causing different latencies and each slot size will have to be given a size equal to the sum of the maximum
latency and data frame transmission time in the system. To substantiate this, a system is presented where each station in
the system has data to transmit. The total time to cycle through the tree and service all stations will then be (with no burst
noise assumed):
tcyc =
(
2i−1
)
(tdq f + tdt f )+
(
2i
)
(tdq f + tdt f ) (8.1)
tdq f = tpr + tps + tta + trd + tdl + tib (8.2)
tdt f = tpr + tps + tta + trd + tdl + tib + tdb (8.3)
where:
tcyc Time required to cycle through the tree, servicing all stations in the network (ms)
tdq f Time required to send a data request frame from the base station (ms)
tdt f Time required to send a data frame from the remote station (ms)
tpr Preamble (ms)
tps Postamble (ms)
tta Turnaround (ms)
trd RXEnd (ms)
tdl Data Latency (ms)
tib Information bits transmission time (ms)
tdb Data bits transmission time (ms)
From Equation 8.1 it can be seen that the overhead
[(
2i−1)(tdq f + tdt f )] is almost equal to the actual servicing time
required per station
[(
2i
)
(tdq f + tdt f )
]
. The original ATW protocol has, therefore, been adapted to service networks with
higher data latencies, by making it unslotted and changing the remote station to base station communication flow. The
base station will start by sending a request to all stations asking for an indication of data. If only one station replies,
confirming that it has data, the server will again send a request to that specific station requesting its data, to which the
station will reply with its data frame, completing communication. If more than one station replies with a data indication,
the system will go down one level in the tree and the base station will send a data indication to the stations available at
this level. The process continues in the same recursive way as before. The cycle time will now be altered as follows:
tcyc =
(
2i−1
)
(tdi f + tdr f )+
(
2i
)
(tdi f + tdr f + tdq f + tdt f ) (8.4)
tdi f = tdr f = tpr + tps + tta + trd + tdl + tib (8.5)
where:
tdi f Time required to send a data indication frame from the base station (ms)
tdr f Time required to send a data indication response frame from the remote station (ms)
tdq f Time required to send a data request frame from the base station (ms)
tdt f Time required to send a data frame from the remote station (ms)
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The number of frames sent is increased but the size of the data indication and response frames are smaller than the data
request frames, which are again smaller than the data frames, reducing the total transmission time of the system. This
approach will be used in the theoretical and simulation modelling of the protocol.
8.2.1 Configuration
In the protocol configuration there are four types of frames which can be sent. They are the data request, data, data
indication and data indication response frames. The data frame will contain the data bytes of the event which occurred at
the remote station and its length is determined by the amount of data to be sent, whereas the data request, data indication
and response frames should be as short as possible. To allow the protocol to work correctly, no retries for data indication
and response frames are allowed. The effect of failure of these two frames, will require an average extra waiting time of
tcyc
2 at the remote station, where tcyc is dependent on the utilization of the network. If a data request or data frame is being
sent, the station with data has already been identified and a retry can be invoked if data is found to be corrupted at the base
station. The probability of error for the frames is again determined from the bit error rate of the radio. This is taken into
account by lengthening the frame transmission time accordingly:
tdie =
(
2∗ In f ormation Bytes∗10
106
)
∗ tcyc
2
(8.6)
tdre =
(
(In f ormation Bytes+Data Bytes)∗10
106
)
∗ (tdt f + tdq f + tto) (8.7)
where:
tdie Time contributed to a data indication cycle in error (ms)
tdre Time contributed to a data request cycle in error (ms)
tcyc is the average of the maximum and minimum utilization of the channel. As described in the RRP protocol, it is
assumed that once a remote station has an event to transmit, it cannot create another one and this will, in effect, reduce
the total arrival rate. The average cycle time is determined iteratively:
µ =
1
tdi f + tdr f + tdq f + tdt f
(8.8)
ρ =
kλ
µ
(8.9)
tcyc =
N
∑
k=1
[(
2log2
k −1
)(
tdi f + tdr f
)( kλ
µ
)
+
(
2log2
k
)(
tdi f + tdr f + tdq f + tdt f
)(kλ
µ
)]
(8.10)
tcyc−avg =
tcyc
2
(8.11)
Compensating the frame transmission time for probability of error:
tdib = tdis =tdi f + tcyc−avg = tdr f + tcyc−avg (8.12)
tdrq =tdq f + tdre (8.13)
tdat =tdt f + tdre (8.14)
where:
tdib Time required to send a data indication request from the base station (ms)
tdis Time required to send a data indication response from the remote station (ms)
tdrq Time required to send a data request from the base station (ms)
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tdat Time required to send the data from the remote station (ms)
The above approach has been implemented in the simulation as an unslotted ATW. Furthermore there is no base-remote
acknowledgement as this would increase the probability of failure. If the data request or data frame should fail, the server
will timeout and resend the data request frame. The results from the simulation are presented in Section 8.5.2.
8.3 Theoretical Modelling
8.3.1 Introduction
The unslotted ATW protocol can be modelled as a M/M/1/N/FIFO queue, using the same techniques as discussed in
Section 4.3.3. Both the arrival and service rates are Poisson processes. With arrivals occurring independently, it is in line
with the requirements of modelling the queue as a Markovian chain. The state diagram of the queue is shown in Figure
8.2
P(N,0) P(N-1,1) P(N-2,1) P(N-3,1) P(N-3,1) P(0,1)
Nλ (N-1)λ (N-2)λ (N-3)λ (N-4)λ 
µ5µ4µ3µ2µ1 
Figure 8.2: ATW State diagram
The increase in polling overhead caused by the traversal of the tree has been implemented as an increase in service time.
Overhead will increase with stations in the queue. This requires that the level of the tree first be determined by:
i =log2Ns (8.15)
where:
i Represents the tree level
Ns Number of stations in the network
A fractional tree level will be obtained if all the external nodes of the tree are not filled. This is not possible and with the
requirement for a balanced tree, Equation 8.15 is therefore modified to:
i =log2Ns +1 (8.16)
All stations can now be accommodated as external nodes at this tree level. Equation 8.15 can now be used to calculate the
factor by which the service time must be increased:
fp f =
[((
2i−1− (2i−1−Ns))+ (2i−1 +1)/2)/Ns]
2
(8.17)
fuk = fp f + futil ×
lreq
2
× fp f (8.18)
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where:
fp f The average number of polls for a tree containing Ns stations
fuk The polling factor
lreq Required tree level to start sending data indication requests with a single data indication response back
futil Represents the utilization of the communication channel for k stations in the queue
fp f makes use of the maximum internal and external nodes of the tree, to determine the average number of polls for a tree
containing Ns stations. This is then used to determine the polling factor fuk . fuk takes into account the utilization of the
channel and the effect that it will have on the total number of poll requests required. lreq is determined from Equation 5.3,
which has been modified to account for the fact that the number of stations in the network might not fill all the external
nodes of the tree. lreq can be expressed as follows:
lreq = log
(
2i−1
(
2i−1
Ns
))
(8.19)
futil is iteratively calculated for different states and expressed as follows:
futil =
(Ns− k)λ
µutil
(8.20)
µutil =
1
tdat + tdrq + tdib + tdis
(8.21)
where k is the current queue length. The service time for k stations in the queue can now be calculated:
µs =
1
tdat
(8.22)
µq =
1
tdrq
(8.23)
µik =
fµk
tdib + tdis
(8.24)
µk = µs +µq +µik (8.25)
where:
µs Service rate for the data frame
µq Service rate for the data request frame
µik Service rate for the data indication and data indication response frames for queue length k
µk Service rate for the network with k stations in the queue
The state diagram shown in Figure 8.2 represents a network with 5 stations and will be used as example. The symbols
used are defined as follows:
N Number of stations in the network
λ Arrivals per second for each station
µk Service rate for a queue length of k
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P(m,n) Probability that n stations are inactive and can create new events to the queue, where m describes the state of
the server. If m = 0, then the server is idle and not servicing any station event, whereas if m = 1, the server is
busy servicing an event from a station.
Parameter definitions and characteristics are as before. N is the total number of stations in the network and thus the total
possible arrival rate is λmax = Nλ . The different states and transitions can be set out as follows:
• P(N,0) is the probability that N stations can produce new events. It also means that N stations are currently idle and
not waiting for service from the server, therefore currently not part of the queue. Due to the fact that N stations are
idle, the server has nothing to service and is idle as well. From the state P(N,0) the system can transition to state
P(N− 1,1) at a rate of Nλ , due to the fact that N stations have the probability to create new events. This means
that the next station, with new events, will arrive at an average rate of Nλ and move the system to the new state
P(N−1,1). The system can only transition to its closest neighbour which is P(N−1,1)
• P(N− 1,1) is the probability that N− 1 stations can produce new events and 1 station is waiting for its service
to be completed. The server is no longer idle as there is a station to be serviced. This state has two immediate
neighbours and can transition to either of them, depending on whether the next arrival occurs first or service to the
current station is completed first. The system can therefore move to state P(N− 2,1) at a rate of (N−1)λ or it
can transition back to state P(N,0) at a rate of µ1. If the average service rate is greater than the average arrival rate,
µ1 > (N− 1)λ , the system will transition back to P(N,0); if, however, this is not the case and the average arrival
rate is greater than the average service rate, µ1 < (N−1)λ , it is probable that a new station will arrive before service
to the current station is completed. The system will then transition to the next state P(N−2,1).
• P(N−2,1) is the probability that N−2 stations can produce new events, i.e. 1 station is being serviced and 1 station
is waiting to be serviced. The process of transition to other states follows the same process as described above. The
difference is that the average arrival rate has now decreased, as there are fewer stations that can produce new events
and the fact that one station is waiting in the queue to receive service, as the server is already busy servicing another
station. The service rate will also decrease, due to more nodes of the tree being traversed. This process continues
up to the last state P(0,1).
• P(0,1) is the probability that 0 stations can produce new events, 1 station is being serviced and N − 1 stations
waiting to be serviced. No more arrivals can occur as all stations are in the queue, waiting to be serviced. The
only transition that can take place is to the previous state (P(1,1) after the current station has finished its service
period. Again, this transition will take place at the service rate, µs, which has decreased due to the number of nodes
traversed during the search for stations to be serviced.
The global balance equations for the state diagram are as follows:
P(N,0)Nλ −P(N−1,1)µ1 = 0
P(N−1,1)((N−1)λ +µ1)−P(N,0)λ = 0
P(N−2,1)((N−2)λ +µ2)−P(N−1,1)(N−1)λ −P(N−3,1)µ3 = 0
· · · · · · · · · · · · · · · · · ·= 0
· · · · · · · · · · · · · · · · · ·= 0
P(0,1)µ5−P(1,1)λ = 0 (8.26)
P(N,0)+P(N−1,1)+P(N−2,1)+ · · ·+P(0,1) = 1 (8.27)
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Equation 8.27 represent the summation of all state probabilities and must equal one. The above equations can be repre-
sented in a full rank state transition matrix:
Nλ −µ1 0 0 0
Nλ (N−1)λ +µ1 −µ2 0 0
0 −(N−1)λ (N−2)λ +µ2 −µ3
· · ·
...
...
...
...
· · · 0 −λ µ5
1 1 1 1 1 · · · 1 1 1 1

×

P(N,0)
P(N−1,1)
P(N−2,1)
...
...
P(0,1)
0

=

0
0
0
...
...
0
1

(8.28)
To determine the average waiting time, Little’s Law is used, but it must be remembered that λ differs for each state. This
means that the waiting time will have to be calculated iteratively, making use of the queue length contribution at each
specific state. The queue length can the be calculated as follows:
N =
N
∑
k=1
kP(N− k,1) (8.29)
and the corresponding waiting time will be:
Tk =
Nk
λk
=
N
∑
k=1
kP(N− k,1)
[(N+1)− k]λ (8.30)
The model has been implemented in Matlab and the results been compared to the simulation model in Section 8.5.
8.4 Simulation Modelling
As discussed in Chapter 3, the unslotted ATW protocol has been implemented with DESMO-J. A process oriented mod-
elling approach has been taken to implement the protocol. The protocol has been implemented as outlined in Section 8.2
with the same fundamental assumptions as for RRP.
8.4.1 Processes-Orientated Modelling
The simulation modelling under DESMO-J is also process orientated, as set out for CSMA and RRP.
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8.4.1.1 The Generator Process
The activity diagram of the Generator process is shown in Figure 8.3. The process lifecycle contains an interruptible
region that can only be interrupted by the Server process. This region is used to gather station events during the binary
tree polling cycle of the Server process. When the server is done with its polling cycle, it will interrupt this process, from
where the Generator process will write the station events into the format that the server requires. The interruptible region
will be described first.
The interruptible region of the Generator process is entered immediately after the process has been initiated. If the Arrival
Bit Set Object (ABSO) flag has not been set, the ABSO class has not been initiated yet and the process will do so. This
class is used to indicate that a station has an event, by making use of a BitSet (a BitSet is a Java Object that consists of a
list of bits that can be set high or low) and enters the Station process object with relevant information into an ArrayList.
After the ABSO class has been initiated, the ABSO flag is set not to clear or garbage collect the ABSO class object. The
next arrival time of a station with an event is obtained from the Arrival Rate Generator. The same principle, as described
in RRP, to obtain the next station ID, is followed. A newly created Station object will be added to the Station Event List
Generator, which is a BitSet, by making use of its Station ID. The above process is repeated. If interrupted, the process
completes and exits the interruptible region of the Generator process. The information required by the server is set up
which includes a list of stations with events, a queue of station objects containing relevant information of each station
and a queue which contains the Station process instances. The reason a queue is used for this is the fact that the stations
must be entered into the queue according to their ID, as that is the sequence in which they will be accessed by the binary
tree and which corresponds to the station event list. After the Generator Station Waiting Queue has been copied into the
Server Station Waiting Queue, the Generator Station Waiting Queue must be reset and the ABSO flag is set to clear all
relevant variables, queues and BitSets used within the Generator process. The Server process is scheduled to activate after
the Generator process is passivated and entered into the event list. A check is done to determine whether the interruptible
region has been interrupted after a new arrival time has already been determined. The current time can’t be changed when
interrupted, therefore the new event can only be scheduled now, and the next arrival occurred flag is set; else the flag is set
to indicate that the next arrival has not yet occurred. The Generator process will now begin with gathering new events for
the start of the next Server process polling cycle. This can be seen as the moment that the server or base station sends a
data indication request for the first time. Any station that creates an event after that initial message has been sent will not
be able to participate in the current polling cycle. The Server process will be activated by the scheduler, as it is the next
process in the event list.
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Figure 8.3: ATW Generator Process Activity Diagram
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8.4.1.2 The Station Process
The Station process activity diagram is shown in Figure 8.4 and follows the same principles as the RRP Station process.
Figure 8.4: ATW Station Process Activity Diagram
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 8. ADAPTIVE TREE WALK: MODELLING AND SIMULATION 143
8.4.1.3 The Server Process
The Server process activity diagram is shown in Figure 8.5. When the server process is initialized, it will immediately set
the interrupt for the Generator process and passivate itself, waiting for the Generator process to schedule it for activation.
When activated, the server creates a new binary tree for the number of stations in the network. The Server process loads
the Station Event List into the Binary Tree allowing each node in the tree to contain the number of bits corresponding to
the number of stations that fall under it. To measure the total time required to complete a polling cycle, the current time
is obtained and set as the begin time of the cycle. Next the root of the tree is obtained, meaning the complete Binary Tree
object is obtained and the recursive region (named TreePolling in Figure 8.5) of the tree is entered.
The TreePolling region will be called recursively until all the stations set to have events in the Station Event List have
been serviced. To do this the Station Event List of the current Binary Tree Object, which will change as the TreePolling
region is called recursively, is obtained. The data indication and data indication response times are determined and the
Server process schedules itself for re-activation, is entered into the event list by the scheduler and is passivated. Upon re-
activation, the Station Event List of this Binary Tree Object is re-visited. If it contains more than one active station, then a
garbled data indication response frame has been received by the server. If the tree still has a left node, this node is loaded
as the new active tree, effectively creating a new Binary Tree Object, and the TreePolling region is called recursively until
only one active station remains, or a left recursive call is made and no active stations exists. If the latter is the case, then the
right child node will be loaded as the active tree and the TreePolling region is called recursively as before. If one active
station remains after recursive calls, the data request and data response times are determined and the Server schedules
itself for re-activation, is entered into the event list by the scheduler and passivated. Upon re-activation by the scheduler
the first station in the Station Waiting Queue for the Server is obtained and removed from the Station Waiting Queue. The
Station process object obtained from the Station Waiting Queue is scheduled for re-activation and the Server is scheduled
to be re-activated afterwards. Both processes are entered into the event list and the Server process is passivated. This
specific TreePolling region is completed and no further recursion will be done from it and it returns to the previous level
of recursion, if it exists. If the previous level returns from a left child recursion, the Station Event List is checked to
determine if more than one station still has events. If this is the case then the right node is loaded as the active tree and
the TreePolling region is called recursively. Upon return from a right child node’s recursive call, there is nothing left to
be done and it will return to the previous level of recursion if it exists.
If no more recursion levels exist, all stations have been serviced and the TreePolling region is exited. The current time
is obtained and the polling cycle counter updated. The Generator process is then again interrupted, obtaining all the
station events that occurred during the polling cycle time that has just passed. The above process is then repeated until
the simulation time is completed. The concept of recursion and the binary tree will be discussed in more detail in Section
8.4.3.1.
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Figure 8.5: ATW Server Process Activity Diagram
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8.4.2 Simulation Model Configuration
The simulation has been configured for the ATW strategy. Detailed internal mechanisms are similar to those described for
CSMA and RRP. The only difference is the use of different database tables to store the statistical values.
8.4.3 Simulation Program
Some of the more important aspects of the simulation program will be described in this section. This includes the
Binary Tree Iteration, which forms the heart of the protocol, as well as the ArrivalBitSetObject class, which contains
important methods used within the Generator process. Furthermore, an important new class from DESMO-J, known as
the ProcessQueue class, is used to represent the Station Waiting Queue for the Server and Generator processes . This class
allows simulation processes to be queued in a list that can be prioritized. This queue class handles only objects derived
from the SimProcess class, which is the super class for all processes. The default sort order for this queue is FIFO, and
the SimProcess can be inserted into the queue by priority. In this case the station ID is used to assign the priority to the
Station SimProcess entered into the queue.
8.4.3.1 The Binary Tree Iteration
The Binary Tree is iteratively traversed using a method derived from the preorder traversal of a binary tree, using the
following algorithm from [13]:
Algorithm preOrderBinaryTree(Tree,NodeV)
perform the action for node NodeV
if v is an internal node then
preOrderBinaryTree(Tree, NodeV.leftChild(NodeV))
{recursive traverse left subtree}
preOrderBinaryTree(Tree, NodeV.righChild(NodeV))
{recursive traverse right subtree}
8.4.3.1.1 Binary Tree Example
The following binary tree example will assist with explanation of the recursion used within the TreePolling region of the
Server process. Please refer to Figure 8.6, which shows a tree representing a network with 8 stations. Stations 1,2,4,5,7
and 8 have events that need to be serviced by the server. The sequence of zeros and ones next to each node depicts the
Station Event List (of type BitSet) used in the Server process. The TreePolling routine is entered, starting with the full
tree. From the Station Event List, ’11011011’, it can be seen that more than one station has an event to be serviced. A
recursive call is made, setting the left child of the root equal to the new root in the recursive call. Again there is more than
one station requiring servicing, i.e. ’1101’, and the left child of the current tree is set as the new root and the recursive
call made. The same happens in the next recursive call, ’11’. In the new recursively called TreePolling routine the root
node now has no more children and represents station 1. This one event is serviced, no right child exists and the current
TreePolling routine ends and, therefore, moves up one level in the TreePolling routine. This is now subsequent to the state
where it made the recursive call containing the left child, as the new root. Therefore, the number of events to be serviced
at this level is still 2, but as the left child recursive call has already been made, the process moves to the right child. More
than one event exists and, the right child is set as the new root and the recursive call is made. In the new Tree polling
routine the root of only one event waiting to be serviced now exists, which is that of station 2. The one event is serviced,
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no right child exists and the current TreePolling routine ends and therefore moves up one level. The left hand and right
hand halves of the tree are differentiated by the addressing scheme. The entire tree is searched by following the same
iterative process as set out above.
21 43 65 87
1 1 0 1 1 0 1 1
1 1 0 1 1 0 1 1
1 11 00 11 1
1
1 1 0 1 1 0 1 1
Figure 8.6: ATW Binary Tree Representing 8 Stations
The main use of the ArrivalBitSetObject class is to create the BitSet event lists used by the Server and the Generator
process. In this scope the number of events that can occur at each station before it is serviced is limited to one, but the
simulation also allows for multiple events. All station events are logged in an ArrayList.
8.5 Results
In this section the results of the theoretical and simulation models are compared and analysed.
8.5.1 Theoretical Results
The theoretical model has been based on the parameters as per Figure 8.7. Note that data indication request and response
frame sizes have been referred to as poll bytes in all figure legends.
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Figure 8.7: ATW Theoretical Parameters
The results for the waiting time and queue length, are presented in Figure 8.8. The figure also depicts the change in
waiting time with the change in data indication request and response frame sizes. From this, it is clear that overall system
performance deteriorates with the increase in these frame sizes, as can be expected.
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Figure 8.8: ATW Theoretical Results: Large Frame Sizes
Figure 8.9 makes use of the same parameters as Figure 8.8, except that the data response and data request frame sizes
have been decreased by decreasing the data (averaged as 47 bytes) and information (average as 13 bytes) bytes. Different
data indication request and response frame sizes have been implemented, giving the same effect as seen in the previous
figure. The overall efficiency of the system increases drastically with a decrease in the data indication frames’ sizes.
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Figure 8.9: ATW Theoretical Results: Small Frame Sizes
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8.5.2 Simulation Results
The parameters used for the simulation are similar to those of the Theoretical results discussed in the previous section,
except that data frame size varies between minimum and maximum, as does the propagation distance. The simulation
parameters are listed in Figure 8.10. The simulation time has been taken as 25000 seconds with a transient time of 3600
seconds. The step size is 0.1 arrivals per second. Figure 8.11 presents the average waiting and cycle times, as well as
the queue length for large frame sizes (data bytes between 170 and 190 bytes, information bytes equal to 20 bytes). Data
indication request and response frames with sizes of 5,10 and 20 bytes have been used. Figure 8.12 shows the average
waiting and cycle times, as well as the queue length for small frame sizes (data bytes between 27 and 67 bytes, information
bytes equal to 13 bytes), with data indication request and response frame sizes varied as before. Although the performance
of the protocol decreases with larger data indication request and response frames, it can also be seen that the degradation
in performance is less with smaller data frame sizes. This is expected, as the channel is occupied for shorter periods of
time.
Figure 8.10: ATW Simulation Parameters
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Figure 8.11: ATW Simulation Results: Large Frame Sizes
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Figure 8.12: ATW Simulation Results: Small Frame Sizes
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Due to the fact that the system always starts with the station with the lowest station ID, it makes sense that the station with
the largest station ID will always have a longer waiting time. This is proven in Figure 8.13 with an average arrival rate of
0.7 arrivals per second. An optimization has been implemented allowing the recursive process to be swapped around by
running the right child nodes recursively first as indicated in the algorithm below. The two different types of algorithms
are swapped around every 10 cycles, giving the results as per Figure 8.13. The optimization has no effect on the waiting
time, cycle time and queue length of the complete system.
Algorithm preOrderBinaryTree(Tree,NodeV)
perform the action for node NodeV
if v is an internal node then
preOrderBinaryTree(Tree, NodeV.righChild(NodeV))
{recursive traverse left subtree}
preOrderBinaryTree(Tree, NodeV.leftChild(NodeV))
{recursive traverse right subtree}
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Figure 8.13: ATW Simulation Results: Effect Of Optimization on Station Waiting Time
The simulation has been given the added functionality of starting at the optimized level of the tree as discussed in Section
5.5.2. Therefore, the TreePolling routine which handles the recursion of the Server process will only start data indication
requests and responses once the optimal tree level has been reached. This is determined by making use of the average
queue length to determine the number of stations requiring service on average. Equation 5.1 is used to determine the
optimized level of the tree, thus where to start sending and receiving data indication frames. This has been implemented
with a new arrival rate range of 0.1 to 2.0 arrivals per second, to better demonstrate the effect. The data indication request
and response frame sizes have been set to 5 bytes. This is demonstrated in Figure 8.14. It has also been implemented for
an arrival rate range of 0.1 to 0.7 arrivals per second with different sized data indication request and response frames, by
setting these frames’ bytes equal to 5, 10 and 20 bytes respectively, for large data frame sizes. This is shown in Figure
8.15.
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Figure 8.14: ATW Simulation Results: Optimized Tree Level, High Arrival Rates and Large Frame Sizes
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Figure 8.15: ATW Simulation Results: Optimized Tree Level, Low Arrival Rates and Large Frame Sizes
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8.5.3 Comparison of Results
Figures 8.16 and 8.17 compare theoretical and simulation results of the large and small data frame sizes respectively, with
the parameters presented in previous sections. For both large and small data frame sizes, the theoretical comparison of the
waiting time is within 5% of the simulation, except at the higher rates where it diverges to 9 and 12% for large and small
data frames respectively. This stabilizes at higher arrival rates with an average difference of 6.5%. It is clear that within
realistic limits, there is a very good comparison between the two sets of results.
Figure 8.18 contains results for different data indication request and response frame sizes for large data frames. It can be
seen from the graphs that as the utilization picks up, results from the simulation and theoretical model diverge, but start to
converge again later. The reason for this is that as the average queue length increases, the effective arrival rate decreases,
thus decreasing the effective utilization. The model and simulation comparison is still within 3% for arrival rates below
0.5 arrivals per second. Finally, Figure 8.19 presents the stabilizing effect for a small data frame and a data indication and
request frame size of 20 bytes.
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Figure 8.16: ATW Theoretical and Simulation Comparison: Large Frame Sizes
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Figure 8.17: ATW Theoretical and Simulation Comparison: Small Frame Sizes
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Figure 8.18: ATW Theoretical and Simulation Comparison: Different Poll Frame Sizes
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Figure 8.19: ATW Theoretical and Simulation Comparison: Stabilizing Effect for High Arrival Rate, Small Data Frame
Sizes and Data Indication Request and Response Frames’ Bytes = 20
8.6 Summary
The ATW protocol has been investigated as a possible strategy to combine the best performance characteristics of the
CSMA and RRP protocols. The protocol is not known to be used within narrow band telemetry networks and is usually
applied within a slotted timebase. The definition of the protocol as commonly found has been altered to follow an
unslotted methodology. Simulation and theoretical models have been constructed to provide an analysis of the protocol
performance. The various types of frame used within the protocol have been described, together with the transmission
time for each. The theoretical model is based on a Markovian process State Space Model approach. The simulation model
makes use of three discrete event processes as explained with UML activity diagrams. The results from the simulation and
theoretical models compare very closely within similar parameter sets. While these results supported initial assumptions,
the protocol was further optimized by defining an optimal tree level, thereby reducing the number of stations responding
to the initial data indication poll. This optimisation was a success, with general performance improvement, but more so
at higher event arrival rates.
A summarised comparison between the different strategies examined, will be presented in Chapter 9.
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Chapter 9
Comparison of CSMA, RRP and ATW
protocols
9.1 Overview
In this chapter the performance of each of the different protocols investigated, will be compared and discussed. The
comparison has to be seen against the particular area of application for the strategies. The discussion is centred on the
results from the different simulations as presented. These are acceptably close to the theoretical results, so the ensuing
comparison does not explicitly distinguish between the two. Various optimisations, as implemented, are also taken into
account. From the analysis thus far and the theory presented, the protocols’ performance can be summarised as follows:
• CSMA gives the best performance at low arrival rates but degrades substantially as the rate increases
• RRP has weaker performance at low arrival rates but improves with an increase in arrival rate
• ATW presents a compromise and can be seen as combining the best of CSMA and RRP
This will be motivated in subsequent sections.
9.2 Comparison of Simulation Models
9.2.1 Comparison of Waiting Times and Queue Lengths
The main performance indicators of the different protocols are based on high and low system utilization. The main
contributors to the utilization are of course, the arrival rates and data frame sizes used within the network. For the sake
of sensible comparison, the same basic set of parameters, e.g. frame sizes, arrival distributions, etc., has been used for
all protocols. The exponential backoff optimization for the non-persistent CSMA protocol and the tree level optimization
used in the ATW protocol will be included in the comparison. The data indication request and response frame sizes of the
ATW protocol has been set to 5 bytes in the comparison figures. Figures 9.1 and 9.2 compare waiting times and queue
lengths of the three different protocols for low arrival rates of 0.1 to 0.4 arrivals per second, for large and small frame
sizes respectively. As expected, both ATW and CSMA perform better than RRP. ATW performs the best in this case.
This can be explained by the high vulnerable period of the CSMA protocol, as three repeaters are used within the setup.
160
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Even with one repeater in the network, the ATW protocol would still do better, due to the fact that backoff and collisions
are inevitable in the CSMA protocol. The same applies to smaller frames, but if the number of repeaters in the system
is reduced to one in this case and the CSMA protocol backoff range reduced to 1250-2500ms with a timeout period of
1000ms, the performance of the CSMA protocol increases dramatically and outperforms ATW. This is shown in Figure
9.3.
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Figure 9.1: Comparison: Low Arrival Rates and Large Frame Sizes
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Figure 9.2: Comparison: Low Arrival Rates and Small Frame Sizes
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Figure 9.3: Comparison: ATW vs CSMA for Low Data Latencies and Small Frame Sizes
Figures 9.4 and 9.5 present the comparison of the three different protocols for an arrival rate of 0.4 to 1 arrivals per second.
For larger frame sizes it can be seen that the performance of CSMA deteriorates quickly. The ATW performance is also
decreased but less so than for CSMA. As expected, RRP is the better option with the increase in arrival rate. Even with
smaller frame sizes, RRP begins to outperform CSMA, but both are still significantly outperformed by ATW.
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Figure 9.4: Comparison: High Arrival Rates and Large Frame Sizes
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 9. COMPARISON OF CSMA, RRP AND ATW PROTOCOLS 165
0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
12
Lambda (arr/sec)
W
ait
ing
 Ti
me
 (se
c)
 
 
ATW Normal
ATW Optimized Tree Level
RRP
CSMA Normal
CSMA Exponential Backof
(a) Waiting Time
0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
12
Lambda (arr/sec)
Qu
eu
e L
en
gth
 
 
ATW Normal
ATW Optimized Tree Level
RRP
CSMA Normal
CSMA Exponential Backof
(b) Queue Length
Figure 9.5: Comparison: High Arrival Rates and Small Frame Sizes
Figures 9.6 and 9.7 present the performance differences at very high arrival rates of 1 to 2 arrivals per second. With
large frame sizes, CSMA is rendered completely ineffective and ATW struggles, whereas RRP’s performance improves
as expected and is now by far the best. With smaller frame sizes CSMA still performs worse than the other two, and at
rates of 1 to 1.25 arrivals per second, ATW still outperforms the other two. Above that, RRP is again the best choice. It
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might be expected that with ATW’s optimized tree level it should perform just slightly weaker than RRP. The problem is
that the scheme is implemented so that only stations which have arrived with events during the previous polling cycle of
the binary tree, can be polled during the next polling cycle. Any events arriving during the active polling cycle will have
to wait until the next cycle. If the protocol is modified to allow stations to be taken into consideration within the polling
cycle during which they arrive, the performance should improve to almost that of RRP.
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Figure 9.6: Comparison Results: Very High Arrival Rates and Large Frame Sizes
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Figure 9.7: Comparison Results: Very High Arrival Rates and Small Frame Sizes
As discussed in Chapter 2, the extent of the Namib water supply scheme will be increased to include approximately 150
stations. Four repeaters will be included and an average arrival rate of close to 0.5 arrivals per second is expected. The
data bytes to be transmitted during each transmission should range from 37 to 77 bytes. In order to test the validity of
the work done so far and to obtain realistic planning information for the enlarged system, a simulation was run using the
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parameter set as per Table 9.1. From these results it is clear that the performance of the ATW protocol is clearly better
than the other two, resulting in shorter waiting times and queue lengths at both low and high arrival rates. RRP is very
ineffective at these rates, due to high station and repeater overhead, which has the effect of increasing the length of each
polling cycle and therefore also the waiting time and queue length.
Parameters CSMA RRP ATW
Number of Stains 150 150 150
Channel Capacity (bps) 4800 4800 4800
Information Bytes 13 13 13
Data Bytes Minimum 37 37 37
Data Bytes Maximum 77 77 77
Preamble (ms) 1 1 1
Postamble (ms) 1 1 1
Min Propagation Distance (km) 30 30 30
Max Propagation Distance (km) 80 80 80
Number of Repeaters 4 4 4
RXEnd (ms) 30 30 30
Turn Around (ms) 1 1 1
Step Size 0.1 0.1 0.1
Time Out (ms) 1500 1500 1500
Data indication frames’ bytes - - 5
Data Latency (ms) 11 11 11
Begin Arrival Rate (arr/sec) 0.1 0.1 0.1
End Arrival Rate (arr/sec) 0.5 0.5 0.1
Simulation Time (sec) 99000 99000 99000
Backoff Minimum (ms) 2500 - -
Backoff Maximum (ms) 5000 - -
Table 9.1: Parameter Set for Practical System
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Figure 9.8: Comparison: Expanded Namib Supply Scheme
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9.2.2 Cycle Times Comparison for the RRP and ATW Protocols
For the sake of interest, the cycle times for RRP and ATW were also compared for both large and small frame sizes,
but with an increased arrival rate of 1.2. The results are presented in Figure 9.9. It can clearly be seen that the initial
assumption is correct, as also confirmed in the previous section, that the ATW protocol outperforms RRP for lower arrival
rates. As the arrival rate increases, the performance of ATW deteriorates and that of RRP improves. With small frame
sizes, however, the rate of deterioration of ATW is significantly diminished and ATW is only outperformed by RRP at
very high arrival rates.
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Figure 9.9: Comparison: ATW vs RRP Cycle Time
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9.3 Summary
This chapter has presented a comparison between the performance of different protocols under similar system conditions.
Performance is adjudicated on queue lengths and resultant wait times, these being the most important metric for this type
of application. The results prove that RRP mostly outperforms the ATW and CSMA schemes by far, at very high arrival
rates. It is also shown that at low and high arrival rates, with smaller frames, ATW performs best. With larger frames and
a high arrival rate, the performance of ATW and RRP converges at the higher rates with RRP performing slightly better.
It has also been determined that the high data latency of the system caused by the number of repeaters in the network
reduces the performance of CSMA. Reducing the chances of backoffs and collisions, by reducing the data latency (one
repeater in the system) and employing small frame sizes, CSMA will outperform both ATW and RRP. At very high arrival
rates, the performance of CSMA degrades completely, but ATW still performs better than RRP up to a point where it
degrades to a waiting time twice as high as that of RRP. It has also been explained that if the ATW protocol is optimized
by allowing stations to complete within the current polling cycle of the adaptive tree, its performance will further improve.
If the optimized tree level is also implemented, the performance will be slightly below that of RRP at higher arrival rates.
Finally, with an increase of stations and average arrival rate the RRP performance decreases significantly and CSMA and
ATW have the better performance while ATW further outperforms CSMA.
The practicality of the set of tools developed has also been proven, by running simulations to predict the performance of
a planned, expanded practical system. The work done under this project will be summarised and concluded in the final
chapter, Chapter 10.
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Chapter 10
Summary and Conclusion
10.1 Summary
The main objective of this research project was to develop a set of theoretical and simulation tools to analyse and predict
the performance of the type of protocol used for telemetry networks. This was done in an attempt to identify the type of
approach that might provide better performance at both low and high channel utilisation.
The investigation was centred on 3 protocols, i.e. Non-persistent CSMA, Round Robin Polling and Adaptive Tree Walk.
In the case of CSMA, a more standard version was used instead of the commercially available version currently imple-
mented in some of NamWater’s schemes. This particular example was found to be overly complex. The ATW strategy as
modelled, was developed for unslotted use, from the standard slotted approach.
In all 3 cases theoretical modelling was based on Markov chain derived queueing theory, using an expanded state space ap-
proach. The theoretical modelling was followed by creating protocol simulation models under DESMO-J. The simulation
models for both CSMA and ATW were further optimised by backoff modification and tree level optimising, respectively.
It was found that the theoretical and simulation results track very well for realistic system parameters, providing a satis-
factory level of confidence in using both as complementary planning tools.
Actual results obtained during the research indicated that the ATW protocol offers an excellent solution, incorporating
good characteristics of both CSMA and RRP, for the type of application concerned. This applies to a wide range of
network utilisation and seems to be a strong consideration for use in future narrow band telemetry networks.
10.2 Contributions and Conclusion
Narrow band telemetry networks play a very important role and are commonly applied in the real-time monitoring of
infrastructure such as water, sewage and electrical networks. In spite of this, an “install and see if it works ok” approach
is the norm, without too much attention being paid to proper advance modelling, or protocol optimisation thereof. The
latter is really fundamental to adequate system performance and optimal use of available communications bandwidth. The
work completed under this project sought to establish a more deterministic approach in order to facilitate planning and
performance prediction, for networks utilising different, commonly applied protocols. To this end, successful outcomes
were obtained and is briefly summarised under the subheadings hereunder.
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10.2.1 Theoretical Models Based on Queueing Theory
Theoretical models based on Queueing Theory were derived for 3 protocols, i.e.:
• Non-Persistent CSMA
• Round Robin Cyclical Polling
• Unslotted Adaptive Tree Walk
The models were developed using a comprehensive State Space approach and took specific operational conditions for the
type of network concerned into account, such as timeouts, backoffs and error occurrence. This is a considerable expansion
on the type of general analysis to be found in references. As such, they offer an accurate set of deterministic planning
tools.
10.2.2 Verifying the Accuracy of the Theoretical Models
In order to verify the accuracy of the theoretical models, extensive simulations were created for the protocols under
DESMO-J, a Java based package. The routines were developed in such a way that errors, delays and other protocol system
parameters could easily be selected and altered. Very good correlation was obtained between theory and simulations. The
simulation routines present another set of performance prediction tools. As a trial, it was found to be practical and useful
in application to a real life network under consideration for expansion.
10.2.3 ATW Protocols
ATW protocols are, of course, well known, but the unslotted ATW protocol developed during this work has characteristics
specifically aimed at the type of network in question. It is, as far as can be determined, a first time approach for this type
of telemetry network and seems to hold much promise in improving system performance under appropriate conditions.
In summary, it can be said that considerable attention has been given to an important, but much neglected, area of practical
protocol implementation. This resulted in the establishment of a useful theoretical base as well as a set of accompanying
simulation routines.
10.3 Future Work and Recommendations
In order to further capitalise on the work as documented, the following is recommended in terms of future trials and
developments:
• As a consequence of the very promising results obtained by the modified ATW protocol, it seems logical to evaluate
a practical implementation thereof on one of NamWater’s networks. A retrofit is always time consuming, but in this
case it might be thoroughly worthwhile and financially viable over time. It is therefore recommended that additional
research be conducted to substantiate the results obtained from this research.
• It is tempting to build some machine learning capability into the RRP and ATW strategies. It should be considered
to implement some form of traffic aware polling variants in both of them respectively. This should be based on
continuous statistical analysis of traffic patterns and individual station arrival rates, in order to bias service to some
nodes and to improve general channel efficiency. This is not a field that has received much attention and will fit
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in well with the set of tools developed under this project. It is therefore recommended that further research be
conducted with the aim to improve current practises and to contribute towards the advancement of intelligence
within this domain.
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Appendix A
First Appendix
A.1 ProDesign Protocol Flow Chart
Figure A.1: ProDesign Protocol Flow Chart Part 1
Stellenbosch University  http://scholar.sun.ac.za
APPENDIX A. FIRST APPENDIX A–3
Figure A.2: ProDesign Protocol Flow Chart Part 2
A.2 Arrival Distribution Graphs
The following arrival distribution graphs have been drawn from the CSMA protocol making use of the parameter set used
for large frame sizes. Note that the highest frequency is not centred at the average arrival rate set for the simulation but
is lower, due to the fact that after each event occurs the arrival rate decreases and will finally settle at the steady state
condition of the system. This can clearly be seen in the figures presented. Note that histograms used have been limited to
a certain number of samples and therefore the actual distribution extends beyond the boundaries of the histogram.
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Figure A.3: CSMA Protocol Arrival Rate Histogram with Rate = 0.1
Figure A.4: CSMA Protocol Arrival Rate Histogram with Rate = 0.4
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Figure A.5: CSMA Protocol Arrival Rate Histogram with Rate = 0.8
Figure A.6: CSMA Protocol Arrival Rate Histogram with Rate = 1.2
A.3 Gaussian Distributions
The Central Limit Theorem states that the mean of a large enough sample space of independent random variables, with
a finite mean and variance can be approximated by the Gaussian or Normal distribution. This is shown in Figures A.7 to
A.10 where the average waiting time, collision time, queue length and number of collisions have been taken for a specific
queue length within the simulation period and normalized. Figures A.11 to A.14 show the same graphs as before, but
have not been normalized. Figure A.15 shows the waiting times that have been used in the Gaussian graphs previously
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mentioned. Different average waiting times will be obtained within a simulation for different queue lengths and these
waiting times for the various queue lengths approximate a Gaussian distribution. The same principle applies for the
average collision time, backoff time and number of collisions. This proves that the events that take place within the
protocol are independent random variables. The same will apply for both the ATW and RRP protocols. An simulation
time of 250 000 ms has been used.
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Figure A.7: CSMA Normalized Gaussian Waiting Time
Normalized Gaussian Distribution Backoff Time
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Figure A.8: CSMA Normalized Gaussian Backoff Time
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Normalized Gaussian Distribution Collission Time
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Figure A.9: CSMA Normalized Gaussian Collision Time
Normalized Gaussian Distribution Number of Collisions
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Figure A.10: CSMA Normalized Gaussian Number of Collisions
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Gaussian Distribution Waiting Time
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Figure A.11: CSMA Gaussian Waiting Time
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Figure A.12: CSMA Normalized Gaussian Backoff Time
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Gaussian Distribution Collission Time
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Figure A.13: CSMA Gaussian Collision Time
Gaussian Distribution Number of Collisions
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Figure A.14: CSMA Gaussian Number of Collisions
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Average Station Waiting Time
CSMA Waiting Time
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Figure A.15: Waiting Time of CSMA used for Gaussian Distributions
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Second Appendix
B.1 Graphical User Interfaces
Various graphical user interfaces have been designed for use in setting up the parameters of each model and analysing the
results. These user interfaces are shown in the following subsections.
B.1.1 Matlab
The Matlab graphical user interface is used to select the type of theoretical model to be modelled as well as to allow
theoretical and simulation results to be compared.
B–1
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Figure B.1: Matlab GUI
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B.1.2 Java
B.1.2.1 Main User Interface
The main graphical user interface is used to activate any of the simulation models, as well as to select various graphs from
different models so that they can be compared with each other.
Figure B.2: Main Java Graphical User Interface
Figure B.3: Main Java Graphical User Interface Menus
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B.1.2.2 CSMA User Interface
The CSMA graphical user interface is used to set the parameters used within the simulation and to select various options
to adjust the type of CSMA model required.
Figure B.4: CSMA Graphical User Interface
B.1.2.3 RRP User Interface
The RRP graphical user interface is used to set the parameters used within the simulation.
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Figure B.5: RRP Graphical User Interface
B.1.2.4 ATW User Interface
The ATW graphical user interface is used to set the parameters of the simulation and select various options to adjust the
type of ATW model to be modelled.
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Figure B.6: ATW Graphical User Interface
Stellenbosch University  http://scholar.sun.ac.za
Appendix C
Third Appendix
C.1 Proofs and theories
C.1.1 Exponentially Distributed Arrivals have a Poisson Distribution
If the inter-arrival time is τ , which means a source arrives with a new event every τ seconds, then the probability that
an arrival will take place in time (0, t) will be 1- the probability that no arrivals occur in (0, t) . This can be written as
follows:
P(τ ≤ t) Probability that an arrival occurs in time (0, t)
P(τ > t) Probability that no arrivals occur in time (0, t)
from this it can be shown that
P(τ ≤ t) = 1−P(τ > t) (C.1)
it is also know from Equation 4.2 that the probability that exactly 0 arrivals will occur in a time interval (0, t) is:
P(τ > t) = P [X(t) = 0] =
(λ t)0
0!
e−λ t (C.2)
= e−λ t
therefore, making use of the above information, it can be shown that the probability distribution for the arrivals of sources
with new events in a time interval (0, t)is
P(τ ≤ t) = 1−P(τ > t)
= 1−P [X(t) = 0]
= 1− e−λ t (C.3)
C.1.2 Memoryless Markovian Property
This property is possible due to the fact that the Poisson process is connected to the exponential distribution as the
exponential distribution is the only continuous distribution that possesses the memoryless property. To show that this is
C–1
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true, the conditional distribution law is required as given in Equation C.4.
P(A | B) = P(A∩B)
P(B)
(C.4)
If the last arrival occurred at time t = 0, then it can be shown that the probability for no arrivals in time (0, t0)is
P(τ > t0) = e−λ t0 (C.5)
as shown in Equation C.2. It can also be shown that the probability of an arrival in time interval (0, t0+ t)is
P(τ ≤ t0 + t) = 1−P(τ > t0 + t)
=
(
1− e−λ (t0+t)
)
= 1− e−λ (t0+t) (C.6)
Equation C.7 shows an arrival that occurs in time interval (0, t0+ t), given that no arrivals occur between (0, t0).
P(τ ≤ t0 + t | τ > t0) = P [(τ ≤ t0 + t)∩ (τ > t0)]P(τ > t0)
=
P(τ ≤ t0 + t)−P(τ ≤ t0)
P(τ > t0)
P(τ ≤ t0 + t)− [1−P(τ > t0)]
P(τ > t0)
=
(
1− e−λ (t0+t)
)
−
(
1− e−λ t0
)
e−λ t0
=
e−λ t0 − e−λ (t0+t)
e−λ t0
=
e−λ t0(1− e−λ t)
e−λ t0
= 1− e−λ t (C.7)
It can also be shown that the probability that an arrival can occur in a time interval (0, t) is
P(τ ≤ t) = 1−P(τ > t)
= 1− e−λ t (C.8)
C.1.3 Monroe-Penrose Pseudo Inverse
The Monroe-Penrose Pseudo Inverse (pseudo inverse) may be used as a general way to solve linear equations of the form
AB =C, where A is a (m×n) matrix, B is a (n×1) matrix and C is a (m×1) matrix. In this case m > n, there are more
constraining equations than there are free variables which are the probabilities found in matrix B. The pseudo inverse
gives the solution to B such that A+B≈C, where A+ is the pseudo inverse. A special case of the pseudo-inverse is given
when matrix A is full rank [2]:
• case m < n: A+ = AT (AAT )−1
• case m > n: A+ = (AAT )−1 AT
For matrix A which has dimension (m×n), the maximum possible rank is the smaller of m and n. In the above case this
is n. If the rank of matrix A is therefore equal to n (therefore having n linearly independent columns), then it has full
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rank. By making use of elementary row operations and obtaining the echelon matrix of A, it can be seen that there are n
non-zero rows, meaning that there are n linearly independent columns or rows [20]. A vector set{v1,v2, ........,vk} is said
to be linearly independent if
x1v1 + x2v2 + .........+ xkvk = 0 (C.9)
Determining that we can use the special case of the pseudo-inverse for m>n, the probability matrix B can then be deter-
mined as:
B = A+BC
=
(
AAT
)−1
ATC (C.10)
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