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We monitor the dynamics of hot carriers in InSe by means of two photons photoelectron spec-
troscopy (2PPE). The electrons excited by photons of 3.12 eV experience a manifold relaxation.
First, they thermalize to the electronic states degenerate with the M¯ valley. Subsequently, the elec-
tronic cooling is dictated by Fro¨hlich coupling with phonons of small momentum transfer. Ab-initio
calculations predict cooling rates that are in good agreement with the observed dynamics. We argue
that electrons accumulating in states degenerate with the M¯ valley could travel through a multilayer
flake of InSe with lateral size of 1 micrometer. The hot carriers pave a viable route to the realization
of below-bandgap photodiodes and Gunn oscillators. Our results indicate that these technologies
may find a natural implementation in future devices based on layered chalcogenides.
PACS numbers:
Van der Waals chalcogenides display a variety of differ-
ent specifics that depend on their composition and num-
ber of layers. The weak mechanical binding of the atoms
along the stacking direction facilitates the realization of
heterostructures with different functionalities. Some re-
cent achievements have been: the fine tuning of the band
gap1–3, the control of valley polarization4 and the real-
ization of devices with high mobility5–7. In this context,
InSe is one of the building blocks with the highest poten-
tials.
The bulk crystals of InSe can be thinned down to a
few layers and encapsulated in hBN7. By these means,
Bandurin and collaborators have fabricated transitors
whose quality is high enough to observe Shubnikov -
de Haas oscillations and quantum Hall effect7. These
results point out the two aspects making InSe particu-
larly appealing. On one hand, the mobility of charge
carriers rivals with the one measured in graphene8. On
the other hand, the bulk band gap of 1.26 eV, is ide-
ally suited for optoelectronic devices. Indeed, several
groups have recently reported that InSe10,11 and InSe-
graphene heterostructures12 have excellent photorespon-
sivity in the visible spectral region. Such photodetec-
tors could be patterned on a large scale over flexible
supports13. Eventually, the application of larger bias can
drive the photodetector in the avalanche regime14.
The conception of devices based on InSe would greatly
profit from a precise knowledge of the transient state
following photoexcitation. Some pioneering experiments
have investigated the coherent propagation and dephas-
ing of the exciton-polariton15,16. These optical meth-
ods revealed a beating polarization induced by resonant
pulses, but provided no insights on the energy relaxation
of hot carriers. Here, we address this issue by mapping
the dynamics of excited electrons in reciprocal space17,18.
Our two photon photoemission (2PPE) data show that
photoexcitation above the M¯ valley results in a high den-
sity of electrons with excess energy of ∼= 0.6 eV and
cooling time of 2 ps. First principle calculations of the
electron-phonon coupling discriminate between the dis-
tinct scattering mechanisms during the cooling process.
The relevance of such hot carriers for the design of tun-
able photodetectors and Gunn oscillators is briefly dis-
cussed.
Single crystals of ε-InSe have been grown using the
Bridgmann method from a non-stoichiometric melt19.
The crystallographic structure of ε-InSe is displayed in-
Fig.1(a) (top and side views respectively left and right).
Ultraviolet photoemission and photoluminescence spec-
tra show that our bulk crystal is naturally n-doped and
has direct band gap of 1.26 eV. We plot in Fig. 1(b) the
calculated bulk band-structure projected on the surface
plane, along the Γ¯ − M¯ of the hexagonal Brillouin zone
(BZ) (see inset). The dashed-red and dotted-orange lines
point out the extension of the projected first conduction
band. The correspondence between the bulk and surface
BZ, a band structure along the complete Γ¯− K¯ − M¯ − Γ¯
path for a larger energy-range, as well as the technical
details of the ab initio calculations are given in the sup-
plementary file. We plot in Fig. 1(c) the projected den-
sity of electronic states calculated by Density Functional
Theory (DFT), using ABINIT code20, with lattice pa-
ar
X
iv
:1
80
5.
10
46
4v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 26
 M
ay
 20
18
2FIG. 1: a) Crystal structure of ε-InSe. b) Projected band
structure along the high symmetry direction Γ¯ − M¯ . The
projected states of the first conduction band span the area
between the red dashed line and the orange dotted line. The
inset display the surface Brillouin zone. c) Density of elec-
tronic states as a function of excess energy, in units of elec-
tron/cell/eV.
rameters from ref21, (see Supplemental22). As show by
Fig. 1(c), the density of electronic states in the con-
duction band abruptly increases when the excess energy
overcomes the bottom of the M¯ valley.
Our photon source is a Ti:Sapphire laser system deliv-
ering 6 µJ pulses with repetition rate of 250 kHz. Part
of the fundamental beam (ω = 1.56 eV) is converted to
the second harmonic (2ω = 3.12 eV) in a β-BBO crystal
while the rest is employed to generate the third harmonic
(3ω = 4.68 eV) and fourth harmonic beam (4ω = 6.24
eV)23. We photoexcite the sample either by the ω or 2ω
pulses, generating carriers density of 8× 1017 cm−3 and
7×1018 cm−3, respectively. The electrons emitted by the
3ω or 4ω pulse are discriminated in kinetic energy and
angle with a resolution of 50 meV and 0.5 degrees, respec-
tively. Independently on the configuration of the experi-
ment, the two beams generating the 2PPE signal display
a cross correlation with FWHM < 0.16 ps. All samples
have been cleaved at the base pressure of 8×10−11 mbar
and measured at temperature of 125 K.
Figure 2(a-d) shows the photoelectron intensity maps
acquired along the Γ¯ − M¯ direction at different delay
time t between the ω pulse and 4ω pulse. The image
collected 1 ps before the arrival of the ω beam (Fig.
2(a)) is representative of the system in equilibrium con-
ditions. According to the nominal n-doping, we observe
electrons in the conduction band minimun at excess en-
ergy E = EΓ¯ = 0 eV. Two image-potential-states below
EΓ¯ are excited by the 4ω beam and are detected, at neg-
FIG. 2: The 2PPE data of this figure is generated by ω = 1.56
eV and 4ω = 6.24 eV photons. (a-d) Photoelectron inten-
sity maps acquired along the Γ¯ − M¯ direction and plot as a
function of excess energy for different delay times. The red
dashed line is the conduction band dispersion. (e) Dynamics
of photoelectron intensity integrated in the wavevector inter-
val [-0.1, 0.1] A˚−1. (f) Average excess energy of the electrons
in the conduction band as a function of pump-probe delay.
The solid line is an exponential fit with decay time τΓ¯ = 0.47
ps.
ative t, by the ω pulse (Fig. 2(b,c)). Due to the short
lifetime, the lowest image-potential-state is clearly visi-
ble only in the intensity map of Fig. 2(c). This map has
been acquired at nominal value of zero delay and can be
viewed as a snapshot of the primary excitations. Remark
yet in Fig. 2(c) that the ω pulse populates the conduc-
tion band up to E = ω − ∆ = 0.25 eV. The internal
thermalization of such hot carriers proceeds faster than
the cooling, probably because of an additional contribu-
tion of electron-electron scattering.
Figure 2(e) shows the photoelectron intensity I(E, t)
integrated in the wavevector window [-0.1,0.1] A˚−1 and
plot as a function of pump probe delay. The av-
erage excess energy 〈E〉 of the electrons in the con-
duction band is obtained by evaluating the integral∫
EI(E, t)dE/
∫
I(E, t)dE in the interval E ∈ [0, 0.5]
eV. As shown by Fig. 2(f), the 〈E〉 has intial value
〈E〉0 = 0.12 eV and it follows an exponential decay with
time constant τΓ¯ = 0.47 ± 0.2 ps. This timescale eluci-
dates the main relaxation mechanism of hot carriers in
the Γ¯ valley. We recall that long-range Fro¨hlich interac-
tion diverges in a material with three dimensional period-
icity. Therefore, the polar optical coupling becomes the
dominant electron-phonon scattering channel for small
momentum transfer24,25.
Our calculations of vibrational properties and defoma-
tion potentials26–28 (see Supplemental22) confirm the im-
portant role of polar interaction in the intravalley cool-
3ing. We estimate the energy dissipation rate λ = d〈E〉/dt
between 0.21 and 0.24 eV/ps at 125 K . Due to the long-
range nature of the Fro¨lich coupling, the phonon emission
is weakly sensitive to the variation of electronic DOS.
Therefore, λ is almost independent on 〈E〉 as long as
the excess energy is sufficiently larger than the phonon
frequency. According to our theoretical estimate, hot
carriers with an initial value 〈E〉0 = 0.12 eV require a
characteristic time 〈E〉0/λ = 0.57 ps to approach the
asymptotic level. The reasonably good agreement be-
tween 〈E〉0/λ and the experimental τΓ¯ confirms that our
simple analysis provides an accurate description of the
observed cooling.
Next, we investigate the photoexcited state generated
by pumping and probing the sample with 2ω and 4ω
pulses, respectively. We mark in Fig. 3(a) the three in-
dicative areas RM¯ , RΓ¯ and RI on the 2PPE intensity
map. As shown in Fig. 3(b), the absorption of 2ω pho-
tons results in a rich variety of spectral features. The
projected states of the conduction band span between
the red dashed line and the orange dotted line that are
superimposed to the intensity maps. This guideline is
useful to discriminate between different processes leading
to photoemitted electrons. On one hand, the strong and
dispersing signal that is located in the projected band
gap is due to direct 2PPE emission via virtual states
(very strong in RI). Such photoelectrons may mimic the
initial state dispersion and become intense when propa-
gating in emitted waves that match the boundary con-
ditions. On the other hand, real intermediate states of
the Γ¯ valley are excited by direct optical transitions from
the px, py orbitals of the valence band. As in the case
of GaAs, the efficient intervalley scattering can rapidly
randomize the wavevector of electrons with high excess
energy25,29. This process sets in when E overcomes the
bottom of the M¯ valley at EM¯ = 0.7 eV. By compar-
ing Fig. 3(b) with Fig. 3(c), we deduce that electrons
have already reached EM¯ at t = 0.4 ps (see evolution
of the signal in RM¯ ). Furthermore, the intervalley scat-
tering steadily refills the states of the Γ¯ valley that are
degenerate with EM¯ (signal in RΓ¯).
The dynamics of excited electrons can be tracked by
focusing on selected regions in reciprocal space. We have
integrated the 2PPE signal in the three indicative areas
RM¯ , RΓ¯ and RI of Fig. 3(a). As shown by Fig. 3(e),
the photoemission assisted by virtual states (RI) follows
the cross correlation between the pump and probe pulse.
This signal has been employed to estimate the duration of
optical pulses and to precisely determine zero delay. Note
that states at the bottom of the M¯ valley (RM¯ ) reach
the highest occupation for τM¯ = 0.36 ps. Although these
electrons loose the initial momentum within few tens of
femtoseconds, their energy dissipation is restrained by
the low quantum energy of the emitted phonons. The
most relevant modes that are involved in the scattering
process are acoustic branches close to the zone boundary
and with typical energy of Ω ∼= 14 meV. Our calculations
indicate that electrons with E − EM¯ ∼= 0.5 eV scatter
FIG. 3: The 2PPE data of this figure is generated by 2ω =
3.12 eV and 4ω = 6.24 eV photons. (a-d) Photoelectron in-
tensity maps acquired along the Γ¯− M¯ direction, and plot as
function of excess energy for different delay times. The pro-
jected states of the conduction band span the area between
the red dashed line and the orange dotted line. (e) Dynamics
of photoelectron intensity in the M¯ valley (RM¯ ), in the virtual
intermediate state (RI) and in the Γ¯ valley (RΓ¯). The explicit
integration areas of the photoemission signal are indicated
in the upper panel of (a). (f) Sketch of the projected band
structure with characteristic timescales of M¯ valley, Γ¯ valley
thermalization and intervalley scattering. (g) Dynamics of
photoelectron intensity integrated in the wavevector interval
[-0.25,0.25] A˚−1.
with such phonons on an average timescale of 8 fs at
125 K. The energy dissipation time at high excess en-
ergies is mostly determined by short-wavelength phonon
scattering, which depends strongly on the excess energy.
According to our theoretical estimates the electrons that
are at 0.5 eV above EM¯ require a characteristic time con-
stant of 0.2 ps to reach the bottom of the M¯ valley (see
Supplemental22).
Figure 3(e) shows also that RM¯ electrons in the M¯
valley and RΓ¯ electrons in the Γ¯ valley display an identi-
cal dynamics for t > τM¯ . These nearly-degenerate states
are maintained in detailed balance conditions by phonons
with wavevector near to the M¯ point. The transition
time calculated at 125 K is τM¯→Γ¯ = 180 fs and it turns
out to be short enough to confirm our conjecture. Even-
tually, the large EM¯ = 0.7 eV may suggest that 180 fs (or
80 fs at 300 K) is surprisingly long. This result does not
derive from unconventional matrix elements of electron-
phonon coupling but rather from the small DOS of the
4FIG. 4: The 2PPE data of this figure have been collected
by probing photoelectrons with 3ω = 4.68 eV photons. Dy-
namics of electrons excited in the Γ¯ valley by photons of (a)
2ω = 3.12 eV and (b) ω = 1.56 eV. Long living hot carriers
take place only upon photoexcitation with 2ω pulses.
Γ¯ valley at EM¯ (See Fig. 1(c)). We find instructive the
comparison of InSe with other chalcogenides: electrons
that are resonantly excited at 300 K in the M¯ valley of
bulk MoS2
30 or WSe2
31 require τM¯→Σ¯ < 80 fs to reach
the Σ¯ valley and the energy separation between M¯ and Σ¯
valley is only EM¯ −EΣ¯ = 0.2 eV. In the case of InSe, the
excess energy is particularly large and therefore the carri-
ers can be sustained above the conduction band minimum
for long time. Moreover, the abrupt increase of the DOS
for E > EM¯ = 0.7 eV, can boost the injection of electrons
in the M¯ valley. Once these electrons fall below EM¯ ,
the intervalley scattering is no longer active whereas the
cooling proceeds mainly via Fro¨oling coupling to phonons
with small momentum transfer25,29. Figure 3(g) shows
the photoelectron signal integrated around the Γ¯ valley
in a wavevector window of [-0.25, 0.25] A˚−1. The maxi-
mal carrier density at the bottom of the conduction band
is achieved τΓ¯′ = 2 ps after photoexcitation.
Figure 4(a) and Fig. 4(b) display the 2PPE signal
probed in the Γ¯ valley by 3ω photons and excited with
2ω and ω, respectively. Being independent on the DOS,
the Fro¨lich dissipation rate is the same in both cases.
However, the electrons hailing from the M¯ valley gather
in the Γ¯ valley near to the calculated EM¯ . As a conse-
quence, the energy dissipation takes much longer in Fig.
4(a) than in Fig. 4(b). By assuming that intervalley scat-
tering generate an average kinetic energy 〈E〉 ∼= 0.4−0.6
eV, the resulting cooling time 〈E〉/λ = 1.6 − 2.5 ps is
consistent with the observed τΓ¯′ .
Next, we estimate the minimal distance d at which
two electrodes should be placed in order to extract the
hot carriers. The effective mobility µ = 600 cm2V−1s−1
is given by the model for linear dispersion32 at 0.7 eV
excess energy and 125 K (see Supplemental22). Due to
the high excess energy of hot electrons, the nominal µ
is lower than the mobility measured in InSe transistors7.
Nonetheless a driven drift can still attain high values.
Upon an applied voltage of V = 10 Volts, the hot elec-
trons reach the electrodes if d =
√
V µτ ′¯
Γ
∼= 1µm.
The relatively large distance that can be covered by
hot carriers suggests original concepts for optoelectronic
applications. Recently Lao et al. developed a long-
wavelength photodetection principle working far from
equilibrium conditions33. Hot carriers injected into p-
doped GaAs structure interact with cold carriers and pro-
mote them to states of high excess energy. The tunneling
of such holes through AlxGa1xAs barriers enables a long-
wavelength infrared response that can be tuned via the
applied voltage. By direct analogy, the hot electrons in
the M¯ valley of InSe could extend such promising ap-
proach to chalcogenides heterostructures.
A second possible application of hot carriers genera-
tion are Gunn diodes. In III/V semiconductors, a mi-
crowave signal of high frequency appears if the applied
bias field exceeds a threshold value34. This effect arises
when the high electrical field promotes electrons from the
conduction band minimum to an upper valley34,35. As a
consequence the average mobility of electrons decreases,
while the device enters in a regime of negative differen-
tial resistance. The heavy mass of M¯ valley should favor
this process also in InSe. If confirmed, our conjecture
may lead to the development of microwave oscillators and
bistable switches based on chalcogeniges materials.
In conclusion, we have shown that InSe has excellent
potential for hot carrier optoelectronics. The high energy
density of electronic states above the bottom of M¯ val-
ley favors the photoassisted or electrical injection of elec-
trons with high excess energy. On the other hand, elec-
trons that reached the Γ¯ valley can dissipate energy only
via Fro¨hlich coupling to optical phonons. These hot car-
riers have typical lifetime of 2 picoseconds and could be
extracted from a device of ∼ 1 micron. We could success-
fully model the observed dynamics by first principle cal-
culations of the electron-phonon scattering. Our results
will be of guidance for the physics of electron-phonon
coupling in other layered chalcogenides. Moreover, we
suggest appealing concepts, such as below band-gap pho-
todetection or negative differential resistance, that could
be shortly integrated in to the family of van der Waals
semiconductors.
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