Classification of facial expressions has become an essential part of computer systems and human-computer fast interaction. It is employed in various applications such as digital entertainment, customer service, driver monitoring, and emotional robots. Moreover, it has been studied through several aspects related to the face itself when facial expressions change based on the point of view or perspective. Facial curves such as eyebrows, nose, lips, and mouth will automatically change. Most of the proposed methods have limited frontal Face Expressions Recognition (FER), and their performance decrease when handling non-frontal and multi-view FER cases. This study combined both methods in the classification of facial expressions, namely the Principal Component Analysis (PCA) and Convolutional Neural Network (CNN) methods. The results of this study proved to be more accurate than that of previous studies. The combination of PCA and CNN methods in the Static Facial Expressions in The Wild (SFEW) 2.0 dataset obtained an accuracy amounting to 70.4%; the CNN method alone only obtained an accuracy amounting to 60.9%.
INTRODUCTION
Introduction of facial expressions to the Face Expressions Recognition (FER) has been the topic of recent studies in human-computer interaction. Human facial expressions provide valuable clues about human emotions and behavior. The introduction of facial expressions plays a crucial role in applications such as digital entertainment, customer service, monitoring of drivers, and emotional robots. There have been extensive studies and methods developed (Nariswari, Wirayuda and Dayawati, 2011; Ilyas et al., 2018; Byeon & Kwak, 2014) .
PCA (Principal Component Analysis), often referred to as Eigenfaces, is a multifunctional method since Eigenfaces has many functions. Mainly, the function of this field is face recognition, such as predictions, deletions redundancy, data compression, dimensional reduction, and feature extraction (Putra, Dwidasmara and Astawa, 2014) . Some previous studies included employing a Fisherface method with the Backpropagation Neural Network approach, where the test data employed the JAFFE Dataset (Abidin, 2011) . The face recognition system using the Convolutional Neural Network was implemented against Data Testing The Extended Yale Face Database B (Abhirawan, Jondri and Arifianto, 2017) . In another CNN study, applying the Extended Local Binary Pattern as a texture classification was able to overcome the effect of light intensity on the image. So, the image affected by light intensity could produce feature pattern extraction that was almost the same as the image with low illumination.
Therefore, the configuration weighting initialization parameters using standard spreads that could speed up convergence and stability rather than randomly initialized (Navas z et al., 2018; Chen et al., 2017; Zufar, 2016) .
Most of the performance of the proposed methods decreased when handling non-frontal and multi-view FER cases (Liu et al., 2018) . The paper proposes a Principal Component Analysis (PCA) method and a Convolutional Neural Network (CNN) method to classify facial expressions in multi-view and unrestricted environments. Based on the matters as mentioned earlier, real-time facial expression classifiers were examined through utilizing the PCA method as feature extraction and facial expression classifier using (CNN). CNN was a deep learning method that proved very efficient in the image classification used to carry out the learning process on a computer to find the best representation. Therefore, it is expected that it could obtain accurate facial expression classifiers. If the lighting was less or more adequate using specific recognition of facial expressions or facial positions, this study combined PCA with CNN for classification of facial expressions in real-time using the SFEW 2.0 dataset with an accuracy amounting to 70,4%. The results are compared with previous work based on (Liu et al., 2018) study.
METHOD
The process in the classification of human facial expressions consists of three stages, namely face image detection, feature extraction, and classification of facial expressions. In this study, the face detection process used a Viola-Jones method. Viola-Jones method is a face detection method that provides face detection results with high accuracy (Syafira & Ariyanto, 2017) . Fig. 1 shows the flow of the Viola-Jones method in detecting faces.
Figure 1. Process Flow of the Viola-Jones
Method (Fitriyah, 2015) Input data was in the form of images that had facial objects and frontal face positions, using haar features as object detectors and feature capture. Then, by using an integral image, we determined the presence or absence of hundreds of haars in an image through the Adaboost algorithm, used to select essential features and to practice classification. Features that had the most significant restrictions between the objects and non-objects were deemed to be the best features. The next step was the cascade classifier. A method employed to combine complex classifiers in a multilevel structure that could increase the speed of object detection by focusing on the area of the image had a chance. Fig. 2 showed the structure of the cascade classifier.
After the image was pre-processed, the face image was extracted to get the essential features of the image. Feature extraction was a process of taking characteristics found in the object in the image. In this study, feature extraction employed the Principal Component Analysis method and a new approach in the feature extraction process, namely Feature Learning and Convolutional Neural Network. Figure 2 . Structure of the Cascade Classifier (Fitriyah, 2015) PCA is a way of identifying patterns in the data, and then the data is extracted based on their similarities and differences. Since it is difficult to find patterns in the data that have large dimensions where large graphic images are not sufficient, PCA is a powerful method to analyze that data (Zhou et al., 2013) .
We looked for an Eigenface value (using the PCA method) that was a significant feature and a principal component in the face collection in the database. Eigenface was obtained from the Eigenvector covariance matrix from the set of images in the database. This Eigenvector was a feature describing variations among the facial images. The stages of taking the features with this method were calculating the average value of the image, calculating the image covariance matrix, calculating the eigenvalue and eigenvector PCA, sorting the eigenvalue from the largest to small and eliminating the small eigenvalue, and determining the eigenface value to be taken. Calculate the average value of the image:
(1)
Calculating the covariance matrix image:
(2) Calculate the Eigenvalue and the Eigenvector: The classification process was the process of grouping objects into the Convolutional Neural Network method, precisely at the last layer of the Convolutional Neural Network, namely the fully connected layer in the appropriate class.
In the CNN method, the data was transmitted to a network, so it became twodimensional data that could produce linear operations and the weighting parameters on CNN that were different. In the CNN linear operation method using convolution operations, although the weight was not one dimensional in size, it would transform into four dimensions that were a set of convolution kernels as Fig. 3 showed us. The dimensions of the weight on CNN were:
Neuron input x Neuron output x Height x Width (5) Due to the nature of convolution, CNN could only be used in data sets that had twodimensional structures such as image and sound. If we used a two-dimensional image as our input, we might also want to use a twodimensional K kernel:
Convolution was commutative, meaning that we could write equally:
(7) Fig. 4 showed a 2-D convolution without flipping the kernel. We limited the output only to the position where the kernel was located entirely in the image, called "valid" convolution in some contexts. We drew a box with an arrow to show how the upper left element of the output tensor was formed through applying the kernel to the top left area corresponding to the input tensor. (Ian, Yoshua, & Courville, 2014) In the training process, the model would be trained using one piece of data that had been shared with the k-fold cross-validation technique. Then, the model was tested using one-part test data, and each test measured its accuracy value. If the dataset that was used were unbalanced, each test would also measure the value of precision, recall, and f-measure. Fig. 5 shows the test flow process.
Figure 5. Research Testing Stages

RESULTS AND DISCUSSION
The method that was used had been implemented in the dataset of images taken through Static Facial Expressions in The Wild (SFEW) 2.0 containing 1073 images with six different expressions; anger, disgust, fear, happiness, sadness, and surprise (Dhall et al., 2012) .
In this study, testing and calculation of accuracy used a confusion matrix, as Table 1 showed us. Table 1 . Confusion matrix facial expression from the SFEW 2.0 dataset Table 1 showed the calculation of the accuracy of the confusion matrix in the six facial expressions of the SFEW 2.0 dataset, where the expression of disgust was obtained by 0% accuracy, due to the expression generated and variations in expression. The highest accuracy was obtained at happy expressions amounting to 43% in Fig. 6 with the blackest colored box. The following was a confusion matrix graph from Table 1 where the predicted scale was limited to only 45%. Table 2 showed the results of previous studies, with an average of 60.9-percent. Accuracy. This study used the SFEW 2.0 dataset, a feature classifier method with extracts robust in-depth salient features of saliencyguided facial patches on CNN, as listed in Table  2 . Fig. 7 showed a graph of increasing accuracy in the training process and SFEW 2.0 validation/test dataset with an accuracy amounting to up to 75% at epoch 160. Fig. 8 showed the process of a decreasing loss in the SFEW 2.0 training process and validation/test dataset, where at each epoch, the loss had decreased until epoch 160, which had the lowest loss (error) value amounting to 0,8 shown in the decreasing graph movement. This fact proved that the method used in this study could reduce the level of loss in the training data. 
CONCLUSION
The combined performance of Principal Component Analysis (PCA) and Convolutional Neural Network (CNN) resulted in a 9,5-% higher accuracy than that of the previous studies. PCA served as feature extraction and feature selection that could improve the performance of CNN in classifying facial expressions that resulted in better performance than that of merely using CNN alone.
We suggest that we add some image preprocessing methods and focus more on the face detection algorithms that will take an important part in the image. In this study, the face detection methods employed haar; the cascade was good for the real-time applications, yet it could not focus on the face image detection. It was difficult for us to distinguish between the classification of anger expressions from that of disgust expressions since the datasets that were used were almost the same. This study still lacked the performance of the haar cascade method as a face detection since this method could only detect anything other than facial images.
ACKNOWLEDGMENT
This study was supported/partially supported by Static Facial Expressions in the Wild (SFEW) 2.0. We would like to express our appreciation to our colleagues from the Faculty of Computer Science, Universitas Sriwijaya, who provided us with their insight and expertise that greatly assisted this study despite the fact that they might not agree with all of the interpretations /conclusions of this study.
