A differential-geometric look at the Jacobi-Davidson framework by Absil, Pierre-Antoine & Hochstenbach, Michiel E.
Mathematical System Theory
Festschrift in Honor of Uwe Helmke on the Occasion of
his Sixtieth Birthday











© Copyright is with the authors. All rights reserved.
Contents
A short biography of Uwe Helmke 7
P.-A. Absil, M. E. Hochstenbach
A differential-geometric look at the Jacobi–Davidson framework 11
M. Ait Rami, J. B. Moore
On partial stabilizability of linear systems 23
B. D. O. Anderson, M. Zamani, G. Bottegal
On the zero properties of tall linear systems with single-rate and
multirate outputs 31
D. Angeli, E. D. Sontag
Behavior of responses of monotone and sign-definite systems 51
R. Brockett
Synchronization without periodicity 65
F. Colonius
Subspace entropy and controlled invariant subspaces 75
T. Damm
Euclidean norm optimal realization revisited 91
G. Dirr, J. Jordan, I. Kurniawan
A note on generic accessibility and controllability of bilinear systems 103
M. P. B. Ekanayake, B. K. Ghosh
Detection of motion direction of targets using a turtle retinal patch model 115
P. A. Fuhrmann
On invariant subspaces and intertwining maps 127
H. Gluesing-Luerssen
On MacWilliams identities for codes over rings 167
L. Grüne, I. Karafyllis
Lyapunov function based step size control for numerical ODE
solvers with application to optimization algorithms 183
T. H. Hughes, M. C. Smith
Algebraic criteria for circuit realisations 211
A. Ilchmann
Decentralized tracking of interconnected systems 229
3
A. J. Krener, C. O. Aguilar, T. W. Hunt
Series solutions of HJB equations 247
J. H. Manton
Optimisation geometry 261
M. Nagahara, K. Hamaguchi, Y. Yamamoto
Active noise control with sampled-data filtered-x adaptive algorithm 275
M. Ogura, C. F. Martin
Linear switching systems and random products of matrices 291
G. Picci
Some remarks on discrete-time unstable spectral factorization 301
X. Puerta
On the algebraic classification of bimodal piecewise linear systems 311
S. Ricardo
On the state equivalence to classes of extended nonholonomic
normal forms 319
P. Rooney, A. Bloch
Purification of low-dimensional quantum systems subject to Lind-
blad dissipation 345
J. Rosenthal, A.-L. Trautmann
Decoding of subspace codes, a problem of Schubert calculus over
finite fields 353
T. Schulte-Herbrüggen
Bilinear quantum control systems on Lie groups and Lie semigroups 367
M. Seibert, M. Kleinsteuber, K. Hüper
Properties of the BFGS method on Riemannian manifolds 395
K. E. Starkov
On compact invariant sets of some systems arising in cosmology 413
J. Trumpf
On state observers 421
A. van der Schaft, P. Rapisarda
From integration by parts to state and boundary variables of linear
differential and partial differential systems 437
4
E. I. Verriest
Canonical forms for pseudo-continuous multi-mode multi-dimensional
systems (M3D) with conservation laws 449
S. Yoshizawa
Legendre dualities between matrix subspace flows 471
D. Zelazo, M. Bürger, F. Allgöwer
Dynamic negotiation under switching communication 479
Uwe Helmke TechFest 503
Didi Hinrichsen’s Grußwort at the Uwe Helmke TechFest 505




Uwe Helmke was born in 1952 in Bremen, Germany. He studied Mathematics at the
University of Bremen where he obtained his Ph.D. (Dr. rer. nat.) in 1983 under the
supervision of D. Hinrichsen. The title of his Ph.D. thesis was Zur Topologie des
Raumes linearer Kontrollsysteme (On the topology of the space of linear control sys-
tems). At that time his main interest was focussed on developing algebro-topological
methods for linear system theory. A short intermediate period followed, including a
research visit to the Division of Applied Sciences, Harvard University to work with
C. I. Byrnes.
Uwe’s increasing interest in real algebraic geometry lead him to accept a post doc-
toral position (Akademischer Rat) with the University of Regensburg, Germany.
In Regensburg he continued to work on algebraic aspects of mathematical system
theory, including such diverse topics as partial realizations, normal forms for linear
systems, output feedback stabilization and algebraic invariants for output feedback,
the cohomology of moduli spaces for linear systems, and eigenvalue inequalities,
to mention just a few. In 1991, Uwe completed his Habilitation with a thesis on
The cohomology of moduli spaces of linear dynamical systems, and together with
obtaining his Venia Legendi (permission to lecture) he was appointed Privatdozent
(private lecturer) at the University of Regensburg.
In the following four years Uwe enriched his interests in the direction of more
applied mathematics. Between 1991 and 1994 he repeatedly visited The Australian
National University in Canberra, Australia, to work with B. D. O. Anderson and J.
B. Moore as a visiting fellow. Among other things he became interested in adaptive
control and the interplay between numerical aspects of linear algebra and control
theory. Uwe’s contributions in this area culminated in the monograph Optimization
and Dynamical Systems, coauthored by J. B. Moore, a book that had major impact
across various disciplines in applied mathematics and engineering, popularizing
the use of gradient flows and Lie group actions on smooth manifolds in the design
of practical optimization algorithms. Within the realm of system theory, the book
exploits the intimate relations between gradient flows, completely integrable systems
and numerical linear algebra to tackle difficult problems that arise as part of sensitivity
analysis. As a byproduct, further connections to isospectral flows, neural networks
and balancing were discovered.
Another of Uwe’s long standing interests lies in the foundations of algebraic system
theory, documented by many joint papers with P. A. Fuhrmann that are covering a
wide range of topics in the area, including the parametrization of controlled and condi-
tioned invariant subspaces, observer theory, Bezoutians, and polynomial, rational and
tensored models. This line of work culminates in the forthcoming book Mathematics
of Networks of Systems, that is currently in use as the basis for a masters course at
the Julius-Maximilians-Universität Würzburg, Germany, where Uwe has been a full
professor and chair holder of the Lehrstuhl für Mathematik II, Dynamische Systeme
und Kontrolltheorie (Chair for mathematics II, dynamical systems and control theory)
since 1995.
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Over the years, Uwe continued to reach out across disciplinary boundaries. Together
with his coworkers he made important contributions to quantum control, in particular
to nuclear magnetic resonance (NMR) applications; to robotics and computer vision;
and to Lie-theoretic generalizations of numerical linear algebra algorithms. More
recently he became interested in system identification for biological systems and the
structure of complex networked systems.
During his time in Würzburg, Uwe has always been active in the self-administration
of the faculty. He was one of the driving forces behind the establishment of new study
programs such as Mathematical Physics. Between 2010 and 2012 he acted as Dean of
the Fakultät für Mathematik und Informatik (Faculty for mathematics and computer
science) and more recently, he founded the Interdisziplinäres Forschungszentrum für
Mathematik in Naturwissenschaft und Technik (IFM) (Center for interdisciplinary
research in mathematics, science and technology) at the University of Würzburg. The
interdisciplinary center strives to further the collaboration between different scientific
faculties and local industry. Uwe currently serves as the inaugural director of IFM.
Counter-acting the proverbial image of the unworldly and unorganized mathematician,
Uwe has been very active in the (co-)organization of international workshops, special
sessions and conferences across several scientific communities (IEEE, SIAM, MTNS).
For many years he has been a member of the MTNS steering commitee.
Uwe’s interest in the intersection between mathematical system theory on one side and
certain topics in physics, systems biology or electrical engineering on the other side
has always been driven by his deep belief that system theory can always contribute
something new, possibly better, and maybe even more efficient, if correctly applied.
With admiration and affection we honor a colleague, friend and teacher of enormous
creativity, energy, mathematical strength and broadness on the occasion of his sixtieth
birthday.
The editors would like to thank everyone who contributed to this book. Those who
have written chapters did so under tight deadlines and with good grace. The breadth
of contributions in this Festschrift reflects Uwe’s broad scientific interests and the
enormous extent of his international recognition.
K. Hüper and J. Trumpf
February 2013
8
Ph.D. Students of Uwe Helmke
G. Dirr Differentialgleichungen in Frécheträumen 2001
J. Trumpf On the geometry and parametrization of almost invari-
ant subspaces and observer theory
2003
M. Kleinsteuber Jacobi-type methods on semisimple Lie algebras: A
Lie algebraic approach to numerical linear algebra
2006
C. Lageman Convergence of gradient-like dynamical systems and
optimization algorithms
2007
M. Baumann Newton’s method for path-following problems on man-
ifolds
2008
J. Jordan Reachable sets of numerical iteration schemes: A sys-
tem semigroup approach
2008
I. Kurniawan Controllability aspects of the Lindblad-Kossakowski
master equation: A Lie-theoretical approach
2010
M. Schröter Newton methods for image registration 2012
M. Mauder Time-optimal control of the bi-steerable robot: A case
study in optimal control of nonholonomic systems
2013
O. Curtef Rayleigh-quotient optimization on tensor products of
Grassmannians
2013
F. Rüppel in progress
9
10
P.-A. Absil et al. Festschrift in Honor of Uwe Helmke
A differential-geometric look at the Jacobi–Davidson
framework
Pierre-Antoine Absil







Abstract. The problem of computing a p-dimensional invariant subspace of a sym-
metric positive-definite matrix pencil of dimension n is interpreted as computing a
zero of a tangent vector field on the Grassmann manifold of p-planes in Rn. The
theory of Newton’s method on manifolds is applied to this problem, and the resulting
Newton equations are interpreted as block versions of the Jacobi–Davidson correction
equation for the generalized eigenvalue problem.
1 Introduction
The Jacobi–Davidson method (JD) [32] is a method to compute certain eigenpairs of
standard or generalized eigenvalue problems. JD has been particularly successful for
standard eigenproblems where interior eigenvalues are sought, and for generalized
types of eigenproblems. JD belongs to the the class of subspace methods, where low-
dimensional subspaces are exploited to find approximations to sought eigenvectors.
In line with many other subspace methods, JD has two main stages:
(i) The subspace extraction, where approximate eigenpairs are determined from
a given search space. This is often done by the Rayleigh–Ritz method, or
variants such as the harmonic Rayleigh–Ritz approach (see, e.g., [36]).
(ii) The subspace expansion, where the search space is expanded with an (inexact)
solution to the so-called correction equation.
We refer to [20] for a recent overview of several aspects of the JD method; see also
[22].
In [33, §6], JD for the standard eigenvalue problem is interpreted as a Newton
method. The interpretation is readily extended to the generalized eigenvalue problem
as follows. Let (A,B) be a symmetric positive-definite matrix pencil; we refer to
Section 3 for the necessary background on the generalized eigenvalue problem. We
are interested in an eigenvector y of (A,B). Let ũ,w ∈ Rn be fixed for the time
being. In order to remove the scale indeterminacy of eigenvectors, we impose the
normalization ũ⊺y = 1. Consider the function defined for all u ∈ {u ∶ ũ⊺u = 1} by
F(u) = Au−θBu with θ = θ(u) = w⊺Au
w⊺Bu ,
where we assume that w⊺Bu ≠ 0. Function F maps the hyperplane {u ∶ ũ⊺u = 1} to the
hyperplane w⊥. Observe that u with ũ⊺u = 1 is an eigenvector of (A,B) if and only
11
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if F(u) = 0. If u is the current approximation, then the next Newton iterate for F is
u+ s, where s ⊥ ũ satisfies
(DF(u))s = −F(u). (1)
It may be checked that the Jacobian of F acting on ũ⊥ is given by
(DF(u))s = (I− Buw⊺
w⊺Bu )(A−θ(u)B)s for s ⊥ ũ,
hence the Newton equation (1) reads
(I− Buw⊺
w⊺Bu )(A−θ(u)B)s = −(A−θ(u)B)u for s ⊥ ũ. (2)
This Newton process converges locally quadratically to an eigenvector y with ũ⊺y = 1,
for fixed ũ and w, provided that w⊺By ≠ 0. However, the adaptive choice ũ = u and
w = u also leads to locally quadratic convergence. For this choice, the Newton
correction equation (2) is precisely the correction equation that appears in JD.
In [26], a block Newton method was given for the standard eigenvalue problem, and
a connection was made with JD in the appendix. Expected advantages of a block
method are better robustness or efficiency in the presence of clustered eigenvalues,
as well as exploiting higher-level BLAS; see, e.g., the discussion in [12, §5.1.4],
where a block JD for the generalized eigenvalue problem is outlined. In particular,
if the desired eigenvalues are multiple or clustered, then difficulties can arise in
the (nonblock) Jacobi–Davidson method, because the Jacobi correction equation (1)
becomes ill conditioned. Resorting to a block version allows one to “split” the
spectrum at a wider eigenvalue gap.
In this paper, we obtain a class of block Jacobi correction equations for the generalized
eigenvalue problem. Our approach consists in characterizing the p-dimensional
invariant subspaces of (A,B) as the zeros of a tangent vector field on the Grassmann
manifold of p-planes in Rn. The Grassmann manifold is described as a quotient
of the set Rn×p∗ of all n× p matrices of full (column) rank, where the equivalences
classes gather all matrices that have the same column space. By applying Shub’s
manifold-based Newton method [30, §3] to the tangent vector field, and by exploiting
the leeway offered by the quotient geometry framework, we obtain a whole class of
block Jacobi correction equations for the generalized eigenvalue problem.
The paper is organized as follows. Section 2 gives a brief overview of algorithms on
manifolds in connection with the eigenvalue problem. The generalized eigenvalue
problem is described in Section 3. The tangent vector field on the Grassmann
manifold is introduced in Section 4. The geometric Newton method for the vector
field is worked out in Section 5. Connections with JD are established in Section 6.
The forthcoming developments will make use of differential-geometric objects on
the Grassmann manifold viewed as a quotient of Rn×p∗ . However, the necessary
differential-geometric concepts are quite limited, and this paper is meant to be
accessible without any background in differential geometry.
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2 Algorithms on manifolds and eigenvalue problems
The best known field of application of differential geometry is probably relativity
theory. More surprisingly perhaps, techniques of differential and Riemannian ge-
ometry have found applications in several areas of science and engineering (such as
crystallography [25], thermodynamics [10], and information theory [6, 35]), and in
particular, they have been utilized to design and analyze eigenvalue algorithms.
Numerous papers belong to this line of research, including [1, 3, 7–9, 11, 15–
19, 21, 23, 24, 26, 27, 29, 30, 34].
That the Jacobi–Davidson approach, including a block version thereof, is closely
related to Newton’s method on Grassmann manifolds, was pointed out in [26]. Since
then, the area of numerical computations on manifolds has made progress in several
directions, some of which will be exploited in this work. Whereas the seminal
papers [11, 34] were systematically making use of the Riemannian connection and
the Riemannian exponential, more recent papers [1, 4, 5, 28] have relied on the
concepts of retraction and of locally smooth family of parameterizations to relax the
Riemannian exponential into a broader class of mappings that offer opportunities
to reduce the numerical burden while preserving convergence properties. Likewise,
the Newton method on manifolds stated and analyzed in [4, 30] allows for using of
any affine connection, instead of restricting to the Riemannian one as in [11, 34].
As a consequence, the Newton method on Riemannian manifolds stated in [34] has
turned, without losing its quadratic local convergence, into a class of geometric
Newton methods which vary according to the choice of an affine connection and of a
retraction.
3 The generalized eigenvalue problem: Notation and assump-
tions
Given two n×n matrices A and B, we say that λ ∈C is an eigenvalue, that u ∈Rn∖{0}
is an eigenvector, and that (λ ,u) is an eigenpair of the pencil (A,B) if
Ax = λBx.
Finding eigenpairs of a matrix pencil is known as the generalized eigenvalue problem.
From now on, we assume that A is symmetric and B is symmetric positive-definite
(i.e., x⊺Bx> 0 for all x≠ 0); the pencil (A,B) and the associated generalized eigenvalue
problem are then termed symmetric positive-definite, abbreviated S/PD [36, §4.1].
It follows that the eigenvalues of the pencil are all real and the eigenvectors can be
chosen to form a B-orthonormal basis. A subspace Y is a (generalized) invariant
subspace (or a deflating subspace) [14, §7.7.8] of the S/PD pencil (A,B) if B−1Ay ∈Y
for all y ∈Y; this can also be written B−1AY ⊆Y or AY ⊆ BY . It is readily seen thatY is a one-dimensional invariant subspace of (A,B) if and only if Y is spanned by an
eigenvector of (A,B). More generally, every invariant subspace of an S/PD pencil
is spanned by eigenvectors of (A,B). Clearly, the generalized eigenvalue problem
reduces to the standard eigenvalue problem when B = I.
Given an integer 1 ≤ p ≤ n, we let Rn×p∗ denote the set of all n× p matrices of
full (column) rank, and we let col(Y), termed the column space of Y , denote the
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p-dimensional subspace ofRn spanned by the columns of Y ∈Rn×p∗ , i.e.,
col(Y) = {Y w ∶w ∈Rp}.
The set of all matrices Yˆ such that col(Yˆ) = col(Y) is
[Y ] ∶=Y GLp ∶= {Y M ∶M ∈GLp}, (3)
where
GLp ∶= {M ∈Rp×p}
denotes the set of all p× p invertible matrices. Observe that Y is a p-dimensional
invariant subspace of (A,B) if and only if there is Y ∈Rn×p∗ with Y = col(Y) such that
AY = BY M (4)
for some p× p matrix M.
The multiplicity of an eigenvalue λ of (A,B) is its multiplicity as a root of the
polynomial det(A−λB). An invariant subspace col(Y) of (A,B) is termed simple [36]
or spectral [13] if the multiplicity of the eigenvalues of M is the same as their
multiplicity as eigenvalues of (A,B).
We will let U ↦ŨU denote any function onRn×p∗ intoRn×p∗ that satisfies the following
two properties. (i) col(ŨU) only depends on col(U), i.e., for all M ∈ GLp, there is
N ∈ GLp such that ŨUM = ŨU N. For example, the choice Ũ =CU for a fixed C is
adequate. (ii) For all U ∈Rn×p∗ , Ũ⊺UU and Ũ⊺U BU are invertible. The motivation
for imposing invertibility of Ũ⊺U BU will already become clear in Theorem 1. The
other assumptions will be instrumental in the differential-geometric approach laid
out below.
Finally, we will let
PE,F ∶= I−E(F⊺E)−1F⊺ (5)
denote the projector along the column space of E into the orthogonal complement of
the column space of F .
4 Invariant subspaces as zeros of a vector field
We are looking for an iteration function
g ∶Rn×p∗ →Rn×p∗ (6)
such that the sequences of iterates col(Uk) generated by Uk+1 = g(Uk) converge
locally quadratically to the p-dimensional spectral invariant subspaces of (A,B). The
quadratic convergence requirement leads us naturally to Newton-type methods.
Moreover, since we are interested in the sequence of subspaces col(Uk) rather than
in the sequence of p-frames Uk, it makes sense to require that g and col commute;
in other words, there must be a function G such that G(col(U)) = col(g(U)) for
all U ∈ Rn×p∗ . The domain and the codomain of G are the set Grass(p,n) of all
p-dimensional subspaces in Rn. This set admits a natural manifold structure, as
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explained in [18, §C.4], and endowed with this structure, it is called a Grassmann
manifold. The sought Newton-type method will thus be an iteration on the Grassmann
manifold Grass(p,n).
To this end, we will pursue the following strategy. In this section, we will express
the problem of computing a p-dimensional invariant subspace of (A,B) as finding a
zero of a particular vector field on Grass(p,n). Then, in Section 5, we will work out
Shub’s Newton method for this vector field.
The characterization of the p-dimensional invariant subspaces of (A,B) as the zeros
of a vector field on Grass(p,n) relies on the following result.
Theorem 1. Let U ∈ Rn×p∗ . Under the assumptions of Section 3, col(U) is an
invariant subspace of (A,B) if and only if
AU −BU(Ũ⊺U BU)−1ŨU AU = 0. (7)
Proof. The “if” part is direct in view of (4). For the “only if” part, assume that
col(U) is an invariant subspace of (A,B). Then, in view of (4), there is a matrix
M such that AU = BUM. Multiplying this equation on the left by Ũ⊺U yields that
M = (Ũ⊺U BU)−1ŨU AU , hence the claim.
The rest of this subsection is dedicated to showing that the mapping U ↦ AU −
BU(Ũ⊺U BU)−1ŨU AU that appears in (7) represents a vector field on the set of all
p-dimensional subspaces ofRn.
The Grassmann manifold Grass(p,n) can be viewed as the manifold of rank-p sym-
metric projection operators of Rn; see [16] for details in the context of Newton’s
method. It can also be viewed as a homogeneous space for the orthogonal group
O(n); see [11]. In the context of this paper, since elements of Grass(p,n) are repre-
sented as column spaces of elements ofRn×p∗ , we find it more convenient to rely on
the identification of Grass(p,n) with the quotient space
R
n×p∗ /GLp = {[Y ] ∶Y ∈Rn×p∗ },
where [⋅] is as defined in (3). The one-to-one correspondence between Grass(p,n) and
R
n×p∗ /GLp is given by col(Y)↔ [Y ]. This identification was mentioned in [18, §C.4]
and further exploited in [3, 4]. In view of the identification Grass(p,n) ≃Rn×p∗ /GLp,
the sought Newton-like iteration G can thus be viewed as an iteration onRn×p∗ /GLp.
We now particularize toRn×p∗ /GLp the framework presented, e.g., in [4, §3.5.8] that
allows to represent tangent vectors to Rn×p∗ /GLp as n× p matrices by means of so-
called horizontal lifts. The difference with the Grassmann-specific developments in [4,
Example 3.6.4] is that we depart from the framework of Riemannian submersions,
where the horizontal space is constrained to be the orthogonal complement of the
vertical space. This additional freedom allows us to obtain a wider class of Newton
equations.
For each U ∈Rn×p∗ , the vertical space VU is the tangent space to [U] at U . We have
VU = {UM ∶M ∈Rp×p}.
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Intuitively, the vertical space VU consists of all the elementary variations of U that
preserve the column space.
We choose the horizontal space HU as the set of all n× p matrices whose columns
are orthogonal to the columns of ŨU , i.e.
HU ∶= {Z ∈Rn×p ∶ Ũ⊺U Z = 0}. (8)
The horizontal space is required to be transverse to the vertical space, i.e., HU ∩VU ={0}; this is equivalent to the condition that U⊺ŨU be invertible, which is a standing
assumption (see Section 3). Moreover, we require the compatibility condition thatHUM =HU for all M ∈GLp; this is ensured by the standing assumption that col(ŨU)
only depends on col(U) (see Section 3).
The purpose of the horizontal space is to provide a unique matrix representation
of elementary variations of p-dimensional subspaces of Rn. Given an elementary
variation ξU of the column space U of U , there is inHU one and only one elementary
variation ξU of U that has the same effect as ξU , in the sense that, for all real-valued
functions f on Grass(p,n), it holds that D( f ○col)(U)[ξU ] = D f (col(U))[ξU ]. In
the parlance of differential geometry, ξU is a tangent vector to Grass(p,n) at U , and
ξU is the horizontal lift of ξU at U . The set of all tangent vectors to Grass(p,n) at U
is called the tangent space to Grass(p,n) at U and denoted by TUGrass(p,n). Observe
that ξU , in spite of its somewhat unusual notation and its differential geometric origin,
is nothing else than an n× p real matrix. It can be shown (see [4, Proposition 3.6.1])
that the horizontal lifts at different points U and UM of a same equivalence class [U]
satisfy the relation
ξUM = ξU M (9)
for all M ∈ GLp. And any vector field Rn×p∗ ∋U ↦ ξU ∈Rn×p that satisfies (9) is a
bona-fide horizontal lift.
Now, returning to the generalized eigenvalue problem for the S/PD pencil (A,B),
consider
ξU ∶= PBU,ŨU AU, (10)
where PBU,ŨU = I−BU(Ũ⊺U BU)−1Ũ⊺U in keeping with the notation introduced in (5).
Recall the standing assumption that Ũ⊺U BU is invertible; hence the right-hand side
of (10) is well defined. Moreover, it is readily checked that ξU of (10) satisfies (9).
Thus ξU , being a horizontal lift, defines a vector field ξ on Grass(p,n). In view of
Theorem 1, searching for a p-dimensional invariant subspace of B−1A amounts to
searching for a zero of the vector field ξ on Grass(p,n) defined by the horizontal
lift (10).
5 Geometric Newton for invariant subspace computation
We now work out the geometric Newton equation for the vector field ξ on Grass(p,n)
defined in the previous section.
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The geometric Newton method for computing a zero of a vector field ξ on a manifoldM requires an affine connection ∇ onM, which can be thought of as a generalization
of the directional derivative; for details, see, e.g., [4, §5.2]. In the next paragraph, we
proceed to describe a class of affine connections on Grass(p,n).
Let W̃U be an n× p matrix that depends on U in such a way that col(W̃U) is constant
on the equivalence classes [U], and such that Ũ⊺UW̃U is invertible for all U . Define ∇
by (∇ηcol(U)ξ)U = PW̃U ,ŨU Dξ (U)[ηU ], (11)
where ξ is a vector field on Grass(p,n) and ηcol(U) is a tangent vector to Grass(p,n)
at col(U). Observe that ∇ηξ is a tangent vector to Grass(p,n) at col(U) and that(∇ηcol(U)ξ)U denotes the horizontal lift of that tangent vector. It can be checked
that the right-hand side of (11) satisfies the compatibility condition (9) of horizontal
lifts, hence (11) is a legitimate definition of a tangent vector ∇ηcol(U)ξ . It can also be
checked that the mapping ∇ thus defined has all the properties of an affine connection.
On an abstract manifold M equipped with an affine connection ∇, the Newton
equation at x ∈M for computing a zero of a vector field ξ reads∇ηxξ = −ξx. (12)
Now let M be the Grassmann manifold Grass(p,n) =Rn×p∗ /GLp, let x be col(U),
and consider the choice (8) for the horizontal space, the choice (11) for the affine
connection, and the choice (10) for the vector field ξ . Then, replacing the symbol
ηU by Z for simplicity of notation, the horizontal lift at U of the left-hand side of the
Newton equation (12) becomes
PW̃U ,ŨU Dξ (U)[Z] = PW̃U ,ŨU (PBU,ŨU AZ−BZ(Ũ⊺U BU)−1Ũ⊺U AU −BUE[Z]) , (13)
where E[Z] ∶=D(U ↦ (Ũ⊺U BU)−1Ũ⊺U AU)(U)[Z].
We choose
W̃U ∶= BU (14)
to get rid of the BUE[Z] term. The Newton equation (12), in its matrix formulation
given by the horizontal lift at U , thus becomes
PBU,ŨU (AZ−BZ(Ũ⊺U BU)−1Ũ⊺U AU) = −PBU,ŨU AU, (15a)
Ũ⊺U Z = 0. (15b)
(Recall that PBU,ŨU = I −BU(Ũ⊺U BU)−1Ũ⊺U , and that matrix ŨU can be chosen arbi-
trarily as a function of U under the condition that Ũ⊺UU and Ũ⊺U BU be invertible and
that the column space of ŨU be constant along the equivalence classes [U].)
With the retraction on Grass(p,n) chosen as in [4, Example 4.1.5], it follows from
the convergence theory of the geometric Newton method [4, Algorithm 4] that the
iteration on Grass(p,n) defined by
col(U)↦ col(U +ZU), (16)
17
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where ZU denotes the solution of (15), converges locally, at least quadratically, to the
spectral invariant spaces of B−1A.
6 Discussion
The Newton map (16) is the G function announced in the beginning of Section 4.
It is an iteration on the quotient space Rn×p∗ /GLp, or equivalently on the Grass-
mann manifold since Rn×p∗ /GLp ≃ Grass(p,n). In practice, the iteration is realized
numerically by an iteration function g as in (6), such that col(U +ZU) = col(g(U)).
Any function g such that g(U) = (U +ZU)MU , where MU is p× p and invertible, is
suitable. The freedom in MU can be exploited to keep the iterates (sufficiently close
to) orthonormal.
Let WU be such that W⊺U BU is invertible. Then, without loss of information, we can
multiply (15a) on the left by PBU,WU to obtain
PBU,WU (AZ−BZ(Ũ⊺U BU)−1Ũ⊺U AU) = −PBU,WU AU. (17)
On the other hand, a block generalization of the Jacobi correction equation of [31,
Algorithm 3.1], with the hypotheses of [31, Theorem 3.2], would rather be
PBU,WU (AZ−BZ(W⊺U BU)−1W⊺U AU) = −PBU,WU AU. (18)
As mentioned in [31, §3.3], when these equations are to be solved with unprecondi-
tioned subspace methods, it is desirable to have WU = ŨU ; otherwise the domain spaceHU of the linear map Z↦ PBU,WU (AZ−BZ(Ũ⊺U BU)−1Ũ⊺U AU) differs from the image
space, which implies that powers cannot be formed. In this case where WU = ŨU , (17)
and (18) coincide.
If BU in PBU,ŨU appearing in (15) is replaced by U , then some terms that do not go to
zero are neglected in the Jacobian, and one can expect that quadratic convergence is
lost. This is confirmed in the p = 1 case by the experiments reported in [31, §9.1.1].
A full-blown block JD method for the generalized eigenvalue problem would consist
in enhancing the Newton equation (15) with a Davidson strategy, where U is selected
by a Ritz approximation with respect to a subspace spanned by previous corrections
(see [31, Algorithm 4.2]). If the goal is to compute the p-dimensional invariant
subspace, V , assumed to be spectral (see Section 3), corresponding to the smallest
(resp. largest) eigenvalues of (A,B), and if the p Ritz vectors corresponding to the
smallest (resp. largest) Ritz values are used for the next U , then quadratic convergence
is preserved. This follows from [2, Proposition 6.1], where the objective function f is
the generalized Rayleigh quotient defined by f (col(U))= tr((U⊺BU)−1U⊺AU) (resp.
its opposite). To see this, observe that V is the global minimizer of f (see, e.g., [4,
Proposition 2.1.1]), that it is nondegenerate since it is assumed to be spectral (see
the discussion in [4, §6.5.1]), and that the Newton iteration (16), since it converges
locally quadratically to V , is a descent iteration for f close enough to V .
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Abstract. A generalization of linear system stability theory is presented. It is shown
that the partial stabilizability problem can be cast as a Linear Matrix Inequality (LMI)
condition. Also, the set of all initial conditions for which the system is stabilizable
by open-loop controls (the stabilizability subspace) is characterized in terms of
Semi-Definite Programming (SDP).
1 Introduction
This study brings a novel treatment to the stability and control of linear systems
which are not necessary stabilizable. Its contribution lies in the simplicity of the
proposed approach. By appropriate problem formulations, all of the results are
derived only from first principles. The solutions are simply obtained by a matrix
algebra manipulation and/or tackled by convex optimization. Sharing the same point
of view of [5], and avoiding high level analysis this work is self containing and
provides accessible and complete treatment to the partial stabilizability problem.
Our focus is a fundamental stability issue in linear systems. We investigate the




= Ax(t)+Bu(t), x(0) = x0 ∈Rn, (1)
where A and B are real matrices of dimension n×n and n×nu, respectively; then under
which conditions there exists a control law u(⋅), such that the resulting trajectory x(⋅)
converges asymptotically to zero for a specific initial condition x0?
Of course the answer and the solution specialize to known results when the system is
stabilizable in the classical sense and it can be given by the solution to the classical
Riccati equation or by using the well-know LMI techniques [2] (based on the classical
Lyapunov equation).
We shall first develop preliminary results for the stability, then these results are
applied to the stability synthesis problem. Specifically, it will be shown that the
partial stability problem can be expressed in terms of Linear Matrix Inequality (LMI).
The set of all initial conditions for which the system is stabilizable by open-loop
controls: the stabilizability subspace, is characterized by its projection operator which
turn out to be a solution to an adequate (Semi-Definite Programming) SDP problem,
(see [6] on LMI and SDP). Also, we shall show that this stabilizability subspace
is exactly the set of initial conditions for which the system is stabilizable by static
state-feedback control laws.
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The remainder of the chapter is organized as follows. Section 2 is devoted to the
stability analysis. Section 3 deals with the stabilizability synthesis problem and pro-
vides necessary and sufficient conditions for this problem in terms of LMI. Section 4
provides some concluding remarks.
Notation. We make use of the following notation. R denotes the set of real numbers.
M⊺ denotes the transpose of the real the matrix M. M† denotes the Moore-Penrose
inverse of the matrix M. Tr(M) is the sum of diagonal elements of a square matrix M.
For a real matrix M, M > 0 (resp. M ≥ 0) means M is symmetric and positive-definite
(resp. positive semidefinite). I denotes the identity matrix, with size determined
from the context. span(v1, ...,vk) represents the linear space generated by the vectors
v1, ...,vk.
2 Stability analysis
In what follows we develop a simple stability theory of linear systems based on
convex optimization. We stress that neither the modal analysis of linear systems
nor the classical Lyapunov Theorem (which actually does not apply for stability
with a single fixed initial condition) are used. The new results are derived from first
principles.
Definition 1. System (1) is called x0-stable if the associated trajectory from an initial
condition x(0) = x0 and u(⋅) = 0, vanishes at infinity i.e. limt→+∞ x(t) = 0.
Theorem 2. Given an initial condition x(0) = x0 for System (1) with u = 0, then the
following statements are equivalent.
(i) The System (1) is x0-stable.
(ii) There exists a positive semidefinite matrix P ≥ 0 such that
AP+PA⊺+x0x⊺0 = 0. (2)
Proof. Let x(t) be the trajectory of System (1) associated with u = 0, x(0) = x0. Then






and setting P = ∫ +∞0 x(s)x(s)⊺ds in (2). We stress that ∫ +∞0 x(s)x(s)⊺ds < +∞,
since x(t) goes to zeros and the expression of x(t) contains only the products of
polynomials and exponents. Next, The implication (ii)⇒ (i) can be shown as follows.
Let P ≥ 0 be a solution to (2) and define Φ(t) = etAPetA⊺ . Since any matrix commutes
with its exponential, a simple calculation gives Φ˙(t) = −x(t)x(t)⊺. Therefore, Φ(t)
is decreasing as time goes to infinity. So the limit l(P) = limt→+∞Φ(t) exists since
Φ(t) is necessarily bounded from below by 0 and
l(P)−P = − +∞∫
0
x(s)x(s)⊺ds < +∞.
Hence limt→+∞ x(t) = 0.
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In the forthcoming results the following set will be used.
Definition 3. The stability subspace S0 is defined asS0 ≜ {x0 ∈Rn ∣ System (1) with u = 0 is x0-stable}. (3)
Remark 4. It is trivial that S0 is a linear subspace ofRn. Also, any free trajectory of
System (1) belongs to S0 whenever its initial condition belongs to S0.
Along the same line of reasoning, a useful generalization of the previous result can
be derived as follows.
Theorem 5. Given x0, . . . ,xk ∈Rn, the following statements are equivalent.
(i) span(x0, . . . ,xk) ⊂ S0
(ii) There exists positive semidefinite matrix P ≥ 0 such that
AP+PA⊺+ k∑
i=0 xix⊺i = 0. (4)
The following result can be viewed as a generalization of the classical Lyapunov
theorem.
Corollary 6. Given a matrix C, the following statements are equivalent.
(i) range(C) ⊂ S0
(ii) There exists P ≥ 0 satisfying
AP+PA⊺+CC† = 0. (5)
Moreover, when either any previous item holds, then A is a Hurwitz matrix (all its
eigenvalues have strictly negative real part) if and only if ker(C) ⊂S0, or equivalently
if and only if the following equality is feasible:
AP˜+ P˜A⊺+ I−C†C = 0, P˜ ≥ 0. (6)
Proof. The equivalences between (i),(ii)and (iii) are an immediate consequence of
Theorem 5. The rest of the proof follows from the fact that CC† is the projection on
the range of C and I−C†C is the projection on the null space of C.
Remark 7. Before presenting the next result we would like to stress out that any
projection operator M onto a subspace E, is idempotent (M2 =M) and possesses only
0 and 1 as eigenvalues. Such fact is a well-know result. Moreover, M is symmetric
M =M⊺ and positive semidefinite M ≥ 0.
Now, consider the projection operator X0 onto the linear subspace S0. The following
result provides a characterization of X0 in terms of semidefinite programming (SDP).
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AP+PA⊺+X = 0, I ≥ X , P ≥ 0. (7)
The minima P,X of (7) are always achievable and unique in the variable X. Moreover,
the projection operator X0 onto the linear subspace S0, is the only optimal solution
for (7) and the optimal index value Tr(X0) equals the dimension of S0.
Proof. We show first that the projection X0 is feasible solution to (7). It is trivial that
the projection X0 satisfies X0 ≤ I. Let k be the dimension of S0, then X0 =∑xix⊺i with
x1, . . . ,xk an orthonormal basis of S0. So that Theorem 5 implies that there exist P
such that P,X0 is feasible solution to (7). Next, we prove that X0 is the only minimum
of (7). Let X∗ be any minimum, then necessarily it has only 0 and 1 as eigenvalues.
Thus X∗ is a projection onto a subspace of S0. Necessarily, X∗ = X0, since X0 is
feasible and k =Tr(X0) ≤Tr(X∗).
3 Stability synthesis
In the sequel, the solution of the x0-stabilizability problem is shown to be equiva-
lently expressed in terms of LMI. The following definitions will be essential in our
development.
Definition 9. The System (1) is called x0-stablizable if there exists a control law
such that the corresponding trajectory with x(0) = x0 vanishes at infinity. In this case,
the control law is called x0-stabilizing.
Definition 10. The stabilizability subspace Su is defined asSu ≜ {x0 ∈Rn ∣ System (1) is x0-stabilizable}. (8)
Remark 11. It is trivial that the stabilizability subspace Su is a linear subspace ofRn.
Also, any trajectory x(⋅) of System (1) with x(0) ∈ Su, belongs to Su.
Next, we show that the x0-stabilizability of System (1) can be expressed in terms of
LMI. For this purpose, we need the following key lemmas.
Lemma 12 (Extended Schur’s Lemma [1]). Let matrices Γ = Γ⊺, Θ =Θ⊺ and ∆ be
given with appropriate sizes. Then the following conditions are equivalent:
(i) Γ−∆Θ†∆⊺ ≥ 0, Θ ≥ 0, and ∆(I−ΘΘ†) = 0.
(ii) [ Γ ∆∆⊺ Θ ] ≥ 0.
The following lemma can be found in many references but its origin is due to
Penrose [3, 4].
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Lemma 13. Let matrices Γ,∆ and Θ be given with appropriate sizes. Then the
following matrix equation
ΓX∆ =Θ, (9)
has a solution X if and only if
ΓΓ†Θ∆†∆ =Θ. (10)
Moreover, the set of all solutions to (9) is given by
X = Γ†Θ∆†+Y −Γ†ΓY∆∆†, (11)
where Y is an arbitrary matrix of appropriate size.
Now, we are in position to provide the following result.
Theorem 14. Given v1, ...,vk ∈Rn, then following conditions are equivalent.
(i) The System (1) is x0-stablizable for every x0 ∈ span(v1, ...,vk).
(ii) For all x0 ∈ span(v1, ...,vk), there exists a x0-stabilizing static state-feedback
control.




[ S U⊺U T ] ≥ 0. (12)
Moreover, from (iii) we have that the state feedback control law
u(t) = [US†+Y(I−SS†)]x(t),
is x0-stabilizing for any arbitrary matrix Y .
Proof. Assume that System (1) is x0-stabilizable for given initial conditions v1, . . . ,

























it is easily seen that S,U,T satisfy condition (iii). Now,
assume that (iii) holds. Using the Schur Lemma we have U(I −SS†) = 0. So that
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by Lemma 13 the equation KS =U has a solution with K =US†+Y(I−SS†) and Y




Then by Theorem 5 we conclude that the state-feedback control u =Kx is x0-stabiliz-
ing for any x0 in span(v1, ...,vk).
Next, consider the projection operator Xu onto the linear stabilizability subspace Su,
i.e Xux = x, ∀x ∈ Su. Then the following result provides a characterization of Xu in
terms of SDP.
Theorem 15. Consider the following optimization problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
min−Tr(X)
subject to:
AS+SA⊺+BU +U⊺B⊺+X = 0,[ S U⊺U T ] ≥ 0, I ≥ X .
(13)
The minima P,X of (7) are always achievable and unique in the variable X. Moreover,
The projection operator Xu ≥ 0 onto Su is the only optimal solution for (13) with
optimal index values Tr(Xu) equal to the dimension of Su.
Proof. It suffices to apply Theorem 14 to get the first part of the result. The proof of
the second part follows the same reasoning as for Theorem 8.
The main contribution of this work is now stated.
Theorem 16. Let Xu be the projection onto the stabilizability subspace Su. Then the
following statements are equivalent:
(i) There exist S = S⊺, T = T⊺ and U such that⎧⎪⎪⎪⎨⎪⎪⎪⎩
AS+SA⊺+BU +U⊺B⊺+Xu = 0,[ S U⊺U T ] ≥ 0. (14)
In this case, for any arbitrary matrix Y the state feedback control law
u(t) = (US†+Y(I−SS†))x(t),
is x0-stabilizing ∀x0 ∈ Su.
(ii) There exist S = S⊺, T = T⊺ and U such that⎧⎪⎪⎪⎨⎪⎪⎪⎩
AXuSXu+XuSXuA⊺+BUXu+XuU⊺B⊺+Xu = 0,[ S U⊺U T ] ≥ 0. (15)
28
M. Ait Rami et al. Festschrift in Honor of Uwe Helmke
In this case, for any arbitrary matrix Y the feedback
u(t) = [UXu(XuSXu)†+Y(I−XuSXu(XuSXu)†)]x(t),
is x0-stabilizing ∀x0 ∈ Su.
Proof. Let Xu = ∑k0 viv⊺i , then using Theorem 14 the control law u = US† is x0-



















AS+SA⊺+BU +U⊺B⊺+Xu = 0,[ S U⊺U T ] ≥ 0.
Since the trajectories stay in the stabilizability subspace, we have also XuS = S and
UXu = U . The rest of the proof is straightforward and follows the same line of
argument as in Theorem 14.
4 Conclusion
It has been shown that the partial stabilizability problem can be expressed in terms of
an LMI condition. Moreover, the set of all initial conditions for which the system is
stabilizable by open-loop controls or static state-feedback controls (the stabilizability
subspace) can be characterized via SDP.
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On the zero properties of tall linear systems with
single-rate and multirate outputs












Abstract. The zero properties of tall discrete-time multirate linear systems are
studied in this paper. In the literature, zero properties of multirate linear systems are
defined as those of their corresponding blocked systems, which are time-invariant
systems whose behavior is broadly equivalent to that of the generating multirate
system. In this paper, we review some recent scattered results of the authors and their
colleagues dealing with the zero properties of the blocked systems associated with
multirate systems. First, we show that tall linear time-invariant unblocked systems
are zero-free when the parameter matrices A,B,C,D assume generic values. Then it
is argued that tall blocked systems obtained from blocking of tall linear time-invariant
systems with generic parameter matrices A,B,C,D, are also zero-free. Finally, we
illustrate that tall blocked systems associated with multirate systems generically have
no finite nonzero zeros.
1 Introduction
Our motivation for studying the zero properties of tall transfer function matrices,
transfer function matrices which have more outputs than inputs, comes from their
potential application in generalized dynamic factor models. Such models arise in
a number of fields e.g. econometric modeling, signal processing and systems and
control, and the associated transfer functions are almost always tall. Hence the
authors of this work have become interested in the zero properties of tall systems
due to their application in generalized dynamic factor models, though now consider
these properties of interest in their own right. Now as just mentioned, in generalized
dynamic factor models, it is very common to have models with a larger number of
outputs compared to their number of inputs i.e. tall models; furthermore, when they
are used for econometric modeling, it is also very common to have some outputs
measured monthly while some other outputs may be obtained quarterly or even
annually [10], [15], [14]. Thus, the models are periodic. Moreover, in this context,
the latent variables, i.e. the noiseless part of the outputs, or the part remaining
after removal of contaminating additive measurement noise, are modeled by systems
with unobserved white noise inputs. In a single-rate setting i.e. monthly data only,
[8] has shown that model tallness generically implies that the generalized dynamic
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factor model is zero-free, and then the latent variables can be modeled as a singular
autoregressive process whose parameters can be easily identified from covariance
data using Yule-Walker equations. A corresponding demonstration is still lacking for
the multirate case i.e. with both monthly and quarterly data. The results of this paper
are aimed at enabling us to understand better the properties of multirate factor models,
and in particular establishing that tall systems again are generically zero-free; this
is done with a view to later establishing the utility of the Yule-Walker approach for
identifying multirate factor models from their covariance data. Quite apart from this
motivation however, the results of this paper suggest in relation to classical control
design that, if one adds extra sensors to make a plant have more outputs than inputs,
then controller design will be much easier due to the generic absence of plant zeros.
Note though that this paper does not focus on the applications problem, but rather on
the system theoretical issues involved with the zero properties of multirate systems
with tall structure.
Our main goal is to establish generic conditions for when the system matrix associated
with (a blocked version of) a tall multirate system will have a property corresponding
to the system having no zeros, and also to establishing generic conditions for when
all zeros are simple and finite. In order to reach this goal we review some of our
recent results regarding the zero properties of multirate systems, and in particular,
how the technique of blocking or lifting can allow them to be treated as time-invariant
systems.
In the systems and control literature, the technique of blocking or lifting has been
used for a long time to transfer a multirate linear system into a linear time-invariant
system which is generally referred to as a blocked system (see e.g., [3], [16], [2]).
The nomenclature arises because blocked systems can be obtained from stacking the
input and output vectors of multirate systems within a period into new larger vectors,
see [3], [16] and later in this paper. Moreover, in the literature, the zeros of multirate
systems are defined as those of their corresponding blocked systems [3], [7], [5].
The zero properties of blocked linear systems have been studied to some degree in
the literature; for instance, [4], [11] have explored the zero properties of blocked
systems obtained from blocking of linear periodic systems (a class of systems which
includes multi-rate systems). The results show that the blocked system has a finite
zero if it is obtained from a time-invariant unblocked system, and the latter has a
finite zero, which is a form of sufficiency condition. However, this reference does
not provide a necessary condition for a blocked system obtained this way to have
a finite zero. This gap has been covered in [19] and [6] where the authors have
introduced some additional information about the zero properties of blocked systems
obtained from blocking of time-invariant systems. References [19] and [6] have used
different approaches but they have obtained largely similar results. The results in
those references show that the blocked system is zero-free if and only if its associated
linear time-invariant unblocked system is zero-free. In contrast to the case where the
unblocked system is time-invariant, very few results indeed however deal with zeros
of blocked systems where these systems have been obtained by blocking of a truly
multirate system, i.e. one that is not time-invariant. We note that [18] does have some
partial results.
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In this paper, to achieve the main goal stated in the second paragraph, some of the
recent works of the authors and their colleagues are recalled. In particular, we utilize
results from [1], [19] and [18]. First in Section 2 one of the results of [1] is modified
to study the zero properties of a tall unblocked linear time-invariant system under
a generic setting i.e. when parameter matrices A,B,C,D assume generic values.
Then in Section 3 the results of [19] are exploited to explore the zero properties
of the blocked systems associated with unblocked linear time-invariant systems.
Subsequently, these results are used in Section 4 to examine the zero-freeness of
tall blocked systems associated with tall multirate linear systems. Finally, Section 5
provides concluding remarks and plans for future works.
It would be inappropriate to close this section without reflecting on the fact that this
volume celebrates the achievements of Uwe Helmke. Two of the three authors of
this paper count among their happiest professional experiences their interactions
with Uwe, a person who is both very talented professionally, and possessing of an
affable and generous nature. A special skill has characterized all these interactions:
his ability to put himself out of the world of mathematics and into the world of
engineering, and to speak the language of engineering where needed, with an infinite
supply of patience in answering the engineers’ questions.
2 Tall linear time-invariant unblocked systems
In this section we study the zero properties of tall linear time-invariant unblocked
systems. Here, one of the results of [1] is modified to show that a tall system with
generic parameter matrices A,B,C,D is zero-free i.e. its associated system matrix
has full-column rank for all z ∈C∪{∞}.
Consider the following time-invariant unblocked system
xt+1 = Axt +But
yt =Cxt +Dut (1)
where t ∈Z, xt ∈Rn, yt ∈Rp and ut ∈Rm, p ≥m. For this system, we assume that yt
is available at every time instant t.
In order to study the zero properties of the system (1), we need to provide a proper
definition for the zeros. Here, we first recall the following definition for zeros of the
unblocked system (1) from [13] and [12] (page 178).
Definition 1. The finite zeros of the transfer function W(z) =C(zI−A)−1B+D with
minimal realization [A,B,C,D] are defined to be the finite values of z for which the
rank of the following system matrix falls below its normal rank
M(z) = [ zI−A −BC D ] . (2)
Further, W(z) is said to have an infinite zero when n+rank(D) is less than the normal
rank of M(z), or equivalently the rank of D is less than the normal rank of W(z).
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The following lemma inspired from results in [9] studies the zero properties of the
system (1) when p =m and the parameter matrices A,B,C,D accept generic values.
It states that for generic parameter matrices, the rank reduction of the system matrix
at any zero is 1. The lemma will help us to prove the main result of this section
regarding the zero-freeness of tall linear time-invariant unblocked systems with
generic parameter matrices.
Lemma 2. The setF = {[A,B,C,D]∣p=m,rank(D)=m,rank(M(z))≥ n+m−1,∀z ∈
C} is open and dense in the set {[A,B,C,D]∣p =m,rank(D) =m}.
Proof. Dense: Consider the system matrix M(z) and suppose that there exists a
z0 such that rank(M(z0)) = n+m−2 (note that only the case where rank drops to
n+m−2 is discussed here and generalization to n+m−k,k ≥ 2 is straightforward).
Therefore, there exist two linearly independent vectors, say x1 and x2, which span
the kernel of M(z0). Let xi = [x⊺i1 x⊺i2]⊺, i = 1,2 with xi1 ∈Rn, then x11 and x21 must
be linearly independent otherwise there would exist nonzero scalars a1 and a2 such
that a1x1+a2x2 = [0 a1x⊺12+a2x⊺22]⊺ with D[a1x12+a2x22] = 0Ô⇒ a1x12+a2x22 = 0.
The latter implies that x1 and x2 are linearly dependent which violates the initial
assumption. Now it is easy to verify that [z0I −A+BD−1C][x11 x21] = 0, which
implies that A−BD−1C has a repeated eigenvalue. By manipulation of an entry of A
by an arbitrarily small amount, we see that the kernel of the new M(z) for any z will
have dimension at most 1 since A−BD−1C will have nonrepeated eigenvalues.
Open: Set F being open is equivalent to its complement, call it FC, being closed. To
obtain a contradiction, suppose FC is not closed. Then there must exist a sequence[Am,Bm,Cm,Dm]m∈N in FC with [Am,Bm,Cm,Dm]→ [A0,B0,C0,D0] ∈F . Moreover,
there exists a zm ∈ C such that rank(Mm(zm)) ≤ n+m− 2, where Mm(z) denotes
the system matrix associated with [Am,Bm ,Cm,Dm]. Consequently, σ1(Mm(zm)) =
σ2(Mm(zm)) = 0 where σi(F) denotes the i-th smallest singular value of F . Now
Mm(zm)→M0(z0) holds as [Am,Bm,Cm,Dm]→ [A0 ,B0,C0,D0] and zm→ z0. Hence,
σ2(Mm(zm))→ σ2(M0(z0)); however, by assumption σ2(M0 (z0)) > 0 which contra-
dicts the fact that σ2(M0(z0))→ 0 and the result follows.
Theorem 3. Consider a transfer function matrix W(z) with minimal realization[A,B,C,D] of dimension n in which B,C have m columns and p rows respectively
with p >m. If the entries of A,B,C,D assume generic values, then W(z) has no finite
or infinite zeros.
Proof. Observe first that the normal rank (which is the rank for almost all z) of a
generic M(z) i.e. system matrix M(z) with generic matrices, is n+m: to see this,
take A =C = 0 and D as any full column rank matrix, to get a particular M(z) which
for any nonzero z has rank n+m. Since the normal rank cannot exceed n+m and this
rank is attained for a particular choice of A etc, so n+m must be the normal rank
for generic M(z). Observe also that D generically has rank m, and hence the normal
rank of M equals n+ rank D, which shows that generically W(z) has no infinite zero.
For the finite zeros, observe that any such zero must be a zero of every minor of
dimension (n+m)× (n+m). Since M(z) has normal rank n+m, there must be at
least one minor of dimension (n+m)×(n+m) which is nonzero for almost all values
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of z. Choose A,B and the first m rows of C,D generically, and consider the associated
minor. For each of the finite set of values of z for which the minor is zero, determine
the associated kernel which has the dimension at most one based on the result of
Lemma 2. Then a generic (n+m)-dimensional vector will not be orthogonal to
any single one of these kernels, and since there are a finite number of such kernels,
a generic (n+m)-dimensional vector will not be orthogonal to any of the kernels
considered simultaneously. If the next, i.e (m+1)-th, row of [C D] is set equal to this
vector, then any vector in any of the finite set of kernels of the (n+m)-dimensional
minors formed using the first m rows of [C D] will not be orthogonal to the added
row of [C D], which means that the (m+n+1) row matrix obtained by adjoining the
new row of [C D] must have an empty kernel for any value of z, i.e. there is no zero.
Given that C,D are actually generic and may have more rows again, the result is now
evident.
3 Tall blocked linear systems
It was shown in the previous section that tall time-invariant unblocked systems are
generically zero-free. In this section we study the zero properties of their associated
blocked systems. The results of this section enable us to study the zero properties of
blocked systems resulted from blocking of linear systems with multirate output in
the next section. We note that, proofs for some of the theorems are omitted and an
interested reader can refer to [19] for detailed proofs.
Now we define for a fixed but arbitrary positive number N > 1
Ut = [ u⊺t u⊺t+1 . . . u⊺t+N−1 ]⊺ ,
Yt = [ y⊺t y⊺t+1 . . . y⊺t+N−1 ]⊺ ,
(3)
where t = 0,N,2N, . . ..
Then the blocked system is given by
xt+N = Abxt +BbUt
Yt =Cbxt +DbUt . (4)
The blocked system, mapping the Ut sequence to the Yt sequence, has a time-invariant
state-variable description given by
Ab = AN , Bb = [ AN−1B AN−2B . . . B ] ,
Cb = [ C⊺ A⊺C⊺ . . . A(N−1)⊺C⊺ ]⊺ ,
Db =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
D 0 . . . 0
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An operator Z is defined such that Zxt = xt+N , ZUt =Ut+N , ZYt = Yt+N . In the rest
of this paper, the symbol Z is also used to denote a complex value. We denote
the transfer function associated with (4) as V(Z) = Db +Cb(ZI −Ab)−1Cb and it is
worthwhile remarking that minimality of [A,B,C] is equivalent to minimality of[Ab,Bb,Cb].
3.1 The zero properties of blocked linear systems
Since in this section we are interested in the zero properties of the system (4), we need
to first define zeros for that system. Similar to Definition 1 we have the following
definition for the zeros of the system (4).
Definition 4. The finite zeros of the transfer function V(Z) =Cb(ZI−Ab)−1Bb+Db
with minimal realization [Ab,Bb,Cb,Db] are defined to be the finite values of Z for
which the rank of the following system matrix falls below its normal rank
Mb(Z) = [ ZI−Ab −BbCb Db ] . (6)
Further, V(Z) is said to have an infinite zero when n+ rank(Db) is less than the
normal rank of Mb(Z), or equivalently the rank of Db is less than the normal rank of
V(Z).
According to the above definition the normal rank of the system matrix Mb(Z) plays
an important role in the zero properties of its associated blocked system.
Lemma 5. Suppose that p ≥m. Then the normal rank of M(z) is n+m if and only if
the normal rank Mb(Z) is n+Nm .
Proof. One can refer to [19] for a complete proof.
The above lemma establishes a relation between the normal rank of M(z) and the
normal rank of Mb(Z). In the following we recall the relation between zeros of these
system matrices.
Theorem 6. Suppose the system matrix of (1) has full-column normal rank. Then if
(1) has a finite zero at z = z0 ≠ 0, then the system (4) has a finite zero at Z = Z0 = zN0 ≠ 0.
Conversely, if the system (4) has a finite zero at Z = Z0 = zN0 ≠ 0, then the system (1)
has a finite zero at one or more of z = z0 ≠ 0 or z =ωz0 ≠ 0,. . ., z =ωN−1z0 ≠ 0, where
ω = exp(2pi j
N
).
Proof. The proof is omitted and an interested reader can refer to [19] for a complete
proof.
So far we have related nonzero zeros of the system (4) and those of the system
(1). Now, we present theorems which establish a relation between zeros of those
aforementioned systems at infinity and the origin, see [19] for the proofs, which are
straightforward.
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Theorem 7. Suppose the system matrix of (1) has full-column normal rank. Then
the system (4) has a zero at Z0 =∞ if and only if the system (1) has a zero at z0 =∞.
The above theorem treats the zeros of systems (4) and (1) at the infinity. In the
theorem below, we deal with zeros of the blocked system (4) and its associated
unblocked system (1) at the origin.
Theorem 8. Suppose the system matrix of (1) has full-column normal rank. Then
the system (4) has a zero at Z0 = 0 if and only if the system (1) has a zero at z0 = 0.
3.2 Zero-free blocked system
The results in the previous subsection established a clear connection between zeros of
the blocked system (4) and zeros of the associated unblocked system (1). Furthermore,
in the first section, it was shown that the system (1) with p >m and a choice of generic
parameter matrices [A,B,C,D], is zero-free. Now, to complete our analysis for the
zero properties of tall blocked systems we provide the theorem below which studies
the zero properties of the blocked system (4) obtained from blocking of a linear
time-invariant system with generic parameter matrices. It is worthwhile remarking
that parameter matrices of the blocked system (4) cannot be generic because they are
structured.
We first need the lemma below which studies the normal rank of Mb(Z) when matrices
A,B,C,D assume generic values.
Lemma 9. For a generic choice of matrices [A,B,C,D] with p ≥m, the system matrix
of (4) has normal rank equal to n+Nm.
Proof. In the generic setting and p ≥m, matrix D is of full column rank. So, due to
the structure of Db, see (5), one can easily conclude that Db is of full column rank as
well. Then the result easily follows.
Theorem 10. Consider the system (1) defined by the quadruple [A,B,C,D], in which
the individual matrices are generic. Then
1. If p >m, the system matrix of the blocked system has full column rank for all Z.
2. If p =m, then the system matrix of the blocked system can only have finite zeros
with one-dimensional kernel.
Proof. Suppose first that p >m. Using the results of Lemma 9 and Lemma 5, it can
be readily seen that the system matrix of tall unblocked systems generically have
full-column normal rank. Furthermore, Theorem 3 shows that tall unblocked systems
are generically zero-free. If the blocked system had its system matrix with less
than full column rank for a finite Z0 ≠ 0, then according to Theorem 6, there would
be necessarily a nonzero nullvector of the system matrix of the unblocked system
for z0 ≠ 0 equal to some N − th root of Z0, which would be a contradiction. If the
blocked system had a zero at Z0 =∞, then based on Theorem 8 the D matrix of the
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unblocked system would be less than full column rank which would be a contradiction.
Analogously, using the argument in Theorem 6, one can easily conclude that the
blocked system has full column rank system matrix at Z0 = 0.
Now we consider the case p =m; since D is generic, it has full column rank. Hence,
based on the conclusion of Theorem 8, both the unblocked system and the blocked
system do not have zeros at infinity. In the second part of this proof we use the conclu-
sion of Theorem 6. Furthermore, one should note that since the matrices A,B,C and D
assume generic values it can be easily understood that the quadruple [Ab,Bb,Cb,Db]
is a minimal realization. Now, based on the fact that Db is nonsingular, one can
conclude that the zeros of the blocked system are the eigenvalues of Ab−BbD−1b Cb. If
the eigenvalues of Ab−BbD−1b Cb are distinct, then the associated eigenspace for each
eigenvalue is one-dimensional; it is equivalent to saying that the associated kernel
of Mb(Z) evaluated at the eigenvalue has dimension one. One should note that the
unblocked system has distinct zeros due to the genericity assumption. Furthermore,
zeros of the unblocked system generically have distinct magnitudes except for com-
plex conjugate pairs. It is obvious that those zeros of the unblocked system with
distinct magnitudes produce distinct blocked zeros. Now, we focus on zeros of the
unblocked system with the same magnitudes, i.e. complex conjugate pairs. The only
case where the generic unblocked system has distinct zeros but its corresponding
blocked system has non-distinct zeros happens when the N− th power of the complex
conjugate zeros of the unblocked system coincide. We now show by contradiction
that this is generically impossible. In order to illustrate a contradiction, suppose that
the unblocked system has a complex conjugate pair, say z01 and z∗01. If they produce
an identical zero for the blocked system, their N − th powers must be the same. The
latter condition implies that the angle between z01 and z∗01 has to be exactly 2pihN ,
where h is an integer, which contradicts the genericity assumption for the unblocked
system. Hence, the zeros of the blocked system generically have distinct values and
consequently the corresponding kernels of system matrix evaluated at the zeros are
one-dimensional.
4 Multirate systems
In Section 2 we consider the system (1), in which yt exists for all t, and, as a separate
matter, can be measured at every time t. The zero properties of this system for a
choice of generic parameter matrices were completely discussed in Section 2. Then
in Section 3 it was shown that when the system (1) and its associated blocked system
(4) are tall, they are generically zero-free. Now, in this section we are also interested
in the situation where yt exists for all t, but not every entry is measured for all t. In
particular, we consider a case where yt has components that are observed at different
rates. For simplicity, a case where outputs are provided at two rates which we refer
to as the fast rate and the slow rate is assumed. In this section, we use the result of
the previous section to specify conditions under which blocked systems associated
with multirate systems are generically zero-free.
As mentioned earlier we discuss the case where yt has components that are measured
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at two rates so, without loss of generality we decompose yt as
yt = [y ftyst ]
where y ft ∈Rp1 is observed at all t, the fast part, and yst ∈Rp2 is observed at t =
0,N,2N, . . ., the slow part, also p1 > 0, p2 > 0 and p1 + p2 = p. Accordingly, we
decompose C and D as
C = [ C f
Cs
] , D = [ D f
Ds
] .
Thus, the multirate linear system corresponding to what is measured has the following
dynamics:
xt+1 = Axt +But t = 0,1,2, . . .
y ft =C f xt +D f ut t = 0,1,2, . . .
yst =Csxt +Dsut t = 0,N,2N, . . . (7)
We have actually N distinct alternative ways to block the system, depending on how
fast signals are grouped with the slow signals. Even though these N different systems
share some common zero properties, their zero properties are not identical in the
whole complex plane (see [3], pages 173-179).

















, t = 0,N,2N, . . .
xτt ≜ xt+τ . (8)
Then the blocked system ∑τ is defined by
xτt+N = Aτxτt +BτUτt
Y τt = Cτxτt +DτUτt , (9)
where,
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Aτ ≜ AN ,
Bτ ≜ [ AN−1B AN−2B . . . AB B ] ,
Cτ ≜ [ C f ⊺ A⊺C f ⊺ . . . A(N−1)⊺C f ⊺ A(N−τ)⊺Cs⊺ ]⊺ ,
Dτ ≜
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D f 0 . . . 0





C f AN−2B C f AN−3B . . . D f




where "*" at the very right corner denotes τ −1 zero matrices of size p2 ×m and
when N−τ −1 < 0 , CsA−1B is replaced by Ds and rest of the terms in the last row are
replaced by zero matrices of size p2×m.
Reference [3] defines a zero of (7) at time τ as a zero of its corresponding blocked
system ∑τ 1. Hence, in the rest of this section we focus on the zero properties of the
blocked system ∑τ , ∀τ ∈ {1,2, . . . ,N}.
Definition 11. The finite zeros of system ∑τ are defined to be finite values of Z for
which the rank of the following system matrix falls below its normal rank
Mτ(Z) = [ ZI−Aτ −BτCτ Dτ ] .
Further, Vτ(Z) =Cτ(ZI −Aτ)−1Bτ +Dτ , τ ∈ {1,2, . . . ,N}, is said to have an infinite
zero when n+ rank(Dτ), τ ∈ {1,2, . . . ,N}, is less than the normal rank of Mτ(Z),
τ ∈ {1,2, . . . ,N}, or equivalently the rank of Dτ , τ ∈ {1,2, . . . ,N}, is less than the
normal rank of Vτ(Z), τ ∈ {1,2, . . . ,N}.
In addition to the above definition the following results from [6] and [7] are useful to
the rest of this paper.
Lemma 12. The pair (A,B) is reachable if and only if the pairs (Aτ ,Bτ), ∀τ ∈{1,2, . . . ,N} are reachable.
The above lemma studies the reachability property of ∑τ , ∀τ ∈ {1,2, . . . ,N} and the
lemma below explores its transfer function.








Im(N−1) 0 ] ,
where τ ∈ {1,2 . . . ,N}.
1Zeros of the transfer function obtained from (9) and defined following [3] are identical with those
defined here, provided the quadruple {Aτ ,Bτ ,Cτ ,Dτ}is minimal.
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The result of the above lemma is crucial for the study of the zero properties of∑τ , ∀τ ∈ {1,2, . . . ,N}, for the choice of finite nonzero zeros. The latter is the
main focus for the remainder of this section. We treat the zero properties of ∑τ ,∀τ ∈ {1,2, . . . ,N}, under genericity and tallness assumptions. Given that p1, p2 > 0
and tallness is defined by N p1+ p2 >Nm, it proves convenient to consider partitioning
the set of p1, p2 defining tallness into two subsets, as follows.
1. p1 >m.
2. p1 ≤m, N p1+ p2 >Nm.
The first case is common, perhaps even overwhelmingly common in econometric
modeling but the second case is important from a theoretical point of view, and
possibly in other applications. Moreover, our results are able to cover both cases.
4.1 Case p1 >m
According to Definition 11, the normal rank for the system matrix of ∑τ , ∀τ ∈{1,2, . . . ,N}, plays an important role in the analysis of its zero properties; thus, we
make the following observation on the normal rank of ∑τ , ∀τ ∈ {1,2, . . . ,N} using
the conclusion of Lemma 9.
Remark 14. For generic choice of the matrices [A,B,Cs,C f ,D f ,Ds], p1 ≥ m, the
system matrix of ∑τ , ∀τ ∈ {1,2, . . . ,N}, has normal rank of n+Nm.
In the situation where p1 >m, obtaining a result on the absence of finite nonzero zeros
is now rather trivial, since the blocked system contains a tall subsystem obtained by
deleting some outputs which is provably zero-free.
Theorem 15. For a generic choice of the matrices [A,B,Cs,C f ,Ds,D f ], p1 >m, the
system matrix of ∑τ , ∀τ ∈ {1,2, . . . ,N}, has full column rank for all finite zero Z.
Proof. With the help of the conclusion of Theorem 10, one can easily conclude that
there is a submatrix of Mτ(Z), obtained by deleting rows of Mτ(Z) associated with
slow part, which is full-column rank for all finite Z. Then the conclusion of the
theorem easily follows.
4.2 Case p1 ≤m, N p1+ p2 >Nm
In the previous subsection the case p1 > m was treated where only considering the
fast outputs alone generically leads to a zero-free blocked system, and the zero-free
property is not disturbed by the presence of the further slow outputs. A different
way in which the blocked system will be tall arises when p1 ≤m and N p1+ p2 >Nm.
The main result of this subsection is to show that ∑τ , ∀τ ∈ {1,2, . . . ,N} with p1 ≤m,
N p1 + p2 > Nm is again generically zero-free. In order to study the latter case we
need to review properties of the Kronecker canonical form of a matrix pencil. Since
the system matrix of ∑τ , ∀τ ∈ {1,2, . . . ,N} is actually a matrix pencil, the Kronecker
canonical form turns out to be a very useful tool to obtain insight into the zeros of (9)
and the structure of the kernels associated with those zeros.
The main theorem on the Kronecker canonical form of the matrix pencil is obtained
from [17].
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Theorem 16. [17] Consider a matrix pencil zR+S. Then under the equivalence
defined using pre- and postmultiplication by nonsingular constant matrices P̃ and Q̃,
there is a canonical quasidiagonal form:
P̃(zR+S)Q̃ = diag[Lε1 , . . . ,Lεr , L˜η1 , . . . , L˜ηs ,zN − I,zI−K], (11)
where:
1. Lµ is the µ ×(µ +1) bidiagonal pencil⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z −1 0 . . . 0 0




0 0 0 . . . z −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)
2. L˜µ is the (µ +1)×µ transposed bidiagonal pencil⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 . . . 0 0
z −1 . . . 0 0
...
...
0 0 . . . z −1
0 0 . . . 0 z
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (13)
3. N is a nilpotent Jordan matrix.
4. K is in Jordan canonical form.
Note the possibility that µ = 0 exists. The associated L0 is deemed to have a column
but not a row and L˜0 is deemed to have a row but not a column, see [17].
The following corollary can be directly derived easily from the above theorem and
provides detail about the vectors in the null space of the Kronecker canonical form.
Because the matrices P˜ and Q˜ are nonsingular, it is trivial to translate these properties
back to an arbitrary matrix pencil, including a system matrix.
Corollary 17. 1. For all z except for those which are eigenvalues of K, the kernel
of the Kronecker canonical form has dimension equal to the number of matrices
Lµ appearing in the form; likewise the co-kernel dimension is determined by
the number of matrices L˜µ .
2. The vector [1 z z2 . . . zµ]⊺ is the generator of the kernel of Lµ , a set of vec-
tors [0 . . . 0 1 z z2 . . .zµ 0 . . . 0]⊺ are generators for the kernel of the whole
canonical form which depend continuously on z, provided that z is not an
eigenvalue of K; when z is an eigenvalue of K, the vectors form a subset of a
set of generators.
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3. When z equals an eigenvalue of K, the dimension of the kernel jumps by the
geometric multiplicity of that eigenvalue, the rank of the pencil drops below the
normal rank by that geometric multiplicity, and there is an additional vector
or vectors in the kernel apart from those defined in point 2, which are of the
form [0 0 . . .v⊺]⊺, where v is an eigenvector of K. Such a vector is orthogonal
to all vectors in the kernel which are a linear combination of the generators
listed in the previous point.
4. When z is an eigenvalue, say z0 of K, the associated kernel of the matrix pencil
can be generated by two types of vectors: those which are the limit of the gen-
erators defined by adding extra zeros to vectors such as [1 z0 z20 . . . ,zµ0 ]⊺ (these
being the limits of the generators when z ≠ z0 but continuously approaches
z0), and those obtained by adjoining zeros to the eigenvector(s) of K with
eigenvalue z0, the latter set being orthogonal to the former set.
In the rest of this subsection, we explore the zero properties of Mτ(Z), ∀ τ ∈ {1,
2, . . . ,N}. To achieve this, we first focus on the particular case of M1(Z). Later, we
introduce the main result for the zero properties of Mτ(Z), ∀τ ∈ {1,2, . . . ,N}.
First we need to introduce some parameters. To this end, we argue first that the
first n+N p1 rows of M1(Z) are linearly independent. For the submatrix formed by
these rows is the system matrix of the blocked system obtained by blocking the fast
system defined by {A,B,C f ,D f }, and accordingly has full row normal rank, since
the unblocked system is generic and square or fat under the condition p1 ≤m. Now
define the square submatrix of M1(Z):
N(Z) ≜ [ ZI−A1 −B1C1 D1 ] , (14)
such that normal rank N(Z) =normal rank M1(Z), by including the first n+N p1 rows
of M1(Z) and followed by appropriate other rows of M1(Z) to meet the normal rank
and squareness requirements. Hence there exists a permutation matrix P such that
PM1(Z) = [ N(Z)C2 D2 ] (15)
where C2 and D2 capture those rows of C1 and D1 that are not included in C1 and D1,
respectively.
The zero properties of N(Z) are studied in the following proposition.
Proposition 18. Let the matrix N(Z) be the submatrix of M1(Z) formed via the
procedure described. Then for generic values of the matrices A,B, etc. with p1 ≤m
and N p1+ p2 >Nm, for any finite Z0 for which the matrix N(Z0) has less rank than
its normal rank, its rank is one less than its normal rank.
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Proof. The proof is omitted; an interested reader can refer to [18] for a complete
proof.
The result of the previous proposition, although restricted to τ = 1, enables us to
establish the following main result applicable for any τ .
Theorem 19. Consider the system∑τ , ∀τ ∈{1,2, . . . ,N}, with p1 ≤m, and N p1+ p2 >
Nm. Then for generic values of the defining matrices {A,B,C f ,D f ,Cs,Ds} the system
matrix Mτ(Z) , ∀τ ∈ {1,2, . . . ,N}, has rank equal to its normal rank for all finite
nonzero values of Z0, and accordingly Στ has no finite nonzero zeros.
Proof. We first focus on the case τ = 1. Now, apart from the p2−N(m− p1) rows of
the Cs,Ds which do not enter the matrix N(Z) defined by (14), choose generic values
for the defining matrices, so that the conclusions of the preceding proposition are
valid.
Let Za,Zb, . . . be the finite set of Z for which N(Z) has less rank than its normal rank
(the set may have less than n elements, but never has more), and let wa,wb, . . . be
vectors which are in the corresponding kernels (not co-kernels) and orthogonal to the
subspace in the kernel obtained from the limit of the kernel of N(Z) as Z→ Za,Zb, . . .
etc. Now, due to the facts that M1(Z) and N(Z) have the same normal rank and any
existing vector in the kernel of M1(Z) is in the the kernel of N(Z) one can conclude
that the subspace in the kernel obtained from the limit of the kernel of N(Z) as
Z→ Za,Zb, . . . etc, coincides with the subspace in the kernel obtained from the limit
of the kernel of M1(Z) as Z→ zeros of M1(Z).
Now, to obtain a contradiction, we suppose that the system matrix M1(Z) is such
that, for Z0 ≠ 0, M1(Z0) has rank less than its normal rank, i.e. the dimension of its
kernel increases. Since the kernel of M1(Z0) is a subspace of the kernel of N(Z0), Z0
must coincide with one of the values of Za,Zb, . . . and the rank of M1(Z0) must be
only one less than its normal rank; moreover, there must exist an associated nonzero
w1 unique up to a scalar multiplier, in the kernel of M1(Z0) which is orthogonal to
the limit of the kernel of M1(Z) as Z → Z0. Then w1 is necessarily in the kernel of
N(Z0), orthogonal to the limit of the kernel of N(Z) as Z → Z0 and thus w1 in fact
must coincide to within a nonzero multiplier with one of the vectors wa,wb, . . . .










and suppose the input sequence u(i) = ui is applied for i = 1,2 . . . ,N to the original
system, starting in initial state x1 at time 1. Let y f (1),y f (2), . . . denote the corre-
sponding fast outputs and ys(N) the slow output at time N. Break this up into two
subvectors, ys1(N),ys2(N), where ys1(N) is associated with those rows of Cs, Ds
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which are included in C1, D1 and ys2(N) is related with the remaining rows of Cs and
Ds . We have
N(Z0)w1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z0In−AN −AN−1B −AN−2B . . . −B
C f D f 0 . . . 0





C f AN−1 C f AN−2B C f AN−3B . . . D f














Now it must be true that x1 ≠ 0. For otherwise, we would have N(Z)w1 = 0 for all Z,
which would violate assumptions. Since also Z0 ≠ 0, there must hold x(N +1) ≠ 0.
Hence there cannot hold both x(N) = 0 and u(N) = 0. Consequently, we can always
find Cs2,Ds2 such that ys2(N) =Cs2x(N)+Ds2u(N) ≠ 0, i.e. the slow output value is
necessarily nonzero, no matter whether w1 =wa,wb, etc. Equivalently, the equation[C2 D2]w1 = 0 cannot hold. Hence, if M1(Z) defines a system with a finite zero and
it is nonzero, this is a nongeneric situation. Hence, M1(Z) generically has rank equal
to its normal rank for all finite nonzero Z. Now, we show that the latter property
holds for all Mτ(Z), τ ∈ {1,2, . . . ,N}. First, note that the pair (A,B) is generically
reachable so, according to Lemma 12 the pair (Aτ ,Bτ), ∀τ ∈ {1,2, . . . ,N}, is also
reachable. Consider Zζ ∈C−{0,∞}, if Zζ does not coincide with the eigenvalues of
Aτ then
rank(Mτ(Zζ )) = n+ rank(Vτ(Zζ )). (18)
Hence, using the result of Lemma 13, it is immediate that rank(Mτ(Zζ )) = rank(Mτ+1(Zζ )). If Zζ does coincide with an eigenvalue of Aτ then rank(Vτ(Zζ )) is
ill-defined. However, since zeros of Mτ(Z), τ ∈ {1,2 . . . ,N}, are invariant under state
feedback and the pair (Aτ ,Bτ) is reachable, one can easily find a state feedback to
shift that eigenvalue [20] and then (18) is a well-defined equation and rank(Mτ(Zζ ))= rank(Mτ+1(Zζ )). Thus, we can conclude that all Mτ(Z), τ ∈ {1,2, . . . ,N} generi-
cally have no finite nonzero zeros. This ends the proof.
The above theorem studies the case of finite nonzero zeros. The cases of zeros at the
origin and at infinity seem to be more complicated because the structure of the system
matrices depend on τ ; furthermore, the various Mτ(Z), for τ ∈ {1,2, . . . ,N}, may not
share the same zeros at those aforementioned points. Hence, these two points need
special treatments. Here, we offer the following conjecture which partly treats the
case of zeros at the origin and infinity.
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Conjecture 20. Consider the system ∑τ , ∀τ ∈ {1,2, . . . ,N}, with p1 <m and N p1+
p2 >Nm. Then for generic values of the defining matrices [A,B,C f ,D f ,Cs,Ds] the
system matrix Mτ(Z), τ ∈ {1,2, . . . ,N} always has zeros at either Z = 0 or Z =∞ or
at both points.
The above conjecture has been proved for a particular case where the normal rank
of the system matrix Mτ(Z) is equal to the number of columns. Furthermore, it
is consistent with numerical examples. Here, we provide the following example
which exhibits a very simple scenario and is consistent with the conclusion of the
conjecture.
Example 21. Consider a tall multi-rate system with n = 1, m = 3, N = 2, p1 = 1,
p2 = 5. Let the parameter matrices for the multi-rate system be A = a, B = [b1 b2 b3],


















First, consider τ = 1 and write the associated system matrix as
M1(Z) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z−a2 −ab1 −ab2 −ab3 −b1 −b2 −b3




3 0 0 0










































































It is obvious that first two rows are linearly independent. Now, consider the rows 3 to
8; they can be written as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣







































































diag(a,b1,b2,b3, I3) = Gdiag(a,b1,b2,b3, I3)
The matrix G has rank at most 4; hence, with generic parameter matrices the normal
rank of M(Z) equals 6; furthermore, it is easy to observe that the system matrix has a
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zero at Z = 0. However, for τ = 2 we can write the system matrix M2(Z) as
M2(Z) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z−a2 −ab1 −ab2 −ab3 −b1 −b2 −b3




3 0 0 0









































53 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Observe that the normal rank of the system matrix is still 6 and the matrix D2 (with
its nonzero entries assuming generic values) has rank 4; hence, the only zero of the
system matrix is now at infinity.
5 Conclusions and future works
The zero properties of tall discrete-time multirate linear system were addressed in
this paper. The zero properties of multirate linear systems were defined as those
of their corresponding blocked systems. In this paper several required results from
[1], [19] and [18] were reviewed in order to prove the main results about the zero
properties of the blocked systems associated with multirate systems. In particular,
it was illustrated that tall unblocked linear time-invariant systems are generically
zero-free. Then, the zero properties of blocked systems associated with tall unblocked
linear time-invariant systems were discussed and it was presented that tall blocked
systems are generically zero-free. Finally, it was shown that tall blocked systems
associated with multirate systems generically have no finite nonzero zeros. However,
the behavior at Z = 0 and Z =∞, turns out to be more complicated and we provided
a conjecture which specifies a situation where tall blocked systems always have a
zero at z = 0. As part of our future work, we intended to provide a formal proof for
Conjecture 20. Moreover, we intend to generalize the results of this paper in respect
of the output rates. More specifically, we are interested in the general case where
there are two output streams, one available every ν time instants and the other every
ν time instants, with ν and ν coprime integers with neither equal to 1.
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Abstract. This paper study systems with sign-definite interactions between variables,
providing a sufficient condition to characterize the possible transitions between
intervals of increasing and decreasing behavior.
1 Introduction
We consider systems with inputs and outputs
x˙ = f (x,u), y = h(x) (1)
for which the entries of the Jacobian of f and h with respect of x and u have a
constant sign. For such systems, we provide a graph-theoretical characterization of
the possible transitions between intervals of increasing and decreasing behavior of
state variables (or output variables). A particular case is that of monotone systems,
for which it follows that only monotonic behavior can occur, provided that the input
is monotonic and the initial state is a steady state. These results, although very simple
to prove, are very useful when invalidating models in situations, such as in systems
molecular biology, where signs of interactions are known but precise models are
not. We also provide a discussion illustrating how our approach can help identify
interactions in models, using information from time series of observations.
1.1 Notations and definitions
We assume in (1) that states x(t) evolve on some subset X ⊆Rn, and input and output
values u(t) and y(t) belong to subsets U ⊆Rm and Y ⊆Rp respectively. The maps
f ∶ X ×U →Rn and h ∶ X →Y are taken to be continuously differentiable, in the sense
that they may be extended as C1 functions to open subsets, and technical conditions
on invariance of X are assumed, [1]. (Much less can be assumed for many results,
so long as local existence and uniqueness of solutions is guaranteed.) An input is a
signal u ∶ [0,∞)→U which is measurable and bounded on finite intervals (in some
of our results, we assume that u(t) is differentiable on t). We write ϕ(t,x0,u) for
the solution of the initial value problem x˙(t) = f (x(t),u(t)) with x(0) = x0, or just
x(t) if x0 and u are clear from the context, and y(t) = h(x(t)). See [4] for more
on i/o systems. For simplicity of exposition, we make the blanket assumption that
solutions do not blow-up on finite time, so x(t) (and y(t)) are defined for all t ≥ 0.
Given three partial orders on X ,U,Y (we use the same symbol ⪯ for all three orders),
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a monotone I/O system (MIOS), with respect to these partial orders, is a system (1)
such that h is a monotone map (it preserves order) and, for all initial states x1,x2 and
all all inputs u1,u2, the following property holds: if x1 ⪯ x2 and u1 ⪯ u2 (meaning
that u1(t) ⪯ u2(t) for all t ≥ 0), then ϕ(t,x1,u) ⪯ ϕ(t,x2,u2) for all t ≥ 0. Here we
consider partial orders induced by closed proper cones K ⊆R`, in the sense that x ⪯ y
iff y−x ∈K. The cones K are assumed to have a nonempty interior and are pointed,
i.e. K⋂−K = {0}.
The most interesting particular case is that in which K is an orthant cone inRn, i.e. a
set Sε of the form {x ∈Rn ∣εixi ≥ 0}, where εi = ±1 for each i. Cooperative systems
are by definition systems that are monotone with respect to orthant cones. For such
cones, there is a useful test for monotonicity, which generalizes Kamke’s condition
from ordinary differential equations [3] to i/o systems. Let us denote by σ(x) the
usual sign function: σ(x) = 1,0,−1 if x > 0, = 0, or < 0 respectively. Suppose that
σ ( ∂ fi
∂x j




(x)) is constant ∀ i, j, ∀x ∈ X
(subscripts indicate components) We also assume that X is convex. We then associate
a directed graph G to the given MIOS, with n+m+ p nodes, and edges labeled “+”
or “−” (or ±1), whose labels are determined by the signs of the appropriate partial
derivatives (ignoring diagonal elements of ∂ f /∂x). An undirected loop in G is a
sequence of edges transversed in either direction, and the sign of an undirected loop
is defined by multiplication of signs along the loop. (See e.g. [2] for more details.)
Then, it is easy to show that a system is monotone with respect to some orthant cones
inRn,Rm,Rp if and only if there are no negative undirected loops in G.
1.2 Monotone responses
Suppose now that our system (1) is monotone with respect to an orthant order, and
with a scalar input (U ⊆R with the usual order). We will prove below that, starting
from a steady state, if an external input is a either non-increasing or non-decreasing
in time (for example, a step function), then the system has the property that the
response of every node is monotonic as well. That is to say, each node must respond
as a non-decreasing function, like the one shown in the left panel of Figure 1, or a
non-increasing function. A biphasic response like the one shown in the right panel
of Figure 1 can never occur, at any of the nodes. In fact, we will show a stronger
result, valid for any monotone system and any input that is non-decreasing in time
with respect to the order structure in U , u(t1) ⪯ u(t2) for all t1 ≤ t2: states then
non-decreasing in time with respect to the order structure in X , x(t1) ⪯ x(t2) for all
t1 ≤ t2. For the special case of orthant orders, this means that each coordinate of
the state will either satisfy xi(t1) ≤ xi(t2) for all t1 ≤ t2 or xi(t1) ≥ xi(t2) for all t1 ≤ t2
(i ∈ {1,2, . . . ,n}). Analogously, if inputs are non-increasing, that is, u(t2) ⪯ u(t1) for
all t1 ≤ t2, then, by reversing the orders in X and U , we obtain a new monotone system
in which now u(t) is non-decreasing, and therefore the same conclusions hold (with
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Figure 1: Monotonic and biphasic responses
reversed orders). Let ϕ(t,x0,v) denote the solution of x˙ = f (x,u) at time t > 0 with
initial condition x(0) = x0 and input signal v = v(t).
Theorem 1. Suppose that (1) is a monotone I/O system. Pick an input v that is non-
decreasing in time with respect to the partial order in U, and an initial state x0 that is
a steady state with respect to v0 = v(0), that is, f (x0,v0)= 0. Then, x(t)=ϕ(t,x0,v) is
non-decreasing with respect to the partial order in X. Also, the output y(t) = h(x(t))
is nondecreasing.
The proof is given in Section 3.
1.3 Feedback and feedforward architectures
Theorem 1 can be specialized to the study of responses from a single input of
interest to a single output. The idea is to let only one input monotonically vary,
while other input signals are kept constant at their equilibrium value. This allows
to establish monotonicity of I/O responses beyond the case of cooperative systems
which is studied in Theorem 1. In order to state the result we need the following
graph-theoretic definitions.
Given a directed graph (V,E ⊂V ×V), we define the accessible subgraph from a node
v ∈ V to be
Acc(v) = (Vv,Ev)
defined as follows:
Vv = {w ∈ V ∶ ∃ directed path from v to w}
while Ev = E ∩Vv×Vv. We define the co-accessible subgraph to a node z ∈ V to be:
coAcc(z) = (Vz,Ez)
where: Vz = {w ∈ V ∶ ∃ directed path from w to z}
and Ez = E ∩Vz×Vz.
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Intuitively, given an input node vi and an output node vo in V , in order to investigate
monotonicity of the input-output response from the associated input signal to the
corresponding output signal, it is enough to consider the graph:Gi/o ∶= (Vi/o,Ei/o) =Acc(vi)∩coAcc(vo).
The crucial features of this graph that may prevent monotonicity of the response is
existence of two or more directed paths from vi to vo with inconsistent sign. Such
paths can only exist if the graph Gi/o exhibits incoherent feedforward loops (IFFL’s)
and/or negative directed feedback loops. This condition may be verified for two
nodes vi and vo even if the overall system is not monotone. For example, Fig. 2
shows a system that (a) is not monotone yet (b) has no IFFL’s nor negative feedback
loops. However, such a counterexample does not contradict our assertion, since we
vi
vo
Figure 2: The graph of a non-monotone system fulfilling I/O monotonicity conditions.
The dashed edge is negative and all other edges are positive
are interested in knowing how one input (affecting only one node) affects any given
particular output node. Indeed, if all we ask is that input/output question, then the
following is true:
Theorem 2. Suppose that (1) is a monotone I/O system, with scalar inputs and
outputs (U ⊆R and Y ⊆R with the usual orders), and that the parities of any two
directed paths from the input node to the output node are the same. Then, if the system
is initially at some equilibrium, the response to a monotonic input is monotonic.
Observe that “paths” include feedforward loops as well as closed loops in which a
cycle occurs. The simple proof is omitted here; it relies upon the pruning all nodes
that do not lie in any such path, reducing to the monotone case.
1.4 More general systems with sign-definite Jacobians
In this section, we relax the monotonicity assumptions. We assume that (2) holds.
Our goal is to understand, given a certain input with a particular monotone trend, that
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is such that sign(u˙(t)) is constant in time, what are the possible shapes that solutions
x(t,x0,u) can take, and in particular, what sign(x˙(t)) may look like. LetV ∶= {−1,0,1}n+m ,
which we regard as the set of all possible sign-patterns of vectors [x˙′, u˙′]′ ∈Rn+m,
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Let V20 ∶= {(v1,v2) ∈ V2 s.t. n∑
i=1 ∣v1i−v2i∣ = 1}
(in other words, pairs of elements v1 and v2 which differ in exactly one position,
located among their first n coordinates, and this difference is between 0 and 1, or
between −1 and 0). For such pairs, we denote by iv1,v2 ∈ {1,2, . . . ,n} the uniquely
defined integer for which v1i ≠ v2i. Regarding V as a set of vertices in a directed
graph, we denote by E ⊂ V20 the set of edges for which∃k ∈ {1, . . . ,n+m} s.t. Jiv1 ,v2 kv1k(v2iv1,v2 −v1iv1 ,v2 ) = 1. (3)
Intuitively, in equation (3) we allow a directed edge pointing from node v1 to node v2
only if the nodes differ by a single entry, the i-th one, and if among the input/states
variables that affect x˙i (with the exception of xi itself), at least one has an influence
on x˙i which is equal in sign to that of the jump v2i−v1i ).
In Section 3, we prove the following result:
Theorem 3. Let I1 < I2 be disjoint non-empty intervals of the real line such that
I = I1∪ I2 is also an interval. Let x(t) ∶ I → X be a solution of (1) corresponding to
the C1 input u of constant sign pattern σ(u˙(t)). Assume that there exists v1 and v2 inV such that σ([x˙(t)′, u˙(t)′]) = v1 for all t ∈ I1 and σ([x˙(t)′, u˙(t)′]) = v2 for all t ∈ I2
and ∣v1−v2∣ = 1. Then (v1,v2) ∈ E .
Note that we are allowing either interval to consist of only one point. Theorem 3
can be used to infer the potential shapes of solutions of nonlinear systems with sign-
definite Jacobians, subject to piecewise monotone inputs. It generalizes Theorem 1, in
the following sense. Suppose that our system is monotone with respect to the standard
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order, i.e. with respect to the cone K = Sε , where ε = (1,1, . . . ,1). Then (Kamke
conditions) the sign Jacobian matrix J has all its elements non-negative. In that case,
Theorem 3 clearly implies that the two subsets of nodes {0,1}n+m and {0,−1}n+m
are forward-invariant in the graph with edges E . This implies, in particular: (1) if
the input is non-decreasing and if we start from a steady state (first n coordinates
of edges are zero), then all reachable nodes have non-negative coordinates (that is
to say, the solutions of the system are non-decreasing), and (2) if the input is non-
increasing, then nodes are non-positive (solutions of the system are non-increasing),
thus recovering the conclusions of Theorem 1.
1.5 A toy example
To illustrate the applicability of Theorem 3 we consider the bidimensional nonlinear
system:
x˙1 = ux1−k1x1x2
x˙2 = −k2x2+k3x1x2 (4)
with state space X = (0,+∞)2 and input taking values in (0,+∞) and k1,k2,k3 being
arbitrary positive coefficients. Notice that this can be interpreted as a model of
predator-prey interactions with the reproduction rate of preys being an exogenous
input u. Obviously the system is not cooperative due to the presence of a negative
feedback loop. The J matrix in this case is given by:
J = [ 0 −1 11 0 0 ] .
Next we build the graph (V,E) with nodes:
V = {−1,0,1}3.
Let us focus on increasing inputs. This means we restrict our attention to nodes of the
type {−1,0,1}2×{1} and for the sake of simplicity we may drop the u˙ label in Fig.
3. This represents all the edges allowed by Theorem 3. Notice that commutations in
the sign of x˙2(t) (the predators) are only allowed in order to match the sign of x˙1(t).
This restricts the possible sign-patterns of x˙(t) which are compatible with a model
of this kind even without assuming any knowledge of the specific values of the kis
(provided their sign is known a priori).
The previous example also suggests the possibility of introducing a reduced graph,
which we define by considering a reduced set of nodes and a new set of edges. In
particular, we may let: Gred = (Vred ,Ered), where Vred = {1,−1}n+m, Ered = {(v1,v2) ∈V2red ∶ ∃ path of length 2 in G from v1 to v2}. This graph represents, for a given and
fixed sign pattern of the input variable, the set of all possible transitions between sets{x ∶ f (x,u) ∈O}, where O denotes an arbitrary closed orthant and edges are only
allowed between neighboring orthants (that is orthants sharing a face of maximal di-
mension). In particular, the orthant {x ∶ f (x,u) ∈O} whereO = diag(v)[0,+∞)n, and
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(1, 1) (1, 0) (1,−1)
(0, 1) (0, 0) (0,−1)
(−1, 1) (−1, 0) (−1,−1)
Figure 3: Graph of allowed transitions for increasing inputs
v is an arbitrary element of {1,−1}n is associated to the node v. It is straightforward
to see that
Ered = {(v1,v2) ∈ V2red ∶ ∃k ∈ {1, . . . ,n+m} s.t.
Jiv1 ,v2 kv1k(v2iv1,v2 −v1iv1 ,v2 ) = 2},
where with a slight abuse of notation iv1,v2 denotes the unique index i such that∣v1i−v2i∣ = 2.
2 Identification of signed interactions
In the following we exploit the results of previous Sections, and in particular The-
orem 3, in order to formulate and discuss an algorithm for identification of signed
interactions based on available measured data. This is a systematic tool for hypothesis
generation. The method assumes sign definite interactions between variables and
allows, under such qualitative constraints, to find the family of minimal signed graphs
which are compatible with given measured data. Our discussion in this section will
be done very informally. A future paper will provide more precise formulations.
For the sake of simplicity all variables are assumed to be measured continuously so
that no issue arises of what has been the intersample behaviour of individual variables
and whether or not the adopted sampling time is sufficiently small to unambiguously
detect changes of sign in the derivatives of the considered set of variables. Also we
assume that at most one variable can switch at any given time (this assumption is
reasonable only when there are no conservation laws involving exactly two variables).
The algorithm is particularly flexible as it allows to generate several plausible scenar-
ios compatible with an initial hypothesisH0 which gathers all the apriori information
available, namely all the interactions between variables which have been validated
and invalidated by other means. In its basic formulation it assumes that all variables
are known and available for measurement.
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The following definitions are useful in order to precisely formulate the algorithm.
Notice that we will identify a graphical object which is different from the graphs
previously described.
Definition 4. A signed graph G is a triple {V,E+,E−}, in which V is a finite set
of nodes (corresponding to the variables of the system), E+ ⊂ V ×V/{(v,v) ∶ v ∈ V}
is the set of positive edges, each corresponding to directed excitatory influence of
one variable to another, and E− ⊂ V ×V/{(v,v) ∶ v ∈ V} is the set of negative edges,
corresponding to directed inhibitory influences.
Notice that variables may be states and inputs. In this respect it is convenient to
partition V as Vs ∪Vi, with Vs ∩Vi = ∅ denoting the set of nodes corresponding to
state variables and input variables respectively. The assumption of signed interactions
means that E+∩E− =∅. Notice also that we do not consider self-loops in our graphs
(and, consequently, no assumption of signed self-interaction is made). We say that
a graph is compatible with the observed data if all sign-switches of derivatives in
the data are allowed by the sign-pattern of the adjacency matrix of G according to
Theorem 3. Moreover, we say that a signed graph G˜ = {V, E˜+, E˜−} is an edge-subgraph
of G if E˜+ ⊂ E+ and E˜− ⊂ E−. If at least one inclusion is strict we say that it is a proper
edge-subgraph. We also say that G is an edge-supergraph of G˜. An apriori hypothesisH is a signed graph with 2 types of signed edges {V,Eh+,Eh−,Fh+,Fh−} where Eh+ andEh− are respectively positive and negative edges which have already been validated
(and are therefore known to exist in the graph of the system being identified), whileFh+ and Fh− are forbidden positive and negative edges respectively.
Notice that Eh+∩Eh− =∅, while the same is not necessarily true for Fh+ and Fh−. For
instance, if a certain variable is known to be an input of the system, then all its
incoming edges, both positive and negative should be listed as forbidden.
Definition 5. A graph G is said to be a minimal graph compatible with data and with
hypothesis H if no proper edge-subgraph of G exists that is both compatible with the
data and an edge-supergraph of H with Fh+∩E+ =∅ and Fh−∩E− =∅.
The first algorithm we discuss below allows to generate all minimal signed graphs
compatible with the measured data and the given apriori hypothesis H, (which could
be empty, namely H = {V,∅,∅,∅,∅} ). As more than one such graph may exist,
depending on the data available, the algorithm creates a number of plausible scenarios
by storing them in a tree, starting from the root node H. The parent of each node is a
proper edge-subgraph of all of its children. Measured data is scanned from initial
to final time. Each time a sign switch is detected all leaves of the current tree are
checked to see whether the switch is compatible with the graphs they represent. If so,
nothing is done; otherwise, a single edge is added in order to restore compatibility
of data with the graph. If more than one edge may be capable of restoring such
compatibility multiple children are created for the considered parent node. If no such
edge exists, (namely because the constraint E+∩E− =∅ does not allow it), then that
node is labeled as Invalidated.
In the following we denote by L(T ) the set of leaves of a tree T . Notice that, for the
sake of simplicity, we assume that at each time t at most one variable may switch the
sign of its derivative.
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1. Let H = (V,Eh+,Eh−) be the root of the tree T ;
2. Let t1,t2, . . .tN denote the time instants at which sign switches in state variable
derivatives are detected;
3. For i = 1 . . .N
4. For H ∈L(T )
5. If H is labeled ‘Invalidated’ or ‘Redundant’ do nothing, else:
6. If variable v ∈Vs switches its derivative from positive to negative [from negative
to positive] at time ti then:
• Check if there exists an edge in E+ from a node w with negative [positive]
derivative (at ti) to v or if there exists an edge in E− from a node w with
positive [negative] derivative (at ti) to v;
• If the check succeeds then do nothing. If the check fails then for all nodes
u with positive derivative, such that (u,v) does not belong to E+∪Fh−, add
the edge (u,v) to E− and attach as a son to H the newly created graph;
• Similarly, if the check fails, for all nodes u with negative derivative, such
that (u,v) does not belong to E− ∪Fh+, add the edge (u,v) to E+ and
attach as a son to H the newly created graph;
• If no such nodes as in the previous two items exist, then label H as
‘Invalidated’;
7. End For H ;
8. Label all leaves of T that are proper edge-subgraph of other leaves as ‘Redun-
dant’;
9. label as ‘Redundant’ all leaves except one of those which are equal to one
another;
10. End For i;
The algorithm terminates with the set of non invalidated and non redundant leaves
representing all minimal sign-definite graphs which are compatible with the initial
hypothesis.
To illustrate the algorithms we apply it to synthetic data generated by numerically
integrating the following differential equation:
x˙1 = −x1+x1x2
x˙2 = x2x3−x1x2
x˙3 = x3−1.2x2x3. (5)
This can be seen as a toy model of an ecosystem comprising 3 interacting species:
Predators, Vegetarians and Vegetables, (x1,x2 and x3 respectively). Clearly the
algorithm does not assume knowledge of the ‘nature’ of the variable being measured
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Figure 4: Simulated species data. Blue plot (largest value at t = 0) denotes predators,
red vegetables, and green (smallest value at t = 0) vegetarians.
and in fact the goal of the identification is precisely to find out the sign of interactions
between such species, that is the role of each species in the ecosystem. The measured
data is shown in Fig. 4, using 3 different colors for the 3 variables.
Notice that 7 sign switches of derivatives are detected in the finite time window
considered and these are highlighted by vertical lines in the picture so as to emphasize
the order in which variables switch their monotonicity. We start with the empty
hypothesis comprising 3 nodes (labeled in the graph given in Figure 4 by colors: blue
(bottom left node) = predators, green (right node) = vegetarians, and red (top node) =
vegetables), and no validated nor invalidated edges. The execution of the algorithm is
shown in Fig. 5 Notice that the algorithm generates two minimal graphs compatible
with the measured data. Two edges appear in both graphs and are therefore validated
and should be present in any set of differential equations generating such monotonicity
patterns. The remaining edge can be picked from any of the two scenarios. In fact
the model used to generate the data is a supergraph of both scenarios and is given by
their union. This, of course, need not always be the case. Extra data and experiments
would be needed in order to refine the model. In fact, the outcome of the algorithm
may be used in order to design further experiments targeting specific edges of the
graph.
3 Proofs
Proof of Theorem 1
Since v(t) is non-decreasing, we have that v(t) ⪰ v(0) (coordinate-wise), so that, by
comparison with the input that is identically equal to v(0), we know that
ϕ(h,x0,v) ⪰ ϕ(h,x0,v0)
where by abuse of notation v0 is the function that has the constant value v0. We
used the comparison theorem with respect to inputs, with the same initial state.
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Figure 5: Generation of minimal graphs compatible with available data. Dashed
arrows indicate negative edges.
The assumption that the system starts at a steady state gives that ϕ(h,x0,v0) = x0.
Therefore:
x(h) ⪰ x(0) for all h ≥ 0 . (6)
Next, we consider any two times t ≤ t + h. We wish to show that x(t) ⪯ x(t + h).
Using (6) and the comparison theorem with respect to initial states, with the same
input, we have that:
x(t +h) = ϕ(t,x(h),vh) ⪰ ϕ(t,x(0),vh) ,
where vh is the “tail” of v, defined by: vh(s) = v(s+h). On the other hand, since
the function v is non-decreasing, it holds that vh ⪰ v, in the sense that the inputs
are ordered: vh(t) ⪰ v(t) for all t ≥ 0. Therefore, using once again the comparison
theorem with respect to inputs and with the same initial state, we have that
ϕ(t,x(0),vh) ≥ ϕ(t,x(0),v) = x(t)
and thus we proved that x(t + h) ≥ x(t). So x is a non-decreasing function. The
conclusion for outputs y(t) = h(x(t)) follows by monotonicity of h.
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Proof of Theorem 3
Consider the function
z(t) ∶= x˙i(t) = f (x(t),u(t)) .
Differentiating with respect to time we have by the chain rule:






























Let v1 and v2 be as in the statement of the theorem, and let i = iv1,v2 . There are four
cases to consider:
1. v1i = 0 and v2i = 1
2. v1i = 0 and v2i = −1
3. v1i = −1 and v2i = 0
4. v1i = 1 and v2i = 0.
Case 1. We have zi(t) = 0 for all t ∈ I1 and zi(t) > 0 for all t ∈ I2. It follows that I2
cannot be a one-point interval. Let t2 ∶= infI2, and note that zi(t2) = 0. From the
variation of parameters formula for the solution of z˙i(t) = a(t)zi(t)+bi(t), it follows
that if zi(t2) = 0 and zi(t) > 0 for an open interval [0,t2 + ε), then there must exist
some τ ∈ I2 such that b(τ) > 0. Thus, at least one of the terms in the definition of
b(τ) must be positive, which means that
Jiv1 ,v2 kv2k = 1 .
Note that this k is by definition not equal to i, so v2k = v1k (because v1 and v2 differ
only on their ith entry). Thus Jiv1 ,v2 kv1k = 1. Moreover, in this case v2i−v1i = 1−0 = 1,
so it follows that Jiv1 ,v2 kv1k(v2iv1 ,v2 −v1iv1 ,v2 ) = 1, as claimed.
Case 2. An analogous argument gives that there is some k such that Jiv1 ,v2 kv1k =
Jiv1 ,v2 kv2k =−1, but now v2i−v1i =−1−0 =−1, so again Jiv1 ,v2 kv1k(v2iv1 ,v2 −v1iv1 ,v2 ) = 1.
Case 3. Now we argue with the final-time problem z˙i(t) = a(t)zi(t)+bi(t), zi(t1) = 0,
where t1 = supI1. We conclude that there is some k such that Jiv1 ,v2 kv1k = 1, and since
v2i−v1i = 0−(−1) = 1, we have Jiv1 ,v2 kv1k(v2iv1 ,v2 −v1iv1 ,v2 ) = 1.
Case 4. Analogously, Jiv1 ,v2 kv1k = −1, v2i − v1i = 0− 1 = −1, so Jiv1 ,v2 kv1k(v2iv1 ,v2 −
v1iv1 ,v2 ) = 1.
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Abstract. In this paper we study a model for synchronization where the solutions are
only approximately periodic. More precisely, we present a model involving a small
parameter for which conventional averaging theory does not predict the existence of
a periodic solution and numerical studies show qualitative synchronization together
with small amplitude irregular motion. In spite of this, it seems that the phase
difference between the oscillations stays bounded for all time.
1 Introduction
Mathematically speaking, questions about synchronization are usually thought of
as questions about the stability properties of a one dimensional manifold. It might
be posed as follows. Given a compact manifold X ⊂Rn and a closed curve Γ ⊂ X ,
together with a differential equation x˙ = f (x) such that the manifold X is (locally)
attracting, determine circumstances under which all solutions will approach Γ. Split-
ting the problem up this way is helpful because we can then treat it in pieces, posing
the problem in terms of a vector field f such that solutions of x˙ = f (x) approach
X and an interaction term g such that g leaves invariant the manifold X such that
solutions of x˙ = f (x)+g(x) approach Γ. The existence of feedback controls which
stabilize submanifolds has been investigated in the recent work of Mansouri [5] [6].
Since the work of Huygens in the mid 17th century synchronization has been the
subject of much speculation and analysis but, for a variety of reasons, there has
been an sharp uptick in interest in recent years. One reason stems from the fact that
almost all computing and communication systems depend on the synchronization
of dispersed signals and clocks; other reasons come from the importance of mode
locking in laser physics as well as in more classical areas, as in the work of Kuramoto
[4]. There are also various studies in the biological sciences involving collections
of quasi independent agents such as fireflies which seem to display some form
of synchronization. Along with this, there has also been considerable interest in
quasi periodic motions that coexist but do not synchronize over time, especially in
connection with the study of invariant tori in KAM theory.
One of the intriguing aspects of the apparent synchronization seen in physical prob-
lems is the apparent lack of sensitivity to the size of the coupling terms. This suggests
that what one observes is the consequence of the buildup of small effects over time,
as in integral control. In this paper we study a synchronization model based on the
simplest possible nonintegrable terms. Our objective is to describe a general mecha-
nism that results in a type of frequency synchronization and a form of phase locking.
We will give a mathematical description of this mechanism and show that it is robust.
Our basic system consists of oscillators that would oscillate autonomously in the
absence of any coupling together with an interaction term consisting of nonintegrable
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terms that provide a measure of the phase differences. The coupled equations involve
a small parameter ε and take the form
x¨+ε f (x˙)+x+ε2(Q+ x˙x⊺−xx˙⊺)x = 0 ; x ∈Rn (1)
When ε = 0 the equations describe n decoupled oscillators having the same frequency.
The symmetric matrix Q provides detunning of the oscillators and the problem is
to show that the xx˙⊺ − x˙x⊺ term restores synchronization. See [1, 2]. Numerical
studies suggest that for small ε there is synchronization and mode locking but with a
small irregular motion which averages out; the phase difference between the various
oscillators is determined by Q but subject to a small jitter. One of our main points is
that there is no solution to the averaging equations ordinarly used to establish periodic
solutions.
This paper is dedicated to Uwe Helmke who has long been a leader in bringing new
mathematical techniques to bear on problems in control.
2 Preliminaries on eigenvalue placement
In this section we establish two facts about linear algebra that are relevant to the
later developments. Theorem 1 is, as far as I know, new and provides the essential
motivation for the model studied here. Although remarkable in some ways, it is an
easy consequence of the well known Schur-Horn theorem. Recall that the Schur-Horn
polytope associated with a set of n real numbers {λ1,λ2, ...,λn} is defined as the
convex hull of the n! vectors, v1,v2,⋯vn! where the vi are obtained from the λ ’s by
selecting some order for the λ ’s and treating them as the components of a vector in
R
n.
Theorem 1. Given Q = Q⊺ with eigenvalues {λ1,λ2, ...,λn}, and given any vector[µ1,u2, ...,µn] in the Schur-Horn polytope defined by the eigenvalues of Q, there
exists Z = −Z⊺ such that the eigenvalues of Q−Z are [µ1,u2, ...,µn]. Moreover, if
the eigenvalues of Q+Z are real, they must lie in this polytope and if they lie on
the boundary of the polytope between two distinct eigenvalues of Q they must be
associated with an elementary divisor of degree two or higher.
Proof. From the Schur-Horn theorem on the possible diagonals of symmetric ma-
trices having a given spectrum, it is known that it is possible to find Θ so that the
diagonal elements of Θ⊺QΘ viewed as a vector in Rn, can be any element of the
convex hull of the n! vectors having the eigenvalues as components. Given Q choose
Θ so that Θ⊺QΘ has the desired eigenvalues on the diagonal. Then choose Z1 so as to
make Θ⊺QΘ+Z1 upper triangular. In this case Z =ΘZ1Θ⊺ is the desired Z. To show
that the eigenvalues must lie in this polytope, we can apply Schur’s argument. Order
the eigenvalues of Q as λ1 ≥ λ2 ≥⋯ ≥ λn. Clearly x⊺(H +Z)x ≤ λ1 let M(p) denote
the pth compound of M and reason that x⊺(Q+Z)(2)x ≤ λ1+λ2 etc. The fact about
the elementary divisors will follow from the next theorem.
Theorem 2. Let Q and Z be as above. If Q has no eigenvalue equal to tr(Q/n)
and if Q+Z has all its eigenvalues equal to tr(Q/n) then the degree of the minimal
polynomial of Q+Z is at least two.
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Proof. The eigenvalues of Q−Z are the same as those of Q+Z. Let (Q−Z)x = λx.
Then (Q+Z)x = 2Zx must be nonzero because λ is not an eigenvalue of Q and it
is not proportional to x because otherwise Z would have a nonzero real eigenvalue.
Thus x and (Q+Z)x are linearly independent and so no linear combination of I and
Q+Z can vanish.
Remark 3. Observe that for single frequency, sinusoidal oscillations the nonlinear
term in equation (1) yields a skew-symmetric matrix x(t) = asinµt +bcosµt then
x˙x⊺−xx˙⊺ = µ(ba⊺−ab⊺) (2)
3 Synchronization on the line
Consider the problem of of arranging for x and y to move along the line approaching
unit speed and approaching each other. This behavior is described, for example, by
the second order equations
[ x¨y¨ ]+[ x˙y˙ ]+[ 0 01 −1 ][ xy ] = [ 10 ] (3)
whose solutions are such that x approaches t +α , with α dependent on the initial
conditions and x−y approaching zero, independent of the initial conditions. These
equations model a situation of the leader-follower type; here x evolves independently
of y and y follows x.
Theorem 4. If affine functions of time are to be stable solutions of x¨+ x˙+Ax = b in
the sense that for any initial condition x approaches a solution x = ct +αd with c and
d being independent of initial conditions and α a scalar dependent on the initial
conditions, then it is necessary and sufficient that Ac = 0, c+Ad = b and that the
polynomial det(I(s2+ s)+A) has all but one of its roots in the left half-plane. If e is
the vector with components all one, then for x to be asymptotically synchronized in
the sense that x approaches a solution of the form x(t) = et +αe it is necessary that
Ae = 0 and b = e.
If the eigenvalues of A are λi then the solutions of s2+ s+λi are the relevant eigenval-
ues of the system. If these eigenvalues are to satisfy the stability condition we need±√−λi+1/4 ≤ 1/2, with equality holding for exactly one of the 2n possibilities.
Remark 5. If Q = Q⊺ ≥ 0, is of rank Q = n− 1, and Qe = 0 then all solutions of
x¨+ x˙+Qx = e synchronize.
If the system is symmetric in the sense that ΠAΠ⊺ = A for any permutation matrix Π
then x and z =Πx satisfy the same equation. This is the condition for each element of
the group to play the same role in the evolution; i.e., for the group to be without a
leader. The equation
[ x¨y¨ ]+[ x˙y˙ ]+[ −1 11 −1 ][ xy ] = [ 11 ] (4)
is an example.
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Recasting this in a more geometric language, for the solutions of a system to synchro-
nize it necessary for the vector field to leave invariant a one dimensional manifold
and for this manifold to be stable in the above sense. Stated in this way we can
include nonlinear versions of the idea. From the point of view of physical systems it
is natural to consider equations of the form
x¨+ f (x, x˙)x˙+g(x, x˙) = e. (5)
and to look for conditions such that there is a stable solution of the form
x(t) = et +αe+ p(t) (6)
with p being a zero mean periodic function of time.
4 Stabilizing a manifold
As we have posed it, synchronization is characterized in terms of the asymptotic
stability of a one-dimensional submanifold. In the case of synchronization of periodic
solutions this manifold will be diffeomorphic to a circle. Before attacking the
synchronization problem directly we remark on the stabilization of more general
submanifolds.
Definition 6. Let X ⊂Rn be a asymptotically stable submanifold for x˙ = f (x). By
the submanifold stabilization problem for x˙ = f (x)+∑gi(x)ui, we understand the
problem of finding a control law u(x) such that a given submanifold X1 ⊂ X is
attracting.
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If we let v= ∣∣x∣∣−1 and u=0 it is clear that this system leaves invariant the submanifold
X ∼ S3 on which ∣∣x∣∣ equals one and that this manifold is attracting in the sense that
solutions starting near it approach it asymptotically. It is also true that when u is
zero a submanifold of the form X1 ⊂ X consisting of points of the form x4 = 0 is
invariant but not asymptotically stable. However, the control law u = −x1 makes
X1 ∼ S2 asymptotically stable.
Theorem 8. Consider
x˙ = f (x)+∑gi(x)ui ; x ∈Rn (8)
Let X ⊂Rn be a compact, invariant submanifold for x˙ = f (x) and assume that X is
asymptotically stable. Let X1 ⊂ X also be invariant under the flow defined by x˙ = f (x).
Then if {gi} span the normal bundle of X1 in a tubular neighborhood of X1 then there
exists a control law u = u(x) that makes X1 asymptotically stable.
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Proof. Because X is assumed to be asymptotically stable we can limit our attention
to initial conditions in X . For x in a neighborhood of X1 let d(x) denote the euclidean
distance to X1. Pick the ui so that ⟨∇d,giui⟩ ≤ 0 Because collectively, the gi span X1,
we see that along trajectories the distance is monotone decreasing and vanishes only
when d = 0.
5 Synchronization of frequency
Returning for a moment to Huygens, clocks can synchronize in the sense that their
frequencies can become the same without settling down to a fixed phase relationship.
The frequency of a periodic function of time is unambiguously defined as the inverse
of the period. However, two periodic signals can have the same period while having
very different wave shapes. It is only for sinusoids that the concept of phase is clearly
defined.








0 1 0 0−1 f1 0 0
0 0 0 1
















where f1 = 1−x21−x22 and f2 = 1−x23−x24. When u is zero it is clear that this system
leaves invariant the submanifold X ∼ S1 × S1 on which f1 and f2 vanish and that
this manifold is attracting in the sense that solutions starting near it approach it
asymptotically as time goes to infinity. It is also true that when u is zero a submanifold
of the form X1 ⊂ X consisting of points of the form
[ x3x4 ] = [ cosθ sinθ−sinθ cosθ ][ x1x2 ] (10)
for a fixed value of θ is invariant. However, this one-dimensional submanifold X1 ∼ S1
is not attracting. By some definitions the synchronization problem consists of finding
a control law u which makes X1 attracting.
More generally, for x ∈Rn, let Q =Q⊺ > 0 be a fixed matrix. Suppose x is governed
by the equations
x¨+ε f (x, x˙)+x+ε2(Q+xx˙⊺− x˙x⊺)x = 0 (11)
where f is a column vector which, we fix by setting its ith entry as (x2i + x˙2i −1)x˙i. If
the eigenvalues of Q are not rationally related there will be weakly stable solutions
of x¨+ f (x, x˙)+(I+ε2)x = 0 that are not periodic. What we want to show is that there
exists a range of values for ε such that the solution of the full set of equations is nearly
synchronous with an amplitude close to the amplitude of the decoupled equations.
In short, the effect of the xx˙⊺− x˙x⊺ terms is to synchronize the components of the x
variables, leaving the xx˙⊺− x˙x⊺ variables nearly constant. We will see the need for
the scaling implied by the different powers of ε later.
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The synchronization of oscillations is analogous to the tracking problem of the
previous section but here the role of e, present on the right-hand side of equation (5), is
assumed by the nonlinear terms responsible for the autonomous oscillation. However,
the relative simplicity that came about because of the vector space structure is no
longer available.
Expressed in first order form, we will be dealing with systems in the form of a linear
system together with a nonlinear feedback,
x˙ = Ax+Bu ; x˙ = Ax+B f (Cx). (12)
If the eigenvalues of A are purely imaginary and if f = 0 then of course all solutions
will oscillate, unless the Jordan normal form A includes one-chains. In any case there
is no possibility for the solutions of a linear time invariant system to support fixed
phase relationships that are stable in the sense that the effect of a small change in
initial conditions will die out in time and the solution will return to the original phase
relationships. Synchronization comes about because, under some circumstances, a
nonlinear term can provide this kind of stability.
Example 10. It is not hard to show that for small values of ν and µ , small amplitude
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will synchronize in the sense that solutions x1 and x3 that are initially of different
frequencies will approach the same frequency and evolve with a specific phase
difference as time progresses. This example illustrates a mechanism by which two
oscillators with different frequencies can adjust their frequencies so that they become
equal.
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Here the system flows on a two-torus and is asymptotically stable to the circle
defined by x21 = x22 = 1,x23 + x24 = 1,x1 = x2. To see that this is the case, observe that
θ = tan−1(x2/x1) and φ = tan−1(x4/x3). satisfy θ˙ = −(θ −φ) and φ˙ = +(θ −φ) so
the θ −φ is exponentially decreasing to zero. This example illustrates a situation in
which two oscillators with the same frequency can adjust to achieve a specified phase
relationship in a stable way.
Remark 12. In checking these assertions keep in mind that If x(t) = cos(ωt) and
y(t) = cos(ωt +φ) then xy˙− x˙y = −cost sin(t +φ)+ sint cos(t +φ) = −2sinφ .
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6 Domains of attraction
In this section we establish some properties of the solutions of a class of second
order oscillators with small, but arbitrary, inputs. The main results are summarized in
Theorem 13 below.
For ∣ε ∣ sufficiently small, but nonzero, the set
Sε = {(x, x˙)∣(x˙2+x2−1)+2ε2xx˙sgn(x˙2+x2−1) = ε} (15)
contains two smooth, closed contours, one lies outside the unit circle in (x, x˙)-space
and one lies inside, both approach the unit circle as ε goes to zero. Let Γ+ε denote the
one outside and let Γ−ε denote the one inside. Consider the second order equation
x¨+ε x˙(x˙2+x2−1)+x = ε2u (16)
We want to show that for ε sufficiently small the solutions of this equation cross the
contour Γ+ε in the direction of the unit circle and also cross the contour Γ−ε in the
direction of the unit circle provided that ∣u∣ ≤√x2+ x˙2.
First we show this for Γ+ε . For the sake of brevity, introduce d = x˙2+x2−1 and note
that








(d+ε2xx˙) = −2ε x˙2d+2ε2ux˙+ε2x˙2−ε3xx˙d)−ε2x2+ε4xu (19)
Note that if d +2ε2xx˙ = 2ε then to first order in ε we have (x˙2+x2−1) = 2ε . Thus,
correct to second order in ε , we have on the contour Γ+ε
d
dt
(d+ε2xx˙) = ε2 (−x˙2−x2+ux˙)
and this is less than zero if ∣u∣ <√x˙2+x2




(d−ε2xx˙) = −2ε x˙2d+2ε2ux˙− x˙2−εxx˙d−x2+ε2xu (20)
which means that on Γ−ε , to second order in ε ,
d˙−ε2 d
dt
xx˙ = ε2 (x˙2+x2+ux˙) (21)
which is positive if ∣u∣<√x˙2+x2. We summarize these calculations with the following
theorem.
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Theorem 13. Let Γ±ε be as above. Then there exist ε0 > 0 such that for all 0 < ε < ε0
the solutions of
x¨+ε x˙(x˙2+x2−1)+x = ε2u (22)
which begin in the annulus bounded by Γ+ε and Γ−ε remain in this annulus for all time,
provided that ∣u∣ ≤√x2+ x˙2.
Consider now the case of two coupled oscillators with the description
x¨+ε x˙(x˙2+x2−1)+x+(ε2/3)(αx−ε2(xy˙− x˙y)y) = 0
y¨+ε x˙(y˙2+y2−1)+y+(ε2/3(−αy−ε2(xy˙− x˙y)x) = 0 (23)
The above results will establish that the solutions stay close to the unit circle in their
respective spaces provided ∣x−(xy˙+ x˙y)y∣ < 3√x˙2+x2 and ∣y+(xy˙+ x˙y)x∣ < 3√y˙2+y2.
In this case when (x, x˙,y, y˙) is initially in their respective annular regions they will
stay there.
We now focus on the term
g = [ α a−a −α ][ xy ] (24)
where a = xy˙− x˙y. Of course a vanishes if x and y are identical. If x and y are sinusoids
of the same frequency a provides a measure of the phase difference between them.
The following expression for a˙ explains the limits on the growth of a.
a˙ = −(ε2/3)(x2+y2)a−ε(xy˙ f2−εyx˙ f1) (25)
where, as above, f1 = 1−x2− x˙2 and f2 = 1−y2− y˙2. In the annuli, these terms are of
order ε so the two expressions on the right are of comparable size.
If a is to approach a constant, and if the two oscillators are to oscillate at the same
frequency, then we must arrange matters so that the two eigenvalues of the matrix
appearing in equation (24) are the same. This is the case if a = ±α . Although it might
see that a sinusoidal solution with x and y being out of phase by a certain amount
would meet all the conditions necessary for a sinusoidal oscillation, difficulties arise
because the repeated eigenvalues give rise to a secular term.





= 1+e1 ; ddt tan−1 y˙y = 1+e2 (26)
where e1 and e2 are of order ε . Thus the solutions rotate in their respective annuli.
7 Averaging theory
In the previous section we have described conditions under which solutions of coupled
equations are somehow close to sinusoids. However, we show here is that the usual
approach to small parameter nonlinear oscillations based on averaging theory do not
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predict the existence of a periodic solution under these conditions, confirming the
results of numerical studies. Reference [3] describes what we mean by the averaging
equations.
For x ∈Rn let D(x, x˙) be a diagonal matrix whose ith diagonal entry is x2i + x˙2i −1.
Theorem 14. Let Q be a symmetric matrix with zero trace. For the equation describ-
ing n coupled oscillators
x¨+εD(x, x˙)x˙+x+ε2(Q+xx˙⊺− x˙x⊺)x = 0 (27)
the averaging equations relating to a possible synchronous solution, which necessar-
ily takes the form x(t) = asinωt +bcosωt, can be expressed in terms of the column
vectors a and b as
[ Q+2a⊺bI (a⊺a+b⊺b)I−(a⊺a+b⊺b)I Q−2ωa⊺bI ][ aˆbˆ ] =ω2 [ aˆbˆ ] (28)
and these equations have no real solutions.
Proof. First of all, observe that if a periodic solution is to be sinusoidal and syn-
chronous then the period must be 2pi because if the eigenvalues of I + ε2Q must
sum to trI +ab⊺ −ba⊺ = n. Because D vanishes when the individual oscillators are
sinusoids of amplitude one and period 2pi , we need to solve
Q−2ω(ab⊺−ba⊺)(acosωta−bsinωtb) = 0 (29)
which is equivalent to the diagonal form
[ Q−2(a⊺b−ba⊺) 00 Q−2(a⊺b−ba⊺) ][ ab ] = [ ab ] (30)
These have no solution because a and b can not be aligned if they are to make the
eigenvalues of Q+ab⊺ −ba⊺ all the same but they must be aligned if they are to
satisfy, for example, (Q+ab⊺−ba⊺)a = a. Rearranging equation (28) we see that it
is equivalent to the one given in the theorem statement.
8 Conclusions
We have made the case here that at least in some cases, what appears to be syn-
chronization can be accompanied by small amplitude irregular motion, possibly
chaotic, which occurs on such a small scale that it is effectively masked by the larger
amplitude oscillations.
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This paper discusses the following problem: Given a controlled invariant subspace V
of a linear control system, what is the minimal amount of information per unit time
(measured via an entropy notion) that has to be transferred to a controller in order to
keep the system in or near V ? This problem connects the analysis of control under
communication constraints to classical geometric control theory. It was motivated by
earlier investigations on invariance entropy (Colonius and Kawan [4]) for a similar
problem, concerning controlled invariance of compact subsets with nonvoid interior
in the state space where geometric structures did not play a role. The joint paper
Colonius and Helmke [3] presented an important insight-the associated entropy for
controlled invariant subspaces coincides with the subspace entropy of the linear flow
associated with the uncontrolled system. The latter entropy notion was introduced in
this paper and several estimates were derived. The present paper extends this line of
research by giving a closer analysis of the subspace entropy.
Since the notion of controlled invariant subspaces is a cornerstone of geometric
control theory, it is hoped that this will contribute to a closer connection of the theory
of control under communication constraints to the more classical parts of state space
control theory.
The contents of this paper is as follows: Section 2 collects results on topological
entropy of linear differential equations and defines subspace entropy. Section 3
defines entropy for controlled invariant subspaces and explains the equivalence to
subspace entropy. Final Section 4 presents the main results of this paper by analyzing
the subspace entropy. It is shown that the subspace entropy is bounded above by the
topological entropy of an induced system; a sufficient condition for equality is given
which leads to a characterization of the subspace entropy (and hence the invariance
entropy) by certain positive eigenvalues of the uncontrolled system.
This problem grew out of a discussion with Uwe, when we returned from a meeting of
the DFG Priority Research Program 1305 “Control of Digitally Connected Dynamical
Systems”. The successful application for funding of this research initiative by
Deutsche Forschungsgemeinschaft (DFG) owes a lot to Uwe’s broad knowledge, his
many fruitful ideas, and his vigor.
Notation. The distance of a point x in a normed vector space to a closed subset M is
defined by dist(x,M) ∶= infy∈M ∥x−y∥.
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2 Topological entropy and subspace entropy
In this section we first recall results on topological entropy of the flow for a linear
differential equations. Then the subspace entropy is defined which is a suitable
modification of the topological entropy. Later we will use it for the uncontrolled
system x˙ = Ax and relate it to the entropy of controlled invariant subspaces. It is
worth to emphasize that an open loop control system does not define a flow, since
the control functions u(⋅) are time-dependent, and hence it is not covered by this
definition.
For a linear map A ∶ X → X on an n-dimensional normed vector space X , let Φ ∶
R×X →X ,Φ(t,x) ∶= etAx, t ∈R, x ∈X , be the induced flow (actually, throughout
this paper, only the semiflow defined for t ≥ 0 will be relevant.) A set R in X is called(T,ε)-spanning if for every x ∈K there is y ∈ R such that for all t ∈ [0,T ] one has
∥Φ(t,x)−Φ(t,y)∥ = ∥etA(x−y∥ < ε.
Denote by rtop(T,ε,K) the minimal cardinality of such a (T,ε,K)-spanning set.
Definition 1. With the notation above, the topological entropy of Φ with respect to








and the topological entropy with respect to a subspace V of X is
htop(V) = sup
K⊂V htop(K),
where the supremum is taken over all compact subsets K ⊂V .
Where appropriate, we also write htop(V ;Φ), if the considered flow has to be specified.
For the topological entropy of linear flows and V =X , a classical result by R. Bowen
[2] shows




where λ1, ...,λn denote the eigenvalues of A; see also Walters [11, Theorem 8.14] and
Matveev and Savkin [8, Theorem 2.4.2] for proofs. The supremum is attained for
any compact set K with nonvoid interior in X .
Since all norms on X are equivalent, we may assume that X is a Hilbert space and
we endow X with the following inner product which is adapted to the decomposition
into the Lyapunov spaces L j,1 ≤ j ≤ l. Recall that a Lyapunov space L j is the sum of
all generalized (real) eigenspaces corresponding to an eigenvalue of A with real part
equal to λ j. We order these Lyapunov exponents such that
λ1 > ... > λl .
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Take a basis corresponding to the Jordan normal form: for each j, one has a basis
e j1, . . . ,e
j
n j of L j which is orthonormal with respect to an inner product in L j. Define
⟨e j1i1 ,e j2i2 ⟩ = { 0 for j1 /= j2 or i1 /= i21 for j1 = j2 and i1 = i2. (1)
In order to simplify the notation a bit, we number the basis elements by 1, . . . ,n and
denote them by x j. They form an orthonormal basis for an inner product on X . Recall
that we can identify the Grassmannian manifoldGkX of k-dimensional subspaces
with the subset of projective space P(⋀kX ) obtained from the indecomposable
elements in the exterior product ⋀kX . We endow GkX with the corresponding
metric.
Following Colonius, San Martin, da Silva [6] we first describe the chain recurrent
components in the Grassmannian; see, e.g., Robinson [9] for a discussion of this
notion for flows on compact metric spaces.
Theorem 2. Let A ∶X →X be a linear map with flowΦt = etA onX . Let Li, i= 1, . . . , l,
be the Lyapunov spaces of A. For k ∈ {1, . . . ,n} define the index set
I(k) = {(k1, . . . ,kl)∣ k1+ . . .+kl = k and 0 ≤ ki ≤ ni = dimLi} . (2)
Then the chain recurrent components (also called Morse sets) of the induced flow on
the GrassmannianGkX areMkk1,...,kl =Gk1L1⊕ . . .⊕Gkl Ll , (k1, . . . ,kl) ∈ I(k). (3)
Here the sum on the right-hand side denotes the set of all k-dimensional subspaces
V k ⊂X with
dim(V k ∩Li) = ki, i = 1, . . . , l.
In particular, every ω-limit set for the induced flow onGkX is contained in one of
these chain recurrent components.
If A is hyperbolic, i.e., there are no eigenvalues of A on the imaginary axis, then one
can decompose X into the stable and the unstable subspaces, X = X −⊕X +. We
denote by pi± the projection of X to X ± and let Φ± be the associated restrictions of
Φ.
Theorem 3. Consider a linear flow Φt = etA and assume that A is hyperbolic. Let V
be a k-dimensional subspace. Then the topological entropy with respect to a compact
set K ⊂V satisfies
htop(K,Φ) = htop(pi+K,Φ+).
and the topological entropy of V is
htop(V,Φ) = l∑
i=1 ki max(0,λi),
where Mkk1,...,kl ⊂GkX is the Morse set that contains the omega limit of the point
V for the induced flowGkΦ on the k-GrassmannianGkX . Furthermore, for every
compact subset K ⊂V with nonvoid interior, htop(K;Φ) equals the volume growth
rate of pi+K under the flow Φ+.
77
Festschrift in Honor of Uwe Helmke F. Colonius
We note that the Morse set containing the omega limit of V can be determined in the
following way. Let v1, ...,vk be a basis of V . Then we can express the vi using the
standard basis of X as introduced in (1) by
vi = αi1x1+ ... +αinxn = ∑
αi j /=0αi jx j.
There is a minimal number of Lyapunov spaces such that
V ⊂ Li1 ⊕ ...⊕Li j ,
and we number them such that λi1 > ... > λi j . Note that generically ∑dimLi j > k.
Then ω(V) is contained in the Morse set Mkk1,...,kl , where the ki are recursively
obtained in the following way: k1 is the maximal number of base vectors vi which
have a nontrivial component in L1. Then eliminate these base vectors vi and let k2 be
the maximal number of the remaining vi which have a nontrivial component in L2,
etc.
Next we modify the definition of topological entropy in order to define the subspace
entropy introduced in Colonius and Helmke [3]. Let V be a linear subspace of X and
consider a linear map A ∶X →X with flow Φt = etA. For any compact subset K ⊂V
and for given T,ε > 0 we call R ⊂K a (T,ε)-spanning set, if for all x ∈K there exists
y ∈ R with
max
0≤t≤T dist(etA(x−y),V) < ε. (4)
Let rsub(T,ε,K,V) denote the minimal cardinality of a such a (T,ε)-spanning set.
If no finite (T,ε)-spanning set exists, we set rsub(T,ε,K,V ;Φ) =∞. If there exists
some (T,ε)-spanning set, then one also finds a finite (T,ε)-spanning set using
compactness of K and continuous dependence on the initial value. Note that the
points y in R will, in general, not lead to solutions etAy which remain for all t ≥ 0 in
the ε-neighborhood of V .
Definition 4. Let A be a linear map on X with associated flow Φt = etA and consider
a subspace V of X . For a compact subset K ⊂V, we consider the exponential growth












where the supremum is taken over all compact subsets K ⊂V .
Where appropriate, we write hsub(V ;Φ) in order to clarify which flow is consid-
ered. As usual in the context of topological entropy, one sees that, by monotonicity,
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the limit for ε ↘ 0 exists (it might be infinite.) Since all norms on a finite dimen-
sional vector space are equivalent, the entropy does not depend on the norm used
in (4). For simplicity, we require throughout that X is a Hilbert space. One eas-
ily sees that the subspace entropy h(V ;Φ) is invariant under state space similarity,
i.e., h(SV ;SΦS−1) = h(V ;Φ) for S in the set GL(X ) of isomorphisms on X ; here
SΦtS−1 = SetAS−1 = eSAS−1t ,t ≥ 0.
Remark 5. If we choose V = {0} condition (4) is trivial, since only K = {0} is
allowed; furthermore, if we choose V =X , the distance in (4) is always equal to zero.
In particular, the subspace entropy does not recover the usual definition of topological
entropy for the linear flow Φ(t,x) = etAx; see Definition 1.
3 Entropy for controlled invariant subspaces
This section briefly summarize some well-known definitions and facts concerning
controlled invariant subspaces. Then invariance entropy for controlled invariant
subspaces of linear control systems on X is defined and related to the subspace
entropy of linear flows as defined in the previous section.
The notion of controlled invariant subspaces (also called (A,B)–invariant subspaces)
was introduced by Basile and Marro [1]; see the monographs Wonham [12] and
Trentelman, Stoorvogel and Hautus [10] for expositions of the theory.
Consider linear control systems in state space form
x˙(t) = Ax(t)+Bu(t) (5)
with linear maps A ∶X →X and B ∶Rm→X , where X is an n-dimensional normed
vector space. The solutions ϕ(t,x,u),t ≥ 0, of (5) with initial condition ϕ(0,x,u) = x
are given by the variation-of-constants formula
ϕ(t,x,u) = etAx+∫ t
0
eA(t−s)Bu(s)ds.
Recall that a subspace V is called controlled invariant, if for all x ∈V there is u ∈Rm
with Ax+Bu ∈V , i.e., if AV ⊂V +ImB. Equivalently, there is a linear map F ∶X →Rm,
called a friend of V , such that
(A+BF)V ⊂V.
This also shows that V is controlled invariant iff for every x ∈V there is an (open
loop) continuous control function u ∶ [0,∞)→Rm with ϕ(t,x,u) ∈V for all t ≥ 0. In




For the converse, define for x ∈V a control by u(t) = Fe(A+BF)tx,t ≥ 0.
We now introduce the central notion of this paper, invariance entropy for controlled
invariant subspaces of linear control system (5) and relate it to the subspace entropy
defined in the previous section.
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In the following, we consider a fixed controlled invariant subspace V of X with
dimV = k. Furthermore, we admit arbitrary controls in the space C([0,∞),Rm) of
continuous functions u ∶ [0,∞)→Rm.
Definition 6. For a compact subset K ⊂V and for given T,ε > 0 we call a set R ⊂
C([0,∞),Rm) of control functions (T,ε)-spanning if for all x0 ∈ K there is u ∈R
with
dist(ϕ(t,x0,u),V) < ε for all t ∈ [0,T ]. (6)
By rinv(T,ε,K,V) we denote the minimal cardinality of such a (T,ε)-spanning set.
If no finite (T,ε)-spanning set exists, we set rinv(T,ε,K,V) =∞.
In other words, we require for a (T,ε)-spanning set R that, for every initial value
in K, there is a control in R such that up to time T the trajectory remains in the
ε-neighborhood of V . Note that, in contrast to the definitions of topological entropy
and subspace entropy for flows, Definition 4, here a number of control functions is
counted, not a number of initial values. Hence this notion is intrinsic for control
systems.
The following elementary observation shows that one cannot require that there are
finitely many control functions u such that instead of (6) one has ϕ(t,x0,u) ∈V for
all t ∈ [0,T ]. Hence the invariance condition has to be relaxed as indicated above
using ε > 0.
Proposition 7. Let V be a controlled invariant subspace. Furthermore, consider a
neighborhood K of the origin in V , let T > 0, and suppose that there is v ∈V with
eAT v /∈V . Then there is no finite set R of controls such that for every x0 ∈K there is
u ∈R with ϕ(t,x0,u) ∈V for all t ∈ [0,T ].
Proof. We may assume that γv ∈ K for all γ ∈ (0,1)˙. The proof is by contradiction.
Suppose that R = {u1, ...,ur} is a finite set of controls such that for every x0 ∈V there
is a control u j in R with ϕ(T,x0,u j) ∈V . There is a control in R, say u1, with
ϕ(T,v,u1) = eTAv+∫ T
0
e(T−s)ABu1(s)ds ∈V.
Since eTAv /∈V , it follows that
ϕ(T,0,u1) = ∫ T
0
e(T−s)ABu1(s)ds /∈V.
We find for γ ∈ (0,1)





This implies ϕ(T,γv,u1) /∈V for all γ ∈ (0,1). Choose γ1 ∈ (0,1) and let v1 ∶= γ1v.
There is a control inR, say u2 /= u1, such that ϕ(T,v1,u2) ∈V . Iterating the arguments
above one arrives at a contradiction.
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On the other hand, there are always finite (T,ε)-spanning sets of controls as shown
by the following remark.
Remark 8. Let K ⊂V be compact and ε,T > 0. By controlled invariance of V there is
for every x ∈K ⊂V a control function u with ϕ(t,x,u) ∈V for all t ≥ 0. Hence, using
continuous dependence on initial values and compactness of K, one finds finitely
many controls u1, ...,ur such that for every x ∈K there is u j with dist(ϕ(t,x,u j),V)< ε
for all t ∈ [0,T ]. Hence rinv(T,ε,K,V) <∞.
Now we consider the exponential growth rate of rinv(T,ε,K,V) as in Definition 6
for T →∞ and let ε → 0. The resulting invariance entropy is the main subject of the
present paper.
Definition 9. Let V be a controlled invariant subspace for a control system of the









Finally, the invariance entropy of V is defined by
hinv(V ;A,B) ∶= supKhinv(K,V),
where the supremum is taken over all compact subsets K ⊂V .
In the sequel, we will use the shorthand notation hinv(V) for hinv(V ;A,B), when it
is clear which control system is considered. Note that hinv(ε1,K,V) ≤ hinv(ε2,K,V)
for ε2 ≤ ε1. Hence the limit for ε → 0 exists (it might be infinite.) Since all norms
on finite dimensional vector spaces are equivalent, the invariance entropy of V is
independent of the chosen norm. We will show later that every controlled invariant
subspace has finite invariance entropy. It is clear by inspection, that, as the subspace
entropy hsub(V), also the invariance entropy hinv(V) is invariant under state space
similarity; i.e. hinv(SV ;SAS−1,SB) = hinv(V ;A,B) for S ∈GL(X ).
We are interested in the problem to keep the system in the subspace V for all t ≥ 0.
Then the exponential growth rate of the required number of control functions will
give information on the difficulty of this task. A motivation to consider open-loop
controls in this context comes, in particular, from model predictive control (see, e.g.,
Grüne and Pannek [7]), where optimal open-loop controls are computed and applied
on short time intervals.
The following theorem (taken from Colonius and Helmke [3]) shows that the entropy
of a controlled invariant subspace V can be characterized by the entropy of V for
the corresponding uncontrolled system x˙ = Ax. This result will be useful in order to
compute entropy bounds.
Theorem 10. Let V be a controlled invariant subspace for system (5) and consider
the invariance entropy hinv(V) of control system (5) and the subspace entropy hsub(V)
of V of the uncontrolled system Φt = etA. Then
hinv(V) = hsub(V ;Φ).
81
Festschrift in Honor of Uwe Helmke F. Colonius
Proof. (i) Let K ⊂V be compact, and fix T,ε > 0. Consider a (T,ε,K,V)-spanning
set R = {u1, ...,ur} of controls with minimal cardinality r = rinv(T,ε,K,V). This
means that for every x ∈K there is u j with
dist(ϕ(t,x,u j),V) < ε for all t ∈ [0,T ].
By minimality, we can for every u j pick x j ∈ K with dist(ϕ(t,x j,u j),V) < ε for all
t ∈ [0,T ]. Then, using linearity, one finds for all x ∈K a control u j and a point x j ∈K
such that for all t ∈ [0,T ]
dist(etAx−etAx j,V) = dist(ϕ(t,x,u j)−ϕ(t,x j,u j),V) < 2ε.
This shows that the points x j form a (T,2ε)-spanning set for the subspace entropy,
and hence
rinv(T,ε,K,V) ≥ rsub(T,2ε,K,V).
Letting T tend to infinity, then ε → 0 and, finally, taking the supremum over all
compact subsets K ⊂V , one obtains hinv(V) ≥ hsub(V).
(ii) For the converse inequality, let K be a compact subset of V and T,ε > 0. Let
E = {x1, . . . ,xr} ⊂K be a minimal (T,ε)-spanning set for the subspace entropy which
means that for all x ∈ K there is j ∈ {1, . . . ,r},r = rsub(T,ε,K,V), such that for all
t ∈ [0,T ]
dist(etAx−etAx j,V) = inf
z∈V ∥etAx−etAx j − z∥ < ε.
Since V is controlled invariant, we can assign to each x j, j ∈ {1, . . . ,r}, a control func-
tion u j ∈C([0,∞),Rm) such that ϕ(t,x j,u j) ∈V for all t ≥ 0. Let R ∶= {u1, . . . ,ur}.
Using linearity we obtain that for every x ∈K there is j such that for all t ∈ [0,T ]
dist(ϕ(t,x,u j)−ϕ(t,x j,u j),V) = dist(etAx−etAx j,V) < ε.
Since ϕ(t,x j,u j) ∈V for t ∈ [0,T ], it follows that
dist(ϕ(t,x,u j),V) = inf
z∈V ∥ϕ(t,x,u j)− z∥≤ ∥ϕ(t,x,u j)−ϕ(t,x j,u j)∥ < ε.
Thus for every x ∈K there is u j ∈R such that for all t ∈ [0,T ] one has dist(ϕ(t,x,u j),
V) < ε . Hence R is (T,ε)-spanning for the invariance entropy and it follows that
rinv(T,ε,K,V) ≤ rsub(T,ε,K,V) for all T,ε > 0,
and consequently hinv(K,V) ≤ hsub(V ;Φ).
In view of this theorem, we will look more closely at the subspace entropy.
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4 Analysis of the subspace entropy
This section presents an analysis of the subspace entropy. The main result is Theorem
20 which shows that the subspace entropy is bounded above by the topological
entropy of an induced system; a sufficient condition for equality is given which leads
to a characterization of the subspace entropy (and hence the invariance entropy) by
certain positive eigenvalues of the uncontrolled system.
First we describe the behavior of the subspace entropy under a semiconjugacy to the
induced flow on a quotient space.
Proposition 11. Let W be an A-invariant subspace for a linear map A on X . Then,
for a subspace V of X the subspace entropies of the flow Φt = etA on X and the
induced flow Φ¯t on the quotient space X /W, respectively, satisfy
hsub(V,Φ) ≥ hsub(V /W,Φ¯).
Proof. Let K ⊂V be compact and for T,ε > 0 consider a (T,ε,K,V ;Φ)-spanning set
R ⊂K. Denote the projection of X to X /W by pi , hence piV =V /W . Then the set piR
is (T,ε)-spanning for piK ⊂ piV with respect to the flow Φ¯. In fact, let R = {x1, ...,xr}
and consider pix ∈ piK for some element x ∈K. Then there exists x j ∈ R with
max
0≤t≤T dist(etA(x−x j),V) < ε.
Denoting the map induced by A on X /W by A¯ one finds for all t ∈ [0,T ]
dist(etA¯(pix−pix j),piV) = inf
z∈V ∥etA¯(pix−pix j)−piz∥= inf
z∈V,w∈W ∥etA(x−x j)− z−w∥≤ dist(etA(x−x j),V) < ε.
It follows that the minimal cardinality rsub(T,ε,K,V) for Φ is greater than or equal
to the minimal cardinality rsub(T,ε,piK,piV) for Φ¯. Then take the limit superior for
T →∞ and let ε tend to 0. Finally, observe that for every compact set K1 ⊂V /W
there is a compact set K ⊂V with piK = K1. Hence taking the supremum over all
compact K1 ⊂V /W one obtains the assertion.
Note that the map A does not induce a map on the quotient space X /V , since we are
interested in the case where V is not invariant. Nevertheless, condition (4) determines
a distance in X /V .
Next we show that we may assume that all eigenvalues of A have positive real part.
DecomposeX into the center-stable and the unstable subspaces,X =X −,0⊕X +. ThusX −,0 is the sum of all real generalized eigenspaces corresponding to eigenvalues
with nonpositive real part and X + is the sum of all real generalized eigenspaces
corresponding to eigenvalues with positive real part. We denote the corresponding
projections of X by pi−,0 and pi+, respectively, and let Φ0,− and Φ+ be the associated
restrictions of Φ.
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Proposition 12. Let V be a subspace ofX . Then the subspace entropyΦ with respect
to V and of Φ+ with respect to pi+V coincide.
Proof. Decompose Φ into Φ0,− and Φ+. The restriction Φ0,− to the center-stable
subspace has the property, that for a polynomial p(t)
∥Φ0,−t (x−y)∥ ≤ p(t)∥x−y∥ ,
hence the subspace entropy here vanishes. Furthermore, the product of spanning sets
for the stable and the unstable part yields spanning sets for the total system, hence
hsub(V,Φ) ≤ hsub(V,Φ+)+hsub(V,Φ0,−) = hsub(V,Φ+).
and clearly, hsub(V,Φ+) ≤ hsub(V,Φ).
Next we show that the subspace entropy is bounded above by the topological entropy
of V .
Proposition 13. Let V be a subspace of X . Then the topological entropy of V and
the subspace entropy of V satisfy hsub(V) ≤ htop(V).
Proof. Let K ⊂ V be compact and for T,ε > 0 consider a (T,ε)-spanning set R ={x1, ...,xr} ⊂K with minimal cardinality r = rtop(T,ε,K). For every x ∈K there exists
x j ∈ R such that for all t ∈ [0,T ]
∥etA(x−x j)∥ < ε.
Then one finds for all t ∈ [0,T ]
dist(etA(x−x j),V) = inf
v∈V ∥etA(x−x j)−v∥ ≤ ∥etA(x−x j)∥ < ε.
It follows that the minimal cardinality rtop(T,ε,K) for the topological entropy is
greater than or equal to the minimal cardinality rsub(T,ε,K,V) for the subspace
entropy. Then take the limit superior for T →∞ and let ε tend to 0. Finally, take the
supremum over all compact sets K ⊂V .
The next proposition shows that only part of the state space X is relevant for the
subspace entropy.
Proposition 14. Let V ⊂X be a subspace. Then the subspace entropies of V as a
subspace of X and of the smallest A-invariant subspace ⟨A∣V ⟩ containing V coincide.
Proof. Let K ⊂ V be compact and consider T,ε > 0. Let R ⊂ K in X be a (T,ε)-
spanning set for the system in X . Thus for every x ∈K there exists y ∈ R with
max
0≤t≤T dist(etA(x−y),V) < ε.
Since etA(x−y) ∈ ⟨A∣V ⟩, it follows that R is also a (T,ε)-spanning set for the system
in ⟨A∣V ⟩. The converse is obvious.
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Hence it suffices to consider the system in ⟨A∣V ⟩. Next we show that we can also
neglect the largest A-invariant subspace of V , denoted by ker(A;V). We denote the
projection by
pi ∶ ⟨A∣V ⟩→ ⟨A∣V ⟩/ker(A;V)
and hence V /ker(A;V) = piV . The linear map A induces a linear map A¯ on the
quotient space ⟨A∣V ⟩/ker(A;V) and we let piΦ(t, x¯) ∶= eA¯t x¯,t ∈R, x¯ ∈ piV . Note that
for all subspaces W ⊂V with AW ⊂W it follows that W ⊂ ker(A;V). Hence for a
subspace piW ⊂piV with A¯(piW)=AW +ker(A;V)⊂piW =W +ker(A;V) the subspace
W +ker(A;V)⊂V +ker(A;V)⊂V is an A-invariant subspace of V and hence contained
in ker(A;V).
Proposition 15. The subspace entropies of Φ with respect to V and of piΦ with
respect to V /ker(A;V) coincide,
hsub(V ;Φ) = hsub(piV ;piΦ).
Proof. By Proposition 11, the inequality hsub(V ;Φ) ≥ hsub(piV ;piΦ) follows. For the
converse, let K be a compact subset of V . Then, for the projection pi of ⟨A∣V ⟩ to the
quotient space ⟨A∣V ⟩/ker(A;V), the set piK is compact and piV =V +ker(A;V). Let
T,ε > 0 be given and denote by E ⊂ piK a minimal (T,ε,piK,piV ;piΦ)-spanning set
with respect to the flow piΦ on ⟨A∣V ⟩/ker(A;V), say E = {pix1, . . . ,pixr} with x j ∈K
and r = rsub(T,ε,piK,piV). Note that V +ker(A;V) =V . Hence it follows that for all
x ∈K there is j ∈ {1, . . . ,r} such that for all t ∈ [0,T ]
inf
z∈V ∥etAx−etAx j − z∥ = dist(etAx−etAx j,V +ker(A;V))= dist(eA¯tpix−eA¯tpix j,piV) < ε.
We have shown that the set {x1, . . . ,xr} ⊂ K is (T,ε)-spanning for Φ and hence the
minimal cardinality rsub(T,ε,K,V) of such a set is equal to or less than rsub(T,ε,
piK,piV). Thus the assertion follows.
This result shows that we have to project things to piV for every time t. Observe that
dimeA¯t(piV) = dim(piV). However, the projection of eA¯t(piV) to ⟨A∣V ⟩/piV need not
have constant dimension. Slightly more generally, we have the following situation:
Consider a linear map A on X and a subspace V of X which is not invariant under A.
Due to Proposition 13 we know that the topological entropy is an upper bound. The
following examples show that the subspace entropy may be equal to the topological
entropy or less than the topological entropy.
Example 16. Consider a complex conjugate pair of eigenvalues and a one-dimen-
sional subspace V of the real eigenspace. Let K be a compact neighborhood of the
origin in V . This can be a controlled invariant subspace: Consider V =R×{0} and
with λ > 0
[ x˙1x˙2 ] = (λ [ 1 00 1 ]+[ 0 −11 0 ])[ x1x2 ]+[ 01 ]u(t),
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If we choose u = −x1 − λx2, then every initial point with x2 = 0 remains in this
subspace.
For u = 0, the solution is
[ x1(t)x2(t) ] = eλ t [ x01 cost −x02 sintx01 sint +x02 cost ] .
Initial values (x01,0) ∈V have as second component
x2(t) = eλ t[x01 sint +x02 cost] = eλ tx01 sint.
Hence the projection of the solutions toR2/V , identified with the second component,
gives for K ⊂V
x2(t) = eλ t sint ⋅x01, x01 ∈K.
The solutions x2(t) move apart with eλ t , if we consider the limit superior: choose
t = (2n+1)pi2 . Hence the subspace entropy is hsub(V) = λ . Observe that the image
of the projection depends, naturally, on t. In R2/V it is one-dimensional, except
for t = npi,n ≥ 0, where it drops to 0. In this example, the Lyapunov exponent in L j
determines the subspace entropy.
Example 17. Consider with λ > 0
[ x˙1x˙2 ] = [ λ 10 λ ][ x1x2 ]+[ 01 ]u(t).
The eigenspace isR×{0}. The subspace V = {0}×R is controlled invariant, since
we may choose u = −λx2. One has
etA [ 01 ] = eλ t [ 1 t0 1 ][ 01 ] = eλ t [ t1 ] .
Thus etAV →R×{0} in projective space for t →∞. The solution inR2/V identified
withR×{0} is given by
x1(t) = teλ tx02.
The solutions x1(t) move apart with eλ t , hence the subspace entropy is given by
hsub(V) = λ . Again, the Lyapunov exponent in L j determines the subspace entropy.
Note that here etAV converges to the orthogonal complement of V .
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[ u1(t)u2(t) ] .
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The eigenspace of A is R×{0}×{0}×{0}. The subspace V = {0}×R2×{0} only
contains the trivial A-invariant subspace and V is controlled invariant, since we may
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Thus etAV →R2 ×{0}×{0} in the Grassmannian G2 for t →∞. The solution in
R
4/V identified withR×{0}×{0}×R is given by
[ x1(t)x4(t) ] = [ eλ t t220 ] .
The solutions in R4/V move apart with eλ t t22 , hence the subspace entropy is given
by hsub(V) = λ . One the other hand, the topological entropy of V inR4 is 2λ . Note
that here dimV = 2 = dimR4/V.
We impose the following assumption: Let v1, ...,vk be an orthonormal basis of V .
Then there is γ > 0 such that for a sequence ti→∞ the absolute value of the volume of
the parallelepiped spanned by pi(etiAv1), ...,pi(etiAvk) is bounded below by a positive
constant times the absolute value of the volume of the parallelepiped spanned by
etiAv1, ...,etiAvk. More formally, we require:
There are an orthonormal basis v1, ...,vk of V and γ > 0 such that for a sequence
ti→∞ ∥pi(etiAv1)∧⋯∧pi (etiAvk)∥ ≥ γ ∥etiAv1∧⋯∧etiAvk∥ . (7)
Note that this assumption can only hold, if n−k = dimX /V ≥ k = dimV .
Proposition 19. Let V be a subspace of X and suppose that condition (7) holds .
Then for A ∶X →X the subspace entropy is given by
hsub(V) = htop(V).
Proof. In view of Proposition 13 it only remains to show that hsub(V) ≥ htop(V). A
consequence of (7) is that for all i











Let K be a neighborhood of the origin in V . Then K contains a parallelepiped and
we may assume that K contains the parallelepiped P spanned by v1, ...,vk. Then the
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set etAK is a neighborhood of the origin in the k-dimensional subspace etAV and it
contains the parallelepiped spanned by
etAv1, ⋯ ,etAvk.
The projected set pi(etAK) is a neighborhood of the origin in pi(etAV) and, for t = ti,
it contains the parallelepiped pi(etiAP) spanned by pi(etAk v1), ⋯,pi (etAk v`). By
Colonius and Kliemann [5, Theorem 5.2.5] one finds
lim
t→∞ 1t log∥etAv1∧⋯∧etAv`∥ = l∑i=1 kiλi,
where (k1, ...,kl) is an element of the index set I(k) given by (2).
It remains to relate the volume growth to the subspace entropy. We argue as in
Colonius, San Martin, da Silva [6, Proposition 4.1]:
For t > 0 the k-dimensional volume of pi(etAP) satisfies
volk(pi(etAK)) ≥ volk(pi(etAP)) = ∥pi(etAv1)∧⋯∧pi (etAvk)∥ .
Let ε > 0,T > 0, and consider a (T,ε)-spanning set R = {x1, ...,xr} ⊂ P of minimal
cardinality r = rsub(T,ε,P,V) for the subspace entropy. Then (by the definition of
spanning sets) the set pi(eTAP) is contained in the union of r balls B(pi(eTAx j);ε) of
radius ε in X /V ,
B(pi(eTAx j);ε) = {z ∈X /V ∣ ∥z−pi(eTAx j)∥ < ε}.
Each such ball has volume bounded by c(2ε)n−k, where c > 0 is a constant. Thus
volk(pi(eTAP)) ≤ r ⋅c(2ε)n−k.
This yields












Together with (8) one obtains the assertion for ε → 0.
As a consequence of the discussion above, we obtain the following characterization
of the subspace entropy. It presents a stepwise reduction of the problem.
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Theorem 20. Let A ∶X →X be a linear map on a finite dimensional normed vector
space X and consider a subspace V . Decompose the associated flow Φt ∶= etA into
the center-stable and the unstable parts Φ−,0 and Φ+, respectively.
(i) Then the subspace entropy satisfies
hsub(V,Φ) = hsub(V,Φ+).
(ii) Let ⟨A∣V ⟩ and ker(A;V) denote the smallest A-invariant subspace containing V
and the largest A-invariant subspace contained in V , respectively. Then the reduced
flow Φredt = etAred which is induced on ⟨A∣V ⟩/ker(A;V) satisfies
hsub(V,Φ+) = hsub(V /ker(A;V),Φred).
(iii) The topological entropy of the subspace V / ker(A;V) for the reduced flow Φred
is an upper bound of the subspace entropy hsub(V /ker(A;V),Φred),
hsub(V /ker(A;V),Φred) ≤ htop(V /ker(A;V),Φred). (9)
(iv) If the reduced flow Φred on ⟨A∣V ⟩/ker(A;V) and the subspace V / ker(A;V)
satisfy assumption (7), then equality holds in (9).
(v) The topological entropy of the subspace V / ker(A;V) for the reduced flow Φred is




where λi are the real parts of the eigenvalues of Ared, and the ki are given by the chain
recurrent component Mkk1,...,kl of Φred in the k-GrassmannianGk(⟨A∣V ⟩/ker(A;V))
containing the ω-limit set ω(V /ker(A;V)).
Proof. Assertion (i) follows from Proposition 12, (ii) is a consequence of Proposition
15 and (iii) follows from Proposition 13. Assertion (iv) holds by Proposition 19
and (v) follows by Proposition 19 applied to the reduced flow Φred. Finally, (v) is a
consequence of the characterization of topological entropy in Theorem 3 applied to
the reduced flow.
In particular, Theorem 20 characterizes the invariance entropy hinv(V) of a controlled
invariant subspace V of a linear control system of the form (5). By Theorem 10 it
coincides with the subspace entropy of Φt = etA. One obtains the following corollary
to Theorem 20.
Corollary 21. The invariance entropy of a controlled invariant subspace V of a
linear control system of the form (5) is bounded above by the topological entropy of
the flow Φred induced by A on ⟨A∣V ⟩/ker(A;V), where ⟨A∣V ⟩ and ker(A;V) denote
the smallest A-invariant subspace containing V and the largest A-invariant subspace
contained in V , respectively. Hence
hinv(V) ≤ htop(V /ker(A;V),Φred) =∑
i
ki max(0,λi),
where the sum is over the eigenvalues λi of A as in (10). Equality holds, if the
subspace V / ker(A;V) satisfies assumption (7) for Φred.
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Abstract. We consider Euclidean norm optimal realizations of linear control systems
and suggest an alternative constructive approach to results obtained by Uwe Helmke.
In particular, we avoid the use of methods from invariant theory.
1 Introduction
In the early nineties – or perhaps more appropriately, in his early forties, Uwe
Helmke (in joint work with several coauthors) produced quite a number of results on
balancing, sensitivity minimization, and optimal realization of linear control systems,
see [9, 10, 12, 19]. Among his favourite tools at that time were gradient flows blended
with methods from algebraic geometry and invariant theory that is, rather intricate
methods from my simple point of view.
At a central point, however, many of the problems boiled down to rational matrix
equations (see e.g. [19]), which I felt more comfortable with. Didi Hinrichsen and
I were happy to take up these equations to apply our results developed for similar
matrix equations arising in stochastic control. For the problem of L2-sensitivity
minimization considered in [10, 11] this has been worked out in [4, 6].
For the Euclidean norm balancing problem (see e.g. [9, 10, 16]) however, it is more
difficult to verify all the assumptions needed in our approach. A major obstacle is the
lack of certain definiteness properties that are present in the L2-minimization problem
and help essentially to find a stabilizing initial guess for our iteration scheme. Thus,
up to now it has been unclear, whether the existence of a solution of the Euclidean
norm balancing problem can also be shown without recurring to the Kempf-Ness
theorem or similar tools.
It is the object of the present note to fill this gap and to give an alternative approach
to Euclidean norm balanced systems and Euclidean norm optimal realizations. The
proof is constructive and immediately amounts to an efficient algorithm, which is
much faster than e.g. applying Runge-Kutta methods to the gradient flow as in [8].
In Section 2 we first give a brief account of Euclidean norm balancing and optimal
Euclidean norm realization. Then in Section 3 we recall a non-local convergence
result for Newton’s method. These two issues are brought together in Section 4, in a
new derivation of the main result of Section 2 based on the main result in Section 3.
The last two sections contain algorithmic formulations and numerical examples.
It is my pleasure to dedicate this paper to Uwe on the occasion of his 60th birthday.
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2 Euclidean norm balancing
Consider a strictly proper rational matrix G ∈Rp×m(s) of McMillan degree n and a
minimal realization (A,B,C) ∈ Ln,m,p(R) ∶=Rn×n×Rn×m×Rp×n of
G(s) =C(sI−A)−1B .
The set of all minimal realizations of G(s) is given as the orbit of (A,B,C) under the
similarity action (S,(A,B,C))↦ (SAS−1,SB,CS−1) of Gln(R) on Ln,m,p(R).
On Ln,m,p(R) we consider the Euclidean norm (compare [18])
∥(A,B,C)∥2 = tr(AA⊺)+ tr(BB⊺)+ tr(CC⊺) = tr(AA⊺+BB⊺+C⊺C) .
This norm is orthogonally invariant i.e. for all orthogonal matrices S we have
∥(A,B,C)∥ = ∥(SAS−1,SB,CS−1)∥ .
A realization (A,B,C) is called Euclidean norm minimal, if for all nonsingular S it
satisfies ∥(A,B,C)∥ ≤ ∥(SAS−1,SB,CS−1)∥ .
If X > 0 is given with an arbitrary factorization X = S⊺S then
∥(SAS−1,SB,CS−1)∥2 = tr(SAS−1S−⊺A⊺S⊺+SBB⊺S⊺+S−⊺C⊺CS−1)= tr(AX−1A⊺X +BB⊺X +X−1C⊺C) =∶ f (X) . (1)
Thus, to determine a Euclidean norm minimal realization in the similarity orbit of(A,B,C), it suffices to minimize f in (1) over all positive definite matrices X . In
first-order approximation we have
f (X +∆)− f (X) ≈ tr(−AX−1∆X−1A⊺X +AX−1A⊺∆+BB⊺∆−X−1∆X−1C⊺C)= tr((−X−1A⊺XAX−1+AX−1A⊺+BB⊺−X−1C⊺CX−1)∆) .
Hence, X+ > 0 is a critical point for f , if and only if the rational matrix equation
0 = −AX−1+ A⊺−BB⊺+X−1+ (A⊺X+A+C⊺C)X−1+ (2)
is satisfied. This is a necessary condition for X+ to be a local minimizer of f . If the
critical point is unique, then it must be a minimizer, since f is radially unbounded,
i.e. for all X > 0 we have f (αX)→∞ for α →∞.
Criteria for the existence and uniqueness of X+ are, however, not so obvious. This
question and generalizations of it have been answered by Uwe Helmke and his
coauthors e.g. in [9, 10, 12, 19]. Using tools from invariant theory like the Kempf-
Ness theorem [14] and the Azad-Loeb theorem [2] they derive the following central
result.
Theorem 1. Let (A,B,C) ∈ L(n,m, p) be controllable and observable. Then the
rational matrix equation (2) has a unique positive definite solution X+ > 0.
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Remark 2. If X+ is the unique positive definite solution of (2) and S⊺S = X+, then the
realization (A˜, B˜,C˜) = (SAS−1,SB,CS−1) satisfies
0 = S(−AX−1+ A⊺−BB⊺+X−1+ (A⊺X+A+C⊺C)X−1+ )S⊺= −A˜A˜⊺− B˜B˜⊺+ A˜⊺A˜+C˜⊺C˜ .
Definition 3. A realization (A,B,C) with the property AA⊺ +BB⊺ = A⊺A+C⊺C is
called Euclidean norm balanced.
In the following we suggest a different proof of Theorem 1 which is based on a
non-local convergence result for Newton’s method developed in [4, 6].
3 Newton’s method
Let Hn ⊂Kn×n (K =R or K =C) denote the real space of real or complex n×n
Hermitian matrices, endowed with the Frobenius inner product ⟨X ,Y ⟩ = tr(XY) and
the corresponding (Frobenius) norm ∥ ⋅∥. By Hn+ = {X ∈ Hn ∣ X ≥ 0} we denote the
closed convex cone of nonnegative definite matrices and by int (Hn+) its interior, i.e.
the open cone of positive definite matrices. The cone Hn+ induces a partial ordering
on Hn. We write X ≥Y if X −Y ∈Hn+, and X >Y if X −Y ∈ intHn+.
Following the presentation in [3], we recall three notions for operators on Hn, namely
resolvent positivity, concavity, and stabilizability (see also [4, 6] and the references
therein). The set-up is simplified slightly.
Definition 4. A linear operator T ∶Hn→Hn is called
• positive (T ≥ 0) if it maps Hn+ to Hn+.
• inverse positive if it is invertible and T−1 ≥ 0.
• resolvent positive, if (αI−T)−1 ≥ 0 for all sufficiently large α > 0.
Further, we denote the adjoint operator by T∗ and write σ(T) for the spectrum,
β(T) =max{R(λ);λ ∈ σ(T)} for the spectral abscissa, and
ρ(T) =max{∣λ ∣;λ ∈ σ(T)} for the spectral radius of T .
Example 5. (i) Let A ∈Kn×n. Then the operator ΠA ∶Hn→Hn defined by
ΠA(X) = A∗XA is positive. Its adjoint is Π∗A =ΠA∗ .
(ii) All positive operators Π ∶Hn→Hn are resolvent positive, since for α > ρ(Π)
the resolvent (αI−Π)−1 =∑∞k=0α−(k+1)Πk is positive.
(iii) Given A ∈Kn×n, the associated Lyapunov operator
LA ∶Hn→Hn, LA(X) = A∗X +XA, (3)
is resolvent positive but, in general, not positive. Its adjoint is L∗A = LA∗ .
We will need the following version of the Perron-Frobenius theorem (see e.g. [15]).
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Theorem 6. Let T ∶Hn→Hn be a linear mapping.
(i) T is positive⇒ ∃V ≥ 0, V /= 0: T∗(V) = ρ(T)V .
(ii) T is resolvent positive⇒ ∃V ≥ 0, V /= 0: T∗(V) = β(T)V .
As a consequence we have a generalization of Lyapunov’s matrix theorem.
Theorem 7. [17] Let L ∶Hn→Hn be resolvent positive and Π ∶Hn→Hn be positive.
Then L+Π is resolvent positive, and the following are equivalent:
(i) L+Π is stable, i.e. σ(L+Π) ⊂C−.
(ii) −(L+Π) is inverse positive.
(iii) σ(L) ⊂C− and ρ (L−1Π) < 1.
(iv) ∃X < 0 ∶ (L+Π)(X) > 0.
Let R be a Fréchet-differentiable operator from some open domain domR ⊂Hn to Hn
with Hn+ ⊂ domR. By R′X(H) we denote the derivative of R at X in direction H.
Definition 8. The operator R is said to be Hn+-concave on domR if
R(Y)−R(Z)+R′Y (Z−Y) ≥ 0.
for all Y ∈ domR and all Z ∈Hn+.
Definition 9. The operator R is said to be stabilizable if there exists a matrix X ∈
domR, such that σ(R′X) ⊂C−. The matrix X is then called stabilizing (for R).
Now we can state the non-local convergence result for Newton’s method.
Theorem 10 ([6], [4]). Let R ∶Hn→Hn have the following properties.
(a) The derivative R′X is resolvent positive for all X ∈ domR.
(b) R is Hn+-concave on domR.
(c) There exists X0 ∈ domR with R′X0 ⊂C−.
(d) There exists Xˆ > 0 with R(Xˆ) ≥ 0.
Then the iteration scheme
Xk+1 = Xk −(R′Xk)−1(R(Xk))
defines a sequence (Xk) in domR with the following properties:
(i) ∀k = 1,2, . . . ∶ Xk ∈Hn+, Xk ≥ Xk+1 ≥ Xˆ , and σ(R′Xk) ⊂C−.
(ii) (Xk) converges to a limit matrix X+ > 0 that satisfies R(X+) = 0 and is the
largest solution of R(X) ≥ 0.
(iii) ∃X ∈Hn+ ∶ R(X) > 0 ⇐⇒ σ(R′X+) ⊂C−.
In this case the sequence (Xk) converges quadratically, and X+ is the unique
solution of R(X) = 0 which is stabilizing for R.
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4 Proof of Theorem 1
We define the matrix operator
R(X) = −XAX−1A⊺X −XBB⊺X +A⊺XA+C⊺C (4)
and its dual
R˜(X˜) = AX˜A⊺+BB⊺− X˜A⊺X˜−1AX˜ − X˜C⊺CX˜ . (5)
Obviously, X+ > 0 satisfies (2), if and only if R(X+) = 0 which again is equivalent to
R˜(X˜+) = 0 for X˜+ = X−1+ . In the following, we will verify that R, defined on
domR = {X ∈Hn ∣detX /= 0}
satisfies the conditions of Theorem 10. The same then holds for R˜ by duality.
By straightforward calculations we obtain the explicit form of the Fréchet derivative
of R and check concavity. Analogous arguments can be found in [4, 7] for the
problem of L2-sensitivity minimization.
Lemma 11. With the notation (3), the Fréchet derivative R′X(∆) of R is given by
R′X(∆) = −L(AX−1A⊺+BB⊺)X(∆)+XAX−1∆X−1A⊺X +A⊺∆A . (6)
As the sum of a Lyapunov operator and positive operators, R′X is resolvent positive.
Lemma 12. The operator R is Hn+-concave on domR.
Proof. Both X ↦ A⊺XA and the quadratic mapping X ↦ −XBB⊺X are obviously
Hn+-concave on domR. It remains to analyze the operator
X ↦ F(X) ∶= −XAX−1A⊺X .
For nonsingular Y and positive definite Z, we have
F(Y)−F(Z)+F ′Y (Z−Y) = −YAY−1A⊺Y +ZAZ−1A⊺Z−ZAY−1A⊺Y+YAY−1A⊺Y −YAY−1A⊺Z+YAY−1A⊺Y+YAY−1ZY−1A⊺Y −YAY−1A⊺Y= (ZAZ−1−YAY−1)Z(ZA⊺Z−1−YA⊺Y−1) ≥ 0 .
Thus F is Hn+-concave on domR, which completes the proof.
Now, we show that R and R˜ are stabilizable. This is the most difficult issue.
Lemma 13. Consider R and R˜ defined in (4) and (5).
(a) If (A,B) is controllable, then there exists X0 > 0 such that σ(R′X0) ⊂C−.
(b) If (A,C) is observable, then there exists X˜0 > 0 such that σ(R˜′˜X0) ⊂C−.
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Proof. It suffices to prove (a), since again (b) is just the dual result.
To emphasize the dependence of R′X(∆) on A and B, let us write R′X(∆) =R′X(∆,A,B)
for the moment. It then follows from (6) that R′α2X(∆,αA,B) = α2R′X(∆,A,B) .
In particular σ(R′X(⋅,A,B)) ⊂C− if and only if σ(R′α2X(⋅,αA,B)) ⊂C− for some
α > 0. Therefore, without loss of generality, we can assume that ρ(A) < 1.
Under this assumption, we can define X0 > 0 as the inverse of the discrete-time
controllability Gramian, satisfying AX−10 A⊺+BB⊺ = X−10 . Then
L(AX−10 A⊺+BB⊺)X0(∆) = LX−10 X0(∆) = LI(∆) = 2∆ , (7)
and
R′X0(X0) = −2X0+X0AX−10 A⊺X0+A⊺X0A= −X0−X0BB⊺X0+A⊺X0A ≤ −X0BB⊺X0 ≤ 0 . (8)
The first inequality in (8) holds by the following argument. Consider
M = [ X0 A⊺
A X−10 ] .
For the Schur-complement with respect to the upper left block, we have
X−10 −AX−10 A⊺ = BB⊺ ≥ 0 ,
which implies M ≥ 0. Hence also the Schur-complement with respect to the lower
right block is nonnegative, X0−A⊺X0A ≥ 0, proving (8).
Inequality (8) implies that σ(R′X0) ⊂C−. To see this, let β be the spectral abscissa of
R′X0 and (R′X0)∗(V) = βV with V ≥ 0, V /= 0, according to Theorem 6.
Then we find β ≤ 0, since ⟨X ,V ⟩ > 0 and
β ⟨X ,V ⟩ = ⟨X ,(R′X0)∗(V)⟩ = ⟨R′X0(X),V ⟩ ≤ −⟨X0BB⊺X0,V ⟩ ≤ 0 . (9)
In fact, we even have σ(R′X0) ⊂ C−. Otherwise, by Theorem 6, β = 0 ∈ σ(R′X0).
Inequality (9) then implies B⊺X0V = 0. Moreover, using (7), we have
(R′X0)∗(V) = −2V +X−10 A⊺X0V X0AX−10 +AVA⊺ = 0 .
Multiplying with B⊺X0 from the left and with X0B from the right we have
B⊺X0(R′X0)∗(V)X0B = B⊺A⊺X0V X0AB+B⊺X0AVA⊺X0B = 0 ,
whence also B⊺A⊺X0V = 0. Exploiting this, we get
B⊺A⊺X0(R′X0)∗(V)X0AB = B⊺(A⊺)2X0V X0A2B+B⊺A⊺X0AVA⊺X0AB = 0 ,
yielding B⊺(A⊺)2X0V = 0. Inductively, we find B⊺(A⊺)kX0V = 0 for all k ∈N, contra-
dicting controllability of (A,B). Thus σ(R′X0) ⊂C−.
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Note that the result of this lemma is constructive. The matrix X0 which plays the
rôle of an initial guess in Theorem 10 is obtained from the controllability Gramian of(αA,B) after an arbitrary scaling of A with α > ρ(A).
To complete our derivation of Theorem 1 based on Theorem 10, we need to show
that there exists an Xˆ > 0 so that R(Xˆ) ≥ 0.
Lemma 14. Consider R and R˜ defined in (4) and (5). If (A,B) is controllable and(A,C) is observable, then there exists Xˆ > 0 such that R(Xˆ) > 0.
Proof. Choose γ > 0 so that
R˜(I)+ γI = AA⊺+BB⊺−A⊺A−C⊺C+ γI ≥ 0 .
By the previous lemmas the operator X˜ ↦ R˜(X˜)+ γI satisfies the conditions of
Theorem 10. Hence there exists a matrix X˜γ > I with R˜(X˜γ)+ γI = 0. Thus
0 = −X˜−1γ (R˜(X˜γ)+ γI) X˜−1γ= −X˜−1γ AX˜γA⊺X˜−1γ − X˜−1γ BB⊺X˜−1γ +A⊺X˜−1γ A+C⊺C− γX−2γ= R(X˜−1γ )− γX−2γ ,
so that for Xˆ = X˜−1γ > 0 we have R(Xˆ) = γXˆ2 > 0.
Altogether, the Lemmata 11 – 14 establish the conditions (a) – (d) of Theorem 10,
and thus the existence of a unique stabilizing solution X+ > 0 of R(X) = 0. Finally,
we show that every positive definite solution necessarily is stabilizing, which proves
that X+ is the only positive definite solution.
Lemma 15. Consider R defined in (4) and assume that (A,C) is observable. If X > 0
satisfies R(X) ≤ 0, then σ(R′X) ⊂C−.
Proof. By our assumptions and Lemma 11, we have
R′X(X) = −XAX−1A⊺X −XBB⊺X +A⊺XA = R(X)−C⊺C ≤ −C⊺C ≤ 0 .
We argue similarly as in the proof of Lemma 13. Let β be the spectral abscissa of R′X
and (R′X)∗(V) = βV for some nonzero V ≥ 0. Then
β ⟨X ,V ⟩ = ⟨R′X(X),V ⟩ ≤ ⟨−C⊺C,V ⟩ ≤ 0 .
Then either β < 0 or β = 0. In the latter case, we have CV = 0 and thus
0 =C(R′X)∗(V)C⊺ ≥CAVA⊺C ,
which yields CAV = 0. By induction, we find CAkV = 0 for all k ∈N contradicting
observability of (A,C). Hence β < 0, i.e. σ(R′X) ⊂C−.
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5 Algorithmic aspects
We reformulate the results of the previous section in algorithmic form.
Algorithm 1: Euclidean norm balanced realization
1: inputs
A system (A,B,C) in minimal realization
2: outputs
A Euclidean norm balanced system (A,B,C)
3: Set α = 2∥A∥∞
4: Solve the Lyapunov equation 1α2 AXA
⊺−X = −BB⊺ for X
5: Update X ← α2X−1
6: repeat
7: Solve L(AX−1A⊺+BB⊺)X(∆)−XAX−1∆X−1A⊺X −A⊺∆A = R(X) for ∆
8: Update X ← X +∆
9: until ∥∆∥ < tol
10: Factorize X = S⊺S
11: Update (A,B,C)← (SAS−1,SB,CS−1)
Remark 16. (a) The choice α = 2∥A∥∞ in 3 is made just for convenience. Other
upper estimates of ρ(A) might be used as well.
(b) The most expensive operation in the algorithm is the repeated solution of the
linear equation in line 7. A naive direct solution has complexity O(n6). An
iterative method of lower complexity has been described in [5].
(c) Another critical issue is the conditioning of the initial matrix X . In particular for
high-order single-input single-output systems, the discrete-time controllability
Gramian X computed in line 4 is known to be very ill-conditioned. This may
cause numerical problems or even destroy the convergence.
To overcome the problem mentioned in (c) we may first solve the modified equation
−XAX−1A⊺X −X(BB⊺+ I)X +A⊺XA+C⊺C = 0 (10)




AXA⊺−X = −BB⊺− I
typically is well-conditioned. Multiplying equation (10) from both sides with X−1
and setting X˜ = X−1, we get
−AX˜A⊺−BB⊺− I+ X˜A⊺X˜−1AX˜ + X˜C⊺CX˜ = 0 ,
that is, after a change of sign,
R˜(X˜) = AX˜A⊺+BB⊺− X˜A⊺X˜−1AX˜ − X˜C⊺CX˜ < 0 .
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According to Lemma 15, we have σ(R˜′˜X) ⊂C−, so that we have found an initial guess
to solve the dual equation by the loop 6 of Algorithm 1.
Therefore, we suggest the following extended algorithm, which has the additional
feature that it computes a diagonal balanced realization, where
AA⊺+BB⊺ = A⊺A+C⊺C = diag(σ1, . . . ,σn) , with σ1 ≥ . . . ≥ σn . (11)
Algorithm 2: Euclidean norm diagonal balanced realization
1: inputs
A system (A,B,C) in minimal realization
2: outputs
The diagonal Euclidean norm balanced system (A,B,C)
3: Set α = 2∥A∥∞
4: Solve the Lyapunov equation 1α2 AXA
⊺−X = −BB⊺− I for X
5: Update X ← α2X−1
6: repeat
7: Solve L(AX−1A⊺+BB⊺+I)X(∆)−XAX−1∆X−1A⊺X −A⊺∆A = R(X)+X2
8: Update X ← X +∆
9: until ∥∆∥ < tol
10: Update X ← X−1
11: repeat
12: Solve L(A⊺X−1A+C⊺C)X(∆)−XA⊺X−1∆X−1AX −A∆A⊺ = R˜(X)
13: Update X ← X +∆
14: until ∥∆∥ < tol
15: Factorize X = SS⊺
16: Update (A,B,C)← (S−1AS,S−1B,CS).
17: Compute orthogonal U with U(AA⊺+BB⊺)U⊺ = diag(σ1, . . . ,σn), sorted
18: Update (A,B,C)← (UAU⊺,UB,CU⊺)
Remark 17. Again, there is some freedom in the choice of parameters. In line 4 any
right-hand side −BB⊺−P with a positive definite matrix P will do. Then also line 7
has to be adapted accordingly. Moreover, in line 9 a different stopping criterion could
be used, since not the accurate solution of the matrix equation is required here, but
just a stabilizing initial guess for the second iteration.
6 Numerical examples
We implemented Algorithm 2 with a Lyapunov preconditioned Krylov subspace
solver for the generalized Lyapunov equations in lines 4 and 12 (cf. [5]). On a
laptop with 1.4 GHz and 4 GB RAM it took about one second to balance a randomly
generated system with n = 10, m = p = 1, about a minute for n = 100, m = p = 10 and
about an hour for an example with n = 500, m = p = 50, all with tolerance 10−10.
These numbers are not meant to be significant, they just indicate roughly, what can
be expected.
Example 18. As a simple reproducable example, let us consider the system (A,B,C),
where A is the N2 ×N2 Poisson matrix in two dimensions, corresponding to N
discretization points in each direction, B = [I,0]⊺ ∈RN2×N and C = [0,I] ∈RN×N2 .
99
Festschrift in Honor of Uwe Helmke T. Damm
The balanced system (Ab,Bb,Cb) for N = 2 has the form
Ab =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
6.0200 0 −0.2008 0
0 4.0200 0 −0.2008
0.2008 0 3.9800 0





0.4525 0.4525−0.4525 0.4525−0.4525 −0.4525
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Cb = [ −0.4525 −0.4525 −0.4525 −0.45250.4525 −0.4525 0.4525 −0.4525 ] .
For N = 10, the sparsity pattern of Ab is shown in Fig. 1. The matrices Bb and Cb are
dense. Actually, the norm reduction here is marginal, where ∥(Ab,Bb,Cb)∥∥(A,B,C)∥ = 0.9979.
This is not very surprising, since the original system was almost symmetric.








Figure 1: Sparsity pattern of Ab in Example 18 for n =N2 = 100
Remark 19. In Gramian-based balancing, the typically fast decay of Hankel singular
values is of special interest, since it indicates how well the system may be approxi-
mated by one of lower order (e.g. [1]). For Euclidean norm balancing, the decay of
the corresponding values σk in (11) seems to be less rapid as can be seen in Fig. 2.










Figure 2: Decay of the σ j defined in (11) for the system from Example 18 with
n =N2 = 100 (left) and a random system with n = 500, m = p = 50 (right).
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Example 20. Euclidean norm balancing might be beneficial for badly conditioned










⎤⎥⎥⎥⎥⎥⎦ , C = [ 1 0 0 ] ,











Cb = [ 15.8224 −22.3607 15.8003 ] .
Let further V and Vb denote the matrices containing the eigenvectors of A and Ab. It
is well-known that the condition number of V and Vb describes the sensitivity of the
eigenvalues of A and Ab, respectively, with respect to additive perturbations (see e.g.
[13]). In the following table, we compare the condition numbers κ2 of these matrices.
κ2(A) κ2(Ab) κ2(V) κ2(Vb)
1.3 ⋅109 4.3 ⋅104 8.5 ⋅106 8.5 ⋅103
As can be seen in this example, the balanced system is much better conditioned than
the original one. This effect can be observed in many examples (in particular with
random data), although the sensitivity is not guaranteed to improve. In Example 18,
actually, we have the opposite effect.
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Abstract. This short note deals with the issue of generic accessibility of bilinear
control systems. We investigate (right-)invariant control systems evolving on a matrix
Lie group G with Lie algebra g. Thereby, both the drift term and the control terms
may vary in possibly different analytic subsets of g. Based on standard arguments
on analytic functions, we derive a necessary and sufficient condition for generic
accessibility within this class of bilinear systems. In combination with previous
results in the literature, we obtain a particular simple genericity criterion if g is
semisimple. As an application, we demonstrate that almost all finite dimensional
open quantum control systems (modelled by a Lindblad-Kossakowski master equation
with controls entering only its Hamiltonian part) are accessible.
1 Introduction
Bilinear control systems constitute a class of nonlinear control systems which find
numerous applications in many different areas such as physics, engineering, ecology
and medicine [8, 18]. In most of these applications, the underlying dynamical models
depend on partially unknown parameters. Therefore, one is interested in control
properties which are valid not only for a particular bilinear control system but for all
or at least a large subclasses of systems.
Probably, accessibility and controllability are the most fundamental properties of
control system. Since the work of Lobry, Stefan and Sussmann (see [22] and the
references therein) it is known that both properties are robust against small perturba-
tions and accessibility is even a generic property for non-linear control systems (with
respect to the fine Ck-topology). Furthermore, for linear systems a classical result
says that also controllability in generic [21].
If it comes to bilinear systems less is known. There are only a few results mainly
concerned with semisimple Lie groups. One result by Jurdjevic and Kupka [11, 12]
is essentially that the set of all pairs which generate the whole Lie algebra sln(R)
is open and dense and therefore bilinear control systems on sln(R) are generically
accessible. The aim of this note is to extend this result in two directions: First, we
derive a necessary and sufficient condition for generic accessibility (controllability)
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which is applicable to any bilinear system. Secondly, we focus on “structured”
bilinear systems on semisimple Lie groups. Here, structured means that the drift term
and the control terms are not allowed to vary in the entire Lie algebra but only in a
prespecified “thin” subset. Such scenarios often arise in systems whose dynamics is
related to some underlying weighted graph structure, where the weights may vary but
not the graph structure itself.
For deriving the first result, we slightly modify the standard proof of generic con-
trollability from linear systems theory. More precisely, the well-known fact that the
set {(A,b) ∈ gln(R)×Rn ∣ span{b,Ab, . . . ,An−1b} =Rn}
is open and dense in gln(R)×Rn is usually based on a simple argument about the
zero set of polynomials. The same idea leads in the bilinear case to an if-and-only-if
statement on generic accessibility (controllability). The second result, similar to
the work by Jurdjevic and Kupka [11, 12] exploits heavily the structure theory of
semisimple Lie algebras.
Finally, in the last section, we present an application of our results to quantum control.
Most quantum processes (which satisfy the assumption of Markovian dynamics)
can be modelled as bilinear control systems, e.g. [5, 6]. The controlled Lindblad-
Kossakowski master equation [10, 17], which describes an open quantum system,
i.e. a non-isolated quantum systems interacting with the environment, constitutes
for instance a bilinear control system on the space of all density operators. It is
known that the Lindblad-Kossakowski master equation with controls entering only
its Hamiltonian part is never controllable [2, 6]. Nevertheless, accessibility, which
guarantees that the reachable sets have at least non-empty interior, may apply. Our
goal is to prove that accessibility is actually a generic property of the Lindblad-
Kossakowski master equation even in the single control case. Similar statements
dealing with the generic accessibility of open quantum systems also appeared in the
work by C. Altafini [3].
The paper is organized as follows. Section 2 provides the basic facts on accessibility
and controllability of bilinear control systems on Lie groups. Section 3 contains the
main results: the general case is treated in Subsection 3.1; the real semisimple one in
Subsection 3.2. In Section 4, we give an application of our results to open quantum
systems. Most proofs are only sketched, more comprehensive details will be provided
in a forthcoming full paper.
. . . and now for something completely different: HAPPY BIRTHDAY, UWE!
2 Preliminaries
To fix notation, let gln(R) and gln(C) be the Lie algebra of all real and, respectively,
complex n×n matrices. Moreover, let son(R) ⊂ gln(R) and su(n) ⊂ gln(C) denote
the Lie subalgebras of all skew-symmetric and, respectively, all skew-Hermitian
matrices with trace zero. For arbitrary n×n matrices, the trace and the commutator
are given by Tr(A) ∶=∑nk=1 akk and [A,B] ∶=AB−BA, respectively. The identity matrix
of size n is denoted by In or plainly by I, whenever the size is clear from the context.
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Now, let g be a Lie subalgebra of gln(R), i.e. g is a subspace of gln(R) which is
closed under taking commutators. Then there exists a unique Lie subgroup G of
GLn(R) which corresponds to g in the sense that the tangent space of G at the identity
coincides with g. A bilinear or, equivalently, a (right)-invariant control systems on G
is given by (Σ) X˙ = (A0+ m∑
k=1uk(t)Ak)X , X(0) = X0 ∈G, (1)
where A0,A1, . . .Am ∈ g and u(t) ∶= (u1(t), . . . ,um(t)) ∈U ⊂Rm is an admissible real-
valued control input. For our purposes, the class of piecewise constant controls u(⋅)
assuming values in Rm (i.e. U =Rm) is convenient. However, in many cases the
assumption U =Rm can be considerably relaxed by requiring that only the convex
hull of the control set U contains the origin as an interior point [11].
Next, we define the terms accessibility and controllability for (bilinear) control
systems. To this end, we need the concept of reachability. Let RT (X0) be the set of
all X ∈G which can be reached from X0 in time T ≥ 0, i.e.RT (X0) ∶= {Xu(T) ∣ u ∶ [0,T ]→Rm admissible control} , (2)
where Xu(⋅) denotes the corresponding solution of Σ. Thus the entire reachable set
of X0 and Σ is given by R(X0) ∶= ⋃
T≥0RT (X0) . (3)
Then, Σ is called accessible if for all X0 ∈G the reachable set R(X0) has non-empty
interior in G, and controllable if for all X0 ∈ G the reachable set R(X0) is equal to
G. As Σ is right-invariant one has R(X0) =R(I)X0 and therefore accessibility and
controllability of Σ is equivalent to accessibility and, respectively, controllability at
the identity I. Moreover, the so-called Lie algebra rank condition (LARC) which is in
general only sufficient for accessibility yields the following necessary and sufficient
accessibility criterion for right-invariant control systems.
Proposition 1. Let Σ be defined as in (1). Then Σ is accessible if and only if Σ
satisfies the LARC-condition at the identity, i.e. ⟨A0,A1, . . . ,An⟩L = g.
Here and henceforth, ⟨A0,A1, . . . ,An⟩L or, more generally, ⟨A⟩L denotes the Lie
subalgebra generated by A ⊂ gln(R), i.e. ⟨A⟩L is the smallest Lie subalgebra of
gln(R) which contains A or, equivalently, the smallest subspace of gln(R) which
contains A and all iterated commutators of the form
[A1,A2],[A1,[A2,A3]],[[A1,A2],A3]],[A1,[A2,[A3,A4]]],[[A1,A2],[A3,A4]], . . .
with Ak ∈A.
For controllability there is in general no such simple condition as for accessibility.
Yet, for some special cases one has the following results.
Proposition 2. Let Σ be defined as in (1). Then one has:
(a) If Σ is additionally driftless (i.e. A0 = 0) then controllability of Σ is equivalent
to the Lie algebra condition ⟨A1, . . . ,An⟩L = g.
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(b) If G is compact then controllability of Σ is equivalent to the Lie algebra
condition ⟨A0,A1, . . . ,An⟩L = g.
(c) For U =Rm, controllability of Σ is guaranteed by the Lie algebra condition⟨A1, . . . ,An⟩L = g.
Note that in the compact case accessibility and controllability of Σ are equivalent. A
proof of both propositions can be found e.g. in [8, 11, 13]
Now, assume that the drift A0 and the control terms A1, . . . ,Am may vary in some
non-empty subsets D,C1, . . . ,Cm ⊂ g, respectively. Then Σ(D;C1, . . . ,Cm) denotes
the family of all bilinear systems which can be obtained while (A0,A1, . . . ,Am) runs
through D×C1 ×⋯×Cm. For Σ(D;C, . . . ,C) we also write Σ(D;Cm). To specify a
particular system in Σ(D;C1, . . . ,Cm) we use the notation Σ(A0;A1, . . . ,Am). Thus
we are prepared to state precisely what generic accessibility, controllability or, more
general, genericity of any property of the family Σ(D;C1, . . . ,Cm) means.
• A property P is called (topologically) generic for Σ(D;C1, . . . ,Cm) if the set
{(A0,A1, . . . ,Am) ∈D×C1×⋯×Cm ∣ Σ(A0;A1, . . . ,Am) satisfies P} (4)
contains an open and dense subset of D×C1×⋯×Cm, where D×C1×⋯×Cm is
equipped with the topology induced by gln(R)m+1.
• If D and C1, . . . ,Cm are smooth submanifolds of gln(R), then P is called
generic (with respect to the Lebesgue measure) for Σ(D;C1, . . . ,Cm) if the
complement of the set defined by (4) has measure zero in D×C1 ×⋯×Cm
(cf. Remark 3 below).
Remark 3.
(a) If D×C1 ×⋯×Cm is a Baire space, for instance, if D,C1, . . . ,Cm are smooth
submanifolds, then topological genericity implies that the set defined by (4) is
of second category.
(b) In general, topological genericity does not imply genericity with respect to
the Lebesgue measure nor vice versa. Counterexamples can be obtained by
Cantor-like sets.
(c) Sets of measure zero in D×C1 ×⋯×Cm can simply be defined locally in
coordinate charts and “globalized” via the partition of the unity.
General assumption and convention:
(a) From now on we assume U =Rn and that D and C1, . . . ,Cm are real analytic
connected submanifolds of gln(R).
(b) Whenever we do not specify the type of genericity (topological or with respect
to the Lebesgue measure), the corresponding result holds for both types.
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The trivial, but useful observation that Σ(D,C1, . . . ,Cm′) is generically accessible
(controllable) for all m′ ≥m if Σ(D;C1, . . . ,Cm) is generically accessible (controllable)
allows us to put emphasis on the case m = 1.
We complete this preliminary section with an auxiliary results that is well known in
Lie theory but maybe not in control theory. It yields an upper bound for the maximal
Lie word length which has to be considered in “constructing” ⟨A0, . . . ,Am⟩L. To this
end, we define recursively the following sets. LetA be an arbitrary subset of g. Then,
L1(A) ∶=A, Ln(A) ∶= n−1⋃
k=1 [Lk(A),Ln−k(A)] for n ≥ 2 (5)and
L′1(A) ∶=A, L′n(A) ∶= [L′1(A),L′n−1(A)] for n ≥ 2 . (6)
Clearly, while Ln includes all Lie words (over the alphabet A) of length n, the set L′n
contains only Lie words of length n of the particular type
[An,[An−1,[ . . .[A1,A0]]]] with Ak ∈A. (7)
Lemma 4. For A ⊂ g let Ln(A) and L′n(A) be defined as above. Then
(a) span Ln(A) = span L′n(A) for all n ∈N.
(b) If span L′n∗+1(A) ⊂ ∑n∗k=1 span L′k(A) for some n∗ ∈ N then span L′n′(A) ⊂∑n∗k=1 span L′k(A) for all n′ ≥ n∗ and thus
⟨A⟩L = n∗∑
k=1span L′k(A) . (8)
Proof. Part (a) follows by induction and the Jacobi identity; part (b) is a straightfor-
ward consequence of (a). A complete proof can be found in [4].
3 Main results
Our goal is to obtain necessary and sufficient conditions for generic accessibility and
controllability of bilinear systems Σ(D,C1, . . . ,Cm). Our first result, Theorem 5, is
in the spirit of the well-known generic controllability result for linear systems, see
e.g. [21]. The proof is based on the same standard technique as in the linear case. It
uses the fact that the zero set of a real analytic function is closed and nowhere dense.
Our second result, Theorem 7, heavily exploits the structure theory of real semisimple
Lie algebras. It extends a well-known result by Jurdjevic and Kupka [12] on generic
accessibility of bilinear systems on semisimple Lie groups.
3.1 General case
Theorem 5. Let D and C1, . . . ,Cm be real analytic connected submanifolds of g ⊂
gln(R). Then Σ(D;C1, . . . ,Cm) is generically accessible if and only if there exists at
least one system Σ(A0;A1, . . . ,Am) such that ⟨A0,A1, . . . ,Am⟩L = g.
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Proof. According to Proposition 1 it suffices to show that the set
P ∶= {(A0,A1, . . . ,An) ∈D×C1×⋯×Cm ∣ ⟨A0,A1, . . . ,Am⟩L = g} (9)
contains an open and dense subset of D×C1×⋯×Cm. To this end, let N ∶= dimg and
let L′N(A0,A1, . . . ,Am) be defined as in (6). Then Lemma 4 guarantees that
VN ∶= N∑
k=1span L′k(A0,A1, . . . ,Am) (10)
coincides with ⟨A0,A1, . . . ,Am⟩L and hence ⟨A0,A1, . . . ,Am⟩L = g is equivalent to
dimVN =N. Now, let W denote the matrix that collects all Lie words of type (7) up
to length N over the alphabet A0,A1, . . . ,Am (as column vectors in some coordinate
representation). Since the condition dimVN =N can be expressed as a rank condition
on the matrix W , which is clearly a polynomial and thus real analytic condition, we
can conclude that the set P is open dense in D×C1×⋯×Cm if there is at least one
A0,A1, . . . ,Am such that the matrix W has full rank. This, however, is guaranteed by
the assumption that there exists at least one system such that ⟨A0,A1, . . . ,Am⟩L = g.
Since the condition on W is polynomial the complement of P has also Lebesgue
measure zero in D×C1×⋯×Cm.
Proposition 2 immediately leads to the following controllability result.
Corollary 6. If Σ(D;C1, . . . ,Cm) is a family of driftless systems, i.e. D = {0}, or if G
is compact then the condition of Theorem 5 is equivalent to generic controllability of
Σ(D;C1, . . . ,Cm).
3.2 Real semisimple case
To follow and adapt the ideas by Jurdjevic and Kupka [11, 12] we first collect some
basic facts on strongly regular elements of real semisimple Lie-algebra. For more
details on semisimple Lie algebras we recommend in addition [14].
Let g ⊂ gln(R) be a real semisimple Lie algebra and gC ∶= g⊕ ig ⊂ gln(C) be its
complexification. Consider the corresponding adjoint representations
ad ∶ g→ End(g) and adC ∶ gC→ End(gC).
For A ∈ g, define
Sp(A) ∶= {λ ∈C∖{0} ∣ ker(adCA −λ In) ≠ {0}} (11)
and ECλ (A) ∶= ker(adCA −λ In) for λ ∈ Sp(A) as the λ -eigenspace of adCA . Then, an
element A ∈ gC is called strongly regular if it satisfies the following conditions:
• All nonzero eigenvalues of adCA are simple, i.e. the algebraic multiplicity of
each λ ∈ Sp(A) is equal to one.
• The generalized eigenspace EC0 (A) ∶= ⋃n≥1 ker(adCA )n does not contain any
non-trivial ideal of gC.
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It is known that strong regularity is a generic property in gC and g as well. More
precisely, the set of all strongly regular elements is open and dense in gC and its
intersection with g is again open and dense in g. In both cases, the complement
has Lebesgue measure zero. Furthermore, the following facts about strongly regular
elements are well-known and can be found e.g. in [12] or [14].
(1) With respect to a strongly regular element A ∈ g, the complex Lie algebra gC
decomposes as a direct sum
gC = EC0 (A)⊕ ⊕
λ∈Sp(A)ECλ (A). (12)
(2) For every λ ∈ Sp(A), the set [ECλ (A),EC−λ (A)] is a one-dimensional vector
space contained in EC0 (A). The sum of all [ECλ (A),EC−λ (A)], λ ∈ Sp(A),
equals EC0 (A), i.e.
∑
λ∈Sp(A)[ECλ (A),EC−λ (A)] = EC0 (A). (13)
Note that the above sum is in general not a direct sum.
(3) For λ ,µ ∈ Sp(A)∪{0} one has
[ECλ (A),ECµ (A)] = ⎧⎪⎪⎨⎪⎪⎩E
C
λ+µ(A) for λ +µ ∈ Sp(A)∪{0},{0} for λ +µ /∈ Sp(A)∪{0}. (14)
(4) It turns out that EC0 (A) = ker(adCA ). Moreover, EC0 (A) is a Cartan subalgebra
of gC, i.e. a maximal abelian subalgebra of g whose ad-action on g is simul-
taneously diagonalizable. For more details on Cartan subalgebras we refer to
[14].
(5) With respect to a strongly regular element A ∈ g, the real Lie algebra g decom-
poses as a direct sum
g = E0(A)⊕ ⊕
λ∈Sp(A), Im(λ)≥0Eλ (A) , (15)
with E0(A) ∶=EC0 (A)∩g and Eλ (A) ∶= (ECλ (A)+ECλ¯ (A))∩g, where λ¯ denotes
the complex conjugate of λ . Note that Eλ (A) = Eλ¯ (A). Thus, depending on
whether λ is real or not, Eλ (A) is the real counterpart either to the eigenspace
ECλ (A) or to the pair of eigenspaces ECλ (A) and ECλ¯ (A). Therefore, any B ∈ g
has a unique decomposition
B = B0+ ∑
λ∈Sp(A), Im(λ)≥0Bλ , (16)
where B0 ∈ E0(A) and Bλ ∈ Eλ (A) for λ ∈ Sp(A) with Im(λ) ≥ 0.
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Now, for any strongly regular element A ∈ gC we define
Γ(A) ∶= {B ∈ gC ∣ Bλ ≠ 0 for all λ ∈ Sp(A), Im(λ) ≥ 0} . (17)
Thus, we are prepared to state our main result on generic accessibility in the semi-
simple case.
Theorem 7. Let D and C be real analytic connected submanifolds of a real semisim-
ple Lie algebra g ⊂ gln(R). If D contains a strongly regular element (in the above
sense) and if C∩Γ(A) ≠∅ then Σ(D;C) is generically accessible.
Before proceeding with the proof of Theorem 7, a few comments may be helpful.
Remark 8.
(a) Concerning accessibility, the role of D and C in Theorem 7 is completely
interchangeable.
(b) The condition C ∩Γ(A) ≠ ∅ can be refined by the results of Gauthier and
Bornard [9], Silva-Leite and Crouch [19, 20] or Jurdjevic and Kupka [12].
However, these improvements are more of interest for analysing the accessibil-
ity and controllability of an individual system. For a simple genericity test the
above condition C∩Γ(A) ≠∅ is usually sufficient.
For the proof of Theorem 7 we need two auxiliary results.
Lemma 9. Let A ∈ g be a strongly regular element. Then one has
E0(A) ⊆ ∑
λ∈Sp(A), Im(λ)≥0[Eλ (A),E−λ (A)]. (18)
A proof of Lemma 9 which follows straightforwardly from property (2) can be found
in [15].
Lemma 10. Let A be a strongly regular element in a real semi-simple Lie algebra g
and let B ∈ Γ(A) Then one has ⟨A,B⟩L = g.
Proof. The inclusion ⟨A,B⟩L ⊂ g is trivial. Conversely, the span of adAB, . . . ,adkAB is
an invariant subspace of adA for k sufficiently large. Therefore, we have
span{adAB, . . . ,adkAB} = ⊕
λ∈Sp(A), Im(λ)≥0Eλ (A) ⊂ g , (19)
since all Eλ (A) are irreducible subspaces of adA and, by assumption, Bλ ≠ 0 for
all λ ∈ Sp(A). By Lemma 9, summing [Eλ (A),E−λ (A)] for all λ ∈ Sp(A) with
Im(λ) ≥ 0, we eventually generate E0(A). Hence, we obtain
⟨A,B⟩L ⊃ E0(A)⊕ ⊕
λ∈Sp(A), Im(λ)≥0Eλ (A) = g, (20)
and the result follows.
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Proof of Theorem 7. Due to Theorem 5 it suffices to show that there is at least one
pair A,B ∈D×C such that ⟨A,B⟩LA = g. This, however, is guaranteed by Lemma 10
and the assumption that D contains a strongly regular A such that C∩Γ(A) ≠∅.
Corollary 11. (a) If G is compact then the conditions of Theorem 7 are sufficient
for generic controllability of Σ(D;C).
(b) If Σ(D;C1,C2) is a family of systems with two controls then the conditions of
Theorem 7 with D,C replaced by C1,C2 are sufficient for generic controllability
of Σ(D;C1,C2).
The proof follows immediately from Proposition 2.
Based on Theorem 7, we can improve a result by Jurdjevic and Kupka in the sense
that generic accessibility can be guaranteed for semisimple Lie algebras once one of
the two sets D or C is sufficiently large.
Corollary 12. Let C ≠ {0} be a real analytic connected submanifold of a real semisim-
ple Lie algebra g ⊂ gln(R) and let D = g. Then Σ(D;C) is generically accessible.
Proof sketch. Choose any strongly regular element A ∈ g and any non-trivial B ∈C.
Now, consider the G-orbit of B, i.e. OG(B) ∶= {XBX−1 ∣ X ∈ G}, where G is the
unique connected matrix Lie group with Lie algebra g. If Γ(A)∩OG(B) ≠∅ we are
done, because XBX−1 ∈ Γ(A) implies B ∈ Γ(X−1AX) and thus we can apply Theorem
7 to the strongly regular element X−1AX . Therefore, we focus on the condition
Γ(A)∩OG(B) ≠∅. To this end, choose any λ ∈ Sp(A). All we have to show is that
the map X ↦ (XBX−1)λ does not vanish identically. The fact that a holomorphic
function vanishes identically on Ck if and only if its restriction to Rk vanishes
identically allows us to pass form G to GC, the unique matrix Lie group which
corresponds to gC. Now, we can exploit familiar properties of the Cartan subalgebra
EC0 (A), in particular, the transitive action of the associated Weyl group of the root
spaces, cf. [14].
The following final result in this section turns out to be quite useful for reductive Lie
algebras, i.e. if g = g0⊕ z0 decomposes into a direct sum of a semisimple Lie algebra
g0 and a center z0. In many cases, Proposition 13 allows to extend Theorem 7 to the
reductive case.
Proposition 13. Let g = g0⊕ z0 ⊂ gln(R) be a real reductive Lie algebra with semi-
simple component g0 and center z0. Moreover, let A = A0 +Z and B = B0 +Z′ with
A0,B0 ∈ g0 and Z,Z′ ∈ z0. Then, ⟨A,B⟩L = g0⊕ span{Z,Z′} if and only if ⟨A0,B0⟩L =
g0.
Proof. Clearly, ⟨A,B⟩L is a subset of ⟨A0,B0⟩L⊕ span{Z,Z′}. Therefore, ⟨A,B⟩L =
g0 ⊕ span{Z,Z′} implies ⟨A0,B0⟩LA = g0. Conversely, if ⟨A0,B0⟩L = g0, then by
the semisimplicity of g0 it follows [g0,g0] = g0 and thus A0 and B0 are contained
in the commutator algebra of ⟨A0,B0⟩L. Since the two commutator algebras of⟨A0,B0⟩L and ⟨A,B⟩L obviously coincide, one has A0,B0 ∈ ⟨A,B⟩L and hence the
identity ⟨A,B⟩L = g0⊕ span{Z,Z′}.
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4 An application to open quantum systems
Here, we present a typical application of the previous results to bilinear control
systems arising in open quantum dynamics. Let her0(n) be the set of all hermitian
n×n-matrices with trace zero and consider the following bilinear control system on
GL(her0(n)):
X˙ = (A0− i m∑
k=1uk(t)adHk) ⋅X , X(0) ∶= Iher0(n) , (21)
where all Hk are traceless hermitian n×n-matrices and A0 can be for now an arbitrary
linear operator acting on her0(n). Moreover, let adsu(n) denote the adjoint action of
su(n) of her0(n), i.e.
adsu(n) ∶= {iadH ∶= [iH, ⋅] ∶ her0(n)→ her0(n) ∣ iH ∈ su(n)} . (22)
Then, Corollary 12 and Proposition 13 imply the following preliminary result.
Theorem 14. Let D ∶= gl(her0(n)) and C ∶= adsu(n) ⊂ gl(her0(n)). Then (21) is
generically accessible.
The controlled unital Lindblad-Kossakowski master equation
The state of a finite dimensional n-level quantum system is completely described by
its density operator ρ . Thus the entire state space is given by the compact convex set
D ∶= {ρ ∈Cn×n∣ ρ = ρ† ≥ 0 , Tr(ρ) = 1} (23)
of all positive semidefinite operators with trace one acting on the Hilbert spaceH ∶=Cn. In what follows, we consider only open quantum control systems described
by the Lindblad-Kossakowski master equation [10, 17] with coherent control inputs,
i.e. the control inputs enter only the Hamiltonian part of the systems. Precisely, we
have
ρ˙ = L(ρ) = −i[H0+ m∑
k=1uk(t)Hk,ρ]+LD(ρ) , ρ(0) = ρ0 ∈D (24)
where H0 ∈ her0(n) and H1, . . . ,Hm ∈ her0(n) denote the internal drift Hamiltonian
and external control Hamiltonians, respectively. As before, u(t) ∶= (u1(t), . . . ,um(t))
are admissible time-dependent control signals with values in U ∶=Rm. The dissipative
drift term LD, which models various interactions with the environment, can be
expressed as a linear operator of the following form [10, 17]
LD(ρ) = 12 n
2−1∑
j,k=1a jk ([B j,ρBk]+ [B jρ,Bk]) . (25)
Here, without loss of generality, we take (B1, . . . ,Bn2−1) to be any orthonormal
basis of her0(n). Moreover, A ∶= (a jk) j,k=1,...,n2−1 has to be positive semidefinite to
guarantee complete positivity of the semi-flow (etL)t≥0.
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For the definition of complete positivity and issues related to its physical interpreta-
tions in open quantum systems, we recommend to consult e.g. [1]. For further issues
on completely positive maps and their relations to Lie semigroups, Lie wedges and
reachable sets of open quantum systems, see also [7, 15, 16] and the references therein.
The Lindblad-Kossakowski master equation (24) is called unital if its flow leaves
the density matrix ρ = In/n invariant, i.e. if L(In) = 0. Otherwise, when L(In) ≠ 0, it
is called non-unital. Now, we are ready to state and prove the announced genericity
result for the unital Lindblad-Kossakowski master equation.
Theorem 15. The unital n-level Lindblad-Kossakowski master equation with a single
coherent control is generically accessible. More precisely, let C ∶= adsu(n) and let D
denote the set of all operators acting on her(n) of the form −adiH0 +LD, where iH0
is in su(n) and LD is unital and given by (25). Then, the family of bilinear control
systems described by (24) is generically accessible with respect to D×C.
Proof. Instead of ρ ∈D consider the reduced density matrix ρˆ ∶= ρ − In/n ∈ her0(n).
Since (24) is assumed to be unital, the time evolution of ρˆ follows again (24).
Moreover, if we can show that the group lift of (24) to GL(her0(n)) given by
X˙ = (LD− iadH0 − i m∑
k=1uk(t)adHk) ⋅X , X(0) ∶= Iher0(n) , (26)
is generically accessible then the same holds for (24) as GL(her0(n)) acts clearly
transitively on her0(n). Now, by Theorem 14 we know that generic accessibility
holds with respect to gl(her0(n))×adsu(n). Since it is known [15] that the set D is a
closed convex cone of gl(her0(n)) with non-empty interior the result follows.
A similar result holds for the non-unital case, the interested reader is referred to [15].
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Detection of motion direction of targets using a turtle
retinal patch model
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1 Introduction
Direction selectivity is an important feature of visual systems that has caught the
attention of neuroscientists for over 100 years [8]. Directionally selective responses
have been recorded by Hubel [10] in the primary visual cortex of an awake cat.
Subsequently, Barlow and Levick [3] studied direction selectivity in the retinal
ganglion cells of rabbits. Our interest in this paper is to study direction selectivity
as a part of our ongoing study of modeling the visual pathway of freshwater turtles.
In [16], we show that visual inputs produce waves that propagate across the visual
cortex of freshwater turtles and visual information is encoded in the cortical waves. In
all of our prior models the visual input was directly incident on the lateral geniculate,
completely bypassing the retina. The purpose of this paper is to add a model of the
retinal cell to the pathway and to study how retinal signals encode a moving point
target incident on a small retinal patch. The target is moving with a constant, possibly
unknown, velocity along directions that are spread across the entire 360○.
Turtle Retinal ganglion cells are either ON type, OFF type or ON-OFF type. The
ON type cells have an excitatory center and inhibitory surrounding. The OFF type
cells have an inhibitory center and excitatory surrounding. Finally the ON-OFF
type cells have an excitatory center, an inhibitory annulus followed by an outermost
excitatory surrounding (e.g. see [15]). Some of the turtle retinal cells are sensitive to
the direction of the optical flow of an image sequence, (e.g. [1, 4]). These cells are
called, direction sensitive cells or the B cells. The other cells, which are not sensitive
to the direction of motion (but are sensitive to the intensity of the target), are called
the A cells. The A cells can be ON or OFF type, whereas, the B cells are ON-OFF
type. The A cells have a larger cell body (soma size) as well as a larger dendritic
arborization. This results in a larger receptor field, compared to the B cells (see [15]).
The A cells are smaller in number compared to the B cells on the turtle retina [18].
The turtle retina effectively encodes the motion parameters of moving targets in
its visual space (see [19]). The retinal ganglion cells encode input signals using a
sequence of spikes. We reproduce the spike generation process using a set of filters
which model layers of rods and cones in the retina. The A cells have a similar block
diagram except the directional filters are absent. The output of the filters are incident
on a single compartment spike generating neuronal cell, with primarily sodium and
potassium channels, modeled using Hodgkin-Huxley equations (see [9]). For a
physiologically detailed model of a single cell that includes many additional channels
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(such as transient AHP channel, sustained calcium channel, calcium dependent
potassium channel and transient calcium channel), see [7].
We consider a patch of the retina (see Fig. 1a) and circular targets that are moving
with unknown constant speed and motion direction (see Fig. 1b). Our objective is
described in the following two problems. In the first problem we consider targets
that are moving along an unknown direction with fixed speed that are assumed to be
known a priori. Our goal is to detect the motion direction of the unknown target. In
the second problem we assume that both the direction and the speed of the targets
are unknown. Our objective is to first estimate the speed and use this information
to detect the motion direction. We remark that the second problem is biologically
realistic but begin our analysis with the first problem because it sheds light on the
detectability of B cells in comparison to the A cells. The first problem is also a
prerequisite to solving the second.
(a) Cells on the turtle retina
q
(b) Paths of the incident light spot
Figure 1: (Left) Distribution of all cells on the retina showing the visual streak. The
circle on the center of the streak indicates the location of the retinal patch. (Right)
The input to the retina is a circular spot of light moving from one end of the patch to
the other in a straight line.
Two methods to detect the unknown motion direction of the target are now described.
In the first method, we use Principal Component Analysis (PCA) (see [16], [11]). The
spike sequence generated by each cell in the model patch is low pass filtered using a
second order linear filter. The filter output is a continuous signal that approximates
the spike rate of the corresponding cell in the patch. The vector of spike rate functions
over a suitable time window are projected as points on a cartesian coordinate system
using PCA. We model these points as realizations of a Gaussian process, conditioned
on the direction of motion, and detect the target motion direction using the well
known Maximum Likelihood Estimation Method ([22]). In the second method we
hypothesize that the pattern of spiking activity in a cell can be described by a class
of point process, called Self Exciting Poisson Process (see [20]). We use the fact
that a collection of such processes can be pooled together, and under an appropriate
hypothesis (see [20]), can be modeled as an inhomogeneous Poisson Process. We
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pool together the spiking activities of a subpatch of cells in a patch and represent the
pooled activities as an inhomogeneous vector Poisson Process. We estimate intensity
functions for each component of this process, conditioned on the input direction
of the target. The direction of motion of an unknown input can be detected using
estimates of the intensity function vector.
2 Retinal cell modeling and construction of a retinal patch
Turtles, being vertebrates, have a multi layered retinal structure. From the point of
view of visual signal processing, it has layers of photoreceptive cells consisting of
cones and rods. These cells are synaptic to a layer of ganglion cells which give rise
to the optic nerve fibers (see [19]).
We model the layer of photoreceptive cells as a cascade of filters which represent key
functions, including the spatial and temporal variation of the receptor field (see [5])
and direction selectivity only for the B cells (see [4]). The ganglion cells are modeled
as firing neurons using the Hodgkin-Huxley (HH) model calibrated with parameters
from [13] and [14]. Noise is modeled as a zero mean Gaussian current input to the
HH model. In the following subsections the function of the major components of the
filter model are described. This model was originally reported by Baker [2] and we
refer the reader to [7] for details.
The ganglion cells on a turtle retina are distributed in such a way that it is possible
to observe a high density of cells along a line called the visual streak. The spatial
distribution of turtle ganglion cells on the retina has been studied in [17]. It reports
the cell density over a multitude of vertical and horizontal transects as to cover the
entire retina. We interpolate the data provided using a two dimensional cubic spline
to compute the cell density (both A and B types combined) over the whole retina.
In a subsequent paper [18], the distribution of the size of ganglion cells at some
selected sites of the retina has been detailed. By inspecting this data, we can conclude
that the histogram of the cell body size is bimodal. We fit this histogram data with
sum of two Gaussian distributions. Additionally, we observe from [15], that the A
cells have a large soma size compared to B cells. Therefore, we claim that in the
bimodal distribution, the A cells are distributed with higher mean cell size and the B
cells are distributed with lower mean cell size. The percentage of A cells calculated
at each site are interpolated over the entire retina using a two dimensional cubic
spline. Multiplying the percentage of A cells with the cell density data calculated
as above, we obtain the distribution of A cells over the entire retina. This procedure
is repeated for the B cells. Fig. 1a shows the distribution of the entire population of
retinal ganglion cells.
Since the turtle retina has 350–390 thousand cells, we use about 1% of that for
constructing large-scale models of the full retina. The majority of cells are B cells.
The B cells are divided into three equal groups, corresponding to three distinct
direction preferences. The A cells are divided in to two equal groups based on their
receptor field structure, known as the A-ON and the A-OFF. The three groups of the
B cells and the two groups of A cells are randomly sprinkled over the retina to match
the computed density functions.
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A circular retinal patch has been used to obtain results reported in this paper. The
patch is taken to be the cells which are contained in a three millimeter circular disc
centered at the location with maximum cell density on the visual streak. It has a
total of 520 cells, of which 54 are A-ON cells and 55 are A-OFF cells. The B cell
counts are 134, 136 and 141 for the three angle preferences of 180○, 40○ and −75○
respectively. These are the means of the groups of directional sensitive cells reported
in [4].
3 Two simulations using the retinal patch
In this section we detail two different yet related simulations on the model retinal
patch. In the first simulation we collect data to determine the unknown motion
direction of a point target assuming that the speed of the target is known. In the
second simulation we collect data to estimate the speed and use this information to
detect motion direction of a point target assuming that both of these parameters are
unknown. In both simulations the input is a spot of light on a dark background. The
patch is circular of diameter three millimeters and the size of the spot is one tenth the
size of the patch.
In Simulation I, we consider a circular retinal patch (shown in Fig. 1a) and assume
that a point target moves with a constant velocity through the center of the patch. The
target takes 0.8 seconds to cross the patch. The simulation pool consists of motion
directions between 0○ (i.e. the target moves from left to right) and 358○ at steps
of 2○. It follows that we have 180 different directions of motion. The objective of
this simulation is to study how different cell types discriminate directions of motion.
Simulation I is repeated twice, once under the assumption that the B cells have a
perfect knowledge of θ . In the second instance, we assume that the B cells are able to
observe θ up to a random variable θ∗. Each motion direction is simulated 60 times
in the first instance. For the second instance, the directions are simulated 30 times.
In Simulation II, we use twelve different angles from 0○ to 330○ at steps of 30○. We
have the target move along each direction at nine different speeds. As the speed varies,
the target takes between 0.4 seconds to 2 seconds to diametrically cross the patch. In
all, we have 108 different speed/angle combinations (i.e. 108 different velocities).
Each combination is simulated 60 times. In addition to these evenly spaced simulation
points, we also generate intermediate test points with five intermediate speeds and 60
intermediate angles. These intermediate points are each simulated 10 times.
4 Two main tools for analysis
The two main tools for analysis we use are derived from the PCA [11] and the Models
PPM arising from self exciting point processes [20]. In the Simulation I, the activities
of the cells in the patch are low pass filtered individually. The smoothed activity
functions are represented using PCA by considering the entire patch as the spatial
window and over a suitable sliding time window. The spatiotemporal activity of
the retinal patch is thus represented as a strand conditioned on the target direction.
Maximum likelihood detection is performed (see Van Trees [22]) assuming that the
strand is a Gaussian random process. The details are similar to what had been done
by Du et. al. [6] on the turtle visual cortex. Alternatively, in the PPM approach, the
spike activities of the cells are pooled over a subpatch and the intensity function of
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the pooled process, a Poisson Process, is computed. This step is repeated over a
vector of subpatches. The obtained vector of intensity functions is now used to detect
the target motion direction.
In the second simulation, the speed of the target is estimated from the intensity
function of the pooled spike activities. The pooling process is similar to what was
described for the first simulation. The speed estimation is carried out from the half
height pulse widths of the associated intensity functions. Using the estimated speeds,
the target directions are inferred as follows. The intensity functions are first computed
over a vector of subpatches and are subsequently rescaled, using the estimated target
speeds, to be distributed over an unit length in seconds. The target motion directions
are detected from the rescaled intensity functions using PCA over each subpatch.
The PCA is carried out over a moving time window and we assume that the principal
component points form a Gaussian process. Over every subpatch, target detection
is carried out by running a maximum likelihood detection algorithm for Gaussian
processes (as performed for data in Simulation I). The final target direction is inferred
using a majority vote over the subpatches (see [12, 21]).
5 Results
In addition to providing a model of the A and B cells, one of the main result of
this paper is to illustrate the extent to which retinal cells are able to detect direction
of target motion. The B cells out-perform the A cells in terms of their ability to
discriminate motion direction, measured using Root Mean Square of the detection
error. This fact is entirely obvious along the preferred direction of the directionally
selective B cells. A priori, it is not clear why an ensemble of three directionally
selective families of B cells would have a superior performance for targets moving
along any direction. The superiority of the B cell performance over A cell, is
particularly enhanced when the target speed is assumed to be unknown. In this case
the speed is estimated from the retinal response data. Finally as a population, the B
cells out-perform the A cells, even when B cells observe the target direction up to a
large noise variance of (∼ 30○).
For Simulation I, it can be observed from Fig. 2b on the next page that the direction
sensitive B cells detect motion directions with less error close to their preferred
directions. If we consider the B cells together (shown in Fig. 2a on the next page),
then the detection error is constant throughout all the motion angles. A cells, on
the other hand, do show a higher level of detection error and some amount of
variability with the motion direction. We suspect that this variation is purely due
to the distribution of A cells in this specific patch under consideration. In Figs. 3a
and 3b on page 121 we plot the Root Mean Square Error using PPM. The displayed
results are obtained using a 20 ms window and the window starts at 400 ms, the mid
point of the motion of the target in visual space. Fig. 3a clearly shows the effect of
direction sensitive B cells. They out-perform the A cells in terms of having a lower
Root Mean Square Error of detection. Also note from Figs. 2a and 3a that, when all
three direction preferences of the B cells are taken together, the overall Root Mean
Square Error is much lower than any single type and it remains constant over all
motion directions.
119
Festschrift in Honor of Uwe Helmke M. P. B. Ekanayake et al.





















(a) PCA - All cell types





















(b) PCA - B cells
Figure 2: Root Mean Square Error of detection using Principal Component Analysis
(PCA) for Simulation I.
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(a) PPM - All cell types

























(b) PPM - B cells
Figure 3: Root Mean Square Error of detection using Poisson Process Model (PPM)
for Simulation I.
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We have omitted (see [7]) discussing the problem of estimating the speed and motion
direction using Simulation II. When the speed is unknown and is estimated from the
data, the root mean square error for motion direction is larger compared to what is
observed in Simulation I. This fact has been illustrated in Figures 4 and 5 where the
root mean square error has been plotted as a function of time as the target enters the
patch at different speeds.

























Figure 4: For Simulation II variation of the Root Mean Square Error of detection
over rescaled time using all cells (blue), A cells (red) and B cells (green). Original
high speed takes 400 ms to cross the patch, medium speed and low speed are shown
in Figure 5.
6 Conclusion
Using Root Mean Square of the detection error as a criterion for measuring detectabil-
ity, we show in this paper that – for the purpose of discriminating motion directions of
targets, the direction-selective B cells are superior compared to the intensity sensitive
A cells along their preferred direction, with no particular advantage along the null
direction. Taken as a collection, B cells with three specific preferred directions
(observed in the turtle retina) have a superior performance compared to the A cells for
any target direction. The performance of a B cell family remains relatively unaltered
under noisy conditions even when individual B cells observe target directions up
to a zero mean Gaussian random variable with a large angular variance. All the
above properties remain qualitatively intact when the speed of the target is uncertain,
122
M. P. B. Ekanayake et al. Festschrift in Honor of Uwe Helmke


















































Figure 5: For Simulation II variation of the Root Mean Square Error of detection
over rescaled time using all cells (blue), A cells (red) and B cells (green). Original
high speed (Figure 4) takes 400 ms, medium speed (top) takes 1200 ms, low speed
(bottom) takes 2000 ms to cross the patch.
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although the actual values of the RMS errors rise. In this case we show that the RMS
error can be decreased by using a voting algorithm that combines detection across
multiple subpatches. All the claims made in this paper have been verified using two
distinct decoding algorithms – the PCA and PPM.
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Abstract. The purpose of the present paper is the representation of invariant sub-
spaces of a linear transformation as kernels and images of maps commuting with it.
This extends a result of Halmos [15]. We focus also on the study of how the exis-
tence of complementary invariant subspaces is related to the invertibility of certain
linear maps. This analysis connects to the concept of skew-primeness, introduced in
Wolovich [20], as well as to a theorem of Roth [18].
1 Introduction
The present paper can be considered as a follow up to Fuhrmann and Helmke [14],
filling in gaps left open in that paper. As in the above mentioned paper, the context
in which we work is that of polynomial models, introduced in Fuhrmann [4]. There
are several advantages in taking a polynomial approach. First and foremost, it is an
efficient one and allows us to pass easily from the level of arithmetic of polynomial
matrices to the geometric level of invariant subspaces. The polynomial model theory
not only provides a characterization of the commutant of a given transformation as
well as all maps intertwining two given ones, but at the same time characterizes, in
terms of coprimeness of polynomial matrices, the invertibility properties of these
maps. The main topic of the present paper is the representation of invariant subspaces
of a linear transformation as kernels and images of maps commuting with it. This
extends a result of Halmos [15]. See also Domanov [1], who presented a short
proof based on elementary matrix calculations and a clever choice of coordinates,
and the references therein. However, the present paper has a much broader scope,
treating also the embeddability of quotient modules into the model, the relation
between the invariant factors of a polynomial model and those of its submodules and
quotient modules. We focus also on the study of how complementarity of invariant
subspaces is related to the invertibility of linear maps. That such a connection exists
is not surprising as both properties can be characterized in terms of coprimeness
of polynomial matrices. This analysis connects to the concept of skew-primeness,
introduced in Wolovich [20], as well as to a theorem of Roth [18]. For a geometric
interpretation of skew-primeness, see Khargonekar, Georgiou and Özgüler [16].
Fuhrmann [8] contains an infinite dimensional generalization of skew-primeness.
This opens up the possibility of establishing the analog of Halmos’s theorem in
the context of backward shift invariant subspaces. A different approach, based on
dimension arguments, to Roth’s theorem is given in Flanders and Wimmer [2].
The paper is structured as follows. In Section 2, we give a short, streamlined proof of
the Halmos result. Section 3 is devoted to a brief description of the relevant results
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from the theory of polynomial models. Two related concepts of equivalence for
polynomial matrices are introduced in Section 4. Section 5 is devoted to a block
triangular representation based on a factorization of a nonsingular polynomial matrix.
This result, the analog of representing a linear transformation, having an invariant
subspace, in a block triangular form, has a simple proof yet is all important for
everything that follows. In Section 6 we study the embeddability of a quotient module
of a polynomial model in the polynomial model. Section 7 presents the polynomial
model based analog of the Halmos result. Section 8 is devoted to the question,
given a submodule of a polynomial model, to what extent is another submodule
complementary to it. This leads to the study of skew-primness to which Section 9 is
devoted. Finally, in Section 10, we present in terms of linear transformations some of
the results obtained by polynomial methods.
Dedicated to my friend and colleague Uwe Helmke on the occasion of his 60th
birthday.
2 A theorem of Halmos
Halmos [15] has shown that any invariant subspace V of an arbitrary complex n×n
matrix A is the image of a complex matrix B, that commutes with A. Similarly,V =KerC for a matrix C commuting with A. Halmos uses the Hilbert space structure
of Cn, so his proof does not immediately extend to matrices over arbitrary fields. On
the other hand, an essential part of his argument is based on the Frobenius theorem,
stating that every square matrix is similar to its transpose A⊺. This result holds
over any field. His presentation of the main proof idea is convoluted, due to an
awkward notation and misleading comments. On the other hand, if one deletes all
the unnecessary detours made by Halmos, i.e., using adjoints of complex matrices,
allowing matrix multiplication on the right and not only on the left and avoiding basis
descriptions, the proof condenses to an extremely short argument that is presented
below. The proof holds for an arbitrary fieldF and is taken, verbatim, from Fuhrmann
and Helmke [14].
Theorem 1. Let A denote an arbitrary n×n matrix over a field F and V denote an
invariant subspace of A. Then there exist matrices B, C, both commuting with A, such
that Im B = V and Ker C = V .
Proof. Let V be a subspace invariant under A and let X be a basis matrix for V . By
invariance, there exists a matrix Λ for which
AX = XΛ, (1)
and V = ImX . (2)
By a theorem of Frobenius [3], see also Fuhrmann [7], every matrix A ∈ Fn×n is
similar to its transpose A⊺. Let S be such a similarity matrix, i.e., we have S−1A⊺S =A.
Analogously, there exists a matrix T ∈Fp×p for which TΛ⊺T−1 = Λ. Substituting
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We define now B = XY⊺ and compute
AB = AXY⊺ = XΛY⊺ and BA = XY⊺A = XΛY⊺,
i.e., we have AB = BA. Now we note that both X and Y have full column rank. In
particular, Y⊺ is surjective which implies
ImB = ImX . (4)
Similarly, there exists a full row rank matrix Z for which we have the kernel repre-
sentation
V =KerZ. (5)
This shows the existence of a matrix L for which
ZA = LZ. (6)
Applying Frobenius’ theorem once again, there exists a nonsingular matrix U for
which L =U−1L⊺U . Substituting in (6), thus ZS−1A⊺S =U−1L⊺UZ, or UZS−1A⊺ =
L⊺UZS−1. Setting W =UZS−1, we have
WA⊺ = L⊺W. (7)
Defining C =W⊺Z and noting that W⊺ is injective. We conclude, that
V =KerC. (8)
To show that C commutes with A, we note that
AC = AW⊺Z =W⊺LZ and CA =W⊺ZA =W⊺LZ,
i.e., we have AC =CA.
3 Preliminaries
We begin by giving a brief review of the basic results on polynomial and rational
models that will be used in the sequel. We omit some of the proofs which can be
found in various papers, e.g. Fuhrmann [4, 13].
3.1 Polynomial models
Polynomial models are defined as concrete representations of quotient modules of
the form F[z]m/M, where M ⊂F[z]m is a full submodule, i.e., that F[z]m/M is
required to be a torsion module. It can be shown that this is equivalent to a represen-
tation M =D(z)F[z]m with D(z) ∈F[z]m×m nonsingular. Defining a projection map
piD ∶F[z]mÐ→F[z]m by
piD f =Dpi−D−1 f f ∈ F[z]m, (9)
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we have the isomorphism
XD = ImpiD ≃F[z]m/D(z)F[z]m, (10)
which gives concrete, but non canonical, representations for the quotient module.
We note that f (z) ∈ XD if and only if D(z)−1 f is strictly proper. The shift operator
SD ∶ XDÐ→ XD is defined by
SD f = piDz f = z f −D(z)ξ f , f ∈ XD, (11)
where ξ f = (D−1 f )−1.
It is known that λ ∈F is an eigenvalue of SD if and only if KerD(λ) ≠ 0. In fact, we
have
Ker(λ I−SD) = {D(z)ξz−λ ∣ξ ∈KerD(λ)} (12)
The polynomial model XD becomes an F[z]-module by using the SD-induced module
structure, i.e.,
p ⋅ f = piD(p f ), p ∈F[z], f ∈ XD. (13)
The following proposition allows us to translate results obtained in the context of
polynomial models to statements about matrices or linear transformations.
Proposition 2. Let A ∈Fn×n. Then we have the isomorphism
SzI−A ≃ A. (14)
Proof. Clearly f (z) =∑ki=0 fizi ∈ XzI−A if and only if (zI−A)−1 f (z) is strictly proper.
Using the identity ziI−Ai = (zI−A)∑i−1j=0 z jAi− j−1, we write
f (z) = k∑
i=0 Ai fi+
k∑
i=0(ziI−Ai) fi = ξ +(zI−A)g(z),
where ξ =∑ki=0 Ai fi. This shows that f (z) ∈ XzI−A if and only if f (z) is a constant
polynomial., i.e., XzI−A =Fn. Next, we compute for ξ ∈Fn
SzI−Aξ = pizI−Azξ = pizI−A(zI−A+A)ξ = pizI−AAξ = Aξ ,
which proves the isomorphism.
3.2 Lattice of invariant subspaces
The next theorem explores the close relationship between factorizations of polynomial
matrices and invariant subspaces, thereby providing a link between geometry and
arithmetic. It is one of the principal results which makes the study of polynomial
models so useful.
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Theorem 3. Let D(z) ∈F[z]m×m be nonsingular. Then
1. A subset V ⊂ XD is a submodule, or equivalently an SD-invariant subspace, if
and only if V =D1XD2 for some factorization
D(z) =D1(z)D2(z), (15)
with Di(z) ∈F[z]m×m also nonsingular.
2. We have
SD∣D1XD2 =D1SD2D−11 . (16)
3. We have the following isomorphism
XD1 ≃ XD1D2/D1XD2 . (17)
The factorization (15) can always be changed into
D(z) = (D1(z)U(z)−1)(U(z)D2(z)),
where U(z) is unimodular. We use this freedom to insure that D2(z)−1 is proper. The
simplest way to do this is to reduce D2(z) to row proper form. Throughout this paper,
we will assume that.
Proposition 4. Let D(z) ∈F[z]m×m be nonsingular. Given the factorization (15) and
under the assumption that D2(z)−1 is proper, we have the direct sum decomposition
XD1D2 = XD1 ⊕D1XD2 . (18)
Proof. Clearly, D1XD2 ⊂ XD1D2 . For f (z) ∈ XD1 , we compute
(D1(z)D2(z))−1 f (z) =D2(z)−1(D1(z)−1 f (z)).
Since D1(z)−1 f (z) is strictly proper and D2(z)−1 is proper, it follows that the product(D1(z)D2(z))−1 f (z) is strictly proper and hence we have the inclusions XD1 ⊂XD1D2
and XD1+D1XD2 ⊂XD1D2 . Assume now f (z) ∈XD1∩D1XD2 , then D1(z)−1 f (z) is both
polynomial and strictly proper, so necessarily it is zero and we have XD1 ⊕D1XD2 ⊂
XD1D2 . To prove the inverse inclusion, we assume f (z) ∈ XD1D2 . Defining f1 =
piD1 f , and, since f (z)− f1(z) ∈KerpiD1 =D1F[z]m, writing f (z)= f1(z)+D1(z) f2(z),
necessarily f2(z) ∈ XD2 and hence (18) follows.
Theorem 5. Let Vi, i = 1, . . . ,s be submodules of XD, i.e. SD-invariant subspaces,
having the representations Vi = EiXFi , that correspond to the factorizations
D(z) = Ei(z)Fi(z).
Then the following statements are true.
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1. V1 ⊂V2 if and only if E1(z) =E2(z)R(z), i.e., if and only if E2(z) is a left factor
of E1(z).
2. ∩si=1Vi has the representation EνXFν with Eν(z) the l.c.r.m. of the Ei(z) and
Fν(z) the g.c.r.d. of the Fi(z).
3. V1+⋯+Vs has the representation EµXFµ with Eµ(z) the g.c.l.d. of the Ei(z)
and Fµ(z) the l.c.l.m. of all the Fi(z).
Proof.
1. Assume E1(z) = E2(z)R(z). Clearly D(z) = E1(z)F1(z) = E2(z)R(z)F1(z) =
E2(z)F2(z), so R(z)F1(z) = F2(z). Hence E1XF1 = E2RXF1 ⊂ E2XRF1 = E2XF2 .
Conversely, assume
E1XF1 ⊂ E2XF2 (19)
Both E1XF1 +DF[z]m and E2XF2 +DF[z]m are submodules of F[z]m. We
compute,
EiXFi +DF[z]m = EiXFi +EiFiF[z]m = Ei[XFi +FiF[z]m] = EiF[z]m
So (19) implies the inclusion
E1F[z]m ⊂ E2F[z]m
From this the factorization E1(z) = E2(z)R(z) follows.
2. The intersection of submodules is a submodule. Hence, letting Vν = ∩si=1Vi, we
have Vν = EνXFν for some factorization D(z) = Eν(z)Fν(z). Since Vν ⊂ Vi, for
i = 1, . . . ,s, we have EνXFν ⊂ EiXFi and hence the factorizations
Eν(z) = Ei(z)Ri(z). (20)
These imply
Fi(z) = Ri(z)Fν(z). (21)
This shows that Eν(z) is a common right multiple of the Ei(z) and Fν(z) a
common right divisor of the Fi(z). Clearly, D(z) is a common left multiple
of all the Ei(z) and hence the least common right multiple of all the Ei(z)
must be a left factor of D(z). So, let E(z) be any common right multiple
of the Ei(z) which is also a left factor of D(z). Thus E(z) = Ei(z)Qi(z) and
D(z) = E(z)F(z). Clearly
EXF = EiQiXF ⊂ EiXQiF = EiXFi
so
EXF ⊂ ∩si=1EiXFi = EνXFν
and this implies E(z) = Eν(z)G(z). The last equality shows that Eν(z) is the
l.c.r.m. of the Ei(z).
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Similarly, let F(z) be any other common right divisor of the Fi(z). Thus, there
exist factorizations D(z) = E(z)F(z) = Eν(z)Fν(z) and clearly EνXFν ⊃ EXF .
In particular, F(z) is a right divisor of Fν(z) which shows that Fν(z) is the
greatest common right divisor of the Fi(z).
3. Let Vµ = V1+⋯+Vs = EµXFµ . Since Vi ⊂ Vµ we have Ei(z) = Eµ(z)Si(z) for
all i. This means that Eµ(z) is a common left divisor of all Ei(z). Let E(z) be
any other common left divisor of the Ei(z). Then
Ei(z) = E(z)Ri(z) (22)
and
Ei(z)Fi(z) = E(z)Ri(z)Fi(z) = E(z)F(z)
with
F(z) = Ri(z)Fi(z), 1 ≤ i ≤ s,
Now equalities (22) imply EiXFi ⊂ EXF and hence
EµXFµ = V1+⋯+Vs ⊂ EXF
But this implies, by part (1), that Eµ(z) = E(z)G(z) and hence that Eµ(z) is a
g.c.l.d. of the Ei(z). Similarly, we can show that Fµ(z) the l.c.l.m. of all the
Fi(z).
Corollary 6. Given the factorizations D(z) = Ei(z)Fi(z), for i = 1, . . . ,s, then
1. We have
XD = E1XF1 +⋯+EsXFs
if and only if the Ei(z) are left coprime.
2. We have ∩si=1EiXFi = 0 if and only if the Fi(z) are right coprime.
3. Given the factorizations D(z) = E1(z)F1(z) = E2(z)F2(z) of a nonsingular
D(z) ∈ F[z]m×m, then we have the direct sum representation
XD = E1XF1 ⊕E2XF2 (23)
if and only if F1(z),F2(z) are right coprime and E1(z),E2(z) are left coprime.
Proof.
1. Follows from the previous theorem.
2. Follows from the previous theorem.
3. The left coprimeness condition is equivalent to XD = E1XF1 +E2XF2 , whereas
the right coprimeness condition is equivalent to E1XF1 ∩E2XF2 = {0}.
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3.3 F[z]-Homomorphisms
Polynomial models have two basic structures, that of an F-vector space and that of an
F[z]-module. TheF[z]-homomorphisms are of particular importance in interpolation
and the following theorem gives their characterization.
Theorem 7. Let D1(z) ∈F[z]m×m and D2(z) ∈F[z]p×p be nonsingular. An F–linear
map Z ∶ XD1 Ð→ XD2 is an F[z]-homomorphism, or a map intertwining SD1 and SD2 ,
i.e., it satisfies
SD2Z = ZSD1 (24)
if and only if there exist N1(z),N2(z) ∈F[z]p×m such that
N2(z)D1(z) =D2(z)N1(z) (25)
and
Z f = piD2N2 f . (26)
Theorem 8. Let Z ∶ XD1 Ð→ XD2 be the F[z]-module homomorphism defined by




1. KerZ = E1XF1 , where D1(z) = E1(z)F1(z) and F1(z) is a g.c.r.d. of D1(z) and
N1(z).
2. ImZ = E2XF2 , where D2(z) = E2(z)F2(z) and E2(z) is a g.c.l.d. of D2(z) and
N2(z).
3. Z is invertible if and only if D1(z) and N1(z) are right coprime and D2(z) and
N2(z) are left coprime.
4. D1(z) and N1(z) are right coprime and D2(z) and N2(z) are left coprime if
and only if there exist polynomial matrices X1(z),Y1(z),X2(z),Y2(z) for which
the following doubly coprime factorization holds
[ Y2(z) −X2(z)−N2(z) D2(z) ][D1(z) X1(z)N1(z) Y1(z)] = [I 00 I] ,
[D1(z) X1(z)N1(z) Y1(z)][ Y2(z) −X2(z)−N2(z) D2(z) ] = [I 00 I] .
(29)
5. In terms of the doubly coprime factorizations (29), Z−1 ∶ XD2 Ð→ XD1 is given
by
Z−1g = −piD1X1g, g ∈ XD2 . (30)
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4 On equivalence of polynomial matrices
Definition 9. Let D(z) and E(z) be polynomial matrices in F[z]m×n. We say D(z)
and E(z) are unimodularly equivalent if there exist unimodular polynomial matri-
ces U(z) ∈F[z]m×m and V(z) ∈F[z]n×n such that D(z) =U(z)E(z)V(z).
Clearly, unimodular equivalence is a bona fide equivalence relation, i.e., it is a
reflexive symmetric and transitive relation. We proceed to show how to choose a
canonical representative in each equivalence class. This is done via the invariant
factor algorithm, which may be considered as a generalization of the Euclidean
algorithm.
Applying the invariant factor algorithm, see Fuhrmann [9], every polynomial matrix is
unimodularly equivalent to its Smith canonical form, i.e., to a diagonal polynomial
matrix with the invariant factors di(z) on the diagonal. We will always assume that
the invariant factors are ordered so that di(z)∣di−1(z).
The characterization of module isomorphisms, given by Theorems 7 and 8, allows
us to generalize the concept of unimodular equivalence to the case of nonsingular
polynomial matrices of differing orders. Clearly, similarity of linear transformations
is an equivalence relation, i.e., it is a reflexive, symmetric and transitive relation. The
similarity relation for linear transformations induces an equivalence relation in the
set of all nonsingular polynomial matrices. We formalize this by the following, based
on Fuhrmann [5].
Definition 10. Let D1(z) and D2(z) be nonsingular polynomial matrices in F[z]m×m
and F[z]p×p respectively. We say D1(z) and D2(z) are coprime equivalent if there
exist polynomial matrices N2(z) and N1(z) such that
N2(z)D1(z) =D2(z)N1(z) (31)
and
1. N2(z) and D2(z) are left coprime,
2. D1(z) and N1(z) are right coprime.
To justify the preceeding definition we need to establish the following.
Theorem 11. Coprime equivalence is a bona fide equivalence relation, namely it is
reflexive, symmetric and transitive.
Proof. One can prove this result directly from the coprimeness assumptions and the
use of Bezout equations. However, it follows also from the fact that similarity is
an equivalence relation together with the characterization of the isomorphisms of
polynomial models given in Theorems 7 and 8.
Clearly, as a unimodular matrix is right and left coprime with any other matrix,
unimodular equivalence implies coprime equivalence. Indeed, given D(z) ∈F[z]m×m,
with invariant factors di(z), i = 1, . . . ,m, we have the direct sum representation XD ≃⊕mi=1Xdi . We can use equivalence for a further reduction. Let
di(z) =Πnij=1 pi j(z)νi j (32)
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be the primary decomposition of the i-th invariant factor. The polynomials pi j(z)νi j
are the elementary divisors of D(z). The diagonal polynomial matrix having the
elementary divisors on the diagonal will be called the polynomial Jordan form. We
will use the same name even if ∆(z) has larger size and has extra units on the diagonal.
In fact, defining pii j(z) =Πk≠ j pik(z)νik , and noting that
di(z) = pii j(z)pi j(z)νi j , (33)
we have XD =⊕i, jpii jXpνi ji j , and the isomorphism XD ≃⊕Xpνi ji j follows. By a suitable




, we get the Jordan canonical form,
see Fuhrmann [9] for the details.
Proposition 12. Let D(z) ∈F[z]p×p. Then there exists a nonnegative integer m for
which we have the unimodular equivalence
[D(z) 00 Im] ≃ ∆(z), (34)
where ∆(z) is the polynomial Jordan form of D(z).





































are equivalent. Obviously, they can be unimodularly equivalent only in the case
ni = 1. But unimodular equivalence can be achieved by replacing di(z) by the ni×ni
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The general case follows by first reducing D(z), using unimodular polynomial matri-
ces, to Smith form.
We note that the method of enlarging a polynomial matrix by adding units on the
diagonal has been efficiently employed in Rosenbrock [17].
We conclude this section with the following key result that connects equivalence
and similarity and allows us to go freely from the level of polynomial matrices to
that of linear transformations. This result goes back to the work of Weiersrass and
Kronecker on pencils of matrices.
Theorem 13. Let A1 and A2 be two linear transformations in the vector spaceX . Then A1 and A2 are similar if and only if zI −A1 and zI −A2 are unimodularly
equivalent.
Proof. If A1 and A2 are similar there exists a nonsingular map R such that
RA1 = A2R. (36)
This in turn implies
R(zI−A1) = (zI−A2)R, (37)
and hence, by the invertibility of R, the equivalence of zI−A1 and zI−A2.
Conversely, assume zI−A1 and zI−A2 are unimodularly equivalent. Thus there exist
unimodular polynomial matrices U(z),V(z) for which U(z)(zI−A1) = (zI−A2)V(z).
This implies the similarity of SzI−A1 and SzI−A2 . Now, by Proposition 2, Ai is similar
to SzI−Ai , i = 1,2, so the similarity of A1 and A2 follows by transitivity.
5 On block triangulization
The factorization D(z) =D1(z)D2(z) is not convenient for the simultaneous reduction
of D1(z),D2(z) to the polynomial Jordan form. The following simple proposition
allows us to bypass this difficulty.
Proposition 14. Let Di(z) ∈F[z]m×m and let D(z)=D1(z)D2(z). We assume without
loss of generality that D2(z)−1 is proper. Then
1. D1(z)D2(z) and [D1(z) 0−I D2(z)] are coprime equivalent.
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2. Define a map Z ∶ XD1D2 Ð→ X[D1(z) 0−I D2(z)] by
Z f = pi[D1(z) 0−I D2(z)] [I0] f , f ∈ XD1D2 . (38)
Then Z is an F[z]-isomorphism that preserves the following isomorphic direct
sum decompositions
XD1D2 = XD1 ⊕D1XD2 , (39)
and
X[D1(z) 0−I D2(z)] = X[D1(z) 0−I I ]⊕[D1(z) 0−I I]X[ I 00 D2(z)]. (40)
3. We have the following isomorphism
SD1D2 ≃ [ SD1 0piD2Φ f SD2] , (41)
where Φ ∶ XD1 Ð→Fm is defined by
Φ f = ξ f = pi+zD−11 f . (42)
Proof.
1. Clearly, we have
[I0]D1(z)D2(z) = [D1(z) 0−I D2(z)][D2(z)I ] . (43)
It is easily verified that [ I0] and [D1(z) 0−I D2(z)] are left coprime and D1(z)D2(z)
and [D2(z)I ] right coprime, which proves the claimed equivalence.
2. That Z, defined in (38), is an isomorphism follows from (43), the associated
coprimeness conditions and Theorems 7 and 8.
We note that
[ f1f2] ∈ X[D1(z) 0−I I ] if and only if [D1(z) 0−I I]
−1 [ f1f2] = [ D1(z)−1 f1D1(z)−1 f1+ f2]
is strictly proper. This is equivalent to f1 ∈ XD1 and f2 = 0. So, for f ∈ XD1 , we
compute
Z f = pi[D1(z) 0−I D2(z)] [I0] f
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1 0D2(z)−1D1(z)−1 D2(z)−1][ f0]
= [D1(z) 0−I D2(z)][ D1(z)−1 fD2(z)−1D1(z)−1 f ] = [ f0] .
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This implies
ZXD1 = X[D1(z) 0−I I ]. (44)
Similarly, let f2 ∈ XD2 . We compute
ZD1 f2 = pi[D1(z) 0−I D2(z)] [I0]D1(z) f2
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1 0D2(z)−1D1(z)−1 D2(z)−1][D1(z) f20 ]
= [D1(z) 0−I D2(z)][ f2D2(z)−1 f2] = [D1(z) 0−I D2(z)][ 0D2(z)−1 f2]
= [ 0f2] .
This implies
Z(D1XD2) = [D1(z) 0−I I]X[ I 00 D2 ]. (45)
3. Recall that SD1 f1 = z f1−D1(z)ξ f1 , hence also
D1(z)−1(z f1) =D1(z)−1(SD1 f1)+ξ f1 .
For f1 ∈ XD1 , we compute
S[D1(z) 0−I D2(z)] [ f10 ] = pi[D1(z) 0−I D2(z)] [z f10 ]
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1 0D2(z)−1D1(z)−1 D2(z)−1][z f10 ]
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1z f1D2(z)−1D1(z)−1(z f1)]
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1z f1D2(z)−1D1(z)−1(SD1 f1)+D2(z)−1ξ f1]
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1(SD1 f1+D1ξ f1)D2(z)−1D1(z)−1(SD1 f1)+D2(z)−1ξ f1]
= [D1(z) 0−I D2(z)][ D1(z)−1(SD1 f1)D2(z)−1D1(z)−1(SD1 f1)+D2(z)−1ξ f1]
= [ SD1 f1piD2ξ f1] = [ SD1 f1piD2Φ f1] .
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Finally, for f2 ∈ XD2 , we compute
S[D1(z) 0−I D2(z)] [ 0f2]
= [D1(z) 0−I D2(z)]pi− [ D1(z)−1 0D2(z)−1D1(z)−1 D2(z)−1][ 0z f2]
= [ 0piD2z f2] = [ 0SD2 f2] .
Combining the two computations, (41) follows.
Proposition 15. Given nonsingular D1(z),D2(z) ∈F[z]m×m, let Z ∶ XD1 Ð→ XD1D2
be an injective F[z]-homomorphism given by
Zg = piD1D2Xg, g(z) ∈ XD1 (46)
where X(z),Y(z) ∈F[z]m×m satisfy
X(z)D1(z) = (D1(z)D2(z))Y(z). (47)
Then
1. Z ∶ XD1D2 Ð→ XD1D2 given by
Z f = ZpiD1 f , f (z) ∈ XD1D2 (48)
is an F[z]-homomorphism with
KerZ =D1XD2 . (49)
2. The projection piD1 ∶ XD1D2 Ð→ XD1 is a surjective F[z]-homomorphism.
Proof.
1. From (47) we have
X(z)(D1(z)D2(z)) = (D1(z)D2(z))(Y(z)D2(z)). (50)
Since Z is assumed injective, it follows from Theorem 7 and (50) that the
g.c.r.d. of D1(z),Y(z) is I. This implies that the g.c.r.d. of (D1(z)D2(z)) and(Y(z)D2(z)) is D2(z). By Theorem 8, we obtain (49).
2. Follows by applying Theorem 8 and using the left coprimeness of I,D1(z) and
the factorization I(D1(z)D2(z)) =D1(z)D2(z).
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6 On embedding quotient modules
Given a submodule N of a module M, it is trivially embedded in M. However, if
we consider the related question of embedding the quotient module M/N in M,
this is not always possible. A simple example is that of the polynomial ring F[z]
as a module over itself. A nontrivial submodule is of the form N = dF[z], with
d(z) ∈F[z] of positive degree. Clearly, the quotient module F[z]/dF[z] is a torsion
module, hence cannot be embedded in F[z] which is torsion-free.
Proposition 15 immediately raises the question of whether there exists an injec-
tive F[z]-homomorphism Z ∶ XD1 Ð→ XD1D2 . Since we have the isomorphism
XD1 ≃ XD1D2/D1XD2 , this is equivalent to the embeddability of the quotient module
XD1D2/D1XD2 into XD1D2 .
Theorem 16. Given nonsingular Di(z) ∈F[z]m×m, i = 1,2 and let ∆i(z), i = 1,2, be
the polynomial Jordan form of Di(z) Then
1. There exists a polynomial matrix ∆3(z) for which we have the following equiv-
alence: [D1(z) 0−I D2(z)] ≃ [∆1(z) 0∆3(z) ∆2(z)] .
2. The elementary divisors of Di(z), i = 1,2, divide the corresponding elementary
divisors of D1(z)D2(z).
Proof.
1. Appying Proposition 14, we have the following series of coprime equivalences.
D1(z)D2(z) ≃ [D1(z) 0−I D2(z)] ≃
⎡⎢⎢⎢⎢⎢⎢⎢⎣
D1(z) 0 0 0−I D2(z) 0 0
0 0 I1 0




D1(z) 0 0 0
0 I1 0 0−I 0 D2(z) 0
0 0 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(51)
Let Ui(z),Vi(z) be unimodular polynomial matrices for which
Ui(z)[Di(z) 00 Ii]Vi(z) = ∆i(z), i = 1,2, (52)
where ∆i(z) is the polynomial Jordan form of Di(z). In turn, this implies
[U1(z) 00 U2(z)]
⎡⎢⎢⎢⎢⎢⎢⎢⎣
D1(z) 0 0 0
0 I1 0 0−I 0 D2(z) 0
0 0 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
[V1(z) 00 V2(z)]
≃ [∆1(z) 0∆3(z) ∆2(z)] .
(53)
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Here ∆3(z) =U2(z)[−I 00 0]V1(z).
2. Assume now that ∆1(z) = diagpii(z)νi and ∆2(z) = diagρ j(z)µ j . Consider the
elementary block [piνii (z) 0
fi j(z) ρµ jj (z)], where ∆3(z) = [ f11(z) f12(z)f21(z) f22(z)]. If pii(z),ρ j(z)
are coprime, so are pii(z)νi and ρ j(z)µ j . In this case the Bezout equation
a(z)pii(z)νi +b(z)ρ j(z)µ j = fi j is polynomially solvable and, by applying ap-
propriate elementary row and column operations, we have the equivalence
[piνii (z) 0
fi j(z) ρµ jj (z)] ≃ [pi
νi
i (z) 0
0 ρµ jj (z)] .
If, on the other hand, pii(z),ρ j(z) are not coprime, we must have pii(z) =
ρ j(z) = pi(z) and we factor fi j(z) = pi(z)αgi j(z) with gi j(z),pi(z) coprime.
The elementary divisors of [ piνi(z) 0pi(z)αgi j(z) piµ j (z)] are
{ pi(z)νi ,pi(z)µ j if α ≥min(νi,µ j)pi(z)νi+µ j−α ,pi(z)α if α <min(νi,µ j).
Clearly, we have the inequalities νi +µ j −α ≥ νi as well as νi +µ j −α ≥ µ j .
Repeating the process for all elements of ∆3(z), the result follows.
We note that the method of proof that uses elementary divisors and the polynomial
Sylvester equation follows that used in Roth [18].
Corollary 17. Given a nonsingular D(z) ∈F[z]m×m. Then
1. The nontrivial elementary divisors of a submodule of XD divide the correspond-
ing elementary divisors of D(z).
2. The nontrivial elementary divisors of a quotient module of XD divide the
corresponding elementary divisors of D(z).
Proof.
1. By Theorem 3, a submodule V ⊂ XD is of the form V =D1XD2 corresponding
to the factorization (15). The claimed result follows by applying Theorem 16.
2. Follows from the isomorphism XD1D2/D1XD2 ≃ XD1 and Theorem 16.
Example 18. Assume α,β ,γ ∈F are distinct. Let D1(z) = (z−α)(z−β), D2(z) =(z−α)(z− γ), and their respective polynomial Jordan forms ∆1(z) = [ z−α 00 z−β ],
∆2(z) = [ z−α 00 z−γ ]. Clearly, since D1(z)D2(z) = (z−α)2(z−β)(z−γ), the elementary
divisors of D1(z)D2(z) are (z−α)2,(z−β),(z− γ).
Next, we show the unimodular equivalence
[(z−α)(z−β) 00 1] ≃ [z−α 00 z−β]
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which follows from
[z−β z−α1
α−β 1α−β ][z−α 00 z−β]
⎡⎢⎢⎢⎢⎣
z−β
α−β −1− z−αα−β 1
⎤⎥⎥⎥⎥⎦ = [(z−α)(z−β) 00 1] .
From this we obtain
U1(z) = ⎡⎢⎢⎢⎣
1
α−β −(z−α)− 1α−β (z−β)
⎤⎥⎥⎥⎦ , V1(z) = [ 1 1z−αα−β z−βα−β ] .
Similarly
U2(z) = [(z− γ) −(z−α)− 1α−γ 1α−γ ] , V2(z) = [
z−γ
α−γ −1− z−αα−γ 1 ] .
We compute
[ f11(z) f12(z)f21(z) f22(z)] =U2(z)V1(z) =
⎡⎢⎢⎢⎢⎣
1
α−γ − (z−α)2α−β 1α−γ − (z−α)(z−β)α−β− 1α−γ + (z−α)(z−γ)α−β − 1α−γ + (z−β)(z−γ)α−β
⎤⎥⎥⎥⎥⎦
It follows that
[∆1(z) 0∆3(z) ∆2(z)] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(z−α) 0 0 0
0 (z−β) 0 0
1
α−γ − (z−α)2α−β 1α−γ − (z−α)(z−β)α−β (z−α) 0− 1α−γ + (z−α)(z−γ)α−β − 1α−γ + (z−β)(z−γ)α−β 0 (z− γ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
After further reductions by elementary operations, we have
[∆1(z) 0∆3(z) ∆2(z)] =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
(z−α) 0 0 0
0 (z−β) 0 0
1 0 (z−α) 0
0 0 0 (z− γ)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
From this we can read off the elementary divisors of D1(z)D2(z) which, of course,
are as before (z−α)2,(z−β),(z− γ).
We conclude this section by answering the question raised at its beginning.
Theorem 19. Let D1(z),D2(z) ∈F[z]m×m be nonsingular. Then
1. There exists an injective F[z]-homomorphism Z ∶ XD1 Ð→ XD if and only if the
invariant factors of D1(z) divide those of D(z).
2. There exists an F[z]-isomorphism between XE and a quotient module of XD if
and only if the invariant factors of E(z) divide those of D(z).
3. There exists an surjective F[z]-homomorphism Z ∶ XDÐ→ XE if and only if the
invariant factors of E(z) divide those of D(z).
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Proof.
1. Assume there exists an injective F[z]-homomorphism Z ∶ XD1 Ð→ XD. Clearly
ImZ is a submodule of XD, thus it has a representation ImZ = D2XD1 that
corresponds to a factorization D(z) =D2(z)D1(z). Since SD1 ≃ SD2D1 ∣D2XD1 ,
the isomorphism SD1 ≃ SD1 follows. This implies the coprime equivalence of
the polynomial matrices D1(z) and D1(z). In particular, it follows that they
have the same nontrivial elementary divisors. By Theorem 16, the elementary
divisors of D1(z) divide those of D(z), hence also those of D1(z). This is, of
course, also equivalent to the division relation between the respective invariant
factors.
To prove the converse, we can assume without loss of generality that both
polynomial matrices are in Smith form. Let di(z) and ei(z) be the nontrivial
invariant factors of D2(z) and D(z) respectively. We assume di(z)∣di−1(z) and
ei(z)∣ei−1(z) By our assumption, there exist factorizations ei(z) = ci(z)di(z).
We use now the isomorphisms XD2 ≃ Xd1 ⊕⋯⊕Xds and XD ≃ Xe1 ⊕⋯⊕Xes .













, fi(z) ∈ Xdi ,
we have the required homomorphism.
2. Assume that such an isomorphism exists. This implies that there exists a
submodule of XD, necessarily of the form V = D1XD2 for some factorization
D(z) = D1(z)D2(z), for which XE ≃ XD1D2/D1XD2 . However, having the iso-
morphism XD1 ≃ XD1D2/D1XD2 , the isomorphism XE ≃ XD1 follows and hence
the invariant factors of E(z) and D1(z) are equal. Applying Theorem 16, the
invariant factors of E(z) divide those of D(z).
In order to prove the converse, we can assume, as before, that without loss
of generality both polynomial matrices are in Smith form. Let di(z) and
ei(z) be the nontrivial invariant factors of E(z) and D(z) respectively. By our
assumption, there exist factorizations ei(z) = di(z)ci(z). Since we have the
isomorphism XD/D1XD2 ≃ XD1 =⊕si=1Xei/diXci , with D1(z) = diag(d1, . . . ,ds)














, fi(z) ∈ Xdi ,
provides the required homomorphism.
3. The proof follows along similar lines or can be obtained from the Part 1 by
duality considerations.
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7 Kernel and image representations
We have now at hand the necessary machinery to prove the analog of Halmos’ result
in the context of polynomial models.
Theorem 20. Let F be a field, D(z) ∈F[z]m×m be nonsingular.
1. A subspace V ⊂ XD is an SD-invariant subspace if and only if it is the kernel of
a map T that commutes with SD.
2. A subspace V ⊂ XD is an SD-invariant subspace if and only if it is the image of
a map T that commutes with SD.
Proof.
1. The "if" part is trivial.
To prove the "only if" part, we assume that V ⊂ XD is an SD-invariant subspace.
By Theorem 3, we have the representation V =D1XD2 for a factorization
D(z) =D1(z)D2(z). (54)
By Theorem 16, the elementary divisors of D1(z) divide the corresponding
elementary divisors of D1(z)D2(z). By Theorem 19, there exists an injective
F[z]-homomorphism X ∶ XD1 Ð→ XD1D2 . Hence there exist polynomial matri-
ces X1(z),Y1(z) for which X1(z)D1(z) = (D1(z)D2(z))Y1(z), D1(z),Y1(z) are
right coprime and, for f (z) ∈ XD1 , we have X f = piD1D2X1 f . We note that by
applying Theorems 7 and 8 and using the identity
I ⋅(D1(z)D2(z)) =D1(z) ⋅D2(z), (55)
the map piD1 ∶ XD1D2 Ð→ XD1 is a surjective F[z]-homomorphism with
KerpiD1 ∣XD1D2 =D1XD2 . We define T ∶ XD1D2 Ð→ XD1D2 by
T f = XpiD1 f = piD1D2X1 f , f ∈ XD1D2 . (56)
Clearly, T , as a product of F[z]-homomorphisms, is also one and, as Ξ is
injective, it follows that KerT =D1XD2 .
2. As before, the "if" part is trivial.
To prove the "only if" part, we assume that V ⊂ XD is an SD-invariant subspace,
hence, by Theorem 3, there exists a factorization
D(z) =D1(z)D2(z), (57)
for which V = D1XD2 . By Theorem 16, the elementary divisors of D2(z)
divide the corresponding elementary divisors of D1(z)D2(z). By Theorem
19, there exists a surjective F[z]-homomorphism Y ∶ XD1D2 Ð→ XD2 . Applying
Theorems 7 and 8 and using the identity
D1(z) ⋅D2(z) = (D1(z)D2(z)) ⋅ I, (58)
the embedding map iD2 ∶ XD2 Ð→ XD1D2 defined, for f (z) ∈ XD2 , by iD2 f =
piD1D2D1 f = D1 f is an injective F[z]-homomorphism with Im iD2 = D1XD2 .
Next, we define T ∶ XD1D2 Ð→ XD1D2 by T = iD2Y . Clearly, T is an F[z]-
homomorphism with ImT =D1XD2 .
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Noting that we have the isomorphism A ≃ SzI−A, it follows that Theorem 1 is a
consequence of Theorem 20. We also point out that the two statements in Throrem
20 are related by duality. We refrain from elaborating on this point in order to keep
the scope of the paper within reasonable bounds. However, for those interested, the
relevant duality theory can be found in Fuhrmann [6, 12].
Finally, we wish to point out that an infinite dimensional variant of Halmos’ theo-
rem is central to the development of behavioral system theory, namely the kernel
representation of behaviors. Since the setting there is infinite dimensional, topology
needs to be taken into account. We recall that σ is the backward shift operator in
z−1F[[z−1]]m, a behavior is a linear, backward shift invariant subspace and closed
subspace of z−1F[[z−1]]m. Here the topology is the w∗ topology. Also, we note that
a continuous map intertwining the shifts is necessarily of the form P(σ). This leads
to the following.
Theorem 21 (Willems). A subset B ⊂ z−1F[[z−1]]m is a behavior if and only if it
admits a kernel representation, i.e., there exists a p×m polynomial matrix P(z) for
which
B =KerP(σ) = {h ∈ z−1F[[z−1]]m∣pi−Ph = P(σ)h = 0}. (59)
For a proof, see Willems [19] and Fuhrmann [10].
8 Complementarity
We extend now the results of Section 7 to the case that the basic polynomial model
relates to the polynomial matrix D(z) = [D1(z) 0D3(z) D2(z)]. Since, given a unimodular
polynomial matrix U(z), the polynomial models XD and XDU are isomorphic, and as
[D1(z) 0D3(z) D2(z)][ I 0−K(z) I] = [ D1(z) 0D3(z)−D2(z)K(z) D2(z)] ,
we will always assume, without loss of generality, that D2(z)−1D3(z) is strictly
proper. This allows us to do a finer analysis of the kernel and image representations
involved. We proceed to study F[z]-homomorphisms of X[D1 0D3 D2 ]. Using the identity
[0I]D2(z) = [D1(z) 0D3(z) D2(z)][0I] , (60)
we define J2 ∶ XD2 Ð→ X[D1 0D3 D2 ] by
J2 f = pi[D1 0D3 D2 ] [0I] f , f (z) ∈ XD2 . (61)
We note that, in view of Theorems 7 and 8 and the right coprimeness of D2(z),[0I ],
J2 is an injective F[z]-homomorphism. We defineV = ImJ2. (62)
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Proposition 22. Let Di(z) ∈F[z]m×m be nonsingular.
1. (a) A map T ∶ X[D1 0D3 D2 ]Ð→ X[D1 0D3 D2 ] is an F[z]-homomorphism, i.e., it satis-
fies
T S[D1 0D3 D2 ] = S[D1 0D3 D2 ]T
if and only if there exist polynomial matrices Xi j(z),Yi j(z) for which
[X11(z) X12(z)X21(z) X22(z)][D1(z) 0D3(z) D2(z)]
= [D1(z) 0D3(z) D2(z)][Y11(z) Y12(z)Y21(z) Y22(z)] .
(63)
Without loss of generality, we assume that
[D1(z) 0D3(z) D2(z)]
−1 [X11(z) X12(z)X21(z) X22(z)]
is strictly proper. In these terms, T is given, for [ f1f2 ] ∈ X[D1 0D3 D2 ], by
T [ f1f2] = pi[D1 0D3 D2 ] [X11 X12X21 X22][ f1f2] . (64)
(b) There exists polynomial matrices X11,X21,Y11,Y21 such that
[X11(z) 0X21(z) 0][D1(z) 0D3(z) I] = [D1(z) 0D3(z) D2(z)][Y11(z) 0Y21(z) 0] , (65)
with D1(z),[Y11(z)Y21(z)] right coprime, such that the map
Y ∶X[D1 0D3 I ]Ð→ X[D1 0D3 D2 ],
defined by
Y [ f1f2] = pi[D1 0D3 D2 ] [X11 0X21 0][ f1f2] . (66)
is an injective F[z]-homomorphism.
(c) The map T , defined by (64) satisfies
KerT = V = ImJ2, (67)
if and only if
[X11(z)X21(z)]D1(z) = [D1(z) 0D3(z) D2(z)][Y11(z)Y21(z)] . (68)
and D1(z),[Y11(z)Y21(z)] are right coprime.
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(d) The map T , defined by (64) satisfies
ImT = V = ImJ2, (69)
if and only if
[ 0 0X21(z) X22(z)][D1(z) 0D3(z) D2(z)]
= [I 00 D2(z)][ 0 0Y21(z) Y11(z)] ,
(70)
and D2(z),[X21(z) X22(z)] are left coprime.
2. The following intertwining relations
[X11(z) 0X21(z) 0][D1(z) 0D3(z) D2(z)] = [D1(z) 0D3(z) D2(z)][Y11(z) 0Y21(z) 0] , (71)
[X11(z) 0X21(z) 0][D1(z) 0D3(z) I] = [D1(z) 0D3(z) D2(z)][Y11(z) 0Y21(z) 0] , (72)
[X11(z)X21(z)]D1(z) = [D1(z) 0D3(z) D2(z)][Y11(z)Y21(z)] (73)
and
[X11(z) 0X21(z) I][D1(z) 00 D2(z)] = [D1(z) 0D3(z) D2(z)][Y11(z) 0Y21(z) I] (74)
are all equivalent to the following pair of equations.
X11(z)D1(z) =D1(z)Y11(z)
X21(z)D1(z) =D3(z)Y11(z)+D2(z)Y21(z). (75)
3. Define a map J1 ∶ XD1 Ð→ X[D1 0D3 D2 ] by
J1 f = pi[D1 0D3 D2 ] [X11X21] f , f (z) ∈ XD1 . (76)
We define W = ImJ1. (77)
J1 is an F[z]-homomorphism and it is injective if and only if [Y11(z)Y21(z)] ,D1(z)
are right coprime.
4. Define a map P1 ∶ X[D1 0D3 D2 ]Ð→ XD1 by
P1 [ f1f2] = piD1 [I 0][ f1f2] = f1. (78)
Then
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(a) P1 is a surjective F[z]-homomorphism, with
KerP1 = ImJ2 = V. (79)
(b) For T defined by (64), we have
T = J1P1. (80)
5. Using (74), we define a map J ∶ X[D1 00 D2 ]Ð→ X[D1 0D3 D2 ] by
J [ f1f2] = [J1 J2][ f1f2] = pi[D1 0D3 D2 ] [X11(z) 0X21(z) I][ f1f2] . (81)
Then
(a) J is an F[z]-homomorphism.
(b) We have g(z) ∈ ImJ1 ∩ ImJ2 if and only if there exists [ f1f2 ] ∈ KerJ for
which g(z) = J1 f1 = −J2 f2.
(c) KerJ = {0} if and only if D1(z),Y11(z) are right coprime.
(d) ImJ = X[D1 0D3 D2 ] if and only if D1(z),X11(z) are left coprime.
(e) J is invertible is equivalent to the right coprimeness of D1(z),Y11(z)
which, in turn, is equivalent to the left coprimeness of D1(z),X11(z).
6. Using (73), we define a map Q1 ∶ XD1 Ð→ XD1 by
Q1 f1 = piD1X11 f1, f1 ∈ XD1 . (82)
Then
(a) Q1 is a F[z]-homomorphism.
(b) We have
Q1 = P1J1. (83)
(c) Q1 is invertible if and only if X11(z),D1(z) are left coprime.
(d) Defining
Q = ImQ1, (84)
we have the isomorphisms
Q ≃ (W +V)/V, (85)
and
Q ≃W/(W ∩V). (86)
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7. (a) J, defined in (81), is invertible if and only if Q1, defined in (82) is invert-
ible.
(b) Assuming that J, defined in (81), is invertible, then without loss of gener-
ality we can take X11 =Y11 = I.
Proof.
1. (a) Follows from Theorem 7.
(b) By Proposition 15, there exists an injective F[z]-homomorphism
Y ∶X[D1 0D3 I ]Ð→ X[D1 0D3 D2 ].
By Theorem 7, there exist polynomial matrices satisfying
[X11(z) X12(z)X21(z) X22(z)][D1(z) 0D3(z) I]
= [D1(z) 0D3(z) D2(z)][Y11(z) Y12(z)Y21(z) Y22(z)] .
(87)
Wiithout loss of generality, we assume
[D1(z) 0D3(z) D2(z)]
−1 [X11(z) X12(z)X21(z) X22(z)]
is strictly proper. In particular, D−11 X11 and D−12 X22 are strictly proper.




From the second equation we obtain D−11 X12 =Y12. Since the left term is
strictly proper and the right term polynomial, both must be zero. Similarly,
we conclude that X22(z) and Y22(z) are both zero. Using these equations,
we conclude that (65) holds. Since the map Y is injective, D1(z),[Y11(z)Y21(z)]
are necessarily right coprime.
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Assumption (67) implies that for every f (z) ∈ XD2 we have
[00] = pi[D1(z) 0
D3(z) D2(z)] [X11 X12X21 X22][0f ]= [D1(z) 0D3(z) D2(z)]pi− [ D1(z)−1 0−D−12 D3(z)D−11 D2(z)−1][X12 fX22 f ]
= [D1(z) 0D3(z) D2(z)]pi− [ D1(z)−1X12 f−D−12 D3(z)D−11 X12 f +D2(z)−1X22 f ] .
Since from (89) we have D1(z)−1X12(z) = Y12(z)D1(z)−1, this implies
that for f (z) ∈ XD2 , we have
pi−D1(z)−1X12 f = pi−Y12D1(z)−1 f = 0.
The same identity holds for every f (z) ∈ D2F[z]m, hence for all f (z) ∈
F[z]m. From this we conclude that Y12(z)D1(z)−1 is a polynomial matrix.
As it is also strictly proper, it follows that Y12(z) = 0 and X12(z) = 0 as
well. Starting now from pi−D−12 X22 f = pi−Y22D−12 f = 0, and using the
same argument as before, we conclude that Y22(z) = 0 and X22(z) = 0.
Using these identities, equation (63) can be rewritten as
[X11(z) 0X21(z) 0][D1(z) 0D3(z) D2(z)] = [D1(z) 0D3(z) D2(z)][Y11(z) 0Y21(z) 0] ,
which is equivalent to (68). In turn, this can be rewritten as the pair of
equations (75).
(d) Assumption (69) implies that for every f1(z) ∈ XD1 , f2(z) ∈ XD2 , we have
pi[D1 0D3 D2 ] [X11 X12X21 X22][ f1f2] = [0g] ∈ V.
Choosing f1(z) = 0, we get
[0g] = pi[D1 0D3 D2 ] [X11 X12X21 X22][ 0f2]= pi[D1 0D3 D2 ] [X12X22][ f1f2] .
This implies piD1X12 f2 = 0 for all f2 ∈ XD2 and hence, as in the previous
part, we conclude that X12(z) = 0 and hence also Y12(z) = 0. Redoing the
argument with f2(z)= 0, we obtain piD1X11 f1 = 0 for all f1(z) ∈XD1 . Since
this holds also for all f (z) ∈ D1F[z]m, we can conclude that X11(z) =
Y11(z) = 0. Thus (63) reduces to (70). By Theorem 8, (69) holds if and
only if D2(z),[X21(z) X22(z)] are left coprime.
2. Follows by a simple computation.
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3. Follows from the intertwining relation (68) and Theorems 7 and 8.
4. (a) Using Theorems 7 and 8, this follows from the intertwining relation
[I 0][D1(z) 0D3(z) D2(z)] =D1(z)[I 0] (90)












and the fact that the polynomial matrix [ I 0D1(z) 0
D3(z) I ] is right prime.
(b) This is immediate.
5. (a) Follows from (74).
(b) We have g(z) ∈ ImJ1 ∩ ImJ2, if and only if there exist fi(z) ∈ XDi for
which g(z) = J1 f1 = J2 f2. However, this is equivalent to [ f1− f2 ] ∈KerJ.
(c) By Theorem 8, J is injective if and only if
[D1(z) 00 D2(z)] , [Y11(z) 0Y21(z) I]
are right coprime. Clearly, this is the case if and only if D1(z),Y11(z) are
right coprime.
(d) Again, applying Theorem 8, J is surjective if and only if the polynomial
matrices [D1(z) 00 D2(z)] ,[X11(z) 0X21(z) I]
are left coprime. This is equivalent to the left coprimeness of D1(z) and
X11(z).
(e) Since dimX[D1 00 D2 ] = dimX[D1 0D3 D2 ], J is invertible if and only if it is
injective. The same holds for surjectivity.
6. (a) Follows from the first, intertwining, relation in (75) and Theorem 7.
(b) We compute, for f (z) ∈ XD1 ,
P1J1 f = piD1 [I 0]pi[D1 0D3 D2 ] [X11X21] f = piD1 [I 0][X11X21] f= piD1X11 f =Q1 f .
(c) Follows from the intertwining relation X11(z)D1(z) = D1(z)Y11(z) and
Theorem 8, noting that in this case surjectivity is equivalent to invertibil-
ity.
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(d) Restricting P1 to W +V = ImJ, its image is Q and its kernel is V , which
proves the isomorphism (85). The isomorphism (86) follows from (85) by
the standard module isomorphism (W +V)/V ≃W/(W ∩V). However,
we give also a direct proof. We use (81), i.e., Q1 = P1J1. Let [ f1f2 ] ∈
ImJ1 =W . Then [ f1f2 ] ∈ KerP1∣W if and only if f1 = 0, that is [ f1f2 ] ∈
ImJ2. Conversely, if [ f1f2 ] ∈W ∩V , then necessarily f1 = 0 which shows
KerP1∣W = ImJ1∩ ImJ2, and hence (86) follows.
7. (a) In both cases, the invertibility is equivalent to the left coprimeness of
D1(z),X11(z).
(b) Invertibility of J is equivalent to the right coprimeness of D1(z),Y11(z)
and, alternatively, to the left coprimeness of D1(z),X11(z). Thus the
intertwining relation X11D1 = D1Y11 can be embedded in the doubly
coprime factorization
[ K11(z) K12(z)−X11(z) D1(z) ][D1(z) L12(z)Y11(z) L22(z)] = [I 00 I]
[D1(z) L12(z)Y11(z) L22(z)][ K11(z) K12(z)−X11(z) D1(z) ] = [I 00 I] .
(92)
In particular, we have the following identities
D1(z)K12(z) = −L12(z)D1(z)
D1(z)K11(z)−L12X11(z) = I (93)




From this we see that the Sylvester equation
X(z)D1(z)−D1(z)Y(z) = I (94)
is polynomially solvable, taking X(z) =D3(z)L22(z)−X21(z)L12(z) and
Y(z) =Y21(z)K12(z).
The space Q ⊂ XD1 measures to what extent W is complementary to the subspace V
of X[D1 0D3 D2 ]. Clearly, we have dim(W +V) = dimW +dimV −dim(W ∩V). Using
(85) and (86), it follows that
dim(W +V)−dimV = dimW −dim(W ∩V) = dimQ,
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or, equivalently,
dim(W +V)/V = dimW/(W ∩V) = dimQ.
Thus W is complementary to V if and only if dim(W +V) = dimW +dimV . This in
turn is equivalent to dimW = dimQ. Thus we have the following.
Corollary 23. With the notation of Proposition 22, the following equivalent state-
ments hold.
1. The invariant subspace W is complementary to the invariant subspace V .
2. The polynomial matrices X11(z) and D1(z) are left coprime.
3. The polynomial matrices Y11(z) and D1(z) are right coprime.
Proof. The subspace W is complementary to V if and only if the map J, defined in
(81), is invertible and this is equivalent to it being either injective or surjective. These
properties are characterized by the right coprimeness of Y11(z) and D1(z) and the
left coprimeness of X11(z) and D1(z) respectively.
The previous corollary leads directly to the study of skew primeness.
9 Skew-primeness
Given a linear transformation A acting in the space X , not every A-invariant subspace
has a complementary A-invariant subspace. We proceed with the characterization
of those invariant subspaces for which an invariant complement exists. Our starting
point is the study of this problem for the case of polynomial models and the shift
operator in them. Since, by Theorem 3, invariant subspaces are characterized in terms
of the factorization of a nonsingular polynomial matrix, it is only to be expected
that the characterization we are after is going to relate to factorization theory. We
have seen, in Subsection 3.3, how the geometry of submodules of a polynomial
model can be characterised in terms of the arithmetic of polynomial matrices and
in particular of coprimeness properties. The same turns out to be true in the case of
the characterization of the existence of a complementary invariant subspace. The
relevant condition is skew-primeness to be introduced shortly. Moreover, just as
left or right coprimeness can be expressed in terms of the solvability of appropriate
Bezout equations, skew-primeness will turn out to be equivalent to a Sylvester type
equation. We recall the concept of skew-primeness of polynomial matrices and the
principal result.
Definition 24. Let D1(z),D2(z) ∈F[z]p×p be nonsingular polynomial matrices. The
ordered pair (D1(z),D2(z)) is called skew-prime if there exist polynomial matrices
D1(z) and D2(z) such that
1. D1(z)D2(z) =D2(z)D1(z)
2. D1(z) and D2(z) are left coprime
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3. D2(z) and D1(z) are right coprime.
In this case we will say that the pair (D2(z),D1(z)) is a skew-complement of(D1(z),D2(z)). Note that a sufficient, but not necessary, condition for a pair (D1(z),
D2(z)) to be skew-prime is that detD1(z),detD2(z) are coprime.
For the following result, which we state without proof, see Fuhrmann [11]. The
geometric interpretation of skew-primeness is due to Khargonekar, Georgiou and
Özgüler [16].
Theorem 25. Let D1(z), D2(z) ∈ F[z]m×m be nonsingular polynomial matrices.
Then the following statements are equivalent.
1. D1(z) and D2(z) are skew-prime.
2. The submodule D1XD2 ⊂ XD1D2 is an F[z]−direct summand, i.e., it has a com-
plementary submodule.
3. The equation
X(z)D1(z)+D2(z)Y(z) = I (95)
has a polynomial solution.
Proof. The equivalence of 1. and 2. was proved in Corollary 6. So it suffices to
prove the equivalence of 1. and 3.
Assume the pair (D1(z),D2(z)) is skew-prime. Hence, by Definition 24, there exist
polynomial matrices D2(z) and D1(z) satisfying
D1(z)D2(z) =D2(z)D1(z), (96)
with D1(z),D2(z) left coprime and D2(z),D1(z) right coprime. We apply now
Theorems 7 and 8 to conclude the existence of an invertible map Z ∶ XD1 Ð→ XD1
intertwining SD1 and SD1 , i.e., satisfying ZSD1 = SD1Z. The map Z is given, for
f ∈ XD1 , by
Z f = piD1D2 f . (97)
Clearly, Z−1 ∶ XD1 Ð→ XD1 is an invertible map satisfying
Z−1SD1 = SD1Z−1.
Since D1(z),D2(z) are left coprime, there exist polynomial matrices Y(z),X(z) for
which
D2(z)Y(z)+D1(z)X(z) = I. (98)
Similarly, by the right coprimeness of D2(z),D1(z), there exist polynomial matrices
Y(z),X(z) for which
X(z)D1(z)+Y(z)D2(z) = I. (99)
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Putting equations (96)-(99) into matrix form, we get
[D2(z) D1(z)
X(z) −Y(z)][Y(z) D1(z)X(z) −D2(z)] = [ I 0K(z) I] .
Multiplying on the left by [ I 0−K(z) I ] and appropriately redefining X(z) and Y(z), we
obtain the doubly coprime factorization
[D2(z) D1(z)
X(z) −Y(z)][Y(z) D1(z)X(z) −D2(z)] = [I 00 I] ,
[Y(z) D1(z)
X(z) −D2(z)][D2(z) D1(z)X(z) −Y(z)] = [I 00 I] .
(100)
In particular, this implies the equality
Y(z)D2(z)+D1(z)X(z) = I. (101)
From (99) we get D2(z)Y(z)+D1(z)X(z) = I. We multiply this equality by D1(z)−1
on the left and by D1(z) on the right to obtain
D1(z)−1D2(z)Y(z)D1(z)+X(z)D1(z) = I.
We use now the equalities D1(z)D2(z) =D2(z)D1(z) and Y(z)D1(z) =D1(z)Y(z) to
obtain
X(z)D1(z)+D2(z)Y(z) = I.
Conversely, assume the existence of polynomial matrices X(z) and Y(z) that solve
the polynomial Sylvester equation (95). Clearly D1(z) and Y(z) are right coprime.
The rational right coprime matrix fraction Y(z)D1(z)−1 has also a left coprime matrix
fraction representation D1(z)−1Y(z). This implies the equality
Y(z)D1(z) =D1(z)Y(z) (102)
and, using Theorems 7 and 8, we conclude that the map T ∶ XD1 Ð→ XD1 , defined, for
f ∈ XD1 , by T f = piD1Y f is invertible. In particular, this implies
dimXD1 = degdetD1 = degdetD1 = dimXD1 . (103)
Multiplying (95) on the left by D1(z) and on the right by D1(z)−1, we have
I =D1(z)X(z)+D1(z)D2(z)Y(z)D1(z)−1 =D1(z)X(z)+D1(z)D2(z)D1(z)−1Y(z).
Since D1(z)D2(z)D1(z)−1Y(z) = I −D1(z)X(z) is a polynomial matrix and D1(z),
Y(z) are left coprime, we conclude that there exists a, necessarily nonsingular,
polynomial matrix D2(z) for which
D2(z)D1(z) =D1(z)D2(z). (104)
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This implies the equality D1(z)X(z)+D2(z)Y(z) = I, which shows that D1(z),D2(z)
are left coprime. Defining the map Z ∶ XD1 Ð→ XD1 by (97) it follows from Theorem
8 that Z is surjective. Since by (103) dimXD1 = dimXD1 , it is injective as well and
hence, again by Theorem 8, D2(z),D1(z) are right coprime, which proves the skew-
primeness of (D1(z),D2(z)). This completes the proof of the theorem. We note
however that there exist polynomial matrices X(z),Y(z) for which X(z)D1(z)+
Y(z)D2(z) = I. Modifying the definition of X(z),Y(z) we obtain the doubly coprime
factorization (100).
We recall that in Proposition 14 we proved the equivalence of the polynomial matrices
D1(z)D2(z) and [D1(z) 0−I D2(z)]. Thus, the following result can be expected.
Proposition 26. Let Di(z) ∈F[z]m×m be nonsingular. Then D(z) =D1(z)D2(z) is a
skew-prime factorization if and only if
[D1(z) 0−I D2(z)] = [D1(z) 0−I I][I 00 D2(z)] (105)
is a skew-prime factorization.
Proof. Actually, the statement follows from Proposition 14 and (45) in particular.
However, we include also a direct proof.
Assume D(z) = D1(z)D2(z) is a skew-prime factorization. By Theorem 25, there
exist polynomial matrices X(z),Y(z) for which
X(z)D1(z)+D2(z)Y(z) = I. (106)
This implies
[ 0 0X(z) I][D1(z) 0−I I]+[I 00 D2(z)][ I 0Y(z) 0] = [I 00 I] ,
which, by Theorem 25, shows that (105) is a skew prime factorization. In fact, the
factorization
[D1(z) 0−I D2(z)] = [ I 0−X(z) D2(z)][D1(z) 0−Y(z) I] (107)
is complementary to the factorization (105) as the coprimeness conditions are easily
checked.
Conversely, assume (105) is a left skew-prime factorization. Thus there exist polyno-
mial matrices Xi j,Yi j such that
[X11(z) X12(z)X21(z) X22(z)][D1(z) 0−I I]+[I 00 D2(z)][Y11(z) Y12(z)Y21(z) Y22(z)] = [I 00 I] ,
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From the first and last equations we get X21(z)D1(z)+D2(z)Y21(z) = I−D2(z)Y22(z)
or X21(z)D1(z)+D2(z)(Y21(z)+Y22(z)) = I, i.e., (106) is polynomially solvable with
X(z) = X21(z) and Y(z) =Y21(z)+Y22(z).
The following result is a slight generalization of Theorem 25.
Theorem 27. Let D1(z) ∈ F[z]m×m, D2(z) ∈ F[z]p×p be nonsingular and D3(z) ∈
F[z]p×m. Then the following statements are equivalent.
1. The polynomial matrices [D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)] are unimodularly
equivalent.
2. The polynomial Sylvester equation
X(z)D1(z)+D2(z)Y(z) =D3(z) (108)
has a polynomial solution.
3. The factorization
[D1(z) 0D3(z) D2(z)] = [D1(z) 0D3(z) I][I 00 D2(z)] (109)
is skew-prime.
4. The invariant subspace
V = [D1(z) 0D3(z) I]X[ I 00 D2(z)] = {[ 0f (z)]∣ f (z) ∈ XD2}
is a direct summand of X[D1 0D3 D2 ].
5. The elementary divisors of [D1(z) 0D3(z) D2(z)] are those of D1(z) together with those
of D2(z).
Proof. 1. ⇔ 2.
Assume [D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)] are equivalent. We will show that the equiva-
lence can be given by unimodular matrices in the form
[ I 0−X(z) I][D1(z) 0D3(z) D2(z)][ I 0−Y(z) I] = [D1(z) 00 D2(z)] (110)
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Conversely, assume X(z),Y(z) is a polynomial solution of equation (108). We
compute
[ I 0X(z) I][D1(z) 00 D2(z)][ I 0Y(z) I] = [ D1(z) 0X(z)D1(z)+D2(z)Y(z) D2(z)]
= [D1(z) 0D3(z) D2(z)]
As [ I 0X(z) I ] ,[ I 0Y(z) I ] are both unimodular, the equivalence of
[D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)]
follows.
2. ⇔ 3.
Next, consider the factorization (109). Assume equation (108) has a solution. Then
[ 0 0X(z) I][D1(z) 0D3(z) I]+[I 00 D2(z)][ I 0Y(z) 0] = [I 00 I]
i.e., [D1(z) 0D3(z) I ] and [ I 00 D2(z)] are skew-prime.
Conversely, assume 3. Thus there exist polynomial matrices Xi j(z) and Yi j(z) such
that
[X11(z) X12(z)X21(z) X22(z)][D1(z) 0D3(z) I]+[I 00 D2(z)][Y11(z) Y12(z)Y21(z) Y22(z)] = [I 00 I]





From these equations we obtain by substitution
X21(z)D1(z)+D2(z)(Y21(z)−Y22(z)D3(z))+D3(z) = 0,
i.e., the Sylvester equation (108) is polynomially solvable.
3. ⇔ 4.
Follows from the factorization (109) and Theorem 25.
1. ⇔ 5.
The polynomial matrices [D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)] are equivalent if and only
if they have the same elementary divisors. However, the elementary divisors of[D1(z) 00 D2(z)] are those of D1(z) together with those of D2(z), hence the same is true
for [D1(z) 0D3(z) D2(z)].
The converse follows by the same argument used in the proof of Theorem 16.
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We point out that factorizations complementary to (109) are given by
[D1(z) 0D3(z) D2(z)] = [ I 0X(z) D2(z)][D1(z) 0Y(z) I] , (111)
where X(z),Y(z) solve the polynomial Sylvester equation (108).
The previous theorem was stated in terms of polynomial matrices. It has an inter-
pretation in terms of linear transformations. Before stating it, we prove a technical
lemma.
Lemma 28. Let D1(z) and D2(z) be nonsingular polynomial matrices such that(D1(z)D2(z))−1 is strictly proper. Then if
X(z)D1(z)+D2(z)Y(z) = I (112)
has a polynomial matrix solution then it has one with D2(z)−1X(z) and Y D1(z)−1
strictly proper.
Proof. Let X(z) = X1(z)+D2(z)X2(z) and Y(z) =Y1(z)+Y2(z)D1(z) with
D2(z)−1X1(z) and Y1(z)D1(z)−1




This implies X2(z)+Y2(z) = 0 and X1(z)D1(z)+D2(z)Y1(z) = I.
Theorem 27 has the following simple consequence.
Theorem 29. Let D1(z) ∈ F[z]p×p,D2(z) ∈ F[z]m×m be nonsingular polynomial
matrices. Then [D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)] are equivalent for any polynomial
matrix D3(z) ∈F[z]m×p if and only if detD1(z) and detD2(z) are coprime.
Proof. Assume detD1(z) and detD2(z) are coprime. Then there exist polynomials
a1(z) and a2(z) such that a1(z)detD1(z)I +a2(z)detD2(z)I = I. Since detD(z) =
D(z)adjD(z) we have
D1(z)(a1(z)adjD1(z))+D2(z)(a2(z)adjD2(z)) = I
and hence, by Theorem 27, equivalence follows.
We prove the converse by contradiction. Assume [D1(z) 0D3(z) D2(z)] and [D1(z) 00 D2(z)] are
equivalent for all D3(z), which implies that the corresponding sets of elementary
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divisors are equal. Without loss of generality, we may assume that D1(z),D2(z) are
diagonal with their elementary divisors on the respective diagonals. If the coprimeness
assumption is not satisfied, then there exists a pair of elementary divisors ei(z) of
D1(z) and f j(z) of D2(z) which are powers of the same prime polynomial, say
ei(z) = pi(z)µi and f j(z) = pi(z)ν j . Choosing D3(z) to be zero but for 1 as the i j
element, and noting that the elementary divisors of [pi(z)µi 0
1 pi(z)ν j ] are pi(z)µi+ν j ,1,
we get a contradiction.
10 Matrix representations
In this section we translate some of the results obtained in the context of polynomial
models to the language of matrices with entries in the underlying field F.
Proposition 30. Let A ∶ Fn Ð→ Fn be linear and let V ⊂ Fn be a k-dimensionalA–invariant subspace. Choose a basis so that A = [A 0C B], with A ∈ F(n−k)×(n−k),
B ∈Fk×k, C ∈Fk×(n−k), X ∈F(n−k)×(n−k) and Z ∈Fk×(n−k), i.e.,
V = Im [0I] = {[0ξ]∣ξ ∈Fk} .
Then
1. (a) There exists a matrix [X UZ Y ] that commutes with [A 0C B] and that fulfils (b)
Ker [X UZ Y ]=V , if and only if U = 0, Y = 0, [XZ ] is left invertible and the following
equations are satisfied
{XA = AX
ZA = BZ+CX . (113)
2. Equation (113) can be rewritten as one of the following matrix equations.
[XZ]A = [A 0C B][XZ] , (114)
or
[A 0C B][X 0Z I] = [X 0Z I][A 00 B] . (115)
3. The subspaceW = Im [XZ ] is an [A 0C B]-invariant subspace. W is complementary
to V if and only if X is invertible.
4. We have the isomorphism
A ≃ [A 0C B]∣Fn/V , (116)
i.e., A is isomorphic to the map induced by A in the quotient space Fn/V .
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5. If (115) holds with X nonsingular, then we can assume, without loss of general-
ity, that for some Z we have
[A 0C B][ I 0Z I] = [ I 0Z I][A 00 B] . (117)
Proof.
1. The existence follows from Theorem 20. Condition (b) implies that U = 0,
Y = 0 and [XZ ] is left invertible. The commutativity condition (a) translates into
[X 0Z 0][A 0C B] = [A 0C B][X 0Z 0] , (118)
which is equivalent to the pair of equations (113).
2. This is immediate.
3. Follows from (114).
4. Follows from the block-triangular representation of A.
5. Multiplying (115) on the right by [X−1 00 I ] and redefining Z.
Clearly, the first statement of Proposition 30 yields Halmos’ theorem. We consider
now some special cases:
1. The characteristic polynomials of A and B are coprime.
Under this assumption, the Sylvester equation ZA−BZ =C has a unique solu-
tion for every C. Choose X = I.
2. The matrices A,B are similar.
In this case, there exists a nonsingular R for which RA = BR. Choose X = 0,
Z = R and we are done.
3. A special case of the previous item is C = 0.
Choose Z = 0 and X = I.
In all these cases, the constructed matrix [XZ ] is left invertible.
Probably, the most interesting special consequence of the previous result is Roth’s
Theorem [18]. This is the case when (115) holds with X invertible. In that case the
matrices [A 0C B] ,[A 00 B] are similar. Our intention is to clarify this connection. Roth
did not consider the geometric aspects of his result nor did he consider the concept
of skew-primeness, which was introduced a quarter century later in Wolovich [20].
The geometric interpretation of skew-primeness was given in Khargonekar, Georgiou
and Özgüler [16]. Fuhrmann [8] contains an infinite dimensional generalization of
skew-primeness. This opens up the possibility of establishing the analog of Halmos’s
theorem in the context of backward shift invariant subspaces.
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Theorem 31 (Roth). Given matrices A ∈F(n−k)×(n−k), B ∈Fk×k and C ∈Fk×(n−k).
Let A = [A 0C B]. Then the following statements are equivalent:
1. We have the following similarity
[A 0C B] ≃ [A 00 B] . (119)
2. The subspace V = Im [0I ] has a complementary [A 0C B]-invariant subspace.
3. There exists a solution of the following Sylvester equation
ZA−BZ =C. (120)
4. There exists a matrix commuting with A whose kernel is V and whose image is
complementary to V .
5. The elementary divisors of A are those of A together with those of B.
6. The following
[zI−A 0−C zI−B] = [zI−A 0−C I][I 00 zI−B] (121)
is a skew-prime factorization. In that case, a complementary factorization is
given by
[zI−A 0−C zI−B] = [ I 0Z zI−B][zI−A 0−Z I] , (122)
where Z is a solution of the Sylvester equation (120).
Proof. 4. ⇒ 2.
By Proposition 30, there exist matrices X ,Z such that [XZ ] is left invertible and the
commutativity relation (118) holds. Equation (118) is equivalent to equation (114),
hence W = Im [XZ ] is an [A 0C B]-invariant subspace. The complementarity assumption
implies that X is nonsingular.
3. ⇒ 1.
Assume Z solves the Sylvester equation (120). This implies the identity (117) and
hence the similarity (119).
2. ⇒ 1.
Let Im [XZ ] be an [A 0C B]-invariant subspace which is complementary to Im [0I ]. With-
out loss of generality, we can assume that [XZ ] is left invertible. This implies the
existence of a matrix K for which
[A 0C B][XZ] = [XZ]K. (123)
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The complementarity assumption implies that X is nonsingular. From equation (123)
we obtain
[A 0C B][ IZX−1] = [ IZX−1](XKX−1). (124)
This implies XKX−1 = A. Redefining Z, we have
[A 0C B][ IZ] = [ IZ]A. (125)
Applying Proposition 30.2, we get (117), which proves (119).
2. ⇒ 3.
The Sylvester equation (120) follows from (125).
3. ⇒ 4.
Let Z be a solution of the Sylvester equation (120). This implies (125). In turn, we
have
[A 0C B][ I 0Z 0] = [ I 0Z 0][A 0C B] . (126)
This shows that [ I 0Z 0] commutes with [A 0C B]. Clearly, Ker [ I 0Z 0] = Im [0I ].
5. ⇔ 1.
Follows from Theorem 27.
1. ⇒ 3.
The similarity (119) implies the equivalence of the polynomial matrices [ zI−A 0−C zI−B]
and [ zI−A 00 zI−B]. By Theorem 27, the polynomial Sylvester equation Z(z)(zI−A)+(zI−B)Y(z) = −C is solvable. Applying Lemma 28, we can assume that Z and Y are
constant matrices. This implies Y = −Z and the solvability of the Sylvester equation
(120).
2. ⇒ 6.
This follows from a direct computation.
6. ⇒ 1.
By Theorem 27, this implies the equivalence of the polynomial matrices [ zI−A 0−C zI−B]
and [ zI−A 00 zI−B] and hence, by Theorem 13, the similarity (119).
Theorem 32. Let A ∈F(n−k)×(n−k), B ∈Fk×k. Then [A 0C B] and [A 00 B] are similar for
all C ∈Fk×(n−k) if and only if the characteristic polynomials of A and B are coprime.
Proof. Suppose [A 0C B] and [A 00 B] are similar for all C. This implies that [ zI−A 0−C zI−B]
and [ zI−A 00 zI−B] are equivalent for all matrices C. Since any polynomial matrix D(z)
can be written, uniquely, as D(z) =C+(zI−B)E(z), we can assume, without loss of
generality, that [ zI−A 0D(z) zI−B] and [ zI−A 00 zI−B] are equivalent for all polynomial matrices
D(z). By Theorem 29, the characteristic polynomials of A and B are coprime.
Conversely, if the characteristic polynomials of A and B are coprime, then the poly-
nomial matrices [ zI−A 0−C zI−B] and [ zI−A 00 zI−B] are equivalent for all C and hence the
similarity part follows.
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Abstract. This note provides a unified approach to MacWilliams identities for various
weight enumerators of linear block codes over Frobenius rings. Such enumerators
count the number of codewords having a pre-specified property. MacWilliams
identities yield a transformation between such an enumerator and the corresponding
enumerator of the dual code. All identities are derived from a MacWilliams identity
for the full weight enumerator using the concept of an F-partition, as introduced by
Zinoviev and Ericson (1996). With this approach, all well-known identities can easily
be recovered.
1 Introduction
Two of the most famous results in block coding theory are the MacWilliams Identity
Theorem and the MacWilliams Equivalence Theorem [17]. Both of them deal with
linear block codes over finite fields. The MacWilliams Identity relates the Hamming
weight enumerator of a code to that of its dual, whereas the Equivalence Theorem
states that two codes are isometric with respect to the Hamming weight if and only
if they are monomially equivalent (that is, they differ only by a permutation and
rescaling of the codeword coordinates). The theoretical as well as practical impact
of these results is well known: for instance for high dimensional codes, MDS codes,
the entire theory of self-dual codes [18, Chs. 11.3, 6.5, and 19.2], [19], or the
classification of constant weight codes in [11, Thm. 7.9.5].
The central role of the Hamming weight makes an understanding of weight enumer-
ators and isometries a must for the analysis of any class of block codes. After the
discovery of the importance of linear block codes over Z4 for nonlinear binary codes,
the entirely new area of codes over rings began to develop, and both the Identity
Theorem and the Equivalence Theorem have enjoyed various generalizations to other
weight functions and many classes of rings; see, for instance, [6, 25, 26] and the
references therein for the Equivalence Theorem and [1, 7, 9, 12, 18, 26, 28] for the
Identity Theorem; more literature will be mentioned later on.
This note deals with MacWilliams identities. From a general viewpoint such identities
tell us that, and how, a particular type of information about a code fully determines
the same type of information for the dual code. In the classical MacWilliams identity,
this type of information is the Hamming weight enumerator which encodes, for any
possible Hamming weight, the number of codewords attaining this weight. The
MacWilliams transform allows us to compute the Hamming weight enumerator of
the dual code from the enumerator of the primal code without further knowledge of
the actual codewords.
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It is natural to ask whether other weight functions have the same duality property. In
this note we give an overview of the various MacWilliams identities that can be found
in the literature. We show how they can be derived using a uniform approach based
on F-partitions introduced by Zinoviev and Ericson in [28]. We restrict ourselves
to codes over finite commutative Frobenius rings. This includes all finite fields,
all integer residue rings, and all commutative finite chain rings. The restriction to
Frobenius rings is a consequence of Wood’s result [27, Cor. 12.4.2] stating that
there cannot be a MacWilliams identity for the Hamming weight enumerator of
codes over non-Frobenius rings. By restricting ourselves to commutative rings, we
deliberately do not present the results in most generality, but pay attention only
to the most important and best known cases. This also allows us to identify the
character-theoretic dual of a code with the usual dual with respect to the dot product,
and consequently, we are in the most familiar situation where codes and their duals
are submodules of the same ambient space.
The central tool of our approach is the notion of an F-partition on Rn, where R is
a Frobenius ring. F-partitions are based on the Fourier transform and have been
introduced in [28]. In that paper Zinoviev and Ericson showed already how F-
partitions can be utilized to derive MacWilliams identities. However, they presented
the identities in terms of linear maps between the weight distributions of the code and
its dual, and not as a transform between weight enumerator polynomials. The latter is
achieved by also computing the Krawtchouk coefficients as explicitly as possible. By
doing so, we recover all the familiar MacWilliams identities as well as some lesser
known identities, and we illustrate how further identities can be derived.
Except for some basic results on character theory, this note is self-contained. In
the next section we define commutative finite Frobenius rings in a way that is most
suitable for our purposes, namely based on the existence of a generating character.
We then go on and define and discuss the Fourier transforms, the Poisson summation
formula, and F-partitions. We then give a MacWilliams identity for the full weight
enumerator of a code. This “enumerator” is a copy of the code within a suitable
polynomial ring, and thus contains all information about the code. Its MacWilliams
identity is the blueprint for all other identities. They are derived, in Section 3, by
specializing the full weight enumerator to the desired enumerator. For F-partitions the
particular specialization does indeed lead to a well-defined MacWilliams transform
for the desired enumerators. In Section 4 we present the familiar identities as special
cases of our results as well as some new identities. In Section 5 we generalize the
results to the case of different weight functions on various blocks of the codewords.
Before going on with ring and coding theory, let me add some personal words. A
chapter on codes over rings is probably not the first thing one expects in a Festschrift
in honor of Uwe Helmke. May it exemplify the long time that has passed since
the day I first met Uwe. When, decades ago, I became the newest addition to the
mathematical systems theory family raised by Didi Hinrichsen, my academic sibling
Uwe had already left the nest and came only sporadically to Bremen. His own long
and successful professional career was just taking off. Even though I worked on
subjects close to Uwe’s many interests, I never managed, unfortunately, to collaborate
with him in this area. But I am a proud co-author of Uwe’s on a paper in coding
theory!
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How does one transition from systems theory to coding theory? One answer is
“convolutional codes”, thus linear discrete-time systems over finite fields. Joachim
Rosenthal introduced me (and many others) to this subject many years ago, and,
coincidentally, we wrote a joint contribution about convolutional codes and systems
theory for the Festschrift on the occasion of Didi’s 60th birthday! Now it’s Uwe’s
turn. It is a great pleasure and honor to contribute to the Festschrift for his 60th
birthday. Here’s to Uwe!
2 Frobenius rings and the Fourier transform
In this section we collect some material on character theory, the Fourier transform,
and F-partitions. We present the MacWilliams identity for the full weight enumerator
of a given code. The latter is simply a copy of the code inside a polynomial ring. The
identity will be our blueprint for all other MacWilliams identities later on.
Throughout this note, let R be a finite commutative ring with identity. Moreover,
let Rˆ ∶= Hom(R,C∗) be the character module of R, that is, Rˆ consists of all group
homomorphisms from (R,+) to (C∗, ⋅). The R-module structure of Rˆ is given by the
addition (χ1 + χ2)(a) ∶= χ1(a)χ2(a) and the scalar multiplication rχ(a) ∶= χ(ra).
The trivial map χ ≡ 1 is called the principal character of R.
The additive groups of R and Rˆ are isomorphic [24]. For our purposes, however, we
will need that even the R-modules R and Rˆ are isomorphic. This is guaranteed for the
class of Frobenius rings as defined next. These rings are usually defined in a different
way, namely via their socle, see [15]. For finite rings, however, this is equivalent to
our definition below, see [8]. Since this property is exactly what we need in this note,
we simply use this as our definition.
Definition 1. The finite commutative ring R is called Frobenius if there exists a
character χ ∈ Rˆ such that α ∶ RÐ→ Rˆ, rz→ rχ is an R-isomorphism. Any character χ
with this property is called a generating character of R.
The terminology generating character has been cast by Klemm [13]. Claasen and
Goldbach [2] called such characters admissible and Frobenius rings are called admis-
sible rings. Since in the literature of codes over rings, the nomenclature Frobenius
ring and generating character became prevalent, we will continue this practice.
Example 2. The integer residue rings Zm, where m ∈N, are Frobenius (a generating
character is given by χ(a) ∶= ζ a, where ζ ∈C is an m-th primitive root of unity).
Every finite field is Frobenius (every non-principal character is a generating character).
Further examples of Frobenius rings are finite chain rings, finite group rings over
Frobenius rings, direct products of Frobenius rings, and Galois rings.
From now on let R be a finite, commutative Frobenius ring and let χ be a generating
character of R. We will identify R and Rˆ via r↦ rχ . This isomorphism extends to an
R-isomorphism between Rn and its character module R̂n ≅ Rˆn given by α ∶ Rn→ R̂n,
x↦ χ(⟨x, ⋅⟩), where ⟨x, y⟩ ∶=∑ni=1 xiyi denotes the dot product on Rn.
The following properties have been derived by Claasen and Goldbach [2, Cor. 3.6],
or are standard results that can easily be derived or be found in, e.g., [26, App. A].
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Proposition 3. The only ideal contained in kerχ ∶= {r ∈R ∣ χ(r) = 1} is the zero ideal.
Furthermore, ∑y∈Rn χ(⟨x,y⟩) = 0 if x /= 0 and ∑y∈Rn χ(⟨x,y⟩) = ∣Rn∣ if x = 0.
Let us now turn to codes and their duals. Throughout, a code over R of length n will
be a submodule of Rn. For a code C ⊆ Rn we define the dual as
C⊥ = {w ∈ Rn ∣ ⟨w, v⟩ = 0 for all v ∈ C}.
It is an easy consequence of Proposition 3 that the dual code can also be described asC⊥ = {w ∈ Rn ∣ χ(⟨w, v⟩) = 1 for all v ∈ C}. In other words, the dual C⊥ coincides with
the character-theoretic dual {φ ∈ R̂n ∣ φ(v) = 1 for all v ∈ C}.
The main tool for proving MacWilliams identities is the Poisson summation formula
for maps on Rn and their Fourier transforms. Let V be any complex vector space and
f ∶ Rn →V be any map. Recall the generating character χ on R. In our setting, the
Fourier transform of f simply becomes
f + ∶ RnÐ→V, vz→ ∑
w∈Rn χ(⟨v,w⟩) f (w), (1)
and the Poisson summation formula [24, p. 199] reads as
∑
w∈C⊥ f (w) = 1∣C∣∑v∈C f +(v) (2)
for any code C ⊆ Rn.
Our presentation will be based on the notion of an F-partition (Fourier-invariant
partition), which has been introduced by Zinoviev and Ericson [28]. They define
F-partitions to be those partitions for which the linear space generated by the indicator
functions of the partition sets is invariant under the Fourier-transform. In [28, Lem. 1]
it is shown that this equivalent to the following invariance, which we will use as our
definition.
Definition 4. Let Q = (Qm)m∈M be a partition of Rn. Then Q is called an F-partition
if for all l,m ∈M and all x ∈Qm the sum∑y∈Ql χ(⟨x,y⟩) depends only on the indices l
and m and not on the specific choice of x ∈ Qm. For an F-partition Q we define the
generalized Krawtchouk coefficients km,l as
km,l = ∑
y∈Ql χ(⟨x,y⟩), where x is any element in Qm. (3)
One should note the relation to the classical Krawtchouk polynomials K(n,q)l (x)
which satisfy∑w∈Znq,wt(w)=l χ(⟨v,w⟩) =K(n,q)l (m) for each vector v ∈Znq of Hamming
weight wt(v) =m; see [11, Lem. 2.6.2].
It is worth noting that the property of being an F-partition depends of the choice of
the generating character.
The following result appeared first for the rings ZN in [5]. It can easily be verified.
Proposition 5. Let U ⊆ R∗ be a subgroup of the group of units of R. Then the
partition P given by the orbits of the group action of U on R is an F-partition on R.
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We close this section with a first instance of a MacWilliams identity. It will be
the basis for deriving all other identities. The full weight enumerator, defined in
the following theorem, is simply a copy of the code within the polynomial ring
C[Xv ∣ v ∈ Rn]. Evidently, it carries all information about the code and therefore fully
determines the dual code, hence the dual full weight enumerator. The MacWilliams
identity in (4) simply tells us the precise transformation between the two.
Theorem 6. Let C ⊆ Rn be a code. Consider the “weight function”
f ∶ RnÐ→C[Xv ∣ v ∈ Rn], vz→ Xv.
The polynomial fweC ∶=∑v∈C Xv is called the full weight enumerator of C. It satisfies
the MacWilliams Identity
fweC⊥ = 1∣C∣M(fweC), (4)
where the MacWilliams transform M ∶ C[Xv ∣ v ∈ Rn]Ð→C[Xv ∣ v ∈ Rn] is defined as
the algebra homomorphism satisfying M(Xv) =∑w∈Rn χ(⟨v,w⟩)Xw for all v ∈ Rn.
Proof. The Poisson summation formula applied to the map f yields
fweC⊥ = ∑
w∈C⊥ f (w) = 1∣C∣∑v∈C f +(v) = 1∣C∣∑v∈C ∑w∈Rn χ(⟨v,w⟩)Xw= 1∣C∣∑v∈CM(Xv) = 1∣C∣M(fweC).
3 MacWilliams identities for composition enumerators
A partition on R induces two specific partitions on Rn: the product partition and
the symmetrized partition. Both partitions give naturally rise to enumerators. We
show that if the partition on R is an F-partition, then both these enumerators satisfy a
MacWilliams identity. Examples will be presented in the next section.
Let P = {P1, . . . ,PL} be an F-partition on R. For α ∈ R denote by [α] ∶= [α]P the
index of the partition set containing α ∈ R.
Definition 7. (a) The induced product partition of Rn is defined as
Pn ∶= (Pl1 × . . .×Pln)(l1,...,ln)∈{1,...,L}n .
(b) The composition vector of v = (v1, . . . ,vn) ∈ Rn is defined as
compP(v) = (s1, . . . ,sL), where sl = ∣{t ∣ vt ∈ Pl}∣.
It is contained in the set S ∶= {(s1, . . . ,sL) ∈NL0 ∣ ∑Ll=1 sl = n}. The induced sym-
metrized partition on Rn is defined as
Pnsym = (Qs)s∈S , where Qs = {v ∈ Rn ∣ compP(v) = s}.
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Note that the partition sets in the product partition Pn collect all vectors for which
each entry is contained in a prescribed partition set, whereas the sets in the sym-
metrized partition contain all vectors that have the same number of entries (disregard-
ing position) in a given partition set.
For a given code C ⊆ Rn we may now define two types of partition enumerators. The
following two results show that both of them satisfy a MacWilliams identity. We start
with the product partition. Recall the notation [α] for α ∈ R.
Theorem 8. Let C ⊆ Rn be a code. The polynomial PEPn,C ∶=∑v∈C∏ni=1Yt,[vt], con-
tained in the polynomial ring
Ṽ ∶=C[Yt, j ∣ t = 1, . . . ,n, j = 1, . . . ,L],
is called the product partition enumerator of C with respect to P . The coefficient of∏nt=1Yt,lt equals the cardinality of C∩(Pl1 × . . .×Pln). The product partition enumera-
tor satisfies the MacWilliams Identity
PEPn,C⊥ = 1∣C∣M̃(PEPn,C), (5)
where the MacWilliams transform M̃ ∶ Ṽ Ð→ Ṽ is defined as the algebra homo-
morphism satisfying M̃(Yt,[α]) =∑β∈R χ(αβ)Yt,[β] =∑Ll=1∑β∈Pl χ(αβ)Yt,l for all
t = 1, . . . ,n and α ∈ R. In particular, M̃ is well-defined.
Proof. First of all, notice that ∑β∈R χ(αβ)Yt,[β] =∑Ll=1∑β∈Pl χ(αβ)Yt,l . By Defini-
tion 4, the coefficient∑β∈Pl χ(αβ) does not depend on the choice of α in its partition
set P[α], and this establishes the well-definedness of M̃.
Consider now the situation of Theorem 6, and let φ ∶C[Xv ∣ v ∈ Rn]Ð→ Ṽ be the
substitution homomorphism defined via φ(Xv) =∏nt=1Yt,[vt]. Using the group homo-
morphism property of the character χ one computes





t=1 ∑β∈Rχ(vtβ)Yt,[β] = M̃○φ(Xv).
Now Theorem 6 implies PEPn,C⊥ = φ(fweC⊥) = 1∣C∣φ ○M(fweC) = 1∣C∣M̃(PEPn,C),
as desired.
Notice that we may write the identity (5) in the form
PEPn,C⊥(Yt,l ∣ t = 1, . . . ,n, l = 1, . . . ,L) = 1∣C∣PEPn,C(KYt ∣ t = 1, . . . ,n),
where Yt = (Yt,1, . . . ,Yt,L)T and K = (km,l) ∈CL×L is the Krawtchouk matrix of the
partition P with entries defined in (3).
Next we present the MacWilliams identity for induced symmetrized partitions.
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Theorem 9. For a code C ⊆ Rn we define the symmetrized partition enumerator with
respect to P as PEPnsym,C ∶=∑v∈C∏nt=1 Z[vt]. It is a homogeneous polynomial of de-
gree n in the polynomial ring V̂ ∶=C[Z j ∣ j = 1, . . . ,L]. The coefficient of the monomial∏Lj=1 Zs jj in PEPnsym,C equals the cardinality ∣{v ∈ C ∣ compP(v) = (s1, . . . ,sL)}∣. The
symmetrized partition enumerator satisfies the MacWilliams Identity
PEPnsym,C⊥ = 1∣C∣M̂(PEPnsym,C), (6)
where the MacWilliams transform M̂ ∶ V̂ Ð→ V̂ is the (well-defined) algebra ho-
momorphism given by M̂(Z[α]) =∑β∈R χ(αβ)Z[β] =∑Ll=1∑β∈Pl χ(αβ)Zl for all
α ∈ R.
Proof. Again, the well-definedness of M̂ follows from the fact that P is an F-
partition on R. Let Ṽ and M̃ be as in Theorem 8 and consider the substitution
homomorphism ψ ∶ Ṽ Ð→ V̂ given by ψ(Yt, j) = Z j. Then
ψ ○M̃(Yt,[α]) =ψ(∑
β∈Rχ(αβ)Yt,[β]) =∑β∈Rχ(αβ)Z[β] = M̂○ψ(Yt,[α])
for all Yt,[α]. Now Theorem 8 yields PEPnsym,C⊥ =ψ(PEPn,C⊥) = 1∣C∣ψ ○M̃(PEPn,C)= 1∣C∣M̂○ψ(PEPn,C) = 1∣C∣M̂(PEPnsym,C).
Just as for the product partition we may write the identity (6) in the form
WEPnsym,C⊥(Z1, . . . ,ZL) = 1∣C∣WEPnsym,C(K(Z1, . . . ,ZL)T),
where again K = (km,l) ∈CL×L is the Krawtchouk matrix of the partition P . For codes
over fields this identity appeared already in MacWilliams and Sloane [18, Ch. 5,
Thm. 10].
4 Examples
The MacWilliams identities for symmetrized partitions in Theorem 9 lead to the best
known examples. Therefore, we cover these first and start with the most famous one.
Example 10. Consider the partition {0}∪ (R/{0}) on R. This is indeed an F-
partition as follows immediately from Proposition 3. For the resulting symmetrized
partition on Rn the composition vector as defined in Definition 7(b) is comp(v) = (n−
wt(v),wt(v)), where wt(v) denotes the Hamming weight of v ∈Rn. Hence the induced
symmetrized partition on Rn is simply (Ql)l=0,...,n, where Ql = {v ∈ Rn ∣ wt(v) = l},
and the symmetrized partition enumerator of a code C in Rn is the classical Hamming
weight enumerator hweC =∑v∈C Zn−wt(v)0 Zwt(v)1 . Proposition 3 along with Theorem 9
show that the MacWilliams transform amounts to Z0↦ Z0+(∣R∣−1)Z1, Z1↦ Z0−Z1,
and thus we have the familiar identity
hweC⊥(Z0,Z1) = 1∣C∣ hweC(Z0+(∣R∣−1)Z1, Z0−Z1).
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For fields, this identity is the classical result of MacWilliams [17]. For codes over the
ring Z4 it has been derived by Hammons et al. [7, p. 303] (see also the references
therein), for arbitrary residue rings Zm by Klemm [14], for arbitrary finite Frobenius
rings by Nechaev and Kuzmin [20], and finally for non-commutative finite Frobenius
rings by Wood [26, Thm. 8.3].
For the following examples, recall from Proposition 5 that each subgroup U ⊆ R∗
gives rise to an F-partition.
Example 11. Let U = {1} be the trivial group. Then U induces the partition P
consisting of the singletons {a}, a ∈ R. The resulting symmetrized partition enu-
merator is the complete weight enumerator cweC ∶=∑v∈C∏nt=1 Zvt ∈C[Zα ∣ α ∈ R].
The coefficient of ∏α∈R Zsαα is the number of codewords having exactly sα entries
equal to α . The MacWilliams identity is given by cweC⊥(Z) = 1∣C∣cweC(KcZ), where
Z = (zα ∣ α ∈ R)T and Kc = (χ(αβ))α,β∈R. For codes over fields, the identity appears
already in the textbook [18] by MacWilliams and Sloane.
Consider the following two special cases.
1) Let R =F4 = {0,1,a,a+1}, where a2 = a+1. A generating character of F4 is given
by χ(0) = χ(1) = 1 and χ(a) = χ(a2) = −1. Thus,
Kc =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
and the MacWilliams identity for the complete weight enumerator reads as
cweC⊥(Z0,Z1,Za,Za2) = 1∣C∣cweC(Z0+Z1+Za+Za2 , Z0+Z1−Za−Za2 ,
Z0−Z1−Za+Za2 , Z0−Z1+Za−Za2). (7)
2) For R = Z4 a generating character is given by χ(a) = ia for a = 0, . . . ,3, and the
MacWilliams identity is
cweC⊥(Z0,Z1,Z2,Z3) = 1∣C∣cweC(Z0+Z1+Z2+Z3, Z0+ iZ1−Z2− iZ3,
Z0−Z1+Z2−Z3, Z0− iZ1−Z2+ iZ3). (8)
It appeared in [7, p. 303] as well as a special case of [14, Satz 1.2].
Example 12. Let R =Zm for some m ∈N. Put U = {1, −1}. Then the orbits of the
action of U on R are given by P0 = {0} and Pa = {a,−a} (which may be a singleton).
By Proposition 5 the orbits form an F-partition P . It consists of L ∶= ⌊m/2⌋ nonzero
sets. The induced symmetrized partition enumerator on Rn is called the symmetrized
Lee weight enumerator; thus slweC ∶= WEPnsym,C =∑v∈C∏nt=1 Z[vt], where, as usual,[vt] is the index of the partition set {vt ,−vt}. It enumerates the codewords having
the same coordinates up to sign and ordering. Theorem 9 provides the according
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MacWilliams identity.
Consider for example, the ring R =Z4. We may choose again χ(a) = ia, a = 0, . . . ,3.
In this case we have the partition sets P0 = {0}, P1 = {1,3}, P2 = {2} and obtain the
transform M̃(Zl) = Z0 + (χ(l)+ χ(−l))Z1 + χ(2l)Z2 for l = 0,1,2. This results in
the identity
slweC⊥(Z0,Z1,Z2) = 1∣C∣ slweC(Z0+2Z1+Z2, Z0−Z2,Z0−2Z1+Z2), (9)
as it has been presented already in [7, p. 303] as well as in [12, Satz 1.2] as a special
case.
Example 13. (1) This example has been studied by Klemm [12]. It generalizes (9)
in a particular way. Consider R =Zm and let U =Z∗m. Then the orbits of U in R are
Pd ∶= {a ∈Zm ∣ gcd(a,m) = d} for all divisors d of m. Note that P1 =U and Pm = {0}.
Hence the coefficient of ∏d∣m Zsdd in the symmetrized partition enumerator equals
the number of codewords having exactly sd entries with additive order md−1. The
MacWilliams identity in Theorem 9 tells us that this information about the code fully
determines the same information of the dual code.
(2) This example appeared in [10] by Huber. Let R = Fq = Fpm be a field of odd
characteristic p and such that m is even if p ≡ 3 mod 4. Then (q−1)/4 ∈Z and thus
there exists an element i in Fq such that i2 = −1. Define U ∶= ⟨i⟩ = {1,−1, i,−i}. Its
orbits in Fq form an F-partition P consisting of L ∶= (q−1)/4+1 sets. For a vector
v ∈Fnq, the composition vector compP(v) ∈NL0 counts the number of entries of v in
each orbit, see Definition 7(b). It is called the Gaussian weight in [10]. Theorem 9
provides a MacWilliams identity for the resulting partition enumerator, which has
already been presented in [10, Thm. 2].
Let us now turn to examples for the MacWilliams identity for product partition
enumerators as derived in Theorem 8. We obtain the well-known identity for the
exact weight enumerator as well as some other, lesser known, identities.
Example 14. This is the de-symmetrized version of the complete weight enumer-
ator discussed in Example 11. Let U be the trivial group {1}, which induces the
partition P consisting of the singletons {a}. The resulting product partition enu-
merator PEPn,C is the exact weight enumerator eweC ∶=∑v∈C∏nt=1Yt,vt ∈C[Yt,α ∣ t =
1, . . . ,n, α ∈ R]. The monomials of this polynomial are in bijection to the codewords.
Just like the full weight enumerator in Theorem 6, the exact weight enumerator
carries all information about the code (this time, the information is encoded in a
polynomial in n∣R∣ indeterminates, whereas the full weight enumerator is a poly-
nomial in ∣R∣n indeterminates). It is thus clear that the exact weight enumerators
of the code and its dual must determine each other, and the MacWilliams identity
from Theorem 8 simply makes this explicit. The associated MacWilliams transform
is given by M̃(Yt,α) =∑β∈R χ(αβ)Yt,β for all t. For codes over fields this identity
appears already in [18, Ch. 5, Thm. 14] by MacWilliams and Sloane.
The next examples cover in particular the Lee weight.
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Example 15. 1) This is the de-symmetrized version of Example 12. Let R,U and
the partition P be as in Example 12. The product partition enumerator is based on the
weight function given by v↦∏nt=1 Zt,[vt] ∈C[Zt,l ∣ t = 1, . . . ,n, l = 0, . . . ,L], where L
is the number of nonzero U-orbits. The enumerator keeps track of the entries of v up
to sign, but including their position t.
As a special case, let R =Zm and χ ∶Zm→C, a↦ ζ a, where ζ ∈C is a primitive m-th
root of unity. We call the resulting product partition enumerator plweC the Product
Lee Weight Enumerator. The coefficient of a monomial ∏nt=1 Zt,lt equals the number
of all codewords for which the t-th entry is ±lt . According to Theorem 8, plweC and
plweC⊥ satisfy a MacWilliams identity with MacWilliams transform given by
M̃(Zt,l) = ⎧⎪⎪⎨⎪⎪⎩Zt,0+∑
L
s=1 (ζ l⋅s+ζ−l⋅s)Zt,s if m is odd
Zt,0+∑L−1s=1 (ζ l⋅s+ζ−l⋅s)Zt,s+ζ l⋅LZt,L if m is even
2) In the same way there exists a de-symmetrized version of Example 13(1). The
analogous product partition enumerator keeps track of the additive order of each
individual codeword coordinate. Again the MacWilliams identity tells us that this
information fully determines the same type of information for the dual code.
The following is the de-symmetrized version of the Hamming weight.
Example 16. Consider again the F-partition {0}∪(R/{0}) on R as in Example 10.
The induced product partition on Rn leads to the weight function given by v ↦∏nt=1 St,[vt], where [0] = 0 and [a] = 1 for a ≠ 0. As a consequence, the product parti-
tion enumerator is the Support Tracker supp-weC ∶=∑v∈C∏nt=1 St,[vt]. The coefficient
of the monomial ∏nt=1 St,lt enumerates the codewords having support equal to the set{t ∣ lt = 1} ⊆ {1, . . . ,n}. The MacWilliams identity obtained from Theorem 8 has been
discussed already by Zinoviev and Ericson [28, Ex. 3] and Honold and Landjev [9,
Ex. 23].
Example 17. This example does not immediately fit into our setting, but can be
dealt with via a simple adjustment. Let F be a finite field. For a nonzero vector
v = (v1, . . . ,vn) ∈Fn define ρ(v) ∶=max{i ∣ vi ≠ 0} and put ρ(0) = 0. Then ρ induces
a metric on Fn, the Rosenbloom-Tsfasman weight, which has been introduced by
Rosenbloom and Tsfasman in [21]. This metric plays a specific role for matrices, to
which it generalizes straightforwardly by taking the sum of ρ(x) over all rows x of
the matrix (see also [3]). For the relevance of the Rosenbloom-Tsfasman weight for
detecting matrix codes with large Hamming distance see [23].
We will now derive a MacWilliams identity for the Rosenbloom-Tsfasman enumerator
of codes in Fn and their reversed dual. For i = 0, . . . ,n let Pi = {v ∈Fn ∣ ρ(v) = i}, and
let P be the partition (Pi)ni=0 of Fn. Note that P is not induced by a partition on F as
in Definition 7. For a code C ⊆Fn define the corresponding Rosenbloom-Tsfasman
enumerator RTC =∑ni=0 ∣C ∩Pi∣Zi. Then RTC ∈C[Z0, . . . ,Zn]hom,1, the space of all
homogeneous polynomials of degree 1 in n+1 variables.
Examples show immediately that this enumerator does not satisfy a MacWilliams
identity for a code C and its dual C⊥. However, if one redefines the dual by applying
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Then J = J−1 = JT. The partition P has the following invariance property. First of all,
it is not hard to see that the sets Pi form the orbits of the group action of the invertible
lower triangular matrices on Fn. Next, let v,v′ ∈ Pi for some i, thus v′ = vA for some
invertible lower triangular matrix A. Notice that JATJ is again lower triangular.
Hence, Pj(JATJ) = Pj for each partition set Pj, and one easily derives∑
w∈Pj χ(⟨w,v′J⟩) = ∑w∈Pj χ(⟨w,vJ⟩).
As a consequence, the (generalized) Krawtchouk coefficients ki j =∑w∈Pj χ(⟨w,vJ⟩),
where v ∈ Pi, depend only on i, j, and not on the specific choice of v ∈ Pi.
For a code C ⊆Fn define the reversed dual code C⍊ ∶= C⊥J ∶= {wJ ∣ w ∈ C⊥}. Now it is
easy to derive a MacWilliams identity between RTC and RTC⍊ . Consider again the
full weight enumerator from Theorem 6, and for v ∈Fn let τ(Xv) = Zρ(v). As usual,
we extend τ to an algebra homomorphism onC[Xv ∣ v ∈Fn]. Using the MacWilliams
transform M from Theorem 6 one obtains
τ ○M(XvJ) = ∑
w∈Fn χ(⟨w,vJ⟩)Zρ(w) =
n∑
j=0 ∑w∈Pj χ(⟨w,vJ⟩)Z j =M′ ○τ(Xv),
where the transform M′ on C[Z0, . . . ,Zn]hom,1 is defined as the vector space isomor-
phism given by M′(Zi) =∑nj=0 ki jZ j. Note that this is a linear map. Along with
Theorem 6 all of this now leads to the MacWilliams Identity
RTC⍊ = τ(fweC⊥J) = 1∣C∣τ ○M(fwe(C⊥J)⊥) = 1∣C∣τ ○M(fweCJ)= 1∣C∣M′ ○τ(fweC) = 1∣C∣M′(RTC).
The Krawtchouk coefficients for the transform can be computed explicitly. Consider-
ing ⟨w,vJ⟩ and making use of the properties in Proposition 3, one derives
ki, j =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 if j = 0∣Pj ∣ = q j−1(q−1) if 1 ≤ j ≤ n− i−qn−i if j = n− i+1
0 if j > n− i+1
Thus the MacWilliams transform reads as
M′(Zi) = Z0+ n−i∑
j=1q j−1(q−1)Z j −qn−iZn−i+1. (11)
This has also been derived in [3, Thm. 3.1]. We come back to this in Example 21,
when it will be extended to the space of matrices Fs×n.
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5 Split partition enumerators
In this section we describe how the previous results generalize to MacWilliams
identities for codes in Rn1 ×Rn2 , where one considers different induced partitions
on Rn1 and Rn2 . The ideas generalize straightforwardly to any finite number of factors.
Several of such cases for split enumerators have been investigated in the literature.
They are discussed below. The main idea of this section has been used already in [18,
Ch. 5, § 6] for the split Hamming weight enumerator.
Suppose P and Q are partitions of R. Moreover, let P˜ and Q˜ be induced partitions
on Rn1 and Rn2 in the sense of Definition 7, respectively. Thus, either one may be the
induced product or symmetrized partition. Write P˜ = (Pl)Ll=1 and Q˜ = (Qm)Mm=1, and
for v ∈ Rn1 (resp. v ∈ Rn2) denote by [v] the index of the partition set in P˜ (resp. Q˜)
containing v. Let the resulting enumerating functions for P˜ and Q˜ take values in
C[Z] and C[T], respectively, where Z and T are appropriate lists of indeterminates;
see Theorems 8 and 9. For any v ∈ Rn1 let Z[v] denote the monomial associated
with the partition set P[v] and similarly for the vectors in Rn2 . Then the partition
enumerators are given by∑v∈CZ[v] for codes C in Rn1 and∑v∈CT[v] for codes in Rn2 .
Definition 18. The split partition enumerator of a code C ⊆ Rn1 ×Rn2 with respect to
the partition P˜ × Q˜ is defined as
SPEP˜×Q˜,C = ∑(v,w)∈CZ[v]T[w] ∈C[Z,T].
The coefficient of a monomial ZlTm equals the cardinality ∣C ∩Pl ×Qm∣.
It is not hard to see [28, Thm. 3] that if both P and Q are F-partitions on R, thenP˜ × Q˜ is an F-partition on Rn1 ×Rn2 . As a consequence, there is a MacWilliams
identity between the split partition enumerators of a code and its dual. We can make
this identity precise by combining the previous results.
From Theorems 8 and 9 we know that there exist transformsM1 ∶C[Z]→C[Z] andM2 ∶C[T]→C[T] such that
PEP˜ ,C⊥1 = 1∣C1∣M1(PEP˜ ,C1) and PEQ˜,C⊥2 = 1∣C2∣M2(PEQ˜,C2)
for all codes Ci ⊆ Rni , i = 1,2. Now we can formulate
Theorem 19. Define the transform M¯ ∶C[Z,T]→C[Z,T] as the C-algebra ho-
momorphism given by ZlTm ↦M1(Zl)M2(Tm). Then we have the MacWilliams
identity
SPEP˜×Q˜,C⊥ = 1∣C∣M¯(SPEP˜×Q˜,C)
for each code C ⊆ Rn1 ×Rn2 .
Sketch of Proof: We start again with the MacWilliams identity for the full weight
enumerator given in Theorem 6. From the proofs of Theorems 8 and 9 we know that
φi ○M =Mi ○φi for i = 1,2, where M is as in Theorem 6 and where
φ1 ∶C[Xv ∣ v ∈ Rn1]Ð→C[Z] and φ2 ∶C[Xw ∣ w ∈ Rn2]Ð→C[T]
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are given by φ1(Xv) =Z[v] and φ2(Xw) =T[w]. Furthermore, define
φ ∶C[X(v,w) ∣ (v,w) ∈ Rn1 ×Rn2]Ð→C[Z,T], X(v,w)z→Z[v]T[w].
Using the group homomorphism property of the character χ it is not hard to see that
φ(M(X(v,w)) =M1(φ1(Xv))M2(φ2(Xw)) = M¯○φ(X(v,w)).
Now the identity in (4) along with SPEP˜×Q˜,C = φ(fweC) leads to the desired identity.◻
This result covers several results known from the literature.
Example 20. (1) Consider the Hamming weight on both Rn1 and Rn2 . In this case
we obtain the simple the identity
SPEP˜×Q˜,C⊥(W0,W1,Z0,Z1)= 1∣C∣SPEP˜×Q˜,C(W0+(∣R∣−1)W1,W0−W1,Z0+(∣R∣−1)Z1,Z0−Z1), (12)






0 equals the number of codewords having
Hamming weight i on the first n1 coordinates and Hamming weight j on the last n2
coordinates. This identity has been derived already by MacWilliams and Sloane for
codes over the binary field in [18, Ch. 5, Eq. (52)] and by Simonis [22, Eq. (3’)],
where the codewords are divided into t blocks of coordinates. A similar identity can
be found in [4] by El-Khamy and McEliece. The latter authors also observe that if C
is a systematic [n,k] code, then the split weight enumerator for the Hamming weight
on both parts is the input-redundancy weight enumerator which keeps track of the
input weights in combination with the corresponding redundancy weight. This allows
them to apply their identity to MDS codes in order to derive further results on the bit
error probability for systematic RS codes. In [16] this weight enumerator has been
used to derive a MacWilliams identity for the input-output weight enumerators of
direct-product single-partity-check codes.
(2) One should note that the support-tracker discussed in Example 16 as well as the
Product Lee Weight Enumerator in Example 15 are special cases of the split weight
enumerator, where we partition the codewords into n blocks of length 1.
We close this note with the Rosenbloom-Tsfasman weight for matrix codes. The
following result can also be found in [3] by Dougherty and Skriganov.
Example 21. Recall the Rosenbloom-Tsfasman metric ρ from Example 17. Consider
the vector space Fs×n of all s×n-matrices over the field F =Fq. Denote the rows of
a matrix M ∈Fs×n by M1, . . . ,Ms ∈Fn. For r ∶= (r1, . . . ,rs) ∈N ∶= {0, . . . ,n}s define
the set Pr ∶= {M ∈Fs×n ∣ ρ(Mi) = ri, i = 1, . . . ,s}. Then (Pr)r∈N forms a partition on
F
s×n. It is the direct product of the Rosenbloom-Tsfasman partition on Fn extended
to Fn× . . .×Fn. Define the split weight enumerator of a code C ⊆Fs×n with respect




i=1 Zi,ρ(Mi) ∈C[Z1,0, . . . ,Z1,n, . . . ,Zs,0, . . . ,Zs,n].
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Then SPEC is a homogeneous polynomial of degree s, and for r ∶= (r1, . . . ,rs) ∈N
the coefficient of∏si=1 Zi,ri equals the number of codewords in C ∩Pr. In [3, Sec. 3]
this enumerator has been coined the T-enumerator.
For a code C ⊆Fs×n we define the reversed dual as
C⍊ ∶= {B ∈Fs×n ∣∑si=1 ⟨Bi,AiJ⟩ = 0 for all A ∈ C},
where the matrix J is as in (10); see also [3, p. 83]. The same line of reasoning as in
the proof of Theorem 19 along with the MacWilliams identity derived in Example 17
leads to the identity
SPEC⍊ = 1∣C∣M′(SPEC),
where M′(∏si=1 Zi,ri) =∏si=1(Zi,0 +∑n−rij=1 q j−1(q− 1)Zi, j − qn−riZi,n−ri+1), see (11).
This reproduces Theorem 3.1 in [3].
It is worth mentioning that the cumulative Rosenbloom-Tsfasman weight ρ(M) ∶=∑si=1ρ(Mi) does not satisfy a MacWilliams identity. In [3] a pair of codes with the
same cumulative Rosenbloom-Tsfasman weight enumerator are given, and where the
reversed dual codes have different enumerators.
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Lyapunov function based step size control for
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Abstract. We present and analyze an abstract step size selection algorithm which
ensures asymptotic stability of numerical approximations to asymptotically stable
ODEs. A particular implementation of this algorithm is proposed and tested with
two numerical examples. The application to ODEs solving nonlinear optimization
problems on manifolds is explained and illustrated by means of the Rayleigh quotient
flow for computing eigenvalues of symmetric matrices.
1 Introduction
Step size control algorithms are nowadays standard in numerical methods for solving
ordinary differential equations (ODEs). Due to the fact that the characteristics of the
vector field depend on the state (and possibly also on time), adaptive step sizes should
be used as the solution evolves. Using efficient implementations, the additional
computational effort for the online computation of suitable step sizes is typically
negligible compared to the gain in computational efficiency. Usually, the adaptive
step sizes are selected on the basis of local error estimates and the corresponding
algorithms are classical and can be found in any text book on numerical methods for
differential equations, as, e.g., in [4, 14, 15, 25].
While error estimation based step size selection schemes achieve very good results
in ensuring accurate approximations on finite time intervals, they do not necessarily
guarantee that the asymptotic behavior of the numerical solution equals that of the
exact solution. In this paper, we will investigate this case for ODEs exhibiting an
asymptotically stable equilibrium. It is well known that any consistent and stable
numerical scheme for ODEs inherits the asymptotic stability of the original equation
in a practical sense, even for more general attractors than equilibria, see for instance
[11, 12, 20] and [25, Chapter 7] for fixed step size and [7, 21] for schemes with
variable step size. However, in general the numerical approximation need not be
asymptotically stable in the usual sense. Instead, it may happen that the numerical
solution does not converge to the equilibrium but only to a small neighborhood
thereof and this can happen not only for fixed step sizes but also when error based
step size control techniques are used, as [18, Example 2.11] shows.
A popular approach to ensure “true” asymptotic stability of the numerical scheme is
the use of specialized numerical schemes, like (typically implicit) schemes having
the A-stability or B-stability property which guarantee asymptotic stability for certain
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classes of ODEs, cf. e.g., [4, 15, 25], or geometric integration methods which preserve
structural properties of the ODE also on infinite integration intervals, cf. e.g., [13]
or [10]. Here, we build upon a different approach which was recently proposed in
[18]. In this reference, general consistent Runge-Kutta schemes (explicit or implicit)
were represented as hybrid control systems such that the step size selection problem
could be reformulated as a nonlinear feedback stabilization problem. Consequently,
nonlinear feedback design techniques like the small gain methodology or Lyapunov
function based design, e.g., via backstepping, could then be applied to solve the
problem under suitable assumptions on the system and, in case of Lyapunov function
based design, on the corresponding Lyapunov function. Although the methods
proposed in [18] may not necessarily outperform specialized tailored methods for
particular problem classes, they form a systematic and versatile approach which can
be applied to many different problems. While the majority of the results in [18] were
focused on existence issues or explicit state dependent step size formulas, it was also
observed that if a Lyapunov function for the ODE is known, then an online step size
control algorithm similar to classical error estimation based step size control schemes
can be designed.
In this paper, we will further investigate and refine this concept. Specifically, we will
present an abstract Lyapunov function based step size control algorithm and prove
asymptotic stability of the generated numerical approximations under general assump-
tions on the functions adjusting the step sizes. We then propose an implementation
of this abstract algorithm in which the adjustment of the step sizes is obtained using
ideas from consistency order based step size control. In this context it is important
to note that the discretization error introduced by the Runge-Kutta scheme may not
necessarily destroy asymptotic stability. On the contrary, it may well happen that the
numerical approximation converges to the equilibrium at a faster rate than the exact
solution and this effect may be even stronger if large time steps are used. A particular
feature of our algorithm — which will also be visible in our numerical examples —
is that it is able to detect this situation and then allows for large step sizes. Of course,
proceeding this way, we can no longer guarantee that the numerical solution faithfully
reproduces the exact solution. However, the algorithm still ensures convergence
to the correct equilibrium and may thus be able to reach a small neighborhood of
this equilibrium with considerably less steps than an approximation which aims at a
correct reproduction of the exact solution during the transient phase.
The algorithm is thus particularly suited for applications in which the numerical
computation of an asymptotically stable equilbrium — but not necessarily the path
along which this equilibrium is approached — is of interest. A typical class of
problems in which this is the case are ODEs which are desiged for solving nonlinear
optimization problems. Since such ODEs, moreover, often come with a canonical
Lyapunov function (in the simplest case the function to be optimized, itself), our
algorithm is readily applicable. For optimization problems appearing in mathematical
systems theory, the monograph of Helmke and Moore [16] presents a variety of
ODEs for optimization and we will illustrate the use of our algorithm in this area by
applying it to the Rayleigh quotient flow for computing the minimal eigenvalue of a
symmetric matrix which is a particular example from [16].
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The remainder of the paper is organized as follows. After introducing the necessary
notation at the end of this introduction, Section 2 defines the systems under consid-
eration as well as Runge-Kutta approximations and their representation via hybrid
systems and introduces the precise problem formulation. Moreover, preliminary
Lyapunov function results from [18] are recalled for convenience of the reader. In
Section 3 we first present and analyze our abstract step size control algorithm and then
discuss a particular implementation of this algorithm and illustrate its performance by
means of two numerical examples. Section 4 then discusses the application nonlinear
optimization, gives a brief survey of approaches from the literature to which our
algorithm applies and finally illustrates the performance of our algorithm for the
Rayleigh quotient flow.
1.1 Notation
By C0(A ; Ω), we denote the class of continuous functions on A ⊆Rn, which take
values in Ω ⊆Rm. By Ck(A ; Ω), where k ≥ 1 is an integer, we denote the class of
differentiable functions on A with continuous derivatives up to order k, which take
values in Ω.
For a vector x ∈Rn we denote by ∥x∥ the Euclidean norm and by x⊺ its transpose. By
Bε(x), where ε > 0 and x ∈Rn, we denote the ball of radius ε > 0 centered at x ∈Rn,
i.e., Bε(x) ∶= {y ∈Rn ∶ ∣y−x∣ < ε }.
R
+ denotes the set of non-negative real numbers and Z+ the set of non-negative
integer numbers. By K∞ we denote the set of all strictly increasing and continuous
functions ρ ∶R+→R+ with ρ(0) = 0 and lims→+∞ρ(s) = +∞.
For every scalar continuously differentiable function V ∶Rn→R, ∇V(x) denotes the
gradient of V at x ∈Rn, i.e., ∇V(x) = ( ∂V∂x1 (x), . . . , ∂ V∂xn (x)). We say that a function
V ∶Rn →R+ is positive definite if V(x) > 0 for all x ≠ 0 and V(0) = 0. We say that
a continuous function V ∶Rn→R+ is radially unbounded if for every M > 0 the set{x ∈Rn ∶ V(x) ≤M} is compact.
2 Setting and problem formulation
We consider autonomous differential equations of the type
z˙(t) = f (z(t)) , z(t) ∈Rn (1)
where f ∶Rn→Rn is a locally Lipschitz vector field for which there exists x∗ ∈Rn
with f (x∗) = 0. Without loss of generality we may assume x∗ = 0. For every z0 ∈Rn
and t ≥ 0, the solution of (1) with initial condition z(0) = z0 will be denoted by z(t)
or by z(t,z0) if we want to emphasize the dependence on the initial value z0.
2.1 Runge-Kutta schemes
A standard way of obtaining a numerical approximation of this solution is via a
Runge-Kutta scheme. Here we summarize the facts for these schemes we need in this
paper. Proofs and more details can be found, e.g., in the monographs [4], [14, 15] or
[25].
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Given an approximation z˜≈ z(t) for some t ≥ 0 and a time step h> 0, an approximation
Φ(z˜,h) ≈ z(t +h) via an s-stage Runge-Kutta method is given by
k j = f (z˜+h s∑
l=1a jlkl) , j = 1, . . . ,s (2)
Φ(z˜,h) ∶= z˜+h s∑
j=1b jk j (3)
Here a jl , b j, j, l = 1, . . . ,s, are the coefficients of the scheme and k1, . . . ,ks are called
the stages of the scheme. Some popular examples for Runge-Kutta schemes can be
found in Section 3.3, below. If a jl = 0 for all l ≥ j and all j = 1, . . . ,s, then the scheme
is called explicit and the equations (2) can be evaluated recursively. Otherwise, the
scheme is called implicit and the equations (2) form a system of (in general nonlinear)
equations. Under the Lipschitz assumption on f one can show using Banach’s fixed
point theorem that there exists a continuous function hmax ∶Rn →R+ such that a
unique solution of (2) exists for each z˜ ∈Rn and each h ∈ (0,hmax(z˜)], see, e.g. [18].
In a practical implementation, (2) needs to be solved by some numerical method, e.g.,
a fixed-point iteration or Newton’s method. Even though this introduces additional
numerical effort in computing Φ(z˜,h), this effort may pay off when solving stiff
equations.
Given the initial time τ0 = 0, an initial value z0 ∈Rn and a sequence of time steps hi > 0
we recursively define the times τi+1 ∶= τi+hi. Then, one can generate approximations
z˜i ≈ z(τi,z0) at the times τi via the iteration
z˜0 ∶= z0, z˜i+1 ∶=Φ(z˜i,hi).
In order to analyze the convergence of a Runge-Kutta scheme, one looks at the
approximation error ei ∶= ∥z˜i − z(τi,z0)∥. For estimating this error, the concept of
consistency is used.
Definition 1. A Runge-Kutta scheme is called consistent with order p ≥ 1, if for each
compact set K ⊂Rn there exists h¯ > 0 and a constant C > 0 such that the inequality
∥Φ(z0,h)− z(h,z0)∥ ≤Chp+1 (4)
holds for all z0 ∈ K and all h ∈ (0, h¯], where z(h,z0) denotes the solution of (1) and
h¯ > 0 is chosen such that this solution exists for all z0 ∈K and all h ∈ (0, h¯].
The consistency and the order of consistency depends on the coefficients of the
scheme. For instance, the condition ∑sj=1 b j = 1 ensures consistency with order
p = 1 for continuously differentiable vector fields f . Additional conditions on the
coefficients a jl and b j ensure higher order consistency, i.e., (4) with p ≥ 2, provided
the vector field f is sufficiently smooth. Consistency together with a Lipschitz-type
stability condition (which holds for any Runge-Kutta scheme provided f in (1) is
Lipschitz) then implies convergence of the scheme. More precisely, if the scheme is
consistent and if the solution z(t,z0) exists for t ∈ [0,T ], then there exists a constant
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CT > 0, such that for any selection of time steps h0, . . . ,hN−1 > 0 satisfying τi ∈ [0,T ]
for i = 0, . . . ,N the inequality
max
i=0,...,N ei ≤CT hp (5)
holds for all sufficiently small h > 0, where h ∶= maxi=0,...,N hi and p is the order of
consistency of the scheme.
2.2 Runge-Kutta schemes as hybrid systems
Our goal in this paper is to analyze the dynamical behavior of the numerical approx-
imation, more precisely its asymptotic stability at the origin. To this end, we need
to interpret the values z˜i as states of a dynamical system. This is a relatively easy
task if the time steps hi are constant, i.e., hi ≡ h for all i = 0, . . . ,N, since in this case
z˜i+1 =Φ(z˜i,h) defines a standard discrete time dynamical system. However, if the
hi are time varying — which is the case we consider in this paper — the situation
becomes more complicated. Varying time steps can, for instance, be handled as part
of an extended state space, cf. [22], or by defining the discrete time system on the
nonuniform time grid {τ0,τ1,τ2, . . .} induced by the time steps, cf. [21] or [7]. Here,
we choose another option, namely to represent the numerical approximation by a
hybrid dynamical system of the form
x˙(t) = F(hi,x(τi)) , t ∈ [τi,τi+1)
τ0 = 0 , τi+1 = τi+hi
hi = ϕ(x(τi)) exp(−u(τi))
x(t) ∈Rn , u(t) ∈ [0,+∞)
(6)
where ϕ ∈C0(Rn;(0,r]), r > 0 is a constant, F ∶ ⋃x∈Rn ([0,ϕ(x)]×{x})→Rn is
a (not necessarily continuous) vector field with F(h,0) = 0 for all h ∈ [0,ϕ(0)],
limh→0+ F(h,z) = f (z), for all z ∈Rn. The function u ∶R+→R+ is a locally bounded
input to the system whose meaning will be described below.
The solution x(t) of the hybrid system (6) is obtained for every such u by setting
τ0 = 0, x(0) ∶= x0 and then proceeding iteratively for i = 0,1, . . . as follows (cf. [17]):
1. Given τi and x(τi), calculate τi+1 according to τi+1 = τi+ϕ(x(τi))exp(−u(τi))
2. Compute the state trajectory x(t), t ∈ (τi,τi+1] as the solution of the differ-
ential equation x˙(t) = F(hi,x(τi)), i.e., x(t) = x(τi)+ (t − τi)F(hi,x(τi)) for
t ∈ (τi,τi+1].
We denote the resulting trajectory by x(t,x0,u) or briefly x(t) when x0 snd u are clear
from the context.
Any Runge-Kutta scheme can be represented by a hybrid system (6) by defining
F(h,x) ∶= h−1(Φ(x,h)−x) = s∑
j=1b jk j (7)
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Indeed, from the explicit solution formula in Step 2, above, it immediately follows
that the solutions of the hybrid system using this F and x0 = z0 satisfy
x(τi,x0,u) = z˜i.
The corresponding time steps hi = ϕ(x(τi)) exp(−u(τi)) are determined via the state
dependent function ϕ(x(τi)) and the time dependent factor exp(−u(τi)) ∈ (0,1].
Hence, ϕ(x(τi)) can be interpreted as the maximal allowable step size for the state
x(τi) (with global upper bound r > 0) and u(τi) can be used to arbitrarily reduce this
value. Note that for implicit Runge-Kutta schemes typically an upper bound on the
step size is needed in order to ensure solvability of the system of equations (2) and
the function ϕ can be used for this purpose, for details we refer to [18].
We will further assume that there exists a continuous, non-decreasing function M ∶
R
+→R+ such that
∥F(h,x)∥ ≤ ∥x∥M (∥x∥) for all x ∈Rn and h ∈ [0,ϕ(x)] (8)
This condition implies that (6) has the “Boundedness-Implies-Continuation” property
and thus for each locally bounded input u ∶R+→R+ and x0 ∈Rn there exists a unique
absolutely continuous solution function [0,+∞) ∋ t → x(t) ∈Rn with x(0) = x0, see
[17]. Appropriate step size restriction can always guarantee that (8) holds for F from
(7), cf. [18].
Modeling numerical schemes (and particularly Runge-Kutta schemes) as hybrid
systems is nonstandard but has certain advantages compared to the alternative discrete
time formulations approaches from [7, 21, 22]. For instance, here we aim at stability
statements for all step size sequences (hi)i∈N0 with hi > 0 and hi ≤ ϕ(x(τi)), cf. the
discussion after Definition 3, below. Once ϕ is fixed, for the hybrid system (6) this is
equivalent to ensuring the desired stability property for all locally bounded functions
u ∶R+→R+. Hence, our hybrid approach leads to an explicit condition (“for all u”)
while the discrete time approach leads to a more technical implicit condition (“for all
hi satisfying hi ≤ ϕ(x(τi))”). Moreover, the formulation via hybrid models enables
us to use readily available stability results from the hybrid control systems literature,
while for other formulations we would have to rely on ad hoc arguments.
2.3 Problem formulation
Our general aim is to ensure asymptotic stability of the origin for (6), (7) for suitable
choices of ϕ and all locally bounded inputs u, provided the origin is asymptotically
stable for (1). To this end, we first precisely define these stability properties.
For the differential equation (1) we use the following condition, cf. [23] (see also
[17, 19]).
Definition 2. We say that the origin 0 ∈Rn is uniformly globally asymptotically
stable (UGAS) for (1) if it is
(i) Lyapunov stable, i.e., for each ε > 0 there exists δ > 0 such that ∥z(t,z0)∥ ≤ ε for
all t ≥ 0 and all z0 ∈Rn with ∥z0∥ ≤ δ and
(ii) uniformly attractive, i.e., for each R > 0 and ε > 0 there exists T > 0 such that∥z(t,z0)∥ ≤ ε for all t ≥ T and all z0 ∈Rn with ∥z0∥ ≤ R.
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The next definition formalizes the condition that (6) is asymptotically stable for all
locally bounded inputs u, cf. [17].
Definition 3. We say that the origin 0 ∈Rn is uniformly robustly globally asymptoti-
cally stable (URGAS) for (6) if it is
(i) robustly Lagrange stable, i.e., for each R > 0 it holds that sup{∥x(t,x0,u)∥∣t ≥ 0,∥x0∥ ≤ R, u ∶R+→R+ locally bounded} <∞,
(ii) robustlyLyapunovstable, i.e., for each ε >0 there exists δ >0 such that ∥x(t,x0,u)∥≤ ε for all t ≥ 0, all x0 ∈Rn with ∥x0∥ ≤ δ and all locally bounded u ∶R+→R+, and
(iii) robustly uniformly attractive, i.e., for each R > 0 and ε > 0 there exists T > 0 such
that ∥x(t,x0,u)∥ ≤ ε for all t ≥ T , all x0 ∈Rn with ∥x0∥ ≤ R and all locally bounded
u ∶R+→R+.
Contrary to the ordinary differential equation (1), for the hybrid system (6) Lyapunov
stability and attraction do not necessarily imply Lagrange stability. This is why — in
contrast to Definition 2 — we explicitly included this property in Definition 3.
Note that our choice ϕ ∈C0(Rn;(0,r]) implies infx∈N ϕ(x) > 0 for any bounded
neighborhood N of the origin. This implies that the asymptotic stability property
can be achieved for a sequence of step sizes hi which is bounded from below by
a positive value. This avoids the undesirable property that the discretization step
sizes tend to 0 as i→ +∞. However, as we will see, it will also be possible to make
rigorous statements in situations where such a ϕ does not exist, cf. Theorem 7 and
the discussion after its proof.
The stability property in Definition 3 is called robust because it requires the respective
stability properties uniformly for all locally bounded inputs u and thus for all (positive)
step sizes hi ≤ ϕ(x(τi)). This is an important feature because it allows us to couple
our method with other step size selection schemes. For instance, we could use the step
size min{ϕ(x(τi)), h˜i} where h˜i is chosen such that a local error bound is guaranteed.
Such methods are classical, cf. [14] or any other textbook on numerical methods for
ODEs. Proceeding this way results in a numerical solution which is asymptotically
stable and at the same time maintains a pre-defined accuracy. Note that our approach
will not incorporate error bounds, hence the approximation may deviate from the
true solution, at least in the transient phase, i.e., away from 0. On the other hand,
as [18, Example 2.1] shows, local error based step size control does in general not
guarantee asymptotic stability of the numerical approximation. Thus, a coupling of
both approaches may be needed in order to ensure both accuracy and asymptotic
stability.
Assuming that Definition 2 is satisfied, Definition 3 now gives rise to several problems.
The first of these is the following existence problem.
(P1) Existence Is there a continuous function ϕ ∶Rn → (0,r], such that 0 ∈Rn is
URGAS for system (6), (7)?
Provided the answer to (P1) is positive, one may then look at the following design
problems.
(P2) Global Design Construct a continuous function ϕ ∶Rn→ (0,r], such that 0 ∈Rn
is URGAS for system (6), (7).
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(P3) Trajectory based Design For a given initial value x0, construct a sequence of
step sizes hi > 0 satisfying hi ≤ ϕ(x(τi)) for all i ∈N and the function ϕ from (P1).
A variety of results related to Problems (P1) and (P2) can be found in [18]. In
this context we note that any consistent and stable numerical scheme for ODEs
inherits the asymptotic stability of the original equation in a practical sense, even for
more general attractors than equilibria, see for instance [11, 12] or [25, Chapter 7].
Practical asymptotic stability means that the system exhibits an asymptotically stable
set close to the original attractor, i.e., in our case a small neighborhood around the
equilibrium point, which shrinks down to the attractor as the time step h tends to 0.
In contrast to this, the property defined in Definition 3 is “true” asymptotic stability,
a stronger property which cannot in general be deduced from practical stability. In
[25, Chapter 5], several results for our problem for specific classes of ODEs are
derived using classical numerical stability concepts like A-stability, B-stability and
the like. In [18], it was observed that Problems (P1) and (P2) can be interpreted as
feedback stabilization problems for the system (6), (7) in which ϕ plays the role of
the stabilizing feedback law. Consequently, various methods from nonlinear control
theory, like small-gain and Lyapunov function techniques, have been applied to these
problems in [18] generalizing the results from [25, Chapter 5] to more general classes
of systems and to systems with different structural properties. In contrast to [18], in
this paper our focus lies on Problem (P3) and applications thereof.
2.4 Lyapunov functions
Lyapunov functions are the main technical tool we are going to use in this paper. In
this section we collect and extend some results from [18] which form the basis for
our algorithm and analysis. The first lemma gives a sufficient Lyapunov condition
for the URGAS property for hybrid systems of the form (6). For its proof we refer to
[18, Lemma 4.1].
Lemma 4. Consider system (6) and suppose that there exist a continuous, positive
definite and radially unbounded function V ∶Rn →R+ and a continuous, positive
definite function W ∶Rn →R+ such that for every x ∈Rn the following inequality
holds for all h ∈ [0,ϕ(x)].
V(x+hF(h,x)) ≤V(x)−hW(x) (9)
Then the origin 0 ∈Rn is URGAS for system (6).
In the following section, we will use inequality (9) in order to construct adaptive step
sizes hi online while computing the numerical solution. To this end, we need to know
a Lyapunov function V . Similar to [18], we will use a Lyapunov function for the
continuous-time system (1) for this purpose. Such a Lyapunov function is defined as
follows.
Definition 5. A positive definite, radially unbounded function V ∈C1(Rn;R+) is
called a Lyapunov function for system (1) if the inequality∇V(x) f (x) < 0 (10)
holds for all x ∈Rn/{0}.
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As we will see in the proof of Theorem 7, below, such a Lyapunov function for (1)
can indeed be used in order to establish (9) for F from (7). As a prerequisite for this
proof, in the remainder of this section we establish bounds on the decay of V along







(which follows by the chain rule) together with ∇V(x) f (x) < 0 for x ≠ 0 implies that
for each λ ∈ (0,1), each x ∈Rn and each sufficiently small h > 0 the inequality
V(z(h,x))−V(x) ≤ hλ∇V(x) f (x) (11)
holds. The following lemma makes the statement “sufficiently small h > 0” in this
observation more precise.
Lemma 6. Let V ∈C1(Rn;R+) be a Lyapunov function for system (1) and λ ∈ (0,1).
Then the following statements hold.
(i) For each two constants R > ε > 0 there exists hε,R > 0 such that (11) holds for
all x ∈Rn with R ≥ ∥x∥ ≥ ε and all h ∈ (0,hε,R].
(ii) Assume that W(x) ∶= −∇V(x) f (x) is locally Lipschitz and that there exist
constants b > 1, ε,c > 0 and a continuous positive definite function ` ∶Rn→R+
satisfying
`(x) ≥ sup{ ∣W(y)−W(z)∣∥y− z∥ ∶ y,z ∈Rn , y ≠ z ,max{∥y∥ , ∥z∥} ≤ b∥x∥}
for all x ∈Rn∖{0} and
∥x∥ `(x) ≤ cW(x) (12)
for all x ∈ Bε(0). Then there exists a continuous function ϕ ∈C0(Rn;(0,r])
for some r > 0 such that (11) holds for all x ∈Rn and all h ∈ (0,ϕ(x)).
Proof. (i) Fix an arbitrary η ∈ (0,ε) and consider the compact sets K ∶= {x ∈Rn ∣R ≥∥x∥ ≥ ε} and Kη ∶= {x ∈ Rn ∣R + η ≥ ∥x∥ ≥ ε − η} and the map x ↦ ∇V(x) f (x).
This map is continuous and attains negative values on K, hence the value α ∶=
maxx∈K∇V(x) f (x) exists and satisfies α < 0. Moreover, since any continuous map
is uniformly continuous on each compact set, the map is uniformly continuous on
Kη , i.e., for given ε ′ > 0 there exists δ > 0 such that∣∇V(x) f (x)−∇V(y) f (y)∣ ≤ ε ′
holds for all x,y ∈Kη with ∥x−y∥ ≤ δ .
Since the vector field f is also continuous, its norm ∥ f (x)∥ is bounded on Kη by some
M > 0 and thus for all t ∈ [0,η/M] we obtain that z(t,x) ∈ Kη and ∥z(t,x)−x∥ ≤ tM
for all x ∈K.
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Now we set ε ′ = (λ −1)α , pick δ > 0 from the uniform continuity property (without
loss of generality we may choose δ ≤ η) and set hε,R ∶= δ/M. Then for all x ∈K and
all t ∈ (0,hε,R] we obtain ∥z(t,x)−x∥ ≤ δ and thus for all h ∈ (0,hε,R] we can estimate





∇(x) f (x)+ε ′dt = h∇(x) f (x)+h(λ −1)α≤ h∇(x) f (x)+h(λ −1)∇(x) f (x) = h(1−λ)∇(x) f (x)
which shows the claim.
(ii) Follows from [18, Lemma 4.3].
3 Lyapunov function based step size control
In this section we present our Lyapunov function based step size control algorithm.
We start by stating and analyzing an “abstract” version of this algorithm and then
describe the details of our implementation and illustrate it by means of two numerical
examples.
3.1 An abstract step size control algorithm
The following algorithm provides an abstract step size selection method based on a
Runge-Kutta scheme for (1), expressed via (7) as a hybrid system (6), a Lyapunov
function V for (1) according to Definition 5 and its derivative ∇V . Moreover, we
assume that we have defined two functions
hreduce ∶R+×Rn→R+ and hnew ∶R+×Rn→R+,
which for a given h > 0 and x ∈Rn produce a reduced step size hreduce(h,x) < h and a
new step size hnew(h,x) > 0. In order to simplify the presentation, the algorithm uses
a maximal step size hmax > 0 which does not depend on the state x, but the inclusion
of a state dependent upper bound is straightforward.
Algorithm 3: Lyapunov function based step size control algorithm
1: inputs
Initial value x0 ∈Rn, initial step size h0 > 0, maximal step size hmax > 0,
parameter λ ∈ (0,1)
2: set x(0) ∶= x0, τ0 ∶= 0, i ∶= 0
3: set hi ∶=min{hi,hmax} and compute x(τi+hi) ∶=Φ(x(τi),hi)
4: while V(x(τi+hi))−V(x(τi)) > λh∇V(x(τi)) f (x(τi)) do
5: set hi ∶= hreduce(hi,x(τi)) and recompute x(τi+hi) ∶=Φ(x(τi),hi)
6: end while
7: set hi+1 ∶= hnew(hi,x(τi)), τi+1 ∶= τi+hi, i ∶= i+1 and goto step 2
Note that this algorithm does not have a termination criterion and hence — in principle
— produces infinitely many values x(τi). Of course, if only a solution on some interval[0,T ] is desired, the algorithm could be modified accordingly.
192
L. Grüne et al. Festschrift in Honor of Uwe Helmke
Since the above algorithm only produces one single sequence of step sizes hi for
each initial value x0, it does not make sense to talk about robust stability concepts
anymore. Moreover, since the Lyapunov function condition in step (2) is only ensured
at the discrete times τi, we cannot in general expect stability properties for all t ≥ 0
(although under suitable conditions they could be recovered by continuity arguments,
see, e.g., [24]). However, under appropriate assumptions on hreduce and hnew we can
still recover the required properties from Definition 3 at the discrete time instants τi,
as the following theorem states.
Theorem 7. Consider Algorithm 3 in which Φ is a consistent Runge-Kutta scheme
with order p ≥ 1. Let V ∈C1(Rn;R+) be a Lyapunov function for system (1) and
λ ∈ (0,1). Assume that hmax > 0 is chosen such that Φ(x,h) is defined for all x ∈Rn
and h ∈ (0,hmax] and that the functions hreduce and hnew satisfy
• there exist real values 0 < ρ1 ≤ ρ2 < 1 such that hreduce(x,h) ∈ [ρ1h,ρ2h] holds
for all x ∈Rn and all h > 0 for which the condition in Step (2) of Algorithm 3 is
satisfied
• hnew(x,h) ≥ h holds for all x ∈Rn and all h > 0 for which the condition in Step
(2) of Algorithm 3 is not satisfied.
Then, for each initial value Algorithm 3 generates an infinite sequence of time steps
hi (i.e., the while loop in steps (2)–(4) always terminates) and at the times τi the
resulting trajectories are
(i) Lagrange stable, i.e., for each R > 0 it holds that sup{∥x(τi,x0)∥∣ i ∈N, ∥x0∥ ≤ R}<∞.
(ii) Lyapunov stable, i.e., for each ε > 0 there exists δ > 0 such that ∥x(τi,x0)∥ ≤ ε for
all i ∈N and all x0 ∈Rn with ∥x0∥ ≤ δ
(iii) uniformly attractive, i.e., for each R > 0 and ε > 0 there exists T > 0 such that∥x(τi,x0)∥ ≤ ε for all τi ≥ T and all x0 ∈Rn with ∥x0∥ ≤ R.
If, in addition, there exists a continuous function ϕ ∈C0(Rn;(0,r]) for some r > 0
such that
V(Φ(x,h))−V(x) ≤ hλ∇V(x) f (x) (13)
holds for all x ∈Rn and all h ∈ (0,ϕ(x)), then for each initial value x0 ∈Rn there
exists hmin > 0 such that hi ≥ hmin holds for all i ∈N. In particular, in this case the
sequence of times τi generated by Algorithm 3 tends to ∞ as i→∞.
Proof. Let (ak)k∈N be an arbitrary sequence with 0 < ak+1 < ak, limk→∞ak → 0 and
pick λ˜ ∈ (λ ,1) arbitrarily. Define the sets M ∶= {x ∈ Rn ∣V(x) ≤ a1}, Mk ∶= {x ∈
R
n ∣V(x) ∈ [ak+1,ak]} and let k ∈N be arbitrary. Since V is continuous, positive
definite and radially unbounded, it follows from Lemma 3.5 in [19] that there exist
functions α1,α2 ∈K∞ with
α1 (∥x∥) ≤V(x) ≤ α2 (∥x∥) for all x ∈Rn. (14)
This implies that the sets M and Mk are compact and there exists Rk > εk > 0 such that
Rk ≥ ∥x∥ ≥ εk holds for all x ∈Mk. Thus we can apply Lemma 6(i) which implies that
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there exists hεk,Rk ∈ (0,hmax] such that the condition (11) holds for λ˜ in place of λ
for all x ∈Mk and all h ∈ (0,hεk,Rk].
Since the scheme is consistent and V is Lipschitz, this implies
V(Φ(h,x))−V(x) ≤V(z(h,x))−V(x)+LChp+1 ≤ hλ˜∇V(x) f (x)+LChp+1
for all x ∈Mk and all h ∈ (0,min{h¯,hεk,Rk}], where h¯ is the step size from the consis-
tency condition for the compact set M and L is the Lipschitz constant of V on the set
K = {Φ(x,h)∣x ∈ M, h ∈ [0, h¯]}∪{z(h,x)∣x ∈ M, h ∈ [0, h¯]}, which is compact since
M× [0,h] is compact and both z(⋅, ⋅) and Φ(⋅, ⋅) are continuous. Setting
γk ∶=max
x∈Mk ∇V(x) f (x) < 0 and h′k ∶= ((λ − λ˜)γLC )
1
p > 0,
for h¯k ∶=min{h¯,hε,R,h′} we thus obtain
V(Φ(x,h))−V(x) ≤ hλ∇V(x) f (x) ≤ hλγk (15)
for all x ∈Mk and all h ∈ (0, h¯k].
Now consider the while loop in the steps (2)–(4) of Algorithm 3 for some x(τi) ∈Mk
and denote by hi,old the time step for which step (1) is executed before entering
this loop. Inequality (15) and the inequalities for hreduce then implies that for any
x(τi) ∈ Mk the loop terminates with a time step hi ≥ min{hi,old ,ρ1h¯k} for which
V(Φ(x(τi),hi)) ≤V(x(τi)) ≤ hiλγk holds. Moreover, since hnew(hi,x(τi)) ≥ hi, the
subsequent time steps h j, j ≥ i+1, will satisfy the same lower bound as hi as long
as x j ∈Mk holds. Hence, as long as x j ∈Mk holds, V(x(τi)) decreases monotonically
with a fixed amount of decay and a uniform positive lower bound on the time step.
Thus, by definition of the sets Mk, for each k ∈N there exists a time tk > 0 such that
whenever x(τi) ∈ Mk there exists a τ j ≤ τi + tk such that either x(τ j) = 0 (and thus
x(τm) = 0 for all τm ≥ τ j) or x(τ j) ∈ Ml holds for some l ≥ k+1. By induction, for
each k ∈N one thus obtains a time Tk > 0 such that for each x0 ∈M there exists some
ik ∈N such that τik ≤ Tk and either x(τi) ∈Mk or x(τi) = 0 holds for all i ≥ ik.
The three stability properties (i)–(iii) are now readily concluded from this property:
(i) Given R > 0 we choose a1 = α2(R) which implies that each x0 ∈Rn with ∥x0∥ ≤
R lies in M. Then the whole solution x(τi) lies in M which implies ∥x(τi)∥ ≤
α−11 (α2(R)) which implies Lagrange stability.
(ii) Given ε > 0 we choose δ =α−12 (α1(ε)). Then the inequality needed for Lyapunov
stability follows as in (i) with δ in place of R.
(iii) Given R and ε , choose a1 as in (i) and k so large that ak ≤ α1(ε) holds. Then, for
T = Tk and all τi ≥ T , the solution x(τi) is either equal to 0 or lies in Ml for some l ≥ k.
This implies ∥x(τi)∥ ≤ α−11 (V(x(τi))) ≤ α−11 (ak) = ε for all τi ≥ T .
We finish the proof by proving the additional property of the hi in case that ϕ ∈
C0(Rn;(0,r]) exists such that (13) holds. To this end, pick an arbitrary x0 ∈Rn and
choose a1 so large that x0 ∈M holds. Then, (13) implies that the values h¯k defined in
the proof, above, can be bounded from below by h∗ ∶=minx∈Mϕ(x) > 0. By induction,
the inequality hi ≥min{hi,old ,ρ1h¯k} then implies hi ≥min{h0,ρ1h∗} > 0 for all i ∈N
which yields the desired positive lower bound on the step sizes hi.
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We note that various sufficient conditions ensuring the existence of ϕ ∈C0(Rn;(0,r])
with (13) can be found in [18, Section 4]. We emphasize, however, that even without
this condition the stability properties defined in Theorem 7 and in particular the
convergence x(τi)→ 0 is ensured. In particular, the numerical solution will converge
to the origin even if Problem (P1) does not have a solution.
3.2 Implementation of the algorithm
There are various ways of defining hreduce and hnew such that the conditions of
Theorem 7 are satisfied. A simple way, proposed in [18] is to define
hreduce(h,x) ∶= h/2 and hnew(h,x) ∶= 2h.
This choice produces reasonable results (cf. [18]) but due to the “try and error” nature
of the resulting algorithm it has the disadvantage that typically the while loop is
executed at least once for each i, implying that Φ is usually evaluated at least twice
for each i.
A more efficient way of defining hreduce and hnew is obtained by using ideas from the
classical error estimation based step size control, cf. e.g. [14, Section II.4]. To this
end, define the Lyapunov differences
∆V(x,h) ∶=V(z(h,x))−V(x) and ∆̃V(x,h) ∶=V(Φ(x,h))−V(x)
for the exact solution and the numerical approximation. If V and f are sufficiently
smooth, then for a p-th order scheme there exists a constant c ∈R such that the
approximate equality
∆̃V(x,h) ≈ ∆V(x,h)+chp+1
holds for all sufficiently small h > 0. Hence, we can approximately compute c as
c ≈ ∆̃V(x,h)−∆V(x,h)
hp+1 .
We now intend to find a time step h˜ > 0 such that
∆̃V(x, h˜) ≤ λ h˜∇V(x) f (x)
holds, which will be approximately satisfied if the inequality
∆V(x, h˜)+ch˜p+1 ≤ λ h˜∇V(x) f (x)
holds, i.e, if
h˜ ≤ (λ∇V(x) f (x)−∆V(x, h˜)/h˜
c
) 1p
holds. Inserting the approximate value for c, we obtain the condition
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This suggests to use the expression on the right hand side of this inequality as a
candidate for a new step size in our algorithm for h = hi. However, this expression is
implicit (as it contains the unknown h˜) and contains the values ∆V(x,h) which are
not available in practice as they depend on the exact solution.
Both problems vanish if we replace the term ∆V(x,h) by its first order approximation
h∇V(x) f (x) (both for h and h˜) which leads to the expression





Although the first order approximation ∆V(x,h) ≈ h∇V(x) f (x) introduces an error
of higher order than the error of the scheme, the resulting step size control mechanism
shows very good results (cf. the discussion at the end of Example 8), probably due
to the fact that the choice of λ < 1 introduces some tolerance against additional
approximation errors.
For the practical implementation, we moreover need to take into account that the
denominator ∆̃V(x,h)/h−∇V(x) f (x) may become negative or 0 — this happens if
the discretization error speeds up the convergence to the origin instead of slowing
down the convergence. To this end, we replace the denominator by max{∆̃V(x,h)/h−∇V(x) f (x),ε(λ −1)∇V(x) f (x)}, where ε > 0 is a small positive constant. Finally,
in order to compensate for the various approximations during the derivation, we
multiply our formula with a security factor ρ ∈ (0,1). All in all, we end up with
hreduce(h,x) ∶= ρh( (λ −1)∇V(x) f (x)




For hnew we may use the same formula, i.e.,
hnew(h,x) ∶= hreduce(h,x), (17)
although this formula does not rigorously ensure the condition hnew(x,h) ≥ h imposed
in Theorem 7 (it would satisfy this condition if all approximate equations in the
derivation were exact). As an alternative, one might use the definition hnew(h,x)∶= max{h,hreduce(h,x)}, however, the difference between these two choices turned
out to be marginal in our numerical simulations and since (17) yields a slightly lower
number of evaluations of Φ we have used this variant in our simulations.
3.3 Examples
In our simulations we run Algorithm 3 with (16) for the Euler, the Heun and the
classical Runge-Kutta scheme. All these schemes are explicit and thus satisfy a jl = 0
for all j, l = 1, . . . ,s with l ≥ j. The Euler scheme is a scheme of order p = 1 with s = 1
stages and coefficient b1 = 1, the Heun scheme is an s = 2 stage scheme of order p = 2
with
s = 2, a21 = 1, b1 = b2 = 1/2
and the classical Runge-Kutta scheme (henceforth abbreviated as RK4) is of order
p = 4 with s = 4 stages and
a21 = a32 = 1/2, a43 = 1, a41 = a42 = a31 = 0, b1 = b4 = 1/6, b2 = b3 = 1/3.
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The standard parameters in all examples were h0 = 0.1, hmax = 1, and ρ = 0.9 and
ε = 0.01 in Formula 16.
Example 8. The first example we investigate is the 2d differential equation
z˙1 = −z1+ z22, z˙2 = −z2− z1z2
with Lyapunov function V(x) = ∥x∥2, cf. [18, Example 4.15]. The Figures 1–3 show
simulation results (phase portrait, Lyapunov function V(x(τi)) over time and time
steps) on the time interval [0,20] with λ = 0.5 and x0 = (5,5)⊺.
















Figure 1: Phase portrait for Example 8 with λ = 0.5 and x0 = (5,5)⊺
All solutions approach the equilibrium x = 0 very quickly. The total number of steps
for the three schemes on the time interval [0,20] were 28 for the Euler scheme, 42
for the Heun scheme and 52 for the RK4 scheme. Here, two facts are worth noting.
First, although the Euler scheme is the scheme with the lowest order, it allows for the
largest steps and needs the fewest total number of steps. This is due to the fact that
for asymptotic stability not only the size of the error matters but also the direction in
which the error distorts the solution. Here, the error in the Euler scheme speeds up
the convergence towards 0 and hence there is no reason for the scheme to reduce the
time step. In contrast to this, while the errors for the Heun and the RK4 scheme are
smaller, they have a tendency to slow down the convergence to 0 and hence the time
steps have to be chosen more cautiously.
Second, it is clearly visible that our step size control Algorithm 3 does by no means
ensure that the numerical solution is close to the exact solution during the transient
phase, i.e., until a small neighborhood of the equilibrium is reached. In fact, the
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Figure 2: Lyapunov function (logarithmic scale) for Ex. 8, λ = 0.5, x0 = (5,5)⊺















Figure 3: Time steps (logarithmic scale) for Example 8 with λ = 0.5 and x0 = (5,5)⊺
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three numerical solutions differ considerably and the Euler solution actually looks
quite irregular. This is not a drawback of our algorithm but actually intended, since
all the algorithm cares about is the convergence to x = 0 which is perfectly achieved
for all schemes. If, in addition, a faithful reproduction of the exact solution during
the transient phase is desired, our step size control algorithm could be coupled with
traditional error estimation based techniques.
In order to illustrate the effects of different choices of λ ∈ (0,1), Figure 4 shows the
time steps for the RK4 scheme for λ = 0.1,0.5,0.9.














Figure 4: Time steps from Algorithm 3 (logarithmic scale) using the RK4 scheme
applied to Example 8 with λ = 0.1,0.5,0.9 and x0 = (5,5)⊺
As expected, the time steps become the smaller the closer the value λ is to 1, i.e.,
the more decay of the Lyapunov function is supposed to be guaranteed. The total
number of steps for the simulations on the time interval [0,20] was 28 for λ = 0.1,
52 for λ = 0.5 and 290 for λ = 0.9.
In order to investigate the efficiency of Formula (16), we have changed the definition
of hnew in (17) by using Formula (16) with ρ = 1.1 instead of 0.9 (the ρ in the formula
for hreduce remains unchanged). With this enlarged ρ , it turns out that the condition
in step (2) of Algorithm 3 is violated in more than 90% of the iterations (similar
results have been obtained for Example 9, below). In contrast to that, with the choice
of ρ = 0.9 this typically happens in less than 5% of the iterations, which shows that
Formula (16) with ρ = 0.9 very precisely predicts a good (i.e., small enough but not
too small) time step hi+1 for the next time step.
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Example 9. Our second example is [18, Example 4.11(ii)], given by the 2d differen-
tial equation
z˙1 = −∥z∥2z1+ z2, z˙2 = −z1−∥z∥2z2
with Lyapunov function V(z) = ∥z∥2. Since the vector field for this example satisfies∥ f (z)∥ =O(∥z∥) in a neighborhood of z = 0, one can show that in a neighborhood of
z = 0 the consistency error of a p-th order Runge-Kutta scheme satisfies
∥Φ(z0,h)− z(h,z0)∥ =O(hp+1∥z0∥)
which, since V is quadratic, implies
∣∆̃V(z0,h)−∆V(z0,h)∣ = ∣(V(Φ(z0,h))−V(z0))−(V(z(h,z0))−V(z0))∣= O(hp+1∥z0∥2).
On the other hand, writing the system in polar coordinates one verifies that
∆V(z0,h) =O(h∥z0∥4),
again in a neighborhood of 0. Hence, for each fixed h > 0 and all z0 sufficiently close
to 0 the inequality
∆̃V(z0,h) < 0 (18)
can not be guaranteed from these estimates, since the Lyapunov difference consistency
error ∣∆̃V(z0,h)−∆V(z0,h)∣ is not guaranteed to be smaller than the exact decay
∆V(z0,h). Since the analysis in [18] uses similar estimates, this explains why none
of the sufficient conditions in [18] guaranteeing asymptotic stability for h /→ 0 is
satisfied for this example.
However, the fact that (18) is not guaranteed by this analysis does, of course, not imply
that this inequality does not hold. Indeed, the fact that the difference ∥Φ(z0,h)−
z(h,z0)∥ is large does not necessarily imply that the difference ∣∆̃V(z0,h)−∆V(z0,h)∣
is large: it may well happen that the error included in Φ(z0,h) is large compared to
∆V(z0,h) but nevertheless does not act destabilizing, because it changes the exact
solution z(h,z0) into a direction in which V does not grow — or does even further
decrease. In fact, we already observed this behavior in Example 8 for the Euler
scheme and will also observe it for this example, but now for the RK4 scheme.
The Figures 5–7 show the simulation results (phase portrait, Lyapunov function
V(x(τi)) over time and the time steps) on the time interval [0,200] with λ = 0.5 and
x0 = (5,5)⊺.
The total number of steps is 24925 for the Euler scheme, 621 for the Heun scheme
and 240 for the RK2 scheme. Hence, in this example the benefit of using higher order
schemes is clearly visible.
However, the advantage of the RK4 is not only due to the higher order. Looking at
the step sizes one sees that for the Euler and the Heun scheme the step size is strictly
decreasing after the first couple of time steps. Longer simulations indicate that the
sequences indeed converge to 0 which is in accordance with the discussion above,
i.e., that decay of the Lyapunov function can only be guaranteed for vanishing step
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Figure 5: Phase portrait for Example 9 with λ = 0.5 and x0 = (5,5)⊺















Figure 6: Lyapunov function (logarithmic scale) for Ex. 9, λ = 0.5, x0 = (5,5)⊺
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Figure 7: Time steps (logarithmic scale) for Example 9, λ = 0.5, x0 = (5,5)⊺
size h if the discretization error acts destabilizing, which appears to be the case for
these two schemes. In contrast to this, the error in the RK4 scheme has a stabilizing
effect, because we observe a much faster decay of the Lyapunov function V than in
the other examples (even faster than for the exact solutions), while the step sizes are
constantly equal to the maximal allowed step size hmax = 1.
Summarizing, our examples show that the step size control scheme manages to obtain
asymptotically stable solutions for different numerical schemes. A particular feature
of the scheme is that step sizes are only reduced if a large error has destabilizing
effect, while the scheme allows for large step sizes (and errors) as long as they do not
affect the decay of the Lyapunov function.
4 Application to optimization
An obvious limitation of Algorithm 3 is that a Lyapunov function for (1) needs to be
known. There are, however, several settings in which a Lyapunov function is known
and yet finding a solution of (1) which converges to an equilibrium x∗ of f (which in
this section is typically ≠ 0) is a meaningful problem. Examples can be found in [18,
Section 6]. Here we focus on the solution of a nonlinear optimization problem (also




hi(x) = 0, i = 1, . . . ,m
g j(x) ≤ 0, j = 1, . . . ,k.
(19)
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Here F ∶Rm →R, hi,g j ∶Rm →R for i = 1, . . . , p and j = 1, . . . ,q are twice continu-
ously differentiable functions.
The Problem (19) is well posed, e.g., if its feasible set
Ω ∶= {x ∈Rm ∣hi(x) = 0, i = 1, . . . , p, g j(x) ≤ 0, j = 1, . . . ,q}
is nonempty and F is radially unbounded, or if Ω is nonempty and compact.
4.1 Differential equation approach to nonlinear optimization
The idea to solve (19) which fits our setting is now as follows: Design a differential
equation
z˙ = f (z) (20)
with state z = (x, x¯) ∈Rm+k, which exhibits an asymptotically stable equilibrium
z∗ = (x∗, x¯∗) such that x∗ is a minimizer of (19).
In order to explain how this can be accomplished, let us first look at an unconstrained
problem, i.e., a problem (19) with p = q = 0. Then, a candidate for (20) (with
z = x ∈Rm) is the (negative) gradient flow
f (x) ∶= −∇F(x).
Using V(x) ∶= f (x)− f (x∗), we obtain
∇V(x) f (x) = −(∇F(x))2
and if f is radially unbounded and∇F(x) ≠ 0 for all x ≠ x∗ (which means that x∗ is the
only critical point of F), then V is a Lyapunov function for f and global asymptotic
stability of x∗ follows from standard Lyapunov function arguments. Moreover, even
though x∗ and f (x∗) are unknown, the Lyapunov function V(x) ∶= f (x)− f (x∗) can
be used in Algorithm 3 since the term f (x∗) vanishes in the derivative ∇V(x) and
cancels out in the Lyapunov difference V(Φ(h,x))−V(x). For further information
on this approach for unconstrained problems we refer to [9].
For constrained problems, there are different ways to incorporate hi and g j into the
definition of f in (20). Typically, these approaches include the constraints via suitable
penalization terms in (20). In order to illustrate this concept in a simple setting, let
us consider the case where no inequality constraints are present (i.e., q = 0) and the
equality constraints are linear, i.e., of the form Ax = b for a matrix A and a vector b of
suitable dimension. For this setting, it was shown in [18, Section 6.1] that — under
appropriate conditions on F and A — the system
z˙ = [−(∇2F(x)(∇F(x)+ x¯⊺A)⊺+A⊺(Ax−b))−A(∇F(x)+ x¯⊺A)⊺ ] =∶ f (z)
has a unique asymptotically stable equilibrium z∗ = (x∗, x¯∗) where x∗ minimizes
F . The corresponding Lyapunov function V(z) = ∥∇F(x)− x¯⊺A∥2+∥Ax−b∥2 does
203
Festschrift in Honor of Uwe Helmke L. Grüne et al.
not require the knowledge of x∗ and is thus implementable in Algorithm 3. Similar
constructions can be made for more general constraints, see, e.g., [1–3, 26, 27],
however, not all of these approaches provide a Lyapunov function implementable
in Algorithm 3 and sometimes the dynamics are only locally defined. Of course,
suitable conditions on the data of (19) are needed in order to ensure that the (extended)
minimizer is indeed an asymptotically stable equilibrium of (20). For this purpose,
linear independence conditions on the derivatives of the constraint functions and
sufficient conditions like KKT or Fritz John conditions can be employed, which we
will not discuss in detail here (the interested reader is referred, e.g., to [5, 6, 8]).
However, the interplay between these conditions for the approaches just cited and
Algorithm 3 is still largely unexplored and will be addressed in future research.
Finally, we remark that — unless certain convexity assumptions are satisfied — is in
general overly optimistic to assume that the global optimum x∗ is the only equilibrium
of (20). However, as our example in the next section shows, one may still be able to
solve (20) using Algorithm 3 if the initial value lies in the domain of attraction. Again,
the precise behavior of Algorithm 3 in this situation is subject to future research.
4.2 Optimization on manifolds: the example of the Rayleigh quotient flow
Optimization problems of the type (19) can be designed in order to solve various
problems in systems theory. A comprehensive account of such techniques can be
found in Helmke and Moore [16]. For many of the problems discussed in this
monograph gradient flows are presented and analyzed. Typically, the optimization
problems presented in [16] are posed on suitable manifolds M ⊂Rn and the constraints
in (19) then represent the condition x ∈M.
As an example, let us look at the problem of computing the smallest eigenvalue λmin
of a symmetric real matrix A ∈Rn×n. The minimal eigenvalue can then be computed
as the minimum of the Rayleigh quotient
rA(x) = x⊺Ax∥x∥2
over all x ∈M =Sn−1 ∶= {x ∈Rn ∣∥x∥ = 1} and the minimizer x∗ ∈Sn−1 is an associated
eigenvector. Hence, λmin and an associated eigenvector can be computed by solving
(19) with F(x) = x⊺Ax and h1(x) = ∥x∥2−1.
The gradient flow associated to this minimization problem is the Rayleigh quotient
flow
x˙ = −(A− rA(x)In)x, (21)
where In is the n×n identity matrix and the derivative of rA at a point x ∈Sn−1 applied
to ξ from the tangent space TxSn−1 is given by∇rA(x)ξ = 2x⊺Aξ
(details on the derivation of these formulas can be found in [16, Section 1.3]).
Similar gradient flows are provided and analyzed in [16] for various other problems
on manifolds M. All these flows have in common that the solution of the gradient
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flow stays in M, i.e., that the vector field in (20) satisfies f (x) ∈ TxM for all x ∈ M.
Hence, for the exact solution to (20) the constraints are automatically satisfied.
However, when applying a Runge-Kutta scheme to (20), due to the discretization
error x ∈M does in general not imply Φ(h,x) ∈M. One remedy for this problem is to
incorporate the constraints which keep the system on M into the definition of f in
(20) and to consider Φ as an “exterior” approximation to the gradient flow on M in
the ambient Rn. However, our attempt to do this for the Rayleigh quotient flow so
far did not yield satisfactory results, since the solution deteriorates due to additional
equilibria appearing outside M =Sn−1.
Hence, as an alternative approach we use an “interior” approximation, in which
we modify Φ in order to keep the numerical solution on M (for more information
on this approach see [13, Chapter IV] and for its relation to differential algebraic
equations see [15, Chapter VII]). This approach is possible if we can define (and
implement) a projection operator P which maps each point in a neighborhood N
of M to M. For M = Sn−1 such a projection is simply given by Px = x/∥x∥ for all
x ∈N =Rn ∖ {0}. Then, we may replace Φ(h,x) by PΦ(h,x) and if P satisfies
the inequality ∥Px− x∥ ≤C∥y− x∥ for all x ∈N , all y ∈ M and some constant C > 0,
then one easily verifies that for sufficiently small h > 0 the projected approximation
PΦ(x,h) is well defined and consistent with the same order of consistency asΦ(x,h).
Proceding this way leads to very good results for the Rayleigh quotient flow, as the
following example shows.
Example 10. We applied Algorithm 3 withPΦ=Φ/∥Φ∥ andΦ obtained by applying
the Euler, Heun and RK4 scheme introduced on Section 3.3 to the Rayleigh quotient
flow (21). As Lyapunov function we use V(x) = rA(x)−λmin, which, as explained
in Section 4.1, can be implemented in Algorithm 3 without the knowledge of λmin.










Since the Rayleigh quotient flow has several equilibria (in fact, each eigenvalue of
A is a critical value of rA), the system is not UGAS. However, it is still UGAS on
each compact subset of the domain of attraction of either x∗ or −x∗ and if we start in
such a set then the guaranteed decay of V ensures that we stay in this set. Moreover,
since the set of exceptional points (i.e., the set of initial values for which the solution
does not converge to either x∗ or −x∗) is a set of lower dimension, picking a “random”
initial value (in our simulation x0 = (1,0,0)⊺) the probability of starting in a compact
subset of the domain of attraction is very high. Due to this fact, we did not observe
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any problems in our numerical simulations (which showed comparable results for
several other matrices we have tested).
The Figures 8–10 show the phase portrait (projected into the (x1,x2)-plane), the val-
ues rA(x(t))−λmin and the corresponding time steps. For each scheme, the simulation
was stopped if the condition ∣rA(x(τi+1))− rA(x(τi))∣ < 10−10 was satisfied.















Figure 8: Phase portrait (in (x1,x2)-plane) for Ex. 10 with λ = 0.4 and x0 = (1,0,0)⊺
The total number of steps in the computation was 13 for the Euler scheme, 32 for
the Heun scheme and 26 for RK4. The value λ = 0.4 in the simulations was chosen
because it turned out to yield termination in a smaller number of steps than larger or
smaller choices of λ .
It is interesting to note that — as in Example 8 — the Euler scheme turns out to yield
the best results since it delivers the approximation of the minimal eigenvalue λmin
up to the desired accuracy of 10−10 in the smallest number of steps, even though
the solution (as clearly visible in Figure 8) is obviously not a good approximation
during the transient phase. Hence, the example shows that if the emphasis lies on
a numerically cheap computation of the minimum, i.e., the equilibrium, then high
order schemes may not necessarily be advantageous.
For the Euler scheme (and to a lesser extent also for the Heun scheme), Figure 10
shows that the step size constantly changes between larger and smaller values. This
behavior is typical for the application of Lyapunov based step size control with
explicit schemes to stiff equations (cf. e.g., [18, Example 6.1]) which may lead to
the conjecture that the Rayleigh quotient flow for the particular matrix A we have
chosen is a moderately stiff system (even though we did not check this rigorously).
Since the Rayleigh quotient flow is a well studied systems and there are many
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Figure 9: rA(x(t))−λmin (logarithmic scale) for Ex. 10, λ = 0.4, x0 = (1,0,0)⊺













Figure 10: Time steps (logarithmic scale) for Example 10, λ = 0.4, x0 = (1,0,0)⊺
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known techniques for its discretization (again, we refer to [16]), we do not expect
Algorithm 3 to outperform more sophisticated methods particularly tailored for the
Rayleigh quotient flow. Still, our method produces very reasonable results and
moreover provides valuable insights into the performance of different discretization
methods.
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Abstract. This paper provides algebraic criteria for the number of inductors and
capacitors which must be present in a realisation of a given electrical impedance
function. The criteria are expressed in terms of the rank and signature of the associated
Hankel, or Sylvester, or Bezoutian matrix, or equivalently in terms of an extended
Cauchy index.
1 Introduction
The purpose of this paper is to provide algebraic criteria for the number of reactive
elements that are needed in the realisation of a given impedance function in electrical
circuits. The basis for these results is the paper of Youla and Tissi [20] which
introduced the method of reactance extraction in network synthesis. There it was
shown that the number of capacitors and inductors needed to realise a given driving-
point behaviour is the same for any minimally reactive reciprocal realisation and is
related to the number of positive and negative entries in a certain “reactance signature
matrix” associated with the scattering matrix. In this paper we rework this result
starting with the more familiar impedance function. We first relate the number of
capacitors and inductors to the number of positive and negative eigenvalues of the
Hankel matrix. In turn this is related to conditions on the Sylvester and Bezoutian
matrices. The criteria for the latter matrices, and also in terms of an extended Cauchy
index, are shown to be valid for non-proper impedances. The case of non-minimally
reactive networks is also considered and the generalisation to multi-ports is discussed.
We are grateful for the opportunity provided by this Festschrift volume to acknowl-
edge the contributions of Uwe Helmke to the field of Dynamical Systems and Control
Theory in his many elegant results and papers. It is also an opportunity to thank him
for his initiative in organising the workshop on “Mathematical Aspects of Network
Synthesis” at the Institut für Mathematik, Universität Würzburg, 27-28 September
2010, which brought together researchers with common interests in this field, and
which led to a second workshop being held on the theme in Cambridge the following
year. Happy Birthday Uwe!
Mit herzlichen Glückwünschen an Professor Uwe Helmke
anlässlich seines 60. Geburtstags.
2 Notation
We denote the rank of a matrix by r(⋅) and the determinant of a square matrix by ∣⋅∣.
For a real symmetric matrix we denote the number of strictly positive and strictly
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Figure 1: One-port network N with reactive elements extracted.
negative eigenvalues by pi(⋅) and ν(⋅) respectively. The signature σ(⋅) of a real
symmetric matrix is defined by σ(⋅) = pi(⋅)−ν(⋅). Let x1, . . . ,xr be a sequence of
non-zero real numbers. We define P(x1, . . . ,xr) to be the number of permanences
of sign and V(x1, . . . ,xr) to be the number of variations of sign in the sequence
x1, . . . ,xr. We denote the set of real-rational functions in the variable s by R(s).
The subset of proper rational functions, denoted by Rp(s), are those which are
bounded at s =∞. We similarly denote the set of real-rational matrix functions with r
rows and c columns byRr×c(s) and the corresponding subset of proper real-rational
matrix functions byRr×cp (s). We denote the McMillan degree [3, Section 3.6] of a
function F(s) ∈Rr×c(s) by δ (F(s)). If F(s) = a(s)/b(s) ∈R(s) with a(s) and b(s)
coprime then δ(F(s)) =max{deg(a(s)),deg(b(s))}. The extended Cauchy index of
a rational function or a symmetric rational matrix function (see Definitions 5 and 12)
is denoted by γ(F(s)). We call a factorisation of a function F(s) ∈Rr×c(s) into the
form F(s) = B−1(s)A(s) for A(s), B(s) real polynomial matrices in s a left matrix
factorisation. For a symmetric matrix F(s) ∈Rm×m(s) with left matrix factorisation
F(s) = B−1(s)A(s) we denote the Bezoutian by B(B,A) (see Sections 6 and 9). We
denote by X +˙Y the block diagonal matrix with diagonal blocks X and Y .
3 Reactance extraction and the Hankel matrix
We begin with a function Z(s) ∈ Rp(s) with δ (Z(s)) = n. Suppose Z(s) is the
impedance of a one-port network N containing only transformers, resistors and
reactive elements (inductors and capacitors) with positive values, hereafter referred
to as a reciprocal network. Then N contains no fewer than n reactive elements [3,
Theorem 4.4.3], and is called minimally reactive if it contains exactly this many.
Suppose that N contains exactly p inductors and q capacitors and is minimally
reactive, so p+q = n. Using the procedure of reactance extraction [20] N takes the
form of Figure 1 where the network Nr possesses a hybrid matrix M such that
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where ia = [i1, . . . , ip]⊺ is the vector of (Laplace-transformed) currents through the
inductors in N with va the corresponding voltages, vb = [vp+1, . . . ,vp+q]⊺ is the vector
of (Laplace-transformed) voltages across the capacitors in N with ib the corresponding
currents, and the matrix M is partitioned compatibly with the pertinent vectors. The
existence of a hybrid matrix in the form (1) follows from [3, Section 4.4] and is
discussed in greater detail in Section 8 of this paper. Since Nr is a reciprocal network
then, by [3, Theorem 2.8.1], (1+˙Σ)M =M⊺ (1+˙Σ) , (2)
where Σ = (Ip+˙− Iq). When terminated on the reactive elements we have
[vaib] = −sΛ[ iavb] ,
where Λ = diag{L1, . . . ,Lp,C1, . . . ,Cq}. Then it can readily be seen that Z(s) = J +
H(sI−F)−1G where
F = −Λ−1 [M22 M23M32 M33] ∈Rn×n, (3)
G = −Λ−1 [M21M31] ∈Rn×1, (4)
H = [M12 M13] ∈R1×n, (5)
J =M11 ∈R, (6)
and, since Σ2 = In, and Σ and Λ are both diagonal, from (2) we have
F =Λ−1ΣF⊺ΣΛ, (7)
G = −Λ−1ΣH⊺. (8)
Consider the controllability and observability matrices
Vc = [G,FG, . . . ,Fn−1G] , (9)
Vo = [H⊺,F⊺H⊺, . . . ,(F⊺)n−1 H⊺]⊺. (10)
Since δ (Z(s)) = n the state-space realisation (3-6) must be controllable and observ-
able and hence Vo and Vc both have rank n. Furthermore from (7,8) we have
Vc = −Λ−1ΣV⊺o . (11)
We introduce the Hankel matrix
Hn =VoVc =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0 h1 . . . hn−1









Festschrift in Honor of Uwe Helmke T. H. Hughes et al.
where hi =HF iG for i = 0,1,2, . . . are the Markov parameters, which are also directly
defined from the Laurent expansion
Z(s) = h−1+ h0s + h1s2 + h2s3 + . . . . (13)
It follows from (11) that Hn =Vo (−Λ−1Σ)V⊺o . (14)
From (14) and Sylvester’s law of inertia [15] we deduce the following.
Theorem 1. Let Z(s) ∈Rp(s) with δ (Z(s)) = n and let Hn be as in (12) for Z(s)
as in (13). If Z(s) is the impedance of a reciprocal network containing exactly p
inductors and q capacitors with p+q = n then pi(Hn) = q and ν(Hn) = p.
Define the infinite Hankel matrix
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0 h1 h2 . . .
h1 h2 h3 . . .







and the corresponding finite Hankel matrices
Hk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
h0 h1 . . . hk−1





hk−1 hk . . . h2k−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (16)
for k = 1,2, . . .. Then it is known that H has finite rank equal to n and ∣Hn∣ ≠ 0 [10, p.
206-7]. From (14) and [9, Theorem 24, p. 343] we have the following.
Theorem 2. Let Z(s) ∈Rp(s) with δ (Z(s)) = n and let Hk be as in (16) for Z(s)
as in (13). If Z(s) is the impedance of a reciprocal network containing exactly p
inductors and q capacitors with p+q = n then ∣Hn∣ ≠ 0, ∣Hk∣ = 0 for k > n, and
q = P(1, ∣H1∣, . . . , ∣Hn∣), (17)
p =V(1, ∣H1∣, . . . , ∣Hn∣). (18)
In any subsequence of zero values, ∣Hk∣ ≠ 0, ∣Hk+1∣ = ∣Hk+2∣ = . . . = 0, signs are
assigned to the zero values as follows: sign(∣Hk+ j ∣) = (−1) j( j−1)2 sign(∣Hk∣).
4 The Cauchy index and the Sylvester matrix
The Cauchy index of a real-rational function F(s) between limits −∞ and +∞,
denoted I+∞−∞F(s), is the difference between the number of jumps of F(s) from −∞
to +∞ and the number of jumps from +∞ to −∞ as s is increased in R from −∞
to +∞. From [10, Theorem 9, p. 210], if F(s) ∈Rp(s) then I+∞−∞F(s) is equal to
the signature of the corresponding Hankel matrix. From Theorem 1 we deduce the
following.
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Theorem 3. Let Z(s) ∈Rp(s) be the impedance of a reciprocal network containing
exactly p inductors and q capacitors and with p+q = δ (Z(s)). Then
q− p = I+∞−∞Z(s).
We now write
Z(s) = a(s)
b(s) = ansn+an−1sn−1+ . . .+a0bnsn+bn−1sn−1+ . . .+b0 . (19)




h−1b0+h0b1+ . . .+hn−2bn−1+hn−1bn = a0,




bn bn−1 . . . bn−k+1 bn−k . . . bn−2k+1
an an−1 . . . an−k+1 an−k . . . an−2k+1
0 bn . . . bn−k+2 bn−k+1 . . . bn−2k+2








0 0 . . . bn bn−1 . . . bn−k
0 0 . . . an an−1 . . . an−k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (20)
for k = 1,2, . . ., in which we put a j = 0, b j = 0 for j < 0. Following [10, p. 214] we
observe that S2k = Γ2kU2k where
Γ2k =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 . . . 0 0 . . . 0
h−1 h0 . . . hk−2 hk−1 . . . h2k−2
0 1 . . . 0 0 . . . 0








0 0 . . . 1 0 . . . 0





bn bn−1 bn−2 . . . bn−2k+1
0 bn bn−1 . . . bn−2k+2






0 0 0 . . . bn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since a sequence of k(k−1) pairwise row permutations carries Γ2k into a block lower
triangular matrix with diagonal blocks Ik and Hk then∣S2k∣ = b2kn ∣Hk∣. (21)
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It may be observed that ∣S2n∣ is the Sylvester resultant of a(s) and b(s), which is well
known to be non-zero when a(s) and b(s) are coprime. Accordingly we will refer to
the matrices S2k in (20) as Sylvester matrices. If Z(s) ∈Rp(s) then bn ≠ 0 and from
(21) and Theorem 2 we obtain the following.
Theorem 4. Let Z(s) ∈Rp(s) with δ (Z(s)) = n and let ∣S2k∣ be as in (20) for Z(s)
as in (19). If Z(s) is the impedance of a reciprocal network containing exactly p
inductors and q capacitors with p+q = n then ∣S2n∣ ≠ 0, ∣S2k∣ = 0 for k > n, and
q = P(1, ∣S2∣, ∣S4∣, . . . , ∣S2n∣),
p =V(1, ∣S2∣, ∣S4∣, . . . , ∣S2n∣).
In any subsequence of zero values, ∣S2k∣ ≠ 0, ∣S2(k+1)∣ = ∣S2(k+2)∣ = . . . = 0, signs are
assigned to the zero values as follows: sign(∣S2(k+ j)∣) = (−1) j( j−1)2 sign(∣S2k∣).
We remark that Theorem 4 still holds when the polynomials a(s) and b(s) in (19)
are not coprime providing we replace n with r = δ (a(s)/b(s)) in the above theorem
statement. Indeed the conditions ∣S2r ∣ ≠ 0 and ∣S2k∣ = 0 for all k > r hold if and only if
the function Z(s) in (19) has δ (Z(s)) = r or equivalently the polynomials a(s) and
b(s) have exactly n− r roots in common.
5 Non-proper impedances and the extended Cauchy index
We consider the extension of the previous results to general rational functions (without
the assumption of properness). We first introduce the following.
Definition 5. For F(s) ∈R(s) we define the extended Cauchy index γ (F(s)) to be
the difference between the number of jumps of F(s) from −∞ to +∞ and the number
of jumps from +∞ to −∞ as s increases from a point a through +∞ and then from−∞ to a again, for any a ∈R which is not a pole of F(s).
If F(s) is proper or has a pole of even multiplicity at s =∞ then γ (F(s)) = I+∞−∞F(s).
If F(s) is non-proper and has a pole of odd multiplicity at s =∞ then γ (F(s)) differs
from I+∞−∞F(s) by ±1. Note that Definition 5 does not depend on the choice of a. It is
straightforward to verify the following.
Lemma 6. Let F(s), F1(s), F2(s) ∈R(s) . Then
1. γ (F(s)) = −γ (1/F(s)).
2. If F(s) = F1(s)+F2(s) and δ(F(s)) = δ(F1(s))+ δ(F2(s)) then γ (F(s)) =
γ (F1(s))+ γ (F2(s)).
Now suppose that a non-proper Z(s) with δ (Z(s)) = n is the impedance of a min-
imally reactive reciprocal network containing p inductors and q capacitors. Then
1/Z(s) is (strictly) proper and is the admittance of the network. Again following
[3, Section 4.4, Theorem 2.8.1], reactance extraction provides a hybrid matrix M
satisfying (1) with v and i interchanged, and with (2) satisfied for Σ = (−Ip+˙Iq). If
we now form the Hankel matrix H†n corresponding to 1/Z(s) we can deduce that
p−q = σ(H†n) = γ (1/Z(s)) ,
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where we have used the same reasoning as for Theorem 1 (noting the change in sign
due to the change in sign in Σ) and the fact that the extended Cauchy index for a
proper rational function is equal to the signature of the corresponding Hankel matrix
[10, p. 210]. Hence using Lemma 6(1.) and combining with Theorem 3 for the case
that Z(s) is proper we obtain the following result.
Theorem 7. Let Z(s) ∈R(s) be the impedance of a reciprocal network containing
exactly p inductors and q capacitors and with p+q = δ (Z(s)). Then
q− p = γ (Z(s)) .
We further consider a non-proper Z(s). As in Section 3 we can form Hankel matrices∣H†k ∣ corresponding to 1/Z(s). It can then be seen that Theorem 2 holds with Z(s)
replaced by 1/Z(s), the expressions for q and p in (17,18) interchanged, and ∣Hk∣
replaced everywhere by ∣H†k ∣. Now if Z(s) is written in the form (19) then an ≠ 0 and
we can define Sylvester matrices S†2k corresponding to 1/Z(s). As in Section 4 it
follows that
∣S†2k∣ = a2kn ∣H†k ∣. (22)
We further note that S†2k differs from S2k by the interchange of row i with row i+1
for i odd. Therefore
∣S†2k∣ = (−1)k∣S2k∣. (23)
Combining the modified form of Theorem 2 with (22) and (23) we obtain the follow-
ing.
Theorem 8. Theorem 4 (and its subsequent remark) holds for any Z(s) ∈R(s).
6 The Bezoutian matrix




j=1Bi jzi−1(z−w)w j−1. (24)
If Z(s) ∈ Rp(s) then, for Hk as in (16) with Z(s) written as in (13), the matrixB(b,a) is congruent to Hn [8, equation 8.58]. It follows that γ (Z(s)) = σ (Hn) =
σ (B(b,a)) and δ (Z(s)) = r(Hn) = r(B(b,a)), these relationships holding irre-
spective of whether a(s) and b(s) are coprime. If Z(s) is not proper then, since
b(s)/a(s) is proper and B(b,a) = −B(a,b), we have that γ (Z(s)) = −γ (1/Z(s)) =−σ (B(a,b)) = σ (B(b,a)) and δ (Z(s)) = r(B(a,b)) = r(B(b,a)). There is also a
close relationship between the Bezoutian matrix and the Sylvester matrix. Let Z(s)
be as in (19) and let Bk be the matrix formed from the final k rows and columns ofB(b,a), i.e.
Bk = (Bi j)ni, j=n−k+1, (25)
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for k = 1,2, . . . ,n. Define matrices T,P11,P12,P21,P22 ∈Rk×k where
T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 ⋯ 0 1





0 1 ⋯ 0 0




P = [P11 P12P21 P22] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣







an−1 ⋯ an−k bn−1 ⋯ bn−k







0 ⋯ an 0 ⋯ bn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
in which we put a j = 0, b j = 0 for j < 0. Then, following [8, Theorem 8.44], the
matrices P21 and P22 commute and, using a Gohberg-Semencul formula [12, Theorem
5.1], we find ∣P∣ = ∣P11P22−P12P21∣ = ∣Bk∣∣T ∣.
Since a sequence of k(k−1)/2 pairwise column permutations carries T into Ik, and a
sequence of k(3k−1)/2 pairwise column permutations followed by k(2k−1) pairwise
row permutations carries P into S⊺2k, it follows that∣S2k∣ = ∣Bk∣,
for k = 1,2, . . . ,n. Theorems 7 and 8 then lead to the following result.
Theorem 9. Let Z(s) ∈R(s) be as in (19) with δ (Z(s)) = n. Further let Bk be as
in (25) for Bi j, B(b,a) defined via (24). If Z(s) is the impedance of a reciprocal
network containing exactly p inductors and q capacitors with p+q = n then
q = 1
2
(δ (Z(s))+ γ (Z(s))) = pi(B(b,a)) = P(1, ∣B1∣, . . . , ∣Bn∣),
p = 1
2
(δ (Z(s))− γ (Z(s))) = ν(B(b,a)) =V(1, ∣B1∣, . . . , ∣Bn∣).
In any subsequence of zero values, ∣Bk∣ ≠ 0, ∣Bk+1∣ = ∣Bk+2∣ = . . . = 0 signs are assigned
to the zero values as follows: sign(∣Bk+ j ∣) = (−1) j( j−1)2 sign(∣Bk∣).
We remark that the above theorem still holds when the polynomials a(s) and b(s) are
not coprime providing we replace n with r = δ (a(s)/b(s)) in the theorem statement.
7 Biquadratic functions
Despite their apparent simplicity the realisation of biquadratic functions has been
much studied by circuit theorists. Accordingly we write down explicitly the condi-
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The Sylvester matrix S4 takes the form
S4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b2 b1 b0 0
a2 a1 a0 0
0 b2 b1 b0




∣S2∣ = b2a1−b1a2,∣S4∣ = (b2a1−b1a2)(b1a0−b0a1)−(b2a0−b0a2)2 .
The realisability conditions implied by Theorem 8 are shown in Table 1. Note that∣S4∣ > 0 implies ∣S2∣ ≠ 0. The conditions take the identical form if Theorem 9 is used
together with the Bezoutian
B2 = [b1a0−a1b0 b2a0−a2b0b2a0−a2b0 b2a1−a2b1] .
In Table 1 it may be observed that whether the reactive elements are of the same kind,
or of different kind, is determined by the sign of the resultant ∣S4∣. This fact is stated
by Foster [7] but no proof is provided, as noted by Kalman [14]. Also, for the case
that ∣S4∣ > 0, [7] differentiates the 2 cases in Table 1 according to sign(b2a0−a2b0)
rather than sign(∣S2∣), which is easily shown to be equivalent.
Table 1 does not contain any information about synthesis, namely whether a reciprocal
realisation exists for a given impedance function Z(s), only the properties that a
minimally reactive reciprocal realisation must satisfy if it does exist. It is well known
that a function is realisable by a passive network if and only if it is positive-real. For
the biquadratic (26) this is equivalent to
b1a1−(√b0a2−√b2a0)2 ≥ 0,
and all coefficients in (26) have the same sign. Under this condition it is known that
minimally reactive reciprocal realisations always exist [20], [3] and that transformers
are not needed if ∣S4∣ > 0 (see Section 10). On the other hand, transformers are needed
for some functions if ∣S4∣ < 0 [16]. Results on the classification of transformerless,
minimally reactive reciprocal realisations of the biquadratic can be found in [13].
∣S2∣ > 0 ∣S2∣ < 0 ∣S2∣ = 0∣S4∣ > 0 (0,2) (2,0) -∣S4∣ < 0 (1,1) (1,1) (1,1)∣S4∣ = 0 (0,1) (1,0) (0,0)
Table 1: The number of reactive elements (# inductors, # capacitors) in a minimally
reactive reciprocal realisation of a biquadratic.
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Figure 2: The network Nr obtained by removing all reactive elements from N.
8 Non-minimally reactive networks
Youla and Tissi use the scattering matrix formalism to establish lower bounds on
the number of capacitors and inductors which are needed in reciprocal realisations
(possibly non-minimally reactive) of a given scattering matrix [20, Theorem 2]. In
this section we derive an equivalent result using the reactance extraction procedure
as described in Anderson and Vongpanitlerd [3].
Let Z(s) ∈Rp(s) be the impedance matrix of a one-port reciprocal network N con-
taining exactly p inductors and q capacitors. Using the procedure in [3, Section 4.4],
upon removal of the reactive elements in N we are left with the network Nr in Fig. 2










M11 M12 M13 M14 M15
M21 M22 M23 M24 M25










where (ia,va), . . . ,(id,vd) are pairs of Laplace-transformed vectors of currents and
voltages of dimensions p′, q′, p− p′, q−q′ respectively, and M is partitioned compat-
ibly with the pertinent vectors. The network N is obtained upon terminating the ports
corresponding to (ia,va), (ic,vc) with inductors and the ports (ib,vb), (id,vd) with
capacitors. Then we have
[vaib] = −s[L2 00 C3][ iavb] ,
[vcid] = −s[L4 00 C5][ icvd] ,
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where L2 = diag(L1, . . . ,Lp′), C3 = diag(C1, . . . ,Cq′), L4 = diag(Lp′+1, . . . ,Lp) andC5 = diag(Cq′+1, . . . ,Cq). It follows that equations (4.4.60) and (4.4.61) in [3, p. 195]
must hold.
Since Nr is reciprocal then, by [3, Theorem 2.8.1],(1+˙Ip′ +˙− Iq′ +˙− Ip−p′ +˙Iq−q′)M =M⊺ (1+˙Ip′ +˙− Iq′ , +˙− Ip−p′ +˙Iq−q′) . (27)
which implies that all entries in M15, M25 and M34 are zero. Furthermore since
Z(s) is proper we require M14 = 0. It may then be verified that Z(s) has a state-
space realisation with state vector [ia⊺,vb⊺]⊺ with dimension n = p′ +q′ and with
Z(s) = J+H (sI−F)−1 G where
F = −R[M22 M23M32 M33] ∈Rn×n, (28)
G = −R[M21M31] ∈Rn×1, (29)
H = [M12 M13] ∈R1×n, (30)
J =M11 ∈R. (31)
Here
R = [R11 00 R22] ,
with
R11 = (L2+M24L4M⊺24)−1 ∈Rp′×p′ ,
R22 = (C3+M35C5M⊺35)−1 ∈Rq′×q′ ,
where existence of R11 > 0 and R22 > 0 is guaranteed since both (L2+M24L4M⊺24)
and (C3+M35C5M⊺35) are positive definite.
Let Σ = (Ip′ +˙− Iq′). It is straightforward to verify that Σ2 = In, ΣR = RΣ, and both R
and Σ are symmetric. Then from (27-31) we have F = RΣF⊺ΣR−1 and G = −RΣH⊺.
Let Vc and Vo be as in (9,10) with Hn as in (12). It is straightforward to show that
Vc = −RΣV⊺o and hence Hn =Vo (−RΣ)V⊺o .
From [15, Theorem 2], the number of positive and negative eigenvalues ofHn cannot
exceed the corresponding quantities for −RΣ. Since −RΣ = (−R11+˙R22) with −R11 < 0
and R22 > 0, it follows that −RΣ has exactly q′ positive and p′ negative eigenvalues.
From the dimension of the state vector it follows that the McMillan degree of Z(s) is
no greater than n = p′+q′. Hence, for Hk as in (16), we have pi (Hn) = pi (Hk) and
ν (Hn) = ν (Hk) for all k ≥ δ (Z(s)), and so pi (Hk) ≤ q′ ≤ q and ν (Hk) ≤ p′ ≤ p for
all k ≥ δ (Z(s)).
Using the argument in Section 5 about the existence of either a proper impedance
or a proper admittance we obtain the following theorem which holds irrespective of
whether the network is minimally reactive or whether a(s) and b(s) are coprime.
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Theorem 10. Let Z(s) ∈R(s) be as in (19). If Z(s) is the impedance of a reciprocal
network containing exactly p inductors and q capacitors then
q ≥ 1
2
(δ (Z(s))+ γ (Z(s))) = pi (B(b,a)) ,
p ≥ 1
2
(δ (Z(s))− γ (Z(s))) = ν (B(b,a)) .
Here pi (B(b,a)) and ν (B(b,a)) can be calculated in accordance with Theorem 9
providing we replace n with r = δ (a(s)/b(s)).
9 Multi-port networks, generalised Bezoutians, and the extend-
ed matrix Cauchy index
The results in this paper generalise in a natural way to multi-port networks. In contrast
to the one-port case there is no guarantee of existence of a proper impedance or a
proper admittance function. However from [2] any reciprocal m-port network N














and i1,v1, . . . are the Laplace-transformed currents and voltages at the m ports. It is
well known that S(s) ∈Rm×mp (s) and is symmetric [20, Section 2].
Consider the transformation
φ(s) = s+α
s−α , α > 0, (33)
for which
φ−1(s) = α (s+1)
s−1 ,
which maps the left half of the s-plane onto the interior of the unit circle in the
φ -plane. Let
Sˆ(s) = S(φ−1(s)).
It follows from [20, Section 3] that Sˆ(s) ∈Rm×mp (s) is symmetric and has a reali-
sation Sˆ(s) = J +H (sI−F)−1 G satisfying J = J⊺, ΣF = F⊺Σ, and ΣG = H⊺ where
Σ = (Ip+˙− Iq) with p (respectively q) the number of inductors (respectively capac-
itors) in N. It may then be shown that Vc = ΣV⊺o where Vc, Vo are as in (9,10) for
n = p+q ≥ δ (Sˆ(s)).
Consider now the infinite Hankel matrix for Sˆ(s)
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
W0 W1 W2 ⋯
W1 W2 W3 ⋯
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together with the finite Hankel matrices
Hk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
W0 W1 ⋯ Wk−1





Wk−1 Wk ⋯ W2k−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
for k = 1,2, . . . where Wi =HF iG for i = 0,1,2 . . . which coincide with the matrices in
the Laurent series expansion of Sˆ(s)
Sˆ(s) =W−1+W0s +W1s2 +W2s3 + . . . . (35)
Then from [20, Appendix 1], r(H) = r(Hk) = δ (Sˆ(s)) for all k ≥ δ (Sˆ(s)) (and
indeed for all k ≥ r where r ≤ δ (Sˆ(s)) is the degree of the least common multiple of
all denominators of Sˆ(s)). Furthermore if Sˆ(s) is symmetric then so too is H and, as
shown in [4], for k ≥ δ (Sˆ(s)) we also have σ (H)=σ (Hk). SinceHn =VoVc =VoΣV⊺o
and n ≥ δ (Sˆ(s)) then from [15, Theorem 2] (upon a suitable bordering of the matricesHn and Vo to make them square and compatible) we have the following.
Theorem 11. Let S(s) be the scattering matrix of a reciprocal m-port network
containing exactly p inductors and q capacitors. Further let Sˆ(s) = S(φ−1(s)) for
φ(s) as in (33). Then Sˆ(s) ∈Rm×mp (s) is symmetric and, with H as in (34) for Sˆ(s)
written as in (35), we have p ≥ pi (H) and q ≥ ν (H).
For H as in (34) with Sˆ(s) ∈Rm×mp (s) symmetric and written as in (35), σ (H) is
equal to the matrix Cauchy index of Sˆ(s) [4]. To extend these results to the case of
non-proper rational matrix functions we introduce the following generalisation of the
extended Cauchy index.
Definition 12. For a symmetric matrix F(s) ∈ Rm×m(s) we define the extended
matrix Cauchy index γ (F(s)) to be the difference between the number of jumps in
the eigenvalues of F(s) from −∞ to +∞ less the number of jumps in the eigenvalues
of F(s) from +∞ to −∞ as s increases from a point a through +∞ and then from−∞ to a again, for any a ∈R which is not a pole of F(s).
We remark that γ (F(s)) is well defined since the eigenvalues of F(s) are defined by
algebraic functions [5], and since F(s) has real eigenvalues for any real s, the local
power series defining them will not possess fractional powers, hence we can define
an extended Cauchy index for each eigenvalue individually and then take the sum.
Definition 12 coincides with the extended Cauchy index of Definition 5 in the
scalar case. Furthermore, if F(s) ∈Rm×mp (s) then γ (F(s)) coincides with the matrix
Cauchy index defined in [4]. Using results in [4] it is straightforward to show the
following generalisation of Lemma 6.
Lemma 13. Let F(s),F1(s),F2(s) ∈Rm×m(s) be symmetric. Then
1. γ (F(s)) = −γ (F−1(s)) when F−1(s) exists.
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2. If F(s) = F1(s)+F2(s) and δ (F(s)) = δ (F1(s))+δ (F2(s)) then γ (F(s)) =
γ (F1(s))+ γ (F2(s)).
Similar to the scalar case there is a correspondence between the matrix extended
Cauchy index and a matrix Bezoutian. If F(s) is a symmetric matrix with a left
matrix factorisation F(s) = B−1(s)A(s) (A(s) and B(s) need not be left coprime)
then, consistently with [4], we define the matrix Bezoutian B(B,A) as the symmetric





This definition coincides with the definition in Section 6 in the scalar case. If
F(s) ∈Rm×mp (s) is symmetric and with left matrix factorisation F(s) = B−1(s)A(s)
then, from [1] we have
δ (F(s)) = r(B(B,A)) ,
and from [4] we obtain
γ (F(s)) = σ (B(B,A)) .
We remark that these properties hold irrespective of whether B(s) and A(s) are left
coprime. If F(s) is not proper then consider the transformation φ(s) in (33) for any
α which is not a pole of F(s). Then the function Fˆ(s) = F (φ−1(s)) ∈Rm×mp (s) and
we have δ (Fˆ(s)) = δ (F(s)). Since φ(s) is a monotonically decreasing function
of s except at s = α , and φ(s) is rational and bounded at s =∞, it follows that
γ (Fˆ(s)) = −γ (F(s)). Suppose in addition that F(s) has a left matrix factorisation
F(s) = B−1(s)A(s) and let n be the maximum of the degrees of the entries in the
matrices A(s) and B(s). It follows that Fˆ(s) has a left matrix factorisation Fˆ(s) =
Bˆ−1(s)Aˆ(s) where
Bˆ(z)Aˆ⊺(w)− Aˆ(z)Bˆ⊺(w)= (z−1)n (B(φ−1(z))A⊺ (φ−1(w))−A(φ−1(z))B⊺ (φ−1(w)))(w−1)n .
Then it is straightforward to verify that
z⊺B(Bˆ, Aˆ)w = −2α zˆ⊺B(B,A)wˆ,
for all z, w, where
z⊺ = [1, z, ⋯, zn−1] ,
w⊺ = [1, w, ⋯, wn−1] ,
zˆ⊺ = (z−1)n−1 [1, α z+1z−1 , ⋯, (α z+1z−1)n−1] ,
wˆ⊺ = (w−1)n−1 [1, α w+1w−1 , ⋯, (α w+1w−1)n−1] .
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It may be verified that wˆ = T1T2w and zˆ = T1T2z for
T1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 ⋯ 0 0






αn−2 (n−21 )21αn−2 ⋯ 2n−2αn−2 0









...−1 1 ⋯ 0 0
1 0 ⋯ 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where ( kr ) = k!/(r!(k− r)!). It follows thatB(Bˆ, Aˆ) = (T1T2)⊺ (−2αB(B,A))(T1T2) ,
and hence γ (F(s)) = −γ (Fˆ(s)) = −σ (B(Bˆ, Aˆ)) = σ (B(B,A)) and δ (F(s)) =
δ (Fˆ(s)) = r(B(Bˆ, Aˆ)) = r(B(B,A)). We have shown the following.
Lemma 14. Let F(s) ∈Rm×m(s) be symmetric with left matrix factorisation F(s) =
B−1(s)A(s). Then
δ (F(s)) = r(B(B,A)) ,
γ (F(s)) = σ (B(B,A)) .
We conclude by considering the case when a hybrid matrix description of the be-
haviour of N is available. By rearranging equation (32) we find
(I−ΣeS(s))[vαiβ ] = (I+ΣeS(s))[ iαvβ] ,
where iα , vα are the Laplace-transformed vectors of current and voltage across the
first m1 ports, iβ , vβ are the Laplace-transformed vectors of current and voltage
across the remaining m2 ports, and Σe = (Im1 +˙− Im2). Hence providing the pertinent
inverse exists we have
[vαiβ ] =M(s)[ iαvβ] , (36)
where
M(s)Σe = −Σe+2(Σe−S(s))−1 ,
which is symmetric. Such a Σe is commonly referred to as an external signature
matrix, e.g. [19]. From the properties of the McMillan degree [3, Section 3.6] we
have
δ (M(s)Σe) = δ (S(s)) = δ (Sˆ(s)) ,
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and from Lemma 13 and the previous discussion it is straightforward to verify that
γ (M(s)Σe) = γ (S(s)) = −γ (Sˆ(s)) .
Combining this with Lemma 14 and Theorem 11 we obtain the following theorem
which holds irrespective of whether the network is minimally reactive or whether
A(s) and B(s) are left coprime.
Theorem 15. Let M(s) be the hybrid matrix of an m-port reciprocal network contain-
ing exactly p inductors and q capacitors, with current excitation at the first m1 ports
and voltage excitation at the remaining m2 ports as in (36), and let Σe = (Im1 +˙− Im2).
Then M(s)Σe ∈Rm×m(s) is symmetric and, with M(s)Σe written as a left matrix
factorisation M(s)Σe = B−1(s)A(s), we have
q ≥ 1
2
(δ (M(s)Σe)+ γ (M(s)Σe)) = pi (B(B,A)) ,
p ≥ 1
2
(δ (M(s)Σe)− γ (M(s)Σe)) = ν (B(B,A)) .
10 Notes
1. (Networks with only one kind of reactive element). It follows from Theorem 7
that any minimally reactive reciprocal one-port network which contains only one
kind of reactive element has an impedance function Z(s) ∈R(s) which satisfies
γ (Z(s)) = ±δ(Z(s)). This implies that the poles and zeros of Z(s) are real and
interlace each other. This is a well-known property of networks with only one kind
of reactive element [18]. It is also well-known that any such impedance function can
be realised without the aid of transformers in the Cauer and Foster canonical forms.
2. (Poles and zeros of impedance functions). More generally than in 1. Theorem 7
allows connections to be drawn between pole and zero locations of an impedance
function Z(s) and the number of inductors and capacitors in any minimally reactive
reciprocal realisation of Z(s). In particular, knowledge of all real axis poles and
zeros and their multiplicities (including those at infinity) is sufficient to compute the
extended Cauchy Index of a positive-real function.
3. (Mechanical networks). The results in this paper apply equally to mechanical net-
works comprising springs, dampers, inerters and levers with a direct correspondence
being provided by the force-current analogy [17].
4. (Identification). The role of the Cauchy index of a proper rational function,
equivalently the signature of the corresponding Hankel matrix, is well known in the
subject of identification. In [11] it is shown that the 2n-dimensional parameter space
of a strictly proper rational function is divided into n+1 connected regions in which
there are no pole-zero cancellations, with each such region being characterised by the
Cauchy index, and the disconnected regions being separated by rational functions of
lower McMillan degree. The original observation is credited to R.W. Brockett [11].
5. (Balanced model order reduction). The Cauchy index of a proper rational function
F(s) = d+c(sI−A)−1 b is also equal to the signature of the cross-gramian matrices
Wco(T) = ∫ ⊺0 eAtbceAtdt for T ≥ 0, and provides insight into the effects of balanced
model order reduction on the structural properties of the function [6].
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Abstract. Decentralized funnel controllers are applied to finitely many interacting
single-input single-output, minimum phase, relative degree one systems in order to
track reference signals of each system within a prespecified performance funnel. The
reference signals as well as the systems belong to a fairly large class. The result is a
generalization of the work by [2].
1 Introduction
We generalize the early work by Helmke, Prätzel-Wolters, and Schmidt [2] who
exploited the standard high-gain adaptive controller u(t = −k(t)y(t), k˙(t) = y(t)2 (for
linear minimum phase systems with relative degree one and positive high-frequency
gain) to track reference signals of N systems which are interconnected. This approach,
including the class of systems, the class of reference signals and internal models, the
control objective, and the control strategy, is briefly summarized in Section 2.
In the present note we generalize Helmke’s approach by the high-gain “funnel
controller” as follows: We consider the class of systems described by i = 1, . . . ,N
interconnected single-input single-output controlled functional differential systems
of the form
y˙i(t) = Ti(y1(⋅), . . . ,yN(⋅))(t)+ γi vi(t) , yi∣[−h,0] = y0i ∈C∞([−h,0],R) (1)
where, loosely speaking, h ≥ 0 quantifies the “memory" of the system, γi > 0, and the
nonlinear causal operators Ti belong to the operator class T N,1h ; see Definition 2. Note
that interconnections without any structure are incorporated since every Ti depends
on all y1(⋅), . . . ,yN(⋅).
The class of reference signals Yref, we allow for, are all absolutely continuous
functions which are bounded with essentially bounded derivative
Yref ∶=W 1,∞(R≥0,R) ∶= {yref∶R≥0→R is abs. cont.∣yref, y˙ref ∈ L∞(R≥0,R)} (2)
where L∞loc(I,R) (resp. L1loc(I,R)) denote the space of measurable, locally essentially
bounded (resp. locally integrable) functions I→R.
For the concept of “funnel control”, we prespecify admissible functions ϕ belonging
to
Φ ∶= ⎧⎪⎪⎨⎪⎪⎩ϕ ∈W 1,∞(R≥0,R≥0)
∀t > 0 ∶ ϕ(t) > 0 , liminft→∞ϕ(t) > 0 ,∀δ > 0 ∶ ϕ ∣[δ ,∞)(⋅)−1 is globally Lipschitz
⎫⎪⎪⎬⎪⎪⎭ (3)
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“Infinite” funnel, that is the funnel defined on (0,∞) with pole at t = 0.
Figure 1: Error evolution in a funnel Fϕ with boundary ψ(t) = 1/ϕ(t) for t > 0.
so that ϕ describes the reciprocal of the funnel boundary of the funnelFϕ ∶= {(t,e) ∈R≥0×R ∣ ϕ(t)∣e∣ < 1} . (4)
See Figure 1, and Section 3.2 for a variety of funnels.
We will show that the simple funnel controllers
vi(t) = −ϕi(t)1−ϕi(t)∣ei(t)∣ ei(t) , ei(⋅) = yi(⋅)−yref,i(⋅) , i = 1, . . . ,N , (5)
achieve the control objective: for N prespecified performance funnels Fϕi , the N
proportional output error feedback laws (5) applied to (1) yield a closed-loop system
which has only bounded trajectories and, most importantly, each error ei(⋅) evolves
within the performance funnel Fϕi , for i = 1, . . . ,N; see Figure 1 and Figure 2.
Funnel control seems advantageous when compared to high-gain adaptive control:
the gain is no longer monotone but increases if necessary to exploit the high-gain
property of the system and decreases if a high gain is not necessary. Most importantly,
prespecified transient behaviour of the output error is addressed. Although asymptotic
tracking of the reference signals is not guaranteed, the error is forced into an arbitrarily
small strip; therefore, from a practical point of view this difference is negligible since
the width of the funnel (see (23)) may be chosen arbitrarily small. Moreover, funnel
control allows for much more general system classes and reference classes than in [2]
and the interconnection between the subsystems is not limited as in [2]. If an identical
reference trajectory is chosen for every subsystem, our control strategy could be
called synchronization of interconnected systems. Decentralized funnel control for
interconnected systems is the main contribution of the present note and it is treated in
Section 3. We finalize the paper with some illustrative simulation in Section 4.
2 The approach by Uwe Helmke and coworkers
In the present section, the approach by Helmke, Prätzel-Wolters, and Schmidt [2] is
summarized; the generalized approach will then be related to the latter in Section 3.
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y˙1 = T1(y)+γ1 v1




y˙N = TN(y)+γN vN






















Figure 2: Decentralized funnel control of N interconnected systems
Roughly speaking, the underlying idea is to combine adaptive high-gain controllers
and internal models (generating the signals to be tracked) to interconnected high-
gain stabilizable, relative degree one systems; then tracking of reference signals
of each subsystem is achieved if the interconnection has a certain structure which
preserves for the interconnected system the minimum phase property inherited from
the subsystems.
2.1 Class of linear systems
Consider i = 1, . . . ,N interconnected single-input single-output systems of the form
x˙i(t) = Ai xi(t)+bi ui(t)
yi(t) = ci xi(t) (6)
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which all satisfy, for (unknown) Ai ∈Rni×ni , bi,c⊺i ∈Rni , the structural properties
positive high-frequency gain and relative degree one, i.e. cibi > 0 (7)
minimum phase, i.e. det[sIn−Ai bici 0] /= 0 ∀s ∈C+ (8)
u(t) = Fy(t)+v(t), for some F ∈RN×N
with interconnection structure fi j kerc j ⊂ imbi for i /= j, (9)
where u(t) = (u1(t), . . . ,uN(t))⊺, y(t) = (y1(t), . . . ,yN(t))⊺, v(t) = (v1(t), . . . ,vN(t))⊺,
and v denotes the N-dimensional input of the interconnected system.
It was well-known in the high-gain adaptive control community that the structural
properties (7) and (8) allow for a simple adaptive high-gain controller
ui(t) = −ki(t)yi(t) , k˙i(t) = yi(t)2 , (10)
which, if applied to (6) for arbitrary initial data xi(0) = x0i ∈Rni , ki(0) = k0i ∈R, yields
in a closed-loop system (6), (10), and this system has a unique global solution and
satisfies
lim
t→∞yi(t) = 0, limt→∞ki(t) = k∞i ∈R, xi(⋅) ∈ L∞(R≥0,Rni) ;
see, for example, [7] or [12]. One important issue of this approach is that no
information on the system entries of (6) are incorporated in the feedback controller.
However, one drawback is monotonically increasing gain functions t ↦ ki(t) which
may have a large limit and so possible noise in the output measurement is amplified.
2.2 Control objective
Let yref,i ∶R≥0→R denote N reference signals which are periodic and satisfy a linear
differential equation
yref,i(⋅) ∈ kerPi( ddt ) ∶= {ζ(⋅) ∈C∞(R≥0,R)∣ Pi( ddt )ζ = 0}
for given Pi(s) ∈R[s], i = 1, . . . ,N. The control objective is to find N decentralized
adaptive controllers depending on the tracking error
ei(⋅) ∶= yi(⋅)−yref,i(⋅)↦ vi(⋅)
in combination with an internal model (depending on P1(s), . . . ,PN(s)) so that the
closed-loop system has only bounded trajectories and the tracking errors satisfy, for
any initial conditions,
lim
t→∞ei(t) = 0 ∀ i = 1, . . . ,N .
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2.3 Adaptive high-gain controller
Before we state the main result of [2] which is the following Theorem 1, we stress
the underlying ideas of this result:
– The N systems in (6) may be written as one system with N inputs u and N
outputs y, and the latter has strict relative degree one with high-frequency gain
matrix diag{c1b1, . . . ,cnbn} and it inherits the minimum phase property.
– The polynomials Pi(s) allow to design an internal model so that the reference
signals are, for suitable initial values, the output of the internal model.
– The special interconnection structure by F in (9) preserves the strict relative
degree one and minimum phase property of the multi-input multi-output system
v↦ y.
– The adaptive high-gain controllers in (10) are applicable.
Theorem 1. [2, Th. 2.4]
Consider N interconnected systems as in (6)-(9). Let Pi(s) ∈R[s] such that kerPi( ddt )
contains periodic solutions only; i = 1, . . . ,N. Choose a Hurwitz polynomial Q(s) ∈
R[s] such that
` ∶= degQ(s) = degP(s) where P(s) = lcm{P1(s) . . . ,PN(s)}
and a minimal realization (Ar,br,cr) ∈R`×`×R`×R1×` such that
cr(sI`−Ar)−1br +1 = Q(s)P(s) . (11)
Then for any reference signals yref,i(⋅) ∈ kerPi( ddt ) and any initial conditions x0i ∈Rni ,
z0i ∈R`, k0i ∈R, the N decentralized high-gain controllers ei ∶= yi−yref,i↦ vi given by
z˙i(t) = Ar zi(t)−br ki(t)ei(t),
k˙i(t) = ei(t)2,
yi(t) = ci xi(t)





applied to (6), (9) yield a closed-loop system (6), (9), (12) which has solution, this
solution is global and unique and satisfies, for i = 1, . . . ,N,
lim
t→∞ei(t) = 0, limt→∞ki(t) ∈R, xi(⋅) ∈ L∞(R≥0,Rni), zi(⋅) ∈ L∞(R≥0,R`) .
3 Main result
In this section we show how to generalize Theorem 1 in the following sense: The
restriction of the interconnection (9) between the systems is superfluous. We allow
for systems described by functional differential equations encompassing nonlinear
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systems, infinite dimensional systems, systems with hysteresis such as relay or
backlash. The class of reference signals are arbitrary signals which are bounded
and have essentially bounded derivative; an internal model as in (11) is not needed.
Furthermore, the control strategy does not involve a monotonically increasing gain
ki(⋅) as in (10) but a gain which is large if “necessary” and decreases thereafter. The
control strategy will obey prespecified transient behaviour.
3.1 Class of systems
We consider i = 1, . . . ,N interconnected single-input single-output systems described
by controlled functional differential equations of the form (1) where, loosely speaking,
h ≥ 0 quantifies the “memory" of the system, γi > 0, and the nonlinear causal operators
Ti belong to the following operator class T N,qh . Note that interconnections without
any structure are incorporated since every Ti depends on all y1(⋅), . . . ,yN(⋅).
Definition 2 (Operator class T N,qh ). [3]
Let h ≥ 0, N,q ∈N. An operator T is said to be of class T N,qh if, and only if, the
following hold:
(i) T ∶C([−h,∞),RN)→ L∞loc(R≥0,Rq) is a causal operator.
(ii) ∀t ≥ 0 ∀w ∈C([−h,t],RN) ∃τ > t, ∃δ ,∆ > 0 ∀y,z ∈C(w;h,t,τ,δ ,N) :
ess− sup
s∈[t,τ] ∥(Ty)(s)−(T z)(s)∥ ≤ ∆ ⋅ maxs∈[t,τ]∥y(s)− z(s)∥ ,
where C(w;h,t,τ,δ ,N) denotes the space of all continuous extensions z of w ∈
C([−h,t],RN) to the interval [−h,τ] with the property that ∥z(s)−w(t)∥ ≤ δ .
(iii) ∀δ > 0 ∃∆ > 0 ∀y ∈C([−h,∞),RN) with sup
s∈[−h,∞)∥y(s)∥ ≤ δ :∥(Ty)(t)∥ ≤ ∆ for almost all t ≥ 0 .
The crucial property is Property (iii): a bounded-input, bounded-output assumption
on the operator T . Property (ii) is a technical assumption of local Lipschitz type
which is used in establishing well-posedness of the closed-loop system. To interpret
this assumption correctly, we need to give meaning to Ty for a function y ∈C(I,RN)
on a bounded interval I of the form [−h,ρ) or [−h,ρ], where 0 < ρ <∞. This we
do by showing that T “localizes" to an operator T˜ ∶C(I,RN)→ L∞loc(J,RN), where
J ∶= I∖ [−h,0). Let y ∈C(I). For each σ ∈ J, define yσ ∈C([−h,∞),RN) by
yσ(t) ∶= { y(t), t ∈ [−h,σ],y(σ), t > σ .
By causality, we may define T˜ y ∈ L∞loc(J,RN) by the property T˜ y∣[0,σ] = Tyσ ∣[0,σ]
for all σ ∈ J. Henceforth, we will not distinguish notationally an operator T and its
“localization" T˜ : the correct interpretation being clear from context.
In the following we will show the wide range of system classes which can be written
in the form (1) with an operator Ti(y1(⋅), . . . ,yN(⋅)) belonging to the class T N,qh .
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3.1.1 Linear systems
We first study the linear prototype of systems of the form
x˙(t) = Ax(t)+bu(t), x(0) = x0
y(t) = cx(t) (13)
with A ∈Rn×n, b,c⊺ ∈Rn, x0 ∈Rn and relative degree one, i.e. cb /= 0. We show that
the interconnected systems (1) is a generalization of the interconnected system (6), (9).
In our setup, with a slightly different control objective (see Section 2.2) than 1, the
special assumption on F in (9) is superfluous.
Clearly, (13) has relative degree one if, and only if, Rn = imb⊕ ker c. If this is
the case, then there exists V ∈Rn×(n−1) with imV = kerC such that the coordinate
transformation
x↦ [yz] ∶= S−1x where S ∶= [b(cb)−1,V ]
takes (13) into the equivalent form
y˙(t) = A1 y(t)+A2 z(t)+cbu(t), y(0) = y0
z˙(t) = A3 y(t)+A4 z(t), z(0) = z0, (14)
with z(t) ∈Rn−1 and real matrices A1,A2,A3,A4 of conforming formats. This allows
to rewrite (13) in terms (14) and the linear and causal operator,
T z
0 ∶ C(R≥0,R)→C(R≥0,R)
y(⋅)↦ (t ↦ A1y(t)+A2 [eA4tz0+∫ t
0
eA4(t−τ)A3y(τ)dτ]) , (15)
parametrized by z0 ∈Rn−1, as a functional differential equation in y(⋅) only:
y˙(t) = T z0y(⋅)(t)+cbu(t), y(0) = y0 . (16)
If (13) is minimum phase (see (8)), then equivalently σ(A4) ⊂C−; and hence the
operator T z
0
has the crucial property
∀δ > 0 ∃∆ > 0 ∀y(⋅) ∈ L∞(R≥0,R) with ∥y∥∞ < δ ∶ ∥T z0y∥∞ < ∆ , (17)
and it is readily checked that T z
0
belongs to the class T 1,10 . Therefore, each minimum
phase system (6) with positive high-frequency gain cibi > 0 can be equivalently
written in the form (1).
Next we consider the class of systems (6) which satisfy the structural properties (7)
and (8), write them in the form
y˙i(t) = T z0ii (yi(⋅))(t)+cibi ui(t) , yi = cx0i (18)
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and interconnect them with the feedback (9). Writing F = ⎡⎢⎢⎢⎢⎢⎣
f 1⋯
f N
⎤⎥⎥⎥⎥⎥⎦, this results in
y˙i(t) = T z0ii (yi(⋅))(t)+cibi [ f iy(t)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶T z0i (y(⋅))(t)
+cibi vi(t) , yi = cx0i
and the so defined operator y(⋅)↦ T z0i (y)(⋅) also belongs to class T 1,10 and we arrive
at the structure of (1).
3.1.2 Infinite dimensional linear systems
The finite-dimensional class of systems of the form (13) can be extended to infinite
dimensions by reinterpreting the operators A j in (14) as the generating operators of a
regular linear system (regular in the sense of [11]). In the infinite-dimensional setting,
A4 is assumed to be the generator of a strongly continuous semigroup S = (St)t≥0 of
bounded linear operators and a Hilbert space X with norm ∥ ⋅ ∥X . Let X1 denote the
space dom(A4) endowed with the graph norm and let X−1 denote the completion of X
with respect to the norm ∥z∥−1 = ∥(s0I−A4)−1z∣∣X , where s0 is any fixed element of
the resolvent set of A4. Then A3 is assumed to be a bounded linear operator fromR
to X−1 and A2 is assumed to be a bounded linear operator from X1 toR. Assuming
that the semigroup A4 is exponentially stable and that A4 extends to a bounded linear
operator (again denoted by A4) from X toR, then the operator T given by
(Ty)(t) ∶= A1(t)y(t)+A2 [Stz0+∫ t
0
St−τ A3 y(τ)dτ]
is of class T 1,10 and we arrive at the structure of (1). For more details see [8], and for
a similar but more general approach see [3, Appendix A.2].
3.1.3 Nonlinear systems
Consider the following nonlinear generalization of (14):
y˙(t) = f (p(t),y(t),z(t))+g(y(t),z(t),u(t)), y(0) = y0 ∈R
z˙(t) = h(t,y(t),z(t)), z(0) = z0 ∈Rn−1 (19)
with continuous
f ∶RP×R×Rn−1→R, g ∶R×Rn−1×R→R, h ∶R≥0×R×Rn−1→Rn−1
having the properties: h(⋅,y,z) measurable for all (y,z) ∈R×Rn−1 and
∀ compact C ⊂R×Rn−1 ∃ κ ∈ L1loc(R≥0,R) for a.a. t ≥ 0 ∀ (y,z),(y¯, z¯) ∈ C∶ ∥h(t,y,z)−h(t, y¯, z¯)∥ ≤ κ(t)∥(y,z)−(y¯, z¯)∥ .
Then, viewing the second of the differential equations in (19) in isolation (with
input y), it follows that, for each (z0,y) ∈ Rn−1 × L∞loc(R≥0,R), the initial-value
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problem z˙(t) = h(t,y(t),z(t)), z(0) = z0 ∈ Rn−1, has unique maximal solution,
which we denote by [0,ω)→Rn−1, t ↦ z(t;z0,y).
In addition, we assume
∃c0 > 0 ∃q > 1 ∀(u,y,z) ∈R×R×Rn−1 ∶ u ⋅g(y,z,u) ≥ c0 ∣u∣q (20)
and
∃θ ∈C(R≥0,R≥0) ∃c > 0 ∀y ∈ L∞loc(R≥0,R) ∀t ∈ [0,ω)∶ ∥z(t,z0,y)∥ ≤ c[1+ess− sup
s∈[0,t] θ(∣y(s)∣)] (21)
which, in turn, implies that ω =∞. Note that this is akin to, but weaker than,
Sontag’s [9] concept of input-to-state stability. Now fix z0 ∈Rn−1 arbitrarily, and
define the operator
T ∶C(R≥0,R)→ L∞loc(R≥0,R×Rn−1), y↦ Ty = (y(⋅),z(⋅,z0,y)) .
In view of (21), Property (ii) of Definition 2 holds; setting h = 0, we see that Prop-
erty (iii) of Definition 2 also holds. Arguing as in [8, Sect. 3.2.3], via an application
of Gronwall’s Lemma, it can be shown that Property (iii)(b) holds. Therefore, this
construction yields a family (parameterized by the initial data z0) of operators T of
class T 1,n0 . Therefore, (19) is equivalent to
y˙(t) = f (p(t),(Ty)(t))+g((Ty)(t),u(t)) . (22)
Clearly, (22) is not of the form (1). However, the nonlinear function g((Ty)(t),u(t))
compared to γ u(t) allows for high-gain stabilization since assumption (20) yields,
for any compact set C ⊂RP×RM×L,
∀u ∈R ∶ min(v,w)∈C u [ f (v,w)+g(w,u)]∣u∣ ≥ − max(v,w)∈C ∣ f (v,w)∣+c0 ∣u∣q−1 ,
and further, this gives the following condition (akin to radial unboundedness or weak
coercivity)
∀(un) ∈ (R∗)N with lim
n→∞ ∣un∣ =∞ ∶ limn→∞ min(v,w)∈C un [ f (v,w)+g(w,un)]∣un∣ =∞ .
Now our general result Theorem 3 can be shown if condition (20) holds, but we
omit this to keep the presentation simple; for details see [5, Remark 4(iv)]. The
other reason why (22) is not of the form (1) is the first summand in (22). Again, for
technical reasons we omit to show how to incorporate this more general form but
refer to Step 1 of the proof of Theorem 3: the arguments used their indicate how the
right hand side of (1) could be generalized. Under the assumption that N systems of
the form (19) can be written in a feasible form, we may interconnect them via
u(t) = F(y(t))+v(t) , for some continuous F ∶RN →RN
and we arrive at the structure of (1).
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3.1.4 Nonlinear delay systems
Let functions
Gi∶R×R`→Rq ∶ (t,ζ)↦ Gi(t,ζ) , i = 0, . . . ,n,
be measurable in t and locally Lipschitz in ζ uniformly with respect to t: precisely,
(i) ∀ζ ∈R` ∶ Gi(⋅,ζ) is measurable;
(ii) ∀ compact K ⊂Rl ∃c > 0 for a.a. t ≥ 0 ∀ζ ,ψ ∈K∶ ∥Gi(t,ζ)−Gi(t,ψ)∥ ≤ c∥ζ −ψ∥ .
For i = 0, . . . ,n, let hi ≥ 0 and define h ∶= maxi hi. The operator T , defined for ζ ∈
C([−h,∞),Rl) by
(Tζ)(t) ∶= ∫ 0−h0 G0(s,ζ(t + s)) ds+ n∑i=1Gi(t,ζ(t −hi)) ∀t ≥ 0 .
is of class T `,qh ; for details see [8].
3.1.5 Systems with hysteresis
A general class of hysteresis operators, which includes many physically motivated
hysteretic effects, is discussed in [6]. Examples of such operators include backlash
hysteresis, elastic-plastic hysteresis, and Preisach operators. In [4], it is pointed out
that these operators are of class T 1,10 . For illustration, we describe two particular
examples of a hysteresis operators.
Relay hysteresis. Let a1 < a2 and let ρ1 ∶ [a1,∞)→R, ρ2 ∶ (−∞,a2]→R be con-
tinuous, globally Lipschitz and satisfy ρ1(a1) = ρ2(a1) and ρ1(a2) = ρ2(a2). For
a given input y ∈ C(R≥0,R) to the hysteresis element, the output w is such that(y(t),w(t)) ∈ graph(ρ1)∪graph(ρ2) for all t ≥ 0: the value w(t) of the output at t ≥ 0
is either ρ1(y(t)) or ρ2(y(t)), depending on which of the threshold values a2 or a1
was “last" attained by the input y. When suitably initialized, such a hysteresis element
has the property that, to each input y ∈C(R≥0,R), there corresponds a unique output
w = Ty ∈C(R≥0,R): the operator T , so defined, is of class T 1,10 .
Backlash hysteresis with a backlash or play operator of class T 1,10 is also feasible:
see [5, Sect. 4.5.2].
3.2 Control objective: funnel control
The class of reference signals Yref is all absolutely continuous functions which
are bounded, see (2). Obviously, the class Yref is considerably larger than the
class of periodic functions solving a time-invariant linear differential equation as in
Section 2.2.
The control objective is met by decentralized funnel control (see Figure 2) as follows:
The N decentralized proportional output error feedback funnel controllers (5) ap-
plied to (1) yield, for N prespecified performance funnels Fϕi determined by ϕi ∈Φ
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(see (3)) and arbitrary N reference signals yref,i(⋅) ∈ Yref (see (2)), a closed-loop
system which has only bounded trajectories and, most importantly, each error ei(⋅)
evolves within the performance funnel Fϕi , for i = 1, . . . ,N; see Figure 1.
Note that, by assumption,
λϕ ∶= inf
t>0ϕ(t)−1 = 1∥ϕ∥∞ > 0 , ∀ϕ ∈Φ ; (23)
and λϕ describes the minimal width of the funnel bounded away from zero. If
ϕ(0) = 0, then the width of the funnel is infinity at t = 0; see Figure 1. In the
following we only treat “infinite” funnels for technical reasons; if the funnel is finite,
i.e. ϕ(0) > 0, then we certainly need to assume that the initial error is within the
funnel at t = 0, i.e. ϕ(0)∣Cx0−yref(0)∣ < 1, and this assumption suffices.
As indicated in Figure 1, we do not assume that the funnel boundary decreases
monotonically; whilst in most situation the control designer will choose a monotone
funnel, there are situations where widening the funnel at some later time might be
beneficial: e.g., when it is known that the reference signal changes strongly or the
system is perturbed by some calibration so that a large error would enforce a large
control action.
A variety of funnels are possible; we describe some of them here.
1) For a ∈ (0,1) and b > 0, the function
t ↦ ϕ(t) = ⎧⎪⎪⎨⎪⎪⎩
1
1−at , t ∈ [0, 1−ba ]
1
b , t ≥ 1−ba (24)
determines the funnel boundary t ↦ ϕ(t)−1 ∶=max{1−at, b}, which is defined
on the whole ofR≥0; hence Fϕ is a “finite” funnel.
2) For a > 0 and b ∈ (0,1), the function t ↦ ϕ(t) ∶= min{at, b−1} determines
the “infinite” funnel Fϕ and the funnel boundary t ↦ ϕ(t)−1 =max{ 1at ,b} is
defined for all t > 0. The funnel boundary decays strictly monotonically in the
transient phase on the interval [0,(ab)−1] and is equal to the constant value
b−1 > 0 thereafter.
3) Let M,µ,λ > 0 with M > λ . Then the function t ↦ ϕ(t)−1 ∶= max{Me−µt ,λ}
determines a “finite” funnel and ensures error evolution with prescribed ex-
ponential decay in the transient phase [0,T ], T = ln(M/λ)/µ , and tracking
accuracy λ > 0 thereafter. Note that with this choice we may capture the control
objective of “practical (M,µ)-stability”.
4) The choice t ↦ ϕ(t) =min{t/τ,1}/λ with τ,λ > 0, ensures that the modulus
of the error decays at rate τλ/t in the “initial (transient) phase” (0,τ], and, is
bounded by λ in the “terminal phase” [τ,∞).
The above examples are only given to illustrate the shape of the funnel boundary in
the initial phase; it need not be constant or monotone in the terminal phase.
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3.3 Funnel control
We are now in a position to state the main result; see Figure 2 for illustration. Note
that in comparison to Theorem 1, we address prespecified transient behaviour, the
gain is no longer monotone, and the class of reference signals as well as the class of
systems is much larger. However, funnel control does not guarantee that the output
errors ei(t) tend to zero asymptotically as t tends to infinity; but from a practical
point of view this difference is negligible since the width of the funnel (see (23)) may
be chosen arbitrarily small.
Theorem 3. Consider N interconnected systems (1) for Ti ∈ T N,1h and γi > 0 and let,
for ϕi ∈Φ, associated performance funnels Fϕi be given, where i = 1 . . . ,N. Then for
any reference signals and initial data
yref,i(⋅) ∈Yref , yi∣[−h,0] = y0i ∈C∞([−h,0],R) , i = 1 . . . ,N,
the N decentralized funnel controllers (5) applied to (1) yield, for i = 1 . . . ,N, a closed-
loop initial value problem which has a solution, every solution can be maximally
extended, and every maximal solution y∶[−h,ω)→RN has the following properties:
(i) ω =∞, i.e. no finite escape time;
(ii) The gains ϕi(⋅)1−ϕi(⋅)∣ei(⋅)∣ , the outputs yi(⋅), and the inputs vi(⋅) are all bounded
onR≥0 for all i = 1, . . . ,N;
(iii) every tracking error ei(⋅) evolves within the funnel Fϕi and is uniformly bound-
ed away from the funnel boundary in the sense:
∀ i = 1, . . . ,N ∃εi > 0 ∀t > 0 ∶ ∣ei(t)∣ ≤ ϕi(t)−1−εi .
Proof. Step 1: We use the notation
y = (y1, . . . ,yN)⊺ , yref = (yref,1, . . . ,yref,N)⊺ , Ty ∶= (T1y, . . . ,TNy)⊺ .
In view of the potential singularity in the feedback (5), some care is required in
formulation of the closed-loop initial-value problem (1), (5). We therefore define
D ∶= {(t,ζ) ∈R≥0×RN ∣ ∀ i = 1, . . . ,N ∶ (t,ζi−yref,i(t)) ∈Fϕi}
and
F ∶D×RN →RN , ((t,ζ),w)↦ F((t,ζ),w) = (F1((t,ζ),w), . . . ,FN((t,ζ),w))⊺
where
Fi((t,ζ),w) ∶= wi− γi ϕi(t)[ζi−yref,i(t)]1−ϕi(t)∣ζi−yref,i(t)∣ , i = 1, . . . ,N .
In this case, the closed-loop, initial-value problem (1), (5) is formulated as
y˙(t) = F((t,y(t)),(Ty)(t)) , y∣[−h,0] = y0 . (25)
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Since Ti ∈ T N,1h , it follows immediately from the definition of T that T ∈ T N,Nh ; and
since the function F is a Carathéodory function1, we may apply [3, Theorem B.1]2 to
conclude that the closed-loop initial-value problem (25) has a solution ( a function y ∈
C([−h,ω),RN) where ω ∈ (0,∞] such that y∣[−h,0] = y0, y∣[0,ω) is locally absolutely
continuous, with (t,y(t)) ∈D for all t ∈ [0,ω) and (25) holds for almost all t ∈ [0,ω))
and every solution can be extended to a maximal solution (that means it has no proper
right extension that is also a solution); moreover, noting that F is locally essentially
bounded, if y ∶ [−h,ω)→R is a maximal solution, then the closure of graph(y∣[0,ω))
is not a compact subset of D.
Step 2: In the following let y ∶ [−h,ω)→RN for ω ∈ (0,∞] be a maximal solution
of the closed-loop, initial-value problem (25).
Then e ∶= y−yref evolves on [0,ω) within the funnel and is therefore bounded. Also,
by definition of D,
∀ i = 1, . . . ,N ∀t ∈ [0,ω) ∶ ϕi(t)∣ei(t)∣ < 1 .
The initial-value problem (25) is equivalent to the system of i = 1, . . . ,N functional
initial-value problems
e˙1(t) = Ti(e(⋅)−yref,i(⋅))(t)− y˙ref,i(t)− γi ϕi(t) ei(t)1−ϕi(t)∣ei(t)∣ , e∣[−h,0] = y0−yref(0) .
(26)





Li > 0 Lipschitz bound of ϕi∣[δ ,∞)(⋅)−1
ki(t) ∶= ϕi(t)1−ϕi(t)∣ei(t)∣ ∀t ∈ [0,ω)
εi ∶=min{λi2 , γiλi2[Li+ fˆi] , mint∈[0,δ]{ϕi(t)−1− ∣ei(t)∣}} . (27)
We show that
∀ i = 1, . . . ,N ∀t ∈ (0,ω) ∶ ϕi(t)−1− ∣ei(t)∣ ≥ εi . (28)
1Let D be a domain inR+ ×R (that is, a non-empty, connected, relatively open subset ofR+ ×R).
A function F ∶D×Rq →R, is deemed to be a Carathéodory function if, for every “rectangle" [a,b]×[c,d] ⊂D and every compact set K ⊂Rq, the following hold: (i) F(t, ⋅, ⋅) ∶ [c,d]×K→R is continuous
for all t ∈ [a,b]; (ii) F(⋅,x,w) ∶ [a,b]→R is measurable for each fixed (x,w) ∈ [c,d]×K; (iii) there
exists an integrable function γ ∶ [a,b]→R+ such that ∣F(t,x,w)∣ ≤ γ(t) for almost all t ∈R+ and all(x,w) ∈ [c,d]×K.
2In [3, Theorem B.1] only the class T 1,qh is considered. However, it is only a technicality to show the
same result for the class T N,qh .
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The inequalities in (28) hold on (0,δ ] by definition of εi. Seeking a contradiction,
suppose that ∃ i ∈ {1, . . . ,N} ∃t1 ∈ [δ ,ω) ∶ ϕi(t1)−1− ∣ei(t1)∣ < εi .
Then there exists
t0 ∶= max{t ∈ [δ ,t1)∣ ϕi(t)−1− ∣ei(t)∣ = εi}
and we readily conclude that, for all t ∈ [t0,t1],
ϕi(t)−1− ∣ei(t)∣ ≤ εi and ∣ei(t)∣ ≥ ϕi(t)−1−εi ≥ λi−εi (27)≥ λi/2
and





2 ei(t)2 = ei(t)[(Tiy)(t)− y˙ref,i(t)− γik(t)ei(t)]
≤ −γik(t)ei(t)2+ fˆi∣ei(t)∣ ≤ [−γi λi2εi + fˆi]∣ei(t)∣ ≤ −Li∣ei(t)∣ (29)
and therefore
∣ei(t1)∣− ∣ei(t0)∣ = ∫ t1
t0
ei(τ)e˙i(τ)∣ei(τ)∣ dτ≤ −Li(t1− t0) ≤ − ∣ϕi(t1)−1−ϕi(t0)−1∣ ≤ ϕi(t1)−1−ϕi(t0)−1
and we arrive at the contradiction
εi = ϕi(t0)−1− ∣ei(t0)∣ ≤ ϕi(t1)−1− ∣ei(t1)∣ < εi .
This proves (28).
Step 3: (28) is equivalent to k(⋅) ∈ L∞([0,ω),R). Since the errors ei(⋅) evolve
within the funnels, they are bounded on [0,ω) and also the input functions satisfy
vi(⋅) ∈ L∞([0,ω),R); since the reference signals yref,i(⋅) are bounded, it follows that
yi(⋅) ∈L∞([0,ω),R). Finally, boundedness of all functions and maximality of [0,ω)
yields that ω =∞, whence Assertion (i) and Assertion (iii); and Assertion (ii) is a
consequence of (28). This completes the proof of the theorem.
Step 2 of the proof of Theorem 3 is “compact”; a more intuitive, but slightly more
technical, alternative would go as follows:
Suppose, after the definition of t0, that ei(t0) > 0. Then ei(t) > 0 for all t ∈ [t0,t1]
and (29) may be replaced by
d
dt ei(t) ≤ −Li ≤ ddtϕi(t)−1 ∀t ∈ [t0,t1] .
This shows that the increase of ei(t) is smaller than the increase of the funnel
boundary ϕi(t)−1 at each t ∈ [t0,t1]; hence the error evolution cannot hit the funnel
boundary on [t0,t1]; this violates the definition of t1. The case ei(t0) < 0 is then
treated analogously.
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4 Illustrative simulation
We consider the same set of N = 4 single-input, single-output minimum phase systems
with high-frequency gain 1 as in [1, Sect. 4] given by transfer functions ui↦ yi:
g1(s) = s+1s2−2s+1 ,
g3(s) = 1s−1 ,






0 2 1 1/2
1 0 1/3 1/4
1/2 1 0 1
1/4 3/4 3/2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(31)
for (9). In [1, Sect. 4], the reference signals yref,i(t) = sin(t + (i−1)pi/4) and the
internal model P(s)Q(s) = s2+16(s+pi)2 is chosen according to (11) for i= 1,2,3,4, resp. We have
confirmed, for applying the high-gain controllers (12) to (30), the same simulation
results, but not depicted here. Instead, for purposes of illustration we have chosen a
randomly generated matrix
F ≈ ⎛⎜⎜⎜⎝
8.15 6.32 9.58 9.57
9.06 0.98 9.65 4.85
1.27 2.78 1.58 8
9.13 5.47 9.71 1.42
⎞⎟⎟⎟⎠ (32)
with no special structure as in (9), no internal model (11), and (chaotic) reference
signals
yref,1 = ξ1, yref,2 = ξ2, yref,3 = ξ3, yref,4(t) = sin(tpi/4) , (33)







ξ3(0) = 3 . (34)
It is well known that the unique global solution of (34) is bounded with bounded
derivative; see, for example, [10]. The function ϕ as in (24) with parameters a = 0.5
and b = 0.25 has been chosen to specify the performance Fϕ .
The results of Theorem 3 have been confirmed by the simulations depicted in Figure 3
on the next page. Due to the rapidly decreasing funnel in the transient phase [0,0.1],
all errors tends to the funnel boundary, and hence the gain increases to preclude
boundary contact; this makes the gain very large and yields ∣ui(t)∣ ≈ 600. After that
the ui(t) take moderate values in [−5,5] and the errors stay away from the funnel
boundary.
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(f) Errors ∣ei(t)∣ and performance funnelFϕ – long run
Figure 3: Simulation of solutions yi(t), reference signals yref,i(t), and errors ei(t)
(from thickest to thinnest) with respect to i = 4,1,2,3 and performance funnel Fϕ
244
A. Ilchmann Festschrift in Honor of Uwe Helmke
Acknowledgments
I am indebted to Stephan Trenn (TU Kaiserslautern) for helping to improve the note,
and to Stefan Brechtken (TU Ilmenau) for carefully working out the simulations and
the diagrams.
Bibliography
[1] U. Helmke, D. Prätzel-Wolters, and S. Schmidt. Adaptive synchronization of in-
terconnected linear systems. Technical Report 37, University of Kaiserslautern,
Department of Mathematics, 1990. Cited p. 243.
[2] U. Helmke, D. Prätzel-Wolters, and S. Schmidt. Adaptive synchronization
of interconnected linear systems. IMA Journal of Mathematical Control and
Information, 8:397–408, 1991. Cited pp. 229, 230, and 233.
[3] A. Ilchmann and E. P. Ryan. Performance funnels and tracking control. In-
ternational Journal of Control, 82(10):1828–1840, 2009. Cited pp. 234, 236,
and 241.
[4] A. Ilchmann, E. P. Ryan, and C. J. Sangwin. Systems of controlled functional
differential equations and adaptive tracking. SIAM Journal on Control and
Optimization, 40(6):1746–1764, 2002. Cited p. 238.
[5] A. Ilchmann, E. P. Ryan, and C. J. Sangwin. Tracking with prescribed transient
behaviour. ESAIM: Control, Optimisation and Calculus of Variations, 7:471–
493, 2002. Cited pp. 237 and 238.
[6] H. Logemann and A. D. Mawby. Low-gain integral control of infinite di-
mensional regular linear systems subject to input hysteresis. In F. Colonius,
U. Helmke, D. Prätzel-Wolters, and F. Wirth, editors, Advances in Mathematical
Systems Theory, pages 255–293. Birkhäuser, 2000. Cited p. 238.
[7] A. S. Morse. Recent problems in parameter adaptive control. In I. D. Landau,
editor, Outils et Modèles Mathématiques pour l’Automatique, l’Analyse de
Systèmes et le Traitment du Signal, pages 733–740. CNRS, 1983. Cited p. 232.
[8] E. P. Ryan and C. J. Sangwin. Controlled functional differential equations and
adaptive stabilization. International Journal of Control, 74(1):77–90, 2001.
Cited pp. 236, 237, and 238.
[9] E. D. Sontag. Smooth stabilization implies coprime factorization, ISS to iISS.
IEEE Transactions on Automatic Control, 34(4):435–443, 1989. Cited p. 237.
[10] C. Sparrow. The Lorenz Equations: Bifurcations, Chaos, and Strange Attractors.
Springer, 1982. Cited p. 243.
[11] G. Weiss. Transfer functions of regular linear systems, Part I: Characterizations
of Regularity. Transactions of the American Mathematical Society, 342(2):827–
854, 1994. Cited p. 236.
[12] J. C. Willems and C. I. Byrnes. Global adaptive stabilization in the absence of
information on the sign of the high frequency gain. In A. Bensoussan and J. L.
Lions, editors, Analysis and Optimization of Systems, Proceedings of the 6th
INRIA Conference, Nice, France, pages 49–57. Springer, 1984. Cited p. 232.
245
246
A. J. Krener et al. Festschrift in Honor of Uwe Helmke
















Abstract. We examine three methods for solving the Hamilton Jacobi Bellman PDE
that arises in infinite horizon optimal control problems.
1 Introduction
The Hamilton Jacobi Bellman Partial Differential Equation (HJB PDE) characterizes
the solution of an optimal control problem. Consider the problem of finding a control




subject to the dynamic constraints
x˙ = f (x,u), x(0) = x0
where x ∈Rn×1, u ∈Rm×1.
If f , l are smooth and the optimal cost is a smooth function pi(x0) of the initial
condition then the optimal control is given by an optimal feedback u(t) = κ(x(t))










(x) f (x,u)+ l(x,u)} .
If we further assume that the control Hamiltonian
H(λ ,x,u) = λ f (x,u)+ l(x,u)
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The simplest example of this is the so called Linear Quadratic Regulator (LQR)
where the dynamics is linear and the Lagrangian is quadratic
f (x,u) = Fx+Gu, l(x,u) = 1
2
(x⊺Qx+2x⊺Su+u⊺Ru)
where [Q SS⊺ R]
is nonnegative definite and R is positive definite. If F, G is stabilizable and Q
1
2 , F is




where P is the unique nonnegative definite solution of the algebraic Riccati equation
F⊺P+PF +Q−(PG+S)R−1(PG+S)⊺ = 0 (3)
and
K = −R−1(PG+S)⊺. (4)
Moreover all the eigenvalues of F +GK are in the open left half plane so the closed
loop dynamics
x˙ = (F +GK)x (5)
is exponentially stable.
We return to the nonlinear problem. Perhaps the principle reason for trying to solve
an optimal control problem is to find a feedback u = κ(x) that makes the closed loop
system
x˙ = f (x,κ(x)) (6)
asymptotically stable. If the HJB PDE can be solved for pi(x), κ(x) then the closed
loop system can be shown to be asymptotically stable in some region around the





(x(t)) f (x(t),κ(x(t))) = −l(x(t),κ(u(t))) ≤ 0.
Given an approximate solution pi(x) to the HJB PDE we seek the largest punctured
sublevel set of pi(x) where pi(x) > 0 and ∂pi∂x (x) f (x,κ(x)) < 0. Then we know that
this punctured sublevel set is in the basin of attraction of the origin for the closed
loop dynamics (6).
Suppose the Lagrangian and the dynamics have Taylor series expansions
f (x,u) = Fx+Gu+ f [2](x,u)+ f [3](x,u)+ . . . , (7)
l(x,u) = 1
2
(x⊺Qx+u⊺Ru)+ l[3](x,u)+ l[4](x,u)+ . . . , (8)
where [d] denotes polynomial vector fields homogeneous of degree d in x, u.
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Various methods have been proposed in the literature ([2] and references) to find
similar series expansions of the optimal cost and/or the stabilizing optimal feedback,
pi(x) = 1
2
x⊺Px+pi[3](x)+pi[4](x)+ . . . , (9)
κ(x) =Kx+κ[2](x)+κ[3](x)+ . . . . (10)
We shall examine three of them, Al’brecht’s method [1], the state dependent Riccati
equation method [3, 4] and Garrard’s method [5–7]. We shall describe these methods
and see how well they do on a simple example.
This paper is dedicated to our esteemed colleague and good friend Uwe Helmke on
the occasion of his sixtieth birthday.
2 Al’brecht’s Method
Al’brecht’s method has been discussed and used in [9, 11, 13] and many other papers.
Al’brecht plugged the series expansions (7–10) into the HJB equations (1, 2) and
collected terms degree by degree. The lowest terms of the first HJB equation (1) are
of degree 2 and the lowest terms of the second HJB equation (2) are of degree 1.
They reduce to the algebraic Riccati equation (3) and the formula for the linear gain
(4). Therefore Al’brecht assumed that F, G, Q, R, S satisfied the assumptions of the
Linear Quadratic Regulator discussed above so that these equations have a unique
solution.
Having found P, K we turn to the degree 3 terms of (1) and the degree 2 terms of (2),
0 = ∂pi[3]
∂x








The unknowns in these equations are pi[3](x) and κ[2](x) and the equations are
triangular, the second unknown does not appear in the first equation. To decide the




from cubic polynomials to cubic polynomials. Its eigenvalues are of the form λi+
λ j +λk where λi, λ j, λk are eigenvalues of F +GK. A cubic resonance occurs when
such a sum equals zero. But all the eigenvalues of F +GK are in the open left half
plane so there are no cubic resonances.
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+x⊺P( f (x,Kx+κ[2](x)))[3]+ l[4](x,Kx)+(l[3](x,Kx+κ[2](x)))[4]
where (⋅)[d] denotes the degree d part of the expression in the parenthesis. This




from quartic polynomials to quartic polynomials has eigenvalues of the form λi+λ j+
















The higher degree terms are found in a similar fashion. The MATLAB based Non-
linear Systems Toolbox [8] that was written by one of authors contains a routine
“hjb.m" that implements Al’brecht method. It runs very fast when n, m, d are small
to medium. For example when n = 6, m = 3, d = 3 the routine takes 0.076734 seconds
on a MacBook Pro with an 2.66 GHz Intel Core Duo processor. When d is increased
to 5 it takes 3.422941 seconds.
Al’brecht’s method generates a candidate Lyapunov function pi(x) for closed loop
dynamics












(x) f (x,κ(x)) < 0. (13)
In the second inequality the true f (x,u) should be used, not its Taylor expansion.
The second inequality can be relaxed using the LaSalle invariance principle.
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A modification of Al’brecht’s method can also be used to generate a candidate
Lyapunov function for an uncontrolled dynamics
x˙ = f (x) = Fx+ f [2](x)+ f [3](x)+ . . . .
The first step is to solve for P a linear Lyapunov equation of the form
FP+PF +Q = 0,
where Q is chosen to be positive definite. The candidate Lyapunov function is
pi(x) = 1
2
x⊺Px+pi[3](x)+pi[4](x)+ . . . ,
where pi is the solution of the nonlinear Lyapunov equation
0 = ∂pi
∂x
(x) f (x)+ 1
2
x⊺Qx.
This equation is a degenerate HJB equation with no control and so it can also be
solved term by term. The method is due to Zubov [14] and is implemented by “zbv.m"
in the Nonlinear Systems Toolbox.
3 State Dependent Riccati Equation Method
The state dependent Riccati equation (SDRE) method can be used on problems of
the form




Many nonlinear optimal control problems can be written in this form. To do so the
only additional restrictions on (7, 8) are that the dynamics f (x,u) be linear in u and
the Lagrangian be quadratic in u. Usually there are many different ways to choose
F(x), G(x), Q(x), R(x), S(x) and little seems to be known about which choices are
better than others.





Then the HJB equations become
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In the SDRE method one ignores the last sum in each of these equations to obtain
0 = x⊺ (F⊺(x)P(x)+P(x)F(x)+Q(x)−(P(x)G(x)+S(x))R−1(x)(P(x)G(x)+S(x))⊺)x,
0 = x⊺(P(x)G(x)+S(x))+x⊺K⊺(x)R(x),
which reduce to the state dependent Riccati equation and a formula for the state
dependent gain
0 = F⊺(x)P(x)+P(x)F(x)+Q(x)−(P(x)G(x)+S(x))R−1(x)(P(x)G(x)+S(x))⊺, (14)
K(x) = −R−1(x)(P(x)G(x)+S(x))⊺. (15)
To our knowledge the mathematical justification for omitting the last sums has never
been clearly explained. But the result is to replace a nonlinear partial differential
equation (HJB) with a nonlinear functional equation (SDRE). Whether this is a true
simplification is questionable. There have been several recommendations about how
to solve SDRE [3]. A symbolic software package such as Maple or Mathematica may
be able to solve simple systems with special structure. Another possibility is to solve
it online at a relatively high bit rate. Or perhaps it can be solved offline at a large
number of states and then gain scheduling is used in between. In [12] an equation
similar to the SDRE is solved by series expansion in a small parameter.
We shall show that it can also be solved by series expansion in the state vector.
Assume there are the following series expansions.
F(x) = F[0]+F[1](x)+F[2](x)+ . . . ,
G(x) =G[0]+G[1](x)+G[2](x)+ . . . ,
Q(x) =Q[0]+Q[1](x)+Q[2](x)+ . . . ,
R(x) = R[0]+R[1](x)+R[2](x)+ . . . ,
S(x) = S[0]+S[1](x)+S[2](x)+ . . . ,
P(x) = P[0]+P[1](x)+P[2](x)+ . . . ,
K(x) =K[0]+K[1](x)+K[2](x)+ . . . ,
(16)
where the superscript [d] denotes a matrix valued polynomial that is homogeneous of
degree d in x.
The first step is to expand R−1(x). It is not hard to verify that
R−1(x) = T [0]+T [1](x)+T [2](x)+ . . . ,
where
T [0] = (R[0])−1,
T [1](x) = −(R[0])−1R[1](x)(R[0])−1,
T [2](x) = −(R[0])−1R[2](x)(R[0])−1+(R[0])−1R[1](x)(R[0])−1R[1](x)(R[0])−1.
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If we plug these expansions into (14, 15) and collect the degree 0 terms we get
the familiar algebraic Riccati and gain equations for the linear quadratic part of the
problem
0 = (F[0])⊺P[0]+P[0]F[0]+Q[0]−(P[0]G[0]+S[0])T [0](P[0]G[0]+S[0])⊺, (17)
K[0] = −T [0](P[0]G[0]+S[0])⊺. (18)
Having solved these equations for P[0], K[0] we collect the terms of degree 1 in (14,
15),
0 = (F[0]+G[0]K[0])⊺P[1](x)+P[1](x)(F[0]+G[0]K[0])+(F[1](x))⊺P[0]+P[0]F[1](x)+Q[1](x)−(P[0]G[1](x)+S[1])T [0](P[0]G[0](x)+S[0])⊺⋅ (19)⋅(P[0]G[0](x)+S[0])T [0](P[0]G[1](x)+S[1])⊺−(P[0]G[0](x)+S[0])T [1](x)(P[0]G[0](x)+S[0])⊺,
K[1](x) = −T [0](P[1]G[0](x)P[0]G[1]+S[10])⊺−T [1](x)(P[0]G[0](x)+S[0])⊺. (20)
Notice that (19) is a linear Lyapunov equation in the unknown P[1](x). If all the
eigenvalues of F[0] +G[0]K[0] are in the open left half plane then this equation is
always solvable because the eigenvalues of
P[1](x)↦ (F[0]+G[0]K[0])⊺P[1](x)+P[1](x)(F[0]+G[0]K[0])
are sums of pairs of eigenvalues of F[0]+G[0]K[0] and so none of them can be zero
if the linear quadratic part of the problem satisfies the standard LQR assumptions.
The higher degree terms are found in a similar fashion.
The SDRE method also yields a candidate Lyapunov function x⊺P(x)x for the closed
loop dynamics
x˙ = (F(x)+G(x)K(x))x.



















So the quadratic part of the Lyapunov derivative is nonpositive but the higher terms
may be positive.
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4 Garrard’s Method
Garrard’s method is a simplification of Al’brecht’s method that was developed





f (x,u) = Fx+Gu+ f [d](x), (22)
where d is either 2 or 3. His method does not yield an approximation to the optimal
cost but it does yield an approximation to the optimal feedback,
κ(x) =Kx+κ[d](x).
As with all the series methods that we consider, Garrard assumed that F, G, Q, R
satisfied the assumptions of the Linear Quadratic Regulator discussed above. The
first step of the method is to find P, K as before.




(x)(F +GK)+( f [2](x))⊺P)x (23)
and ignored the fact that ∂pi
[3]
∂x (x) is the gradient of a function. He treated it as an
arbitrary row vector valued polynomial homogeneous of degree 2. Then (23) has
multiple solutions. Since F +GK is invertible one simple solution of (23) is
∂pi[3]
∂x
(x) = −( f [2](x))⊺P(F +GK)−1, (24)











When d = 3 then pi[3](x) = 0, κ[2](x) = 0 and the relevant equation is
0 = (∂pi[4]
∂x
(x)(F +GK)+( f [3](x))⊺P)x.
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Again if we ignore the fact that ∂pi
[4]








As we mentioned above Garrard only used his method to solve problems with one
degree of nonlinearity in the dynamics but the method can be easily generalized to
problems with multiple degrees of nonlinearity provided they are in the SDRE form
(16).
We can solve for ∂pi
[3]
∂x (x) by ignoring the fact that it is a gradient, cf. (24), and then
use it to define κ[2](x), cf. (25). We put κ[2](x) in the form
κ[2](x) =K[1](x)x,
where K[1](x) is an m×n matrix valued polynomial homogeneous of degree 1. Again
this can always be done, usually in many ways.







If we ignore the fact that ∂pi
[4]







This can be continued to higher degrees but there is one significant disadvantage
of this method. The function pi(x) is never computed so we don’t have a potential
Lyapunov function to check the basin of attraction of the closed loop system. One
way around this is given the closed loop dynamics, use Zubov’s method to compute
a candidate Lyapunov function to determine the basin of attraction. But Zubov’s
method is a simplification of Al’brecht’s method so why not just use Al’brecht’s
method?
5 Example
We apply the three methods described above to a simple problem where we know the
exact solution. Consider the LQR problem of minimizing
1
2 ∫ ∞0 ∣z∣2+u2 dt
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u = −[1 √3]z.
If we make the nonlinear change of coordinates
z1 = sinx1,
z2 = x2− x313 ,
then the problem becomes nonlinear, minimize
1
2 ∫ ∞0 sin2 x1+(x2− x313 )
2+u2 dt
subject to
x˙1 = (x2− x313 )secx1,
x˙2 = (x21x2− x513 )secx1+u.
(26)
But we know the true solution,
pi(x) = √3
2







κ(x) = −sinx1−√3(x2− x313 ) .
(27)
Notice that the change of coordinates is a nonsingular mapping from −pi2 < x1 <pi
2 , −∞ < x2 <∞ to −1 < z1 < 1, −∞ < z2 <∞. The nonlinear system (26) is only
defined on the strip −pi2 < x1 < pi2 , −∞ < x2 <∞ even though (27) defines pi(x) and
κ(x) on −∞ < x1 <∞, −∞ < x2 <∞.
We applied the power series methods described above to this nonlinear problem. For
Al’brecht’s method and the SDRE method we computed pi(x) to degree 4 and κ(x)
to degree 3. For the SDRE method
pi(x) = x⊺P(x)x.
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For Garrard’s method we first computed κ(x) to degree 3 and then found pi(x) of
degree four by Zubov’s method. Here are the results.
Method Time (sec) Norm pi Error Norm κ Error
Al’brecht 0.0090 1.1771e−15 1.3476e−15
SDRE 0.0136 0.4707 0.8951
Garrard 0.0154 7.4470e−16 1.8735
The times are essentially the same for the three methods. The pi errors are the l2
norms of the differences between the vectors of coefficients of the computed pi’s
and the Taylor polynomial of degree 4 of the true pi . The κ errors are the l2 norms
of the differences between the vectors of coefficients of the computed κ’s and the
Taylor polynomial of degree 3 of the true κ . The Al’brecht method computes the
polynomials pi and κ essentially to machine precision. The SDRE method makes
substantial errors in both. Garrard’s method also makes a substantial error in the
computation of κ but pi , computed by Zubov’s method, corrects this error to machine
precision. It is an open question whether this always happens.
Perhaps more important are the sizes of the basin of attraction of the closed loop
dynamics of the three methods. So we computed these basins as follows. We plugged
each third degree polynomial κ(x) into the nonlinear dynamics (26) and computed
the largest sublevel set of the corresponding fourth degree polynomial pi(x) where
pi(x) ≥ 0 and the Lyapunov derivative of pi(x) is nonpositive. The results are shown
in the figures on the following pages. The Al’brecht and Garrard basins of attraction
appear identical perhaps because the corresponding pi’s are nearly equal while the
SDRE basin of attraction is considerably smaller. It is perhaps a surprise that all of
these basins are relatively small. After all, the LQR feedback globally stabilizes the
linear system. So we computed the basin of attraction for Al’brecht’s method where
the optimal cost is computed to degree 6 and the optimal feedback is computed to
degree 5. The computation took 0.210 seconds and the basin of attraction is shown
in Figure 4. Notice the different scale from the other figures.
6 Conclusion
We have discussed three power series methods for approximately solving the HJB
equation that arises in the infinite horizon optimal control problem. The computa-
tional burdens are roughly equivalent but only Al’becht’s method can be mathemati-
cally justified. Therefore we recommend it.
We have seen in an example even when the Taylor polynomials of the optimal cost
and optimal feedback are computed to machine precision, the closed loop dynamics
may fail to have a large basin of attraction. This is because of the truncation of the
higher order terms. One can increase the degree of the Taylor approximations but
this does not always lead to a larger basin of attraction. Therefore we are developing
patchy methods to remedy this [10].
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Figure 1: Al’brecht Basin of Attraction with d = 3, the region shown is −1 ≤ x2 ≤ 1
on the vertical axis and −1 ≤ x1 ≤ 1 on the horizontal axis.
Figure 2: SDRE Basin of Attraction with d = 3, the region shown is −1 ≤ x2 ≤ 1 on
the vertical axis and −1 ≤ x1 ≤ 1 on the horizontal axis.
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Figure 3: Garrard Basin of Attraction with d = 3, the region shown is −1 ≤ x2 ≤ 1 on
the vertical axis and −1 ≤ x1 ≤ 1 on the horizontal axis.
Figure 4: Al’brecht Basin of Attraction with d = 5, the region shown is −2 ≤ x2 ≤ 2
on the vertical axis and −2 ≤ x1 ≤ 2 on the horizontal axis.
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Abstract. This article demonstrates how an understanding of the geometry of a
family of cost functions can be used to develop efficient numerical algorithms for
real-time optimisation. Crucially, it is not the geometry of the individual functions
which is studied, but the geometry of the family as a whole. In some respects, this
challenges the conventional divide between convex and non-convex optimisation
problems because none of the cost functions in a family need be convex in order
for efficient numerical algorithms to exist for optimising in real-time any function
belonging to the family. The title “Optimisation Geometry” comes by analogy
from the study of the geometry of a family of probability distributions being called
information geometry.
1 Introduction and motivation
Classical optimisation theory is concerned with developing algorithms that scale well
with increasing problem size and is therefore well-suited to “one-time” optimisation
tasks such as encountered in the planning and design phases of an engineering
endeavour. Techniques from classical optimisation theory are often applied to “real-
time” optimisation tasks in signal processing applications, yet real-time optimisation
problems have their own exploitable characteristics.
The often overlooked perspective this article brings to real-time optimisation problems
is that the family of cost functions should be studied as a whole. This leads to a
nascent theory of real-time optimisation that explores the theoretical and practical
consequences of understanding the topology and geometry of how a collection of
cost functions fit together.
For the purposes of this article, real-time optimisation is the challenge of developing a
numerical algorithm taking a parameter value θ ∈Θ as input, and returning relatively
quickly a suitable approximation to an element of
{x∗ ∈ X ∣ f (x∗) =min
x
f (x;θ)} (1)
where the parametrised cost functions f (⋅;θ) are known in advance. Since com-
binatorial and other non-smooth optimisation problems are less amenable to the
methods introduced in this article, for the moment it may be assumed that X and Θ
are differentiable manifolds and f ∶ X ×Θ→R is a smooth function. (An important
generalisation involving smooth fibre bundles will be introduced in Section 2.)
An example of real-time optimisation in signal processing is maximum-likelihood es-
timation, where x is the parameter to be estimated from the observation θ and f (x;θ)
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is the negative logarithm of the statistical likelihood function. In a communications
system, if the transmitted message is x and the received packet is θ then each time a
new packet is received the optimisation problem (1) must be solved to recover x from
θ .
The distinguishing features setting apart real-time optimisation from classical op-
timisation are: the class of cost functions f (⋅;θ) is known in advance; the class
is relatively small (meaning Θ is finite-dimensional); an autonomous algorithm is
required that quickly and efficiently optimises f (⋅;θ) for (almost) any value of θ .
Real-time optimisation problems also differ from adaptive problems in that global
robustness is important. Real-time algorithms must be capable of handling in turn
any sequence of values for the parameter θ , whereas adaptive algorithms can assume
successive values of θ will be close to each other, thereby simplifying the problem
to that of tracking perturbations. Nevertheless, there are similarities because it is
proposed here, in essence, to solve real-time optimisation problems by reducing them
to tracking problems. Geometry facilitates this reduction.
The recent popularity of convex optimisation methods in signal processing exemplifies
the earlier remark that classical optimisation theory is often applied to real-time
optimisation problems. While great benefit has come from the realisation that classes
of signal processing problems can be converted into convex optimisation problems
such as Second-Order Cone Programming problems, this approach does not exploit
the relationships between the different cost functions in the same family.
Although convexity currently determines the dichotomy of optimisation — convex
problems are “easy” and non-convex problems are “hard” [12] — this is irrelevant for
real-time optimisation because the complexity of real-time algorithms can be reduced
by using the results of offline computations made during the design phase. An
extreme example is when all the cost functions f (⋅;θ) are just translated versions of
a cost function h(⋅), such as f (x;θ) = h(x−θ). The cost function h might be difficult
to optimise, but once its minimum x∗ has been found, the real-time optimisation
algorithm itself is trivial: given θ , the minimum of f (x;θ) = h(x−θ) is immediately
computed to be x∗+θ .
This line of reasoning extends to more general situations. For concreteness, take
the parameter space Θ to be the circle S1 (or, in fact, any compact manifold). As
before, each individual cost function f (⋅;θ) might be difficult to optimise, but
provided the location of the minimum varies smoothly for almost every value of
θ , the following (simplified) algorithm presents itself. Choose a finite number of
parameter values θ1,⋯,θn ∈Θ. Using whatever means possible, compute beforehand
the minima x1,⋯,xn ∈ X of the cost functions f (x;θi), that is, f (xi) = minx f (x;θi).
The minimum of f (⋅;θ) generally can be found quickly and reliably by determining
the θi closest to θ , and starting with the pair (xi,θi), applying a homotopy method [1]
to find the minimum of successive cost functions f (⋅;θi+kε) for k = 1,⋯,K, where
ε = (θ −θi)/K; see Section 5 for details. Thus, the overall complexity of real-time
optimisation is determined by how the cost functions f (⋅;θ) change as θ is varied,
and not by any classical measure of the difficulty of optimising a particular cost
function in the family { f (⋅;θ) ∣ θ ∈Θ}.
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Another reason for believing in advance that the geometry of the family of cost
funtions as a whole will help determine the computational complexity of real-time
optimisation is that work on topological complexity and real complexity theory has
already demonstrated that the geometry of a problem provides vital clues for its
numerical solution [4, 13, 14]. (Another example of the efficacy of using geometry
to develop numerical solutions is [3].)
Shifting from a Euclidean-based perspective of optimisation to a manifold-based per-
spective is expected to facilitate the development of a complexity theory for real-time
optimisation. Moving to a differential geometric setting accentuates the geometric
aspects while attenuating artifacts introduced by specific choices of coordinate sys-
tems used to describe an optimisation problem [7, 8, 10]. Furthermore, a wealth of
problems occur naturally on manifolds [5, 8, 9], and coaxing them into a Euclidean
framework is artificial and not necessarily beneficial.
The flat, unbounded geometry of Euclidean space places no topological restrictions
on cost functions f ∶ Rn → R. Focusing on compact manifolds creates a richer
structure for algorithms to exploit while maintaining practical relevance: compact Lie
groups, and Grassmann and Stiefel manifolds occur in a range of signal processing
applications. To the extent that no algorithm can search an unbounded region in finite
time, the restriction to compact manifolds is not necessarily that restrictive. As a first
step then, this article focuses on optimisation problems on compact manifolds.
One way to visualise how the cost functions in a family fit together is to imagine
the mapping θ ↦ f (⋅;θ) carving out a subset of the space of all (smooth) functions.
This is essentially the approach taken in information geometry [2], where f (⋅;θ) is a
probability density function rather than a cost function. It seems appropriate then to
use Optimisation Geometry as the title of this article.
Tangentially, it is remarked that even for one-time optimisation problems, it is not
clear to the author that convexity is the fundamental divide separating easy from
hard problems. Convexity might be an artifact of focusing on optimisation problems
onRn rather than on compact manifolds. There do not exist any nontrivial convex
functions f ∶M→R on a compact connected manifold M — if f is convex [15] then
it is necessarily a constant — yet if M were a circle or a sphere, presumably there are
numerous classes of cost functions that can be “easily” optimised.
Not only has Uwe brought happiness into my personal life with his genuine friendship
and good humour, Uwe has played a pivotal role in my academic life. It is with all
the more pleasure and sincerity then that I dedicate this article to Uwe Helmke on the
occasion of his 60th birthday.
2 A fibre bundle formulation of optimisation
A real-time optimisation algorithm computes a possibly discontinuous mapping g




for all, or almost all, θ ∈Θ. (Randomised algorithms are not considered here.) In a
certain sense then, the additional information contained in the cost functions f (⋅;θ)
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is irrelevant; if a closed-form expression for g can be determined then the original
functions f can be discarded.
However, often in practice it is too hard (or not worth the effort) to find g explicitly.
Optimisation algorithms therefore typically make use of the cost function, finding the
minimum by moving downhill, for example. With the caveat that there is no need to
remain with the original cost functions f (⋅;θ) — they can be replaced by any other
family provided there is no consequential change to the “optimising function” g — a
first attempt at studying the complexity of real-time optimisation problems can be
made by endeavouring to link the geometry of f with the computational complexity
of evaluating the optimising function g.
Define M to be the product manifold M = X ×Θ, and let pi ∶ M → Θ denote the
projection (x,θ)↦ θ . The family of cost functions f (⋅;θ) can be thought of as a
single function f ∶ M →R, that is, as a scalar field on M. Provided f ∶ M →R is
smooth, the manifold M relates to how the cost functions fit together.
If f is not smooth, a reparametrisation of the family of cost functions could be sought
to make it smooth; in essence, a parametrisation θ ↦ f (⋅;θ) is required for which
smooth perturbations of θ result in smooth perturbations of the corresponding cost
functions. To increase the chance of this being possible, an obvious and notationally
convenient generalisation of the real-time optimisation problem is introduced.
Definition 1 (Fibre bundle optimisation problem). Let M be a smooth fibre bundle
over the base space Θ with typical fibre X and canonical projection pi ∶M→Θ. Let
f ∶M→R be a smooth function. The fibre bundle optimisation problem is to devise
an algorithm computing an optimising function g ∶Θ→M that satisfies (pi ○g)(θ) = θ
and ( f ○g)(θ) =minp∈pi−1(θ) f (p) for all θ ∈Θ.
Standing Assumptions: For mathematical simplicity, it is assumed throughout that
M, Θ and X in Definition 1 are compact. Smoothness means C∞-smoothness.
If M = X ×Θ then the only difference from before is that the output of the algorithm
is now a tuple (x∗,θ) ∈M rather than merely x∗ ∈ X . Allowing M to be a non-trivial
bundle is useful in practice, as now demonstrated.
Example 2. Let M and Θ be compact connected manifolds. If pi ∶ M → Θ is a
submersion then it is necessarily surjective and makes M a fibre bundle. Given
a smooth f ∶ M → R, the fibre bundle optimisation problem is equivalent to the
constrained optimisation problem of minimising f (p) subject to pi(p) = θ .
Example 3. Let St(k,n)= {X ∈Rn×k ∣XT X = I} denote a Stiefel manifold and O(k)={X ∈Rk×k ∣ XT X = I} an orthogonal group. The Grassmann manifold Gr(k,n) is a
quotient space of St(k,n), and in particular, St(k,n) decomposes as a bundle pi ∶
St(k,n)→Gr(k,n) with typical fibre O(k). Given a smooth function f ∶ St(k,n)→R,
the corresponding fibre bundle optimisation problem is to minimise f (X) subject to
the range-space of X being fixed (that is, that pi(X) is known). A related optimisation
problem (involving a constraint on the kernel rather than the range-space of X) occurs
naturally in low-rank approximation problems [11].
The optimisation problem in Example 3 can be written in parametrised form by chang-
ing f to f˜ ∶Gr(k,n)×O(k)→R, but if f is smooth then f˜ need not be continuous.
Fibre bundles allow for twists in the global geometry.
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Example 4. Another decomposition of St(k,n) is pi ∶ St(k,n)→ Sn−1 where pi(X) is
the first column of X . This corresponds to interpreting an element X ∈ St(k,n) as a
point in the (k−1)-dimensional orthogonal frame bundle of the (n−1)-dimensional
sphere. More generally, fibre bundle optimisation problems arise whenever a smooth
function f is defined on a tangent bundle, sphere bundle, (orthogonal) frame bundle
or normal bundle of a manifold M, and it is required to optimise f (p) subject to p
being constrained to lie above a specified point on M.
Remark 5. Fibre bundle optimisation problems (Definition 1) decompose into lower-
dimensional fibre bundle optimisation problems. If Θ˜ is a submanifold of Θ then the
restriction of pi to pi−1(Θ˜) makes M∩pi−1(Θ˜) into a fibre bundle over Θ˜. Conversely,
a fibre bundle optimisation problem can be embedded in a higher-dimensional fibre
bundle optimisation problem.
The optimising function g in Definition 1 would be a section if it were smooth, but in
general g need not be everywhere continuous much less smooth. This is handled by
imposing a niceness constraint on the optimisation problem.
Definition 6 (Niceness). The fibre bundle optimisation problem in Definition 1 is
deemed to be nice if there exist a finite number of connected open sets Θi ⊂Θ whose
union is dense in Θ, and there exist smooth local sections gi ∶ Θi →M such that( f ○gi)(θ) =minp∈pi−1(θ) f (p) whenever θ ∈Θi.
The requirement that the gi are sections means pi(gi(θ)) = θ for every θ ∈Θi. The
smallest number of connected open sets required in Definition 6 can be considered
to be the topological complexity of the optimisation problem by analogy with the
definition of topological complexity in [14]; note though that the gi are required to
be smooth in Definition 6 whereas Smale required only continuity.
Remark 7. A more practical definition of niceness might require theΘi in Definition 6
to be semialgebraic sets, perhaps even with a limit placed on the number of function
evaluations required to test if θ is in Θi. This is not seen as a major issue though
because it is always possible to evaluate more than one of the gi at θ and choose the
one which gives the lowest value of f (gi(θ)); the algorithm for computing gi can
return whatever it likes if θ ∉Θi. See also Section 5.
Whereas Section 1 only required a real-time optimisation algorithm to compute the
correct answer for almost all values of θ , the standing assumption of compactness
together with restricting attention to nice problems means the algorithm can be
required to work for all θ ; see Remarks 8 and 14.
Remark 8. The compactness of M means that if θn ∈Θi, θn → θ then {gi(θn)}∞n=1
has at least one limit point, call it q. Then pi(q) = θ and f (q) = minp∈pi−1(θ) f (p).
Therefore, if a fibre bundle optimisation problem is nice (Definition 6) then an
optimising function exists on the whole of Θ (Definition 1).
Remark 9. In Definition 1, the geometry of the optimisation problem is encoded
jointly by M and f . It is straightforward to reduce f to a canonical form by replacing
M with the graph Γ = {(p, f (p)) ∈ M ×R ∣ p ∈ M}. Then f becomes the height
function (x,y)↦ y and the geometry of the optimisation problem is encoded in how
Γ sits inside M×R.
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As a visual aid, it can be assumed, from Remark 9 and the Whitney embedding
theorem, that M is embedded in Euclidean space and the level sets f −1(c) are
horizontal slices of M.
3 The torus
To motivate subsequent developments, this section primarily considers fibre bundle
optimisation problems on the product bundle M = S1×S1. The function f ∶ S1×S1→R
can be thought of as defining the temperature at each point of a torus. Definitions
and results will be stated in generality though, for arbitrary M.
3.1 Fibre-wise Morse functions
Minimising f ∶ S1×S1→R restricted to a fibre is simply the problem of minimising
a real-valued function on a circle. The smoothness of f and the compactness of S1
ensure the existence of at least one global minimum per fibre.
To give more structure to the set of critical points, it is common to restrict attention
either to real-analytic functions or Morse functions. Optimisation of real-analytic
functions will not be considered here, but may well prove profitable for the study of
gradient-like algorithms for fibre bundle optimisation problems.
If h ∶ S1→R is Morse, meaning all its critical points are non-degenerate, then its crit-
ical points are isolated and hence finite in number. Furthermore, the Newton method
for optimisation converges locally quadratically to non-degenerate critical points.
These are desirable properties that will facilitate the development of optimisation
algorithms in Sections 4 and 5.
Definition 10 (Fibre-wise Morse function). A fibre-wise critical point p of the
function f in Definition 1 is a critical point of f ∣pi−1(pi(p)), the restriction of f to the
fibre pi−1(pi(p)) containing p. It is non-degenerate if the Hessian of f ∣pi−1(pi(p)) at p
is non-singular. If all fibre-wise critical points of f are non-degenerate then f is a
fibre-wise Morse function.
Remark 11. Note that f being fibre-wise Morse differs from f being Morse; a non-
degenerate fibre-wise critical point need not be a critical point of f , and even if it
were, it need not be non-degenerate as a critical point of f .
Lemma 12. Let f ∶M→R be a fibre-wise Morse function (Definition 10) on the bun-
dle pi ∶M→Θ (Definition 1). The set N of fibre-wise critical points is a submanifold
of M with the same dimension as Θ. It intersects each fibre pi−1(θ) transversally.
Proof. It suffices to work locally; let U ⊂ Θ be open. Denote by V M the vertical
bundle of M; it is a subbundle of the tangent bundle T M. Let s1,⋯,sk ∶ pi−1(U)→V M
be a local basis, where k = dimM − dimΘ. (The si are local smooth sections of
V M such that {s1(p),⋯,sk(p)} is a basis for VpM for every p ∈ pi−1(U).) Define
e ∶ pi−1(U)→Rk by e(p) = (d f (s1(p)),⋯,d f (sk(p))). Then the set of fibre-wise
critical points is given locally by N ∩ pi−1(U) = e−1(0). Fix p ∈ N. Since f is
fibre-wise Morse, dep restricted to VpM is non-singular. Therefore dep is surjective
and ker dep +VpM = TpM. Thus, e−1(0) is an embedded submanifold of M, it has
dimension dimM−k = dimΘ, and it intersects each fibre transversally.
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The situation is especially nice on the torus: Lemma 12 implies that the set N of
fibre-wise critical points of a fibre-wise Morse function is a disjoint union of a
finite number of circles, with each circle winding its way around the torus the same
number of times. Precisely, there is an integer b such that for any θ , each connected
component of N intersects the fibre pi−1(θ) = S1×{θ} precisely b times.
As soon as the fibre-wise critical points of f are known at a single fibre pi−1(θ), the
fibre-wise critical points of f at another fibre pi−1(θ ′) can be determined by tracking
each of the points in N ∩pi−1(θ) as θ moves along a continuous path to θ ′. This is
referred to as following the circles in N from one fibre to another.
Investing more effort beforehand can obviate the need to follow more than one circle.
A lookup table can record the circle in N on which the minimum lies based on which
region contains θ . Proposition 13 formalises this. (In practice, there may be reasons
for deciding to track more than one circle; see Remark 7.)
Proposition 13. If f in Definition 1 is fibre-wise Morse (Definition 10) then the fibre
bundle optimisation problem is nice (Definition 6).
Proof. Let N be the set of fibre-wise critical points of f . For θ ∈ Θ, N ∩pi−1(θ)
is a finite set of points because pi−1(θ) is compact and N ⋔ pi−1(θ) with dimN +
dimpi−1(θ) = dimM; see Lemma 12. Therefore there exist an open neighbour-
hood Uθ ⊂ Θ of θ and local smooth sections s(θ)1 ,⋯,s(θ)kθ ∶Uθ →M such that N ∩
pi−1(Uθ ) = ∪kθi=1s(θ)i (Uθ ); pictorially, each section traces out a distinct component
of N ∩pi−1(Uθ ). Let Vθ ⊂ Θ be an open neighbourhood of θ whose closure Vθ
is contained in Uθ . By compactness there exist a finite number of the Vθ which
cover Θ; denote these sets by Vθi . Let Ji j = {θ ∈ Vθi ∣ f (s(θi)j (θ)) = h(θ)} where
h(θ) =minp∈pi−1(θ) f (p). Each Ji j is a closed subset of Vθi because h is continuous.
Furthermore, ∪ jJi j =Vθi and hence ∪i jJi j =Θ. Let Θi j denote the interior of Ji j. Since
Ji j ∖Θi j is nowhere dense, ∪i jΘi j is dense in Θ. The requirements of Definition 6 are
met with gi j(θ) = s(θi)j (θ).
Remark 14. A stronger definition of niceness could have been adopted: each gi in
Definition 6 could have been required to be a smooth optimising function on Θi, the
closure of Θi. Also, because there are only a finite number of sets involved, ∪iΘi is
dense in Θ if and only if ∪iΘi =Θ.
3.2 Connection with Morse theory
It is natural to ask what role Morse theory plays in real-time optimisation. After all,
Morse theory contributes to one-time optimisation problems by providing information
about the number, type and to some extent the location of critical points.
The short answer is the connection between Morse theory and real-time optimisation
is more subtle than for one-time optimisation. The fibre bundle formulation of real-
time optimisation highlights that real-time optimisation is concerned with constrained
optimisation. It is not the level sets {p ∈ M ∣ f (p) = c} that are important for real-
time optimisation but how they intersect the fibres pi−1(θ). From an algorithmic
perspective, whereas one-time optimisation algorithms are required to find (isolated)
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critical points, real-time optimisation algorithms (at least from the viewpoint of this
article) are required to track the critical points from fibre to fibre.
Nevertheless, for completeness, this section recalls what classical Morse theory says
about the torus. Let f ∶ M →R be a smooth Morse function on M = S1 ×S1 with
distinct critical points having distinct values. This is a mild assumption in practice
because an arbitrarily small perturbation of f can always be found to enforce this.
Morse theory explains how the level sets f −1(c) fit together to form M. The fibre
bundle optimisation problem is to find the smallest c for which f −1(c) intersects the
submanifold pi−1(θ) for a given θ .
If p ∈ pi−1(θ) is a local minimum of f then it is also a local minimum of f ∣pi−1(θ),
and similarly for a local maximum. In both cases, p is an isolated critical point of
f ∣pi−1(θ). This need not be true though if p is a saddle point of f .
Let p0,⋯, pn−1 denote the critical points of f ordered so the values ci = f (pi) ascend.
The genus of the torus dictates that the number of saddle points equals the total
number of local minima and maxima, therefore n ≥ 4.
For c ∈ [c0,cn−1] a regular value of f , f −1(c) is a compact one-dimensional manifold
and hence diffeomorphic to a finite number of circles. The number of circles changes
by one as c passes through a critical value. In particular, f −1(c0) is a single point,
f −1(c) for c ∈ (c0,c1) is diffeomorphic to S1, and f −1(c1) is either diffeomorphic to
a circle plus a distinct point, or it is diffeomorphic to two circles joined at a single
point. In general, f −1(ci) is either diffeomorphic to zero or more copies of a circle
plus a distinct point, or it is diffeomorphic to zero or more copies of a circle plus two
circles joined at a single point. The former occurs when pi is a local extremum and
the latter occurs when pi is a saddle point.
Not only is f −1(c) diffeomorphic to a finite number of circles for c a regular value,
but pi−1(θ) is also diffeomorphic to a circle. Visually then, increasing c corresponds
to sliding one or more rubber bands along the surface of the torus, and of interest is
when one of these rubber bands first hits the circle pi−1(θ). The point of first contact
is either a critical point of f or a non-transversal intersection point of f −1(c)∩pi−1(θ).
Indeed, if p ∈ f −1(c)∩pi−1(θ) is not a critical point of f then p is a critical point
of f ∣pi−1(θ) if and only if p is a non-transversal intersection point of f −1(c) with
pi−1(θ). This connects with Definition 10.
4 Newton’s method and approximate critical points
The Newton method is the archtypal iterative algorithm for function minimisation.
Whereas its global convergence properties are intricate — domains of attraction
can be fractal — the local convergence properties of the Newton method are well
understood. The advantage of real-time optimisation over one-time optimisation is it
suffices to study local convergence properties of iterative algorithms because suitable
initial conditions can be calculated offline.
The concept of an approximate zero was introduced in [4]. An equivalent concept
will be used here, however subsequent developments differ. In [4], attention was
restricted to analytic functions and global constants were sought for use in one-time
algorithms (for solving polynomial equations), as opposed to the focus here on
real-time optimisation algorithms.
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The Newton iteration for finding a critical point of h∶Rn→R is xk+1 = xk−[h′′(xk)]−1
h′(xk). Its invariance to affine changes of coordinates means it suffices to assume in
this section that the critical point of interest is located at the origin. The Euclidean
norm and Euclidean inner product are used throughout forRn.
Definition 15 (Approximate critical point). Let h ∶Rn→R be a smooth function with
a non-degenerate critical point at the origin: Dh(0) = 0 and D2h(0) is non-singular. A
point x is an approximate critical point if, when started at x0 = x, the Newton iterates
xk at least double in accuracy per iteration: ∥xk+1∥ ≤ 12∥xk∥.
Provided the critical point is non-degenerate, the set of approximate critical points
contains a neighbourhood of the critical point. For the development of homotopy-
based algorithms in Section 5, it is desirable to have techniques for finding a ρ > 0
such that all points within ρ of the critical point are approximate critical points. Two
techniques will be explored, starting with the one-dimensional case for simplicity.
Example 16. Let h(x) = x2 + x3. Then h′(x) = 2x+ 3x2 and h′′(x) = 2+ 6x. The
Newton iterate is x↦ x− 2x+3x22+6x = 3x22+6x . Graphing this function shows that the largest
interval [−ρ,ρ] containing only approximate critical points is constrained by the
equation 3x
2
2+6x = − x2 for x < 0. In particular, ρ = 16 ≈ 0.17 is the best possible.
Explicit calculation as in Example 16 is generally not practical. It will be assumed
that on an interval I containing the origin the first few derivatives of h are bounded.
Since h′(0) = 0, a basic approximation for h′(x) on I is h′(x) = xh′′(x¯) for some
x¯ ∈ I. It follows that if h′′(x¯)/h′′(x) is bounded between 12 and 32 for x, x¯ ∈ I then all
points in I are approximate critical points. Moreover, h′′′(x) can be used to bound
the change in h′′(x). This makes plausible the following lemma.
Lemma 17. Let h ∶R→R be a smooth function with h′(0) = 0 and h′′(0) ≠ 0. Let
I be an interval containing the origin and α = supx∈I ∣h′′′(x)∣. Let ρ = ∣h′′(0)∣2α . Then
every point in the interval [−ρ,ρ]∩ I is an approximate critical point of h.
Proof. Follows from Proposition 22 upon noting that h′′(x)−h′′(y) = h′′′(x¯)(x−y)
for some x¯ lying between x and y.
Example 18. In Example 16, h′′′(x) = 6. Applying Lemma 17 gives ρ = 16 ≈ 0.17,
coincidentally agreeing with the best possible bound.
The second technique is to look at the derivative of the Newton map x↦ x− h′(x)h′′(x) ,
which is h
′(x)h′′′(x)[h′′(x)]2 . Provided the magnitude of this derivative does not exceed 12 then
x is an approximate critical point.
Example 19. In Example 16, h
′(x)h′′′(x)[h′′(x)]2 = 3x(2+3x)(1+3x)2 . Its magnitude does not exceed
1
2 provided ∣x∣ ≤ 3−√69 ≈ 0.06.
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The need for evaluating h
′(x)h′′′(x)[h′′(x)]2 can be avoided by using bounds on derivatives;
an upper bound on ∣h′′′(x)∣ gives a lower bound, linear in x, on h′′(x), and an upper
bound, quadratic in x, on ∣h′(x)∣. Nevertheless, the first technique appears to be
preferable, and will be the one considered further.
Lemma 20. Let h ∶Rn→R have a non-degenerate critical point at the origin. Let
Hx ∈Rn×n, a symmetric matrix, denote its Hessian at x, that is, D2h(x) ⋅ (ξ ,ξ) =⟨Hxξ ,ξ ⟩. Let H¯x denote the averaged Hessian H¯x = ∫ 10 Htx dt. Then x is an approxi-
mate critical point if ∥H−1x H¯x− I∥ ≤ 12 , where the norm is the operator norm.
Proof. The gradient of h at x is ∫ 10 Htxxdt = H¯xx. Therefore the Newton map is
x↦ x−H−1x H¯xx. If ∥H−1x H¯x− I∥ ≤ 12 then ∥x−H−1x H¯xx∥ ≤ 12∥x∥, as claimed.
Lemma 21. With notation as in Lemma 20, if ∥Hx−H0∥ < ∥H−10 ∥−1 then
∥H−1x H¯x− I∥ ≤ ∥H¯x−Hx∥∥H−10 ∥−1−∥Hx−H0∥ . (3)
Proof. Let A = −(Hx −H0)H−10 . Then ∥A∥ ≤ ∥Hx −H0∥∥H−10 ∥ < 1. Therefore ∥(I −
A)−1∥ = ∥I+A+A2+⋯∥ ≤ 1+∥A∥+∥A∥2+⋯ = (1−∥A∥)−1. Moreover, ∥H−1x H¯x− I∥ =∥H−10 (I−A)−1(H¯x−Hx)∥ ≤ ∥H−10 ∥(1−∥A∥)−1∥H¯x−Hx∥. Finally, note (1−∥A∥)−1 ≤(1−∥Hx−H0∥∥H−10 ∥)−1.
A bound on the third-order derivative yields a Lipschitz constant for the Hessian.
Proposition 22. Define h and Hx as in Lemma 20. Let I be a star-shaped region
about the origin. Let α ∈ R be such that ∥Hx −Hy∥ ≤ α∥x− y∥ for x,y ∈ I. Let
ρ = (2α∥H−10 ∥)−1. If x ∈ I and ∥x∥ ≤ ρ then x is an approximate critical point.
Proof. First, ∥H¯x−Hx∥≤ ∫ 10 ∥Htx−Hx∥dt ≤α∥x∥∫ 10 1−t dt = α2 ∥x∥. Also, ∥Hx−H0∥≤
α∥x∥ ≤ 12∥H−10 ∥−1. Lemma 21 implies ∥H−1x H¯x− I∥ ≤ (4∥H−10 ∥)−1∥H−10 ∥−1−(2∥H−10 ∥)−1 . The result
now follows from Lemma 20.
5 A homotopy-based algorithm for optimisation
This section outlines how a homotopy-based algorithm can solve fibre bundle optimi-
sation problems efficiently.
Homotopy-based algorithms have a long history [1]. Attention has mainly focused
on one-time problems where little use can be made of results such as Proposition 22
requiring the prior calculation of various bounds on derivatives and locations of
critical points. Time spent on prior calculations is better spent on solving the one-time
problem directly. The reverse is true for real-time algorithms. The more calculations
performed offline, the more efficient the real-time algorithm can be made, up until
when onboard memory becomes a limiting factor.
Definition 6 may make it appear that nice optimisation problems are not necessarily
that nice if the sets Θi are complicated. However, it is always straightforward to find
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fibre-wise critical points by path following. The worst that can happen if the Θi are
complicated is that the algorithm may need to follow more than one path because it
cannot be sure which path contains the sought after global minimum.
Proposition 23. With notation as in Lemma 12, let γ ∶ [0,1]→Θ be a smooth path.
Let p ∈N ∩pi−1(γ(0)). Then γ lifts to a unique smooth path γ˜ ∶ [0,1]→N such that
γ˜(0) = p and pi(γ˜(t)) = γ(t) for t ∈ [0,1].
Proof. Follows from Lemma 12 in a similar way Proposition 13 did.
Corollary 24. With notation as in Lemma 12, the number of points in the set N ∩
pi−1(θ) is constant for all θ ∈Θ.
Different paths with the same end points can have different lifts. Nevertheless, as the
number of fibre-wise critical points is constant per fibre, as soon as the fibre-wise
critical points on one fibre are known, the fibre-wise critical points on any other fibre
can be found by following any path from one fibre to another. Furthermore, only
paths containing local minima need be followed to find a global minimum.
Proposition 25. With notation as in Lemma 12, let p and q lie on a connected
component of N. Then p is a fibre-wise local minimum if and only if q is a fibre-wise
local minimum.
Proof. Fibre-wise, each critical point is assumed non-degenerate. Therefore, along a
continuous path, the eigenvalues of the Hessian cannot change sign and the index is
preserved.
Referring to Proposition 25, define N˜ ⊂ N to be the connected components of N
corresponding to fibre-wise local minima.
An outline of a homotopy-based algorithm for fibre bundle optimisation problems
can now be sketched. It will be refined presently. It relies on several lookup tables,
the first of which has entries (θ ,pi−1(θ)∩ N˜) for θ ∈ {θ1,⋯,θn} ⊂ Θ. That is to
say, the set of all local minima of f restricted to the fibres over θ1,⋯,θn, have been
determined in advance.
1. Given θ as input, determine an appropriate starting point θi from the finite set{θ1,⋯,θn}.
2. Determine an appropriate path γ from θi to θ .
3. Track each fibre-wise critical point p ∈ pi−1(θi)∩ N˜ along the path γ (i.e.,
numerically compute the lift γ˜ defined in Proposition 23).
4. Evaluate the cost function f at the fibre-wise local minima on the fibre pi−1(θ)
to determine which are global minima. Return one or all of the global minima.
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Step 3 can be accomplished with a standard path-following scheme [1]. A refinement
is to utilise Proposition 22, as now explained. Using a suitably chosen local coordinate
chart, the cost function f restricted to a sufficiently small segment of the path γ can
be represented locally by a function h ∶Rn ×R→R. Here, h should be thought
of as a parametrised cost function, with h(⋅;0) the starting function having a non-
degenerate critical point at the origin, and the objective being to track that critical
point all the way to the cost function h(⋅;1). An a priori bound on the location of the
critical point of h(⋅;t) is readily available; see for example [6, Chapter 16]. Similarly,
Proposition 22 gives a bound on how far away from the critical point the initial point
can be whilst ensuring the Newton method converges rapidly. Therefore, these two
bounds enable the determination of the largest value of t ∈ [0,1] such that, starting at
the origin, the Newton method is guaranteed to converge rapidly to the critical point
of h(⋅;t). Once that critical point has been found, a new local chart can be chosen
and the process repeated.
These same bounds, which are pre-computed and stored in lookup tables, permit the
determination of the number of Newton steps required to get sufficiently close to
the critical point. For intermediate points along the path, it is not necessary for the
critical points to be found accurately. Provided the algorithm stays within the bound
determined by Proposition 22, the correct path is guaranteed of being followed.
The fact that M may be a manifold presents no conceptual difficulty. As in [8], it
suffices to work in local coordinates, and change charts as necessary, as already
mentioned earlier.
Steps 1 and 2 of the algorithm pose three questions. How should the set {θ1,⋯,θn}
be chosen, how should a particular θi be selected based on θ , and what path should
be chosen for moving from θi to θ? Importantly, the algorithm will work regardless
of what choices are made. Nevertheless, expedient choices can significantly enhance
the efficiency of the algorithm.
Another refinement is to limit in Step 3 the number of paths that are followed.
Proposition 13 ensures that it is theoretically possible to determine beforehand which
path the global minimum will lie on. Therefore, with the use of another lookup table,
the number of paths the algorithm must track can be reduced; see Remark 7.
6 Conclusion
A nascent theory of optimisation geometry was propounded for studying real-time
optimisation problems. It was demonstrated that irrespective of how difficult an
individual cost function might be to optimise offline, a simple and reliable homotopy-
based algorithm can be used for the real-time implementation.
Real-time optimisation problems were reformulated as fibre bundle optimisation
problems (Definition 1). The geometry inherent in this fibre bundle formulation
provides information about the problem’s intrinsic computational complexity. An
advantage of studying the geometry is it prevents any particular choice of coordinates
from dominating, so there is a possibility of seeing through obfuscations caused by
the chosen formulation of the problem.
That geometry helps reveal the true complexity of an optimisation problem can be
demonstrated by referring back to the discussion of the fibre bundle optimisation
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problem on the torus in Section 3. Irrespective of how complicated the individual
cost functions are (but with the proviso that they be fibre-wise Morse), the fibre-wise
critical points will lie on a finite number of circles that wind around the torus, and
because these circles cannot cross each other, or become tangent to a fibre, they each
wind around the torus the same number of times. Therefore, in terms of where the
fibre-wise critical points lie, the intrinsic complexity is encoded by just two integers:
the number of circles, and the number of times each circle intersects a fibre.
Although this article lacked the opportunity to explore this aspect, a crucial ob-
servation is even though it may appear that some problems are more complicated
than others because the paths of fibre-wise critical points locally “fluctuate” more, a
smooth transformation can be applied to iron out these fluctuations. Smooth trans-
formations cannot change the intrinsic complexity whereas they can, by definition,
eliminate extrinsic complexity.
The second determining aspect of complexity is the number of times the fibre-wise
minimum jumps from one circle to another. This is precisely what is counted by the
topological complexity, mentioned just after Definition 6.
For higher dimensional problems, attention can always be restricted to compact
one-dimensional submanifolds of the parameter space Θ, in which case the situation
is essentially the same as for the torus; see Remark 5. The only difference is the
circles may become intertwined. The theory of links and braids may play a role in
further investigations, for if two circles are linked then no smooth transformation can
separate them.
Another potentially interesting direction for further work is to explore the possi-
bility of replacing a family of cost functions with an equivalent family which is
computationally simpler to work with but which gives the same answer.
There are myriad other opportunities for refinements and extensions. The theory
presented in this article was the first that came to mind and may well be far from
optimal.
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Abstract. Analysis and design of filtered-x adaptive algorithms are conventionally
done by assuming that the transfer function in the secondary path is a discrete-
time system. However, in real systems such as active noise control, the secondary
path is a continuous-time system. Therefore, such a system should be analysed
and designed as a hybrid system including discrete- and continuous- time systems
and AD/DA devices. In this article, we propose a hybrid design taking account
of continuous-time behaviour of the secondary path via lifting (continuous-time
polyphase decomposition) technique in sampled-data control theory.
1 Introduction
Recent development of digital technology enables us to make digial signal processing
(DSP) systems much more robust, flexible, and cheaper than analog systems. Owing
to the recent digital technology, advanced adaptive algorithms with fast DSP devices
are used in active noise control (ANC) systems [2, 8]; air conditioning ducts [5],




Figure 1: Active noise control system
Fig. 1 shows a standard active noise control system. In this system, x(t) represents
continuous-time noise which we want to eliminate during it goes through the duct.
Precisely, we aim at diminishing the noise at the point C. For this purpose, we set
a loudspeaker near the point C which emits antiphase sound signals to cancel the
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noise. Since the noise is unknown in many cases, it is almost impossible to determine
antiphase signals a priori. Hence, we set a microphone at the point A to measure the
continuous-time noise, and adopt a digital filter K(z) with AD (analog-to-digital) and
DA (digital-to-analog) devices. Namely, the continuous-time signal x(t) is discretized
to produce a discrete-time signal xd, which is processed by the digital filter K(z) to
produce another discrete-time signal yd. Then a DA converter and a loudspeaker at
the point B are used to emit antiphase signals to cancel the noise in the duct.
In active noise control, it is important to compensate the distortion by the transfer
characteristic of the secondary path (from B to C). To compensate this, a standard
adaptive algorithm uses a filtered signal of the noise x, and is called filtered-x algo-
rithm [9]. This filter is usually chosen by a discrete-time model of the secondary
path [2, 9]. Consequently, the adaptive filter K(z) optimizes the norm (or the variance
in the stochastic setup) of the discretized signal e(nh), n = 0,1,2, . . . where h is the
sampling period of AD and DA device. This is proper if the secondary path is also
a discrete-time system. However, in reality, the path is a continuous-time system,
and hence the optimization should be executed taking account of the behavior of the
continuous-time error signal e(t). Such an optimization may seem to be difficult
because the system is a hybrid system containing both continuous- and discrete-time
signals.
Recently, several articles have been devoted to the design considering a continuous-
time behavior. In [13], a hybrid controller containing an analog filter and a digital
adaptive filter has been proposed. Owing to the analog filter, a robust performance
is attained against the variance of the secondary path. However, an analog filter
is often unwelcome because of its poor reliability or maintenance cost. Another
approach has been proposed in [8]. In this paper, they assume that the noise x(t)
is a linear combination of a finite number of sinusoidal waves. Then the adaptive
algorithm is executed in the frequency domain based on the frequency response of
the continuous-time secondary path. This method is very effective if we a priori
know the frequencies of the noise. However, unknown signal with other frequencies
cannot be eliminated. If we prepare adaptive filters considering many frequencies to
avoid such a situation, the complexity of the controller will be very high.
The same situation has been considered in control systems theory. The modern
sampled-data control theory [1] has been developed in 90’s [15], which gives an
exact design/analysis method for hybrid systems containing continuous-time plants
and discrete-time controllers. The key idea is lifting. Lifting is a transformation of
continuous-time signals to an infinite-dimensional (i.e., function-valued) discrete-
time signals. The operation can be interpreted as a continuous-time polyphase
decomposition. In multirate signal processing, the (discrete-time) polyphase decom-
position enables the designer to perform all computations at the lowest rate [14]. In
the same way, by lifting, continuous-time signals or systems can be represented in
the discrete-time domain with no errors.
The lifting approach is recently applied to digital signal processing [4, 10, 16, 17], and
proved to provide an effective method for digital filter design. Motivated these works,
this article focuses on a new scheme of filtered-x adaptive algorithm which takes
account of the continuous-time behavior. More precisely, we define the problem of
active noise control as design of the digital filter which minimizes a continuous-time
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cost function. By using the lifting technique, we derive the Wiener solution for this
problem, and a steepest descent algorithm based on the Wiener solution. Then we
propose an LMS (least mean square) type algorithm to obtain a causal system. The
LMS algorithm involves an integral computation on a finite interval, and we adopt an
approximation based on lifting representation. The approximated algorithm can be
easily executed by a (linear, time-invariant, and finite dimensional) digital filter.
The paper is organized as follows: Section 2 formulates the problem of active noise
control. Section 3 gives the Wiener solution, the steepest descent algorithm, and the
LMS-type algorithm with convergence theorems. Section 4 proposes an approxima-
tion method for computing an integral of signals for the LMS-type algorithm. Section
5 shows simulation results to illustrate the effectiveness of the proposed method.
Section 6 concludes the paper.
This paper is dedicated to Uwe Helmke on the occasion of his 60th birthday.
Notation
R,R+ the sets of real numbers and non-negative real numbers, resp.
Z, Z+ the sets of integers and non-negative integers, resp.
R
n,Rn×m the sets of n-dimensional vectors and n×m matrices overR, resp.
L2, L2[0,h) the sets of all square integrable functions onR+ and [0,h), resp.
M⊺ transpose of a matrix M
a the complex conjugate of a complex number a
s the symbol for Laplace transform
z the symbol for Z transform
2 Problem formulation
In this section, we formulate the design problem of active noise control. Let us
consider the block diagram shown in Fig. 2 which is a model of the active noise
control system shown in Fig. 1. In this diagram, P(s) is the transfer function of the
x







Figure 2: Block diagram of active noise control system
primary path from A to C in Fig. 1. The transfer function of the secondary path from
B to C is represented by F(s). Note that P(s) and F(s) are continuous-time systems.
We model the AD device by the ideal sampler Sh with a sampling period h defined by
(Shx)[n] ∶= x(nh), n ∈Z+.
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That is, the ideal sampler Sh converts continuous-time signals to discrete-time signals.
Then, the DA device is modeled by the zero-order hold Hh with the same period h
defined by
(Hhy)(t) ∶= ∞∑
n=0φ0(t −nh)y[n], t ∈ [0,∞),
where φ0(t) is the zero-order hold function or the box function defined by
φ0(t) ∶= ⎧⎪⎪⎨⎪⎪⎩1, t ∈ [0,h),0, otherwise.
That is, the zero-order hold Hh converts discrete-time signals to continuous-time
signals.
With the setup, we forumulate the design problem as follows:
Problem 1. Find the optimal FIR (finite impulse response) filter
K(z) = N−1∑
k=0 αkz−k
which minimizes the continuous-time cost function
J = ∫ ∞
0
e(t)2dt. (1)
Instead of the conventional adaptive filter design [3], this problem deals with the
continuous-time behavior of the error signal e(t). To solve such a hybrid problem
(i.e., a problem for a mixed continuous- and discrete-time system), we introduce the
lifting approach based on the sampled-data control theory [1].
In what follows, we assume the following:
Assumption 2. The following properties hold:
1. The noise x is unknown but causal, that is, x(t) = 0 if t < 0, and belongs to L2.
2. The primary path P(s) is unknown, but proper and stable.
3. The secondary path F(s) is known, proper and stable.
3 Sampled-data filtered-x algorithm
In this section, we discretize the continuous-time cost function (1) without any
approximation, and derive optimal filters. We also give convergence theorems for
the proposed adaptive filters. The key idea to derive the results in this section is the
lifting technique [1, 15].
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3.1 Wiener solution
In this subsection, we derive the optimal filter coefficients α0,α1, . . . ,αN−1 which
minimize the cost function J in (1).
First, we split the time domain [0,∞) into the union of sampling intervals [nh,(n+
1)h), n ∈Z+, as [0,∞) = [0,h)∪ [h,2h)∪ [2h,3h)∪⋯.
By this, the cost function (1) is transformed into the sum of the L2[0,h)-norm of e(t)
on the intervals:
J = ∫ ∞
0
e(t)2dt = ∞∑
n=0∫ h0 e(nh+θ)2dθ =
∞∑
n=0∫ h0 en(θ)2dθ , (2)
where en(θ) = e(nh+θ), θ ∈ [0,h), n ∈Z+. The sequence {en} of functions e1,e2, . . .
on [0,h) is called the lifted signal [1, 15] of the continuous-time signal e ∈ L2, and
we denote the lifting operator by L, that is, {en} =Le. In what follows, we use the
notion of lifting to derive the optimal coefficients.
Next, we assume that a state space realization is given for F(s) as
F ∶ { ζ˙(t) = Aζ(t)+By(t),
w(t) =Cζ(t), t ∈R+
where ζ(0) = 0, A ∈Rν×ν , B ∈Rν×1, and C ∈R1×ν . By Fig. 2, the continuous-time
signal w is given by
w = Fy = FHhyd
where yd is a discrete-time signal yd = {yd[n]} which is produced by the filter K(z).
Let wn(θ) ∶=w(nh+θ), θ ∈ [0,h), n ∈Z+ (i.e., {wn} ∶=Lw). Then, the sequence of
functions {wn} is obtained as
{wn} =LFHhyd.
Let Fh ∶= LFHh. Then the system Fh is a discrete-time system as shown in the
following lemma [1, Sec. 10.2]:
Lemma 3. Fh is a linear time-invariant discrete-time (infinite-dimensional) system
with the following state-space representation:
Fh ∶ {ξ [n+1] = Ahξ [n]+Bhyd[n],wn = Chξ [n]+Dhyd[n], n ∈Z+, (3)
where
Ah ∶= eAh ∈Rν×ν , Bh ∶= ∫ h
0
eAθBdθ ∈Rν×1,
Ch ∶Rν ∋ ξ ↦CeA●ξ ∈ L2[0,h), Dh ∶R ∋ yd↦ ∫ ●
0
CeAτBdτ ⋅yd ∈ L2[0,h) (4)
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where {un} ∶=Fh{xd[n]}. Note that {un} is the lifted signal of the continuous-time
signal u = FHhxd, that is, {un} =L(FHhxd) =Lu.
The relation (5) gives the continuous-time relation as
w(t) = N−1∑
k=0 αku(t −kh), t ∈R+.
By using this relation, we obtain the following theorem for the optimal filter.
Theorem 4 (Wiener solution). Let u ∶= (FHh)xd. Define a matrix Φ and a vector β
as
Φ ∶= [Φkl]k,l=0,1,...,N−1 ∈RN×N , β ∶= [βk]k=0,1,...,N−1 ∈RN ,
where for k, l = 0,1, . . . ,N −1,
Φkl ∶= ∫ ∞
0
u(t −kh)u(t − lh)dt, βk ∶= ∫ ∞
0
d(t)u(t −kh)dt.
Assume the matrix Φ is nonsingular. Then the gradient of J defined in (1) is given by
∇αJ = 2(Φα −β) , α ∶= [α0,α1, . . . ,αN−1]⊺, (6)
and the optimal FIR parameter αopt = [αopt0 ,αopt1 , . . . ,αoptN−1]⊺ which minimizes J is
given by
αopt =Φ−1β . (7)
Proof. Let {dn} ∶=Ld. By the equations (2), (5), and en = dn−wn, we have
J = ∞∑










n=0∫ h0 un−k(θ)un−l(θ)dθ . (8)
Computing the gradient ∇αJ and applying the inverse lifting, we obtain (6). Then,
if the matrix Φ is nonsingular, the optimal parameter (7) is given by solving the
Wiener-Hopf equation Φα −β = 0.
We call the optimal parameter αopt the Wiener solution.
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3.2 Steepest descent algorithm
In this subsection, we derive the steepest descent algorithm (SD algorithm) [3] for
the Wiener solution obtained in Theorem 4. This algorithm is a base for adaptation
of the ANC system discussed in the next subsection.
According to the identity (6) in Theorem 4 for the gradient of J, the steepest descent
algorithm is described by
α[n+1] = α[n]− µ
2
∇α[n]J= α[n]+µ (β −Φα[n]) , n ∈Z+, (9)
where µ > 0 is the step-size parameter.
We then analyse the stability of the above recursive algorithm. Before deriving the
stability condition, we give an upper bound of the eigenvalues of the matrix Φ.
Lemma 5. Let λ1, . . . ,λN be the eigenvalues of the matrixΦ. Let uˆ denote the Fourier








0 ≤ λi ≤ ∥S∥∞ = sup{S(jω) ∣ω ∈ (−pih , pih )} , (10)
for i = 1,2, . . . ,N.
Proof. First, we prove λi ≥ 0 for i = 1,2, . . . ,N. Let
U(t) = [u(t),u(t −h), . . . ,u(t −Nh+h)]⊺.
Then, for non-zero vector v ∈RN , we have
v⊺Φv = v⊺(∫ ∞
0
U(t)U(t)⊺dt)v = ∫ ∞
0
∣v⊺U(t)∣2 dt ≥ 0.
Thus Φ ≥ 0 and hence λi ≥ 0 for i = 1,2, . . . ,N. Next, since u(t) = 0 for t < 0, we have
Φkl = ∫ ∞
0












2pi ∫ h/pi−h/pi S(jω)ejω(k−l)hdω.
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Then, let v = [v0,v1, . . . ,vN−1]⊺ be a nonzero vector inRN . Let vˆ denote the discrete
Fourier transform of v, that is,
vˆ(jω) ∶= N−1∑
k=0 vke−jωkh, ω ∈ (−pi/h,pi/h).
Perseval’s identity again gives
v⊺v = h









l=0 vkvl ⋅ h2pi ∫ h/pi−h/pi S(jω)ejω(k−l)hdω= h
2pi ∫ pi/h−pi/h S(jω)vˆ(jω)vˆ(jω)dω ≤ ∥S∥∞ ⋅v⊺v.
It follows that
max
1≤i≤Nλi =max{v⊺Φv ∣ v ∈RN , v⊺v = 1} ≤ ∥S∥∞.
By this lemma, we derive a sufficient condition on the step size µ for convergence.
Theorem 6 (Stability of SD algorithm). Suppose that Φ > 0 and the step size µ
satisfies
0 < µ < 2∥S∥−1∞ . (11)
Then the sequence {α[n]} produced by the iteration (9) converges to the Wiener
solution αopt for any initial vector α[0] ∈RN .
Proof. The iteration (9) is rewritten as
α[n+1] = (I−µΦ)α[n]+µβ .
Suppose Φ > 0. Let λmax denote the maximum eigenvalue of Φ. Then λmax > 0 since
Φ > 0. The condition (11) and the inequality (10) in Lemma 5 give 0 < µ < 2λ−1max,
which is equivalent to ∣1−µλi∣ < 1, i = 1,2, . . . ,N. It follows that the eigenvalues
of the matrix I −µΦ lie in the open unit disk in the complex plane, and hence the
iteration (9) is asymptotically stable. The final value
α∞ ∶= lim
n→∞α[n]
of the iteration is clearly given by the solution of the equation Φα∞ = β . Thus, since
Φ > 0, we have α∞ =Φ−1β = αopt.
3.3 LMS-type algorithm
The steepest decent algorithm assumes that the matrix Φ and the vector β are known
a priori. That is, the noise {x(t)}t∈R+ and the primary path P(s) are assumed to be
known. However, in practice, the noise {x(t)}t∈R+ cannot be fixed before we run the
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ANC system. In other words, the ANC system should be noncausal for running the
steepest descent algorithm. Moreover, we cannot produce arbitrarily noise {x(t)}t∈R+
(this is why x is noise), we cannot identify the primary path P(s). Hence, the
assumption is difficult to be satisfied.
In the sequel, we can only use data up to the present time for causality and we cannot
use the model of P(s). Under this limitation, we propose to use an LMS-type adaptive
algorithm using the filtered noise u = FHhxd and the error e up to the present time.




l=0 Φklαl) = −2∫ ∞0 e(t)u(t −kh)dt, k = 0,1, . . . ,N −1.
Based on this, we propose the following adaptive algorithm:
α[n+1] = α[n]+µδ [n], n ∈Z+, (12)
where δ [n] = [δ0[n],δ1[n], . . . ,δN−1[n]]⊺ with
δk[n] ∶= ∫ nh
0
e(t)u(t −kh)dt, k = 0,1, . . . ,N −1.
The update direction vector δ [n] can be recursively computed by
δ [n+1] = δ [n]+∫ (n+1)h
nh
e(t)u(t)dt, n ∈Z+, (13)
where
u(t) ∶= [u(t),u(t −h), . . . ,u(t −(N −1)h)]⊺.
This means that to obtain the vector δ [n] one needs to measure the error e and the
signal u = FHhxd on the interval [(n−1)h,nh) and compute the integral in (13). We
call this scheme the sampled-data filtered-x adaptive algorithm. The term “sampled-
data” comes from the use of sampled-data xd of the continuous-time signal x. The
sampled-data filtered-x adaptive algorithm is illustrated in Fig. 3. As shown in this









Figure 3: Sampled-data filtered-x adaptive algorithm
figure, in order to run the adaptive algorithm, we should use the signal u which is
“filtered” xd by FHh, and also use the error signal e.
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To analyse the convergence of the iteration, we consider the following autonomous
system:
α[n+1] = (I−µΦ[n])α[n], n ∈Z+, (14)
where Φ[n] = [Φkl[n]]k,l=0,1,...,N−1 with
Φkl[n] ∶= ∫ nh
0
u(t −kh)u(t − lh)dt.
Then we have the following lemma:
Lemma 7. Suppose the following conditions:
1. The sequence {Φ[n]} is uniformly bounded, that is, there exists γ > 0 such that
∥Φ[n]∥ ≤ γ, ∀n ∈Z+.
2. The step-size parameter µ satisfies




where λmax(Φ[n]) is the maximum eigenvalue of Φ[n].
3. The sequence {µΦ[n]} is slowly-varying, that is, there exists a sufficiently
small ε > 0 such that
∥µ(Φ[n]−Φ[n−1])∥ ≤ ε, ∀n ∈Z+.
Then the autonomous system (14) is uniformly exponentially stable1.
Proof. Let Ψ[n] ∶= I−µΦ[n], n ∈Z+. By the assumption 1, we have
∥Ψ[n]∥ = ∥I−µΦ[n]∥ ≤N +µ∥Φ[n]∥ ≤N +µγ.
Thus, the sequence {Ψ[n]} is uniformly bounded. By the assumption 2, we have
∣λmax(Ψ[n])∣ < 1, ∀n ∈Z+.
Also, by the assumption 3, we have
∥Ψ[n]−Ψ[n−1]∥ ≤ ε,
that is, the sequence {Ψ[n]} is slowly varying. With these inequalities, the uniform
exponential stability of the system (14) follows from Theorem 24.8 in [11].
1 The system (14) is said to be uniformly exponentially stable [11] if there exist a finite positive constant
c and a constant 0 ≤ r < 1 such that for any n0 and α0 = α[0] ∈RN , the corresponding solution satisfies∥α[n]∥ ≤ crn−n0∥α0∥ for all n ≥ n0.
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By Lemma 7, we have the following theorem:
Theorem 8 (Stability of LMS algorithm). Suppose the conditions 1–3 in Lemma 7.
Then the sequence {α[n]} converges to the Wiener solution αopt.
Proof. Let β [n] ∶= [βk[n]]k=0,1,...,N−1 ∈RN with
βk[n] ∶= ∫ nh
0
d(t)u(t −kh)dt.
Put c[n] ∶= α[n]−αopt and q[n] ∶= β [n]−Φ[n]αopt. Then, Φ[n]→Φ and β [n]→ β
as n→∞, and hence
q[n]→∞ as n→∞. (15)
By Lemma 7, the autonomous system (14) is uniformly exponentially stable and from
(15) it follows that c[n]→ 0 as n→∞. Thus, we have α[n]→ αopt as n→∞.
4 Approximation method
To run the algorithm (12) with (13), we have to calculate the integral in (13). It is
usual that the error signal e is given as sampled data, and hence the exact value of this
integral is difficult to obtain in practice. Therefore, we introduce an approximation
method for this computation.
First, we split the interval [0,h) into L short intervals as
[0,h) = [0,h/L)∪ [h/L,2h/L)∪⋯∪ [h−h/L,h).
Assume that the error e is constant on each short interval. Then we have,
∫ (n+1)h
nh
e(t)u(t −kh)dt = L−1∑











∫ h/L0 u(θ +nh)dθ∫ 2h/Lh/L u(θ +nh)dθ
...∫ h(L−1)h/L u(θ +nh)dθ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then the integral in U[n] can be computed via the state-space representation of Fh
given in (3). In fact, U[n] can be computed by the following digital filter:
Fh{η[n+1] = Ahη[n]+Bhxd[n],U[n] =Chη[n]+Dhxd[n], n ∈Z+
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where Ah and Bh are given in (4), Ch and Dh are matrices defined by
Ch ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣





∫ h/L0 ∫ θ0 CeAτdτdθ∫ 2h/Lh/L ∫ θ0 CeAτdτdθ
...∫ h(L−1)h/L ∫ θ0 CeAτdτdθ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that the integrals in Bh, Ch, and Dh can be effectively computed by using matrix
exponentials [1, 7].
Let us summarise the proposed adaptive algorithm. The continuous-time error e(t) is
sampled with the fast sampling period h/L and blocked to become the discrete-time
signal e[n], and the signal x(t) is sampled with the sampling period h to become
xd[n]. Then the sampled signal xd is filtered by Fh(z) and the signal U[n] is obtained.
By using e[n] and {U[n],U[n−1], . . . ,U[n−N+1]}, we update the filter coefficient











We show the proposed adaptive scheme in Fig. 4.
Adaptive
AlgorithmFh(z) Sh/LSh
x(t) xd U e e(t)
α [n]
Figure 4: filtered-x adaptive scheme
5 Simulation
In this section, we show simulation results of active noise control. The analog systems
F(s) and P(s) are given by
F(s) = 1
s+1.1 ⋅ 120 4∑k=1 k
2
s2+2ζks+k2 ,
P(s) = 1.2×1.3(s+1.2)(s+1.3) ⋅ 120 4∑k=1 (1.2k)
2
s2+2ζ(1.2k)s+(1.2k)2 .
The Bode gain plots of these systems are shown in Fig. 5. The gain ∣F(jω)∣ has
peaks at ω = 1,2,3,4 (rad/sec) and ∣P(jω)∣ has peaks at ω = 1.2,2.4,3.6,4.8 (rad/sec).
We set the sampling period h = 1 (sec) and the fast-sampling ratio L = 8. Note that
the systems F(s) and P(s) are stable and have peaks beyond the Nyquist frequency
ω = pi (rad/sec).
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Figure 5: Frequency response of F(s) (dash) and P(s) (solid). The vertical line
indicates the Nyquist frequency pi (rad/sec).














Figure 6: Input signal x(t) with 0 ≤ t ≤ 100 (sec).
Then we run a simulation of active noise control by the proposed method with the
input signal x(t) shown in Fig. 6. Note that the input x(t) belongs to L2 and satisfies
our assumption. To compare with the proposed method, we also run a simulation
by a standard discrete-time LMS algorithm [2], which is obtained by setting the
fast-sampling parameter L to be 1. The step-size parameter µ in the coefficient update
in (12) is set to be 0.1.
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Fig. 7 shows the absolute values of error signal e(t) (see Fig. 1 or Fig. 2). The errors
by the conventional design is much larger than that by the proposed method. In fact,
the L2 norm of the error signal e(t), 0 ≤ t ≤ 100 (sec) is 2.805 for the conventional
method and 1.392 for the proposed one, which is improved by about 49.6%. The
result shows the effectiveness of our method.
Fig. 8 shows the L2 norm of the error e(t), 0 ≤ t ≤ 100 (sec) with some values of
the step-size parameter µ . Fig. 8 shows that the error by the proposed method is
equal to or smaller than that by the conventional method for almost all values of µ .
Moreover, the error by the proposed method can be small for much wider interval
than that by the conventional method. In fact, the L2 norm of the error ∥e∥2 < 10 if
µ ∈ (0,0.7257) by the proposed method, while ∥e∥2 < 10 if µ ∈ (0,0.4051) by the
conventional method. That is, the interval by the proposed method is about 1.8 times
wider than that by the conventional method.
In summary, the simulation results show that the proposed method gives better
performance for wider interval of the step-size parameter µ on which the adaptive
system is stable than the conventional method.
6 Conclusion
In this article, we have proposed a hybrid design of filtered-x adaptive algorithm
via lifting method in sampled-data control theory. The proposed algorithm can take
account of the continuous-time behavior of the error signal. We have also proposed an
approximation of the algorithm, which can be easily implemented in DSP. Simulation
results have shown the effectiveness of the proposed method.
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Abstract. Dayawansa and Martin proved that the switching system x˙ = (δ(t)A+(1−
δ(t)B)x(t), δ(t) ∈ {0,1} is stable for all switching sequences if and only if the two
systems x˙ = Ax and x˙ = Bx have a common Lyapunov function. This theorem can be
interpreted in the following manner. Let G1 = {eAτ ∶ τ ∈R+} and G2 = {eBτ ∶ τ ∈R+}
where R+ = {r ∈R ∶ r ≥ 0}. Let Xn = Dn⋯D1 where D2i ∈ G2 and D2i+1 ∈ G1. This
is constructed by random sampling from G1∪G2. The theorem of Dayawansa and
Martin can then be interpreted as ∥Xn∥→ 0 if and only if x˙ = Ax and x˙ = Bx have a
common Lyapunov function.
1 Introduction
The theory of switching systems in control theory [11] is a well-developed field of
research as is the theory of random products of matrices [3] in probability theory.
However there has been very little overlap between the two branches of mathematics.
In this paper we explore some of the connections between the two fields.
Consider first the system
x˙ = (δ(t)A+(1−δ(t))B)x
where A and B are real d×d matrices and δ(t) ∈ {0,1}. This system has been studied
quite extensively, see for example [6] or [8]. Now consider the semigroups
G1 = {eAτ ∶ τ ∈R+}
and
G2 = {eBτ ∶ τ ∈R+}.
We construct a product of the form
Pn = eAτneBτn−1⋯eAτ1
by sampling randomly from G1∪G2. Let Xn =Dn⋯D1 where D2i ∈G2 and D2i+1 ∈G1.
This is constructed by random sampling from G1∪G2. The theorem of Dayawansa
and Martin can then be interpreted as ∥Xn∥→ 0 if and only if x˙ = Ax and x˙ = Bx have
a common Lyapunov function. Discrete time systems can be interpreted in a similar
manner using the corresponding semigroups.
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The control theory literature has been primarily concerned with two problems. First
and foremost is the problem of stability and this problem was addressed in [6] and
in many other papers. The second problem is the problem of controllability. This
problem is addressed for continuous-time switching systems in [1] and in other papers.
The controllability problem for discrete time systems seems to be considerably harder.
This paper is organized as follows. Section 2 studies the stability of discrete-time
switching systems. The equivalence between the two stability notions considered
in [9] and [14] is proved. In Section 3 an estimate of the growth rate of switching
systems, not necessarily stable, is shown. Section 4 studies the controllability of
switching systems.
1.1 Notations and conventions
For a real number x let log+(x) ∶=max(logx,0). For a matrix M ∈Rd×d , its maximal
singular value is denoted by ∥M∥. Let M be a subset ofRd×d . Define ∥M∥ by
∥M∥ ∶= sup
B∈M∥B∥.
For a positive integer k let Mk be the set of k-products of the matrices in M; i.e.,
Mk ∶= {B1⋯Bk ∶ B1, . . . ,Bk ∈M}.
If all the matrices in M are invertible then we write
M−1 ∶= {B−1 ∶ B ∈M}.
Finally let Gl(d,R) denote the multiplicative group of invertible d×d real matrices.
2 Stability
Consider the discrete-time switching system
x(k+1) = Aσk x(k), Aσk ∈M (1)
with M consisting of finite number of matrices:
M = {A1, . . . ,Am} ⊂Rd×d .
The joint spectral radius [12] of M is defined by
ρ(M) ∶= lim
k→∞ maxB∈Mk ∥B∥1/k.
It is well known that this quantity characterizes the stability of the switching system [2,
13]:
Theorem 1. The switching system (1) converges to the origin for any initial point x0
if and only if
ρ(M) < 1.
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Jungers et. al. [9] extended the notion of joint spectral radius and then introduced
a novel notion of stability in the following way. We here quote some definitions
from [9]. For a parameter p ∈ [1,∞] the Lp-norm joint spectral radius (p-radius, in








It was observed [9] that ρp is a nondecreasing function of p so that
ρ1 ≤ ρp ≤ ρ(M)
for every p. The switching system is said to be p-weakly stable if
ρp < 1 < ρ(M).
On the other hand, Wang et. al. [14] studied the stability of mean and variance of the
solution of the stochastic switching system
X(k+1) = Aσk X(k), X(0) ∈Rd×d , Aσk ∈M
where the constant probability 1/m is assigned for all the matrices A1, . . . , Am. The





It was shown [14] that the stability of Ek and Vk are characterized by the spectral
radiuses of certain matrices, which are easily computable.
We here remark that a similar result was obtained in [4], which studied switching
systems as Markov jump linear systems. Also [5] characterized the so called mean
square stability of the switching system (1) with respect to a special transition
probability using the norm of a finite product of matrices A1, . . . , Am.
The aim of this section is to prove the next theorem that shows the equivalence
between the 2-weak stability and the stability of mean and variance.
Theorem 2. Ek and Vk converges to 0 exponentially as k→∞ if and only if ρ2 < 1.
This theorem gives another interpretation of the stability of the system studied in
[14].
Example 3. In [14] the authors studied the switching system (1) given by the matrices
A1 = [ 0.9739 0.0098−0.9772 0.9739] , A2 = [ 0.9719 0.0975−0.0975 0.9719] .
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The JSR (Joint Spectral Radius) Toolbox of MATLAB gives
ρ∞ ∈ [1.0395,1.0856],
where the method by Blondel et. al. [2] is used. On the other hand, using Proposi-
tion 2.3 of [10] we can see that
ρ2 = 0.9876 < 1.
Therefore, by Theorem 2, the mean Ek and variance Vk converges to 0 exponentially
fast, which was originally proved in [14] by showing that the spectral radiuses of
certain matrices are less than 1.
Remark 4. One may be tempted to conjecture that Ek exponentially converges to 0 if
and only if ρ1 < 1. This is not true. Consider the scalar switching system (1) withM = {1,−1}. Then the mean Ek is always equal to 0 but we have ρ1 = 1.
From Theorem 2 and this remark one may conjecture the following:
Conjecture 5. Let m be a positive integer. All the moments with order less than or
equal to 2m exponentially converge to 0 if and only if ρ2m < 1.
Now let us prove Theorem 2. We need the following easy lemma.
Lemma 6. If B is a d×d matrix then
∥B∥2 ≤ 2 d∑
n=1∥Ben∥2, (2)
where e1, . . . , ed are the standard basis ofRd .
Also we will use the equality
Vk =m−k ∑
B∈Mk(B⊺B)−E⊺k Ek (3)
that was shown in [14].
Proof of Theorem 2. Suppose that Ek and Vk exponentially converge to 0 as k →∞. Then (3) yields that m−k∑B∈Mk(B⊺B) exponentially converges to 0 as k→∞.




Then, if k >K,
m−k ∑




n=1m−k ∑B∈Mk∥Ben∥2< 2dCλ k.
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ρ2 ≤√λ < 1.
On the other hand assume ρ2 < 1. By the monotonicity of the p-radius we have ρ1 < 1.
Therefore there exists K such that if k >K then⎡⎢⎢⎢⎢⎣m−k ∑B∈Mk∥B∥
⎤⎥⎥⎥⎥⎦
1/k < c < 1.
Therefore ∥Ek∥ ≤m−k ∑
B∈Mk∥B∥ < ck.
Moreover, because ρ2 < 1, there exists K′ such that if k >K′ then⎡⎢⎢⎢⎢⎣m−k ∑B∈Mk ∥B∥2
⎤⎥⎥⎥⎥⎦
1/(2k) < c′ < 1.
Hence if k >max(K,K′) then
∥Vk∥ ≤m−k ∑
B∈Mk(∥B∥2)+∥Ek∥2 ≤ c′2k +c2k.
This completes the proof.
3 Growth rate
Let X1, X2, ⋯ be a stationary stochastic process with values in the space of d×d real
matrices. Furstenberg et. al. [7] proved a fundamental result about the growth rate of
the products of random matrices.
Theorem 7 ([7, Theorem 3.9]). Let µ be a probability measure on Gl(d,R) satisfy-
ing ∫ [log+∥g∥+ log+∥g−1∥]dµ(g) <∞.
Then there is a sequence of subspaces
0 ⊂ Lr ⊂ Lr−1 ⊂⋯ ⊂ L2 ⊂ L1 ⊂ L0 =Rd
and a sequence of values
β 0(µ) > β ′(µ) > β ′′(µ) >⋯ > β (r)(µ)
such that if x0 ∈ Li/Li+1 then with probability one
lim
N→∞ 1N log∥XNXN−1⋯X1x0∥ = β (i)(µ).
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We can give an estimate for the numbers β (n):
Theorem 8. We have
β 0(µ) ≤ log∥M∥. (4)
Moreover if all the matrices in M are invertible then
− log∥M−1∥ ≤ β (r)(µ). (5)
Proof. Because ∥x(k+1)∥ ≤ ∥Aσk∥∥xk∥ ≤ ∥M∥∥xk∥ for every k, we have ∥xk∥ ≤ ∥M∥k∥x0∥ and hence
1
k








Then assume that all the matrices in M are invertible. Then x(k) = A−1σk x(k+1) so
that ∥x(k)∥ ≤ ∥A−1σk ∥∥x(k+1)∥ and hence
∥x(k+1)∥ ≥ ∥A−1σ ∥−1∥x(k)∥≥ inf
σ
∥A−1σ ∥−1∥x(k)∥= (sup∥A−1σ ∥)−1∥x(k)∥= ∥M−1∥−1∥x(k)∥.
The same argument above gives us
liminf





x˙(t) = Aσt x(t), Aσt ∈M ⊂Rd×d (6)
is said to be globally controllable [1] if for every x0,x f ∈ Rd/{0} there exists a
switching signal σ such that the solution of (6) satisfies x(0) = x0 and x(T) = x f for
some T > 0.
Let us see some examples of globally controllable switching systems.
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Example 9. Let M = {A1,A2} where
A1 = [1 00 1] , A2 = [−1 −11 −1] .
The associated switching system Σ2 can be checked to be globally controllable.
Example 10. Let us generalize the above example. Consider the switching system Σd
(d ≥ 2) associated with d matrices {B1,B2, . . . ,Bd} ⊂Rd×d defined by
B1 = [A1 Od−2] ,
B2 = [A2 Od−2] ,
Bk(i, j) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1, (i, j) = (k−1,k)
1, (i, j) = (k,k−1)
0, otherwise
(k ≥ 3)
where Od−2 is the zero matrix of size (d −2)× (d −2). We can prove the global
controllability of Σd inductively. First we know that Σ2 is globally controllable by
Example 9. Then assume that Σd is globally controllable and consider Σd+1. Let Σ˜d
be the switching system defined by
Σ˜d ∶= [Σd 0]
with the state spaceRd+1. We can observe that an initial state x ≠ 0 can be steered to
































This example shows that we can construct a globally controllable switching system
using at most d subsystems. A conjecture is that:
Conjecture 11. If the switching system (6) is globally controllable then M has at
least d matrices.
To prove this conjecture we might be able to use a result from [1]. Altafini [1] rewrote
the switching system (6) as
x˙ =F(x,u) = m∑
i=1 uiAix
where ui ∈ {0,1} and∑mi=1 ui = 1 and studied this equation as a bilinear system, giving
the next result.
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Theorem 12 ([1]). The switching system (6) is globally controllable if and only if
rank(Lie(F)) = d.
4.2 Discrete-time case
This subsection studies the controllability of discrete-time switching system (1), in
particular the scalar switching system
x(k+1) = (δ(k)λ +(1−δ(k))µ)x(k) (7)
where λ ,µ ∈R and δ is a {0,1}-valued switching signal.
This system cannot be globally controllable because the reachable set
{λ pµqx0}p≥0, q≥0
is countable. This observation leads us to the following general definition.
Definition 13. The switching system (1) is said to be globally approximately con-
trollable if for every x0,x f ∈Rd/{0} and ε > 0 there exists a switching signal σ such
that the solution of (1) satisfies x(0) = x0 and ∥x(T)−x f ∥ < ε for some T > 0.
The main result of this subsection is the following characterization of the global
approximate controllability.
Theorem 14. The scalar switching system (7) is globally approximately controllable
if and only if the following two conditions hold:
• Either one of λ and µ is negative;
• The number log ∣λ ∣log ∣µ ∣ is negative and irrational.
Proof of the necessity of Theorem 14. Assume that the scalar switching system (7)
is globally approximately controllable. If both λ and µ are positive then we can see
that the sign of x(k) is the same as that of x0 so that the trajectory of the system
is contained in one of the half lines (−∞,0] and [0,∞), which contradicts to the
controllability. Therefore either λ or µ is negative.
Secondly if log ∣λ ∣log ∣µ ∣ is positive then either ∣λ ∣, ∣µ ∣ > 1 or ∣λ ∣, ∣µ ∣ < 1 holds and hence we
have ∣x(k)∣ ≥ ∣x0∣ or ∣x(k)∣ ≤ ∣x0∣, respectively, which again contradict to the controlla-
bility.
Finally assume that log ∣λ ∣log ∣µ ∣ = q/p for some integers p,q. Then ∣λ ∣ = ∣µ ∣q/p so that the
set of possible values of ∣x(k)∣ is included in {∣µ ∣n/p∣x0∣}n∈Z, which is not dense inR.
This completes the proof.
For the proof of sufficiency we need the next lemma:
Lemma 15. If α is a negative irrational number then the set {m+nα}m,n≥0 is dense
inR.
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Proof. This lemma is a simple application of the equidistribution theorem: If α is an
irrational number then the sequence
α, 2α, 3α, . . . mod 1
is uniformly distributed on the unit interval.
Let z ∈ R and ε > 0 be arbitrary. Let {z} be the fractional part of z. Because{n(−α)}n≥0 is dense in [0,1] modulo 1, there exists n ≥ 0 such that−ε < n(−α)+{z} < ε mod 1. (8)
This n can be taken sufficiently large so without loss of generality we assume that
nα − z < −ε. (9)
By (8) there exists an integer m such that−ε < (n(−α)+{z})−m < ε.
and hence −ε < ((m+ ⌊z⌋)+nα)− z < ε.
Because (m+ ⌊z⌋) ≥ 0 by (9) and n ≥ 0 this completes the proof.
Now we are at the position of proving the sufficiency of Theorem 14.
Proof of the sufficiency of Theorem 14. Suppose that the two conditions in Theo-
rem 14 hold. It is sufficient to show that the set
R ∶= {λmµnx0}m,n≥0
is dense inR. Without loss of generality assume that x0 > 0 and λ < 0.
Since α = logµ2logλ 2 = log∣µ ∣log∣λ ∣ is a negative irrational number, by the above lemma the set{(logλ 2)(m+nα)}m,n≥0
is dense inR and hence its image by the exponential mapping{λ 2mµ2n}m,n≥0
is dense in [0,∞). Therefore, because λ < 0, the set{λ 2m+1µ2n}m,n≥0
is dense in (−∞,0]. Hence the set R is dense inR. This completes the proof.
Define the distance between the switching systems
Σ ∶ x(k+1) = (δ(k)λ +(1−δ(k))µ)x(k),
Σ′ ∶ x(k+1) = (δ(k)λ ′+(1−δ(k))µ ′)x(k)
by
d(Σ,Σ′) ∶= ∣λ −λ ′∣+ ∣µ −µ ′∣.
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Corollary 16. Let Σ be a globally approximately controllable switching system. For
every ε > 0 there exists a not globally approximately controllable switching system Σ′
such that d(Σ,Σ′) < ε .
Controllability of higher dimensional switching systems seems to be complicated.
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Abstract. This paper is a simple variation on the theme of rational spectral factoriza-
tion allowing for unstable spectral factors. As an application we discuss the structure
of all-pass rational functions.
1 Introduction
The following is a classical problem in System Theory. Given a discrete-time purely
non deterministic (p.n.d.) m-dimensional stationary process y with a rational spectral
density matrix Φ(z), one wants to describe and classify the state space realizations
of y; i.e. the representations of the type
{ x(t +1) = Ax(t)+Bw(t),
y(t) =Cx(t)+Dw(t), t ∈Z (1)
where w is a normalized white noise process and (A,B,C,D) are constant matrices.
When dimx(t) is the smallest possible the representation is called a minimal real-
ization of y. The solution involves computing the rational spectral factors of Φ(z)
parametrized in the form W(z) =C(zI−A)−1B+D. By definition minimal spectral
factors are spectral factors of minimal McMillan degree. Here we will not worry
about constructing the noise process w. Traditionally this problem is solved by look-
ing for a parametrization of all minimal analytic (or causal) spectral factors in terms
of solutions of a certain Linear Matrix Inequality. When A is asymptotically stable,
which we shall write ∣λ(A)∣ < 1, the state space model (1) is a causal or forward
representation since the equations can be solved to yield
x(t) = t−1∑
s=−∞At−1−sBw(s), y(t) = t−1∑s=−∞CAt−1−sBw(s)+Dw(t)
which represent x(t) and y(t) as causal functions of the past {w(s) ; s ≤ t}. However
this is just one particular representation out of many possible others. A random
process is just a flow; i.e. has no intrinsic causality. State space representations could
be anti-causal or even of “mixed” causal-anticausal type. The only condition which
is really needed is that the entries of the impulse response of the system (1) should
be in `2(Z), compare e.g. [9]. Equivalently the spectrum of W(z) should satisfy
σ(W(z))∩{∣z∣ = 1} = ∅ but it could otherwise be quite arbitrary. In this paper we
want to study the realization problem without causality constraints. This has some
interesting applications as we shall see. Acausal realizations in continuous-time were
studied in [7], however so far, the discrete-time problem seems to have remained
unsolved.
This paper is dedicated to Uwe Helmke a long-time friend and colleague.
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2 A quick introduction to rational spectral factorization
A rational m×m matrix functionΦ(z) is a spectral density iff it satisfies the following
conditions
1. the parahermitian symmetry Φ(z) =Φ(z−1)⊺,
2. Φ(e jθ ) is integrable on the unit circle; hence has no poles on the unit circle,
3. Φ(z) is positive semidefinite on the unit circle Φ(e jθ ) ≥ 0 .
When Φ(z) satisfies the first two conditions, but it is not necessarily positive on the
unit circle, we shall simply say that it is a parahermitian function. Every rational
parahermitian function has a Laurent expansion in a neighborhood of the unit circle,
Φ(z) = +∞∑
τ=−∞Λ(τ)z−τ
where Λ is an m×m summable matrix function satisfying the symmetry relation
Λ(−τ) = Λ(τ)⊺. For a causal realization (∣λ(A)∣ < 1) one obtains the well-known
formulas
Λ(τ) = ⎧⎪⎪⎨⎪⎪⎩
CAτ−1 C¯⊺ τ > 0
CΣC⊺+DD⊺ τ = 0
where Σ is the state covariance matrix satisfying the Discrete-time Lyapunov Equation
Σ = AΣA⊺+BB⊺ (DLE)
and C¯⊺ ∶= AΣC⊺+BD⊺. Denoting for typographical reasons, Λ(0) as Λ0, we obtain
the decomposition
Φ(z) = [C(zI−A)−1C¯⊺+Λ0/2]+ [Λ0/2+C¯(z−1I−A⊺)−1C⊺]=∶ Φ+(z) + Φ+(z−1)⊺. (2)
which is an analytic (on {∣z∣≥1}) + co-analytic; i.e. causal + anticausal decomposition.
When in addition, Φ(e jθ ) ≥ 0 the analytic component Φ+(z), is called the Positive
Real part of Φ(z), see e.g. [1] for the definition and implications of this property.
For general A the formulas above do not hold. In particular the state covariance does
not satisfy the Lyapunov equation (DLE). One can however have many other additive
decompositions of a parahermitian function Φ(z). Note in fact that the poles of Φ(z)
have reciprocal symmetry; i.e. if Φ(z) has a pole in z = pk then 1/pk must also be a
pole (be it finite or not) of the same multiplicity. Hence the set of poles, σ(Φ), of a
Φ(z) of degree 2n can be split in two reciprocal subsets σ1 and σ2 each containing
n complex numbers (repeated according to multiplicity), such that σ2 = 1/σ1. In
general, this decomposition of the spectrum yields, by partial fraction expansion, a
rational additive decomposition of Φ(z) of the type
Φ(z) = Z(z)+Z(z−1)⊺, (3)
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where Z(z) is a rational function which we shall still write as C(zI−A)−1C¯⊺+Λ0/2,
with poles in σ1 while those of Z(z−1)⊺ are necessarily in σ2 = 1/σ1. Naturally, here
A need not be asymptotically stable.
Recall that an n×n matrix A has unmixed spectrum if σ(A), does not contain re-
ciprocal pairs counting multiplicity. Assuming minimality of (C,A,C¯⊺), then A has
unmixed spectrum if and only if the selected pole set σ1 ≡σ(A) has no self-reciprocal
elements. It is obvious that this happens if and only if σ1∩σ2 =∅.
Example 1. The parahermitian function
Φ(z) = K2(z− 12)2(z−1− 12)2
has σ(Φ) = { 12 , 12 ,2,2} so the only non intersecting subsets of two elements are{ 12 , 12} and {2,2}. Hence in this case either Z(z) is stable and coincides with Φ(z)+
or is totally antistable with poles in {2,2}.
Note that the unmixed spectrum condition is exactly the condition insuring that the
Lyapunov equation P−APA⊺ =Q has a (unique) solution for arbitrary Q [10].
The rational spectral factorization problem is, given a parahermitian rational matrix
Φ(z), find conditions for existence of rational matrix functions W(z) such thatΦ(z) =
W(z)W(z−1)⊺. In the classical setting one starts from the additive decomposition
Φ(z) =Φ+(z)+Φ+(z−1)⊺ with Φ+(z) positive real and looks for analytic spectral
factors. We want to generalize this problem. Start from a parahermitian matrix given
by a general additive decomposition (3), where the function Z(z) ∶=C(zI−A)−1C¯⊺+
1
2Λ0 is not necessarily positive real and look for rational spectral factors with the
same poles of Z(z). Note that the existence of spectral factors is not automatically
guaranteed and is in fact equivalent to the positivity of Φ(e jθ ) since, irrespective of
analiticity, if a spectral factor W exists, then Φ(e jθ ) =W(e jθ )W(e− jθ )⊺ ≥ 0.
Now it is obvious that the additive decomposition (3) can formally be rewritten as
Φ(z) = [C(zI−A)−1 I][0 C¯⊺C¯ Λ0][(z−1I−A⊺)−1C⊺I ] (4)
but, by a well-known identity, described in the following lemma, the constant matrix
in the middle can be modified.
Lemma 2. Pick any n×n symmetric matrix P and form the array
N(P) = [P−APA⊺ −APC⊺−CPA⊺ −CPC⊺] ,





Festschrift in Honor of Uwe Helmke G. Picci
Hence we can rewrite (4) as
Φ(z) = [C(zI−A)−1 I][P−APA⊺ C¯⊺−APC⊺C¯−CPA⊺ Λ0−CPC⊺][(z−1I−A⊺)−1C⊺I ] (5)
from which the following sufficient condition for spectral factorization of Φ(z)
follows.
Lemma 3. If there exists P = P⊺ solving the following Linear Matrix Inequality
M(P) ∶= [P−APA⊺ C¯⊺−APC⊺C¯−CPA⊺ Λ0−CPC⊺] ≥ 0 (LMI)
then the parahermitian matrix Φ(z) admits spectral factors. In fact, let B,D be
defined by the factorization
M(P) = [BD][B⊺ D⊺] , (6)
then W(z) =C(zI−A)−1B+D is a spectral factor.
Hence if the inequality (LMI) has a symmetric solution, Φ(z) is actually a spectral
density. Note that no stability of A nor minimality are required.
Proposition 4. If A is unmixing and C(zI −A)−1C¯⊺ is a minimal realization then
C(zI−A)−1B is also a minimal realization.
Proof. (sketch) The proof can be based on the fact that σ1∩σ2 =∅ implies that the
McMillan degree δ(Z) = 12δ(Φ) = n so that the dimension of A is n×n which implies
that (A,B) must be reachable otherwise the dimension of a minimal realization of
W would be smaller than n and hence Φ(z) =W(z)W(z−1)⊺ would have McMillan
degree smaller than 2n which is in contrast with the minimality of the realization of
Z(z).
Note that if σ1 ≡ σ(A) has self-reciprocal elements there may be ambiguities in
forming the decomposition Φ(z) = Z(z)+Z(z−1)⊺. Actually in some case the decom-
position may not even exist.
3 The linear matrix inequality: Necessity
Conversely, we want to show that for any spectral factor there is a P = P⊺ satisfying
the LMI constructed with the parameters (A,C,C¯,Λ0) of some Z(z).
Theorem 5. Let W(z) = C(zI −A)−1B+D be a rational spectral factor of Φ(z)
with an unmixing A matrix. Then there is a corresponding additive decomposition
Φ(z) = Z(z)+Z(z−1)⊺ with =C(zI −A)−1C˜⊺ + 12Λ0 and a unique P = P⊺ satisfying
the linear matrix inequality
[P−APA⊺ C˜⊺−APC⊺C˜−CPA⊺ Λ0−CPC⊺] ≥ 0.
If ∣λ(A)∣ < 1 and (A,B) is reachable, then P > 0.
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Proof. For analytic spectral factors (∣λ(A)∣ < 1) this result is well-known and in
fact nearly obvious. A short probabilistic proof goes as follows. Take a stationary
realization (1) with transfer function W(z), define z(t) ∶= [x(t +1)⊺ y(t)⊺]⊺ and
compute the variance of
[BD]w(t) = [x(t +1)y(t) ]−[AC]x(t) = z(t)− Eˆ[z(t) ∣ x(t)]
and notice that the variance of the quantity on the left must obviously be positive
semidefinite. By Pithagora’s theorem the variance of the second member is
[P C¯⊺C¯ Λ0]−[APA⊺ APC⊺CPA⊺ CPC⊺]
since
Ey(t)x(t +1)⊺ = E(Cx(t)+Dw(t))(x(t)⊺A⊺+w(t)⊺B⊺) =CPA⊺+DB⊺ = C¯
(this follows since the model is causal). In this case the solution P of the LMI is the
variance of x(t).
For arbitrary A we can give an algebraic proof as follows. Note first that, whenever
W(z) =C(zI−A)−1B+D is a spectral factor then we can write
Φ(z) = [C(zI−A)−1 I][BB⊺ BD⊺DB⊺ DD⊺][(z−1I−A⊺)−1C⊺I ] (7)
The LMI is defined once we show that this Φ(z) has a parahermitian additive de-
composition like (3), or equivalently (4). Now in force of Lemma 2, this amounts to
showing that there are matrices P,C˜ and R such that
[BB⊺ BD⊺DB⊺ DD⊺] = [0 C˜⊺C˜ R ]+[P−APA⊺ −APC⊺−CPA⊺ −CPC⊺] , (8)
since by multiplying this equation on the left by [C(zI −A)−1 I] and on the right
by [C(Iz−1 −A)−1 I]⊺ and by using Lemma 2 we would conclude that Φ(z) has a
parahermitian additive decomposition of the same form as (4) with Z(z) =C(zI −
A)−1C˜+ 12 R. By the unmixing assumption the Lyapunov equation P−APA⊺ = BB⊺




whereby Φ(z) =C(zI −A)−1C˜⊺ +R+C˜(z−1I −A⊺)−1C⊺ ∶= Z˜(z)+R+ Z˜(z−1)⊺. Now
by the unmixing assumption Φ(z) is analytic in some neighborhood of the unit circle
and there admits a unique Laurent expansion. In a suitably small neighborhood of
the unit circle Z˜(z) has an expansion in powers of z−1 without constant term while
Z˜(z−1)⊺ has an expansion in positive powers of z also without constant term. It
follows that R =Λ0 and there is a unique P = P⊺ satisfying the LMI corresponding to
Z(z) =C(zI−A)−1C˜+ 12Λ0.
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When A is assumed to be asymptotically stable one gets the celebrated Positive Real
Lemma attributed to Kalman [5], Yakubovich [11] and Popov [8].
Theorem 5 and Lemma 3 together provide a necessary and sufficient condition for
spectral factorization and provide, at least in principle a way to compute spectral
factors. Note that the matrix C˜ =CPA⊺ +DB⊺ must be the same for all minimal
spectral factors W(z) =C(zI −A)−1B+D irrespective of which P is selected, since
it is the “B” parameter of a minimal realization of Z(z); hence it cannot depend on
which spectral factor is chosen to form Φ(z). In other words, C˜ is an invariant over
the family of all minimal spectral factors expressed with a fixed (C,A) pair. Recall
that for a stable A we have C˜ = C¯ = Ey(t)x(t + 1)⊺ which is clearly an invariant
quantity.
4 The algebraic Riccati equation
It is not difficult to see that the number of columns of the spectral factor W(z)
varies with P ∈ P . In fact, assuming that [B⊺ D⊺]⊺ in the factorization (6) is
always taken of full column rank p, the corresponding W(z) is of dimension m× p,
where p ∶= rankM(P). The rank minimizing solutions form a subset P0 ⊂P which is
characterized as follows.
Proposition 6 ( Theorem 4.1 in [3]). The m×m matrix ∆(P) ∶= Λ0 −CPC⊺ is non
singular for all P ∈P if and only if
• the normal rank of Φ(z) is full (equal to m),
• Φ(z) does not have zeros at z = 0 or at z =∞.
If and only if these conditions hold the minimum rank of M(P) ; P ∈P is equal to m.
The first condition is simply that the underlying process should be of full rank. The
second condition means that both limits
lim
z→0Φ(z)−1, and limz→∞Φ(z)−1
exist and are non-singular (in fact if one limit exists so does the other). If this is the
case the problem is called regular.
We shall henceforth assume regularity. Then, letting T ∶= −(C¯⊺−APC⊺)∆(P)−1, one
has a block-diagonalization of M(P)
[I T0 I ]M(P)[ I 0T⊺ I] = [R(P) 00 ∆(P)] ,
where
R(P) = P−APA⊺−(C¯⊺−APC⊺)∆(P)−1(C¯⊺−APC⊺)⊺.
Hence, P ∈P if and only if it satisfies the Algebraic Riccati Inequality
R(P) ≥ 0. (ARI)
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Moreover, p = rankM(P) = m+ rankR(P) ≥ m. If P satisfies the Algebraic Riccati
Equation R(P) = 0, i.e.
P = APA⊺+(C¯⊺−APC⊺)∆(P)−1(C¯⊺−APC⊺)⊺, (ARE)
then rankM(P) =m and the corresponding spectral factor W(z) is square m×m. The
family of P’s solving the ARE; i.e. corresponding to square spectral factors, form the
subfamily P0 of P . If P ∉P0, W(z) is rectangular.
5 The structure of rational all-pass functions
A cute application of Theorem 5 and Lemma 3 is to rational spectral factors of
the spectral density Φ(z) ≡ I; i.e. to square rational matrix functions Q(z) =C(zI−
A)−1B+D such that Q(z)Q(z−1)⊺ = I. These are called (rational) all-pass functions.
In this way we shall slightly generalize representation results in the literature, say [6]
and in particular of Fuhrmann and Hoffmann [4], which were obtained for analytic
all-pass; i.e. inner, functions. Fix a realization of Z(z) in an additive decomposition
of Φ(z) with (A,C) an observable pair so that the pole structure of Q(z) is fixed.
Then, since the McMillan degree of Z(z) is zero, we must have C¯ = 0. Hence we
shall have to look for the rank minimizing solutions of the spectral factorization LMI
[P−APA⊺ −APC⊺−CPA⊺ I−CPC⊺] ≥ 0
where, in virtue of Proposition 6, I−CPC⊺ ∶=DD⊺ is non singular. Taking, without
loss of generaity, full-rank solutions of the factorization equation (6), this permits to
solve for B to get B = −APC⊺D−⊺ and leads to the Homogeneous Algebraic Riccati
Equation
P−A[P+PC⊺(I−CPC⊺)−1CP]A⊺ = 0, (HARE)
whose solutions parametrize in 1:1 way the square all-pass functions with the given
denominator. Note that to the trivial solution P = 0, corresponds Q(z) =D, a constant
m×m unitary matrix. The other solutions of the HARE parametrize the non trivial all
pass functions with the given denominator.
We shall provisionally assume that A is invertible. Consider the zero-dynamics matrix
Γ ∶= A−BD−1C = A+APC⊺(I−CPC⊺)−1C
using the Riccati equation one derives the invariance relation ΓP = PA−⊺ so that, if P
is an invertible solution
P−1ΓP = A−⊺. (9)
So far we don’t know if there are any invertible solutions of the homogeneous Riccati
equation (HARE). By the matrix inversion lemma, they must satisfy
P−A[P−1−C⊺C]−1 A⊺ = 0
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which, since A is invertible, turns into P−1 = A−⊺P−1A−1−A−⊺C⊺CA−1 that is into
the Lyapunov equation
P−1 = A⊺P−1A+C⊺C, (10)
which by observability and unmixing has a unique nonsingular solution [10]. In case
of A asymptotically stable, P would be positive definite.
All other solutions of the homogeneous Riccati equation must be singular.
Theorem 7. Let A be unmixing and nonsingular and (C,A) be observable. There
is a 1:1 correspondence between square all pass rational matrix functions of the
form Q(z) =C(zI −A)−1B+D, defined modulo multiplication from the right by an
arbitrary constant unitary matrix, and solutions P = P⊺ of the homogeneous Riccati
equation (HARE). Consider the orthogonal direct sum decomposition
R
n = ImP⊕KerP, (11)
then ImP is an invariant subspace for Γ and KerP is a left-invariant subspace for A
which is orthogonal to the reachable subspace of (A,B). The McMillan degree of
Q(z) is then equal to dim{ImP}. In a basis adapted to the direct sum decomposition
(11), P = diag{Pˆ1, 0} and the restrictions Aˆ−⊺11 , Γˆ11 of A−⊺ and of Γ to ImP are
similar; i.e.
Pˆ−11 Γˆ11Pˆ1 = Aˆ−⊺11 .
Proof. The first statement is just a particularization of Theorem 5. The orthogonal
direct sum decomposition (11) holds since P is symmetric. From the invariance
relation ΓP = PA−⊺, it follows that for any v ∈Rn, ΓPv ∈ ImP and hence ImP is
invariant for Γ. Next, for any x ∈KerP we have PA−⊺x = ΓPx = 0 and hence KerP is
an invariant subspace for A−⊺. In fact KerP is orthogonal to the reachable subspace
for (A,B) as x⊺B = −x⊺APC⊺D−⊺ = 0 since KerP is also an invariant subspace for A⊺
and hence x⊺A belongs to the left nullspace of P. Since P is symmetric there is an
orthogonal basis of eigenvectors in which P = diag{Pˆ1, 0} with Pˆ1 non singular and
the invariance relation can be written
[Pˆ1 00 0][Aˆ−⊺11 Aˆ−⊺12Aˆ−⊺21 Aˆ−⊺22 ] = [Γˆ11 Γˆ12Γˆ21 Γˆ22][Pˆ1 00 0]
from which the similarity of Aˆ−⊺11 to Γˆ11 follows. In this basis Q(z) has a realiza-
tion (Cˆ1, Aˆ11, Bˆ1,D) of dimension equal to dim{ImP}. Since Pˆ1 is non singular
and satisfies the Lyapunov equation Pˆ1 = Aˆ11Pˆ1Aˆ⊺11 + Bˆ1Bˆ⊺1 this realization must be
reachable.
We now analyze the case when A is singular1 . Let A = [N 00 A0] where N is nilpotent
and A0 invertible. Since the HARE can be written as P = Γ(P)PA⊺, iterating we get,
1 The following argument is taken from unpublished joint work with A. Ferrante [2].
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P = Γ(P)kP(A⊺)k for any integer k ≥ 0 , so that any solution of the HARE must have
the form
P = [0 00 P0]
where P0 satisfies the reduced order HARE
P0−A0 [P0+P0C⊺0 (I−C0P0C⊺0 )−1C0P0]A⊺0 = 0, (12)
with an obvious definition of C0. In this way we have reduced the problem to one with
a nonsingular A in a smaller dimensional space of dimension say n0. In particular,
(11) now becomesRn0 = ImP0⊕KerP0 where ImP0 is an invariant subspace for Γ0
and KerP0 is a left-invariant subspace for A0. All statements of Theorem 7 remain
true in this reduced dimensional context.
Remark 8. The structure of all pass functions of full McMillan degree n can be
obtained by a simple similarity argument based on the fact that Q(z)−1 =Q(z−1)⊺.
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Abstract. Given a bimodal piecewise linear system, we study the equivalence relation
given by simultaneous similarity and feedback of the linear systems of the plant.
We obtain a reduced form of its equations and, in some particular cases, a complete
system of invariants.
1 Introduction
A bimodal piecewise linear system is a control system defined by two linear systems,
each operating in one of two regions ofRn that are separated by a hyperplane. Some
canonical forms of this kind of systems with respect to changes of variables are
obtained, for example, in [2] and [3], in the case where the two linear systems
coincide on the hyperplane of separation. Here, as a continuation of [4], we consider
also state feedbacks in the corresponding equivalence relation. As an application,
following [1], we obtain a characterization of controllability in terms of the invariants
of the system.
From the mathematical point of view, this contribution consists of the study of the
orbits of a space of matrices with respect to a particular Lie group acting on it. I would
like to recognize here how much I have learned on this subject by working together
with Uwe Helmke. And I express my best wishes to him for his 60th birthday!
2 Algebraic objects associated to bimodal piecewise linear systems
A bimodal piecewise linear system is defined by equations of the form
x˙(t) = A1x(t)+B1u(t) if c⊺x(t) ≤ 0,
x˙(t) = A2x(t)+B2u(t) if c⊺x(t) > 0, (1)
where Ai and Bi, i = 1,2, are n×n and n×m, m ≤ n, real matrices, respectively. We
can assume B1 = B2 = B by admitting impulsive inputs. In fact, we can extend the
state vector with the input vector u(t) and add the equation u˙(t) = v(t), where v(t) is
the new input vector. There is no loss of generality assuming rankB =m.
On the other hand, some restrictions must be imposed on the matrices A1 and A2 in
order that the above equations define a dynamical system. In fact, if c⊺x(t) = 0, then
c⊺A1x(t) and c⊺A2x(t) must have the same sign. That is to say, (c⊺A1x)(c⊺A2x) ≥ 0
if x ∈Kerc⊺, or equivalently, the quadratic form defined by the matrix
Q ∶= A⊺1 cc⊺A2+A⊺2 cc⊺A1
is non-negative definite on Kerc⊺.
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We remark that rankQ ≤ 2 and that the cone defined by x⊺Qx = 0 is the union of
Kerc⊺A1 and Kerc⊺A2. Therefore, the above condition implies that KerQ ⊂ Kerc⊺.
Let V ∶=KerQ =Kerc⊺A1∩Kerc⊺A2 and U ∶=Kerc⊺. If we discard bad conditioned
systems in a neighborhood of U , we have that A1∣V = A2∣V .
The system (1) is determined by the quadruple of matrices (A1,A2,B,c). Let ∑ be
the set of this kind of quadruples, subjected to the above restrictions. We introduce in∑ the following equivalence relation(A1,A2,B,c) ∼ (A′1,A′2,B′,c′)
if
c′ = cS and [A′i B′] = S−1 [Ai B][S 0R T] (2)
for i = 1,2, where S ∈ Gl(n), T ∈ Gl(m) and R a m× n matrix. This equivalence
relation corresponds to simultaneous feedback equivalence of the two linear systems
appearing in (1).
First of all, we remark that (2) implies that, with the above notations, U ′ = S(U) andV ′ = S(V). Let V be a fixed subspace ofRn of codimension ν ≤ 2. We consider the
subgroup of the feedback group acting in ∑ as shown in (2) formed by the triples(S,R,T) with S(V) = V .
Our goal is to apply the Kronecker theory of pencils to the above equivalence relation.
In order to do this, we associate to the quadruple (A1,A2,B,c) the following pair of
linear maps
f ,σ ∶ V ×Rm→Rn = V ×Rν
defined by σ(x,y) = x and f (x,y) = Aix+By, i = 1 or 2.
3 Reduced form
If we have two equivalent quadruples (A1,A2,B,c)∼ (A′1,A′2,B′,c′), it is clear that the
corresponding pairs (σ , f ), (σ , f ′) according to the above definition, are equivalent
in the Kronecker sense. That is to say, there exist automorphisms ψ and ϕ of V ×Rm
and Rn, respectively such that ϕσ = σψ and ϕ f ′ = fψ . In fact, we can define
ϕ(x) ∶= Sx and ψ(x,y) = (Sx,Rx+Ty). Notice that ϕσ = σψ implies that ψ(V) = V .
The theory of Kronecker gives a canonical form for the matrix representation of σ
and f . More precisely, there exist bases of V ×Rm andRn (we call them Kronecker
bases) in such a way that the matrix representations of σ and f with respect to these
bases are [In−ν 00 0] and [F HG E] ,
respectively, where F = diag{FJ ,No,Nc,Nb}, E = diag{0,Eb},








and FJ is a h×h Jordan matrix, that is to say, FJ = diag(Nh1 −λ1I, . . . ,Nhs −λsI), h =∑si=1 hi. We order the Jordan blocks in such a way that if i < j and λi = λ j then hi ≥ h j.
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For the rest of the blocks, Nb = diag{Nl1 , . . .,Nlt}, Hb = [diag{Hl1 , . . .,Hlt},0], Gb =[diag{Gl1 , . . .,Glt}⊺,0]⊺, Eb = diag{0,Il0} ∈Rl×l , l =∑ti=0 li, Nc = diag{Nk1 , . . .,Nkr},
Hc =diag{Hk1 , . . .,Hkr}, k =∑ri=1 ki, No =diag{Nd1 , . . .,Nds}, Go =diag{Gd1 , . . .,Gds},
d =∑si=1 di, and
Ni =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0 0
1 0 . . . 0 0
. . . . . . . . . . . . . . .












Gi = [0 0 ⋯ 0 1] ∈R1×i.
We call the invariants of the above form, the Kronecker invariants of the quadruple.
In [5], for example, one can find a constructive method for obtaining the Kronecker
bases as well as the Kronecker invariants. In this reference it is shown, moreover,
that the Kronecker bases depend continuously on the pair (σ , f ) if the Kronecker
invariants are constant. The following theorem is an application of the above results.
Theorem 1. Let (A1(u),A2(u),B(u),c(u)) be a family of quadruples defined on
an open contractible set U ⊂Rα with the same Kronecker invariants (in particu-
lar, this includes a constant system). Then, there exist continuous (resp. smooth)
matrix families S(u), T(u) and R(u) defined in U , transforming the quadruples(A1(u),A2(u),B(u),c(u)), as in (2) giving
c↦ [0,⋯,0,c1(u),c2(u)],
Ai↦ [F Xi(u)G Yi(u)] , i = 1,2,
B↦ [HE] ,
(3)
where Xi, Yi and ci are continuous functions defined on U . We call the transformed
quadruple a reduced form.
Remark 2. We can replace the matrix F in (2) by diag{FJ ,No+λ I,Nc+µI,Nb+ γI},
with I the identity matrix of appropriate size, for any triple of scalars λ ,µ,γ ∈C.
This follows taking into account that we can change the eigenvalues of Nc, No and Nb
by a feedback and an output injection which render the block decomposition of F
invariant, and from the way how the Kronecker bases are obtained. In the following,
let us denote X +λ I by Xλ , so the above matrix becomes diag{FJ ,Noλ ,Ncµ ,Nbγ}.
However, there is still room for making additional reductions on the matrices Xi and








, Yi = [Yi11 Yi12Yi21 Yi22] , i = 1,2,
according to the Kronecker block partition of F . We prove the following theorem.
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Theorem 3. Any quadruple (A1,A2,B,c) ∈∑ is (generically) equivalent to the re-
duced form of Theorem 1 with
X111 = 0, X131 = 0, X142 = 0 and Y122 = 0.
Sketch of the proof. We begin with a simultaneous similarity transformation of Ai
with a matrix of the form
S =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ih Q1 0 0 T1 0
0 Id 0 0 0 0
0 Q2 Ik 0 T2 0
0 0 0 Il 0 0
0 0 0 0 Id 0
0 0 0 0 0 Il
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and choose λ and µ (cf. Remark 2) such that the Sylvester equations
FJ[Q1 T1]− [Q1 T1][ Noλ X121Go Y111 ] = [0 −X111] and
Ncµ[Q2 T2]− [Q2 T2][ Noλ X121Go Y111 ] = [0 −X131]
both have solutions. Then, one can check that if we take Q1,Q2,T1 and T3 as the
(unique) solutions of the above equations, [S−1AiS,S−1B] = [A′i ,B] have a Kronecker
form with X ′111 = 0, X ′131 = 0. Notice that S(V) = V .
Next, we consider the following sub-matrices of [A′i ,B]:
Aib = [ Nb Xi42Gb Yi22 ] , Bb = [ HbEb ] , i = 1,2.
The rest of the zero blocks of the reduced form of the theorem are obtained thanks to
the following lemma.
Lemma 4. Given the quadruple (A1,A2,B,c), there exists an invertible matrix T
with Ker[0 Id+l] = Ker[0 Id+l]T and a feedback matrix F, such that T−1Bb = BbU
for a certain invertible matrix U and
T−1AibT +BbF = [ Nb,γ X ′i42Gb Y ′i22 ] (4)
with X ′142 = 0 and Y ′122 = γId+l .
Proof. We illustrate the proof with an example and leave the details for the general
case to the reader. Let
[A1b∣∣B1b] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 a1 b1 1 0
1 0 0 0 0 a2 b2 0 0
0 1 0 0 0 a3 b3 0 0
0 0 0 0 0 a4 b4 0 1
0 0 0 1 0 a5 b5 0 0
0 0 1 0 0 a6 b6 0 0
0 0 0 0 1 a7 b7 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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1 s1 s2 s3 s4 s5 s6
0 1 s1 0 s3 s2 s4
0 0 1 0 0 s1 s3
0 0 t1 1 t2 t3 t4
0 0 0 0 1 t1 t2
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It is clear that Ker[0 Id+l] = Ker[0 Id+l]T and there exists U invertible such that
T−1B1b = B1bU . On the other hand, one can check that the equation
A1bT = T
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+B1b [ u1 u2 u3 u4 u5 u6 u7v1 v2 v3 v4 v5 v6 v7 ]
has the (unique!) solution s1 = −a6, s2 = −a3, s3 = −b6, s5 = −a2, s6 = −b2, t1 = −a7,
t2 = −b7, t3 = −a5, t4 = −b5, u1 = −s1, u2 = −s2, u3 = −s5, u4 = −s4, u5 = −s6, u6 = a1,
u7 = b1, v1 = 0, v2 = −t1, v3 = −t3, v4 = −t2, v5 = −t4, v6 = a4, v7 = b4.
Generalizing the above equations for matrices of the form (3) (with an arbitrary
number of nilpotent blocks of arbitrary sizes), one proves the lemma.
4 Particular cases
Taking into account that ν = 1 or 2, there are few possibilities for the reduced form of
the last section. However, the obtention of a complete set of invariants is still a wild
problem. We make the assumption that the transfer function of the system defined
by the triples (Ai,B,c⊺) is nontrivial. In [4], the case ν = 1 is considered and, in the
cases m = 1 and m = 0, we find a complete set of invariants. We recall that for ν = 1
and m = 1, we can take c = [0, . . . ,0,1] and




0 0 . . . 0 σi0
1 0 . . . 0 σi1
















and the Mi are h×(l+1) matrices with all the columns null except for the last one.
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Let γ = (γ1, . . . ,γs) be an s-tuple of integers, 0 ≤ γi ≤ hi. For i = 1, . . . ,s, let dγi be the







We say that γ (and d(γ)) is nice (with respect to FJ) if for i < j, λi = λ j (hi ≥ h j) and
γi = 1, we have γ j = 0.
Theorem 5. Given a pair [Ai,b] of the form (5), there exists a nice s-tuple γ and a
vector g = (g1, . . . ,gs)⊺ with gi ∈Rhi a vector whose entries are 0 except, possibly, for
hi−γi+1 consecutive ones, i = 1, . . . ,s, such that [Ai,b] can be reduced in such a way
that, with the above notations, L1 =Nl , M1 = [0, . . . ,0,g] and M2 = [0, . . . ,0,g+d(γ)].
Moreover, if the λi are distinct then, the above forms are canonical, that is to say,
l, the s-tuples γ , g, the scalars (σ2,0, . . . ,σ2,l) and the Jordan invariants of FJ are a
complete set of invariants of the pair.
Since the controllability of the system does not depend on changes of variables
and state feedbacks, one can characterize controllability in terms of the previous
invariants. More precisely, one has the following characterization of controllability,
obtained by translating the conditions of [1] in terms of the above invariants.
Theorem 6. The system defined by the quadruple (A1,A2,b,c) is controllable if
and only if its Kronecker form is of the type (5), and its canonical form is such that(FJ ,[d(γ),g]) is controllable and, if FJ has a real eigenvalue, the corresponding
eigenvector, vJ satisfies v⊺J d(γ)(g+d(γ))⊺v > 0.
Likewise, for ν = 2 and m = 1, one can take c = [0, . . . ,0,c1,1] and Mi and Li as in (5)
with the last column a two column block vector.
Example 7. InR3, the possibilities for the pairs [A1,b],[A2,b] are (∗ denotes a free
parameter) ⎡⎢⎢⎢⎢⎢⎣
0 ∗ 0 1
0 ∗ ∗ 0
1 ∗ 0 0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 ∗ ∗ 1
0 ∗ ∗ 0
1 ∗ ∗ 0
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
0 0 ∗ 1
0 ∗ ∗ 0
0 ∗ ∗ 0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 ∗ ∗ 1
0 ∗ ∗ 0
0 ∗ ∗ 0
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
λ 0 ∗ 0
0 ∗ ∗ 0
0 ∗ 0 1
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
λ ∗ ∗ 0
0 ∗ ∗ 0
0 ∗ ∗ 1
⎤⎥⎥⎥⎥⎥⎦ ,⎡⎢⎢⎢⎢⎢⎣
0 ∗ ∗ 0
1 ∗ ∗ 0
0 ∗ 0 1
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
0 ∗ ∗ 0
1 ∗ ∗ 0
0 ∗ ∗ 1
⎤⎥⎥⎥⎥⎥⎦ .
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Abstract. This paper addresses the geometric characterisation, under state equiva-
lence, of three classes of nonlinear systems obtained by extension of the Brockett
nonholonomic integrator system. Necessary and sufficient conditions are given
describing the local state equivalence of a general control-affine system with two
controls to a system of those classes.
1 Introduction
In the last decades, nonholonomic systems has been the focus of an intensive and
fruitful research activity, motivated both by the wide range of applications of this
systems in real life and the mathematical richness intrinsically encoded in this
category of nonlinear systems. The research activity was firstly devoted to first-
order nonholonomic systems, and then, increasingly, also devoted to second-order
nonholonomic systems.
First-order nonholonomic systems are systems subject to first-order nonholonomic
constraints, that is, constraints on the generalized coordinates and velocities that are
not integrable, i.e., constraints of the form Φ(q, q˙) = 0, which can not be written as
the time derivative of some function of the generalized coordinates q. A wheeled
mobile robot of unicycle type is an emblematic example of a system with first-order
nonholonomic constraints [14].
Second-order nonholonomic systems are systems subject to second-order nonholo-
nomic constraints, that is, constraints on the generalized coordinates, velocities and
accelerations of the form Φ(q, q˙, q¨) = 0 which are not integrable, i.e., can not be
written as the time derivative of some function of the generalized coordinates q and
velocities q˙. Examples of second-order nonholonomic constraints are found in under-
actuated robot manipulators, for instance the Acrobot or the Pendubot (see [6, 22]),
the aircraft PVTOL (see [11, 15, 21]), etc. The description of several examples of
nonholonomic control systems can be found for instance in [7], and the references
therein (see also [8]).
Many underactuated systems (i.e., control systems with fewer controls inputs (actua-
tors) than the number of configuration variables) exhibit nonholonomic constraints
which can be of first-order or of second-order. In [9], Brockett introduced the so-
called Brockett nonholonomic integrator system (also called Heisenberg system)
which has occupied a distinguishable place in the class of underactuated first-order
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nonholonomic systems. It has been pointed out as a prototypical system, located
at the intersection of many different areas: control theory, sub-Riemannian geom-
etry, the Hamilton-Jacobi theory, etc [7, 8, 23]. In [16, 17], the authors consider
and studied classes of nonlinear systems with a drift term, obtained by cascading
a drift-free nonholonomic system with a set of integrators. Relevant examples are
systems obtained by cascading the Brockett nonholonomic integrator system, usually
referred to as the extended nonholonomic normal forms. In the present paper we are
interested in the geometric characterisation of those extended nonholonomic forms
under state transformations, that is, we address the problem of finding necessary
and sufficient conditions that a general nonlinear system must satisfy in order to
be transformable, by a diffeomorphism of the state space, into those normal forms.
Although our interest in this paper focuses on the classes of nonlinear systems ob-
tained by expanding the Brockett nonholonomic integrator, the study of a certain
class of second-order nonholonomic systems, that includes as particular cases the
second-order chained forms, is closely related with our main purpose, and thus we
shall briefly review some work in that topic.
This paper is organized as follows. In Section 2 we go through a brief literature
review concerning related work. In particular, we present the nonholonomic normal
forms we are interested in. Section 3 gives the main contributions of this paper,
namely Theorem 3 and Theorem 5. The section starts with some preliminary notions
and some related work is also discussed. The proofs of our main results are given in
Section 4 and the paper ends up with some conclusions.
It is a great pleasure to contribute with this paper to the Festschrift in Honor of Uwe
Helmke on the occasion of his 60th birthday. My first contact with Uwe happened in
1999, when I attended my first workshop out of Portugal, the Workshop on Lie Theory
and Applications, chaired by Uwe Helmke and Knut Hüper. Two years later, I had
the opportunity of spending four months at the Institut für Mathematik, University
of Wuerzburg, working under the supervision of Uwe and within an EU TMR
programme. This was my first experience of interaction with a research group out of
Portugal. During those four months I had the pleasure of working directly with Uwe
and sharing many good social moments with him and other researchers at his Institut.
The work we developed together during my stay led to my first two publications,
a conference paper at MTNS’2002 and a paper in the Journal Communications in
Information and Systems (CIS). My first talk in English happened at the MTNS’2002,
also to present joint work with Uwe. My blossoming as a researcher in mathematics
is thus linked with Uwe and his research group. Thanks Uwe!
2 Nonholonomic normal forms
2.1 The Brockett nonholonomic integrator system
In his pioneering paper [9], Brockett introduced the system
x˙1 = u1,
x˙2 = u2,
x˙3 = x1u2−x2u1, (1)
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where x = (x1,x2,x3)T ∈R3 represents the state of the system and u = (u1,u2)T ∈R2
the control. This system, quoted in the literature as the Brockett nonholonomic
integrator system or Heisenberg system, is an interesting and useful local canonical
form for the class of nonlinear controllable systems
x˙ = g1(x)u1+g2(x)u2, x ∈R3, u = (u1,u2) ∈R2. (2)
It is proved in [9] that there exists a local feedback and coordinate transformation of
the form
x˜ =Ψ(x), u˜ =Θ(x)u,
about a point x0, with Ψ a diffeomorphism and Θ(x) an orthogonal matrix, trans-
forming the system (2) into the form (1).
The importance of the Brockett nonholonomic integrator system has been noticed
both in nonlinear control and nonholonomic mechanics. In particular, it has been
pointed out as a benchmark example of a first-order nonholonomic underactuated
system. It mimics the kinematic model of a wheeled mobile robot of the unicycle
type and displays all the basic properties of first-order nonholonomic systems.




x˙3 = x2u1, or
x˙1 = u1,
x˙2 = u2,
x˙3 = x1u2. (3)
In [18] (see also [19, 24]) conditions have been found in order to check if a given
first-order nonholonomic system can be transformed, via feedback and coordinate






where x = (x1, . . . ,xn)T is the state of the system and u1 and u2 are inputs. Such
system is referred to in the literature as the first-order chained form or Goursat
normal form.
2.2 Extended nonholonomic normal forms
In [2] the authors observed that the Brockett nonholonomic integrator (1) fails to
capture the case where both the kinematics and dynamics of a wheeled robot must be
taken into account. To tackle this realistic case, present in many physical systems
1Under the transformation of coordinates given, respectively, by x˜3 = 12 (x1x2 − x3) and x˜3 = 12 (x3 +
x1x2).
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(where forces and torques are the actual inputs), the authors proposed to extend
the Brockett nonholonomic integrator system. Actually, it is shown in that paper
that the dynamic equations of motion of a mobile robot of the unicycle type can be
transformed into the system
x¨1 = u1,
x¨2 = u2,
x˙3 = x1x˙2−x2x˙1, (ENDI)
with (x1,x2,x3, x˙1, x˙2)T ∈R5 the state vector and u = (u1,u2)T ∈R2 the control. This
system, which can be viewed as an extension of the Brockett nonholonomic integrator
(1), is quoted in the literature as the Extended Nonholonomic Double Integrator, and
will be denoted through the rest of the present paper by (ENDI).
System (ENDI) is locally strongly accessible for any x ∈R5, controllable and small
time locally controllable (STLC) at any equilibrium xe ∈ {x ∈R5 ∶ x˙1 = x˙2 = 0} (see
[3, 16, 30]). The works [1–3] deal with the stabilization problem for system (ENDI).






with state (x1,x2,x3,y1,y2)T ∈R5. This system falls into the class of control-affine
systems with drift
Σ ∶ z˙ = F(z)+G1(z)u1+G2(z)u2, z ∈M,
where M is a smooth manifold and the drift vector field F and the input vector fields
G1 and G2 are smooth on M. The presence of the drift complicates the analysis, but
makes it more challenging.
Two other systems that naturally fall into the above class of control-affine systems
with drift, and are as well extensions of the Brockett nonholonomic integrator (1),
are the second-order nonholonomic systems considered in the works [16, 17]:
x¨1 = u1,
x¨2 = u2,




x¨3 = x˙1u2− x˙2u1, (ENNM)
with (x1,x2,x3, x˙1, x˙2, x˙3)T ∈R6 the state vector and u = (u1,u2)T ∈R2 the control.
System (ENMS) is usually referred to as the mechanical extension of the Brockett
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nonholonomic integrator. Through the rest of the paper we shall call it the Extended
Nonholonomic mechanical system and denote it by (ENMS). As far as we are
aware, there is not a usual quotation for system (ENNM), but we point out that it
has a crucial difference with respect to the other two extended systems: it is not a
mechanical system, since the input vector fields depend on velocities (for a definition
of a mechanical control system see, for instance, [10, 27]). Through this paper we
shall call it the Extended Nonholonomic Not Mechanical system and denote it by
(ENNM). In [17] optimal trajectories were obtained for systems (ENMS) and
(ENNM). The work [16] discusses tracking and stabilization problems for the three
extended nonholonomic forms (ENDI), (ENMS) and (ENNM). Accessibility
and controllability results were also discussed in that paper.
2.3 Second-order nonholonomic chained forms
Systems with second-order nonholonomic constraints always include the drift-term.
As already observed, the presence of the drift complicates the analysis, but offers
challenging problems. Many researchers have been working on the stabilization
problem and on the tracking control problem for this class of systems. See, for
instance, the works [4, 5, 12, 21, 31]. In these works, a key procedure is to convert the
second-order nonholonomic system under consideration, via feedback and coordinate
transformations, into a special normal system of the form
x¨1 = u1,
x¨2 = u2,




x¨3 = x1u2, (SCF2)
with x = (x1,x2,x3)T ∈R3 the configuration of the system and u = (u1,u2)T ∈R2 the
control. The obtained systems, here labeled (SCF1) and (SCF2), are known in the
literature as the second-order chained forms. These forms simplify considerably the
dynamical equations of the system, so being much more suitable to deal with than
the original dynamical equations.
We observe that the second-order chained forms can be seen as the analogues of the
first-order chained forms in the 3-dimensional case, see (3), reflecting similarities
between the first-order nonholonomic constraints, respectively, x˙3 = x2x˙1 and x˙3 =
x1x˙2, and the second-order nonholonomic constraints, respectively, x¨3 = x2x¨1 and
x¨3 = x1x¨2. We can also look at system (ENMS) (see the precedent subsection)
as the analogue of the Brockett nonholonomic integrator, reflecting similarities
between the first-order nonholonomic constraint x˙3 = x1x˙2−x2x˙1 and the second-order
nonholonomic constraint x¨3 = x1x¨2 − x2x¨1. However, it is important to notice that,
contrary to what happens with the three first-order nonholonomic forms described
in (1) and (3), the three second-order nonholonomic forms (ENMS), (SCF1) and
(SCF2) are not state equivalent, that is, we cannot pass from one system to another
by coordinate transformations.
In [29], the authors considered second-order nonholonomic systems described by the
following equations,
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x¨1 = u1,
x¨2 = u2,
x¨3 =w( s12 (x˙1)2+ s22 (x˙2)2+ x˙1x˙2)+ 12(x1u2−x2u1), s1,s2,w ∈R,
(4)
with x = (x1,x2,x3)T ∈R3 the configuration of the system and u = (u1,u2)T ∈R2 the
control. It was proved in that paper that system (4) is a canonical form for the class of
second-order nonholonomic mechanical control systems described by the equations
x¨1 = u1,
x¨2 = u2,






















and Γi j,ki j ∈R. The constants s1,s2 and w, in system (4), were proved to be invariants
of the system and are related with the constants Γi j,ki j by the following equalities
w = −2Γ12+k12+k21
k21−k12 , s1 = 2(Γ11+k11)2Γ12+k12+k21 , s2 = 2(Γ22+k22)2Γ12+k12+k21 .
Systems (SCF1), (SCF2) and (ENMS) correspond thus to the values of the in-
variants s1 = s2 = 0 in the three cases and the invariant w is, respectively, 1,−1 and
0.
In [29] (see also [26, 28]), the authors consider the problem of finding necessary
and sufficient conditions in order to check if a general control-affine system can be
transformable, under coordinate transformations, into a system belonging to the class
of second-order nonholonomic systems (4). Two alternative answers are given to this
question, but excluding the degenerate case of system (ENMS). We return to this
issue in Section 3.2.
3 S-equivalence to the nonholonomic normal forms
3.1 Preliminaries
Let M and M̃ be smooth manifolds and consider the control-affine systems
Σ ∶ z˙ = F(z)+ m∑
r=1urGr(z) and Σ̃ ∶ ˙˜z = F˜(z˜)+
m∑
r=1urG˜r(z˜),
with z ∈M and z˜ ∈ M̃. We say that Σ and Σ̃ are state equivalent, shortly S-equivalent,
if there exists a diffeomorphism Φ ∶ M→ M̃ such that
DΦ(z) ⋅F(z) = F˜(Φ(z)) and DΦ(z) ⋅Gr(z) = G˜r(Φ(z)), 1 ≤ r ≤m,
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(where DΦ stands for the differential of Φ) which we will denote as
Φ∗F = F˜ and Φ∗Gr = G˜r, 1 ≤ r ≤m.
The systems Σ and Σ̃ are called locally S-equivalent, at z0 ∈M and z˜0 ∈ M̃, respectively,
if there exist neighborhoods Uz0 of z0 and U˜z˜0 of z˜0, such that Σ restricted to Uz0
and Σ̃ restricted to U˜z˜0 are S-equivalent [13, 20, 25].
In this paper, our purpose is to give a set of necessary and sufficient conditions to
characterise the state equivalence of a control-affine system with two controls to
the extended nonholonomic normal forms considered in the precedent section. Our
conditions will be given in terms of Lie brackets of vector fields. We recall that, the
Lie bracket of two smooth vector fields X and Y, defined on a smooth manifold M, is
a new smooth vector field denoted by [X ,Y ] and defined, in coordinates, as[X ,Y ](z) =DY(z)X(z)−DX(z)Y(z), z ∈M,
where DY(z) and DX(z) denote the Jacobi matrix of Y and X in z-coordinates,
respectively. We will use often the notation
ad0XY =Y and ad j+1X Y = [X ,ad jXY ], j ≥ 0.
Notice that transforming a vector field via a diffeomorphism is compatible with Lie
bracket, that is, Φ∗([X ,Y ]) = [Φ∗X ,Φ∗Y ] .
3.2 S-equivalence to the second-order chained forms
As observed in Section 2.3, systems (ENMS), (SCF1) and (SCF2) belong to the
class of second-order nonholonomic mechanical control systems described, in the
configuration spaceR3, by equations (4). Equivalently, this class can be described






y˙3 =w( s12 y21+ s22 y22+y1y2)+ 12(x1u2−x2u1),
where (x1,x2,x3,y1,y2,y3)T ∈R6 and s1,s2,w ∈R. In [29] the following question is
addressed: “Which conditions must a control-affine system, with two controls,
Σ ∶ z˙ = F(z)+G1(z)u1+G2(z)u2, z ∈R6,
satisfy in order to be locally S-equivalent to a system of the class considered above?”
The next result is one of the two alternative answers given in that paper to this
question.






y˙3 =w( s12 y21+ s22 y22+y1y2)+ 12(x1u2−x2u1),
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where w ∈R/{0} and s1,s2 ∈R, at the origin of R6, if and only if the system Σ
satisfies, in a neighborhood of z0, the conditions:
(C1) G1,G2, adF G1, adF G2, [G1,adF G2], [adF G1,adF G2] are linearly independ-
ent;
(C2) G1,G2, [G1,adF G2], [adF G1,adF G2] commute;
(C3) (i) [Gi,adF Gi] = si[G1,adF G2], i = 1,2,
(ii) [F,[G1,adF G2]] =w[adF G1,adF G2];
(C4) (i) [adF Gi,ad2F G j] = 0, i, j = 1,2,
(ii) F(z0) = ad2F Gi(z0) = 0, i = 1,2.
Obviously, the geometriccharacterisation of the second-order chained forms (SCF1)
and (SCF2) are obtained immediately from Theorem 1, for the values of the invariants
s1 = s2 = 0 and, respectively, w = 1 and w = −1.
As already observed, the system (ENMS) corresponds to invariants w = s1 = s2 = 0.
This degenerated case is excluded from the considerations in the above theorem.
In fact, this system is the only member of the class of systems considered in the
statement of the above theorem that do not satisfy property (C1), which results
directly from the fact that w = 0. Systems of that class satisfying property (C1) are
said to satisfy the geodesic accessibility property [29] (for a definition of geodesically
accessible mechanical control systems see [27]).
Remark 2. In [29] the authors also proposed an alternative version of the above theo-
rem, involving another set of necessary and sufficient conditions. Such alternative set
of conditions has the advantage that the role those conditions play is well understood
in terms of mechanical properties, but, in counterpart, some of those conditions are,
in general, not easy to check. Theorem 1 has the advantage of involving a set of
necessary and sufficient conditions that are easier to check, and moreover, leads
to a constructive proof, allowing to get the diffeomorphism performing the state
equivalence.
3.3 S-equivalence to the extended nonholonomic normal forms
In this section we are interested in answering the question: When is a general control-
affine system, with two controls,
Σ ∶ z˙ = F(z)+G1(z)u1+G2(z)u2, (6)
locally S-equivalent to a system of the form (ENDI), (ENMS) and (ENNM)?
As observed before, these three systems can be viewed as extensions of the Brockett
nonholonomic integrator (1). The extended nonholonomic forms (ENDI) and
(ENMS) are both mechanical control systems. System (ENDI) is first-order
nonholonomic, whereas system (ENMS) is second-order nonholonomic. System
(ENNM) is second-order nonholonomic but it is not a mechanical system, since
the input vector fields depend on velocities (for a definition of a mechanical control
system see [10, 27]).
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3.3.1 Converting systems to the form (ENDI)
As already observed, it is shown in [2] that the dynamic equations of motion of a
mobile robot of the unicycle type can be transformed into the system (ENDI).
We see next which conditions a two input control-affine system (6) must satisfy to be
S-equivalent to the form (ENDI).
Theorem 3. The system Σ is locally S-equivalent, at z0 ∈R5, to the system
x¨1 = u1,
x¨2 = u2,
x˙3 = x1x˙2−x2x˙1, (ENDI)
at the origin ofR5, if and only if the system Σ satisfies in a neighborhood of z0, the
conditions:
(C1) G1,G2, adF G1, adF G2 [adF G1,adF G2] are linearly independent;
(C2) G1,G2, [adF G1,adF G2] commute;
(C3) (i) [Gi,adF G j] = 0, i, j = 1,2,
(ii) [adF Gi,ad2F G j] = 0, i, j = 1,2,
(C4) F(z0) = ad2F Gi(z0) = 0, i = 1,2.
We observe that conditions (C1) - (C4) are easily checkable, since they involve only
the calculation of Lie brackets in terms of the vector fields F,G1 and G2. For a proof
see Section 4.1.
3.3.2 What about the system (ENMS)?







with (x,y) = (x1,x2,x3,y1,y2,y3)T ∈R6. Denoting by G1,G2 the input vector fields
and by F the drift, we have
G1 = ∂∂y1 −x2 ∂∂y3 , G2 = ∂∂y2 +x1 ∂∂y3 , and F = yi ∂∂xi , i = 1,2,3,
where a summation is understood over the index i. By Lie brackets computations we
can see that the vector fields
G1, G2, adF G1, adF G2, and [adF G1,adF G2]
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span a 5-dimensional space, which is indeed the highest possible dimension we can
obtain. It is then clear that this system is never controllable inR6. Since
x¨3 = x1x¨2−x2x¨1 = ddt (x1x˙2−x2x˙1),
we conclude that the second-order constraint x¨3 = x1x¨2−x2x¨1 is indeed integrable and
reduces to
x˙3 = (x1x˙2−x2x˙1)+k, k ∈R.
System (ENMS) is only controllable on the submanifold ofR6 given by
S = {(x,y) ∈R6 ∣ x˙3−x1x˙2+x2x˙1 = k},






At equilibrium points we have k = 0 and the system reduces to system (ENDI).
Remark 4. We observe that out of equilibria we obtain several mechanical structures
(due to the parameter k ∈R), which is in accordance with results obtained in [27, 29],
namely the fact that the system (ENMS) does not satisfy the geodesic accessibility
property - a crucial property for guaranteeing the uniqueness of the mechanical
structure.
3.3.3 Converting systems to the form (ENNM)
We shall now consider the second-order nonholonomic system (ENNM). This







with (x,y) = (x1,x2,x3,y1,y2,y3)T ∈R6. Necessary and sufficient conditions for the
S-equivalence to this form are given in next result.






y˙3 = y1u2−y2u1, (ENNM)
at the origin ofR6, if and only if the system Σ satisfies, in a neighborhood of z0, the
conditions:
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(C1) G1,G2, [G1,G2], adF G1, adF G2, [F,[G1,G2]] are linearly independent;
(C2) adF G1, adF G2, [F,[G1,G2]], [G1,G2] commute;
(C3) (i) ad2F Gi = [Gi,adF Gi] = [Gi,[G1,G2]] = 0, i = 1,2,
(ii) [G1,adF G2] = −[G2,adF G1];
(C4) F(z0) = 0.
Remark 6. We observe that system (ENNM) is of a different nature from that of
systems (ENDI) and (ENMS). In fact, there exist a crucial structural difference
due to the fact that in system (ENNM) the input vector fields depend on velocities,
what do not happen with the other systems.
The proof of Theorem 5 is given in Section 4.2.
4 Proofs of main results
In this section we give proofs of Theorem 3 and Theorem 5. In both proofs we use
the well-known result:
Theorem 7 (The Simultaneous Flow Box Theorem). Let M be an n-dimensional
smooth manifold and z ∈ M. If g1,g2, . . . ,gk, k ≤ n, are smooth vector fields on M
satisfying the conditions:
(i) The k vectors g1(z),g2(z), . . . ,gk(z) are linearly independent,
(ii) [gi,g j] = 0, for all 1 ≤ i, j ≤ k,
then there exists a local coordinate system (x1,x2, . . . ,xk) on an open neighborhood
U of z in which
g1 = ∂∂x1 , g2 = ∂∂x2 , . . . , gk = ∂∂xk .
4.1 Proof of Theorem 3
Proof of Theorem 3. Necessity is obvious, by a direct calculation. We prove suffi-
ciency by showing that there exists a sequence of diffeomorphisms that brings the
system to the desired form. By Theorem 7, the conditions (C1) and (C2) allow to
conclude the existence of a diffeomorphism φ ∶Uz0 ⊂R5 →R5, with Uz0 an open
neighborhood of z0 and φ(z) = (x,y) = (x1,x2,x3,y1,y2)2 such that φ(z0) = 0,
G˜1 = φ∗(G1) = ∂∂y1 , G˜2 = φ∗(G2) = ∂∂y2 ,
and [adF˜ G˜1,adF˜ G˜2] = φ∗([adF G1,adF G2]) = ∂∂x3 .
2There is some advantage for the sequel in considering φ(z) = (x,y) = (x1,x2,x3,y1,y2), instead of
φ(z) = (x1,x2,x3,x4,x5), which at this point could appear more natural. Actually, it allows to distinguish
the special role that the input vector fields play in the proof.
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In this system of local coordinates (x,y), we denote the drift as
F˜ = f1 ∂∂x1 + f2 ∂∂x2 + f3 ∂∂x3 + f4 ∂∂y1 + f5 ∂∂y2 ,
where the components fr = fr(x,y), 1 ≤ r ≤ 5, are smooth functions in a neighborhood
of 0 ∈R5. The condition (C3)(i) says [Gi,adF G j] = 0, i, j = 1,2. Therefore,
∂ 2 fr
∂yi∂y j
= 0, i, j = 1,2,
from which we obtain
fr = k1r y1+k2r y2+k3r , 1 ≤ r ≤ 5, (7)
with klr = klr(x), 1 ≤ l ≤ 3, smooth functions depending on variables x = (x1,x2,x3).
The Jacobi identity and property (C3)(ii) allow us to conclude that [F,[adF G1,
adF G2]] = 0. Therefore, [F˜ ,[adF˜ G˜1,adF˜ G˜2]] = 0,
that is, the drift F˜ does not depend on coordinate x3. The above considerations imply
that the drift vector field takes the form
F˜ = (k1j y1+k2j y2+k3j) ∂∂x j +(k1i+3 y1+k2i+3 y2+k3i+3 ) ∂∂yi , j = 1,2,3, i = 1,2,
where a summation is understood over the indices j and i, and klr = klr(x1,x2), 1 ≤
r ≤ 5, l = 1,2,3, are smooth functions of x1,x2. For simplicity, we skip the “tilde”
notation, and, in particular, denote the vector fields F˜ and G˜i simply by F and
Gi, i = 1,2. We compute
−adF G1 = k1j ∂∂x j +k1i+3 ∂∂yi and −adF G2 = k2j ∂∂x j +k2i+3 ∂∂yi , j = 1,2,3, i = 1,2.
Consider the distribution D ∶= span{ ∂∂x3 }. We observe that[adF Gi,D] = 0 and [Gi,D] = 0, i = 1,2,
implying that the distribution D is invariant under the vector fields adF Gi and
Gi, i = 1,2. Thus, the projection τ ∶R5 →R4, τ(x,y) = (x1,x2,y1,y2), is well de-
fined. We consider the projections of the vector fields −adF Gi and Gi onR4, given
by τ∗(−adF Gi) and τ∗Gi (which are well defined by the above property of D). We
have
τ∗(−adF G1) = k1i ∂∂xi +k1i+3 ∂∂yi ,
τ∗(−adF G2) = k2i ∂∂xi +k2i+3 ∂∂yi ,
τ∗G1 = ∂∂y1 ,
τ∗G2 = ∂∂y2 .
From the equality [adF G1,adF G2] = ∂∂x3 , we obtain [τ∗(−adF G1),τ∗(−adF G2)] = 0.
We conclude that τ∗(−adF G1),τ∗(−adF G2),τ∗G1 and τ∗G2 are commuting vector
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fields on R4. By (C1), these vector fields are also independent. Therefore, there
exists on R4, a local diffeomorphism ψ such that ψ(x1,x2,y1,y2) = (x¯1, x¯2, y¯1, y¯2),
with ψ(0) = 0 and
ψ∗(τ∗(−adF Gi)) = ∂∂ x¯i and ψ∗(τ∗Gi) = ∂∂ y¯i , i = 1,2. (8)
The diffeomorphism ψ satisfying the above equalities must be of the form
x¯1 =ψ1(x1,x2),
x¯2 =ψ2(x1,x2), y¯1 = y1+ψ3(x1,x2),y¯2 = y2+ψ4(x1,x2),




k11 + ∂ψ1∂x2 k12 = 1,
∂ψ2
∂x1
k11 + ∂ψ2∂x2 k12 = 0,
∂ψ3
∂x1
k11 + ∂ψ3∂x2 k12 +k14 = 0,
∂ψ4
∂x1
k11 + ∂ψ4∂x2 k12 +k15 = 0,
∂ψ1
∂x1
k21 + ∂ψ1∂x2 k22 = 0,
∂ψ2
∂x1
k21 + ∂ψ2∂x2 k22 = 1,
∂ψ3
∂x1
k21 + ∂ψ3∂x2 k22 +k24 = 0,
∂ψ4
∂x1
k21 + ∂ψ4∂x2 k22 +k25 = 0.





y¯2 = y2+ψ4(x1,x2). (9)
The drift F is transformed via Ψ into
F¯ =Ψ∗F = (y¯i+ k¯i) ∂∂ x¯i + k¯i+3 ∂∂ y¯i +(k¯13 y¯1+ k¯23 y¯2+ k¯33) ∂∂ x¯3 , i = 1,2,
with a summation understood over the index i, and k¯i, k¯i+3 and k¯l3, l = 1,2,3, new
smooth functions depending on the variables x¯1, x¯2. Clearly, the transformation of
coordinates (9) preserves the vector fields G1,G2 and [adF G1,adF G2], i.e.,
G¯1 =Ψ∗G1 = ∂∂ y¯1 , G¯2 =Ψ∗G2 = ∂∂ y¯2 , and[adF¯ G¯1,adF¯ G¯2] =Ψ∗[adF G1,adF G2] = ∂∂ x¯3 .
(10)
For simplicity, we skip the “bar” notation. Doing so, the vector fields F¯ ,G¯1,G¯2 will
be denoted simply by F,G1,G2. In particular, the last equation of equality (10), which
now takes the form [adF G1,adF G2] = ∂∂x3 , implies
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x˜3 = x3+ϕ(x1,x2), (12)
with ϕ a smooth function to be determined. Then
˙˜x3 = k13 y1+k23 y2+k33 + ∂ϕ∂x1 (y1+k1)+ ∂ϕ∂x2 (y2+k2)= (k13 + ∂ϕ∂x1 )y1+(k23 + ∂ϕ∂x2 )y2+(k33 + ∂ϕ∂x1 k1+ ∂ϕ∂x2 k2).
We observe that the following system of PDEs⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂ϕ
∂x1
+k13 = − 12 x2
∂ϕ
∂x2
+k23 = 12 x1 (13)
satisfies the integrability conditions, i.e., ∂
2ϕ
∂x2∂x1
= ∂ 2ϕ∂x1∂x2 , i = 1,2 (because of (11))
and therefore, possess solution ϕ(x1,x2). We plug that solution into (12) and obtain
˙˜x3 = −12 x2y1+ 12 x1y2+ k˜3,
where k˜3 = k33 + ∂ϕ∂x1 k1+ ∂ϕ∂x2 k2 is a function depending on variables x1 and x2. Once
again, in order to simplify, we skip the “tilde” notation and denote the variable x˜3 by
x3 and the function k˜3 by k3. The drift takes the form
F = (yi+ki) ∂∂xi +ki+3 ∂∂yi +(−12x2y1+ 12x1y2+k3) ∂∂x3 (14)
with a sum understood over the index i = 1,2. We still have
G1 = ∂∂y1 , G2 = ∂∂y2 , and [adF G1,adF G2] = ∂∂x3 ,
since these vector fields are preserved by the transformation of coordinates (12).
We shall see now that, under condition (C4), the functions kr, 1 ≤ r ≤ 5, vanish.
Indeed, from (14) we obtain
adF G1 = − ∂∂x1 + 12x2 ∂∂x3 , adF G2 = − ∂∂x2 − 12x1 ∂∂x3 ,
and
ad2F G1 = ∂k j∂x1 ∂∂x j +(y2+ ∂k3∂x1 + 12k2) ∂∂x3 + ∂k j+3∂x1 ∂∂y j ,
ad2F G2 = ∂k j∂x2 ∂∂x j +(−y1+ ∂k3∂x2 − 12k1) ∂∂x3 + ∂k j+3∂x2 ∂∂y j .
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Then

























[adF G1,ad2F G2] = − ∂ 2k j∂x1∂x2 ∂∂x j −( ∂ 2k3∂x1∂x2 − 12 ∂k1∂x1 + 12 ∂k2∂x2 ) ∂∂x3 − ∂ 2k j+3∂x1∂x2 ∂∂y j .





































Conditions (15) and (17) give
kr(x1,x2) = αrx1+βrx2+θr, αr,βr,θr ∈R, r = 1,2,4,5. (19)
We rewrite the drift vector field as
F = (yi+αix1+βix2+θi) ∂∂xi +(−12x2y1+ 12x1y2+k3) ∂∂x3+(αi+3 x1+βi+3 x2+θi+3 ) ∂∂yi .
From condition (C4) and its invariance under coordinates transformations, we con-
clude that the transformed vector fields, still denoted by F,G1 and G2, satisfy
F(0) = 0 and ad2F G1(0) = ad2F G2(0) = 0,





(0) = 0, r = 1,2,4,5. (20)
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Equalities (20) imply αr = βr = 0, and we conclude that kr = 0, r = 1,2,4,5. From (16)





= 0, j = 1,2,
and thus
k3 = ν13 x1+ν23 x2+ν33 , ν13 ,ν23 ,ν33 ∈R.






Thus ν13 = ν23 = 0, and we obtain k3 = 0. The drift can now be written as
F = y j ∂∂x j + 12(x1y2−x2y1) ∂∂x3 .
Finally, the transformation of coordinates given by
x˜3 = 2x3,
transforms the system into the desired form.
4.2 Proof of Theorem 5
Proof of Theorem 5. Necessity is obvious, by a direct calculation. We prove suffi-
ciency by showing that there exists a sequence of diffeomorphisms that brings the
system to the desired form. By convenience for the sequel, we shall consider the vec-
tor fields −adF G1, −adF G2, −[F,[G1,G2]] instead of adF G1, adF G2, [F,[G1,G2]].
In view of conditions (C1) and (C2), we can conclude the existence of a diffeomor-
phism φ ∶Uz0 ⊂R6 →R6, with Uz0 an open neighborhood of z0 and φ(z) = (x,y) =(x1,x2,x3,y1,y2,y3), such that φ(z0) = 0 and
−adF˜ G˜1 = φ∗(−adF G1) = ∂∂x1 , (21)−adF˜ G˜2 = φ∗(−adF G2) = ∂∂x2 , (22)−[F˜ ,[G˜1,G˜2]] = φ∗(−[F,[G1,G2]]) = ∂∂x3 , and (23)[G˜1,G˜2] = φ∗([G1,G2]) = ∂∂y3 . (24)
In this system of local coordinates (x,y), we denote the drift as
F˜ = fs ∂∂xs + fs+3 ∂∂ys , s = 1,2,3,
and the input vector fields as
G˜1 = gs,1 ∂∂xs +gs+3,1 ∂∂ys , and G˜2 = gs,2 ∂∂xs +gs+3,2 ∂∂ys , s = 1,2,3,
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where a summation is understood over the index s and the functions fs, fs+3,gs,i
and gs+3,i, i = 1,2 are smooth functions (of variables (x,y)) in a neighborhood of
0 ∈R6. For simplicity, we skip the “tilde” notation, and, in particular, denote the
vector fields F˜ and G˜i simply by F and Gi, i = 1,2. By condition (C3)(i), we have,
in particular, ad2F G1 = ad2F G2 = 0, which allows to conclude that the component
functions fs and fs+3 do not depend on variables x1 and x2. Moreover, we can also
see that ad2F[G1,G2] = 0. Indeed, by the Jacobi identity and condition (C3)(ii), we get
adF[G1,G2] = [F,[G1,G2]] = [adF G1,G2]+ [G1,adF G2]= −[G2,adF G1]]+ [G1,adF G2]] = 2[G1,adF G2]] , (25)
and
ad2F[G1,G2] = [F,adF[G1,G2]] = 2[F,[G1,adF G2]]]= 2([adF G1,adF G2]+ [G1,ad2F G2]) = 0,
where the last equality follows by conditions (C2) and (C3)(i). Therefore,
[F,[F,[G1,G2]]] = [F, ∂∂x3 ] = 0,
that is, the component functions of F do not depend also on coordinate x3. From
equalities (23) and (24) we obtain
∂
∂x3
















= 0, for l = 1,2,4,5,6, and ∂ f3
∂y3
= 1.
The drift can then be re-written as
F = fr(y1,y2) ∂∂xr +(y3+k3(y1,y2)) ∂∂x3 + fs+3(y1,y2) ∂∂ys r = 1,2, s = 1,2,3,
with a summation understood over the indices r and s and the smooth functions
fl(y1,y2), l = 1,2,4,5,6, and k3(y1,y2) depending only on variables y1 and y2. Also,
from condition (C3)(i), we have [Gi,adF Gi] = 0, i = 1,2, which implies that
[G1, ∂∂x1 ] = [G2, ∂∂x2 ] = 0. (26)
Furthermore, we can show that also [Gi,[F,[G1,G2]]] = 0, i = 1,2. Indeed, the Jacobi
identity together with condition (C3)(ii) give[G1,[F[G1,G2]]] = [G1,−2[G2,adF G1]]] = −2[G1,[G2,adF G1]]]= −2([[G1,G2] ,adF G1]+ [G2,[G1,adF G1]]]) = 0,
[G2,[F[G1,G2]]] = [G2,2[G1,adF G2]]] = 2[G2,[G1,adF G2]]]= 2([[G2,G1] ,adF G2]+ [G1,[G2,adF G2]]]) = 0,
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where the last equalities follow by conditions (C2) and (C3)(i). Therefore,
[Gi, ∂∂x3 ] = 0, i = 1,2. (27)
Since [Gi,[G1,G2]] = 0, i = 1,2 (by conditions (C3)(i)), we also get
[Gi, ∂∂y3 ] = 0, i = 1,2. (28)
Conditions (26), (27) and (28) allow to re-write the input vector fields as
G1 = gs,1(x2,y1,y2) ∂∂xs +gs+3,1(x2,y1,y2) ∂∂ys , and
G2 = gs,2(x1,y1,y2) ∂∂xs +gs+3,2(x1,y1,y2) ∂∂ys ,






,G2]−[ ∂∂x2 ,G1] . (29)
Condition (C3)(ii) says that [G1,adF G2] = −[G2,adF G1], that is
[ ∂
∂x2
,G1] = −[ ∂∂x1 ,G2] . (30)














= 0, l = 1,2,4,5,6,
that is, the functions gl,2, for l = 1,2,4,5,6, depend only on variables y1,y2, and
g3,2 = 12x1+ gˆ3,2(y1,y2),
with gˆ3,2 a new smooth function of y1,y2. Now,
[ ∂
∂x2
,G1] = ∂gs,1∂x2 ∂∂xs + ∂gs+3,1∂x2 ∂∂ys ,
and, by (30) and (31),
[ ∂
∂x2
,G1] = −[ ∂∂x1 ,G2] = −12 ∂∂x3 .
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= 0, l = 1,2,4,5,6,
that is, the functions gl,1, for l = 1,2,4,5,6, depend only on variables y1,y2, and
g3,1 = −12x2+ gˆ3,1(y1,y2),
with gˆ3,1 a new smooth function of y1,y2. The above conclusions allow to re-write
the input vector fields as
G1 = gr,1(y1,y2) ∂∂xr +(−12x2+ gˆ3,1(y1,y2)) ∂∂x3 +gs+3,2(y1,y2) ∂∂ys ,
G2 = gr,2(y1,y2) ∂∂xr +(12x1+ gˆ3,2(y1,y2)) ∂∂x3 +gs+3,2(y1,y2) ∂∂ys ,
with a summation understood over the indices r = 1,2 and s = 1,2,3.
Consider the distribution D ∶= span{ ∂∂x3 , ∂∂y3 }. We observe that[adF Gi,D] = 0 and [Gi,D] = 0, i = 1,2,
implying that the distribution D is invariant under the vector fields adF Gi and
Gi, i = 1,2. Thus, the projection τ ∶R6 →R4, τ(x,y) = (x1,x2,y1,y2), is well de-
fined. We consider the projections of the vector fields −adF Gi and Gi onR4, given
by τ∗(−adF Gi) and τ∗Gi (which are well defined by the above property of D). We
have
τ∗(−adF G1) = ∂∂x1 ,
τ∗(−adF G2) = ∂∂x2 ,
τ∗G1 = gr,1(x2,y1,y2) ∂∂xr +gr+3,1(x2,y1,y2) ∂∂yr ,
τ∗G2 = gr,2(y1,y2) ∂∂xr +gr+3,2(y1,y2) ∂∂yr ,
where, as usual, a sum is understood over the index r = 1,2. The projected vector
fields
τ∗(−adF G1), τ∗(−adF G2), τ∗G1, τ∗G2
are independent (by condition (C1)) and pairwise commuting3. Therefore, there
exists on R4, a local diffeomorphism ψ such that ψ(x1,x2,y1,y2) = (x¯1, x¯2, y¯1, y¯2),
with ψ(0) = 0 and
ψ∗(τ∗(−adF Gi)) = ∂∂ x¯i and ψ∗(τ∗Gi) = ∂∂ y¯i , i = 1,2. (32)
3Recall the Lie bracket relations onR6 ∶
[G1,G2] = ∂∂y3 , [G1,adF G1] = [G2,adF G2] = [adF G1,adF G2] = 0, [G2,adF G1] = 12 ∂∂x3 .
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The first equality of (32) implies that the diffeomorphism ψ must be of the form
x¯1 = x1+ψ1(y1,y2),
x¯2 = x2+ψ2(y1,y2), y¯1 =ψ3(y1,y2),y¯2 =ψ4(y1,y2),
with ψi, i = 1,2,3,4, smooth functions of y1 and y2. The second equality of (32)
implies
g1,1+ ∂ψ1∂y1 g4,1+ ∂ψ1∂y2 g5,1 = 0,
g2,1+ ∂ψ2∂y1 g4,1+ ∂ψ2∂y2 g5,1 = 0,
∂ψ3
∂y1
g4,1+ ∂ψ3∂y2 g5,1 = 1,
∂ψ4
∂y1
g4,1+ ∂ψ4∂y2 g5,1 = 0,
g1,2+ ∂ψ1∂y1 g4,2+ ∂ψ1∂y2 g5,2 = 0,
g2,2+ ∂ψ2∂y1 g4,2+ ∂ψ2∂y2 g5,2 = 0,
∂ψ3
∂y1
g4,2+ ∂ψ3∂y2 g5,2 = 0,
∂ψ4
∂y1
g4,2+ ∂ψ4∂y2 g5,2 = 1.
(33)






y¯3 = y3. (34)
The drift F is transformed via Ψ into
F¯ =Ψ∗F = f¯r ∂∂ x¯r +(y¯3+ k¯3) ∂∂ x¯3 +( f¯s+3) ∂∂ y¯s , r = 1,2, s = 1,2,3,
with f¯r, f¯s+3 and k¯3 new smooth functions of variables y¯1, y¯2. In view of (33), the
input vector fields become
G¯1 =Ψ∗G1 = (−12 x¯2+ g¯3,1) ∂∂ x¯3 + ∂∂ y¯1 + g¯6,1 ∂∂ y¯3 ,
G¯2 =Ψ∗G2 = (12 x¯1+ g¯3,2) ∂∂ x¯3 + ∂∂ y¯2 + g¯6,2 ∂∂ y¯3 ,
with g¯3,i and g¯6,i, i = 1,2 new smooth functions of variables y¯1, y¯2. Clearly, the vector
fields −adF¯ G¯1 and −adF¯ G¯2 are preserved, that is,
−adF¯ G¯1 =Ψ∗(−adF G1) = ∂∂ x¯1 , (35)−adF¯ G¯2 =Ψ∗(−adF G2) = ∂∂ x¯2 . (36)
For simplicity, we skip the “bar” notation. Doing so, the vector fields F¯ ,G¯1,G¯2 will
be denoted simply by F,G1,G2. In particular, the equality (35), now re-written as
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+ f5 ∂g6,1∂y2 = ∂ f6∂y1 . (40)


















+ f5 ∂g6,2∂y2 = ∂ f6∂y2 . (44)
Clearly, equalities (38), (42), (37) and (41), imply
f1 = y1+k1, f2 = y2+k2, f4 = k4, and f5 = k5, ki ∈R, i = 1,2,4,5.
Condition (C4) implies that F(0) = 0, which in its turn implies ki = 0, i = 1,2,4,5,
and thus
f1 = y1, f2 = y2, f4 = f5 = 0.
Now, relations (39) and (43) become, respectively,
g6,1 = −(12y2+ ∂k3∂y1 ) and g6,2 = 12y1− ∂k3∂y2 ,
whereas relations (40) and (44) lead to
∂ f6
∂y1
= 0 and ∂ f6
∂y2
= 0.
These equalities, together with the condition F(0) = 0, allow to get f6 = 0. We
summarize the above conclusions, rewriting
F = y1 ∂∂x1 +y2 ∂∂x2 +(y3+k3(y1,y2)) ∂∂x3 ,
G1 = (−12x2+g3,1(y1,y2)) ∂∂x3 + ∂∂y1 −(12y2+ ∂k3∂y1 (y1,y2)) ∂∂y3 ,
G2 = (12x1+g3,2(y1,y2)) ∂∂x3 + ∂∂y2 +(12y1− ∂k3∂y2 (y1,y2)) ∂∂y3 .
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Let us consider the transformation of coordinates defined by y˜3 = y3+k3(y1,y2). We
obtain
˙˜y3 = −(12y2+ ∂k3∂y1 )u1+(12y1− ∂k3∂y2 )u2+ ∂k3∂y1 u1+ ∂k3∂y2 u2 = −12y2u1+ 12y1u2.
In particular, this transformation preserves the vector fields adF G1, adF G2, [G1,G2]
and [F,[G1,G2]]. The drift and input vector fields, still denoted by F,G1 and G2 are
transformed into
F = y1 ∂∂x1 +y2 ∂∂x2 + y˜3 ∂∂x3 ,
G1 = (−12x2+g3,1(y1,y2)) ∂∂x3 + ∂∂y1 − 12y2 ∂∂ y˜3 ,











Now consider the transformation of coordinates defined by x˜3 = x3+ϕ1(y1,y2), with
ϕ1 a smooth function to be determined. It follows
˙˜x3 = y˜3+(−12x2+g3,1)u1+(12x1+g3,2)u2+ ∂ϕ1∂y1 u1+ ∂ϕ1∂y2 u2= y˜3− 12x2u1+ 12x1u2+(g3,1+ ∂ϕ1∂y1 )u1+(g3,2+ ∂ϕ1∂y2 )u2.







satisfies the integrability conditions, i.e., ∂
2ϕ1
∂y2∂y1
= ∂ 2ϕ1∂y1∂y2 . We thus conclude that it
exists a solution ϕ1(x1,x2) such that
˙˜x3 = y˜3− 12x2u1+ 12x1u2.
Set xˆ3 = x3+ 12 x2y1− 12 x1y2. We obtain
˙ˆx3 = y˜3.
Finally, the transformation of coordinates given by
x¯3 = 2xˆ3, y¯3 = 2y˜3
transforms the system into the desired form.
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5 Conclusions
In this paper, we consider nonholonomic normal systems with drift obtained by
extending the Brockett nonholonomic integrator and geometrically characterise,
under state equivalence, those systems. A set of necessary and sufficient conditions
for the local state equivalence of a general control-affine system with two input to
those systems are given. Such conditions are extremely simple to be checked since
they only involve Lie brackets of the drift and input vector fields. Moreover, they
lead to a constructive procedure allowing to get the diffeomorphism performing the
state equivalence.
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Abstract. We present a result on the purification of quantum Lindblad systems for
two and three dimensions. In both cases, it is shown that a necessary condition for
purifiability is that all Lindblad operators must share a common eigenvector. A further
necessary condition for purifiability is that the subspace orthogonal to the common
eigenvector must not be invariant under at least one of the Lindblad operators. In
order to show this, we assume we can construct arbitrary Hamiltonian functions, and
we project the Lindblad equation to a control equation over the interior of the space
of unitary orbits.
1 Introduction
In recent decades, technological advances have allowed for greater precision in
the manipulation of quantum systems, both in physics and chemistry. This has
given rise to the application of mathematical control theory to quantum systems
[11, 16, 17, 21, 25]. One important goal is the construction of quantum computers,
which have the power to perform algorithms not accessible to conventional computers
[9, 15]. A major experimental obstacle to any implementation of such a computer,
however, is the decoherence of the system under influence of the environment, and
so an important task is how to determine the controllability properties of a given
system. While much progress has been made on the controllability of closed quantum
systems [1, 7], work on open quantum systems has proven to be more challenging
[2, 3, 8, 23].
The state of a closed quantum system is described by a norm-one vector in a complex
Hilbert space that evolves according to the Schrödinger equation:
d
dt
∣ψ⟩ = −iH(t)∣ψ(t)⟩ (1)
where the Hamiltonian operator H must be Hermitian and we set h̵ = 1. An open
quantum system, on the other hand, is described by a trace-one, positive-semidefinite
operator ρ on the Hilbert space, called the density operator. A state ∣ψ⟩ in the Hilbert
space corresponds to the rank-one density operator ∣ψ⟩⟨ψ ∣,1 and is called a pure state.
Other states can be formed from linear superpositions of pure states, and are called
mixed states.
1Dirac’s bra-ket notation consists of writing vectors as “kets" ∣ψ⟩ and their linear duals as “bras" ⟨ψ ∣.
Inner and outer products are written ⟨ψ1∣ψ2⟩ and ∣ψ1⟩⟨ψ2∣, respectively.
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In the absence of interaction with the environment, ρ obeys the von Neumann




An important issue is that certain relevant quantities are invariant under the von
Neumann equation. The density matrix ρ(t) at any time t can be written ρ(t) =
U(t)ρ(0)U−1(t), where U(t) is unitary. Since matrices at different times are similar,
the eigenvalues of ρ are constant. The purity of the system is defined to be P =√
Tr(ρ2), so that P=1 for pure states, and P<1 for all others. It is also invariant under
the von Neumann equation [24], since it is the 2-norm of the vector of eigenvalues.
This has implications for quantum control. Control variables typically appear only in
the Hamiltonian (although there is research towards engineering dissipation super-
operators as well [4, 5, 14]), and thus the control dynamics cannot directly alter the
eigenvalues of ρ and cannot purify the state.
To model a system that interacts with the environment, the von Neumann equation
must be modified. A density operator whose dynamics are both Markovian and





j=1(L jρL†j − 12{L†jL j,ρ})
(3)
where the Lindblad operators {L j}can be taken to be traceless2, and {⋅, ⋅} denotes the
anti-commutator. The Lindbladian dynamics are responsible for the system moving
between unitary orbits, and so the structure of the Lindblad operators will determine
to what extent a system can be purified (the set of pure states, having P = 1, constitute
one of the orbits).
If one makes the simplifying assumption that the control structure allows for the
construction of any Hamiltonian, motion along the orbit can be made arbitrarily
faster than the motion between orbits [12, 22]. More precisely, we assume that
H(t) = H0 +∑n2−1j=1 u j(t)H j, where H0 is the drift Hamiltonian, u j(t) are control
functions from [0,∞) toR and {H j} are a basis of su(n). The norm of Hamiltonian
term is unbounded, whereas the norm of the Lindblad super-operator LD(ρ) is
bounded, so arbitrarily large controls u j(t) can steer states to others on the same orbit
with arbitrary precision. With this in mind, we can treat the position along the orbit
as a control. The natural question to ask is: where is the best place along a given
orbit to increase purity?
We present a theorem that determines whether purification, starting from any density
operator on a two or three dimensional Hilbert space, is possible under a certain set of
Lindblad operators {L j}. Purification here means that the purity P(t)→ 1 as t →∞.
Achieving a purity of precisely P = 1 in finite time is not possible. In section two, we
2Adding a multiple of the identity to a Lindblad operator is equivalent to adding a term to the
Hamiltonian[6].
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will prove this theorem for two dimensions, which draws from our work in [19]. In
section three, we prove the theorem for three dimensions.
Theorem 1. A Lindblad system of the form (3) in two or three dimensions is purifiable
only if:
• All Lindblad operators L j share a common eigenvector ∣ψc⟩.
• At least one of the Lindblad operators is not a multiple of a Hermitian operator.
Dedication: This paper is submitted in honor of Uwe Helmke for his inspiring work
and friendship over the years
2 Two-dimensional systems
The structure of orbits in two dimensions is straightforward. ρ has two eigenvalues
λ1 ≥ λ2. Since the set of spectra is in bijection with the set of orbits, and since the
eigenvalues must add to 1, the set of orbits can be indexed by the variable r = λ1−λ2,
which takes values in the interval [0,1]. The orbit corresponding to r = 0 is a singleton







[L j,L†j] =∶ΩCM. (4)
ΩCM is Hermitian and traceless, so it has real eigenvalues ±ω . While drdt in general
does not exist at r = 0, one can find the one-sided derivative when r(t) = 0:
lim
δ t→0+ r(t +δ t)− r(t)δ t = limδ t→0+ (2ωδ t +o(δ t)−0δ t = 2ω. (5)
All other orbits are homeomorphic to the sphere S1, and drdt will vary depending on
the location along the sphere. If ∣ψi⟩ is the eigenvector corresponding to eigenvalue
λi, we can write r = ⟨ψ1∣ρ ∣ψ1⟩− ⟨ψ2∣ρ ∣ψ2⟩, so: We can write:
dr
dt
=⟨ψ˙1∣ρ ∣ψ1⟩− ⟨ψ˙2∣ρ ∣ψ2⟩+ ⟨ψ1∣ρ˙ ∣ψ1⟩− ⟨ψ2∣ρ˙ ∣ψ2⟩+ ⟨ψ1∣ρ ∣ψ˙1⟩− ⟨ψ2∣ρ ∣ψ˙2⟩=λ1(⟨ψ˙1∣ψ1⟩+ ⟨ψ1∣ψ˙1⟩)−λ2(⟨ψ˙2∣ψ2⟩+ ⟨ψ2∣ψ˙2⟩)+ ⟨ψ1∣ρ˙ ∣ψ1⟩− ⟨ψ2∣ρ˙ ∣ψ2⟩=⟨ψ1∣ρ˙ ∣ψ1⟩− ⟨ψ2∣ρ˙ ∣ψ2⟩=⟨ψ1∣LD(ρ)∣ψ1⟩− ⟨ψ2∣LD(ρ)∣ψ2⟩
where in the second-to-last step, the normalization of the vectors makes the quantities





(⟨ψ1∣L jρL†j ∣ψ1⟩− 12 ⟨ψ1∣L†jL jρ ∣ψ1⟩− 12 ⟨ψ1∣ρL†jL j ∣ψ2⟩
−⟨ψ2∣L jρL†j ∣ψ2⟩+ 12 ⟨ψ2∣L†jL jρ ∣ψ2⟩+ 12 ⟨ψ2∣ρL†jL j ∣ψ2⟩)
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= (w12−w21)− r(w12+w21). (6)
To prove that the first condition in the theorem is necessary for purification, note that
Equation (6) reduces to drdt = −2w21 ≤ 0 when r = 1 (which is the set of pure orbits). It
should be clear that for purification to take place, limr(t)→1 r˙(t) ≥ 0. It follows that
purification requires that w21 = 0. Since w21 is the sum of terms that are individually
non-negative, each must be zero. But each term is of the form ∣⟨ψ2∣Lk∣ψ1⟩∣2, it follows
that ∣ψ1⟩ is an eigenvector of Lk for each k. So if we are to purify the system, it must
be to a pure state ∣ψc⟩⟨ψc∣ such that ∣ψc⟩ is an eigenvector of all Lindblad operators.
The second condition requires one of the Lindblad operators to not be a multiple
of a Hermitian operator. If that were true (in which case there would only be one
linearly independent Lindblad operator), we would have w12 =w21 for any choice of∣ψ1⟩, ∣ψ2⟩, and therefore drdt = −2rw21 ≤ 0. Without this condition, therefore, purity
can never increase.
3 Three-dimensional systems
The set of orbits in three dimensions can be mapped to a 2-simplex as follows. Let








The image of the map, which we shall call T , is shown in Fig. 1. The three vertices
correspond to (1) the completely mixed state (where λ1 = λ2 = λ3), (2) the pure states
(where λ1 = 1, λ2 = λ3 = 0) and (3) the states completely mixed in a two-dimensional
subspace, but pure with respect to the third (that is, λ1 = λ2 and λ3 = 0). The three
edges correspond to eigenvalue crossings (λ1 = λ2 or λ2 = λ3) or to λ3 = 0. Also
shown in the diagram are lines across which λ1 is constant. These are lines where
x1+ 1√3 x2 are constant.
Note that in the interior of T , and along the top edge (but not its endpoints), the
eigenvalues are distinct. Here the orbits are homemomorphic to U(3)/[S1×S1×S1]
(see [20] for a discussion of the geometry of orbits), which is six-dimensional. On
the side edges, as well as the two top vertices, the orbits are homeomorphic to
U(3)/[S1 × (U(2)], which is four-dimensional. The third vertex, the completely
mixed state is a singleton.
When the eigenvalues are distinct we can write down differential equations analogous
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States completely mixed in a 2d subspace
Sets with equal λ1’s
Figure 1: The set of orbits for three dimensions.
































= −2w21−w31, dx2dt = −√3w31. (11)
In particular, dλ1dt = dx1dt + 1√3 dx2dt = −2(w21+w31). Clearly, supλ1=1 dλ1dt = 0 for purifi-
cation, and so we must have w21 =w31 = 0. This can only be true if ∣ψ1⟩ is a common
eigenvector ∣ψc⟩ of all Lindblad operators, which satisfies the first condition.
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If the Lindblad operators are all multiples of Hermitian operators, we have w12 =w21
and w13 =w31. The above equation then reduces to
dλ1
dt
= −x1 (w21+w31)− x2√
3
w13. (13)
Regardless of what the eigenvectors of ρ , the above equation indicates purity cannot
be increased. It follows that at least one of the Lindblad operators must be non-
Hermitian.
4 Conclusion
We have provided a theorem describing necessary conditions for the purification of
two and three-dimensional Lindblad systems. The Lindblad operators must all share
a common eigenvector, which also serves as the destination pure state. Intuitively,
Lindblad operators can be thought of as “jump" operators. Their eigenvectors are
invariant under these jumps and thus do not decohere. The purification process then
relies on finding a state that does not decohere under any of the Lindblad operators
present.
A further necessary condition for purification is that one of the Lindblad operators
must not be a multiple of a Hermitian operator. In other words, the eigenvectors of
this operators must not be orthogonal. Moreover, without this condition, purity can
never be increased regardless of what the initial density operator is.
We conjecture both of these conditions hold for arbitrary dimensions (including
infinite dimensions), as the reasoning used is quite straightforward. Whether there are
additional sufficient conditions for purification remains an ongoing research interest.
More details on this work and the projection of Lindblad equation onto the space of
orbits is in progress [18].
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Decoding of subspace codes, a problem of Schubert









Abstract. Schubert calculus provides algebraic tools to solve enumerative problems.
There have been several applied problems in systems theory, linear algebra and
physics which were studied by means of Schubert calculus. The method is most
powerful when the base field is algebraically closed. In this article we first review
some of the successes Schubert calculus had in the past. Then we show how the
problem of decoding of subspace codes used in random network coding can be
formulated as a problem in Schubert calculus. Since for this application the base field
has to be assumed to be a finite field new techniques will have to be developed in the
future.
1 Introduction
Hermann Cäsar Hannibal Schubert (1848-1911) is considered the founder of enu-
merative geometry. He was a high school teacher in Hamburg, Germany. He studied
questions of the type: Given four lines in projective three-space in general position,
is there a line intersecting all given ones. This question can then be generalized to:
Problem 1. Given N k-dimensional subspaces Ui ⊂Ck+m. Is there a subspace V ⊂
C
k+m of complimentary dimension m = dimV such that
V⋂Ui ≠ {0}, i = 1, . . . ,N. (1)
Using a symbolic calculus he then came up with the following surprising result [21,
22]:
Theorem 2. In case the subspaces Ui ⊂Ck+m, i = 1, . . . ,N are in general position and
in case N = km there exist exactly
d(k,m) = 1!2!⋯(k−1)!(km)!
m!(m+1)!⋯(m+k−1)! . (2)
different m dimensional subspaces V ⊂Ck+m which satisfy the intersection condi-
tion (1).
Note that two-dimensional subspaces in C4 describe lines in projective space P3 and
Schubert hence claims in the case of four lines in three-space in general position that
there are exactly d(2,2) = 2 lines intersecting all four given lines.
Schubert used in the derivation of Theorem 2 Poncelet’s principle of preservation of
numbers which was not considered a theorem of mathematics at the time. For this
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reason Schubert’s results were not accepted by the mathematics community of the
19th century and Hilbert devoted the 15th of his famous 24 problems to the question
if mathematicians can come up with rigorous techniques to prove or disprove the
claims of Dr. Schubert. A rigorous verification of Theorem 2 was derived in the
last century and we refer the interested reader to the survey article [14] by Kleiman,
where the progress over time about Schubert calculus and the Hilbert problem 15 is
described.
In the sequel we introduce the most important concepts from Schubert calculus.
Let F be an arbitrary field. Denote by Grass(k,n) = Grass(k,Fn) the Grassmann
variety consisting of all k-dimensional subspaces of the vector space Fn. Grass(k,n)
can be embedded into projective space using the Plücker embedding:
ϕ ∶Grass(k,Fn)Ð→P(nk)−1
span(u1, . . . ,uk)z→F(u1∧ . . .∧uk).
If one chooses a basis {e1, . . . ,en} of Fn and the corresponding canonical basis of
ΛkFn {ei1 ∧ . . .∧eik ∣ 1 ≤ i1 < . . . < ik ≤ n}
then one has an induced map of the coordinates. If U is a k×n matrix whose row
space rs(U) describes the subspace U ∶= span(u1, . . . ,uk) and U[i1, . . . , ik] denotes
the submatrix of U given by the columns i1, . . . , ik, then one readily verifies that the
Plücker embedding is given in terms of coordinates via:
rs(U)z→ [det(U[1, ...,k]) ∶ det(U[1, ...,k−1,k+1]) ∶ ... ∶ det(U[n−k+1, ...,n])].
The k×k minors det(U[i1, . . . , ik]) of the matrix U are called the Plücker coordinates
of the subspace U .
The image of this embedding describes indeed a variety and the defining equations
are given by the so called “shuffle relations” (see e.g. [15, 19]). The shuffle relations
are a set of quadratic equations in terms of the Plücker coordinates.
A flag F is a sequence of nested linear subspaces
F ∶ {0} ⊂V1 ⊂V2 ⊂ . . . ⊂Vn =Fn
having the property that dimVj = j for j = 1, . . . ,n.
Denote by ν = (ν1, . . . ,νk) an ordered index set satisfying
1 ≤ ν1 < . . . < νk ≤ n.
For every flag F one defines a Schubert variety
S(ν ;F) ∶= {W ∈Grass(m,Fn) ∣ dim(W⋂Vνi) ≥ i for i = 1, . . . ,k}. (3)
The Schubert varieties are sub-varieties of the Grassmannian Grass(k,Fn) and they
contain a Zariski dense affine subset called Schubert cell and defined as:
C(ν ;F) ∶= {W ∈ S(ν ;F) ∣ dim(W⋂Vνi−1) = i−1; for i = 1, . . . ,k}. (4)
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In terms of Plücker coordinates the defining equations of the SchubertvarietyS(ν ;F)
are given by the quadratic shuffle relations describing the Grassmann variety together
with a set of linear equations (see [15]).
A fundamental question in Schubert calculus is now the following:
Problem 3. Given two Schubert varieties S(ν ;F) and S(ν˜ ;F˜). Describe as explicitly
as possible the intersection variety
S(ν ;F)∩S(ν˜ ;F˜).
Schubert’s Theorem 2 can actually also be formulated as an intersection problem of
Schubert varieties. For this note that
{V ∈Grass(k,Fk+m) ∣ V⋂Ui ≠ {0}} (5)
describes a Schubert variety with regard to some flag and the theorem then states
that in the intersection of N Schubert varieties of above type one finds d(k,m)
m-dimensional subspaces as solutions in general.
In the case of an algebraically closed field one has rather precise information about
this intersection variety. Topologically the intersection variety turns out to be a union
of Schubert varieties of lower dimension and the multiplicities are governed by the
Littlewood–Richardson rule [9]. When the field is not algebraically closed much less
is known. There has been work done over the real numbers by Frank Sottile [25, 26].
Over general fields very little is known and we will show in this article that the
decoding of subspace codes can be viewed as a Schubert calculus problem over some
finite field. The following example illustrates the concepts.
Example 4. As a base field we take F = F2 = {0,1} the binary field. Consider
the Grassmannian Grass2(2,F4) representing all lines in projective three-space P3.
We would like to study Schubert’s question in this situation: Given four lines in
three-space, is there always a line intersecting all four given ones. Clearly there are
many situations where the answer is affirmative, e.g. when the lines already intersect
in some point. In general this is however not the case as we now demonstrate.
Consider the following four lines in P3 represented as row spaces of the following
four matrices:
[1 0 0 00 1 0 0] , [0 0 1 00 0 0 1] , [1 1 0 10 1 1 1] , [1 1 1 01 0 1 1] .
We claim that there exists no line in projective three-space P3, i.e. no two-dimen-
sional subspace in Grass2(2,F4) intersecting all four given subspaces non-trivially.
Grass2(2,F4) is embedded in P5 via the Plücker embedding. Denote by
ui, j ∶= detU[i, j],1 ≤ i < j ≤ 4
the Plücker coordinates of some subspace U ∈Grass2(2,F4). The four lines impose
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The points in P5 representing the image of Grass2(2,F4) are described by one
quadratic equation (shuffle relation):
u1,2u3,4+u1,3u2,4+u1,4u2,3 = 0.
Solving the 5 equations in the 6 unknowns results in one quadratic equation:(u1,4)2+u1,4u2,3+(u2,3)2 = 0
which has no solutions overF2 inP5. Note that there are exactly d(2,2) = 2 solutions
over the algebraic closure as predicted by Schubert.
Readers who want to know more on the subject of Schubert calculus will find material
in the survey article [15].
The paper is structured as follows: In Section 2 we present results which were derived
by Schubert calculus. In Section 3 we introduce the main topic of this paper, namely
subspace codes used in random network coding. In Section 4 we show that list
decoding of random network codes is a problem of Schubert calculus over some
finite field.
Many of the results we describe in this paper were derived by the first author in
collaboration with Uwe Helmke. This collaboration was always very stimulating and
the first author would like to thank Uwe Helmke for this continuing collaboration.
2 Results in systems theory and linear algebra derived by means
of Schubert calculus
In the past Schubert calculus has been a very powerful tool for several problem areas
in the applied sciences. In this section we review two such problem areas and we
show to what extend Schubert calculus led to strong existence results and better
understanding.
The pole placement problem
One of the most prominent problems in mathematical systems theory has been the
pole placement problem. In the static situation the problem can be described as
follows: Consider a discrete linear system
x(t +1) = Ax(t)+Bu(t), y(t) =Cx(t) (6)
described by matrices A,B,C having size n×n, n×m and p×n respectively. Consider
a monic polynomial
ϕ(s) ∶= sn+an−1sn−1+⋯+a1s+a0 ∈F[s]
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of degree n having coefficients in the base field F. In its simplest version the pole
placement problem asks for the existence of a feedback law u(t) =Ky(t) such that
the resulting closed loop system
x(t +1) = (A+BKC)x(t) (7)
has characteristic polynomial ϕ(s).
At first glance this problem looks like a problem from matrix theory whose solution
can be derived by means of linear algebra. Surprisingly, the problem is highly
nonlinear and closely related to Schubert’s Problem 1. This geometric connection
was first realized in an interesting paper by Brockett and Byrnes [2] who showed that
over the complex numbers arbitrary pole placement is generically possible as soon as
n ≤mp and in case that the McMillan degree n is equal to mp then there are exactly
d(m, p) static feedback laws resulting in the closed loop characteristic polynomial
ϕ(s). The interested reader will find more details in a survey article by Byrnes [3].
The geometric insight one gained from the Grassmannian point of view was also
helpful for deriving pole placement results over other base fields. Over the reals
the most striking result was obtained by A. Wang in [31] where it was shown that
arbitrary pole placement is possible with real compensators as soon as n <mp. Over
a finite field some preliminary results were obtained by Gorla and the first author
in [7].
U. Helmke in collaboration with X. Wang and the first author have been studying the
pole placement problem in the situation when symmetries are involved [10]. This
problem then leads to a Schubert type problem in the Lagrangian Grassmannian.
Sums of Hermitian matrices
Given Hermitian matrices A1, . . . ,Ar ∈Cn×n each with a fixed spectrum
λ1(Al) ≥ . . . ≥ λn(Al), l = 1, . . . ,r (8)
and arbitrary else. Is it possible to find then linear inequalities which describe the
possible spectrum of the Hermitian matrix
Ar+1 ∶= A1+⋯+Ar?
Questions of this type have a long history in operator theory and linear algebra. For
example H. Weyl derived in 1912 the following famous inequality for any set of
indices 1 ≤ i, j ≤ n with 1 ≤ i+ j−1 ≤ n:
λi+ j−1(A1+A2) ≤ λi(A1)+λ j(A2). (9)
In collaboration with U. Helmke the first author extended work by Johnson [13] and
Thompson [27, 28] to derive a large set of eigenvalue inequalities. This was achieved
through the use of Schubert calculus and we will say more in a moment. The obtained
inequalities included in special cases not only the inequalities by H. Weyl but also
the more extensive inequalities from Lidskii and Freede Thompson [28].
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In order to make the connection to Schubert calculus we follow [9] and denote
with v1l , . . . ,vnl the set of orthogonal eigenvectors of the Hermitian operator Al ,
l = 1, . . . ,r+1.
Using these ordered set of eigenvectors one constructs for each Hermitian matrix Al
the flag:
Fl ∶ {0} ⊂V1l ⊂V2l ⊂ . . . ⊂Vnl =Cn (10)
defined through the property:
Vml ∶= span(v1l , . . . ,vml) m = 1, . . . ,n. (11)
The connection to Schubert calculus is now established by the following result
as it can be found in [9]. The theorem generalizes earlier results by Freede and
Thompson [28].
Theorem 5. Let A1, . . . ,Ar be complex Hermitian n×n matrices and denote withF1, . . . ,Fr+1 the corresponding flags of eigenspaces defined by (11). Assume Ar+1 =
A1+⋯+Ar. and let il = (i1l , . . . , ikl) be r+1 sequences of integers satisfying
1 ≤ i1l < . . . < ikl ≤ n, l = 1, . . . ,r+1. (12)
Suppose the intersection of the r+1 Schubert subvarieties of Grass(k,Cn) is non-
empty, i.e.:
S(i1;F1)⋂ . . .⋂S(ir+1;Fr+1) ≠∅. (13)













In 1998 Klyachko could show that the inequalities coming from Schubert calculus as
described in Theorem 5 are not only necessary but that they describe a Polytope of
all possible inequalities. The interested reader will find Klyachko’s result as well as
much more in the survey article by Fulton [6].
A priori classical Schubert calculus provides very strong existence results. It is a
different matter to derive effective numerical algorithms to compute the subspaces
which satisfy the different Schubert conditions. For this reason Huber, Sottile and
Sturmfels [12] developed effective numerical algorithms over the reals. As we will
demonstrate in the next sections it would be very desirable to have effective numerical
algorithms also in the case of Schubert type problems defined over some finite field.
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3 Random network coding
In network coding one is looking at the transmission of information through a network
with possibly several senders and several receivers. A lot of real-life applications of
network coding can be found, e.g. data streaming over the Internet, where a source
wants to send the same information to many receivers at the same time.
The network channel is represented by a directed graph with three different types of
vertices, namely sources, i.e. vertices with no incoming edges, sinks, i.e. vertices
with no outgoing edges, and inner nodes, i.e. vertices with incoming and outgoing
edges. One assumes that at least one source and one sink exist. Under linear
network coding the inner nodes are allowed to forward linear combinations of the
incoming information vectors. The use of linear network coding possibly improves
the transmission rate in comparison to just forwarding information at the inner nodes
[1]. This can be illustrated in the example of the butterfly network: The source S
Figure 1: The butterfly network under the forwarding and the network coding model.
wants to send the same information, a and b, to both receivers R1 and R2. Under
forwarding every inner node forwards the incoming information and thus has to
decide on either a or b (in this example on a) at the bottleneck vertex, marked
above by x. Thus, R1 does not receive b. With linear network coding we allow the
bottleneck vertex to send the sum of the two incoming informations, which allows
both receivers to recover both a and b with a simple operation.
In this linear network coding setting, when the topology of the underlying network is
unknown or time-varying, one speaks of random (linear) network coding. This setting
was first studied in [11] and a mathematical model was introduced in [17], where
the authors showed that it makes sense to use vector spaces instead of vectors over a
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finite field Fq as codewords. In this model the source injects a basis of the respective
codeword into the network and the inner nodes forward a random linear combination
of their incoming vectors. Therefore, each sink receives a linear combinations of the
original vectors, which span the same vector space as the sent vectors, if no errors
occurred during transmission.
In coding practice the base field is a finite field Fq having q elements, where q is a
prime power. F×q ∶=Fq∖{0} will denote the set of all invertible elements of Fq. We
will call the set of all subspaces of Fnq the projective geometry of F
n
q, denoted byP(q,n), and denote the Grassmannian Grass(k,Fnq) by Grassq(k,n).
There are two types of errors that may occur during transmission, a decrease in
dimension which is called an erasure and an increase in dimension, called an in-
sertion. Assume U ∈P(q,n) was sent and erasures and insertions occurred during
transmission, then the received word is of the type
R = U¯ ⊕E
where U¯ is a subspace of U and E ∈ P(q,n) is the error space. A random network
coding channel in which both insertions and erasures can happen is called an operator
channel.
In order to have a notion of decoding capability of some code a good metric is
required on the set P(q,n): The subspace distance is a metric on P(q,n) given by
dS(U ,V) =dim(U +V)−dim(U ∩V)=dim(U)+dim(V)−2dim(U ∩V)
for any U ,V ∈P(q,n). Another metric on P(q,n) is the injection distance, defined
as
dI(U ,V) =max{dim(U),dim(V)}−dim(U ∩V).
Note, that for U ,V ∈Grassq(k,n) it holds that dS(U ,V)= 2dI(U ,V). A subspace codeC is simply a subset of P(q,n). If C ⊆Grassq(k,n), we call it a constant dimension
code. The minimum distance of a subspace code is defined in the usual way.
Different constructions of subspace codes have been studied, e.g. in [4, 5, 16–
18, 20, 24, 30]. Some facts on isometry classes and automorphisms of these codes
can be found in [29].
The set of all invertible n×n-matrices with entries in Fq, called the general linear
group, is denoted by GLn. Moreover, the set of all k×n-matrices over Fq is denoted
by Fk×nq .
Let U ∈Fk×nq be a matrix of rank k andU = rs(U) ∶= row space(U) ∈Grassq(k,n).
One can notice that the row space is invariant under GLk-multiplication from the left,
i.e. for any T ∈GLk U = rs(U) = rs(TU).
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Thus, there are several matrices that represent a given subspace. A unique representa-
tive of these matrices is the one in reduced row echelon form. Any k×n-matrix can
be transformed into reduced row echelon form by a T ∈GLk.
Given U ∈Fk×nq of rank k, U ∈Grassq(k,n) its row space and A ∈GLn, we defineUA ∶= rs(UA).
Let U,V ∈Fk×nq be matrices such that rs(U) = rs(V). Then one readily verifies that
rs(UA) = rs(VA) for any A ∈GLn, hence the operation is well defined.
Decoding subspace codes
Given a subspace code C ⊆P(q,n) and a received codewordR ∈P(q,n), a maximum
likelihood decoder decodes to a codeword U ∈ C that maximizes the probability
P(R received ∣ U sent)
over all U ∈ C.
A minimum distance decoder chooses the closest codeword to the received word
with respect to the subspace or injection distance. Let us assume that both the
erasure and the insertion probability is less than some fixed ε . Then over an operator
channel where the insertion probability is equal to the erasure probability, maximum
likelihood decoding is equivalent to minimum distance decoding with respect to the
subspace distance while in an adversarial model it is equivalent to minimum distance
decoding with respect to the injection distance [23].
Assume the minimum (injection) distance of C is d, then if there exists U ∈ C with
dI(R,U) ≤ d−12 , then U is the unique closest codeword and the minimum distance
decoder will always decode to U .
Note, that a minimum subspace distance decoder is equivalent to a minimum injection
distance decoder when C is a constant dimension code. Since we will investigate
constant dimension codes in the remainder of this paper we will always use the
injection distance. All results can then be carried over to the subspace distance.
A very important concept in coding theory is the problem of list decoding (see [8]).
It is the goal of list decoding to come up with an algorithm which allows one to
compute all code words which are within some distance of some received subspace.
For some U ∈ P(q,n) we denote the ball of radius e with center U in P(q,n) by
Be(U). If we want to describe the same ball inside Grassq(k,n) we denote it by
Bke(U). Note that for a constant dimension code the ball Bke(U) is nothing else than
some Schubert variety of Grassq(k,n).
Given a subspace code C ⊆ P(q,n) and a received codeword R ∈ P(q,n), a list
decoder with error bound e outputs a list of codewords U1, . . . ,Um ∈ C whose injection
(resp. subspace) distance from R is at most e. In other words, the list is equal to the
set
Be(R)∩C.
If C is a constant dimension code, then the output of the list decoder becomes
Bke(R)∩C.
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4 List decoding in Plücker coordinates
As already mentioned before the balls of radius t (with respect to the injection
distance) around some U ∈Grassq(k,n) forms a Schubert variety over a finite field.
In terms of Plücker coordinates it is possible to give explicit equations. For it we
need the Bruhat order:
(i1, . . . , ik) ≥ ( j1, . . . , jk) ⇐⇒ il ≥ jl∀l ∈ {1, . . . ,k}.
It is easy to compute the balls in the following special case.
Proposition 6. Define U0 ∶= rs[ Ik×k 0k×n−k ]. Then
Bkt (U0) = {V ∈Grassq(k,n) ∣ϕ(V) = [µ1,...,k ∶ ⋅ ⋅ ⋅ ∶ µn−k+1,...,n],
µi1,...,ik = 0 ∀(i1, ..., ik) /≤ (t +1, . . . ,k,n− t +1, ...,n)}
Proof. For V to be inside the ball it has to hold that
dI(U0,V) ≤ t⇐⇒ k−dim(U0∩V) ≤ t⇐⇒ dim(U0∩V) ≥ k− t
i.e. V contains a (k− t)-dimensional subspace of U0. Therefore ϕ(V) has to fulfill
µi1,...,ik = 0 if (i1, ..., ik) /≤ (t +1, ...,k,n− t +1, ...,n).
With the knowledge of Bkt (U0) we can also express Bkt (U) for any U ∈Grassq(k,n).
For this note, that for any U ∈Grassq(k,n) there exists an A ∈GLn such that U0A = U .
Moreover,
Bkt (U0A) = Bkt (U0)A.
For simplifying the computations we define ϕ on GLn, where we denote by Ai1,...,ik
the submatrix of A that consists of the rows i1, . . . , ik:
ϕ ∶GLnÐ→GL(nk)
Az→ ⎡⎢⎢⎢⎢⎢⎢⎣
detA1,...,k[1, . . . ,k] . . . detA1,...,k[n−k+1, . . . ,n]
...
...
detAn−k+1,...,n[1, . . . ,k] . . . detAn−k+1,...,n[n−k+1, . . . ,n]
⎤⎥⎥⎥⎥⎥⎥⎦
Lemma 7. Let U ∈Grassq(k,n) and A ∈GLn. It holds that
ϕ(UA) = ϕ(U)ϕ(A).
Theorem 8. Let U = U0A ∈Grassq(k,n). Then
Bkt (U) = Bkt (U0A)= {V ∈Grassq(k,n) ∣ϕ(V)ϕ(A−1) = [µ1,...,k ∶ ⋅ ⋅ ⋅ ∶ µn−k+1,...,n],
µi1,...,ik = 0 ∀(i1, . . . , ik) /≤ (t +1, . . . ,k,n− t +1, ...,n)}.
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There are always several choices for A ∈ GLn such that U0A = U . Since GL(nk) is
very large we try to choose A as simple as possible. We will now explain one such
construction:
1. The first k rows of A are equal to the matrix representation U of U .
2. Find the pivot columns of U (assume that U is in reduced row echelon form).
3. Fill up the respective columns of A with zeros in the lower n−k rows.
4. Fill up the remaining submatrix of size n−k×n−k with an identity matrix.
Then the inverse of A can be computed as follows:
1. Find a permutation σ ∈ Sn that permutes the columns of A such that
σ(A) = [Ik U ′′0 In−k] .
2. Then the inverse of that matrix is
σ(A)−1 = [Ik −U ′′0 In−k ] .
3. Apply σ on the rows of σ(A)−1. The result is A−1. One can easily see this if
one represents σ by a matrix S. Then one gets (SA)−1S = A−1S−1S = A−1.
Example 9. In G2(2,4) we want to find
B21 (U) = {V ∈ G2(2,4) ∣ V ∩U = 1}
for U = rs(U) = rs[1 0 0 00 0 1 1] .
We find the pivot columns U[1,3] and build
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 1 1
0 1 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Then we find the column permutation σ = (23) such that
σ(A) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 1
0 0 1 0
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Now we can easily invert as described above and see that σ(A)−1 = σ(A). We apply
σ on the rows and get
A−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 1 0
0 1 0 1






0 1 0 0 0 0
1 0 1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 0 1
0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From Theorem 8 we know that
B21(U) = {V ∈ G2(2,4) ∣ ϕ(V)ϕ(A−1) = [µ1,2 ∶ ⋅ ⋅ ⋅ ∶ µ3,4], µi1,i2 = 0 ∀(i1, i2) /≤ (2,4)}= {V ∈ G2(2,4) ∣ ϕ(V)ϕ(A−1) = [µ1,2 ∶ µ1,3 ∶ ⋅ ⋅ ⋅ ∶ µ3,4], µ3,4 = 0}
Now let ϕ(V) = [ν1,2 ∶ ν1,3 ∶ ν1,4 ∶ ν2,3 ∶ ν2,4 ∶ ν3,4], then
ϕ(V)ϕ(A−1) = [ν1,3 ∶ ν1,2 ∶ ν1,3+ν1,4 ∶ ν2,3 ∶ ν3,4 ∶ ν2,3+ν2,4]
and hence
B21(U) = {V ∈ G2(2,4) ∣ ϕ(V) = [ν1,2 ∶ ν1,3 ∶ ν1,4 ∶ ν2,3 ∶ ν2,4 ∶ ν3,4], ν2,3+ν2,4 = 0}= {V ∈ G2(2,4) ∣ ϕ(V) = [ν1,2 ∶ ν1,3 ∶ ν1,4 ∶ ν2,3 ∶ ν2,4 ∶ ν3,4], ν2,3 = ν2,4}.
Note, that we do not have to compute the whole matrix ϕ(A−1) since in this case we
only need the last column of it to find the equations that define B21(U).
5 Conclusion
The article explains the importance of Schubert calculus in various areas of systems
theory and linear algebra. The strongest results in Schubert calculus require that the
base field is algebraically closed. The problem of list decoding subspace codes is a
problem of Schubert calculus where the underlying field is a finite field. It will be a
topic of future research to come up with efficient algorithms to tackle this problem
computationally.
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Abstract. We set out to convey some of the Lie theoretical beauty of quantum control
of bilinear systems as it has emerged within the last 15 years of contact, inspiration
and exchange with the Helmke group. During this time, controllability criteria could
be shifted from the well-known Lie-algebra rank condition to symmetry conditions
in the branching diagrams for simple subalgebras of su(N). Reachable sets of
closed bilinear control systems were linked to the theory of C-numerical ranges. In
coherently controlled open Markovian systems, the set of reachable directions (in
physics known as Lindblad generators) form a Lie wedge generating a Lie semigroup
(Markovian quantum map) that helps to approximate reachable sets in open systems.
Once the reachable sets are known, gradient-flow algorithms have been devised to
solve the abstract optimisation task on the reachable sets. They thus complement
numerical algorithms that solve concrete optimal control problems on the manifold
of admissible control amplitudes. The algorithmic tools have been presented in a
unified programming framework.
How principles turn into practice has meanwhile emerged in a plethora of examples
showing applications in solid-state devices, circuit-QED, ion traps, NV-centres in
diamond, quantum dots, and in spin systems.
1 Introduction
This contribution is also meant as an invitation to the well-established community
of mathematical systems theorists and classical control engineers to exchange with
the vibrant developments in the field of quantum systems and control [19] in view of
future technologies. These may be triggered by precise controls for, e.g., quantum
simulation in order to improve the understanding of quantum phase transitions [49]
between normal conducting and superconducting phases, or ferromagentic vs. anti-
ferromagnetic phases to name just a few. Needless to say an operative thorough
picture of these phenomena will booster advanced material design.
More precisely, an important issue in quantum simulation [1, 4, 18, 23, 29] is to
manipulate all pertinent dynamical degrees of freedom of a system A of interest
(which, however, all-too-often is experimentally not fully accessible) by a quantum
system B that is in fact well controllable in practice and the dynamics of which are
equivalent to those ofA. We will show how to characterise this situation algebraically
in terms of quantum systems theory.
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Besides the practical applications and implications, quantum systems should be of
particular appeal to the (classical) control engineer, because nearly all sytems of
interest boil down to the standard form of bilinear control systems [15, 22, 38, 59]
X˙(t) = (A+∑
j
u jB j)X(t) with X0 = X(0) . (1)
Here one may take A,B as linear operators on the (finite-dimensional) Hilbert space
of quantum states ∣ψ(t)⟩ ∈H. For n two-level spin- 12 systems H = (C2)⊗n. More
precisely, A denotes the system or drift Hamiltonian iH0, while the B j are the control
Hamiltonians iH j governed by typically piece-wise constant control amplitudes
u j ∈R (which need not be bounded). Thus Eqn. (1) captures all of the following
important scenarios:
1. controlled Schrödinger equation∣ψ˙(t)⟩ = −i(Hd +∑
j
u jH j)∣ψ(t)⟩ with ∣ψ(0)⟩ = ∣ψ0⟩ (2)
2. quantum gate for closed system
U˙(t) = −i(Hd +∑
j
u jH j)U(t) with U(0) = 1l (3)
3. quantum state in open quantum system
ρ˙(t) = −(iadHd +i∑
j
u j adH j +ΓL)vec(ρ(t)) with ρ(0) = ρ0 (4)
4. quantum map of open quantum system
F˙(t) = −(iadHd +i∑
j
u j adH j +ΓL)F(t) with F(0) = 1l , (5)
where U denotes a unitary operator on H (e.g., used as quantum gate). F is the
linear quantum map for open systems governed by the relaxation (super)operator Γ
on H⊗H and ρ is the density operator (i.e. ρ = ρ† ≥ 0 with trρ = 1).
While the familiar linear control systems x˙(t) = Ax+Bu with x0 = x(0) are fully
controllable [32] if by rank[B,AB,A2B, . . . ,AN−1B] = N one has full rank, bilinear
systems of Eqn. (1) are fully controllable over the compact connected Lie group G
(generated by its Lie algebra g via G = ⟨expg⟩) whenever they satisfy the celebrated
Lie-algebra rank condition [7, 8, 30, 31, 61]⟨A,B j ∣ j = 1,2, . . . ,m⟩Lie = g . (6)
Since in open systems (as in Eqns. (4) and (5)) g is usually no longer compact,
dissipative systems are obviously more subtle as will be seen in the concluding
section.
For closed quantum systems of n spins- 12 , one has g = su(N) with N ∶= 2n, which
already shows that the state space and thereby the dynamic degrees of freedom in
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quantum systems scale exponentially in system size (as opposed to classical systems,
where they scale linearly). Thus it is obvious that assessing controllability via an
explicit Lie closure, though mathematically straight forward, becomes dramatically
more tedious in quantum systems, and beyond seven qubits it is mostly prohibitive.
Overview
The contribution is organised as follows: In Sec. 2 we exemplify quantum systems
theory of closed systems by shifting the paradigm of controllability from the cele-
brated Lie-algebra rank condition to symmetry conditions on the dynamic system
algebra that are easier to assess in large quantum systems (2.1), while in (2.2) quan-
tum simulation of fermionic, bosonic and spin systems is addressed by characterising
their system algebras. Taking the system algebra as generator of the dynamic group,
(2.3.) then establishes the reachable sets as subgroup orbits and relates expectation
values of quantum dynamical observables to the mathematical theory of C-numerical
ranges and their restriction to relative C-numerical ranges for subgroups of the
unitary group. In (2.4) examples of constrained optimisation on relative C-numerical
ranges are illustrated; (2.5) sketches concepts of gradient flows on groups generated
by systems algebras solving these optimisations.
Sec. 3 is devoted to elements of system theory of open systems, where (3.1) draws
a connection between Lie semigroups and Markovian quantum channels and (3.2)
gives an outlook on how to address reachable sets in open systems.
In Sec. 4 the relation between abstract optimisation tasks on the reachble sets and
numerical optimal control are outlined. The framework is matched to bilinear control
systems as used in recent developments of quantum engineering.
Disclaimer: Unfortunately, here we cannot resort to a new category of mathematical
proof that an Oberwolfach Meeting organised by Uwe Helmke in 2005 diagnosed to
be a privilege to the Helmke group. It goes
Proof: Gunther Dirr could not find a counter example within five minutes. ◻
When we told Uwe, he took a breath, a pause and another breath to reply: ‘Ja, das
stimmt.’ — Uwe and Gunther, not only for this reason it has been a pleasure to share
ideas with you. Thanks a lot and ad multos annos!
2 Quantum systems theory of closed systems
Hence here we will sketch a particularly simple and powerful alternative to assess-
ing the controllability of quantum systems by way of easy-to-visualise symmetry
arguments.
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XY XYXY
Figure 1: Graph representation of quantum dynamical control systems: vertices
represent two-level systems (qubits), where common colour and letter code denotes
joint local action, while the edges stand for pairwise coupling interactions. White
vertices are qubits that are just coupled to the dynamic system without allowing to
be controlled locally. The first and the last graph show no symmetries and their
underlying control system is fully controllable. In contrast, the interior two graphs
do exhibit symmetries: the left interior one has a mirror symmetry, while the right
interior one leaves the Pauli operator σz on the upper terminal qubit invariant. These
constants of the motion clearly preclude full controllability.
2.1 Symmetry conditions for controllability
To begin with, it pays to envisage the bilinear control systems by graphs in the way
illustrated in Fig. 1: while the vertices represent local qubits as controlled by typical
control Hamiltonians B j = iH j (represented by Pauli matrices σx,σy,σz acting on the
qubit represented by the respective vertex), the edges stand for pair-wise coupling
interactions as typically only occuring in the drift term A = iH0 (represented by two-
component tensor products of Pauli matrices as, e.g., Jzz ⋅σz⊗σz for the standard Ising
interaction or JXX ⋅(σx⊗σx+σy⊗σy) for the so-called Heisenberg-XX interaction.
Here the Pauli operators act on the two qubits connected by the respective edge).
As a central notion in the subsequent arguments, we characterise a quantum bilinear
control system by its system Lie algebra, which results from the Lie closure of taking
nested commutators (until no new linearly independent elements are generated)
k ∶ = ⟨A,B j ∣ j = 1,2, . . . ,m⟩Lie= ⟨iH0, iH j ∣ j = 1,2, . . . ,m⟩Lie ⊆ su(N) (7)
as well as by its (potential) symmetries, i.e. the centraliser k′ in su(N) to the system
algebra k collecting all terms that commute jointly with all Hamiltonian operators
k′ ∶= {s ∈ su(N)∣[s,Hν] = 0 ∀ν = 0;1,2, . . . ,m} . (8)
If there are no symmetries, i.e. if the centraliser k′ is trivial (zero), then the system
algebra k is irreducible. This can easily be checked by determining the dimension of
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the nullspace (kernel) to the corresponding commutator superoperators (of dimension
N2×N2)—so it boils down to solving a system of m+1 homogeneous equations in
N2 dimensions.
Lemma 1. Let the system algebra k ⊆ su(N) to a bilinear (qubit) control system Σ
be a Lie subalgebra to the compact Lie algebra su(N). Then one finds
(1) if the centraliser k′ of k in su(N) is trivial, then k is simple or semi-simple,
(2) if k′ is trivial and the coupling graph of the control system Σ is connected, then
k is simple.
Proof. (1) By compactness k has a decomposition into its centre and a semi-simple
part k = zk⊕ss (see, e.g., [34] Corollary IV.4.25). As the centre zk = k′ ∩ k is trivial
(zero), k itself can only be semi-simple or simple. (2) Since k must contain the
Kronecker sum of local components, k ⊃ su(2)1 ⊕̂su(2)2 ⊕̂⋯⊕̂su(2)n where A⊕̂B ∶=
A⊗1l+1l⊗B, and none of the partial sums is normalised whenever the pair interactions
iH jk ∈ su(2) j ⊗ su(2)k form a connected graph, the only ideals are trivial, hence k
has to be simple. (Details and generalisations to qudits can be found in the Appendix
to Ref. [65].)
So a trivial centraliser plus a connected graph imply that the corresponding system
algebra is simple. Since the largest possible Lie closure is su(N), the system algebra
k of an irreducible connected qubit system has to be a (proper or improper) irreducible
simple subalgebra to su(N). By making heavy use of computer algebra, in Ref. [65]
we have classified all these simple subalgebras of su(N) for N = 2n with n ≤ 15 qubits
as summarised by the branching diagrams in Fig. 2 (see next page) thus extending
the known results from su(9) [43, 46] to su(32768).
This figure also illustrates that every su(N) with N = 2n has two canonical branches,
a symplectic branch (shown in red) starting with sp(N/2) and an orthogonal branch
(blue) commencing with so(N). Actually, for odd n ≤ 15, these are the only ones
(and we conjecture that this holds true even beyond 15 qubits). In contrast, for
even n there are always subalgebras so(2n+2) of unitary (spinor) type shown in
black plus potential others (observe the instances of su(4)). — Clearly, if the (non-
trivial) system algebra k of a dynamic system in question can be ruled out to be on
any of these three branches, then the corresponding control system is indeed fully
controllable as will be shown next.
To this end, it is convenient to exclude the symplectic and orthogonal subalgebras in
the first place. It is a task that can again be readily accomplished (after having made
sure k is irreducible) by determining the dimension of the joint null space (over S) to
the following equations for each Hν with ν = 0;1,2, . . . ,m
SHtν +HνS = 0 (9)
or in its superoperator form(Hν ⊗1l+1l⊗Hν)vec(S) = 0 , (10)
where by Schur’s Lemma one must have SS¯ =±1l [44]. If there is a non-trivial solution
for the (+)-variant, then k ⊆ so(N) is of orthogonal type, if there is for the (-)-variant,
then k ⊆ sp(N/2) is of symplectic type. So if the solution space for both cases (±) is
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Figure 2: (Colour online) Branching diagrams showing all the irreducible simple
subalgebras of su(N) with N ∶= 2n for n-qubit systems with n ≤ 15 as given in [65].
Note that for odd n only the two canonical branches with orthogonal (blue) and
symplectic (red) subalgebras occur. In contrast, for even n there are always unitary
spinor-type subalgebras so(2n+2) and in some instances su(4). The orthogonal
subalgebras are related to fermionic quantum systems, while the symplectic ones
relate to compact versions of bosonic ones as described in the text and shown in
Tabs. 1 and 2 below.
zero-dimensional (corresponding to the only solution being trivial) then k is neither
of orthogonal nor symplectic type. This can conveniently be decided by solving a
homogeneous system of linear equations as done in Algorithm 3 of Ref. [65].
For odd n ≤ 15, this does in fact already ensure full controllability, since only n even
allows for unitary (spinor-type) simple subalgebras. Yet we conjecture that these
findings also hold for all n > 15. Finally, for n even the spinor-type subalgebras may
be excluded by the subsequent theorem of Ref. [65]. To prepare for it, observe that
for ∣S⟩ ∶= vec(S) ∈ ker(Hν ⊗1l+1l⊗Hν) hermiticity of {Hν} and ∣S⟩⟨S∣ entails(Hν ⊗1l+1l⊗Hν)∣S⟩ = 0⇔ (Hν ⊗1l+1l⊗Hν)∣S⟩⟨S∣ = 0⇔ ∣S⟩⟨S∣(Hν ⊗1l+1l⊗Hν) = 0
hence the projector on ∣S⟩ is in the commutant of the tensor square representation, i.e.∣S⟩⟨S∣ ∈ (Hν ⊗1l+1l⊗Hν)′.
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This motivates a closer analysis of the commutant of the tensor square representation
ΦAB ∶= {(iHν ⊗1lA+1lB⊗ iHν)∣ν = 0,1, . . . ,m} , (11)
which provides a powerful single necessary and sufficient symmetry condition for
full controllability:
Theorem 2 ([65]). A bilinear control system governed by {iHν ∣ν = 0;1,2, . . . ,m}
with system algebra k ∶= ⟨iH0, iH j ∣ j = 1,2, . . . ,m⟩Lie is fully controllable if and only
if the joint centraliser to {(iHν)⊗1l+1l⊗ (iHν)∣ν = 0;1,2, . . . ,m} in all complex
matrices has dimension two.
Proof. By Thm. 21 in Ref. [65], where we made use of Thm. 4.7 and Tab. 6 in the
work of Dynkin [20].
To sum up, a bilinear n-qubit control system as in Eqn. (1) is fully controllable if and
only if all of the following conditions are satisfied
(1) the system has no symmetries, i.e. k′ is trivial;
(2) the system has a connected coupling graph;
(3) the system algebra k is neither of orthogonal nor of symplectic type, and finally
(4) the system algebra is not of any other type, in particular not of unitary spinor-
type or of exceptional type (e6).
While we gave a rigorous proof in Ref. [65] as already mentioned, the key arguments
can easily be made intuitive as follows:
(1) symmetries would entail conserved entities (invariant one-parameter groups)
thus precluding full controllability;
(2) coupling graphs with several connected components preclude that these com-
ponents can be coherently coupled, which, however, is necessary for full
controllability;
(3) orthogonal or symplectic subalgebras are proper subalgebras to su(N) (for
N > 2) and do not explore all dynamic degrees of freedom of su(N), finally
(4) the same holds for unitary spinor-type or exceptional subalgebras (e6) of
su(N).
By the branching diagrams in Fig. 2 it is immediately obvious: establishing full
controllability boils down to ensuring the dynamic system is governed by a sys-
tem algebra that is irreducible (no symmetries), and simple (connected coupling
graph) and top of the branch. This shifts the paradigm from the Lie-algebra rank-
condition to easily verifiable symmetry conditions, which can be checked using only
the Hamiltonian generators.
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2.2 Cross links to quantum simulation
Recall that fermionic quantum systems relate to orthogonal system algebras, while
compact versions of bosonic ones (henceforth written as ‘bosonic’ for short) relate
to symplectic system algebras. Then the link from controlled quantum systems to
quantum simulation becomes obvious: the branching diagrams of Fig. 2 also illustrate
that an (irreducible and connected) n-qubit quantum system is fully controllable if
and only if it can simulate both ‘bosonic’ as well as fermionic systems.
This is because–clearly–a controlled bilinear dynamic systemA can simulate another
system B if and only if for the system algebras one has kA ⊇ kB. Moreover, given a
fixed Hilbert space H, A simulates B efficiently (i.e. with least state-space overhead
in H) if for any interlacing system I with system algebra kI satisfying kA ⊇ kI ⊇ kB
one must have either kI = kA or kI = kB or (trivially) both.
For illustration, consider an n-qubit nearest-neighbour coupled Heisenberg-XX spin
chain with single local controls. Then Tab. 1 shows that a single controllable qubit
at one end suffices to simulate a fermionic system with quadratic interactions on n
levels (governed by so(2n+1)), while local controls on both ends are required to
simulate quadratic fermionic systems on n+1 levels with system algebra so(2n+2).
Most remarkably, if the controllable qubit is shifted to the second position, one gets
dynamic degrees of freedom scaling exponentially in the number of qubits in the
chain. This is by virtue of the system algebras so(2n) or sp(2n−1), which most
noticeably result depending on the length of the n-qubit chain: if n (mod 4) ∈ {0,1}
the system is fermionic (so(2n)), while for n (mod 4) ∈ {2,3} the system is ‘bosonic’
(sp(2n−1)) [65]. It is not until two adjacent qubits can be coherently controlled (as
su(4)) that the Heisenberg-XX spin chains become fully controllable [11].
system type fermionic ‘bosonic’ system algebra
n-spins- 12 # levels — coupling order —
A
XX XX n 2 – so(2n+1)
A B
XX XX n+1 2 – so(2n+2)
A
XX XX
for n mod 4 ∈ {0,1} n up to n – so(2n)
for n mod 4 ∈ {2,3} n – up to n sp(2n−1)
A B
XX XX n up to n up to n su(2n)
Table 1: Heisenberg-XX spin chains with a single control on one end (or both) can
simulate either fermionic or ‘bosonic’ systems depending on the chain length as
summarised in [65]. Local control over two adjacent qubits is required to make the
system fully controllable (last row).
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Moreover, Tab. 2 illustrates the power of classifying dynamic systems by symmetries
and thereby in terms of their system Lie algebras: it turns out that joint controls on
all the local qubits simultaneously suffice to even simulate effective three-body inter-
actions (usually never occuring naturally), provided the Ising-ZZ coupling constants
Jzz in odd-membered spin chains can be designed to have opposite signs on the two
branches reaching out from the central spin.
Next we will illustrate how the system algebras k obtained here by symmetry char-
acterisation translate into reachable sets taking the form of group orbits OK(ρ0) of
initial states ρ0. The orbits in turn can be projected onto detection operators to give
the respective expectation values.
system type ‘bosonic’ system algebra
n = 2k+1 spins- 12 # levels coupling order sp(2n−1)
A A A
+ZZ –ZZ




A A A A A
+ZZ +ZZ –ZZ –ZZ
n = 5 up to 5 sp(32/2)
A A B A A
+ZZ +ZZ –ZZ –ZZ
—”— —”— —”—
A B C B A
+ZZ +ZZ –ZZ –ZZ
—”— —”— —”—
A A A A B —”— —”— —”—
A A A B A —”— —”— —”—
A B C D E —”— —”— —”—
A B C D E —”— —”— —”—
Table 2: Ising-ZZ spin chains with joint controls on all the qubits locally can simulate
bosonic systems provided the coupling constants of the right and left branches leaving
the central qubit have opposite signs as is also summarised in [65]. Note that even
physically unavailable three-body interactions can be simulated by such systems. The
system algebras given on the right specify that for a given chain length all systems
are dynamically equivalent, which otherwise would be extremely difficult to analyse.
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2.3 Reachable sets and expectation values of closed quantum systems:
cross link to relative C-numerical ranges
Once the system algebra k ⊆ su(N) of a bilinear control system Σ is determined, e.g.,
by symmetry characterisation as in the previous section, then the time evolution is
brought about by the corresponding group K ∶= ⟨expk⟩ ⊆ SU(N). So the reachable
set of an initial state ρ0 is given by the corresponding group orbit OK(ρ0)
Reach(ρ0) =OK(ρ0) ∶= {Kρ0K† ∣K ∈K ⊆ SU(N)} . (12)
In other words, the time evolution of the state ρ0 is confined to ρ(t) ∈OK(ρ0) in the
sense ρ(t) solves the equation of motion (4) under Hamiltonian drift H0 and controls
H j (in the absence of relaxation ΓL = 0).
In quantum dynamics, the expectation value of a hermitian observable B, or more
generally a detection operator C, is defined as projection of ρ(t) onto B (or C) by
way of the Hilbert-Schmidt scalar product⟨C⟩(t) ∶= tr{(C†ρ(t)} = tr{C† U(t)ρ(0)U(t)†} where U(t) ∈K . (13)
Recall that the field of values of C is W(C) ∶= {⟨u∣Cu⟩ ∣u ∈CN ,∥u∥ = 1}, while for
A,C ∈CN×N the C-numerical range of A is W(C,A) ∶= {tr(C† UAU†)∣U ∈ SU(N)}.
So if ρ(t) is a rank-1 projector (i.e. a pure state), the expectation value is an element
of the field of values ⟨C⟩(t) ∈W(C), whereas for general ρ(t) it is an element of the
C-numerical range of A ≡ ρ0, i.e. ⟨C⟩(t) ∈W(C,A). The latter is a star-shaped subset
of the complex plane [12, 39] and it specialises to the form of a real line segment in
case A and C are both hermitian.
As illustrated in the previous section, different quantum dynamical scenarios come
with specific dynamical subgroups K ⊊ SU(N) generated by the specific system
algebras k. Typical examples for K include SO(N) or USp(N/2) or the subgroup of
local unitary operations SUloc(2n) = SU(2)⊗n ∶= SU(2)⊗SU(2)⊗⋯⊗SU(2).
Consequently, in the instances of K ⊊ SU(N), the admissible expectation values
typically fill but a subset of W(C,A), which hence motivates our definition of a
restricted or relative C-numerical range [16, 52] as subgroup orbit OK(A) projected
onto C
WK(C,A) ∶= {tr(C†KAK†) ∣ K ∈K ⊆ SU(N)} ⊆W(C,A). (14)
The particular case of K = SU(2)⊗n leads to what we call the local C-numerical
range. If K is compact and connected, this obviously extends to W(C,A)K. However,
note that although being connected, WK(C,A) turns out to be in general neither
star-shaped nor simply connected [16] in contrast to the usual C-numerical range
[39].
The largest absolute value of the relative C-numerical range is defined as the relative
C-numerical radius
rK(C,A) ∶=max
K∈K ∣ tr{C†KAK†}∣ ; (15)
it obviously plays a significant role for optimisations aiming at maximal expectation
values.
With these stipulations, we will discuss recent applications of the local C-numerical
range in quantum control.
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2.4 Constrained optimisation and relative C-numerical ranges
In quantum control, one may face the problem to maximise the unitary transfer from
matrices A to C subject to suppressing the transfer from A to D, or subject to leaving
another state E invariant. For tackling those types of problems, in ref. [51] we asked
for a ‘constrained C-numerical range of A’
W(C,A)∣constraint ∶= { tr(UAU†C†)∣ constraint} ⊆W(C,A) (16)
which form it takes and—in view of numerical optimisation—whether it is a con-
nected set with a well-defined boundary. Connectedness is central to any numerical
optimisation approach, because otherwise one would have to rely on initial conditions
in the connected component of the (global) optimum.
Now the constrained C-numerical range of A is a compact and connected set in the
complex plane, if the constraint can be fulfilled by restricting the full unitary group
SU(N) to a compact and connected subgroup K ⊆ SU(N). In this case, the con-
strained C-numerical range W(C,A)∣constraint is identical to the relative C-numerical
range WK(C,A) and hence the constrained optimisation problem is solved within it,
e.g., by the corresponding relative C-numerical radius rK(C,A) .
Example 3 (Constraint by Invariance). The problem of maximising the transfer from
A to C while leaving E ∶= µ1l+Ω with µ ∈C and iΩ ∈ su(N) invariant
max
U
∣ tr{UAU†C†}∣ subject to UEU† = E (17)
is straightforward, since the stabiliser group of E
KE ∶= {K ∈U(N)∣KEK† = E} (18)
is easy to come by: it is generated by the centraliser of Ω in u(N)
kE ∶= {k ∈ u(N)∣ adk(E) ≡ [k,E] = 0} , (19)
which (by Jacobi’s identity) is easily seen to be Lie subalgebra kE ∈ u(N).
Remark 4. The stabiliser group of any E ∈ MatN(C) in U(N) is connected. This
is in general not the case in SU(N) as easily seen for E ∶= (0 10 0). However, one can
restrict the above optimisation to the connected component of the identity matrix in
SU(N) due to the invariance properties of the function U ↦ tr{UAU†C†}.
Hence a set of generators of kE may constructively be found via the kernel of the
commutator map by solving a homogeneous linear system
kE = keradE ∩su(N) = {k ∈ su(N)∣(1l⊗E −Et ⊗1l)vec(k) = 0} . (20)
So the optimisation problem of Eqn. (17) proceeds indeed over a constrained C-
numerical range that is connected as it takes the form of a relative C-numerical range
WKE (C,A) and the optimisation problem is solved by the relative C-numerical radius
rKE (C,A). In Hermitian E, KE includes a maximal torus group T of U(N) since
every Hermitian E can be chosen diagonal. Hence kE includes a maximal torus
algebra t with t ⊂ kE ⊂ u(N).
Obviously, the constraint of leaving E invariant while maximising the transfer from
A to C only makes sense, if A and E do not share the same stabiliser group.
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Example 5 (Pure-State Entanglement). In terms of Euclidean geometry, maximising
the real part in Wloc(C,A) minimises the distance from C to the local unitary orbitOloc(A). In Quantum Information Theory, the minimal distance has an interesting
interpretation in the following setting: let A be an arbitrary rank-1 projector and let
C = diag(1,0, . . . ,0) ∈CN×N . Thus in this case Wloc(C,A) reduces to the local field
of values Wloc(A) =WSU(2)⊗n(A). Then the minimial Euclidean distance
∆ ∶= min
K∈SU(2)⊗n ∣∣KAK†−C∣∣2 (21)
is a measure of pure-state entanglement because it quantifies how far A is from the
equivalence class of pure product states. It relates to the maximum real part of the
local numerical range Wloc(A) via
∣∣C−KAK†∣∣22 = ∣∣A∣∣22+ ∣∣C∣∣22−2Retr{C† KAK†}= 2−2Retr{C† KAK†} , (22)
where the last equality holds if also A is normalised to ∣∣A∣∣2 = 1. Note that the
restriction to local unitaries is essential: when taken over the entire unitary group,
the minimum distance would always vanish as soon as ∣∣A∣∣2 = ∣∣C∣∣2 = 1.
The new concept of the relative (or restricted) C-numerical range has meanwhile
become a popular tool, e.g., for analysing entanglement properties, see [24, 47] (and
references therein).
2.5 Optimisation by gradient flows
First encounters with Uwe Helmke and his group were triggered by a pioneering
paper [9], where Brockett introduced the idea of exploiting gradient flows on the
orthogonal group for diagonalising real symmetric matrices and for sorting lists of
eigenvalues. Soon these techniques were generalised to Riemannian manifolds, their
mathematical and numerical details were worked out most prominently in the book
by Helmke and Moore [28], where they turned out to be applicable to a broad range
of optimisation tasks including eigenvalue and singular-value problems, principal
component analysis, matrix least-squares matching problems, balanced matrix fac-
torisations, and combinatorial optimisation, see also [6]. Our early application was to
look for the corresponding gradient flow on the unitary orbit of quantum states [25].
Implementing a gradient method for optimisation on a smooth constrained manifold,
such as an unitary orbit, via the Riemannian exponential map, inherently ensures that
the discretised flow remains within the manifold. In this sense, gradient flows on
manifolds are intrinsic optimisation methods [13], whereas extrinsic optimisations
on an embedding space require in general non-linear projective techniques in order
to stay on the constrained manifold. In particular, using the differential geometry of
matrix manifolds has thus become a field of active research. For recent developments,
however, without exploiting the Lie structure to the full extent, see, e.g., [2, 14].
Following joint work [53], here we sketch an overview how to treat various optimi-
sation tasks for quantum dynamical systems in the common framework of gradient
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flows on smooth manifolds. Let M denote a smooth manifold, e.g., the unitary orbit
of all quantum states relating to an initial state X0. Then a flow is a smooth map
Φ ∶R ×M→M (23)
such that for all states X ∈M and times t,τ ∈R one has
Φ(0,X) = X
Φ(τ,Φ(t,X)) =Φ(t +τ,X)
Φτ ○Φt =Φt+τ ; (24)
hence the flow acts as a one-parameter group, and for positive times t,τ ≥ 0 as a
one-parameter semigroup of diffeomorphisms on M.
Now, let f ∶M→R be a smooth quality function on M. Recall that the differential of
f ∶M→R is a mapping D f ∶M→ T∗M of the manifold to its cotangent bundle T∗M,
while the gradient vector field is a mapping grad f ∶M→ T M to its tangent bundle
T M. So the scalar product ⟨⋅∣⋅⟩X plays a central role as it allows for identifying T∗X M
with TX M so the pair (M,⟨⋅∣⋅⟩) is a Riemannian manifold with Riemannian metric⟨⋅∣⋅⟩. Thus one arrives at the gradient flow Φ ∶R ×M→M determined by
X˙ = grad f (X) . (25)
Formally, its solutions are obtained by integrating Eqn. (25) to give
Φ(t,X) =Φ(t,Φ(0,X)) = X(t) , (26)
where X(t) denotes the unique solution of Eqn. (25) with initial value X(0) = X.
Observe this ensures that f does increase along trajectories Φ of the system by
virtue of following the gradient direction of f . — In generic problems, gradient
flows typically run into some local extremum as sketched in Fig. 3 on the next page.
Therefore a sufficiently large set of independent initial conditions may be needed to
provide confidence into numerical results. However, in some pertinent applications,
local extrema can be ruled out; prominent examples of this type will be discussed in
detail in [53] in the context of Brockett’s double bracket flow [9, 28].
Background: discretised gradient flows
In the simplest case, gradient flows may be solved by moving along the gradient
grad f ∈Rm in the sense of a Steepest Ascent Method
Xk+1 = Xk +αk grad f (Xk), (27)
where αk ≥ 0 is an appropriate step size. Here, the manifold M =Rm coincides
with its tangent space TX M =Rm containing grad f (X). Clearly, a generalisation is
required as soon as M and TX M are no longer identifiable. This gap is filled by the
Riemannian exponential map
expX ∶ TX M→M , ξ ↦ expX(ξ) (28)
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↑ f
Figure 3: Abstract optimisation task: the quality function f ∶M→R ,X ↦ f (X) (top
trace) is driven into a (local) maximum by following the gradient flow X˙ = grad f (X)
on the manifold M (lower trace).
such as to arrive at an intrinsic Euler step method. It is performed by the Riemannian
exponential map, so straight line segments used in the standard method are replaced
by geodesics on M in the Riemannian Gradient Method
Xk+1 ∶ = expXk(αk grad f (Xk)) (29)
where αk ≥ 0 is a step size ensuring convergence. For matrix Lie groups G with
bi-invariant metric, Eqn. (29) simplifies to the Gradient Method on a Lie Group
Xk+1 ∶ = exp(αk grad f (Xk) X−1k )Xk , (30)
where exp ∶ g→G is the usual exponential map.
In either case, the iterative procedure can be pictured as follows: at each point
Xk ∈ M one evaluates grad f (Xk) in the tangent space TXk M. Then one moves via
the Riemannian exponential map in direction grad f (Xk) to the next point Xk+1 on
the manifold so that the quality function f improves, f (Xk+1) ≥ f (Xk), as shown in
Fig. 3.
Extension: gradient flows on homogeneous spaces and subgroups
Let O(A) denote the unitary orbit of some A ∈CN×Nand let C ∈CN×N be another
complex matrix. For minimising the (squared) Euclidean distance ∥X −C∥22 between
C and the unitary orbit of A we derive a gradient flow maximising the target function
f̂ (X) ∶=Retr{C†X} (31)
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over X ∈O(A). Note the equivalence
max
X∈O(A) f̂ (X) = maxU∈SU(N) f (U) (32)
for f (U) ∶=Retr{C†UAU†}. We have the following: O(A) constitutes a compact and
connected naturally reductive homogeneous space isomorphic to SU(N)/H, where
now
H ∶= {U ∈ SU(N)∣AdU A = A} (33)
denotes the stabiliser group of A. We obtain for the tangent space of O(A) at
X =AdU A the form
TXO(A) = {adX Ω ∣Ω ∈ su(N)} (34)
with adX Ω ∶= [X ,Ω].
Moreover, the kernel of adA ∶ su(N)→ g reads h = {Ω ∈ su(N) ∣ [A,Ω] = 0}. and forms
the Lie subalgebra to H. Define the ortho-complement to the above kernel as p ∶= h⊥.
This induces a unique decomposition of any skew-Hermitian matrix Ω =Ωh +Ωp
with Ωh ∈ h and Ωp ∈ p and an AdSU(N)-invariant Riemannian metric on O(A) via
tr{Ωp1 †Ωp2}. Now, the main result on double-bracket flows reads:
Theorem 6 ([53]). Set f̂ ∶O(A)→R , f̂ (X) ∶=Retr{C†X}. Then one finds
(a) The gradient of f̂ with respect to the Riemannian metric defined above is given
by
grad f̂ (X) = [X ,[X ,C†]S], (35)
where [X ,C†]S denotes the skew-Hermitian part of [X ,C†].
(b) The gradient flow
X˙ = grad f̂ (X) = [X ,[X ,C†]S] (36)
defines an isospectral flow on O(A) ⊂ g. The solutions exist for all t ≥ 0 and
converge to a critical point X∞ of f̂ (X) characterised by [X∞,C†]S = 0.
Proof. (A detailed proof for the real case can be found in [28]; for an abstract Lie
algebraic version see also [10].)
In order to obtain a numerical algorithm for maximising f̂ one can discretise the
continuous-time gradient flow (35) as
Xk+1 = e−αk[Xk,C†]S Xk eαk[Xk,C†]S (37)
with appropriate step sizes αk > 0. Note that Eqn. (37) heavily exploits the fact that
the adjoint orbit O(A) constitutes a naturally reductive homogeneous space and thus
the knowledge on its geodesics.
For A,C complex Hermitian (real symmetric) and the full unitary (or orthogonal)
group or its respective orbit the gradient flow (35) is well understood. However, for
non-Hermitian A and C, the nature of the flow and in particular the critical points
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have not been analysed in depth, because the Hessian at critical points is difficult to
come by. Even for A,C Hermitian, a full critical point analysis becomes non-trivial
as soon as the flow is restricted to a closed and connected subgroup K ⊂ SU(N).
Nevertheless, the techniques from Theorem 6 can be taken over to establish a gradient
flow and a respective gradient algorithm on the orbit OK in a straightforward manner.
Corollary 7. The gradient flow of Eqn. (35) restricts to the subgroup orbitOK(A) ∶={KAK† ∣ K ∈K ⊂ SU(N)} by taking the respective orthogonal projection Pk onto the
subalgebra k ⊂ su(N) of K instead of projecting onto the skew-Hermitian part, i.e.
X˙ = [X ,Pk[X ,C†]]. ◻
With step sizes αk > 0 the corresponding discrete integration scheme reads
Xk+1 = e−αkPk[Xk,C†] Xk eαkPk[Xk,C†] . (38)
In view of unifying the interpretation of unitary networks, e.g., for the task of
computing ground states of quantum mechanical Hamiltonians H ≡ A, the double-
bracket flows for complex Hermitian A,C on the full unitary orbit Ou(A) as well as
on the subgroup orbits OK(A) for different partitionings brought about by K ∶= {K ∈
SU(N1)⊗SU(N2)⊗⋯⊗SU(Nr)∣∏rj=1 N j = 2n} have shifted into focus. Therefore,
we have given the foundations for the recursive schemes of Eqns. (37) and (38),
which are listed with many more worked examples in the comprehensive joint work
of Ref. [53].
In particular, in [53] we addressed gradient flows for constrained optimisation prob-
lems. The intrinsic constraints can be accomodated by restricting the dynamic group
to proper subgroups K ⊊ SU(N) of the unitary group. Beyond that, we also devised
gradient flows combining intrinsic constraints by restrictions to proper subgroups
with extrinsic constraints that were taken care of by Lagrange-type penalty parame-
ters. So the work in [53] provides a full toolkit of gradient-flow based optimisations
alongside [2, 14]. It has been very powerful when applied to best approximations by
sums of compact group orbits [40].
3 Elements of a systems theory for open systems
While in closed systems there is a particularly simple characterisation of reachable
sets in terms of the system algebra k generating the Lie group K ∶= ⟨exp(k)⟩ and
the corresponding group orbit Reachρ0 =OK(ρ0) ∶= {Kρ0K† ∣K ∈ K ⊆ SU(N)}, in
open quantum systems it is considerably more intricate to estimate the reachable
sets. Recall that in open systems (as for the rest of this section), we consider bilinear
control systems of open quantum systems which are quantum maps following the
master equation
F˙(t) = −(iadHd +i∑
j
u j adH j +ΓL)F(t) with F(0) = 1l
=∶ −L(t)○F(t) . (39)
Just for unital systems (i.e. those with fixed point proportional to 1l) which are further
simplified by the (from the point-of-view of physics hopelessly idealising) assumption
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that all coherent controls are infinitely fast in the sense of
⟨iH j ∣ j = 1,2, . . . ,m⟩Lie = su(N) (40)
one finds by the seminal work of [62] and [3] on majorisation that
Reachρ0 ⊆ {ρ ∈ pos1 ∣ρ≺ρ0} (41)
as recently pointed out more explicitly in [64]. However, this simple characterisation
becomes totally inaccurate in all physically more realistic scenarios (as longs as
the noise itself is not switchable, see Sec. (3.2)), where the drift Hamiltonian H0 is
necessary to ensure full controllability in the sense of
⟨iH0, iH j ∣ j = 1,2, . . . ,m⟩Lie = su(N) . (42)
In these experimentally more realistic and hence highly relevant cases, we have
recently characterised the dynamic system in terms of the underlying Lie wedge w, i.e.
the generating set of the dynamic system Lie semigroup S of irreversible (Markovian)
time evolution in Refs. [17, 45]. Here the reachable sets can be conveniently and
more accurately be approximated by
Reachρ0 = Svecρ0 where
S ≃ eA1eA2⋯eA` (43)
with A1,A2, . . . ,A` ∈w and where usually few factors suffice to give a good estimate.
Suffice this to motivate the sketch of just some basic features of Lie semigroups.
3.1 Markovian quantum maps as Lie semigroups
Let us start with the following distinction: A (completely positive) trace-preserving
quantum map is (infinitely) divisible, if ∀r ∈N there is a S with F = Sr, while it is
infinitesimally divisible if ∀ε > 0 there is a sequence ∏rj=1 S j = F with ∣∣S j − id∣∣ ≤ ε .
Moreover, a quantum map F is termed time-(in)dependent if it is the solution of a
time-(in)dependent master eqn. F˙ = −L(t)○F with L(t) being time-(in)dependent.
Now one finds
Theorem 8 (Wolf, Cirac [63]). (1) The set of all time-independent Markovian
quantum maps coincides with the set of all (infinitely) divisible quantum maps.
(2) The set of all time-dependent Markovian quantum maps coincides with the
closure of the set of all infinitesimally divisible quantum maps.
To sketch the relation to Lie semigroups, the basic vocabulary can be captured in the
following definitions along the lines of Ref. [17]:
Definition 9. (1) A subsemigroup S ⊂G of a Lie group G with algebra g contains
1l and follows S○S ⊆ S. Its largest subgroup is denoted E(S) ∶= S∩S−1.
(2) Its tangent cone is defined by L(S) ∶= {γ˙(0) ∣ γ(0) = 1l, γ(t) ∈ S, t ≥ 0} ⊂ g, for
any γ ∶ [0,∞)→G being a smooth curve in S.
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Definition 10 (Lie Wedge and Lie Semialgebra). (1) A wedge w is a closed con-
vex cone of a finite-dimensional real vector space.
(2) Its edge E(w) ∶=w∩-w is the largest subspace in w.
(3) It is a Lie wedge if it is invariant under conjugation
eadg(w) ≡ egwe−g =w
for all edge elements g ∈ E(w).
(4) A Lie semialgebra is a Lie wedge compatible with BCH multiplication
X ∗Y ∶= X +Y + 12 [X ,Y ]+ . . . so that for a BCH neighbourhood B of 0 ∈ g(w∩B)∗(w∩B) ∈w .
Definition 11. (1) A subsemigroup is a Lie subsemigroup, if it is closed and
fulfills S = ⟨expL(S)⟩S.
(2) A Lie wedge is global in G, if there is a subsemigroup S ⊂G with tangent cone
L(S) =w so that S = ⟨exp(w)⟩S.
In a joint paper [17] it turned out that the seminal work of Kossakowski and Lindblad
on quantum maps can now be put into the context of Lie semigroups as follows:
Theorem 12 (Kossakowski, Lindblad [26, 35, 41]). The Lie wedge to the connected
component of the unity of the semigroup of all invertible (completely positive and
trace-preserving) maps Pcp0 is given by the set of all linear operators of GKS-Lindblad
form:
L(Pcp0 ) = {−L∣L = −(iadH +ΓL)} with (44)
ΓL(ρ) ∶= 12∑
k
{V †k Vk,ρ}+−2VkρV †k (45)
Theorem 13 ([17]). The semigroup F ∶= ⟨exp(L(Pcp0 ))⟩S ⊊ Pcp0 generated by L(Pcp0 )
is a Lie subsemigroup with global Lie wedge L(F) = L(Pcp0 ), where F ≠ Pcp0 .
There are indeed elements in the connected component Pcp0 that cannot be exponen-
tially generated and hence fail to be within the Lie semigroup F. Most noteworthy,
they are exactly the non-Markovian quantum maps in Pcp0 . Thus in this sense, the
Markov properties and the Lie properties of quantum maps are 1 ∶ 1.
Finally, one finds:
Corollary 14 ([17]). Let F =∏rj=1 S j be a time dependent Markovian channel with
S1 = e−L1 ,S2 = e−L2 , . . . ,Sr = e−Lr and let wr denote the smallest global Lie wedge
generated by L1,L2, . . . ,Lr. Then
(1) F boils down to a time independent Markovian channel, if it is sufficiently
close to the unity and if there is a representation so that the associated Lie
wedge wr specialises to a Lie semialgebra.
(2) conversely, if F is a time independent Markovian channel, a representation
with wr being a Lie semialgebra trivially exists.
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So in summary, the borderline between Markovian and non-Markovian quantum maps
is drawn by the Lie-semigroup property, while the separation between time-dependent
and time-independent Markovian quantum maps is marked by the generating Lie
wedge and its specialisation to the form of a Lie semialgebra [17].
3.2 Outlook on ongoing work: reachable sets in dissipatively controlled
open systems
As stated in the introductory part, we have recently characterised coherently controlled
bilinear open systems (of n spins- 12 ) of the form
F˙ = −(iadH0 +i∑
j
u j(t)adH j +γ ΓL)F(t) (46)
(here γ > 0 constant with ΓL of the form of Eqn. (45)) by their respective Lie wedgesw
generating the dynamic system Lie semigroup S of irreversible (Markovian) time
evolution in Ref. [45]. As stated already, this promises that the reachable sets can
conveniently be approximated by Reachρ0 = Svecρ0 where S ≃ eA1eA2⋯eA` with
A1,A2, . . . ,A` ∈w and where usually few factors suffice to give a good estimate. —
For the sequel, suppose the unitary part of the above system is fully controllable in
the sense
⟨iH0, iH j ∣ j = 1,2, . . . ,m⟩Lie = su(N) . (47)
We have currently gone a step further such as to include into a coupled network of
two-level (spin- 12 ) systems a single qubit the relaxion amplitude of which shall be
switchable in a bang-bang fashion between the two values {0,γ∗} with γ∗ > 0. The
situation corresponds to Eqn. (46), where γ ∈ {0,γ∗} and the relaxation term acts
locally on a single qubit
ΓL ∶=V t ⊗V − 12(1l⊗V †V +V tV¯ ⊗1l) , (48)
while all the remaining qubits undergo no relaxation. This paves they way to entirely
new domains, since the reachable sets enlarge dramatically: if in addition to unitary
control there is non-unital switchable (amplitude damping) noise on a single spin
(V ∶= σx + iσy for ΓL of the form of Eqn. (45)) one finds that the controlled system
can act transitively on the entire set of density operators, while for unital (bit-flip)
switchable noise on a single spin (V ∶= σx/2), the reachable set fills all density
operators that are majorised by the initial state.
More precisely, one gets the following:
Theorem 15. Let Σn be an n-qubit bilinear control system as in Eqn. (46) satis-
fying Eqn. (47). Suppose the nth qubit undergoes (non-unital) amplitude-damping
relaxation the noise amplitude of which can be switched in time between the two
values γ(t) ∈ {0,γ∗}. If qubit n is coupled to the system by (possibly several) Ising
ZZ-interactions, and if there are no further sources of relaxation, then in the limit
t ⋅ γ∗→∞ the system Σn acts transitively on the set of all density operators pos1, i.e.
ReachΣn(ρ0) = pos1 ∀ρ0 ∈ pos1 . (49)
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Theorem 16. Let Σu be an n-qubit bilinear control system as in Eqn. (46) satisfying
Eqn. (47) now with the nth qubit undergoing (unital) bit-flip relaxation with switchable
noise amplitude γ(t) ∈ {0,γ∗}. If qubit n is coupled to the system by Ising interactions,
and if there are no further sources of relaxation, then in the limit t ⋅γ∗→∞ the system
Σu acts on the set of all density operators pos1 according to
ReachΣu(ρ0) = {ρ ∈ pos1 ∣ρ ≺ ρ0} for any ρ0 ∈ pos1 . (50)
Proof. The proofs will be presented in [5]. In both cases, the key idea is to treat
the relaxative action on a diagonally chosen representation of the initial density
operator ρ0. Then it is easy to show that the relaxative action may be limited
successively to arbitrary single pairs of eigenvalues, where in the non-unital case one
has actions resulting in density operators of the type
ρ(t) ≃ diag(⋯,[ρ j j +ρkk ⋅(1−e−tγ∗)] j j,⋯,[ρkk ⋅e−tγ∗]kk,⋯) ,
while in the unital variant one finds
ρ(t) ≃
1
2 diag(⋯,[ρ j j +ρkk +(ρ j j −ρkk) ⋅e− t2 γ∗] j j,[ρ j j +ρkk +(ρkk −ρ j j) ⋅e− tγ∗2 ]kk,⋯)
so in the latter case all T -transforms can be generated thus establishing majorisation
on the diagonal vectors. The rest readily follows by unitary controllability.
Needless to say, these physically mild extensions by bang-bang dissipative control
on a single qubit on top of unitary control will have a significant impact on numerical
optimal control of open quantum systems. This is already apparent after a first
implementation into our numerical package DYNAMO [42]. Although not the focus
here, we will finally draw the distinction between abstract optimisations on (possibly
constrained) reachable sets and dynamic optimal control via experimentally accessible
control amplitudes in a given parameterisation.
4 Relation to numerical optimal control
While in Secs. (2.4) and (2.5) optimisations are treated in an abstract fashion, i.e. over
the dynamic group or over the specific state-space manifold given by the reachable
set (as illustrated in Fig. 3 on page 380), quantum engineering takes the optimisation
problems into the concrete parameterisation of the actual experimental setup. More
precisely, the parameterisation is made in terms of the (discretised) control amplitudes,
which then steer the quantum system on the state-space manifold as an intermediate
level. This is illustrated in Fig. 4 in order to show the distinction from Fig. 3.
Building upon [33, 56], which is work initially also triggered by Uwe Helmke’s
contact to Roger Brockett, recently we have lined up all the principle numerical
algorithms into a unified programming framework DYNAMO [42] matched to solve
the underlying bilinear control problems: subject to the equation of motion (1) a target
function f (Xtarget,X0) ∶= Retr{X†t X0} is maximised over all admissible piece-wise
constant control vectors u j(t) ∶= (u j(0),u j(τ),u j(2τ), . . . ,u j(Mτ = T)). This turns
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Figure 4: Optimal control task: the quality function f ∶M→R ,X ↦ f (X) is driven
into a (local) maximum on the reachable set Reach(X0) ⊆M by following an implicit
procedure (intermediate panel). It is brought about by a gradient flow Y˙ = gradgT (Y)
on the level of experimental control amplitudes Y ∈Mcp (lower traces) where standard
gradient-assisted methods apply.
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Figure 5: Numerical optimal control schemes turn an initial guess of a control vector
(left panels) into optimised control vectors by gradient-based first or second-order
updates. This may be done concurrently, in a hybrid fashion, or sequentially. Our
new DYNAMO programme package [42] offers all these options in a unified modular
way.
a control vector (pulse sequence) from an initial guess into an optimised shape by
following first-order gradients (or second-order increments) to all the time slices of
the control vector as shown in Fig. 5, which may be done sequentially [36, 37, 57, 58],
or concurrently [33, 56] or in the newly unified version DYNAMO allowing hybrids
as well as switches on-the-fly from one scheme to another one [42].
These numerical schemes have been put to good use for steering quantum systems
(in the explicit experimental parameter setting) such as to optimise
(1) the transfer between quantum states (pure or non-pure) [33],
(2) the fidelity of a unitary quantum gate to be synthesised in closed systems
[56, 60],
(3) the gate fidelity in the presence of Markovian relaxation [55], and also
(4) the gate fidelity in the presence of non-Markovian relaxation [48]
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In recent years, examples for spin systems [56, 60] as well as Josephson elements
[60] have been illustrated in all detail. For optimising quantum maps in open systems,
time-optimal controls have been compared to relaxation-optimised controls [55] in
the light of an algebraic interpretation [17].
5 Conclusion
We have put a number of results emerging over the years in collaboration with the
Helmke group into context with results obtained independently. In particular, the
unifying frame comes for bilinear control systems of closed and open systems. This is
of eminent importance also for engineering and steering quantum dynamical systems
with high precision. In doing so, we have shown how a quantum systems theory
emerges, which immediately links to many applications in quantum simulation and
control without sacrificing mathematical rigour. Beyond addressing optimisation
tasks on reachble sets and state-space manifolds, we have pointed out how to opti-
mise the explicit steerings (control amplitudes) for manipulating closed and open
(Markovian and non-Markovian) systems in finite dimensions.
Figure 6: Würzburg in August 1999. Gunther Dirr, Jochen Trumpf (rehearsing
Einstein’s posture), Thomas Schulte-Herbrüggen, and Eric Verriest during some
aftermath to the Workshop on Lie Theory and Applications organised by Uwe Helmke
and Knut Hüper. Though not quite generic, the scenary captured by Knut Hüper
shows the prolific atmosphere that fostered early discussions on geodesics and time-
optimality in quantum control.
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contributions to the quoted papers [65] and [42, 50] as well as Shai Machnes, Pierre
de Fouqières and Sophie Schirmer for their parts in [42].
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Abstract. We discuss the BFGS method on Riemannian manifolds and put a special
focus on the degrees of freedom which are offered by this generalization. Furthermore,
we give an analysis of the BFGS method on Riemannian manifolds that are isometric
toRn.
1 Introduction
Optimization problems can be found in a variety of forms, and there are countless
different optimization algorithms that attempt to solve these problems. Newton’s
method represents one of the most famous of these algorithms, though it poses some
computational bottlenecks. Quasi-Newton methods are variations developed to avoid
these intricacies. The most successful of them turned out to be the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) method. It has many favorable properties and is therefore
often in the main focus. The classical, unconstrained BFGS method on Euclidean
spaces has been discussed extensively, see for instance the monographs [8, 11, 13].
However, Euclidean spaces are not the only spaces in which optimization algorithms
are employed. There are many applications of optimization on Riemannian manifolds,
especially in the field of engineering. As long as the considered manifolds are
embedded inRn, the powerful tools of constrained optimization, that are, for example,
examined in [13], can be applied. Still, in many cases such an embedding is a
priori not at hand, and optimization methods explicitly designed for Riemannian
manifolds have to be utilized. These concepts were to the authors’ knowledge first
introduced by Gabay in [6, 7] where he developed a steepest decent, a Newton,
and a quasi-Newton algorithm. Some of these were further expanded by Udris¸te
in [16] where he discussed steepest descent and generalized Newton methods. In
[5] the authors developed conjugate gradient and Newton algorithms for Stiefel and
Graßmann manifolds. The common denominator of these approaches is that instead
of conducting a linear step during the line search procedure, they define the step
along a geodesic via the use of the exponential mapping. An alternative approach
was presented in [2] using the concept of retractions, oftentimes a computationally
cheaper way of mapping a tangent vector onto the manifold. It was used to formulate a
Newton’s method that maintains the convergence properties while being significantly
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cheaper to compute. This idea was picked up again in [1] and expanded with the
notion of vector transport which no longer restricts us to the use of parallel transport
to connect different tangent spaces. The purpose of vector transport is similar to
that of retractions, i.e., less computational cost while maintaining the convergence
properties. The authors used the concepts of retraction and vector transport to develop
several optimization algorithms, namely a Newton’s and a conjugate gradient descent
algorithm as well as a quasi-Newton algorithm. This quasi-Newton algorithm was
discussed further in [14]. In [3] a similar quasi-Newton algorithm, defined to work on
a Graßmann manifold, was presented which also applies the notion of vector transport.
In their recent work [15] Ring and Wirth proved the superlinear convergence of BFGS
methods on Riemannian manifolds, however, under strong conditions to the manifold
structure.
In all the works mentioned above, the implementation of the quasi-Newton algorithm
on Riemannian manifolds is based on the method Gabay first introduced. However,
the process of defining the algorithm on manifolds already offers a whole bunch of
degrees of freedom. In this paper we will propose several different approaches to
define the algorithm by diversifying the application of the vector transport. The other
focus of this paper is to proof that the BFGS method on Riemannian manifolds that
are isometric toRn are equivalent to a classical BFGS method onRn.
2 Notation and basic concepts
In the following we introduce several important concepts, which will come of use
later on. First, we recall the algorithm for the classical local BFGS method. Then
we introduce some differential geometric concepts necessary to generalize the BFGS
method on Riemannian manifolds based on [1]. Exponential mapping and retractions
are used to associate tangent vectors with points on the manifold, while parallel and
vector transport are used to identify different tangent spaces.
Algorithm 4: Local BFGS method
1: Given starting point x0, convergence tolerance ε > 0, and an inverse
Hessian approximation H0. Set k = 0.
2: repeat
3: Solve the equation
Hk pk = −∇ f (xk) (1)
for pk, and define the new iterate as xk+1 ∶= xk + pk.
4: Set sk ∶= xk+1−xk, yk ∶=∇ f (xk+1)−∇ f (xk), and compute a new
approximation of the inverse Hessian matrix according to the update rule
Hk+1 ∶=Hk + yky⊺ky⊺k sk − Hksks
⊺
k Hk
s⊺k Hksk . (2)
5: Set k← k+1.
6: until ∥∇ f (xk)∥ < ε
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2.1 The BFGS method
As mentioned before, Quasi-Newton (QN) methods were developed to circumvent
problems that arise with Newton’s method, such as the necessity to evaluate the
Hessian matrix in each iteration. There certainly exist several prominent QN methods
which all possess their advantages and disadvantages. In general, the BFGS method
is proved to be reliable and robust. It is therefore recalled here. It should also be
mentioned that instead of approximating the Hessian one can also approximate the
inverse of the Hessian. The update for the inverse Hessian approximation has the
form
Bk+1 ∶= Bk + (sk −Bkyk)s⊺k + sk(sk −Bkyk)⊺y⊺k sk − (sk −Bkyk)
⊺yk(y⊺k sk)2 sks⊺k . (3)
This yields the advantage that it is no longer necessary to solve a system of equations.
Instead, only a matrix vector product has to be calculated.
The BFGS method maintains the excellent convergence properties of Newton’s
method. It is shown e.g. in [12] that it converges at a superlinear rate under certain
conditions.
2.2 Affine connections
Affine connections are an important concept in differential geometry. They identify
nearby tangent spaces with each other and thereby offer a possibility to differentiate
tangent vector fields. Affine connections allow us to infinitesimally view a manifold
as an Euclidean space. While any manifold admits an infinite amount of affine
connections, there are some that offer unique and therefore often more attractive
properties.
Definition 1 (Affine connection). An affine connection ∇ on a manifold M is a
mapping ∇∶Γ(T M)×Γ(T M)→ Γ(T M),(η ,ξ)↦∇ηξ (4)
that satisfies the following properties.
1. C(M)-linearity in the first variable: ∇ fη+gχξ = f∇ηξ +g∇χξ .
2. R-linearity in the second variable: ∇η(aξ +bζ) = a∇ηξ +b∇ηζ .
3. Product rule (Leibniz’ law): ∇η( fξ) = (η f )ξ + f∇ηξ ,
in which η , χ, ξ , ζ ∈ Γ(T M), f , g ∈C(M), and a, b ∈R. ∇ηξ is also called the
covariant derivative of ξ in the direction of η .
Here, Γ(T M) denotes the set of smooth vector fields on M.
The notation η f that appears here is to be understood as the application of a vector
field to a function which is defined as
η f (x) ∶= ηx( f ) = γ˙(0) f ∶= d( f (γ(t)))dt ∣t=0 . (5)
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An important affine connection with additional properties is the
Definition 2 (Levi-Civita connection). On a Riemannian manifold (M,g), there
exists a unique affine connection ∇ that satisfies the following two conditions.
1. ∇ηξ −∇ξη = [η ,ξ ], i. e., it is torsion free.
2. χ⟨η ,ξ ⟩ = ⟨∇χη ,ξ ⟩+ ⟨η ,∇χξ ⟩, i. e., it is compatible with the Riemannian
metric
for all χ, η , ξ ∈Γ(T M). This affine connection ∇ is called the Levi-Civita connection
or the Riemannian connection of M.
Assuming this connection exists, it is uniquely defined.
2.3 Exponential mapping and retractions
A retraction R is a mapping from the tangent bundle T M onto the manifold M. At a
specific point x the retraction is denoted by Rx and it is a mapping from TxM onto M.
Definition 3 (Retraction). A retraction on a manifold M is a smooth mapping R
from the tangent bundle T M onto M with the following properties. Let Rx denote the
restriction of R to TxM.
1. Rx(0x) = x where 0x denotes the zero element of TxM.
2. With the canonical identification T0x TxM ≃ TxM, Rx satisfies DRx(0x) = idTxM






Figure 1: Illustration of a retraction.
In [1] it has been shown that the classical exponential map fulfills the requirements
of a retraction. And while, in a geometric sense, the exponential mapping is the
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most natural retraction, it faces the problem that in order to find a solution, one is
asked to solve a nonlinear ordinary differential equation. Retractions offer a way
to approximate the exponential map at less computational cost while not adversely
influencing the behavior of an optimization algorithm.
2.4 Parallel transport and vector transport
Given a Riemannian manifold (M,g) endowed with an affine connection and a
smooth curve γ ∶I→M. A vector field ξ on γ is called parallel if the equation
∇γ˙(t)ξ = 0 for all t ∈ I (6)
is satisfied. Now, let ηx be a tangent vector at x, and let γ be a smooth curve in M
with γ(a) = x and γ(b) = y. Then the parallel transport (or parallel translation) of ηx
along γ is given by the vector field in the tangent bundle T M that fulfills the initial
value problem
∇γ˙(t)ξ = 0,
ξγ(a) = ηx. (7)
The concept of parallel transport is used to identify tangent spaces.
In the same way that retractions avoid the high cost of evaluating exponential maps,
there is a concept to avoid the necessity of solving a differential equation in order to
identify tangent spaces. It is introduced in the next definition.
Definition 4 (Vector transport). A vector transport on a manifold M is defined as a
smooth mapping Γ∶M×M×T M→ T M, (x,y,ηx)↦ Γyx(ηx), x,y ∈M that fulfills the
properties:
1. There exists an associated retraction R and a tangent vector ξx satisfying
Γyx(ηx) ∈ TRx(ξx)M for all ηx ∈ TxM.
2. Γxx(ηx) = ηx for all ηx ∈ TxM.
3. The mapping Γyx∶TxM→ TyM is linear.
3 The Riemannian BFGS algorithm
The classical BFGS algorithm is defined on Euclidean spaces and is easily extended
to submanifolds ofRn that are given by equality constraints, i. e., to the case where
the regular value theorem applies. In order to define a BFGS algorithm on generic
manifolds, further structure is necessary. The manifold has to be equipped with a
Riemannian structure, so that we are able to calculate gradients and inner products
necessary to define a quasi-Newton algorithm. The following algorithm introduces
the seemingly most natural way to define a Riemannian BFGS (in short: RBFGS)
algorithm. The changes to the original algorithm and possible variations will be
discussed in detail later on. In [14] the following algorithm is presented:
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Algorithm 5: BFGS on Riemannian manifolds
1: Given a Riemannian manifold M with Riemannian metric ⟨⋅, ⋅⟩, a vector
transport Γ with associated retraction R, the real valued function f ∶M→R,
an initial iterate x0 ∈M, and an initial approximation to the Hessian H0. Set
k ∶= 0.
2: repeat
3: Solve Hk pk = −grad f (xk) for pk ∈ Txk M.
4: Obtain the step length α through an appropriate line search algorithm.
5: Define
sk ∶= Γxk+1xk (α pk),
yk ∶= grad f (xk+1)−Γxk+1xk (grad f (xk)),
Hk+1η ∶= H˜kη + ⟨yk,η⟩⟨yk,sk⟩yk − ⟨sk,H˜kη⟩⟨sk,H˜ksk⟩ H˜ksk
with H˜k ∶= Γxk+1xk ○Hk ○Γxkxk+1
(8)
where Hk+1∶Txk+1M→ Txk+1M is a linear operator.
6: Set k← k+1.
7: until ∥grad f (xk+1)∥ < ε
The first thing to note in Algorithm 5 is the change in the update formula for the
approximated Hessian Hk. The classical update formulas for the approximation of
the Hessian which are used in Euclidean space have no meaning in a Riemannian
manifold setting. First, at instances where the transpose of a column vector is
multiplied by another vector the standard inner product of vectors in Euclidean space
is meant. When operating on Riemannian manifolds as above, sk and yk are vectors
in the tangent space Txk+1M. The inner product on tangent spaces is then given by
the chosen Riemannian metric. Furthermore, the dyadic product of a vector with
the transpose of another vector, which results in a matrix in the Euclidean space, is
not a naturally defined operation on a Riemannian manifold. And finally, while in
Euclidean space the Hessian can be expressed as a symmetric matrix, on Riemannian
manifolds it can be defined as a symmetric, bilinear form. However, due to the
Lax-Milgram Lemma, [17], there exists a linear function H ∶TxM→ TxM with
D2 f (x)(η ,ξ) = ⟨η ,Hξ ⟩, η ,ξ ∈ TxM. (9)
This Lemma can be applied since the Hessian at x is a bilinear form on the tangent
space TxM which is actually a Hilbert space. It is this linear function H that will be
updated during the BFGS algorithm instead of the Hessian matrix. Together with the
use of the Riemannian metric, this leads to the update
Hk+1η = H˜kη + ⟨yk,η⟩⟨yk,sk⟩yk − ⟨sk,H˜kη⟩⟨sk,H˜ksk⟩ H˜ksk (10)
which was used in the algorithm above. As a result the search direction pk is the
vector in the tangent space Txk+1M that satisfies Hk+1 pk = −grad f (xk+1). Instead
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of approximating the Hessian it is also possible to define the BFGS update for the
inverse of the Hessian. This approach offers the advantage that it is not necessary to
solve a system of equations. On Riemannian manifolds this update approach has the
form
Bk+1η = B˜kη + ⟨sk,η⟩⟨yk,sk⟩ sk − ⟨sk,η⟩⟨yk,sk⟩ B˜kyk− ⟨yk, B˜kη⟩⟨yk,sk⟩ sk + ⟨yk, B˜kyk⟩⟨sk,η⟩⟨yk,sk⟩2 sk.
(11)
As before, it has the advantage that there is no need to solve a linear equation. Finding
the solution to a linear equation has the additional difficulty that the solution has
to be an element of a certain tangent space. Instead, this update only requires the
evaluation of Bk+1 grad f (xk+1).
Remember the notation H˜k and B˜k that has been introduced in these update formulas.
The operators Hk and Bk can only be applied to elements of Txk M by definition,
whereas the search direction pk is an element of Txk+1M. Thus, the tangent vector pk
has to be transported to Txk M. Consequently, one of the operators Hk or Bk can be
applied, and the resulting tangent vector in xk is moved back to Txk+1M via vector
transport in order for the final result to be a tangent vector at xk+1. Succinctly, this
means we have H˜k ∶= Γxk+1xk ○Hk ○ (Γxk+1xk )−1 and B˜k = Γxk+1xk ○Bk ○ (Γxk+1xk )−1, respec-
tively.
The definition of the values sk and yk has also been remodelled. In Algorithm 5 we
chose to compute the new search direction as an element of Txk+1M. Thus, the natural
choice to define sk is α pk, which is the closest relation we have to the difference
between the last two iteration points, and transport it to Txk+1M via vector transport.
Furthermore, we define yk ∶= grad f (xk+1)−Γxk+1xk (grad f (xk)). This concludes the
definition of a BFGS algorithm on Riemannian manifolds.
However, this is not the only possible way to transfer the BFGS algorithm to Rie-
mannian manifolds. There are several further degrees of freedom, which are as
follows.
• The choice of the Riemannian metric.
• The choice of retraction and parallel transport.
• The choice in which tangent space the update is calculated.
For the second point, the natural choice is to use the parallel transport that is induced
by the Levi-Civita connection as the vector transport and exponential mapping
as the retraction. These two choices describe the “exact” operations and are the
ones classically used in differential geometry. They have the drawback of high
computational burden, as we already mentioned in Section 2.
An alternative way to address the third point is to move all the required variables to
Txk M and formulate the update there. Then the update step in Algorithm 5 has the
following form:
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Algorithm 6: Modified update step
5: Define
sk ∶= α pk,
yk ∶= (Γxk+1xk )−1(grad f (xk+1))−grad f (xk),
H˜k+1η˜ ∶=Hkη˜ + ⟨yk, η˜⟩⟨yk,sk⟩yk − ⟨sk,Hkη˜⟩⟨sk,Hksk⟩Hksk, η˜ ∈ Txk M,
Hk+1η ∶= (Γxk+1xk ○ H˜k+1 ○(Γxk+1xk )−1)(η), η ∈ Txk+1M
(12)
where H˜k+1∶Txk M→ Txk M is a linear operator.
It is a well known fact that the parallel transport induced by the Levi-Civita connec-
tion along geodesics leaves the inner product on the two connected tangent spaces
invariant. So if the vector transport is chosen to be this parallel transport, it can easily
be shown that the algorithm with update rule (12) is identical to the first algorithm
in the sense that the point sequences they produce coincide. However, any other
choice of vector transport will lead to a different point sequence, and it is not obvious
whether there is an algorithm with superior convergence properties. Another fact to
note is that while update rule (8) requires five instances of vector transport per itera-
tion, the algorithm defined with (12) only takes three and is therefore computationally
cheaper if only a single iteration is considered.
We now have considered moving all required variables either to Txk M or to Txk+1M,
and subsequently calculating the formula for the updated, approximated Hessian in
the respective tangent space. While these are the options that first come to mind, it is
also possible to move all variables to a third, completely unrelated tangent space. For
the arbitrary but fixed point z on the manifold M the update step then assumes the
following form:
Algorithm 7: Modified update step
5: Define
sk ∶= Γzxk(α pk),
yk ∶= Γzxk+1(grad f (xk+1))−Γzxk(grad f (xk)),
Hˆk+1ηˆ ∶= Hˆkηˆ + ⟨yk, ηˆ⟩⟨yk,sk⟩yk − ⟨sk,Hˆkηˆ⟩⟨sk,Hˆksk⟩ Hˆksk, ηˆ ∈ TzM,
Hk+1η ∶= (Γxk+1z ○ Hˆk+1 ○Γzxk+1)(η), η ∈ Txk+1M
(13)
where Hˆk+1∶TzM→ TzM is a linear operator.
While this will most likely not have any computational advantages, it is still a possible
way to define a working BFGS algorithm.
The diagrams in Figures 2 and 3 visualize the three different methods to employ the
vector transport that were discussed.
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Figure 3: Relations between the involved tangent spaces.
The diagram in Figure 2 describes the process of obtaining the search direction pk
starting from gk+1 ∶= grad f (xk+1) while the diagram in Figure 3 pictures the tangent
spaces that are passed through in the course of this operation. It is important to keep
in mind that in general each method of obtaining the search direction produces a
different result. Hence, the diagrams are not commutative.
While these alternative ways to incorporate the vector transport were only discussed
for the direct BFGS update, it is obvious that the inverse update can be adjusted in
the same way. The respective update formulas Bk are obtained analogously to the
ones for the direct update.
Another aspect to mention is that both the retractions and vector transports obviously
are specific to the manifold on which the algorithm operates. This means that for each
new manifold that is considered, these operations have to be adjusted individually.
Finally, in the case that the manifold M is simplyRn, it is obvious that Algorithm 5,
as well as its alterations Algorithms 6 and 7 reduce to the classical BFGS method in
Euclidean space.
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3.1 Line search along geodesics
Although this will not be the main focus of this paper, we will give a brief introduction
to line search procedures on Riemannian manifolds that are required for globalizing
Algorithm 5.
There are several changes that have to be made to the well known line search al-
gorithms that are used in Euclidean space in order to use them for optimization
algorithms on Riemannian manifolds. The first method that is introduced is called
a backtracking procedure and represents a very basic form of line search. The
implementation used here is similar to the one in [3] and is defined as follows.
Algorithm 8: Step length calculation via backtracking
1: Set α = 1 and define c ∶= ⟨grad f (xk), pk⟩.
2: While f (Rxk(2α pk))− f (xk) < αc, set α ∶= 2α .
While f (Rxk(α pk))− f (xk) ≥ 0.5αc, set α ∶= 0.5α .
Another possibility is to customize classical line search conditions which are used
for optimization problems in Rn. For a Riemannian BFGS problem, the Armijo
condition assumes the form
f (Rx(α pk)) ≤ f (xk)+c1α⟨grad f (xk), pk⟩. (14)
As in Euclidean space we can add a curvature condition, and obtain
f (Rx(α pk)) ≤ f (xk)+c1α⟨grad f (xk), pk⟩,⟨grad f (Rx(α pk), pk⟩ ≥ c2⟨grad f (xk), pk⟩ (15)
with 0 < c1 < c2 < 1. This is the Wolfe-Powell condition in analogy to the original
Wolfe-Powell condition found in [12]. Just as in Rn an even more constrictive
condition can be derived from this by tightening the second condition to∣⟨grad f (Rx(α pk), pk⟩∣ ≥ c2∣⟨grad f (xk), pk⟩∣ (16)
which results in the strong Wolfe-Powell condition for Riemannian manifolds.
4 Relation of BFGS algorithms on isometric manifolds
In this section, we will analyze whether RBFGS algorithms that operate on manifolds
which are linked by an isometry can be related to one another.
In the following let (M,g) and (N,h) be two Riemannian manifolds, and let the
function Φ∶M→N be a smooth map between these two smooth manifolds.
Definition 5 (Pushforward). The differential DΦx of Φ at x ∈M is a linear mapping
DΦx ∶ TxM→ TΦ(x)M
ξ ↦DΦx[ξ ]. (17)
It is called the pushforward by Φ. In future, we will often denote the linear operator
that represents this mapping by Φ∗[x], i. e., DΦx[ξ ] =Φ∗[x]ξ . If the point at which
Φ is evaluated is evident from the context, it is omitted to simplify notation.
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Figure 4: Illustration of the Pushforward operation.
One thing to note is that Φ is an immersion if and only if Φ∗ is injective for all x ∈M
or a submersion if and only if Φ∗ is surjective for all x ∈M.
Definition 6 (Pullback). There is a linear map from the space of 1-forms on M to
the space of 1-forms on N. This map is called the pullback by Φ and is denoted by
Φ∗∶T∗Φ(x)N → T∗x M. (18)
Under the condition that Φ is a diffeomorphism, the pullback and the pushforward
can be used to map any vector (and even tensor) field from M to N and vice versa.
Of interest to us is the application of the pullback to two kinds of functions.
First, we consider the pullback of smooth cost functions. Let f ∶N →R be a smooth
function. Then the pullback of f by Φ is defined as(Φ∗ f )(x) = f (Φ(x)). (19)
Secondly, the pullback of covariant tensor fields is examined. Let S be a (0,s)-tensor
field on N of the form S∶TyN ×TyN × ...×TyN →R. Then the pullback of S by Φ to
M is defined as (Φ∗S)x(ξ1, ...,ξs) ∶= SΦ(x)(Φ∗ξ1, ...,Φ∗ξs). (20)
Note that a Riemannian metric represents a (0,2)-tensor field with certain additional
properties.
Definition 7 (Isometry). Let Φ∶M → N be a smooth map. Then Φ is called an
isometry if Φ is a diffeomorphism with
g =Φ∗h (21)
where Φ∗h is the pullback of the Riemannian metric by Φ. For two arbitrary tangent
vectors ξ , ζ ∈ TxM the pullback is defined as
g(ξ ,ζ) =Φ∗h(ξ ,ζ) = h(Φ∗ξ ,Φ∗ζ) (22)
which means that Φ∗ is an isometry of the Euclidean vector spaces TxM and TΦ(x)N.
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One important aspect of isometries is given in the following proposition.
Proposition 8. Given the isometry Φ∶M→N and the geodesic γ on M. Then Φ○ γ
is a geodesic on N.
Proof. Let x1 be an arbitrary point in M with a neighborhood Ur(x1) such that for
any x2 ∈Ur(x1) there exists a unique geodesic γ in Ur(x1) that connects x1 and x2.
Without loss of generality we can assume that γ is parametrized by unit length. Since
γ is a geodesic, we have equality in the triangle inequality, namely
d(x1,x2) = d(x1,γ(t))+d(γ(t),x2) (23)
where d is the distance function on M induced by the Riemannian metric g, i. e., the
length of the shortest curve connecting the two points. Due to the fact that g is the
pullback of h by Φ, we have d(x1,x2) = d′(Φ(x1),Φ(x2)) for the distance function
d′ on N which is induced by h. Hence, the equation
d′(Φ(x1),Φ(x2)) = d′(Φ(x1),Φ(γ(t)))+d′(Φ(γ(t)),Φ(x2)) (24)
holds which means that we again have equality in the triangle inequality, and thus
Φ○ γ is a geodesic as well.
For more information on pushforward, pullback, and isometries see [10] and [9].
Proposition 9. Given two Riemannian manifolds (M,g), (N,h), the isometry Φ ∶
M→N with v,w ∈M, x ∶=Φ(v), y ∶=Φ(w) ∈N, and the tangent vectors p ∈ TvM, q ∶=
Φ∗p ∈ TxN. Let γ ∶ [a,b] → M be the geodesic connecting v and w with γ(a) =
v, γ(b) =w, and ∇ the Levi-Civita connection on N. Then the operations of parallel
transport and pushforward commute, i. e.,
Φ∗Γwv (p) = Γyx(Φ∗p). (25)
The notation used for the parallel transport which we used here describes parallel
transport along the geodesics γ and Φ○γ connecting the two respective points. An
alternative notation that involves the path along which the parallel transport occurs is
Γ(γ)ba(p) = Γwv (p).
Proof. The parallel transport of p along γ is defined as the solution the the initial
value problem
∇˜γ˙(t)ξ = 0,
ξγ(a) = p (26)
with ∇˜ being a connection on M. Note that in a local trivialization this is a system
of linear differential equations. Since the connection on N is required to be the
Levi-Civita connection, the connection on M has to be chosen to suit our purposes.
The pullback connection Φ∗∇ defined by (Φ∗∇)XY ∶=∇Φ∗XΦ∗Y appears to be an
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adequate choice for ∇˜ because it involves the isometry that connects the two mani-
folds. With this connection the first equation in (26) can be written and transformed
as follows ∇˜γ˙(t)ξ = 0⇔ (Φ∗∇)γ˙(t)ξ = 0⇔ ∇Φ∗ γ˙(t)Φ∗ξ = 0⇔ ∇ ˙˜γ(t)ζ = 0.
(27)
In the last equivalence we introduced substitutions for the smooth curve γ˜ ∶=Φ○γ and
the vector field ζ ∶=Φ∗ξ . Note that γ˜ is the geodesic connecting x and y in N since
isometries preserve geodesics as seen in Proposition 8, and that the pushforward of a
vector field is only defined because Φ is an isometry and therefore, by definition, a
diffeomorphism.
This shows that the system of differential equations (26) is equivalent to the problem∇ ˙˜γ(t)ζ = 0,
ζγ˜(a) = q (28)
in the sense that if ξ is a solution to (26), then ζ ∶=Φ∗ξ is a solution to (28). With
these two solutions of the differential equations this, together with the definition
of the parallel transport of a tangent vector from one tangent space to another in
Section 2.4, leads to
Φ∗Γwv (p) =Φ∗Γ(γ)ba(p) =Φ∗ξγ(b) = ζγ˜(b) = Γ(γ˜)ba(Φ∗p) = Γyx(q) (29)
which proves the proposition.
Proposition 10. Let (M,g), (N,h) be two Riemannian, isometric manifolds, i. e.,
there exists an isometry Φ ∶M→N. Let f be a smooth cost function defined on N and
f˜ ∶= f ○Φ the composition of the cost function and the isometry. Then the equation
Φ∗gradM f˜ = gradN f (30)
holds.
Proof. To define the gradient of f at y ∶=Φ(x) for an x ∈M the directional derivative
of f at y in direction ξ ∈ TyN is needed. To obtain it, a smooth curve with the
properties α(t) ∈N, α(0) = y, α˙(0) = ξ is required. The directional derivative then
is
D f (y)[ξ ] = ddt f (α(t))∣t=0 =D f (y)[α˙(0)] =D f (y)[ξ ]. (31)
The directional derivative of the function f˜ can be obtained by using the chain rule
D f˜ (x)[ζ ] =D f (Φ(x))[ζ ] = ddt f (Φ(β(t)))∣t=0=D f (Φ(β(0)))[DΦ(β(0))[β˙(0)]]=D f (Φ(x))[DΦ(x)[ζ ]] =D f (y)[DΦ(x)[ζ ]]. (32)
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The function β(t) is a smooth curve in M with β(0) = x, β˙(0) = ζ . According to
the Riesz representation theorem, the gradient of the function f at y is the unique
element gradN f (y) in TyN that satisfies⟨ξ ,gradN f (y)⟩N =D f (y)[ξ ] ∀ξ ∈ TyN. (33)
Analogously, for f˜ the gradient at x is defined as the unique element gradM f˜ (x) in
TxM with ⟨ζ ,gradM f˜ (x)⟩M =D f (y)[DΦ(x)[ζ ]] ∀ζ ∈ TxM. (34)
As we know from Definition 5, DΦ(x)[ζ ] = Φ∗ζ is the pushforward of ζ by Φ.
Thus, it is an element of TyN. Since both manifolds have the same dimension and
Φ is an isometry, Φ∗ describes a vector space homomorphism from TxM to TΦ(x)N.
Furthermore, because we have g = Φ∗h, the expression on the right side of the
equation can be written as
⟨ζ ,gradM f˜ (x)⟩M = ⟨Φ∗ζ ,Φ∗gradM f˜ (x)⟩N . (35)
In combination this yields
D f (y)[ξ ] = ⟨ξ ,Φ∗gradM f˜ (x)⟩N ∀ξ ∈ TyN, (36)
and as a result we have gradN f (y) =Φ∗gradM f˜ (x) which concludes the proof.
In the following, the relation of the BFGS algorithm on two isometric manifolds
is analyzed. Therefore, we need to introduce the necessary parameters. Let (M,g)
and (N,h) be Riemannian submanifolds related by the isometry Φ ∶M→N with the
associated pushforward operation Φ∗. Furthermore, the parallel transport along the
shortest geodesic connecting the two points x and y in either manifold is denoted by
Γyx. The considered cost functions are f ∶N →R and f˜ ∶M→R.
Given xk ∈ M, αM ∈R, and η˜ ∈ Txk M where η˜ is the search direction established in
the previous iteration. The point xk+1 ∈ M is then defined as xk+1 = expM(αMη˜k).
Furthermore, we have p ∈ Txk+1M, B˜k∶Txk M → Txk M, ˆ˜Bk ∶= Γxk+1xk ○ B˜k ○Γxkxk+1 . The
BFGS update on M is then defined as
B˜k+1 p = ˆ˜Bk p+ ⟨sk, p⟩M⟨sk,vk⟩M sk + ⟨vk, ˆ˜Bkvk⟩M⟨sk, p⟩M⟨sk,vk⟩2M sk
− ⟨sk, p⟩M⟨sk,vk⟩M ˆ˜Bkvk − ⟨vk, ˆ˜Bk p⟩M⟨sk,vk⟩M sk
(37)
with sk = Γxk+1xk (αMη˜k) and vk = gradM f˜ (xk+1)−Γxk+1xk gradM f˜ (xk).
To define the analogous algorithm on N, all the variables need to be transported to N
and its tangent bundle T N via the isometry. Doing this leads to yk ∶=Φ(xk) ∈N, αN ∶=
αM , and η ∶=Φ∗η˜ which is assumed for now but will be shown as a byproduct of
the following proof. Due to the fact that Φ is an isometry the point that is defined as
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yk+1 =Φ(xk+1) is the same point as yk+1 ∶= exp(αNη) produces. Given in addition
are q ∈ Tyk+1N, Bk∶Tyk N → Tyk N, and Bˆk ∶= Γyk+1yk ○Bk ○Γykyk+1 . To simplify the notation
we define Φ∗ ∶=Φ∗[xk+1]. Then the BFGS update on N has the form
Bk+1q = Bˆkq+ ⟨σk,q⟩N⟨σk,γk⟩N σk + ⟨γk, Bˆkγk⟩N⟨σk,q⟩N⟨σk,γk⟩2N σk− ⟨σk,q⟩N⟨σk,γk⟩N Bˆkγk − ⟨γk, Bˆkq⟩N⟨σk,γk⟩N σk
(38)
with σk ∶= Γyk+1yk (αNη) and γk ∶= gradN f (yk+1)−Γyk+1yk gradN f (yk). Mind that the
equation
γk = gradN f (yk+1)−Γyk+1yk gradN f (yk)=Φ∗(gradM f˜ (xk+1)−Γxk+1xk gradM f˜ (xk))=Φ∗vk (39)
follows from Proposition 9 and 10.
These two updates already look pretty similar, especially if σk =Φ∗sk holds. However,
this is not immediately obvious, but will be shown in the course of the proof of the
following proposition.
Proposition 11. Given the two isometric Riemannian submanifolds (M,g), (N,h)
which are connected by the isometryΦ ∶M→N with the associated pushforward oper-
ationΦ∗ ∶ T M→ T N. Let B˜k and Bk be the approximations to the inverse Hessians on
the two manifolds with the update rule defined as above and p ∈Txk M, q ∶=Φ∗p ∈Tyk N.
Then the equation
Bkq = BkΦ∗p =Φ∗B˜k p (40)
holds. That is, the two BFGS updates are related via the pushforward operation.
Proof. By induction:
Before we start, we have to show that σ0 =Φ∗s0. Since B˜0 and B0 are both the identity
on the respective tangent space they are defined on, the first search direction on M
is η˜0 = −gradM f˜ (x0) while on N it is η0 = −gradM f (y0). Because of Proposition 10
and the linearity of the pushforward, this means we have η0 = Φ∗η˜0. It can be
assumed that the line search produces the same step length α for both algorithms due
to the way the functions are defined. Then the equation
σ0 = Γy1y0(αη0) = Γy1y0(αΦ∗η˜0) =Φ∗Γx1x0(αη˜) =Φ∗s0 (41)
holds per definition of σk, sk and because of Proposition 9.
Now the induction can be started. For k = 1 we have ˆ˜B1 p = p and Bˆ1q = q with
p ∈ Tx1M and q ∶=Φ∗p ∈ Ty1N since B0 = idTx0 M, B˜0 = idTy0 N . In combination with the
fact that we are using a pullback metric we get
B1q =Φ∗(B˜1 p). (42)
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The notation Φ∗ ∶=Φ∗[x1] is used to simplify the expression. This means that the
proposition holds for k = 1.
Assume that the proposition is true for an arbitrary k ∈N, k ≥ 1. Then for the search
directions
ηk = −Bk gradN f (yk) = −BkΦ∗gradM f˜ (xk) = −Φ∗B˜k gradM f˜ (xk) =Φ∗η˜k (43)
holds. With identical step lengths this leads to σk =Φ∗sk in the same way as for the
case k = 0. Hence, for k+1 we get the following equation
Bk+1q =Φ∗(B˜k+1 p). (44)
with Φ∗ ∶=Φ∗[xk+1], p ∈ Txk+1 , and q ∶=Φ∗p ∈ Tyk+1
In order for this equation to hold, the equation
Bˆkq =Φ∗[xk+1]( ˆ˜Bk p) (45)
has to hold. To show this, let us examine what is done in detail:
Bˆkq = (Γyk+1yk ○Bk ○Γykyk+1 ○Φ∗[xk+1])(p)= (Γyk+1yk ○Bk ○Φ∗[xk]○Γxkxk+1)(p)= (Γyk+1yk ○Φ∗[xk]○ B˜k ○Γxkxk+1)(p)= (Φ∗[xk+1]○Γxk+1xk ○ B˜k ○Γxkxk+1)(p)=Φ∗[xk+1]( ˆ˜Bk p)
(46)
The other transformations hold because of Proposition 9 and the assumption made
for the induction. This concludes the proof.
We can now show that the BFGS method is invariant under isometries, i. e., given
two isometric Riemannian manifolds (M,g), (N,h) with the isometry Φ ∶ M → N
and the cost functions f ∶ N →R, f˜ ∶M→R with f˜ ∶=Φ∗ f . Starting from the two
points x0 ∈M, y0 ∶=Φ(x0) ∈N the BFGS methods on the two manifolds converge to
x∗, y∗ =Φ(x∗), respectively.
To show this, we consider the BFGS step from the starting point x0 ∈M and, respec-
tively, the BFGS step on N starting from y0 ∶=Φ(x0). As seen in Proposition 10 we
have
Φ∗gradM f˜ (x0) = gradN f (y0). (47)
Furthermore, we know from Proposition 11 that the equation
B0 gradN f (y0) = B0Φ∗gradM f˜ (x0) =Φ∗B˜0 gradM f˜ (x0)
with B0 = idTy0 N and B˜0 = idTx0 M (48)
holds. This means that the search directions are equivalent under pushforward by
Φ. According to the RBFGS algorithm the next iteration point in M then lies on the
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geodesic that emanates from x0 in direction η ∶= −B˜gradM f˜ while in N it is placed
on the one geodesic starting in y0 in direction Φ∗η . Its exact location is determined
by using a line search algorithm which yields the step lengths αM and αN . Since the
function f˜ is defined as Φ∗ f and with the backtracking algorithm 8 chosen as the
line search, the two step lengths are equal to one another. Therefore, we will omit the
subscript indices and simply write α for the step length. Since Φ is an isometry, it
maps geodesics on M onto geodesics on N, and in conclusion we have y1 =Φ(x1).
Thus, the first iterate is invariant.
Now, assume that yk =Φ(xk) for k ≥ 1 ∈N. Then, analogous to the case where k = 0,
we have
Φ∗gradM f˜ (xk) = gradN f (yk),
Bk gradN f (yk) = BkΦ∗gradM f˜ (xk) =Φ∗B˜k gradM f˜ (xk) (49)
according to Propositions 10 and 11. As before, this means that the search direction
for the BFGS algorithm on N is the pushforward by Φ of the search direction for the
BFGS algorithm on M. Hence, the geodesic describing the search direction on N is
the image of Φ of the geodesic on M, and they lead (with step length αM = αN) to the
iteration points xk+1 ∈M and yk+1 ∈N with yk+1 =Φ(xk+1). By induction this means
that the BFGS algorithms on the two isometric Riemannian manifolds converge to
the points x∗, y∗ with y∗ = Φ(x∗). Thus, the BFGS algorithm is invariant under








Figure 5: The RBFGS algorithm on isometric manifolds. The gray points represent
the iteration points of the RBFGS algorithm on the respective manifolds.
In summary these propositions yield the following result:
Corollary 12. For every BFGS algorithm on Riemannian manifolds that are iso-
metric to Rn there is an equivalent BFGS algorithm on Rn. This means that the
convergence proof that is given in [4] for the unrestricted BFGS method inRn can
be applied to these algorithms, and the global superlinear convergence rate carries
over to these Riemannian manifolds.
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Abstract. This paper contains a review of some results of the author relating to
studies of a location of all compact invariant sets of the Bianchi VIII / Bianchi
IX Hamiltonian systems and the static spherically symmetric Einstein-Yang-Mills
equations. In particular, we describe some invariant domains which do not contain
any periodic orbits; any homoclinic orbits; any heteroclinic orbits. In addition, for the
Bianchi VIII / Bianchi IX Hamiltonian systems we have established nonchaoticity of
dynamics in some invariant domains with help of a localization of their omega-limit
sets.
1 Introduction
Spatially homogeneous cosmological models arisen as solutions of the Einstein field
equations with a perfect fluid as a source and under some additional conditions
attract attention of many specialists in nonlinear dynamics because these models
can be efficiently analysed by powerful methods of modern qualitative theory of
ordinary differential equations and dynamical system theory. Nowadays it is well-
recognized, see e.g. [2, 12], that major problems respecting dynamical systems of the
cosmological origin are related to a description of their asymptotic states. Therefore it
is not surprising that during the last two decades there has been demonstrated an active
interest to studies of a long-time behavior of dynamical systems of the cosmological
origin near the big bang, and at late positive times. It is well-known that the long-
time dynamics of a system may be investigated via analysis of ω−limit sets and
α−limit sets of its trajectories. In this case problems of the existence/nonexistence
of non-empty ω−limit sets or/and α−limit sets for trajectories in global or in some
invariant sets are naturally appeared. These problems may be tractable as problems
of a localization of compact invariant sets in the chosen invariant set (domain in
some cases) U of the state space of a dynamical system. Here a localization means a
description of the location of all compact invariant sets in U by means of equations and
inequalities depending on parameters of the system. Finding a localization domain, i.e.
a domain which contains all compact invariant sets is of a substantial interest because
of the potential application of computer-based methods for its search narrowed
in the localization domain. The localization analysis may give information about
important qualitative features of a long-time behaviour of the system, for example,
nonchaoticity. We notice that the existence or the nonexistence of periodic orbits
expresses the fact of the presence or the lack correspondingly of repeatable behavior.
Any globally bounded motion of the system is contained in one of compact invariant
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sets. Studies regarding to compact invariant sets of cosmological systems have been
appeared more than 20 years ago, see e.g. papers [5, 13]. In this work a review of
recent results of the author connecting to two cosmological systems is presented;
complete versions are contained in papers [10, 11]. We examine global dynamics
relating to the localization problem of compact invariant sets of the Bianchi VIII
and Bianchi IX Hamiltonian systems which are also known as Mixmaster universe
models, [3, 9], and the static spherically symmetric Einstein- Yang- Mills (EYM)
equations, see [1]. In essence, our approach is based on exploiting the localization
method of all compact invariant sets proposed earlier by Krishchenko and the author
in [6]. Here the principal idea is to study extrema of some differentiable functions
called localizing which are restricted on trajectories taken from compact invariant
sets; this idea is realized with help of using the first order extremum conditions and
the high order extremum conditions.
2 Some helpful results
We consider a nonlinear system
x˙ = F(x) (1)
where x ∈Rn, F(x) = (F1(x), . . . ,Fn(x))T is a differentiable vector field. Our basic
tool consists in using the following assertions, [6]. Let U be some domain inRn.
Proposition 1. 1. For any h(x) ∈C∞(Rn) all compact invariant sets of the system
(1) located in U are contained in the set defined by the formula
K(U ;h) ∶= {x ∈U ∣ hinf(U) ≤ h(x) ≤ hsup(U)}
as well. 2. If S(h)∩U =∅ then (1) has no compact invariant sets in U.
Proposition 2. Let hm(x),m = 1,2, . . . be a sequence of functions from C∞(Rn).
Sets
K1 =K(U ;h1), Km =Km−1∩Km−1,m, m > 1,
with





contain all compact invariant sets of the system (1) and K1 ⊇K2 ⊇ ⋅ ⋅ ⋅ ⊇Km ⊇ . . . .
These assertions in a combination with the LaSalle theorem are useful in a derivation
of our results; in addition, we apply computations in level sets of Hamiltonians/ first
integrals in order to fulfill localization analysis.
Below by C{M} we denote the complement to the set M ⊂Rn.
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3 On compact invariant sets of Bianchi VIII and
Bianchi IX Hamiltonian systems
In this section we examine the Bianchi VIII and Bianchi IX Hamiltonian systems.
The first system is defined by the following equations:
y˙1 = 12y1(z2− z1),







H = (y1+y2)2+y3(2y2−2y1+y3)− z2z3+ 14(z21− z22).
The system (2) is given in the form obtained from the standard equations, [11], with
help of applying some linear change of coordinates. The Bianchi IX Hamiltonian
system is written as
y˙1 = y1(z1− z2− z3),
y˙2 = y2(−z1+ z2− z3),





see in [9]. The system (3) has the Hamiltonian H =G(z1,z2,z3)+G(y1,y2,y3), with
G(z1,z2,z3) = z21+ z22+ z23−2z1z2−2z3z2−2z1z3.
Let Πi(y) = {yi = 0}, i = 1,2,3. We introduce the notation M =R6−{∪3i=1Πi(y)}. Let
α j ∈ {+;0;−}, j = 1,2,3. We define the partition ofR6 into 27 sets
Mα1α2α3 ∶= ∩3j=1⎧⎪⎪⎪⎨⎪⎪⎪⎩
α j = +,y j > 0;
α j = 0,y j = 0;
α j = −,y j < 0.
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
By N we denote the subset of M containing all Mα1α2α3 with nonzero indices. It is
clear that for the both of systems (2) and (3) each of sets Mα1α2α3 is an invariant set;
N is an invariant set too. It is easy to see that the set M000 consists of equilibrium
points for the both of systems. Below it is convenient to describe our assertions
concerning the location of compact invariant sets in each of sets Mα1α2α3 separately,
with nonzero (α1,α2,α3).
Firstly, we present results of analysis for the Bianchi VIII Hamiltonian system:
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Theorem 3. 1. All compact invariant sets of the system (2) contained in N are located
in the set M+−+∪M−+−. 2. Let (α1,α2,α3) ∈ {(+−+),(−+−)}. Then the ω−limit set
for trajectories bounded with t > 0 and laying in the set Mα1α2α3 ∩H−1(0) is contained
in the plane z2+ z3 = 0. Further, there are no periodic orbits and neither homoclinic,
nor heteroclinic orbits of the system (2) contained in (M+−+∪M−+−)∩H−1(0).
Theorem 4. 1. There are no compact invariant sets contained in any of sets M0++;
M0−−; M++0; M−−0;M+0−; M−0+; M00±;M0±0;M±00; 2-1).
Let (α1,α2,α3) ∈ {(+0+),(−0−)}. Then the ω−limit set for trajectories bounded
with t > 0 and laying in the set Mα1α2α3 ∩H−1(0) is contained in the plane z2 −
z1 + 2z3 = 0. 2-2). Let (α1,α2,α3) ∈ {(+− 0),(−+ 0)}. Then the ω−limit set for
trajectories bounded with t > 0 and laying in the set Mα1α2α3 ∩H−1(0) is contained
in the plane z2 = 0. 2-3). Let (α1,α2,α3) ∈ {(0+−),(0−+)}. Then the ω−limit
set for trajectories bounded with t > 0 and laying in the set Mα1α2α3 ∩H−1(0) is
contained in the plane z1+ z2+2z3 = 0. Besides, in each of these cases there are no
periodic orbits and neither homoclinic, nor heteroclinic orbits contained in the set
Mα1α2α3 ∩H−1(0).
Now we formulate results for the Bianchi IX Hamiltonian system:
Theorem 5. 1. All compact invariant sets of the system (3) contained in N are located
in the set M−−−∪M+++. 2. All compact invariant sets in (M−−−∪M+++)∩H−1(0)
are contained in the plane z1 + z2 + z3 = 0 as well. Let (α1,α2,α3) ∈ {(+++),(−−−)}. Then the ω−limit set for trajectories bounded with t > 0 and laying in the
set Mα1α2α3 ∩H−1(0) is contained in the plane z1 = z2 = z3 = 0. Further, there are
no periodic/ homoclinic/ heteroclinic orbits of the system (3) contained in the set(M−−−∪M+++)∩H−1(0).
Proposition 6. There are no compact invariant sets contained in any of sets M0+−;
M0−+; M+−0;M−+0; M+0−;M−0+;M00±;M0±0;M±00.
4 On compact invariant sets of the static spherically symmetric
EYM equations
Now we consider the localization problem of compact invariant sets for the static
spherically symmetric EYM equations
r˙ = rN,
W˙ = rU,
N˙ = (k−N)N −2U2,
k˙ = s(1−2ar2)+2U2−k2,
U˙ = sWT +(N −k)U,
T˙ = 2UW −NT.
(4)
defined on R6, with a cosmological real constant a,s = 1 or −1, [1]. The sign s = 1
corresponds the case when the physical time is considered as a temporal variable,
416
K. E. Starkov Festschrift in Honor of Uwe Helmke
while s = −1 corresponds the case when the physical time is considered as a spatial
variable.
It is easy to see that the hypersurface 2kN−N2−2U2−s(1−T 2−ar2) = 0 is invariant
for these equations. Similarly to [7], we solve the last equality respecting U2 and
substitute the corresponding expression into the 4th equation of (4). As a result, we
come to the system
x˙1 = X1(x1, ...,x6) = x1x3,
x˙2 = X2(x1, ...,x6) = x1x5,
x˙3 = X3(x1, ...,x6) = (x4−x3)x3−2x25,
x˙4 = X4(x1, ...,x6) = −(x4−x3)2−asx21+ sx26,
x˙5 = X5(x1, ...,x6) = sx2x6−(x4−x3)x5,
x˙6 = X6(x1, ...,x6) = 2x2x5−x3x6.
(5)
which is equivalent to (4) on this hypersurface; here and below we use notations
x1 = r;x2 =W ;x3 =N;x4 = k;x5 =U ;x6 = T . Next, by ϕ(x,t) we denote the solution
of (5), with initial condition ϕ(x,0) = x. The system (5) possesses two first integrals:
G1(x) = 2x3x4−x23+s(ax21+x26)−2x25, G2(x) = x22−x1x6. In what follows, let N1(0) ∶={G1(x)= 0}; N2(1)= {G2(x)= 1}.Besides, byΠ j we denote the hyperplane {x j = 0};
j = 1, . . . ,6. It has been shown that invariant surfaces N1(0) and N2(1) appear
as constraints in the process of desingularization of the field equations and, thus,
dynamical analysis of the system (5) restricted on the invariant set N1(0)∩N2(1) has
a physical meaning, see details in the paper [1]. Below we present results concerning
the location of compact invariant sets of the system (5) in the inside the invariant set
N1(0)∩N2(1).
Theorem 7. 1. Let s = 1 and a < 0. Then all compact invariant sets contained in the
set C{Π1} are located in the set




as well. 2. Let s = 1 and a > 0. Then there are no compact invariant sets contained in
the set C{Π1}.
Proposition 8. Let s = 1; a < 0 and we consider the location of compact invariant sets
in C{Π1}. 1. If some compact invariant set Γ ⊂ {x4x−11 > 0}then Γ ⊂ {x4x−11 ≥ 2√− a3}.
2. Further, if Γ ⊂ {x4x−11 < 0} then Γ ⊂ {x4x−11 ≤ −2√− a3}.
Now we take the case s = 1;a > 0;x ∈Π1. Here we formulate
Theorem 9. All compact invariant sets contained in N1(0) are located in the plane
Π3∩Π4 as well.
The further analysis leads to
Proposition 10. All compact invariant sets contained in N1(0)∩N2(1) are located
in the set K1a(N1(0)∩N2(1),h4) = {x1x2 = 0} as well.
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Examining the location of compact invariant sets in the invariant set
Π1∩N1(0)∩N2(1) =Π1∩N1(0)∩{x2 = ±1}
we come to the following conclusion:
Theorem 11. The unique compact invariant set contained in Π1∩N1(0)∩N2(1) is
a pair of equilibrium points O1 ∶ = (0,1,0,0,0,0)T and O2 = (0,−1,0,0,0,0)T .
Further, in case s = −1;a < 0 the following assertion holds:
Theorem 12. The set of equilibrium points consists of only two points O1 and O2.
Further, there are neither periodic orbits nor homoclinic and heteroclinic orbits for
the system (5).
Finally, we consider the case s = −1;a > 0. Here we present the following assertion:
Theorem 13. The set of equilibrium points consists of only two points O1 and O2.
Further, there are neither periodic orbits nor homoclinic orbits and heteroclinic
orbits for the system (5).
5 Concluding remarks about nonchaoticity of some cosmologi-
cal systems
In cases when we can demonstrate that all ω−limit sets of trajectories of the system
considered in the invariant domain U are located in some plane as well we conclude
that the phase flow of this system has no recurrence property in U in the sense of
Birkhoff. In particular, we have established this feature of dynamics for phase flows of
the Bianchi VIII and IX Hamiltonian systems for some planes of dimension 2. Since
recurrence property is the standard ingredient in the definition of the deterministic
chaos one may deduce that dynamics of the Bianchi VIII and IX Hamiltonian systems
does not exhibit the deterministic chaos inside U . This fact corresponds to results
obtained in [4] for the system (3).
During a preparation of this text the author has discovered that the cosmological
system formed by the minimally coupled field
x˙1 = −y1,
x˙2 = 1x21 y2,






y˙2 = −2m2x41x2+ 2κ2x21x32 .
see in [8], with a positive cosmological constantΛ and parameters k = 1;κ2 > 0;m2 > 0,
has the same property. Namely, we have found some level sets of the Hamiltonian
H = 1
2





in which all ω− limit sets are contained in some plane of dimension 2; this fact
implies nonchaoticity of corresponding dynamics.
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Abstract. This paper contains a detailed proof that Luenberger’s Sylvester equations
characterize asymptotic (functional) state observers in the category of linear time-
invariant finite-dimensional systems in input / state / output form. The proof is
given entirely by state space and transfer function methods and is based on a simple
necessary condition for output stability of certain cascading systems. Two discussions
of how these results relate to prior results in the literature and of some implications
for the existence of state observers with an invertible output map conclude the paper.
1 Introduction
The problem of observing the state or, more generally, a linear function of the state of
a linear time-invariant finite-dimensional system in input / state / output form has been
researched for close to five decades and many results have been obtained during that
time. Arguably the most important of these results is the recognition that if the state
is at all observable from the input and the output then it is also observable through
the use of an auxiliary system, the observer, that takes the input and the output of
the observed system as its input and produces an estimate for the required function
of the state of the observed system as its output. Moreover, this observer can itself
be taken as a linear time-invariant finite-dimensional system in input / state / output
form, allowing to treat the whole problem within a simple and nice categorical setting.
Much of the research on this problem has hence focussed on existence conditions for
such observers with particular additional traits (such as minimal dynamic order, or
invertible output map) and their “design” (meaning construction).
A related but somewhat less thoroughly researched topic is that of characterizing
such observers, i.e. answering the question: “Exactly when is a given such system an
observer for the given function of the state of the given system?” If a good answer to
this question can be provided in terms of a set of necessary and sufficient equations
and inequalities, complete solutions to the existence (resp. design) problem are
obtained via solvability (resp. solutions) of these (in-)equalities.
In this paper I provide a detailed proof that Luenberger’s Sylvester equations [15,
Equation (5.5)] characterize asymptotic (functional) state observers in the category of
linear time-invariant finite-dimensional systems in input / state / output form, where
the observed system is assumed to have no stable uncontrollable modes. I explain
why this latter assumption is necessary. I also provide a detailed discussion of related
results in the literature in Section 3.1, and highlight Uwe Helmke’s contributions in
this area. These results are preceded by a discussion of output stability in Section 2
and followed by some results on existence of observers with invertible output map in
Section 4.
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friendship over the years. Much of what I know about mathematical system theory I
have learned from Uwe, first as his student and later as a colleague. It is an absolute
pleasure to dedicate this paper to him on the occasion of his 60th birthday.
2 Output stability for a simple cascading system
This section constains a review of some basic results on output stability, including
for a certain type of simple cascading system that typically appears in observer error
analysis.
Consider the following linear, time-invariant, finite-dimensional state space system,
x˙ = Ax+Bu, x(0) = x0,
y =Cx+Du, (1)
where A ∈Rn×n, B ∈Rn×m, C ∈Rp×n and D ∈Rp×m, and where we are interested in
either C∞ or locally integrable solutions (u,x,y).1
It is a classical result that system (1) will respond to an exponential input u with
an exponential response (output) y. In fact, the exponential behavior of the com-
plexification of system (1), i.e. the collection of these exponential inputs and the
corresponding outputs, uniquely determines the transfer function and hence the con-
trollable part of the behavior of system (1). For a general discussion of this fact see
Section 8.2 in [19]. Here we only need the response of system (1) to real exponential
inputs.
Lemma 1. Let JA = {s ∈R ∣(sI −A) invertible}, then the response of system (1) to
the exponential input us,vs(t) = vs est , where s ∈ JA and vs ∈Rm, is
ys,vs(t) =CeAt (x0−(sI−A)−1Bvs)+G(s)vs est ,
where G(s) =C(sI−A)−1B+D is the transfer function of system (1).
Proof. For a proof see, e.g., Section 8.2 in [2] or Section 8.2 in [19].
We will also need the unforced exponential response of system 1. For the real case,
the full level of detail is rarely worked out in the literature, hence it is included here.
Lemma 2. Consider the linear system
x˙ = Ax, x(0) = x0,
y =Cx, (2)
where A ∈ Rn×n, C ∈ Rp×n and where we are interested in either C∞ or locally
integrable solutions (x,y). Let C ≠ 0 and denote the rows of C by c⊺l , l = 1, . . . , p. Let
1See [19] for a discussion of the technical differences between these choices. They are immaterial for
the results reported here.
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c⊺k be the highest numbered non-zero row of C then there exists an initial value x0











m!(a(k−1)m cos(β t)+b(k−1)m sin(β t))






where α+ j ⋅β ∈C is an eigenvalue of A, M is a number less than the size of the largest
Jordan block associated with the eigenvalue α + j ⋅β , alm,blm ∈R for l = 1, . . . ,k−1
and m = 0, . . . ,M, and ak0,bk0 ∈R with ak0 ≠ 0.
Proof. As a consequence of the real Jordan normal form theorem applied to A, there
exists an invertible T ∈Rn×n such that T eAt T−1 is block diagonal where the blocks





2! . . .
tm−1(m−1)!









. . . t
0 . . . . . . 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,





2! D . . .
tm−1(m−1)! D









. . . tD
0 . . . . . . 0 D
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, D = [cos(β t) −sin(β t)sin(β t) cos(β t) ] ,
corresponding to complex eigenvalues α + j ⋅β of A, see e.g. Section 56.1 in [11].
Consider the highest numbered non-zero row c⊺k of C and denote the entries of c⊺l T−1
by clm for l = 1, . . . ,k and m = 1, . . . ,n. Look at the i-th column of T eAt T−1, where i
is the lowest index m for which ckm ≠ 0.
In the case where this index falls into a Jordan block corresponding to a real eigen-
value α , it follows that the i-th entry of the vector c⊺k eAt T−1 is cki eαt and we set
ak0 ∶= cki ≠ 0, bk0 ∶= 0 and β ∶= 0. Similarly, it follows that the i-th entry of the vector
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c⊺l eAt T−1 is ∑Mm=0 cl(i−m) eαt tmm! , where M is the number of entries above the diag-
onal in the given column of the Jordan block. Set alm ∶= cl(i−m) and blm ∶= 0 for
l = 1, . . . ,k−1 and m = 0, . . . ,M.
In the case where i matches an even numbered column of a Jordan block corre-
sponding to a complex eigenvalue α + j ⋅β , it follows that the i-th entry of the vector
c⊺k eAt T−1 is cki eαt cos(β t) and we set ak0 ∶= cki ≠ 0 and bk0 ∶= 0. Similarly, it follows





cos(β t)−cl(i−2m−1) eαt tmm! sin(β t)) ,
where M is the number of 2×2 blocks above the diagonal in the given block column
of the Jordan block. Set alm ∶= cl(i−2m) and blm ∶= −cl(i−2m−1) for l = 1, . . . ,k−1 and
m = 0, . . . ,M.
In the remaining case, the i-th entry of the vector c⊺k eAt T−1 is cki eαt cos(β t)+
ck(i+1) eαt sin(β t) and we set ak0 ∶= cki ≠ 0 and bk0 ∶= ck(i+1). Similarly, it follows that





cos(β t)+cl(i−2m+1) eαt tmm! sin(β t)) ,
where M is the number of 2×2 blocks above the diagonal in the given block column
of the Jordan block. Set alm ∶= cl(i−2m) and blm ∶= cl(i−2m+1) for l = 1, . . . ,k−1 and
m = 0, . . . ,M.
This completes the proof, since x(t) = eAt T−1ei, y(t) = Cx(t) is the solution of
system (2) corresponding to the initial condition x0 ∶= T−1ei.
The following lemma is a simple consequence of the above results.
Lemma 3. Let all uncontrollable modes of system (1) be unstable. Then, for every
Q ∈Rq×n with Q ≠ 0 there exists an initial condition x0 and an input u such that
Qx(t) /→ 0 as t →∞.
Proof. Given that all uncontrollable modes of system (7) are unstable, there exists an
invertible S ∈Rn×n such that
SAS−1 = [A11 A120 A22] and SB = [B10 ] ,
where (A11,B1) is controllable and all eigenvalues of A22 have non-negative real
parts (Kalman decomposition). Define
[Q1 Q2] ∶=QS−1 and [x1x2] ∶= Sx,
where the block sizes are as for SAS−1 above. Applying Lemma 1 to the system
x˙ = Ax+Bu, x(0) = x0,
y =Qx, (4)
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we obtain y(t) = QeAt (x0−(sI−A)−1Bvs)+Q1(sI −A11)−1B1vs est when applying
the input u(t) ∶= vs est with s ∈ JA and vs ∈Rm arbitrary.
Assume now that Q1 ≠ 0 and pick a non-zero row q⊺ of Q1. Assume, to arrive
at a contradiction, that q⊺(sI −A11)−1B1 = 0 for all s ∈ JA with s > 0. Expanding
the strictly proper rational matrix function (sI −A11)−1B1 in terms of its Markov
parameters this implies q⊺Ai−111 B1 = 0 for all i, a contradiction to the controllability
of (A11,B1). It follows that there exists s ∈ JA, s > 0 such that q⊺(sI−A11)−1B1 ≠ 0.
We can hence choose vs ∈Rm such that Q1(sI−A11)−1B1vs est /→ 0 as t →∞. Setting
x0 ∶= (sI−A)−1Bvs and u(t) ∶= vs est this completes the proof in the case where Q1 ≠ 0.




Focussing on the last two equations, the result now follows from Lemma 2 and the
fact that all eigenvalues of A22 have non-negative real parts.
Remark 4. The previous result is most general in the sense that it is clearly false
if system (1) has stable uncontrollable modes. It is easy to see (using the Kalman
decomposition and a stable-unstable decomposition of the unforced dynamics) that
then certain non-trivial linear functions of the state will always go to zero as time
goes to infinity.
The following proposition now gives a simple necessary condition for output stability.
Proposition 5. If limt→∞ y(t) = 0 for all choices of x0 and u in system (1) then its
transfer function G = 0 and D = 0. If, moreover, all uncontrollable modes of system (1)
are unstable then C = 0.
Proof. Assume, to arrive at a contradiction, that G ≠ 0. With the same notation as
in Lemma 1, we can choose s ∈ JA such that s > 0 and G(s) ≠ 0 since G(s) = 0 only
at a finite number of points s ∈C. We can then choose vs ∈Rm such that G(s)vs ≠ 0.
But then the choices x0 ∶= (sI−A)−1Bvs and u(t) ∶= vs est yield y(t) =G(s)vs est /→ 0
as t →∞, a contradiction. Hence G = 0. Since G(s) =C(sI−A)−1B+D where D is
constant and C(sI −A)−1B is strictly proper, it follows that D = 0. The remaining
statement now follows from an application of Lemma 3 with Q ∶=C.
Next we explore what happens if we pass a vector of the form (3) through a linear
system.
Lemma 6. Let K ∈Rp×p and let
e˙ =Ke+y, e(0) = 0.
If y(t) is of the form (3) with α ≥ 0 and ak0 ≠ 0, and if α ± j ⋅β are not eigenvalues of
K, then e(t) /→ 0 for t →∞.
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Proof. The Laplace transform of a typical entry












(alm(s−α)+blmβ(s−α)2+β 2 ) ,
which is a strictly proper function with poles only at α ± j ⋅β . At least Yk(s) is
non-trivial since ak0 ≠ 0. We want to show that E(s) = (sI −K)−1Y(s) has poles at
α ± j ⋅β as well, i.e. that these poles do not get cancelled by multiplication with(sI−K)−1. To this end let Y(s) = Dl(s)−1Nl(s) = Nr(s)Dr(s)−1 be left (resp. right)
coprime factorizations. By Theorem 2 (iii) in [1] there is no pole-zero cancellation at
s0 ∈C if and only if both
[ IDl(s0)] and [s0I−K Nr(s0)]
have full rank. This is clearly the case if s0I−K is invertible. Since by assumption
s0 = α ± j ⋅β are not eigenvalues of K, the required poles are still present in E(s).
But then e(t) /→ 0 for t →∞ since α ≥ 0. This is most easily seen by partial fraction
expansion followed by the inverse Laplace transform.
The following proposition is the main result of this section. It provides a necessary
condition for output stability of a simple type of cascading system that appears as an
error system in the study of observers.
Proposition 7. Consider the composite system
x˙ = Ax+Bu,
e˙ =Ke+Rx+Su, x(0) = x0,e(0) = e0, (5)
and assume that limt→∞ e(t) = 0 for all choices of x0, e0 and u. If all uncontrollable
modes of x˙ = Ax+Bu are unstable then R = 0 and S = 0.
Proof. Apply Proposition 5 to system (5) augmented with an output,
˙[xe] = [A 0R K][xe]+[BS]u, [xe](0) = [x0e0] ,
e = [0 I][xe] ,
to obtain (sI−K)−1 [−R(sI−A)−1B+S] ≡ 0 and hence −R(sI−A)−1B+S ≡ 0. Since S
is constant and R(sI−A)−1B is strictly proper, it follows that S = 0 and R(sI−A)−1B ≡
0. If x˙ = Ax+Bu was controllable, we would be done at this point, since then
R(sI −A)−1B ≡ 0 would imply R = 0. With the help of Lemmas 2 and 6 we can,
however, treat the more general case of this proposition.
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Given that all uncontrollable modes of x˙ = Ax+Bu are unstable, there exists an
invertible S ∈Rn×n such that
SAS−1 = [A11 A120 A22] and SB = [B10 ] ,
where (A11,B1) is controllable and all eigenvalues of A22 have non-negative real
parts (Kalman decomposition). Define
[R1 R2] ∶= RS−1 and [x1x2] ∶= Sx,
where the block sizes are as for SAS−1 above. Then R(sI−A)−1B ≡ R1(sI−A11)−1B1≡ 0 and hence R1 = 0 because (A11,B1) is controllable. It follows that
x˙2 = A22x2,
e˙ =Ke+R2x2, x2(0) = x02,e(0) = e0. (6)
Choose x0 = 0 and u = 0 in system (5) to see that K must be stable. This follows from
Lemma 2 with a simple proof by contradiction. Since all eigenvalues of A22 have
non-negative real parts, this means that no eigenvalue of A22 is also an eigenvalue of
K.
Assume, to arrive at a contradiction, that R2 ≠ 0. By choosing e0 ∶= 0 in (6) and
applying Lemmas 2 and 6, we conclude the existence of x02 such that e(t) /→ 0 for
t →∞, a contradiction. It follows that R2 = 0 and hence R = 0.
Remark 8. In the literature on observers, results equivalent to the above proposition
are often considered to be obvious with justifications along the lines of "if S ≠ 0,
we can find a u to make e not go to zero and if R ≠ 0 we can find a u to generate
an x which makes e not go to zero", see e.g. the proof of Theorem 7-9 in [5] (for
the controllable case). Since u and x are not independent signals (in fact, they are
jointly constrained by the equation x˙ = Ax+Bu), this argument is hand-waving at
best. However, the underlying intuition is confirmed by the more thorough analysis
in this section. In essence, the result depends on the fact that the transfer from u
to x is strictly proper and hence u and x would be distinguishable at the output e.
Furthermore, the spectral separation between K and the uncontrollable dynamics of x
ensures that the latter would be observable at the output e as well.
3 Characterization of functional state observers





where A ∈Rn×n, B ∈Rn×m, C ∈Rp×n and V0 ∈Rr×n.
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We will be interested in the characterization of asymptotic observers for z given y
and u. In particular, we will be interested in observers of the following type usually
considered in the geometric control literature:
v˙ =Kv+Ly+Mu,
zˆ = Pv+Qy, (8)
where K ∈Rs×s, P ∈Rr×s and the other matrices are real and appropriately sized.
Note that P can be rectangular (tall or wide) and/or not of full rank. The asymptotic
condition for this type of observer is
lim
t→∞ zˆ(t)− z(t) = 0 (9)
for every choice of input u and initial conditions x(0) and v(0). The observer (8)
is called observable if it is an observable system in the usual sense, i.e. if the pair(P,K) is observable.
The following theorem provides a necessary and sufficient condition for an observable
system of type (8) to be an asymptotic observer for z given u and y. See the discussion
in Section 3.1 to what extent this is a known result.
Theorem 9. Let all uncontrollable modes of system (7) be unstable. Then system (8)
is an observable asymptotic observer for z given u and y if and only if there exists a
matrix U ∈Rs×n such that
UA−KU −LC = 0,
M−UB = 0,
V0−PU −QC = 0, (10)
K is Hurwitz and (P,K) is observable.
Proof. Let system (8) be an observable asymptotic observer for z given u and y and
define e ∶= zˆ− z. Then
e = Pv+Qy−V0x = Pv−(V0−QC)x.
Assume, to arrive at a contradiction, that Im(V0−QC) /⊂ Im(P). Then there exists an
invertible S ∈Rr×r such that
SP = [P10 ] and S(V0−QC) = [V1V2]
with V2 ≠ 0. Now limt→∞Se(t) = 0 implies limt→∞V2x(t) = 0 for all initial conditions
x(0) and all inputs u, a contradiction to Lemma 3. We conclude that Im(V0−QC) ⊂
Im(P) and hence there exists a matrix U ∈Rs×n such that V0−QC =PU . This implies
the third equation in (10).
Define d ∶= v−Ux then
d˙ = v˙−Ux˙=Kv+Ly+Mu−UAx−UBu=Kv−KUx+KUx+LCx+Mu−UAx−UBu,
428
J. Trumpf Festschrift in Honor of Uwe Helmke
and hence the observation error e = Pv−(V0−QC)x = Pv−PUx is governed by the
error system
d˙ =Kd−(UA−KU −LC)x+(M−UB)u,
e = Pd. (11)
Using the notation R ∶= −(UA−KU −LC) and S ∶= M−UB, it remains to show that
R = 0 and S = 0, but this follows immediately from Proposition 7 and the fact that(P,K) is observable (hence e(t)→ 0 implies d(t)→ 0).
Conversely, assume that systems (7) and (8) fulfill Equation (10) with K Hurwitz,
then limt→∞ e(t) = 0 follows immediately from the form of the error system (11). In
its derivation we have only used the third line of Equation (10).
3.1 Related results from the literature
The early literature on state observers is exclusively concerned with the case where
the observed system is controllable. This is owing to the fact that at the time observers
were only studied as a building block in (observer-based) closed loop control.
A simplified version of the Sylvester equation, the first equation in (10), appears
already in Luenberger’s first observer paper published in 1964 [13, Equation (4)]. It
appears there in the context of full state observation for uncontrolled systems, while
the main focus of the paper is on observer-based controller design for single-input
single-output systems. It has later been claimed that Luenberger’s paper already
established necessity of the Sylvester equation for observer design (it did discuss
sufficiency as well as single functional observers and observer order reduction), but a
close reading of the paper reveals that it only shows necessity for an observer that has
the tracking property and not the more important asymptotic property that we discuss
here. An observer has the tracking property if it keeps producing zero estimation error
whenever the initial estimation error happened to be zero (due to a lucky choice of the
initial value). Proving that the asymptotic property implies the tracking property is
equally hard as proving necessity of the Sylvester equation from first principles (and
is generally false). The same restrictions apply to Luenberger’s subsequent papers
[14] and [15], although the 1971 paper [15] contains the fully general equation. No
claim of necessity is made by Luenberger for the asymptotic case.
It appears that the subtle difference between tracking observers and asymptotic
observers started to be overlooked as early as 1973, see e.g. [17, page 309] where
Luenberger’s necessity result is referenced as if it applied to asymptotic observers.
A more refined result was presented by Bongiorno and Youla in 1968 [3], see also
[4]. The paper demonstrated sufficiency of the Sylvester equation in the case of full
state observation [3, page 223] and provided a necessary and sufficient condition (not
based on the Sylvester equation) for the single output case [3, Corollary 2], again
considering only full state observation.
The first paper that established a general necessity result appears to be a 1972 paper by
Fortmann and Williamson [9] in which necessity of the Sylvester equation is shown
for the controllable case. However, the proof is based on a different definition of
asymptotic observers, namely one that includes asymptotically matching derivatives
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of all orders. This condition enters the proof in a decisive way, see Equation (4) in
the proof of Lemma 2 in the paper appendix [9]. Again, proving that a zero-th order
asymptotic condition implies all the higher order asymptotic conditions (for C∞
trajectories), is equally hard as directly proving necessity of the Sylvester equation.
Moore and Ledwich attempted a general proof of necessity and sufficiency in the
controllable case in 1975 [16]. Unfortunately, their proof makes use of a misshaped
“reachability matrix”, see [16, Equation (2.7)]. With a little bit more effort the proof
idea can in fact be rescued, replacing the factoring out of that matrix with a transfer
function argument similar to our Proposition 5, although the second equation in the
stated necessary and sufficient condition is still wrong and should correctly read
EH′−K′ = 0 (in the notation of [16]). Interestingly, just a few pages earlier, in the
same issue of the Transactions, Roman and Bullock claimed that Luenberger proved
necessity and sufficiency of the Sylvester equation citing his three above papers [20,
page 615].
It appears that by the late 1970s it had become somewhat of a “folk theorem” that
the Sylvester equation is necessary and sufficient for asymptotic observers, at least
in the controllable case, although there was no correct proof in the literature at the
time. For example, Sirisena used the same asymptotic condition as Fortmann and
Williamson but cited Moore and Ledwich [22]. Kawaji simply asserted necessity
without reference [12]. The claim subsequently found its way into textbooks, most
prominently into the 1983 edition of the book by O’Reilly [18, Theorem 3.2] and the
1984 edition of the book by Chen [5, Theorem 7-9]. While O’Reilly correctly proved
sufficiency, for the necessity part he partly (incorrectly) appealed to Luenberger’s
work, and partly re-hashed the “proof” by Moore and Ledwich. Chen provided a
hand-waving argument as discussed in Remark 4.
In much of the subsequent literature on this topic the necessity result was assumed or
“proved” with direct or indirect reference to the above literature, e.g. [6, 8]. Darouach
[6] neglects to mention conditions on the observed system (making his theorem
wrong as stated) and refers to Chen’s book, while Fernando et al. [8] give the correct,
most general condition of no stable uncontrollable modes and give an argument
similar to Chen’s. Note that both these references treat the special case P = I, cf.
Section 4.
To the best of my knowledge, the first complete proof of necessity of the Sylvester
equation in the controllable case was given by Paul Fuhrmann and Uwe Helmke
in 2001 [10, Theorem 5.4], making observer characterization a very fitting topic
for Uwe’s birthday volume. In my PhD thesis, supervised by Uwe and Paul, I
slightly generalized their proof idea to also allow for direct feedthrough of the output
measurement in the observer (the same setting that is discussed in this paper) [23].
The result for observed systems with no stable uncontrollable modes (but without
direct feedthrough in the observer) was derived as a corollary to a much more general
behavioral result in [24]. The proof given there makes use of a behavioral internal
model principle for observers and is not easily translated into state space and transfer
function thinking.
It should be pointed out that the above list is by no means exhaustive, many more
papers on this topic have appeared over the years, but I tried to concentrate on those
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papers that are most relevant to this discussion. I do, however, wish to mention Schu-
macher’s 1980 paper [21] that contains a comprehensive discussion of asymptotic
observers from the perspective of geometric control theory but does not tackle the
characterization problem.
4 Existence of functional state observers
Consider system (7). In this section we will be interested in conditions for the
existence of asymptotic observers for z given y and u. In particular, we will be
interested in observers of type (8) as well as of the following type:
v˙ =Kv+Ly+Mu,
w = v+Qy, (12)
where K ∈Rs×s, with s≥ r, and the other matrices are real and appropriately sized. The
asymptotic condition for this type of observer requires the existence of V1 ∈R(s−r)×n
such that
lim
t→∞w(t)−[ z(t)V1x(t)] = 0
for every choice of input u and initial conditions x(0) and v(0). In other words, the
first r components of w provide an asymptotic estimate for z. Observers of type (12)
are automatically observable.
The reader is referred to the discussion in [7] for a detailed explanation of why this
observer structure is of particular relevance, and indeed can be assumed without loss
of generality when discussing practical observer design, but not for the observer
characterization problem as we shall see in the example given below.
Clearly, the existence of an asymptotic observer of type (12) implies the existence
of an asymptotic observer of type (8) of the same dynamic order s. The following
theorem gives conditions under which the opposite conclusion holds.
Theorem 10. Let all uncontrollable modes of system (7) be unstable and assume that[V0C ] has full row rank. If there exists an observable asymptotic observer of type (8)
then there exists an asymptotic observer of type (12) of the same dynamic order s.
Proof. Assume that we are given an observable asymptotic observer of type (8). By
Theorem 9 there exists a matrix U ∈Rs×n such that
UA−KU = LC,
M =UB,
V0 = PU +QC, (13)
where K is Hurwitz. Assume now, to arrive at a contradiction, that P does not have
full row rank. Then there exists a vector x ∈Rr, x ≠ 0 such that x⊺P = 0. Using
Eq. (13) it follows that x⊺V0 = x⊺QC and hence that
[x⊺ −x⊺Q][V0C ] = 0,
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a contradiction to the assumption that [V0C ] has full row rank. We conclude that
P ∈Rr×s has full row rank, so in particular s ≥ r.
Since P has full row rank, there exists an invertible matrix S ∈Rs×s such that
P = [I 0]S.
Decompose
SU = [U1U2]
with U1 ∈Rr×n then Eq. (13) implies
(SU)A−(SKS−1)(SU) = (SL)C,(SM) = (SU)B,
U = [U1U2] = [V0V1]−[Q0]C,
where V1 ∶=U2 ∈R(s−r)×n. Note that SKS−1 is similar to K and hence also Hurwitz.
Applying Theorem 9 now yields an asymptotic observer of type (12) of dynamic
order s given by
v˙ = (SKS−1)v+(SL)y+(SM)u,
w = v+[Q0]y.
This completes the proof.
Corollary 11. Let all uncontrollable modes of system (7) be unstable and assume
that [V0C ] has full row rank. The minimal dynamic orders for asymptotic observers of
both types coincide.
Proof. A minimal order observer of type (8) is necessarily observable. This follows
from a simple application of the Kalman decomposition for non-observable systems,
see e.g. [23, Proposition 3.69]. The statement now follows directly from Theorem 10
and the remark in the paragraph preceding it.
The following example shows that the rank condition in Theorem 10 can not be
dispensed with.










⎤⎥⎥⎥⎥⎥⎦ , C = [0 0 1] and V0 = [
1 0 0
0 0 1] .
This system is controllable but does not fulfill the rank condition of Theorem 10. By
Theorem 9 we need to find a solution to the following two matrix equations in order
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to construct an asymptotic observer of type (12) of dynamic order s = 2.
U =V0−QC = [1 0 −q10 0 1−q2] ,
0 =UA−KU −LC = [0 −q1 00 1−q2 0]−[k11 0 ∗k21 0 ∗]−[0 0 −l10 0 −l2] .
Clearly, it follows that k11 = k21 = 0 and hence that K is necessarily singular, so in
particular not Hurwitz. This means that there is no asymptotic observer of type (12)
of dynamic order s = 2 for this system. Note that r = 2 in this example, so s = 2 would
be the minimal possible dynamic order for such an observer.
However, an observable asymptotic observer of type (8) of dynamic order s = 2 is
given by
v˙ = [0 −11 −2]v+[−2−3]y+[10]u,
zˆ = [1 00 0]v+[−1−1]y.
(14)
The easiest way of checking this is via Theorem 9.
From a practical perspective, the rank condition in Theorem 10 can of course be
assumed w.l.o.g. in the following sense: A different strategy for observer design in
this example would be to first remove the second row of V0, then construct an observer
of type (12) for the reduced V0,2 and finally add an algebraic equation estimating the
“missing” functional directly from y. The overall observer would then of course not
be of type (12) but of type (8)! In fact, modulo different choices for the eigenvalues
of K, it would be just a different realization of system (14).
5 Conclusion
We have given a detailed proof for the fact that Luenberger’s Sylvester equations (10)
characterize asymptotic (functional) state observers in the category of linear time-
invariant finite-dimensional systems in input / state / output form, where the observed
system is assumed to have no stable uncontrollable modes. From Remark 4 it is clear
that the case of stable uncontrollable modes can be treated using a Kalman decom-
position and imposes no further equality constraints on the observer. It is merely
required that the observer modes estimating these stable uncontrollable observed
system modes are themselves stable, i.e. that the state transition matrix associated
with these observer modes is Hurwitz.
The discussion in the last section shows that transformations that entail no loss of gen-
erality for practical observer design may well do so for the observer characterization
problem.
2This is possible with dynamic order s = 2 by adding V1 ∶= [0 1 0].
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Abstract. We elaborate on an idea originally expressed in [13]: the remainders
resulting from repeated integration by parts of a set of linear higher-order ordi-
nary differential equations define state vectors. Furthermore, these remainders and
the corresponding state maps can be easily computed by factorization of a certain
two-variable polynomial matrix, which is directly derived from the one-variable
polynomial matrix describing the set of higher-order differential equations. Recently
[7] we have extended this same idea to the construction of state maps for systems
of linear partial differential equations involving, apart from the time variable, also
spatial variables. In the current paper we take a next step by considering partial
differential equations on a bounded spatial domain, and we show how integration by
parts yields, next to the construction of state maps, also a recipe to define boundary
variables in a natural manner.
It is a great pleasure for the first author to congratulate Uwe Helmke on his sixtieth
birthday. Starting from my first close encounters with Uwe, probably at the famous
Edzell meetings in Scotland, connecting the Systems & Control groups of Warwick,
Bremen and Groningen in the early 1980s, it was a continuing joy to meet him and to
discuss with him on topics of common interest.
1 Recall of state maps for finite-dimensional linear systems
In [13] we have shown how the notion of ’state’ for linear systems described by
higher-order differential equations is intimately related to the procedure of integration
by parts, and how the articulation of this relation yields an insightful and direct way
of computing state maps.





)u(t), y(t) ∈Y ∶=Rp, u(t) ∈ U ∶=Rm, (1)
or more generally, without distinguishing between inputs u and outputs y and letting
w ∶= [yu] ,q ∶= p+m, consider R( ddt )w(t) = 0,w(t) ∈W ∶=Rq.
In all these equations, P( ddt ) ,Q( ddt ), and R( ddt ) describe linear (higher-order) differ-
ential operators, or, equivalently, P(ξ),Q(ξ), and R(ξ) are polynomial matrices of
appropriate dimensions in the indeterminate ξ .
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It is well-known [4] that for an observable input-state-output system
d
dt x = Ax+Bu, x(t) ∈Rn, u(t) ∈Rm
y = Cx+Du, y(t) ∈Rp (2)
the state x can be written as a linear combination of the outputs and inputs and
their derivatives, i.e., x = Xy ( ddt )y+Xu ( ddt )u for certain linear differential operators
Xy ( ddt ) ,Xu ( ddt ), or more compactly
x = X ( d
dt
)w, (3)
for some n×q polynomial matrix X(ξ). We will call (3) a state map.
Conversely, consider the system of linear higher-order differential equations
R( d
dt
)w(t) = 0, w(t) ∈W =Rq , (4)
where R(ξ) = R0 +R1ξ 1 + . . .+RNξN ∈Rp×q[ξ ]. How do we construct state maps
x = X ( ddt )w, which also allow to represent the system (4) into state space form ?
Before answering this question we need to formalize the space of solutions of (4), as
well as the notion of state. An ordinary N-times differentiable solution of (4) will be
called a strong solution. Denote the space of locally integrable trajectories fromR to
R
q by Lloc1 (R,Rq). Recall that w ∈Lloc1 (R,Rq) is a weak solution of (4) if
∫ ∞−∞ wT (t)RT (− ddt )ϕ(t)dt = 0 (5)
for all C∞ test functions ϕ ∶R→Rp with compact support. The set of all weak
solutions of (4), called the behavior B, is denoted as
B ∶= {w ∶R→Rq ∣ w ∈Lloc1 (R,Rq) and (4) is satisfied weakly} (6)
Consider now two solutions w1,w2 ∈B, and define the concatenation of w1 and w2 at
time 0 as the time-function
(w1∧0 w2)(t) ∶= ⎧⎪⎪⎨⎪⎪⎩
w1(t) , t < 0
w2(t) , t ≥ 0 , t ∈R . (7)
We say that w1,w2 ∈ B are equivalent at time 0, denoted as w1 ∼0 w2, if for all w ∈ B:
w1∧0 w ∈ B⇔w2∧0 w ∈ B . (8)
Thus equivalent trajectories admit the same continuations starting from time t = 0.
Let X(ξ) ∈Rn×q[ξ ]. Then the differential operator
X ( d
dt
) ∶Lloc1 (R,Rq) → Lloc1 (R,Rn)
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is said to be a state map [8] for the system (4), with set of solutions B defined in (6),
if for all w1,w2 ∈ B and corresponding xi ∶= X ( ddt )wi, i = 1,2, the following property
(the state property) holds:
x1(0) = x2(0) and x1,x2 continuous at t = 0 Ô⇒ w1 ∼0 w2 . (9)
If (9) holds, then the vector x contains all the information necessary to conclude
whether any two trajectories in B admit the same continuation at time t = 0. For
this reason the vector x(0) = X ( ddt )w(0) is called a state of the system at time 0
corresponding to the time-function w, and X =Rn is called a state space for the
system.
Remark 1. In the context of linear systems (as in this paper) equation (7) is equivalent
to requiring that w1∧0 w and w2∧0 w ∈ B for some w ∈ B. Furthermore in this case,
since w2∧0 w2 ∈ B, it follows that w1 ∼0 w2 if and only w1∧0 w2 ∈ B. Because of the
symmetry of this last condition, it also means that equivalence of w1,w2 ∈ B at t = 0
amounts to w1 and w2 having the same precursors. (Note that for nonlinear systems
these equivalences in general do not hold; see [11] for some initial ideas about the
construction of state maps in this case.)
The basic idea of [13] is to show how state maps can be obtained from the integration
by parts formula. Take any N-times differentiable functions w ∶R→Rq and ϕ ∶R→
R
p, and denote w(i) ∶= didt i w, i ∈N, and analogously for ϕ . For each pair of time
instants t1 ≤ t2 repeated integration by parts yields
∫ t2
t1
wT (t)RT (− d
dt




)w(t)dt +BΠ(ϕ,w)∣t2t1 , (10)
where we call the expression BΠ(ϕ,w)(t) the remainder, which has the form








for some constant matrix Π˜ of dimension N p×Nq.
The differential version of the integration by parts formula (10) (obtained by dividing
(10) by t2− t1 and letting t1 tend to t2 = t) is







Both sides of this equality define a bilinear differential operator form, or briefly a
bilinear differential form (BDF), i.e., a bilinear functional of two trajectories and of a
finite number of their derivatives. Formally, a bilinear differential form BΦ as defined
in [15] is a bilinear map BΦ ∶ C∞(R,Rp)×C∞(R,Rq)→ C∞(R,R) involving two





ϕ(t)]T Φk,l dldt l w(t) (13)
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for certain constant p×q matricesΦk,l ,k, l = 0,⋯,M−1. The matrix Φ˜whose (k, l)-th
block is the matrix Φk,l for k, l = 0, . . . ,M−1, is called the coefficient matrix of the
bilinear differential form BΦ. It follows that the coefficient matrix of the bilinear
differential form BΠ corresponding to the remainder is precisely the matrix Π˜ as
defined in (11).
Remark 2. For a scalar polynomial or a square polynomial matrix R(ξ) the formula’s
(10) and (12) are classically referred to as Green’s, respectively Lagrange’s, identity,
while the matrix Π˜ for a scalar R(ξ) is called the bilinear concomitant, see [3].
There is a useful one-to-one correspondence between the bilinear differential form
BΦ in (13) and the two-variable polynomial matrix Φ(ζ ,η) defined as
Φ(ζ ,η) ∶= M−1∑
k,l=0Φk,lζ kη l . (14)
The crucial observation, see [1, 15], is that for any bilinear differential form BΦ the
bilinear differential form corresponding to its time-derivative, defined as
BΨ(ϕ,w)(t) ∶= ddt (BΦ(ϕ,w))(t)=∑M−1k,l=0 [ dk+1dtk+1ϕ(t)]T Φk,l dldt l w(t)+[ dkdtkϕ(t)]T Φk,l dl+1dt l+1 w(t), (15)
corresponds, by the product rule of differentiation, to the two-variable polynomial
matrix
Ψ(ζ ,η) = (ζ +η)Φ(ζ ,η) . (16)
As a consequence, the differential version of the integration by parts formula (12)
has associated to it the two-variable polynomial matrix equality
R(−ζ)−R(η) = (ζ +η)Π(ζ ,η) (17)
From this formula it follows how the two-variable polynomial matrix Π(ζ ,η) and
its coefficient matrix Π˜ (corresponding to the remainder) can be easily computed:
since the two-variable polynomial matrix R(−ζ)−R(η) is zero for ζ +η = 0, it
directly follows that R(−ζ)−R(η) contains a factor ζ +η , and thus we can define
the two-variable polynomial matrix Π(ζ ,η) as
Π(ζ ,η) ∶= R(−ζ)−R(η)
ζ +η . (18)
It now turns out that state maps for a system R( ddt )w = 0 can be computed from a
factorization of the two-variable polynomial matrix Π(ζ ,η) into a product of single-
variable polynomial matrices. Indeed, any factorization Π(ζ ,η) =Y T (ζ)X(η) of
the two-variable polynomial matrixΠ(ζ ,η) leads from (17) to the matrix polynomial
equality
R(−ζ)−R(η) = (ζ +η)Y T (ζ)X(η) , (19)
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and to the corresponding bilinear differential form equality, expanding (12)
wT (t)RT (− ddt )ϕ(t) − ϕT (t)R( ddt )w(t) == ddt [(Y ( ddt )ϕ(t))T X ( ddt )w(t)] , (20)
which immediately yields (see [6, 13] for further developments)
Theorem 3. For any factorization Π(ζ ,η) =Y T (ζ)X(η) the map
w↦ x ∶= X ( d
dt
)w
is a state map.
Remark 4. Furthermore [13], Y(ξ) can be seen to define a state map for the adjoint
system of (4).
2 State maps for linear systems of partial differential equations
on an unbounded spatial domain
In [7] the approach of the previous section has been extended to the case of systems
described by linear partial differential equations, involving a time variable t, and
spatial variables z1,⋯,zk. In particular for k = 1 (single spatial variable) we consider






)w = 0 , (21)
where R(ξ ,δ) =∑Li, j=0 Ri jξ iδ j with ξ and δ the indeterminates, Ri j ∈Rp×q for i, j =
0, . . . ,N. An N-times differentiable (both in t and in z) solution of (21) will be called
a strong solution. Furthermore, denote by Lloc1 (R2,Rq) the space of locally integrable
functions fromR2 toRq. Then w ∈Lloc1 (R2,Rq) is a weak solution of (21) if
∫ ∞−∞ ∫ ∞−∞ w⊺(t,z)[R(− ∂∂ t ,− ∂∂ z)⊺ϕ(t,z)] dt dz = 0 (22)
for all infinitely-differentiable test functions ϕ ∶R2→Rp with compact support. The
behavior B is defined as the set of weak solutions of (21) , i.e.,
B ∶= {w ∶R2→Rq ∣ w ∈Lloc1 (R2,Rq) and (21) is satisfied weakly} (23)
In order to define state maps, we consider partitions (S−,Sc,S+) ofR2 induced by
vertical lines t = c, with c ∈R, as depicted in Figure 1 on the next page;
S− ∶= {(t,z) ∈R2 ∣ t < c},Sc ∶= {(t,z) ∈R2 ∣ t = c},S+ ∶= {(t,z) ∈R2 ∣ t > c}.
Since the behavior described by (21) is invariant with regard to shifts in t a special
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Figure 1: A partition of the plane induced by a vertical line.
role will be played by the partition (S−,S0,S+) of R2 induced by the vertical line
t = 0.
Let w1,w2 ∈ B; we define the concatenation of w1 and w2 along S0 as
(w1∧S0 w2)(t,z) ∶= ⎧⎪⎪⎨⎪⎪⎩
w1(t,z) , (t,z) ∈ S−
w2(t,z) , (t,z) ∈ S0∪S+ .
We may again define an equivalence on the space of solutions.
Definition 5. w1,w2 ∈ B are equivalent along S0, denoted by w1 ∼S0 w2, if for all
w ∈ B: [w1∧S0 w ∈ B]⇔ [w2∧S0 w ∈ B] .
If we interpret the partition (S−,S0,S+) as imposing a distinction between “past” S−,
“present” S0 and “future” S+, the equivalence of trajectories corresponds to w1 and
w2 admitting the same future continuations. In the 1D case S− = (−∞,0), S0 = {0}
and S+ = (0,+∞), and consequently equivalence of trajectories corresponds to w1
and w2 bringing the system to the same state at time t = 0 (see [8, 13]). For the 2D
case, a similar property to our definition of equivalence is the notion of Markovianity,
see [9, 10]. Note however that in our case there is a clear distinction between the
time variable t and the spatial variable z.
Under which conditions are two weak solutions w1 and w2 equivalent along S0? We
will first consider this question for strong solutions w1 and w2; the general answer
will then follow from the fact that the strong solutions are dense in the set of weak
solutions, cf. [5] and a similar argument in [13]. Write
R(ξ ,δ) = L∑
i=0 Ri(δ)ξ i ,
where Ri ∈Rp×q[δ ], and RL(δ) ≠ 0. Observe that wi∧S0 w ∈ B, i = 1,2, if and only if
∫ +∞−∞ ∫ +∞−∞ (wi∧S0 w)⊺ (t,z)[R(− ∂∂ t ,− ∂∂ z)⊺ϕ(t,z)] dt dz = 0 , (24)
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for all test functions ϕ . Now integrate (24) by parts with respect to t and z repeatedly
till all derivatives of the function ϕ have disappeared. Recalling that ϕ is of compact
support (and thus equal to zero for t and z equal to −∞ and∞), and that R( ∂∂ t , ∂∂ z)wi =
0 in (−∞,0]×R, i = 1,2, it follows that w1 ∼S0 w2 if and only if for all compact











Π00( ∂∂ z) . . . Π0,L−1( ∂∂ z)
Π10( ∂∂ z) . . . Π1,L−1( ∂∂ z)
... . . .
...





















Π00( ∂∂ z) . . . Π0,L−1( ∂∂ z)
Π10( ∂∂ z) . . . Π1,L−1( ∂∂ z)
... . . .
...












where Πi, j( ∂∂ z) ∈Rp×q[ ∂∂ z ] for i, j = 0, . . . ,L, are certain matrix differential operators
(in the spatial variable z) summarizing the remainders at t = 0 in the repeated integra-
tion by parts procedure. (Note that since w1,w2 are strong solutions the remainders
arising from repeated integration by parts with respect to the spatial variable z are at−∞ and at ∞, and are thus equal to zero.)
Furthermore, the polynomial matrices Πi, j ∈Rp×q[δ ] can be easily obtained from
a 2D bilinear differential form (see [14]) obtained from R(ξ ,δ). In fact, since the
three-variable polynomial matrix R(−ζ ,δ)−R(η ,δ) is zero whenever ζ +η = 0, we
can factorize
R(−ζ ,δ)−R(η ,δ) = (ζ +η)Π(ζ ,η ,δ) , (26)
for some three-variable polynomial matrix Π(ζ ,η ,δ). It turns out that
Π(ζ ,η ,δ) = [Ip . . . Ipζ L−1]⎡⎢⎢⎢⎢⎢⎢⎣
Π00(δ) . . . Π0,L−1(δ)
... . . .
...







where Πi j( ∂∂ z) ∈Rp×q[ ∂∂ z ] are the matrix differential operators as obtained in the
integration by parts procedure.
Remark 6. Thus the remainder at t = 0 given by the polynomial matrices Πi, j ∈
R
p×q[δ ] is obtained from R(ξ ,δ) by performing the same procedure as in the previ-
ous section (for ordinary differential equations) only with respect to the indeterminate
ξ corresponding to the time variable t.
Due to the arbitrariness of the test function ϕ , the following result follows [7].
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Proposition 7. Let R ∈Rp×q[ξ ,δ ], and define B as in (23). Let w1,w2 ∈ B; then
w1 ∼S0 w2 if and only if⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Π00( ∂∂ z) . . . Π0,L−1( ∂∂ z)
Π10( ∂∂ z) . . . Π1,L−1( ∂∂ z)
... . . .
...












Π00( ∂∂ z) . . . Π0,L−1( ∂∂ z)
Π10( ∂∂ z) . . . Π1,L−1( ∂∂ z)
... . . .
...












where Πi j ∈Rp×q[δ ], i, j = 0, . . . ,L, are defined from (26)–(27).
Furthermore, the condition stated in Proposition 7 amounts to first-order representa-
tion with respect to only the time variable. Recall the definition of Π(ζ ,η ,δ), and
define
x ∶= ⎡⎢⎢⎢⎢⎢⎢⎣
Π00( ∂∂ z) . . . Π0,L−1( ∂∂ z)
... . . .
...









Proposition 8. Let R ∈Rp×q[ξ ,δ ], and define B as in (23). Let w1,w2 ∈ B, and
define correspondingly x1,x2 as in (29). Then
w1 ∼S0 w2⇐⇒ x1(0,z) = x2(0,z) for all z ∈R .
Thus, x contains all information necessary to determine whether two trajectories in B
admit the same continuation; for this reason we call x a state for B, and we call the
polynomial differential operator acting on w on the right of (29) a state map for the
system of linear PDEs.
Finally, the state x defined in (29) corresponds to a description of B involving first-
order (in time) equations in x, and zeroth-order (in time) equations in w. Observe
that from (26), for every w ∈ B and corresponding x defined by (29), and every test
function ϕ it holds that





Denoting with n the number of variables of the state x the above equation can be
rewritten as
[ ∂










⎞⎟⎟⎟⎠ = 0 .
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From the arbitrariness of ϕ we thus conclude that




⎤⎥⎥⎥⎥⎥⎥⎦w = 0 . (30)
It is a matter of straightforward verification to check that by eliminating x in (30),
the set of w-trajectories for which there exists x such that (30) holds is precisely
equal to the solutions of the PDEs R( ∂∂ t , ∂∂ z)w = 0; consequently we call (30) a state
representation of B.
3 From integration by parts to the definition of boundary vari-
ables
In the preceding section we considered linear partial differential equations on an
unbounded spatial domain z ∈ (−∞,∞). In many cases of interest the spatial domain
is bounded, and there is an essential role to be played by boundary variables. These
boundary variables are either prescribed, giving rise to partial differential equations
with boundary conditions, or are the variables through which the system interacts
with its environment, leading to boundary control systems. Note that in fact the
first case (boundary conditions) can be seen to be a special case of the second case
(interaction with the environment) in the sense that boundary conditions may be
interpreted as corresponding to interaction with a static environment (e.g., an ideal
constraint or a source system). In this section we will show how integration by
parts leads to a natural definition of boundary variables for systems of linear partial
differential equations.
Consider a set of linear partial differential equations as before, but now on a bounded






)w = 0 , z ∈ [a,b] (31)
We now perform the same integration by parts procedure as in the previous section,
however interchanging the t and z variable, and replacing the line t = 0 by the two
lines z = a and z = b. Dually to the situation considered in the previous section this
will correspond to the factorization
R(ξ ,−γ)−R(ξ ,ε) = (γ +ε)Σ(ξ ,γ,ε) , (32)
for some three-variable polynomial matrix Σ(ξ ,γ,ε) (i.e., we do the factorization
with respect to the indeterminate δ corresponding to the spatial variable z). As before
in the case of factorization with respect to ξ we thus obtain
Σ(ξ ,γ,ε) = [Ip . . . IpγN−1]⎡⎢⎢⎢⎢⎢⎢⎣
Σ00(ξ) . . . Σ0,N−1(ξ)
... . . .
...
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where Σi j( ∂∂ t ) ∈Rp×q[ ∂∂ t ] equal the matrix differential operators obtained in integra-
tion by parts with respect to the spatial variable z.
Then define the vectors w∂ (a)(t),w∂ (b)(t) (functions of time t) as
w∂ (a)(t) ∶=
⎡⎢⎢⎢⎢⎢⎢⎣
Σ00( ∂∂ t ) . . . Σ0,N−1( ∂∂ t )
... . . .
...











Σ00( ∂∂ t ) . . . Σ0,N−1( ∂∂ t )
... . . .
...










We claim that the variables w∂ (a),w∂ (b) qualify as a natural set of boundary vari-
ables. Indeed, they provide just enough information to extend a solution on the spatial
domain [a,b] to a weak solution of the same set of partial differential equations on
a larger spatial domain [c,d], with c ≤ a,b ≤ d. Indeed, as in the previous section
for the case of the computation of the state at t = 0, the vector w∂ (a) provides just
enough information to extend a solution w(t,z) to a weak solution for values of the
spatial variable z to the left of a; while the same holds for w∂ (b) with regard to
extension of the solution to a weak solution for values of z to the right of b.
Example 9. Consider a system of linear conservation laws
∂w1
∂ t












for a quadratic Hamiltonian density
H(w1,w2) = 12 [w1 w2]Q[w1w2]
with Q a symmetric 2× 2 matrix, on a spatial domain z ∈ [a,b]. Note that many
physical systems, including the telegrapher’s equations of the dynamics of an ideal
(lossless) transmission line and the equations of a linear vibrating string, are of this
form, with ∫ ba H(w1,w2)dz denoting the total energy stored in the system, see [12].
Computing the boundary vectors w∂ (a),w∂ (b) amounts to
















These are exactly the boundary variables as defined in [12] based on physical con-
siderations. For example, in the case of the telegrapher’s equations, the variables
w1,w2 will be the charge, respectively, flux density, while the boundary vectors
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w∂ (a),w∂ (b) will be the vector of current and voltage at z = a, respectively z = b.
Clearly, these are the natural boundary variables.
Similarly, in the case of a vibrating string the vector of boundary variables at z = a,b
will consist of the velocity and force at these boundary points.
4 Conclusions and outlook
Although we have restricted ourselves in this paper to PDEs involving a single spatial
variable z the construction of state maps given immediately extends to systems of











)w = 0 . (35)
Indeed, by factorizing
R(−ζ ,δ1,⋯,δk)−R(η ,δ1,⋯,δk) = (ζ +η)Π(ζ ,η ,δ1,⋯,δk) , (36)
the polynomial matrix Π(ζ ,η ,δ1,⋯,δk), written out as
Π(ζ ,η ,δ1,⋯,δk) =
[Ip . . . Ipζ L−1]⎡⎢⎢⎢⎢⎢⎢⎣
Π00(δ1,⋯,δk) . . . Π0,L−1(δ1,⋯,δk)
... . . .
...








defines the state map
x ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Π00( ∂∂ z1 ,⋯, ∂∂ zk ) . . . Π0,L−1( ∂∂ z1 ,⋯, ∂∂ zk )
... . . .
...









In a similar fashion the construction of boundary variables can be extended to higher-
dimensional spatial domains.
A very much challenging avenue for further research concerns the extension of the
ideas put forward in this paper to nonlinear higher-order ordinary or partial differen-
tial equations. Some initial ideas for doing this, based on considering the variational
(i.e., linearized) systems, have been proposed in [11], also drawing inspiration from
some results in [2].
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Abstract. A class of multi-mode multi-dimensional (M3D) systems is described
where the modes may have dynamics of different dimension. It is assumed that the
timing of the switches is fully controllable. Pseudo-continuity (p) is introduced as a
desirable property from a modeling and control point of view: At the mode switchings
the state transitions are constrained to be such that at any sequential instantaneous
switching cycle starting at the mode of lowest dimension in this cycle and returning
to it does not change the state. A precise definition of state space is given (a sheaf),
and canonical forms are derived for pM3D systems. In addition we consider the
class of auto-hybrid systems (i.e., systems where the state transitions are triggered by
conditions on partial states) for which the switching maps are governed by certain
conservation principles (of linear and quadratic forms). It is shown that canonical
forms of the above form exist if certain additional symmetries hold.
1 Introduction
After being introduced by Witsenhausen [12] and perhaps revitalized by Brockett
[2], hybrid systems of all types and forms have been described extensively. See for
instance [1, 4–6]. In a series of papers, [7, 8, 10] a class of switched systems was
introduced, where the different modes do not necessarily have the same dimension.
We called these systems multi-mode multi-dimensional (M3D) systems. LetΩ denote
the set of modes (also called locations in [6]). We shall assume that Ω is a countable
set, and label the modes by the integers 1 to N (if Ω is finite) and Z+ otherwise.
For modes with linear dynamics, x˙i = Aixi+biui; i ∈Ω, the xi is called the partial state
(of mode i) with dimxi = ni. The switches between the modes can be governed by
an external signal (control), in which case we call the system an exo-hybrid system
(also called time-controlled in [6]), or the transitions can be triggered by conditions
on the partial state in the mode (an auto-hybrid system or state-controlled in [6]).
We shall assume that for an exo-hybrid system, the timing of the mode switches
is completely free, but that if the system is in mode i, only the modes in a subset
Ωi ⊂Ω can be switched to. To complete the hybrid system description, we must also
specify the transitions (aka resets) of the partial state from one mode to the next.
With the obvious notation τ± referring to the infinitesimal time before or after the
mode switching time τ , we define for all j ∈Ωi the reset maps S ji ∶Rni →Rn j
x j(τ+) = S ji(xi(τ−)). (1)
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It follows that the pair (i,xi) characterizes the future behavior of the system, provided
the continuous controls, uk, timing of the switches and sequencing of the modes is
known.
In Section 2, we focus on the exo-pM3D systems, and derive a precise notion of their
structure, including the notion of a state space. This will set the stage for Section
3, where canonical forms are derived. A specific class of auto-pM3D systems is
discussed in Section 4. The structure implied by sequential switching (if multiple
switches can indeed occur) is discussed. Finally Section 5 gives an example of
systems restricted by conservation laws. For a linear mode, the set of all linear and
quadratic invariants is characterized. There, we also show that pseudo-continuity can
still be assumed if an additional symmetry is introduce (the exchange operator).
It is my pleasure and an honor to contribute this article to this Festschrift in honor
of Uwe Helmke on the occasion of his 60th birthday. I had the joy and the privilege
of collaborating with him in a study of the structure of periodic systems [3]. In this
work, discrete periodic systems were studied where the transition from state xk to
state xk+1 may involve different dimensions. In the present work our interest is to
explore such state transitions in a non-periodic setting.
2 Exo-pM3D systems
This section summarizes some of the results shown in [10], and proofs are omitted.
The idea of defining the state space as a sheaf is new.
2.1 Sheaf as state space
It is not directly clear how a state space should be defined for a M3D-system1. While
the pair (i,xi) defines a partial state in the i-th mode, this pair does not qualify as a
state of the hybrid system, for the reason that it has a varying dimension. The notion
of a state space should be an invariant construct, otherwise one cannot reasonably
talk about trajectories as paths in the state space. To embed these partial states in a
stationary structure, let Ω be equipped with the discrete topology (all subsets of Ω
are open sets). Assign to each nonempty subset, U = {q1,q2, . . . ,qν}, of Ω, where
q1 > q2 > . . . > qν , the set F(U) =Rnq1 ⊕⋯⊕Rnqν , where ni is the dimension of
the i-th mode. For each pair of open sets U and V with V = {qi1 ,qi2 , . . . ,qiµ} ⊂U ={q1, . . . ,qν}, define the restriction homomorphisms rUV ∶F(U)→F(V) by
rUV (xq1 , . . . ,xqν ) = (xqi1 , . . . ,xqiν ).
This defines F as a presheaf (see [11]) over the topological space Ω. In addition, for
every collection Ui of subsets of Ω with U = ∪Ui, the following properties hold:
(i) If x,y ∈F(U), and rUUi(x) = rUUi(y), then x = y.
(ii) If x(i) ∈ F(Ui) and for Ui ∩U j ≠ ∅, then rUiUi∩U j(x(i)) = rU jUi∩U j(x( j)) for all i,
then there exists x ∈F(U) such that rUUi(x) = x(i) for all i.
1This section corrects erroneous statements in [7–10].
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Properties (i) and (ii) make the presheaf F into a sheaf. Condition (i) expresses that
data defined on large open sets are uniquely determined locally (restriction), and (ii)
expresses that local data can be pieced together to give the global picture (overlaps).
Roughly speaking, a sheaf over a space Ω is a mapping F :{open sets in Ω}→
{algebraic objects}. The algebraic objects are here direct sum vector spaces. Clearly
this gives some kind of product structure for the state space. Note however that it is
not possible to characterize the state space as a fibre bundle since it cannot look the
same at any point of the base space Ω: A single fibre F to which the fibresRni over
qi in the base space Ω are homeomorphic does not exist in the multi-dimension case.
Represent the state by x = (q;x1,x2, . . . ,xN) ∈X =Ω×(Rn1 ⊕⋯⊕RnN ) equipped with
the equivalence: ∀i = 1, . . . ,N;q = i implies
(q;x1,⋯,xi−1,xi,xi+1⋯xN) ∼ (q;y1,⋯,yi−1,xi,yi+1⋯yN)
for all (y1, . . . ,yi−1,yi+1, . . . ,yN) ∈ (Rn1 ⊕⋯⊕Rni−1 ⊕Rni+1 ⊕⋯⊕RnN ). The equiva-
lence expresses he redundancy of the information from any past modes. For ease of
notation, we will continue to denote the above state by (i,xi), or even xi.
2.2 Pseudo-continuity of the partial state
In [10] we singled out the class of hybrid systems with the property that the state
cannot be altered by instantaneously switching through a set of modes and returning
to the original mode when none of these modes in the cycle have lower dimension
than the initial one. Note that switching from a given mode to a lower dimensional
one and back necessarily involves a loss of information. The rationale of this is that
there is no free ride (cost-free control) possible by instantaneous switching. This led
us to define the notion of pseudo-continuity, which was stated more generally:
Definition 1. The M3D exo-system is pseudo-continuous if for any sequence of
modes q(1)→ q(2)→⋯→ q(k) where q(i) ∈Ω, and which does does not contain
any discrete state (mode) with dimension less than the minimum of the dimension in
the initial and final mode, (min(nq(1),nq(k)), the autonomous transitions satisfy
Snq(k)nq(k−1) ○⋯○Snq(2)nq(1) = Snq(k)nq(1) . (2)
Costfree control via instantaneous switching only requires (2) for nq1 = nq2 . The set
of transition maps for a pseudo-continuous M3D system fails to generate a semigroup
under concatenation, but still inherits a nice structure. A complete study of the
structure of the dynamics involves first a discussion of the allowed mode transitions
(the “possible"), as well as the finer structure of the transitions. This finer structure
will be studied for linear reset maps: S ji(xi) = S jixi with S ji ∈Rn j×ni .
2.3 Isochronous structure of exo-qM3D systems
We studied the switching behavior of the exo-hybrid system in [10]. Borrowing from
the theory of Markov chains, a mode q1 is said to connect to mode q2 if a transition
from q1 to q2 is allowed (q2 ∈Ωq1 ). This led us to define a mode transition possibility
matrix, T . Its i j-entry is 1 if the mode transition from i ∈ Ω to j ∈ Ω is allowed,
and zero else. By introducing a Booleanization map, B ∶ (Z+)N×N → {0,1}N×N ,
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with (B(M))i j = 1−δMi j ,0, (δm0 is the Kronecker delta), and a possibility product,
A⊙B = B(AB), the k-transition possibility matrix T (k) is expressible as the power
T⊙k.
The isochronous switching behavior is the behavior induced by instantaneous sequen-
tial switching through several modes. It is characterized by the fine structure matrix,
S, a block matrix whose (i j)-block is the reset matrix Si j, for i ≠ j. Without loss of
generality, the diagonal blocks of S may be chosen as identity matrices (S j j was not
defined as a reset matrix).
The particular structure of S induced by the pseudo-continuity was investigated in
[10], where the following result is shown:
Theorem 2. Let Fp,q(R) denote the subset of Rp×q containing all matrices of full
rank. The fine structure matrix S of a pseudo-continuous M3D system is parameter-
ized by (G1,G2, . . . ,GN−1) ∈Fn1,n2(R)×. . .×FnN−1,nN (R), and (G1,G2, . . . ,GN−1) ∈
Fn2,n1(R)× . . .×FnN ,nN−1(R). The (i j)-th block is
Si j =GiGi+1⋯G j−1 for j > i (3)
Si j =Gi−1Gi−2⋯G j for j < i. (4)
but with GiGi = Ini+1 . (Note that by Sylvester’s rank theorem, the conditions GiGi =
Ini+1 already imply Gi ∈ Fni,ni+1(R) and Gi ∈ Fni+1,ni(R)).
Summary: The mode transition possibility rate matrix of a reducible pseudo-conti-




i = 1, . . . ,ν with∑νi=1 ki =N, and where 1k is the vector of dimension k with all entries
one. Each such block represents an irreducible component comprised of ki ≤ N
modes. The associated transition possibility matrix decomposes also as the direct
sum of ν irreducible ones with corresponding dimensions ki, i = 1 . . . ,ν . The fine
structure matrix blocks are generated by the elements Gi directly above the diagonal,
and elements Gi directly underneath, but constrained by GiGi = I.
3 Canonical forms
Each mode realization can be transformed under similarity, leaving the external
behavior invariant. Invoking a different base change in each stalk (mode) of an
irreducible set transforms the fine structure matrices. This can be exploited to obtain
canonical forms of the instantaneous mode change switching behavior of the system.
See [10] for the proof.
Theorem 3. The canonical fine structure transition matrix of an irreducible set of
modes in a pseudo-continuous M3D system is given by Figure 1, where the solid
diagonal lines have entries 1.
It should be noted that the canonical form for the pseudo-continuous M3D system
described in Theorem 3 is obtained by applying the similarity Ti to mode i (of
dimension ni). Even if ni+1 = ni, the similarity applied to the two modes will be
different in general. The pseudo-continuity is what makes this simple canonical form
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Figure 1: Canonical Form of the Fine Structure Matrix for a pM3D system.
of the fine structure matrix possible. It is completely determined by the (ordered)
stalk dimensions, ni, i = 1, . . . ,N, and contains no other free parameters. It follows
that for an irreducible mode set in canonical form, the mode transitions form a nested
set of either pure projections, [I,0], when mapping to lower dimensional fibers, or
pure embeddings, [I,0]⊺, into higher dimensional fibers.
Consider now an irreducible mode set, given in its canonical form (this is solely
parameterized by the (ordered) N-tuple of fibre dimensions, (n1 ≥ n2 ≥⋯ ≥ nN). Let
S
∗ be the canonical fine structure transition matrix. The group of all state space
transformations is G =G`n1(R)×G`n2(R)×⋯×G`nN (R). The stabilizer subgroup
(aka isotropy subgroup) of S∗ under the action of G is the subgroup of G that leaves
S
∗ invariant. It is easily verified that this stabilizer subgroup for the 2-tuple, (p≥q),





⎤⎥⎥⎥⎥⎥⎦ , T ∈G`q(R), Tc ∈G`p−q(R).
There are therefore q2 + (p−q)2 degrees of freedom, q2 for the low dimensional
fibre, and (p−q)2 for the high dimensional fibre. This freedom can be exploited to
constrain the structural matrices of the continuous time dynamics on each fibre. For
instance, the general bi-modal pseudo continuous M3D system with fibre dimensions(2,1) has the canonical input-to-state canonical forms
(([ a11 a12a21 a22 ] ,[ b1 ]) ,(a1,1)) ,(([ a11 a12a21 a22 ] ,[ b0 ]) ,(a1,1)) ,
(with the a and b free parameters) if mode 2 is reachable; and if not,
(([ a11 a12a21 a22 ] ,[ β1β2 ] ,(a1,0))) ,
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with [β1,β2] ∈ {[1,1],[1,0],[0,1],[0,0]}. The latter case is excluded for sure if the
overall bi-modal system is reachable. In general, elements of the stabilizer group
of S∗ have a block diagonal structure, consistent with the partitioning of S∗. It is
readily verified that the previous discussion extends to
Gstab(n1≥n2≥⋯≥nN) =G`nN (R)×G`nN−1−nN (R)×⋯×G`n1−n2(R),




Many of the ideas of exo-hybrid systems carry over to the auto-hybrid case. However
we make a distinction between between autonomous switching auto-hybrid systems,
where the mode switch is triggered by a state condition of the form h(xq) = 0, where
xq is the partial state in the stalk above the current mode q ∈ Ω, and autonomous
hybrid automata as described in [6, p. 9]. In the latter, the modes (called locations)
are determined by the location invariants. This class of systems can only be defined
for modes of the same dimension, as the location invariants partition the fixed state
space. Dichotomies of the form h(x) > 0 and h(x) < 0 are typical for bimodal systems.
The dynamics on h(x) = 0 is left unspecified, but sliding mode behavior on h(x) = 0
is possible if on either side of the separating manifold h(x) = 0 the vector fields point
towards the other region. Typically the transition matrices are then also the identity
matrix. Hence, h must have codimension one, while for autonomous switching
systems, this is not required. We also note that it is possible to bounce off the
manifold h(x) = 0 and resume the motion in the same half space but with different
dynamics. That, of course is impossible behavior for autonomous hybrid automata.
4.1 Mode insertion
The remainder part of the section will focus on autonomous switching systems.
Consider first a scalar system without external input, given by the dynamics x˙1 = x1
for mode (1), and x˙2 = −x2 for mode (2). Let the trigger for both modes be given by
h(x) ≡ x−1 = 0. Clearly, when the partial state in mode (1) hits x = 1, which only
happens for an initial state in the interval (0,1), then the dynamics switch to x˙ = −x.
However the initial state for this mode is x = 1, and hence this directly prescribes
another switch, and so ad infinitum. The problem is not well-posed. As a way out of
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Define two trigger conditions for this mode: The trigger for the transition from (0) to
(2) is the two-dimensional
h20(ξ ,η ,τ) ≡ [ τ −εη +1 ] = 0,
for some ε > 0. The trigger for the transition from (0) to (1) is
h10(ξ ,η ,τ) ≡ [ τ −εη −1 ] = 0.
Define the transitions S01x = [x,−x,0]⊺, S02x = [x,x,0]⊺, and Si0[ξ ,η ,τ]⊺ = ξ for
i = 1,2. Then for x0 ∈ (0,1), at time t1 = − logx0, the trigger state x = 1 is reached.
The mode switches to the inserted (transition) mode (0) with entrance state [1,−1,0],
The (0)-dynamics yields the exit state [1− ε,−1,ε], at which point h20 triggers
the transition to mode (2), with the entrance state x2 = 1− ε . Now the subsequent
dynamics evolves in mode (2), and this regardless how small we let ε > 0 be. Likewise,
if x = 1 is reached from an initial state x0 > 1 in mode (2), the condition h02(x) = 0
triggers a switch to mode (0) with entrance state [1,1,0]⊺. Dynamics in (0) yields
the exit state [1+ε,1,ε], where h10 triggers the subsequent switch to mode (1) with
entrance state 1+ ε . There are no further switches. A complete flow is shown in
Figure 2. Note that in this figure, mode (0) has been represented symbolically,
Figure 2: Flow of hybrid system.
and only the relevant part of the flow is shown. In the limit for ε → 0, only small
neighborhoods of two points, [1,±1,0]⊺, are needed. We note that the τ˙ = 1 is added
to the dynamics in mode (0) in order to keep a causal relation between the switchings.
On the other hand, the choice of the resets contains some arbitrariness. Had we
chosen S01x = [x,x,0]⊺, S02x = [x,−x,0]⊺, then fast oscillation about x = 1 with fast
mode switching (chattering). In the limit, this gives a “sliding mode" (in fact here
simply a dynamic equilibrium, x = 1. Hence mode (0) may be identified with a single
point (zero-dimensional mode). The flow is shown in Figure 3 on the next page. The
basin of attraction of the equilibrium x = 1 is ((1)×(0,1))∪((2)×(1,∞)). Perhaps
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more important is the fact that here the solution is uniquely defined for the partial
state initial condition, x = 1, in either mode. The combined transition matrices are
S20S01 = S10S02 = 1, and although neither S12 nor S21 are defined in this case, this
property has the allure of pseudo-continuity. Which model should be used depends
on the context, which is not given in the original hybrid description.
Figure 3: Flow of hybrid system with 0-dimensional mode.
More generally, let for all i ∈Ω, the trigger conditions h ji and the state transitions
matrices S ji be given for all j ∈Ωi. Assume in addition that the realizations (Ai,Bi)
in each mode are reachable. Then the reachability condition for the switched system
is governed by the switching structure, i.e. the interplay of the h ji and the S ji for
all pairs (i, j) ∈ Ω2 where these are defined. If for i ∈ Ω, and j ∈ Ωi it holds that
the condition h ji(xi) = 0 implies for all k ∈Ω j that hk j(S jixi) ≠ 0, then a jump from
mode (i) to mode (j) cannot be followed instantaneously by another jump. Hence
if the above condition holds for all (i) ∈Ω, all jumps must be isolated in time. The
switched system is then asynchro-sequential. On the other hand, if for some xi it
holds that h j1i(xi) = 0, h j2 j1(S j1ixi) = 0, . . . , h jk, jk−1(S jk−1, jk−2⋯S j2, j1S j1,ixi) = 0, then
an instantaneous path (i, j1, j2, . . . , jk) through Ω is possible, and in fact mandatory
for initial partial state xi. The system is synchro-sequential. Moreover if for all `,
h`, jk(S jk, jk−1⋯S j2, j1S j1,ixi) ≠ 0, then this path of k instantaneous consecutive switches
cannot be extended further. This allows the reduction of the switching behavior of
the system as follows. If the state (i,xi) leads after its maximal number, k > 1, of
instantaneous but consecutive switches to (`,x`), then erase all intermediate modes
and consider only the one step transition from (i,xi) to (`,x`). Obviously the trigger
condition for this transition is the union of the conditions h j1i = 0, h j2 j1 ○S j1i = 0, . . .,
while the entrance state in mode ` is S`×⋯S×ixi. Hence we define the latter as S`ixi.
4.2 Well posed hybrid systems
The conditions h ji(xi) = 0,S jixi = x j,hki(xi) = 0,Ski(xi) = xk imply resets to two dif-
ferent states from the same state, hence nonuniqueness of the solution. Likewise,
h ji(xi) = 0,S jixi = x j,hi j(x j) = 0,Si j(x j) = xi lead to an impasse as illustrated above.
The auto-hybrid system is said to be well-posed if its solutions are unique and no
deadlocks occur.
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4.2.1 Graph representation
The synchro-sequential switching structure of the switching circuit with linear reset
maps is determined by the set of possible instantaneous jumps between modes, and
can be represented by a digraph. Let Ω be the (discrete) set of modes, and let X(q) =F(q) denote the partial state-space for mode q. Define Σ ji = {xi ∈Ω ∣h ji(xi) = 0}, i.e.,
the trigger set for jumps from mode (i) to mode ( j). Let Ωi be the set of modes that
are accessible (via the resets) from mode (i). Let also Σi = ∪ j∈ΩiΣ ji, be the set of all
exit points of X(i). The allowed instantaneous transition from xi ∈ X(i) to x j ∈ X( j)
will be represented by a directed edge: xi, an exit point for X(i) is the initial point
of the directed edge, characterized by h ji(xi) = 0, and x j, the entrance point in X( j),
characterized by x j = S jixi, is the final point of the directed edge. A final edge is called
terminal for the digraph, if it is not the initial point of another edge, (equivalently, its
outdegree is 0).
Note that a digraph with vertices {xi,x j} and edges {(xi,x j),(x j,xi)} implies an
impasse. The system switches infinitely fast between the two states. Time does not
even advance in the ideal case. While the previous discussion showed a way out of this,
but not without a certain ambiguity, we shall preclude such cases. The digraph with
vertices {xi,x j,xk} and edges {(xi,x j),(xi,xk)} with x j ≠ x′k both terminal, implies
nonuniqueness of the solution. We call the auto-hybrid system system well-posed if
there are no deadlocks and solutions are uniquely defined. In contrast, the digraph
with vertices {xi,x′ix j,x′j} and edges {(xi,x j),(x′j,x′i)} with xi ≠ x′i and x j ≠ x′j. poses
no problem as long as xi and x′i are separated and x j and x′j are too. Separation of
xi and x′i implies that a transit from xi to x′i must involve a nonzero lapse of time.
The digraph with vertices {xi,x′i ,x j} and edges {(xi,x j),(x j,x′i)} with xi ≠ x′i , is not
pseudo-continuous, as an instantaneous transition from xi to x′i without any other
control would exist.
4.2.2 Sequential switching
The digraph associated with vertices {xi,x j,xk} and edges {(xi,x j),(x j,xk)} means{hi j(xi) = 0,x j = S jixi} together with {hk j(x j) = 0,Sk j(x j) = xk}, which implies
xk = Sk jS jixi. In turn this implies the edge (xi,xk). and thus a reset to mode (k),
with trigger condition the combined {h ji(xi) = 0,hk j(S jixi) = 0} ≡ hki(xi) = 0. Since
a reset from xi to mode (k) must already be accounted for in the complete descrip-
tion, pseudo-continuity requires that But Skixi = Sk jS jixi. Unlike the exo-hybrid
system case, this does not imply that Ski = Sk jS ji. It needs only to hold on the set{xi ∈ Σ ji ∣S jixi ∈ Σk j}. The description is then completed with the given edge (x j,xk).
More generally, the sequential structure represented by the digraph with vertices
V = {xi,xk1 ,xk2 , . . . ,xkm ,x j} and edges E = {(xi,xk1), . . . ,(xkm−1 ,xkm),(xkm ,x j)} is re-
ducible to the digraph as shown in Figure 4 on the next page, with the same vertex
set, V , and edges Er = {(xi,x j), . . . ,(xkm−1 ,x j),(xkm ,x j)}.
While two edges with the same initial vertex but different final vertices implies
nonuniqueness if the final vertices are terminal, the case of distinct paths (xi,xi1), . . . ,(xim ,x j) and (xi,x j1 , . . . ,x jn ,x j) is allowed. In view of the previous reduction, it is
equivalent to the digraph with the same vertices, and edges {(xi,x j),(xi1 ,x j), . . . ,(xim ,
x j),(x j1 ,x j), . . . ,(x jn ,x j)}. This can be lifted to the sets Σ ji. If Σ ji∩Σki ≠∅, then Σ ji
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Figure 4: Reduction of the sequential switching digraph.
and Σki can be partitioned (superscript c denoting complementation) in Σ′ji = Σ ji∖Σcki,
Σ ji∩Σki, and Σ′ki = Σki∖Σcji. Well-posedness (uniqueness) requires then the existence
of a set of modes (α), none equal to (i),( j),or (k), such that ⋃α Σ`α i = Σ ji∩Σki with
paths with digraph containing the partial graphs {(Σ′ji,S jiΣ′ji),(Σ′ki,SkiΣ′ki),⋃α(Σ`α ,i,
S`α iΣ`α ,i)}.
Assuming that the smooth dynamics in each mode is completely reachable, the
reachability properties of the auto-hybrid system are determined by the collection
of sets Σ ji (nullsets of the maps h ji). In particular Σ ji may be a proper union of
connected components, and have components of different dimension. Obviously,
partial states in Σi are themselves not reachable by the smooth dynamics in the mode
(as that cannot be maintained). Let Σ(k)ji be a connected component of Σ ji, then this
set is separating if X(i)∖Σ(k)ji is not connected. Obviously, in this case the separated
parts of X(i) cannot be reached from each other by the dynamics in the mode (i) only.
Reachability implies a path, necessarily involving smooth dynamics, passing through
different modes. If no smooth dynamics were involved, pseudo-continuity would be
violated. It may be advantageous to consider each separated components in mode (i)
as a set of individual modes. Hence the stalk F({i}) degenerates into the multistalk⋃αF(iα), with each F(iα)∖Σi connected.
5 Impact systems
Consider the simple example of the elastic collision of two point masses. let’s assume
that the masses are equal. Then the total momentum before collision at time t,
p =mr˙1(t−)+mr˙2(t−)




and thus after collision we have similar expressions, with t− replaced by t+. There








The first is physically impossible as the two particles should pass through each other.
This leaves only the second possibility, which means that the particles have exchanged
their momentum.
This example illustrates a natural mode switching system, where the two modes have
identical dynamics, but the state of the entire system jumps as state variables between
the subsystems are exchanged.
This leads us to pose a general problem for a composite system where the individual
parts all have dynamics of the same form, say
x˙i = f (xi;θi), i = 1, . . . ,N (5)
where x ∈ X , the state space, and θi is a parameter vector characterizing the i-th
subsystem. In the above example, θi would be the mass of the i-th particle.
Let us assume that the trigger for the switching event between subsystems i and j is
given by the submanifold
h(xi) = h(x j), (6)
with h ∶ X →Rr, the trigger-function, and that the effect of the switch (occurring at
time t) is the exchange
[ xi(t+)x j(t+) ] = [ S1(θi,θ j) S2(θi,θ j)S2(θ j,θi) S1(θ j,θi) ][ xi(t−)x j(t−) ] (7)
for some interaction matrices S1(θi,θ j) and S2(θi,θ j). We assume that the states xk,
(k /∈ {i, j}) of the noninteracting subsystems remain the same during the i j interaction.
That way, it suffices to consider only systems consisting of two interacting subsystems.
We shall further assume that the trigger condition remains satisfied immediately after
the interaction, thus perhaps enabling multiple sequential interactions.
h(x−i ) = h(x−j )⇒ h(x+i ) = h(x+j ). (8)
For the example at the introduction, each particle is characterized by its mass (θi =mi),
and elementary physics tells us that for the one dimensional motion, the elastic
collision equations give S1(θi,θ j) = mi−m jmi+m j , while S2(θi,θ j) = 2m jmi+m j . We note that
while S1 relates the velocity of the same particle before and after collision, it still
depends on the parameters of both interacting particles. The trigger condition is
xi = x j.
To simplify notation, the parameter arguments will be omitted, and we introduce
the exchange operator (resulting in a permutation of the arguments) σ for (θi,θ j)→(θ j,θi). This implies a product rule for functions of the parameters: ( f g)σ =
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Thus the matrix S in (7) is
S = [ S1 S2S2σ S1σ ] ,
and note that Sσ = JSJ, where
J = [ 0 II 0 ] .
Analogous to the momentum and energy equations, assume that the dynamics is such
that for each subsystem the vector V(xi(t);θi) is constant along the noninteracting
trajectories, and that these vectors are additive in the sense that during every interac-
tion∑Ni=1V(xi(t);θi) is conserved. This requirement restricts the interaction matrices
S1 and S2. Thus
V(xi,θi)+V(x j,θ j)=V(S1(θi,θ j)xi+S2(θi,θ j)x j,θi)+V(S2(θ j,θi)xi+S1(θ j,θi)x j,θ j), (9)
Finally, since V(x,θ) represents constants of the (autonomous) motion, we have
∂V
∂x
(x;θ) f (x;θ) = 0. (10)
5.1 Linear-quadratic invariants
Let us now turn to a system mode with linear dynamics, x˙ = Ax in the autonomous
case (u ≡ 0). Under some conditions the system will possess linear and quadratic
invariants, by which we mean that for some matrices P ∈Rp×n for some p < n and
Q = Q⊺ ∈Rn×n the linear and quadratic forms L(x) = P⊺x and K(x) = x⊺Qx will be
constants of the motion.
Invariance of the dynamics (10) imposes for a linear mode, x˙ = Ax, the restrictions
PT A = 0, and AT Q+QA = 0. Clearly, If A has full rank, no linear invariants of the
motion can exist, and if no two eigenvalues of A add to zero, no quadratic invariant
can exist. For the existence of a quadratic invariant, it is not necessary that A is
singular.
The following is an obvious result in invariant subspaces:
Theorem 4. The n-dimensional system mode x˙ = Ax possesses p independent linear
invariants of the motion if rankA = n− p.
To get a characterization of existence of quadratic invariants, we need to find all
solutions Q =Q⊺ of A⊺Q+QA = 0, and note that these need not be definite. The first
step towards the solution follows from the existence of a similarity T ∈G`n(C) such
that TAT−1 has a block-diagonal form with Jordan blocks Jαi(λi) = λiIαi + Jαi(0).
Here αi is the size of the block, and the λi ∈ Spec(A) are the eigenvalues (possibly
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repeated) of A. The matrix Jm = Jm(0) has ones at its (i, i+1) entries for i= 1, . . . ,m−1
and zeros elsewhere. The effect of the similarity transformation is
J∗P+PJ = 0







consistently with the partitioning of the Jordan blocks. Noting that P∗ii = Pii and
P∗i j = Pji, we get for all (i, j)
J∗αi(λi)Pi j +Pi jJα j(λ j). (11)
The equation for the unknown blocks are effectively decoupled. Using Kronecker
product properties and the vectorizing operator, vec, which represents a matrix by its
columns stacked on top of each other, this becomes
[J∗αi(λi)⊗ In j + Ini ⊗J⊺α j(λ j)] vec(Pi j) = 0.
Finally, J∗αi(λi) = J⊺αi(λ i) yields
[J⊺αi(λ i)⊗ In j + Ini ⊗J⊺α j(λ j)] vec(Pi j) = 0.
Using the decomposition of the Jordan block, this gives
(λ i+λ j)Iαiα j +[J⊺αi ⊗ In j + Ini ⊗J⊺α j] vec(Pi j) = 0. (12)
The matrix in the square brackets has all its eigenvalues equal to zero. Hence if A
possesses eigenvalues such that λi+λ j = 0, then quadratic invariants will exists. If no
such pair of eigenvalues exist, no quadratic invariants can exist. Let us now study
Mαi,α j = [J⊺αi ⊗ In j + Ini ⊗J⊺α j] in more detail. Without loss of generality let αi ≥ α j
(use transposition in the other case). Partition the matrix in α2i blocks of size α j ×α j,
and each block has Jordan structure. Moreover all entries on the α j-th parallel above
the diagonal contains ones, as in the illustrated in the (3,2) case below.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
By performing alternating block row and block column operations (use block col 1
to reduce block col 2, reduce block row α j −1 with block row α j). This turns the
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second column into a zero column. Now repeat the procedure on the inner submatrix
containing (α j −2)2 blocks. Each step in this reduction produces an additional zero
column. There are two ways in which the procedure terminates depending on whether
α j is even or odd. In each case only zero columns and nonidentical columns of the
identity matrix result.
If α j is odd, say 2ν +1, then ν zero columns are created, and noting that the first
column was already a zero column, it follows that the big matrix has nullity ν +1.
Likewise, when α j is even, 2ν say, then it is seen that only ν −1 zero columns are
created and the nullity is ν . Combining, we get a concise formula (n(M) is the nullity
of M)
n(Mαi,α j) = ⌈α j2 ⌉+1.
This counts the number of linear independent solutions (or the number of degrees of
freedom in Pi j). However, when i = j there is an additional constraint: The solution
matrix Pii needs to be Hermitian. For this case, the number of degrees of freedom of
M(αi,αi) reduces to ⌊αi+1
2
⌋ .
This is perhaps easiest to see directly from Equation (11), which involves only a
single Jordan block.
Combining, we see that the number of degrees of freedom for P = P∗ for the solution
to
J∗P+PJ = 0







i< j (⌈min(αi,α j)2 ⌉+1) . (13)
For instance, if J = J4⊕J3 one finds ⌊(4+1)/2⌋+⌊(3+1)/2⌋+(⌈3/2⌉+1) = 2+2+3 =
7 degrees of freedom. On the other hand,J3⊕ J2⊕ J2 gives 10, and J3⊕ J2 gives 5
degrees of freedom. The structure of the matrix of the quadratic form follows directly
from the Kronecker structure of the blocks M(α1,α j). The index of the zero columns
resulting from the reduction determine the “free" elements in vecPi j. Since the other
columns are linearly independent, all with a single nonzero element (which is 1), the
corresponding solution for the component in vecPi j is zero. The degrees of freedom
are reduced for the diagonal blocks since they must be Hermitian.
Theorem 5. If all eigenvalues of A are at the origin, then the matrix Q possesses
d(A) degrees of freedom, where
d(A) = α(α −1)
2
+ α∑
i=1(⌊αi+12 ⌋+(α − i)⌈αi2 ⌉) , (14)
and α is the number of Jordan blocks defining the structure of A, and αi is the size of
the i-th block (thus, ∑αi=1αi = n.)
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Proof. As discussed above, a similarity can be found (complex in general) that
reduces A to J =Blockdiag(Jαi(0); i = 1 . . . ,α). We may also assume that the blocks
are ordered by size, αi ≤ α j if i < j. Then Equation (13) yields
d(J) =∑











i=1(⌊αi+12 ⌋+(α − i)(⌈αi2 ⌉+1))
The number of degrees of freedom is not changed by similarity, hence (14) follows.
We can now state the general result for the maximal invariant (invariant with the
largest number of free parameters)
Theorem 6. The system x˙ =Ax has a maximal quadratic invariant with d(A) degrees
of freedom given by




Proof. This follows directly in view of Equation 12. The terms (diagonal and off
diagonal) contribute to the degrees of freedom only if the diagonal block has a
eigenvalue 0, and the off diagonal (i j) block only contributes if λ i+λ j = 0.
Because of the linear character of the solution, Q, of A⊺Q+QA = 0, we can write
Q =∑d(A)i=1 q1Si, where the qi, i = 1, . . . ,d(A) are the free parameters, and the Si are the
structure matrices. The quadratic forms Vi(x) = 12 x⊺Six are the elementary quadratic
invariants. Note also that if L(x) is a linear invariant, then L(x)2 is obviously a
quadratic invariant, so that the elementary quadratic invariants and linear invariants





ω σ −σ ω−ω −σ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
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The elementary quadratic invariants are
V1(x) = x1x4+x2x4
V2(x) = x1x3−x2x4.
Theorem 6 implies that A may be brought by similarity (not uniquely) to a real block
triangular form
A→ [ H 0C N ] ,
where the decoupled block, H, corresponds to a Hamiltonian system with modes
satisfying λ i = λ j, i.e., the condition for existence of quadratic invariants. In contrast,
the block N contains the remaining modes The block C denotes the coupling between
these subsystems. Let the state vector in this realization be partitioned into x⊺ =[x⊺H ,x⊺N]. The dimension of xH is necessarily even. Then the block H may be
interpreted as the solution of an LQ problem.
Example 8. Let the H-block be
H = [ a −b2/q−p −a ] .
Then it is readily seen that H⊺P+PH = 0 is solved by
P = [ p a
a −b2/q ] .
However, if we consider the LQ-problem for the system x˙ = ax+bu, with performance
index 12 ∫ (px2+qu2)dt, then the stationarity condition is u = −bλ/q where λ is the
costate, satisfying the Euler-Lagrange equation λ˙ = −px−aλ . If we let x⊺H = [x,λ ],
and substitue the solution for u, then the resulting equations are precisely the above
Hamiltonian subsystem. The quadratic invariant is
1
2
[x,λ ][ p a
a −b2/q ][ xλ ] = 12(px2− b2q λ 2+2aλx) = 12(px2−qu2− 2qab ux).
This is precisely the stationary value of the Hamiltonian 12(px2+qu2)+λ(ax+bu)
of the optimally controlled system. Indeed since the dynamics and the cost rate do
not depend explicitly on time, it is well known that the Hamiltonian is a constant of
the motion.
5.2 Exchange operator
In what follows, we shall assume that we have an aggregate of N ≥ 2 subsystems, all
of the same linear form. Let A have a nontrivial null space, so that p linear and a
quadratic constant of the motion exist. Let a mode of the full system consist of N ≥ 2
copies of the subsystem x˙ = Ax. The state of the i-th copy will now be denoted by xi.
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Let the trigger condition be the linear form h⊺xi = h⊺x j, at which point the system
changes to another mode, but again consisting of the same number of subsystems. It
is easily shown that linear and quadratic invariants cannot coexist if the number of
subsystems changes from one mode to the other
Let thus V(x,θ) consists of the p linear forms P⊺(θ)x and of a quadratic form
x⊺Q(θ)x, think momenta and energy. We will assume that Q(θ) is symmetric and
positive semi-definite.
At the interaction we must have
Vlin = [P⊺,P⊺σ][ S1 S2S2σ S1σ ][ xix j ] = [P⊺,P⊺σ][ xix j ] ,
Vquad = [x⊺i ,x⊺j ][ S⊺1 S⊺2σS⊺2 S⊺1σ ][ Q Qσ ][ S1 S2S2σ S1σ ][ xix j ]
= [x⊺i ,x⊺j ][ Q Qσ ][ xix j ] ,
for all (xi,x j) ∈M, whereM = {(xi,x j) ∈ X2 ∣h(xi) = h(x j)}. These equations imply
P⊺S⊺1 +(P⊺S⊺2 )σ = P⊺ (16)
S⊺1 QS1+(S⊺2 QS2)σ =Q (17)
S⊺1 QS2+(S⊺2 QS1)σ = 0. (18)
We shall first solve the general (unstructured) problem, thus setting P,Q, and T for
[ PPσ ] , [ Q Qσ ] and [ S1 S2S2σ S1σ ] ,
respectively.
Problem 1: Determine RP,Q = {T ∈G`2n(R)∣P⊺T = P⊺,T⊺QT =Q}.
Solution: We first solve the problem of determining CQ = {T ∈G`2n(R)∣T⊺QT =Q}.
Let the eigen decomposition of Q be U⊺ΛU , where Λ ≥ 0 diagonal, and U ∈O2n(R).
Then
CQ = {T ∈G`2n(R)∣T⊺U⊺ΛUT =U⊺ΛU }= {T ∈G`2n(R)∣UT⊺U⊺ΛUTU⊺ =Λ}=UCΛU⊺.
The problem is now reduced to a simpler one. Let Λ1/2 ≥ 0 be the diagonal square
root of Λ.
CΛ = {T ∈G`2n(R)∣T⊺ΛT =Λ}= {T ∈G`2n(R)∣T⊺Λ1/2 =Λ1/2W, W ∈O2n(R)}=Λ−1/2O2n(R)Λ1/2.
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Then RP,Q = {T ∈UΛ−1/2O2n(R)Λ1/2U⊺ ∣T⊺P = P}=UΛ−1/2{W ∈O2n(R)∣UΛ1/2WΛ−1/2UP = P}Λ1/2U⊺=UΛ−1/2{W ∈O2n(R)∣WΛ−1/2UP =Λ−1/2UP}Λ1/2U⊺
At this point we go back to the specific symmetry in the matrices P and Q. Careful
consideration of the above preliminary transformations shows that generically both U
and Λ are blockdiagonal, where the lower block is the permutation symmetric (σ ) of
the upper block. This implies that P̂=Λ−1/2UP also has the same symmetric structure,
P̂⊺ = [Pˆ⊺, Pˆ⊺σ]. Let H⊺KG be a singular value decomposition (SVD) of Pˆ, i.e.,
H ∈On, G ∈Op and K a n× p diagonal matrix (full rank). then {W ∈O2n(R)∣WP̂= P̂}














] ∈O2(n−p)(R), and [ α βγ δ ] ∈O2(R).
This leaves (n− p)(2(n− p)+1)+1 degrees of freedom (Euler angles). Canonical
forms are obtained by a nice selection, ∣α ∣ = ∣β ∣ = ∣γ ∣ = ∣δ ∣ forming an improper
rotation and of the submatrix Wˆ , for instance enforcing Wˆ22 = Wˆ11σ , and Wˆ21 = Wˆ12σ .
If, in addition, the transformation S is such that two successive transformations return
the original state, then S2 = I, and in partitioned form this leads to
S21 +S2(S2σ) = I (19)
S1S2+S2(S1σ) = 0. (20)
5.3 Insertion of intermediate modes
Reconsider now the collision of two freely moving masses in one dimension. Let the
masses be m1 and m2. Conservation of momentum and kinetic energy dictates that
right after the impact the momenta will be (i ≠ j)
p′i = mi−m jmi+m j pi+ 2m jmi+m j p j def= S1(mi,m j)pi+S2(mi,m j)p j.
In terms of the state variables [xo, po,ω,δ ], where xo is the center of mass, po the
total momentum of the masses, δ = x1−x2, and ω = p1/m1− p2/m2, then the dynamics











0 1(m1+m2) 0 0
0 0 0 0
0 0 0 0
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The individual spatial coordinates are read out from this state as
[ x1x2 ] = [ 1 0 0 − m2m1+m21 0 0 m1m1+m2 ] . (22)
The trigger is δ = 0 at which instant the 4-dimensional state maps to the 3-dimension-
al mode with state [xo, po,ω]⊺ just before the collision. The transition to the post
collision gives [xo, po,−ω]⊺, and from there back to the 4-state [xo, po,ω,δ = 0]⊺.
The state therefore does not return to the original one before impact, and pseudo-
continuity does not hold. But it does not need to, if the post collision mode is
considered as a new mode, different from the pre-collision one. But another option
exists: If we let the post-collision 3-dimensional mode correspond to the system with
the identities of the subsystems (including their masses) permuted (i.e., a symmetry
involving the exchange operator) σ ∶ (m1,m2)→ (m2,m1), then the full transition
from the 4-system before and after collision is given by
[ I3 00 1 ] .
The (4,4) entry is actually immaterial because of the trigger condition. Moreover
the dynamics in this mode is the same as in the original 4-th order mode. Expressed
another way: If the total momentum is P and the total kinetic energy V , with P2 <
2(m1+m2)V , then there are exactly two solutions to the momenta of the individual
particles (Intersection of the line p1+ p2 = P with the ellipse p212m1 + p222m2 =V .) One of
these two solutions (say pi is associated with mass mi) corresponds to the momentum
before the collision, the other (p′i) with the momentum of the same mass after the
collision. However, if at the collision the masses are permuted, then the system
labeled “1" has mass m2 and therefore its momentum p′′1 = p′2. See Figure 5. The
Figure 5: Two viewpoints: Left: the usual; right: permutation of masses.
use of the exchange operator in multi-particle quantum theory is standard. Unlike
classical mechanics where a particle may be identified by its trajectory, this is not
possible in quantum theory. Particles have no identifiable attributes once they are
represented by overlapping wave functions. The solid line corresponds to subsystem
labeled “1": No mass permutation on the left, permutation on the right.
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6 Conclusions
We made an excursion into some aspects of hybrid systems, both for externally and
autonomously controlled switching. But we were primarily interested in doing so for
the case where the modes of the system may have different dimensions. The notion of
pseudo-continuity was introduced as a means to avoid the nonphysical situation where
the state could be altered simply by fast switching through a mode cycle. Critique
was given that an interesting class of systems, the one modeling collisions, does not
satisfy this property. Here we have shown that pseudo-continuity may be restored
in several ways: First we can use a degenerate representation, where one mode
splits into several modes. For instance two consecutive impacts for systems moving
in a ring, indeed return to the original state. Alternatively, the exchange operator,
albeit somewhat far-fetched in the classical case, may be introduced to restore the
pseudo-continuity. But perhaps more interestingly, we have given what we believe
to be a reasonable definition of what the concept of state space (and trajectory) for
such a multi-mode multi-dimensional system may be: a sheaf. We have also shown
some results (proved elsewhere) on the canonical structure of externally switched
systems (exo-hybrid systems), and looked at similar aspects for the autonomous
switching systems, with switches triggered by the partial states in the modes. We
also characterized the quadratic invariants a system may have.
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Abstract. We show that the principal subspace flow introduced by Oja and the minor
subspace flow introduced by Manton, Helmke and Mareels are Legendre duals, and
give an application of the duality approach that is related to MacMahon’s Master
Theorem.
1 Introduction
Various algorithms for principal component and principal subspace analysis have
been proposed based on the ordinary differential equation (ODE) method [1, 4].
Similarly, minor component and minor subspace analysis have also been studied.
An example of a principal component flow for a time-constant and positive definite
symmetric matrix A ∈Rn×n is
X ′ = AXB−XBX⊺AX , (1)
where X ′ denotes the derivative of X = X(t) ∈Rn×k (k ≤ n) with respect to time t,
the subscript ⊺ denotes the matrix transpose, and B ∈Rk×k is a time-constant and
diagonal matrix with distinct positive eigenvalues. This flow was introduced and
partially studied in [7, 8, 10]. In [11] it was shown that Equation (1) is given as a
negative gradient flow
X ′ = −gradFP(X), (2)
where the function FP is
FP(X) = − 12 tr(A2XB2X⊺)+ 14 tr{(AXBX⊺)2} (3)
with the Riemannian metric g⟨Ω1,Ω2⟩g = tr(AΩ1BΩ2⊺) (4)
for any tangent vectorsΩ1,Ω2 ∈ TXRn×k ≅Rn×k. See [11] for the details. An example
of a minor component flow for a time-constant and symmetric matrix C ∈Rn×n is
Z′ = −CZB+µZ(B−Z⊺Z), (5)
where Z = Z(t) ∈Rn×k, and B ∈Rk×k is a time-constant and diagonal matrix with
distinct positive eigenvalues. Equation (5) was introduced and analyzed in [6] for
appropriate choices of the constant µ ∈R and B ∈Rk×k, respectively. In [6] it was
also shown that the negative gradient flow of the cost function
FM(Z) = 12 tr(CZBZ⊺)+ µ4 tr{(B−Z⊺Z)2} (6)
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with respect to the Euclidean metric is given by Equation (5). Moreover, it was shown
in [6] that the coordinate transformation
Z = µ− 12 A 12 XB 12 with A = µI−C (7)
converts the principal component flow (1) into the minor component flow (5) for
a sufficiently large µ satisfying 0 < µ and 0 < µI −C, where I denotes the identity
matrix. In [2, Problem 3.9.], a conjecture was stated as follows:
Conjecture 1. If a principal subspace flow is a gradient flow for a cost function f ,
then the corresponding dual minor subspace flow is a gradient flow for the Legendre
dual cost function f ∗ of f .
However, the transformation (7) is not given as the Legendre transformation. The
purpose of this article is two-fold: first to show the Legendre duality between the
functions (3) and (6) in the case where B = I; second to give an application of
the duality theory that is related to MacMahon’s Master Theorem in combinatory
analysis.
I remember my fruitful stay at Würzburg university, where I did my postdoctoral
research with Professor Uwe Helmke and his colleagues from 2000 to 2002. Through-
out this stay, I learned about his philosophy and approach to optimization and dy-
namical systems, and I would like to take this opportunity to dedicate this article to
Professor Uwe Helmke on the occasion of his 60th birthday.
2 The general concept of Legendre duality
In order to understand the duality between minor and principal component flows, this
section introduces the Legendre transformation and basic duality concepts [9].
2.1 The Legendre transformation
Let V and V∗ be two real vector spaces, and let ⟨⋅, ⋅⟩ be a non degenerate bilinear
form on the Cartesian product V ×V∗. Let F be a C∞ real valued function defined
on some subset of V , then the Legendre transformation is defined by
F∗(Z) = {⟨X ,Z⟩−F(X)∣∂X F(X) = Z}, (8)
where the derivative ∂X F denotes ∂F∂X with respect to the non degenerate bilinear
form, and, in general, F∗ is a multivalued map from some subset of V∗ toR. If F is
convex, then the function X ↦ ⟨Z,X⟩−F(X) is concave, and the gradient equation





where F∗ is a real valued function defined on some subset of V∗. The following
observation is used in this and the next sections, and so we designate it a proposition.
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Proposition 2. Let F be a C∞ convex function, and let F∗ be its Legendre transfor-
mation. Defining
D(F(X),F∗(Z)) = F(X)+F∗(Z)− ⟨X ,Z⟩, (10)
then
0 ≤D(F(X),F∗(Z)) (11)
for any X ∈Dom(F) and Z ∈Dom(F∗) , where Dom(F) denotes the domain of the
function F. Equality in (11) holds if and only if Z = ∂X F(X).
The quantity D(⋅, ⋅) is usually called relative entropy, or Bregman divergence, but is
also sometimes known under other names.
2.2 The duality between the subspace flows
The cost functions (3) and (6) are not convex, so, in general, the gradient equation
Z = ∂X F(X) can not be solved uniquely in X ∈Rn×k. This means that, in general, there
is no explicit expression for the dual cost function in the dual variable Z. However,
changing a Riemannian metric suitably, there is a possibility to solve the gradient
equation in X.
Let FM be the cost function (6) with B = I. For notational convenience, we write this
function also as F0M .
Theorem 3. Defining the Riemannian metric g2 by⟨Ω1,Ω2⟩g2 = tr[{(C−µI)+ZZ⊺}Ω1Ω⊺2 ] (12)
and the domain of F0M by
Dom(F0M) = {Z ∈Rn×k∣0 < (C−µI)+ZZ⊺}, (13)
then we have
(i) The Legendre dual function to F0M is
(F0M)∗(X) = −12 tr(AXX⊺)+ 3µ4 tr{(XX⊺)2}− µk4 , (14)
where A ∈Rn×k is defined by A = µI−C, and
Dom(F0M)∗ = {X ∈Rn×k∣0 < XX⊺−A}
with 0 < A.
(ii) By Xˆ = (3µ) 12 A− 12 X, the dual function (14) is changed to
(Fˆ0M)∗(Xˆ) = −12 tr(A˜2Xˆ Xˆ⊺)+ 14 tr{(A˜Xˆ Xˆ⊺)2}− µk4 , (15)
which is defined on
Dom(Fˆ0M)∗ = {Xˆ ∈Rn×k∣0 < Xˆ Xˆ⊺−3µI} . (16)
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The gradient flow of (15) is the principal subspace flow for A˜;
Xˆ ′ = (I− Xˆ Xˆ⊺)A˜Xˆ
with respect to the Riemannian metric g3;
⟨Ω1,Ω2⟩g3 = tr(A˜Ω1Ω⊺2 ), (17)
where A˜ = (3µ)− 12 A.
Proof. (i) The gradient of F0M with respect to the Riemannian metric (12) is
gradF0M(Z) = {(C−µI)+ZZ⊺}−1{CZ−µZ(I−Z⊺Z)}= Z. (18)
Since the dual cost function (F0M)∗ is given as(F0M)∗(X) = ⟨Z,X⟩g2 −F0M(Z), (19)
and substituting Z = X into (19), we obtain
(F0M)∗(X) = −12 tr(AXX⊺)+ 3µ4 tr{(XX⊺)2}− µk4 .
(ii) By Z˜ = (3µ) 14 X , the dual function (15) is changed to
(F˜0M)∗(X˜) = −12(A˜X˜ X˜⊺)+ 14 tr{(X˜X˜⊺)2}− µk4 , (20)
where A˜ = (3µ)− 12 A. By Xˆ = A˜− 12 X˜ , the function (20) is changed to (15). Thus, we
obtain the result.
2.3 Duality for an Oja like flow
In [5], the basic convergence properties of the flow
X ′ = AX −XX⊺X , X = X(t) ∈Rn×k (21)
were investigated for a time-constant and symmetric matrix A. If A is positive definite,
then by X˜ = A− 12 X , the flow (21) is equivalent to the Oja flow ( Equation (1) with
B = I) ,
X˜ ′ = AX˜ − X˜ X˜⊺AX˜ .
So we call (21) an Oja like flow.
Proposition 4. For a time-constant and positive definite symmetric matrix A ∈Rn×n,
define
F˜P(X) = − logdet(A−XX⊺) (22)
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with
Dom(F˜P) = {X ∈Rn×k∣0 < det(A−XX⊺)}. (23)
Then the negative gradient flow with respect to the Riemannian metric g˜1⟨Ω1,Ω2⟩g˜1 = 2tr{(A−XX⊺)−2Ω1Ω⊺2} (24)
for Ω1,Ω2 ∈ TX Dom(F˜P) ≅Rn×k is the Oja like flow (21).
Proof. The directional derivative of F˜P(X) in the direction Ω ∈Rn×k is calculated to
be DF˜P(X)(Ω) = 2tr{(A−XX⊺)−1XΩ⊺), from which we obtain the result.
Here, we give the dual cost function to F˜P.
Proposition 5. The Legendre dual cost function F˜∗P to the function (22) is
F˜∗P (Z) = 2tr(ZZ⊺)− logdet(I+ZZ⊺)+ log(detA) (25)
with respect to the Riemannian metric g˜2;
⟨Ω1,Ω2⟩g˜2 = 2tr{(A−XX⊺)− 12Ω1Ω⊺2} (26)
for Ωi ∈ TZDom(F˜P) ≅Rn×k. The domain of F˜∗P is {Z ∈Rn×k}.
Proof. The directional derivative of F˜P in the direction Ω ∈Rn×k is calculated to beDF(X)Ω = 2tr{(A−XX⊺)−1XΩ⊺}. (27)
Hence, we obtain the gradient;
gradF˜P(X) = (A−XX⊺)− 12 X
with respect to the Riemannian metric (26). Defining Z = (A−XX⊺)− 12 X , we solve
this in X as follows.
From
ZZ⊺ = (A−XX⊺)− 12 XX⊺(A−XX⊺)− 12= (A−XX⊺)− 12 A(A−XX⊺)− 12 − I,
we get
(A−XX⊺)− 12 = A− 12 {A 12 (ZZ⊺+ I)A 12 } 12 A− 12 . (28)
Substituting Equation (28) into Z = (A−XX⊺)− 12 X , we have
X = A 12 {A 12 (ZZ⊺+ I)A 12 }− 12 A 12 Z. (29)
Furthermore, substituting (28) and (29) into the equation;
F˜∗P (Z) = ⟨X ,Z⟩g˜2 − F˜P(X), (30)
we have the Legendre dual cost function (25).
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The equilibrium point of the dual gradient flow of (22) is given by
Z′ = gradF˜∗P (Z)⇔ Z′ = Z+2ZZ⊺Z (31)
with respect to the Riemannian metric g˜3;⟨Ω1,Ω2⟩g˜3 = 2tr{(I+ZZ⊺)−1Ω1Ω⊺2} (32)
for Ωi ∈ TXRn×k ≅Rn×k. Thus, we easily see that the equilibrium point Z∞ of (31)
is 0. In order to characterize the relation between the equilibrium points of (22) and
(31), we refer the following Lemma due to [5].
Lemma 6 ([5]). Let A = diag(λ1, . . . ,λn) with λn < . . . < λ1. An equilibrium point X∞
of (21) is characterized by
X∞X⊺∞ = diag(ε1λ1, . . . ,εnλn), εi ∈ {0,1}. (33)
The following proposition gives a characterization for the equilibrium points of the
primal flow (Oja like flow) and its dual flow.
Proposition 7. Let A= diag(λ1, . . . ,λn) with 0<λn < . . .<λ1. The primal equilibrium
point X∞ is characterized by
X∞X⊺∞ = 0. (34)
Proof. By Z = (A−XX⊺)− 12 X , we have
(A−XX⊺) 12 (ZZ⊺+ I)(A−XX⊺) 12 = A (35)
for any X ∈ Dom(F˜P) and Z ∈Rn×k. The primal equilibrium point X∞ and its dual
equilibrium point Z∞ should satisfy (35). Therefore, by (35) and Z∞ = 0, we conclude
that the primal equilibrium point X∞ is specified by X∞XT∞ = 0, which is a specific
case in Lemma 6.
3 An application
Considering the logarithmic determinant cost function
F(X ,Y) = logdet(I+XY⊺) (36)
for any X ,Y ∈Rn×k satisfying 0 < det(I +XY⊺), we will show a simple inequality
related to the following MacMahon’s Master Theorem in combinatory analysis.
Theorem 8 (MacMahon’s Master Theorem). Given an n by n matrix A = (ai j)
over some commutative ring R and commuting indeterminates x1, . . . ,xn over R. Let
m = (m1, . . . ,mn) ∈Zn be a multi-index with 0 ≤mi, and let CA(m) be the R-coefficient
of xm = x1m1 x2m2 . . .xnmn in∏ni=1(∑nj=1 ai jx j)mi ∈ R[x1, . . . ,xn].
Then the following identity holds;
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Proof. See [3] for example.
Theorem 9. Let F(X ,Y) be the function (36) defined on
Dom(F) = {(X,Y) ∈Rn×k×Rn×k∣ 0 < det(I+XY⊺)}. (38)
If we define the Riemannian metric g on Dom(F) as
⟨Ω1,Ω2⟩g = tr{(In+YX⊺)− 12Ω11Ω⊺21+(In+XY⊺)− 12Ω12Ω⊺22} (39)
for tangent vectors Ω1 = (Ω11,Ω12), Ω2 = (Ω21,Ω22) ∈ T(X ,Y)Dom(F) ≅ Rn×k ×
R
n×k then the dual function F∗ to (36) isF∗(Z,W) = 2tr(WZ⊺)+ logdet(In−WZ⊺) (40)
defined on
Dom(F∗) = {(Z,W) ∈Rn×k×Rn×k∣(Z,W) ∈ (Im(Φ1),Im(Φ2))}, (41)
where Im(Φ) denotes the image of Φ , and
Φ1(X ,Y) = (In+Y X⊺)− 12 Y, Φ2(X ,Y) = (In+XY⊺)− 12 X . (42)
The relative entropy (10) is
D(F(X ,Y),F∗(Z,W)) = logdet(In+XY⊺)+ logdet(In−WZ⊺) ≥ 0 (43)
for any (X ,Y) ∈Dom(F) and (Z,W) ∈Dom(F∗). Equality in (43) holds if and only
if
Z = (In+Y X⊺)− 12 Y, W = (In+XY⊺)− 12 X .
Proof. In order to define the dual variables, we consider the gradient of (36) with
respect to the Riemannian metric g as follows;
∂XF(X ,Y) =Φ1(X ,Y) = (In+Y X⊺)− 12 Y = Z,
∂YF(X ,Y) =Φ2(X ,Y) = (In+XY⊺)− 12 X =W. (44)
From
WZ⊺ = (I+XY⊺)− 12 XY(I+XY⊺)− 12= I−(I+XY⊺),
we get
I+XY⊺ = (I−WZ⊺)−1. (45)
Substituting (45) and its transpose into (44), X and Y are of the form
X = (I−WZ⊺)− 12 W, Y = (I−ZW⊺)− 12 Z. (46)
Furthermore, substituting (46) into the equationF∗(Z,W) = ⟨(X ,Y),(Z,W)⟩g−F(X ,Y),
we get the dual function. By the definition of the relative entropy (10), we obtain the
inequality (43) .
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The following corollary is an immediate consequence of Theorem 9.
Corollary 10. For any (X ,Y) ∈Dom(F) and (Z,W) ∈Dom(F∗), we have
1 ≤ det(In+XY⊺) ⋅det(In−WZ⊺) (47)
and equality holds if and only if
Z = (In+Y X⊺)− 12 Y, W = (In+XY⊺)− 12 X .
Acknowledgments
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Abstract. This work considers the problem of a dynamic negotiation process amongst
selfish agents under a switching communication scheme. We study a negotiation
problem between dynamical agents with discrete-time integrator dynamics. Each
agent desires to minimize its own quadratic objective function with the additional
requirement that the ensemble must collectively agree on a terminal state in finite time.
The trajectories of each agent are generated in real-time and the negotiation process
to determine the terminal state occurs over a switching communication network.
We present what we term a “shrinking horizon" property to enforce the terminal
constraint. A first result shows that the algorithm is equivalent to a switched linear
system and the performance of the system is studied in the context of certain error
signals relating the algorithm to a centralized optimization problem. The performance
of the algorithm is shown to depend on certain assumptions in the switching signal,
namely joint connectedness, and certain spectral properties of the switched graphs.
1 Introduction
An important feature of multi-agent systems is their ability to perform complex tasks
in a distributed manner. Central to many of the tasks performed by these systems is
the ability for the team to distributedly reach an agreement on a certain parameter.
This can include mundane objectives such as distributedly computing the average of
a set of numbers[1, 14], or more complex behaviors including agreeing on a desired
heading for a team of unmanned vehicles[10, 12]. In a broader context, the task of
reaching agreement on a parameter can be viewed as a certain optimization problem.
This optimization problem should be solved in a distributed fashion according to the
constraints of the system [11].
It is very common in many multi-agent system applications to make certain assump-
tions on the tasks to be solved and the constraints of the system. For instance, many
distributed optimization algorithms will assume a fixed communication graph over
which their coordination occurs [11]. In other systems, the goal of reaching an agree-
ment on a parameter is specified only as an asymptotic behavior [2]. In many settings,
however, such assumptions can not be justified, and this motivates the present work.
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We consider a team of dynamic agents modeled by a discrete-time integrator dynamics.
The team is tasked with the objective of agreeing on a common value for their state.
In fact, the agents must physically move to this final state from their initial condition
along some trajectory to be computed. This task is complicated by a number of
additional important constraints. Each agent in the system is considered “selfish";
that is each agent has a local quadratic objective function penalizing its distance to a
“preference" state and its control energy. The negotiation of the terminal state must be
performed distributedly over a dynamic communication graph. We assume that the
communication graph switches as time progresses. The switching process can be used
to model many real-world constraints, such as packet losses in a network, power and
bandwidth restrictions on communication, or state-dependent sensor measurements.
Finally, the team must arrive at the terminal state within a specified time horizon. This
last constraint emphasizes that communication between agents to coordinate takes
time and it is therefore in the best interest of each agent to move along a trajectory it
believes to be optimal at each communication round. This is in contrast to methods
that might require the agents to first agree on a terminal state and then compute their
trajectories and move [6]. In this way, we consider the time horizon of the problem
as a hard deadline for the agents for determining trajectories, negotiating the terminal
state, and physically moving along these trajectories.
This problem builds on a previous work with a similar setup, the main difference
being the switched communication scheme presented here [15, 16]. The main result
of that work was the presentation of a distributed algorithm, termed the shrinking
horizon preference agreement (SHPA) algorithm, and an analysis of its convergence
properties. Mirroring the outline of that work, we explore how the presence of
a switching communication scheme affects the algorithm. In this direction, we
first provide a convergence analysis for a distributed sub-gradient algorithm with
switched communication that asymptotically computes the solution of the preference
agreement problem. The convergence of the algorithm depends on an assumption on
the switching signal requiring the communication graph to be jointly connected over
a finite interval of time; this is in the spirit of similar results for switched consensus
protocols and distributed optimization over random graphs [5, 8, 9]. We proceed to
show that the SHPA algorithm is equivalent to a switched linear dynamical system.
As this is a finite horizon problem, we use a contraction-based argument to analyze
its performance. Our analysis concludes that in addition to the joint connectedness
assumption, we require additional assumptions on the spectral properties of the
switching graphs to guarantee an overall contraction of the system over the entire
horizon. When the spectral constraints can not be met, we are able to show contraction
over a specified interval.
The organization of this paper is as follows. The next subsection introduces the
main notations of this work. The general problem set-up is given in §2. This section
also presents a distributed algorithm that can asymptotically solve the preference
agreement problem under a switching communication scheme. In §3 the SHPA
algorithm and its associated switched linear system is presented. The performance of
the algorithm is given in §4. Finally, some simulation examples are provided in §5
and concluding remarks offered in §6.
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Notation
The notation we employ is standard. The set of real numbers is denotedR, andR>
(R≥) is the set of positive (non-negative) numbers. For a vector x ∈Rn, we denote its
transpose by x⊺, and its ith component by x(i); the i jth element of the matrix A is
given as [A]i j. The all ones vector of length n is denoted 1n and In is the n×n identity
matrix. The inner-product of two vectors is denoted ⟨x,y⟩ = x⊺y; the Euclidean norm
of a vector x is denoted ∥x∥2 = ⟨x,x⟩1/2. The communication structure between agents
is captured by a graph G with node set V = {v1, . . . ,vn} and edge set E . The complete
graph, denoted Kn, is the graph with each pair of distinct vertices connected by an
edge. The node-edge incidence matrix of the graph G, denoted E(G) ∈R∣V ∣×∣E ∣ is
defined in the usual way [3]. The union of k graphs Gi = (V,Ei), for i = 1, . . . ,k is a
graph on the node-set V with edge-set ∪ki=1Ei; this is denoted as G = ∪ki=1Gi.
This manuscript is dedicated to Uwe Helmke, a gifted researcher and
educator, and an inspiring research companion and friend over many years.
2 The finite-time agreement problem
We consider a group of n self-interested dynamical agents that must agree upon a
common state at the end of a given time horizon. Each agent is modeled as a single
integrator,
xi(t +1) = xi(t)+ui(t), xi(0) = xi0, (1)
with i = 1, . . . ,n and xi(t) ∈R. The state and control vector for all n agents are denoted
as x(t) = [x1(t), . . . ,xn(t)]⊺ and u(t) = [u1(t), . . . ,un(t)]⊺.
The self-interest of each agent is modeled as a quadratic objective, attaining its
minimum at a specific individual preference value ξi. Each agent aims to minimize
the objective
Ji(t0,T,xi,ui) = 12 ⎛⎝T−1∑t=t0(xi(t +1)−ξi)2+u(t)2⎞⎠ . (2)
The individual agents are coupled by a requirement to achieve agreement on their
state at the end of the time horizon T ; that is there is a terminal time state constraint,
x1(T) = x2(T) = ⋅ ⋅ ⋅ = xn(T). (3)
This constraint can be compactly written using the incidence matrix for the complete
graph as E(Kn)⊺x(T) = 0.
From a centralized perspective, the preference-based agreement problem can be





s.t. x(t +1) = x(t)+u(t), x(t0) = x0 (5)
E(Kn)⊺x(T) = 0. (6)
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We collect the entire state and control trajectories of each agent into the row vec-
tors xi = [ xi(t0+1) ⋯ xi(T) ] and ui = [ ui(t0) ⋯ ui(T −1) ]. As we are
considering a team of n agents, we introduce further notation to streamline the
presentation. The bold-face vectors
x = [ (x1)⊺ ⋯ (xn)⊺ ]⊺ ∈Rn×T and u = [ (u1)⊺ ⋯ (un)⊺ ]⊺ ∈Rn×T
denote the complete trajectories for the state and control of the entire ensemble
of agents, respectively, and (x,u) denotes the optimal trajectory generated by the
solution of OCP(t0,T,x0). At times, we will be interested in the state or control
trajectory value for all agents at a particular time τ ; we will denote this by x(τ) ∈Rn×1
and u(τ) ∈Rn×1.
The problem OCP(t0,T,x0) can be reformulated as a static quadratic program. Using
the introduced notation, the objective for each agent can be stated as
Ji(t0,T,xi, ui) = 12(∥xi−1⊺Tξi∥22+∥ui∥22),
and the dynamic constraint as the linear equation
xi = 1⊺T xi0+uiB⊺T . (7)
Here, BT ∈RT×T is defined such that [BT ]kl = 1 for k ≥ l and zero otherwise.
The algorithmic theme of this work builds upon the framework of dual sub-gradient
methods for non-linear optimization [13]. In this direction, we will rely on the
formulation of the corresponding dual problem of (5). The dual problem is obtained
by relaxing the coupling constraint with a multiplier µ into the objective to obtain
the Lagrangian, L(x,u,µ) = n∑
i=1 Ji(t0,T,xi, ui)+µ⊺E(Kn)⊺x(T). (8)
The dual function is obtained by minimizing (8) subject to the dynamic constraint
(7), g(µ) =minx,uL(x,u,µ). We denote the optimal solution of the primal and dual
problems as (xt0 ,ut0 ,µ t0); the superscript notation is used to explicitly specify the
initial condition time used for OCP(t0,T,x0). It is important to point out that in fact,
there will not be a unique multiplier µ t0 corresponding to OCP(t0,T,x0). This is a
consequence of the redundant constraints encoded by the matrix E(Kn); its kernel is
not trivial. The multiplier µ t0 belongs to a set of optimal multipliers, characterized by
the first-order optimality conditions for OCP(t0,T,x0) and the kernel of the matrix
E(Kn). In particular, if µ t0 is one optimal dual multiplier, then all multipliers in the
set
M = {µ ∈R∣E(Kn)∣ ∣µ = µ t0 +ν , ν ∈N (E(Kn))} (9)
are also solutions of the dual problem. As OCP(t0,T,x0) is a strictly convex problem
(a quadratic program with linear constraints), we have strong duality which implies
that g(µ t0) = J(t0,T,xt0 ,ut0) [13].
In the sequel, we discuss how OCP(t0,T,x0) can be solved in a distributed fashion
even in the presence of a switching communication network. This will provide the
necessary framework to present the main result of this work, the shrinking horizon
preference agreement problem.
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2.1 A dual algorithm for OCP with all-to-all communication
The first question that must be addressed is how the centralized problem OCP(t0,T,
x0) can be solved in a distributed manner. Indeed, if the communication graph is fixed,
a standard approach to solve the problem OCP(t0,T,x0) is by a dual sub-gradient
algorithm [13]. We will briefly summarize the sub-gradient algorithm.
Observe that the Lagrangian function (8) is separable across each agent in the ensem-
ble. The local terminal state constraint of a single agent is penalized in the Lagrangian
by a corresponding Lagrange multiplier on the edges incident to that agent. In a
similar manner, we can also consider a variable associated with each agent instead of
each edge by defining
γ ∶= E(Kn)µ ∈ Rn. (10)
In this setting, the Lagrangian can be written as the separable function
L(x,u,γ) = n∑
i=1 Ji(t0,T,xi, ui)+ γixi(T). (11)
The dual sub-gradient algorithm proceeds now as follows. At each iteration step k,
the dual function is computed for a fixed value of γˆ[k]. That is, each agent solves the
following quadratic program, QPi(k),
(xˆ[k+1]i , uˆ[k+1]i ) = argmin
xˆ[k]i ,uˆ[k]i
Ji(t0,T, xˆ[k]i , uˆ[k]i )+ γˆ[k]i xˆ[k]i (T) (12)
s.t. xˆ[k]i = 1⊺˜T xi0+ uˆ[k]i B⊺˜T . (13)
Here we have temporarily abused our notation to facilitate this discussion. The
superscript, as in γ[k], denotes the iteration count for the sub-gradient algorithm,
and the notation (xˆ[k]i , uˆ[k]i ) denotes the optimization variables for QPi(k). While
ensuring that the initial values of the dual variables satisfy γ[0] = E(G)µ[0], the next
step is then to update the multiplier using the sub-gradient as
γˆ[k+1] = γˆ[k]+α[k]E(Kn)E(Kn)⊺xˆ[k+1](T). (14)
The sub-gradient for the edge multiplier µ is precisely E(Kn)⊺xˆ[k](T), and using
(10) leads to (14). The matrix E(Kn)E(Kn)⊺ is the graph Laplacian of Kn, L(Kn)[3].
Note that owing to the particular structure of the optimization problem QPi(k), an
analytic solution for the terminal state xˆ[k+1]i can be obtained from the first-order
optimality conditions of the problem. In particular, we have that
xˆ[k+1]i = k(xi(t0)−ξi)+ξi− pγˆ[k]i ; (15)
the constants k and p appear from solving the first-order optimality conditions, and
are identical for all agents. In fact, they will play an important role later in this work,
and we will revisit their derivation and interpretation again. The key point is the
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analytic solution can be used explicitly in the update of the multipliers to obtain the
following iteration,
γˆ[k+1] = (I−α[k]pL(Kn))γˆ[k]+α[k]L(Kn)(k(x(t0)−ξ)+ξ) . (16)
When formulated in this way, it becomes clear that the choice of the step-size α[k]
becomes a critical parameter for the convergence of the algorithm. For a suitable
choice of the step-size, the sub-gradient algorithm will converge to the optimal
solution of OCP(t0,T,x0),
lim
k→∞(xˆ[k], uˆ[k], γˆ[k]) = (x(t0,x0),u(t0,x0),E(Kn)µ (t0,x0)).
For a more detailed discussion of appropriate step-size rules and sub-gradient methods
the reader is referred to [13].
The appeal of this method is that the update rule (14) is inherently distributed. That
is, each agent can compute the value γ[k+1]i to use in the next iteration step solely
through communication with its neighbors, as defined by the communication graph.
In particular, agent i must only send the value xˆ[k]i (T) to all neighboring agents.
However, with this formulation we have assumed a complete communication graph.
This solution method will work for any connected graph G, reducing the overall
communication requirement for the graph. In the next sub-section, we examine this
algorithm when the communication graph switches at each iteration of the algorithm.
2.2 A dual algorithm for OCP with switching communication
We now consider how this algorithm performs if at each iteration step k, the commu-
nication graph changes. We assume in the following that agents can communicate
with each other synchronously according to a time-varying communication graph.
The set of all graphs on the node-set V = {v1, . . . ,vn} is denoted as G. To model
the time-varying nature of the communication, we introduce the switching signal
σ ∶ {0,1, . . .}→G and denote the communication graph available to the agents at
time k (here equivalent to an iteration of the algorithm) as Gσ(k) ∈G. Often we will
interpret the graph Gσ(k) as the complete graph with {0,1}−weights on each edge
such that the weight on edge e ∈ E(Kn) is 1 if and only if that edge is present in the
graph Gσ(k), and is zero otherwise; this is captured by the diagonal weight matrix
Wσ(k) ∈ R∣E(Kn)∣×∣E(Kn)∣ and denoted Gσ(k) = (V,E(Kn),Wσ(k)). In this way, the
incidence matrix for the graph Gσ(t) can be written as E(Gσ(k)) = E(Kn)Wσ(k).
Similarly, the graph Laplacian matrix for the graph Gσ(k) can be expressed as
L(Gσ(k)) = E(Kn)Wσ(k)E(Kn)T [3]. We make the following assumption on the
sequence of graphs generated by the switching signal.
Assumption 1 (Uniformly Jointly Connected). There exists a finite and positive
integer ∆ such that for all k0 ≥ 0, the graph
Gˆ = ∪∆−1i=0 Gσ(k0+i)
is connected.
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We study now the behavior of the dual sub-gradient algorithm performed by a
network of agents communicating according to a switching topology. In this case, the
multiplier update stage can only communicate with neighbors specified by the graphGσ(k). This leads to a modified iteration for the multiplier update (16), given as
γˆ[k+1] = (I−α[k]pL(Gσ(k)))γˆ[k]+α[k]L(Gσ(k))(k(x(t0)−ξ)+ξ) , (17)
The convergence analysis of (17) now falls under the realm of switched linear systems
[7]. We now provide some basic results that will aid in the stability analysis of the
system in (17).
Lemma 2. The signal 1⊺γˆ[k] is invariant under the dynamics (17). In particular,
when γˆ[0] is initialized as γˆ[0] = E(Kn)Wσ(0)µ[0] for an arbitrary vector µ[0] ∈
R
∣E(Kn)∣, then 1⊺γˆ[k] = 0 for all k = 0,1,2, . . ..
Proof. The invariance of 1⊺γˆ[k] under the dynamics (17) is verified by recalling that
1
⊺L(Gσ(k)) = 0 for any undirected graph Gσ(k) ∈G. When γ[0] is initialized as above,
one has γ[0] = 1⊺E(Kn)Wσ(k)µ[0] = 0.
It is also useful to observe that there exists a constant step-size α such that the matrix
Aσ(k) = (I−α pL(Gσ(k))) (18)
contains all its eigenvalues inside the closed unit-disc.
Lemma 3. The matrix Aσ(k) contains only real eigenvalues all within the interval[−1, 1] for any value of α satisfying
0 < α ≤ 1
p(n−1) .
Furthermore, there is at least one eigenvalue at one, and the multiplicity of that
eigenvalue is equal to the number of connected components in the graph Gσ(k).
Proof. The matrix Aσ(k) is symmetric and thus has only real eigenvalues. The bound
on α is obtained by a straight-forward application of Gershgorin’s Circle Theorem
[4]. The multiplicity of the eigenvalues at one is derived from the result that the
rank of the Laplacian matrix is equal to n−c, where c is the number of connected
components in the graph [3].
For the remainder of this analysis, we will assume a constant step-size α from Lemma
3 for the dynamics in (17). To study the stability of this switched system, we must
first characterize its fixed points, described by the set
A = {γ ∈Rn ∣γ = p−1 (k(x(t0)−ξ)+ξ)−cp−11, c ∈R}. (19)
Note that in fact, the equilibrium points are independent of the switching signal σ .
While Lemma 3 suggests there may be additional equilibrium points due to multiple
eigenvalues at unity, we note that this can not be an equilibrium under arbitrary
switching. This can be seen explicitly from the following result.
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Lemma 4. ∩∣G∣i=1N (L(Gi)) = span{1}.
Proof. The kernel of any graph Laplacian contains span{1}, and the dimension of
the kernel is equal to n−c, where c is the number of connected components in the
graph [3].
We now present two corollaries of Lemma 4 characterizing the spectrum of Aσ(k)
and certain related products.
Corollary 5. Let Gσ(k) have c connected components. Then the matrix Aσ(k) =
I−α pL(Gσ(k)) has c eigenvalues at unity.
Corollary 6. Assume that the switching signal σ satisfies Assumption 1. Then the
matrix product
A˜ = (I−αAσ(k+∆−1))(I−αAσ(k+∆−2))⋯(I−αAσ(k))
has only one eigenvalue at unity.
Proof. Observe that cp−11 for any c ∈R, is a fixed point of the matrix A˜; this follows
from Lemma 4. To show that there can be no other fixed points, assume the contrary;
that is that there exists a vector x such that A˜x = x. Expanding the matrix product then
reveals that for x to be a fixed point, it must satisfy
x ∈ ∩k+∆−1i=k N (L(Gσ(i)) =N (L(∪k+∆−1i=1 Gσ(i))) = span{1},
contradicting the assumption.
An important observation, however, is that if the system in (17) is initialized as
γ[0] = E(Kn)Wσ(k)µ[0] for any µ[0], then by Lemma 2, the set of equilibrium points
is the unique point
γ∗ = p−1 (k(x(t0)−ξ)+ξ)−(1⊺ (k(x(t0)−ξ)+ξ)n ) p−11 ∈A (20)
This last point is important when contrasted with the continuum of multiplier solutions
for the problem OCP(t0,T,x0) described in (9).
We are now prepared to present the main result on the stability and convergence of
the system (17).
Theorem 7. Consider the switched dynamical system in (17) with α[k] = α for
k = 0,1, . . . satisfying the condition of Lemma 3. Then the system asymptotically
converges to the point
γ∗ = p−1 (k(x(t0)−ξ)+ξ)−(1⊺ (k(x(t0)−ξ)+ξ)n ) p−11
for any switching signal σ satisfying Assumption 1 and for all initial conditions in
the set
Γ0 = {γ ∈Rn ∣ γ = E(Kn)Wσ(0)µ, µ ∈R∣E(Kn)∣}.
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Proof. To simplify the analysis, we introduce the state transformation
z[k] = p1/2(γˆ[k]− γ∗) to obtain the symmetric and autonomous system
z[k+1] = (I−α pL(Gσ(k)))z[k] = (I−αA˜σ(k))z[k].
From Assumption 1 and Corollary 6, we can conclude that over any iteration interval[k, k+K−1],
∥(I−αA˜σ(k))(I−αA˜σ(k+1))⋯(I−αA˜σ(k+K−1))∥ ≤ 1.
Furthermore, Corollary 6 also allows us to conclude that the above matrix product
has only one eigenvalue at unity, and that is spanned by the vector 1. The quadratic
Lyapunov function V(z) = zT z can then be used as a common weak Lyapunov function
[7], and for any vector z[k] ∉ span{1}, one has
V(z[k+K−1])−V(z[k]) < 0.
Invoking LaSalle’s Invariance Principle, we can conclude that the state asymptotically
converges to the largest invariant set, span{1}. Finally, we recall that the initial
condition for γ[0] is restricted to the set Γ0 and Lemma 2 requires 1⊺γ[k] = 0 for all k.
Therefore, the dynamics of z[k] initialized in the set
{z[0] ∈Rn ∣z[0] = p1/2(γ[0]− γ∗), γ[0] ∈ Γ0}
asymptotically converges to the origin, concluding the proof.
The importance of Theorem 7 is that the distributed sub-gradient algorithm can solve
the problem OCP(t0,T,x0) even when the communication graph between agents is
switching. On the other hand, this result represents only an asymptotic behavior of
the system, and the ensemble of agents must execute this before they can actually
begin to move along their optimal trajectories. Indeed, the convergence rate of this
algorithm may be significantly longer than the desired horizon time T of the actual
problem.
This then motivates the question whether it is possible to run the algorithm on-line
and allow each agent to move along a trajectory it believes to be optimal at each
iteration step of the algorithm. In other words, we seek to find an algorithm where
each iteration step corresponds to the actual physical time of the process and agents
“move" at each time step. This algorithm must also negotiate the final agreement
value at time T while simultaneously minimizing the local performance index of each
agent.
3 A shrinking horizon algorithm
The results of the previous section showed that the problem OCP(t0,T,x0) can be
solved distributedly even in the presence of a switching communication graph. On
the other hand, the dual sub-gradient algorithm only asymptotically computes the
solution and the time required to reach this optimum may be unacceptably long
depending on the application. This point is further emphasized when considering that
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each communication round between agents takes some finite amount of time. If we
consider the horizon time T as an absolute deadline, then an optimal strategy would
require each agent to move towards their preference state in order to minimize their
individual objectives before maneuvering to the consensus state.1
This motivates the need for a real-time algorithm that allows agents to dynamically
negotiate the terminal agreement state while simultaneously attempting to minimize
their local objectives as time progresses. The general strategy of this algorithm is
to physically propagate the states forward at each iteration. The corresponding sub-
problem to be solved at the next time step is the quadratic program QPi(t), described
in (12), but with the horizon window reduced; instead of minimizing from t = 0 to
the horizon T , we minimize from t = 1. It can be considered as a shrinking-horizon
sub-gradient algorithm.
Here we recall that the state signal xi(t) corresponds to the true physical state of
agent i at time t, and the vectors xˆti and uˆ
t
i correspond to the optimization variables
associated with problem QPi(t). Note also that as time progresses, the window is
shrinking, and xˆti, uˆ
t
i ∈RT˜ with T˜ = T − t. See Algorithm 9 for a description.
Algorithm 9: Shrinking horizon preference agreement (SHPA) algorithm
Data: Initial conditions xi(0) = xi0 and γ(0) = E(Kn)µ0; t = 0.
begin
for t ∶= 0 to T-1 do
T˜ = T − t
Each agent solves the sub-problem QPi(t):
min
xˆi(t),uˆi(t)Ji(t,T, xˆ(t)i , uˆ(t)i )+ γ ti xˆ(t)i (T) s.t. xˆti = 1T˜ xi(t)+BT˜ uˆti (21)
The physical state and multipliers are propagated forward using the
solution of QPi(t):
xi(t +1) = xi(t)+ uˆti(t), i = 1, . . . ,n (22)
γ(t +1) = γ(t)+α(t)L(Gσ(t))⊺xˆt(T) (23)
where α(t) satisfies some step-size rule.
end
end
In the algorithm, each iteration step corresponds to the true progression of time for
the dynamic system. At each discrete time instant t < T , agent i solves its own optimal
control problem over the horizon t to T using the current value of γi(t). As discussed
in the previous section, the solution of QPi(t) admits an analytic solution and that
can be used to propagate the true physical system state, xi(t), forward. The analytic
solution of the terminal state value can be used to propagate the multiplier value γi(t).
1This reasoning assumes that T is sufficiently large. For a shorter horizon each agent might not have
enough time to reach its preference.
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The updated state and multiplier values are then used as the initial condition in the
next iteration round. The key point in this algorithm is with each iteration step of
the algorithm, the agents are physically moving along a trajectory they believe to be
optimal based on the multiplier value they have.
The relation of the SHPA algorithm to the dual methods presented in §2 is clear from
the update equation of the multiplier γ(t). The main difference is that at each time
step the physical state of the system is changing and the corresponding sub-problem
QPi(t) is also modified. Furthermore, the algorithm terminates after T −1 steps. In
this way, the SHPA algorithm can be interpreted as a dynamic negotiation protocol to
determine the consensus value. The multipliers γi(t) can then be considered as an
estimate by each agent of the preferences of neighboring agents.
It remains to analyze the trajectories produced by Algorithm 9 and evaluate its
performance as related to the asymptotic algorithms presented in §2. A first result in
this direction is to show that the trajectories produced by Algorithm 9 are equivalent
to the trajectories of a switched linear dynamical system. The following theorem
summarizes this result.
Theorem 8. Algorithm 9 is equivalent to the switched linear system
[ x(t +1)γ(t +1) ] = [ (1− p(T˜))I −k(T˜)Iα(t)k(T˜)L(Gσ(t)) I−α(t)p(T˜)L(Gσ(t)) ][ x(t)γ(t) ]+
[ p(T˜)Iα(t)(1−k(T˜))L(Gσ(t)) ]ξ (24)
with T˜ = T − t and the gains p(T˜) and k(T˜) satisfy the recursion
p(T˜ +1) = 1+ p(T˜)
2+ p(T˜) , p(1) = 12 (25)
k(T˜ +1) = k(T˜)
2+ p(T˜) , k(1) = 12 . (26)
The main effort of the proof for Theorem 8 lies in the derivation of the gains p(⋅)
and k(⋅). The details of their derivation can be found in a companion work [15, 16].
It turns out that the gains p(⋅) correspond to the time-varying finite-horizon LQR
gains for each agent. Therefore they can be computed off-line and independently
of the algorithm or even the communication graph. In this problem set-up, we have
assumed all agents have the same state and control gain, and consequently the gains
p(⋅) and k(⋅) are identical for each agent. We also make use of the analytic solutions
for uˆti(t) and xˆt(T), given in (15), which can be derived directly from the quadratic
program sub-problem in the SHPA algorithm; we present the expression for uˆ(t)(t)
and xˆ(t)(T) here for completeness.
uˆ(t)(t) = −p(T˜)(x(t)−ξ)−k(T˜)γ(t) (27)
xˆ(t)(T) =K(T˜)(x(t)−ξ)+ξ −Q−1P(T˜)γ(t). (28)
The utility of the switched linear system representation of Algorithm 9 is that stability
and convergence issues can be analyzed directly using tools from switched linear
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systems theory. In particular, we observe that the only free parameter is the step-
size α(t). Therefore, choosing an appropriate value for α(t) can now be cast as a
stabilization and performance problem of the system. In the sequel, we examine the
performance and convergence of the system.
4 Performance of the SHPA algorithm
The ultimate objective of the SHPA algorithm is for the collection of dynamic agents
to negotiate in real-time a terminal state within a finite horizon. A natural measure of
the performance of the algorithm, therefore, is the distance the agents are from an
agreement state at the time T ,
∥E(Kn)⊺x(T)∥2. (29)
Recall that the optimal state trajectories generated by the asymptotic algorithms in §2
(e.g., the problem OCP(t,T,x(t))) will satisfy the terminal constraint exactly, and∥E(Kn)⊺x(T)∥2 = 0. Associated with the optimal trajectory and final state is also an
optimal multiplier, γ(t,x(t)). The key observation is that we can not expect the SHPA
algorithm to reach perfect agreement. Therefore, another measure of the performance
of the system is considered here. Motivated by the proof of Theorem 7, we consider
the error between the optimal multiplier γ(t,x(t)) and the multiplier generated by the
algorithm γ(t) as a performance measure. This is equivalent to the dual error in the
static implementation of the algorithm.
For each state x(t) and each remaining time horizon T˜ , there is a unique multiplier
value that corresponds to the optimal trajectory of the finite-horizon optimal control
problem. As previously shown in (20), this optimal multiplier computes as
γ(t,x(t)) = p−1(T˜)(k(T˜)(x(t)−ξ)+ξ)
−⎛⎝1⊺ (k(T˜)(x(t)−ξ)+ξ)n ⎞⎠´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶c(T˜ ,x(t))
(p−1(T˜)1) . (30)
The multiplier error at time t can then be expressed as
ε(t) ∶= γ(t)− γ(t,x(t)).
We can now examine the evolution of the error dynamics.
Theorem 9. The multiplier error ε(t) ∶= γ(t)− γ(t,x(t)) evolves according to the
switched linear dynamics
ε(t +1) = ( p(T˜)
p(T˜ −1) I−α(t)p(T˜)L(Gσ(t)))ε(t) (31)
with initial condition ε(0) = γ(0)− γ(0,x(0)).
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Proof. We have from the dynamics (24)
γ(t +1) = γ(t)−α(t)p(T˜)L(Gσ(t))γ(t)+α(t)L(Gσ(t))(k(T˜)(x(t)−ξ)+ξ).
(32)
Additionally, it follows from (30) that
p(T˜)γ¯(t,x(t)) = k(T˜)(x(t)−ξ)+ξ −c(T˜ ,x(t))1. (33)
Note now that by the structure of the graph Laplacian L(Gσ(t))1= 0, for any switching
signal σ(t). Therefore, we can add zero to (32), and rewrite the expression as
γ(t +1) = γ(t)−α(t)p(T˜)L(Gσ(t))γ(t)+α(t)L(Gσ(t))(k(T˜)(x(t)−ξ)+ξ −c(T˜ ,x(t))1) . (34)
By inserting now (33) into (34), we obtain
γ(t +1) = γ(t)−α(t)p(T˜)L(Gσ(t))(γ(t)− γ¯ t,x(t))= γ(t)−α(t)p(T˜)L(Gσ(t))ε(t). (35)
From the principle of optimality follows that the optimal multiplier value does not
change along the optimal trajectory. We refer the interested reader to [16] for an
explicit discussion of this issue. That is
γ¯(t,x(t)) = γ¯(t+1,x(t)+u¯(t,x(t))(t))
where u¯(t,x(t))(t) is the optimal control input computed according to (27) using the
optimal multiplier vector γ¯(t,x(t)). By adding again zero, we can rewrite (35) as
γ¯(t+1,x(t+1)) =p−1(T˜ −1)(k(T˜ −1)(x(t)+ u¯(t,x(t))(t)−ξ)+ξ)− p−1(T˜ −1)1 ⋅c(T˜ −1,x(t)+ u¯(t,x(t)))+ p−1(T˜ −1)k(T˜ −1)((u(t)− u¯(t,x(t))(t))




Thus, the evolution of the optimal multiplier can be expressed as




From the analytic expression of the optimal control input (27) follows directly that
u(t)− u¯(t,x(t))(t) = −k(T˜)(γ(t)− γ¯(t,x(t))).
Thus, we can also express the evolution of the optimal multiplier in terms of the error
ε(t), i.e.,
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With the two recursions (35) and (38), one can write the dynamics of the error as
ε(t +1) = (I−α(t)p(T˜)L(Gσ(t))




It is straightforward to verify from the recursions given in (25) and (26) that
k(T˜ −1)k(T˜) = (p(T˜)− p(T˜ −1)). (40)
Now, the error dynamics can be compactly expressed as
ε(t +1) = (I−α(t)p(T˜)L(Gσ(t))+( p(T˜)p(T˜ −1) −1)(I− 1n11⊺))ε(t) (41)
Finally, a direct consequence of Lemma 2 is that 1⊺ε(t) = 0 for all time, leading to
the desired result.
An immediate observation from the error dynamics is its similarity to the switched
system dynamics obtained from the asymptotic algorithm described in Theorem
7. However, the same analysis used there will not be sufficient to determine if a
quadratic Lyapunov function for the dynamics in (31) uniformly decreases over
a certain interval. Indeed, application of the Gersgorian Disc Theorem can not
guarantee that for any graph in G that there exists an α(t) that places the eigenvalues
inside the unit disc.
The first step for analyzing the trajectories of (31) is to characterize the eigenvalues
of the state matrix
Aε,σ(t) = ( p(T˜)p(T˜ −1) I−α(t)p(T˜)L(Gσ(t))) .
It is interesting to note the similarity between the matrix Aε,σ(t) and the matrix Aσ(t)
introduced in (18). In fact, the two matrices only differ by the factor p(T˜)p(T˜ −1)−1
in the identity matrix. While this represents only a subtle change on the surface, the
implications of this factor are sever in terms of the performance and properties of
the corresponding dynamic system. It is worth to note that the ratio p(T˜)p(T˜ −1)−1
is always strictly greater than one, and increases as the time-horizon T˜ shrinks. We
analyze now the dynamics in detail.
Lemma 10. The eigenvalues of the matrix Aε,σ(t) = ( p(T˜)p(T˜−1) I−α(t)p(T˜)L(Gσ(t)))
are
Λε,σ(t) = { p(T˜)p(T˜ −1) , p(T˜)p(T˜ −1) −α(t)p(T˜)λi(Gσ(t)), i = 2, . . . ,n} . (42)
Furthermore, if the graph Gσ(t) has c connected components, then Aε,σ(t) has pre-
cisely c eigenvalues at p(T˜)p(T˜ −1)−1 > 1.
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Proof. The eigenvalues are obtained by diagonlizing Aε,σ(t). The statement on the
number of eigenvalues at p(T˜)p(T˜ −1)−1 is a direct consequence of properties of
the graph Laplacian [3]. Finally, it can be verified from the recursion (25) that
p(T˜)p−1(T˜ −1) ∈ (1, 1.2].
Consider as an example a time t such that Aε,σ(t) has c eigenvalues at p(T˜)p(T˜ −1)−1.
An important question is to determine if it is possible to ensure with a proper choice
of step-size α that the remaining n−c eigenvalues are contained inside the unit disc.
Lemma 11. Let the matrix Aε,σ(t) have c eigenvalues at p(T˜)p−1(T˜ −1). Then for
all graphs Gσ(t) that satisfy
λ(Gσ(t))
λn(Gσ(t)) > φ −16 ,
where λ(Gσ(t)) is the smallest non-zero eigenvalue of Gσ(t) and φ ≈ 1+√52 is the
golden ratio there exists a constant step-size α in the interval
1
3λ(Gσ(t)) < α < 2(φ −1)λn(Gσ(t)) ,
that will ensure that the remaining eigenvalues are inside the unit disc, i.e.,
−1 < p(T˜)
p(T˜ −1) −α p(T˜)λi(Gσ(t)) < 1, i = n+c+1, . . . ,n. (43)
Proof. The recursion (25) can be used to bound p(T˜) as p(T˜) ∈ [1/2, φ −1) where
p(T˜)p−1(T˜ −1) ∈ (1, 1.2]. The bound is then obtained by substituting these least
upper-bounds and greatest lower-bounds in the inequality (43). The requirement on
the ratio of the smallest and largest non-zero eigenvalues is needed to ensure the
interval for α has an interior.
This result has several important implications and requires some discussion. First,
note that the matrix Aε,σ(t) has for any possible graph one eigenvalue at p(T˜)/p(T˜ −
1) > 1. However, it can be easily shown that this eigenvalue is associated to the
eigenvector 1. Since, as a direct consequence of Lemma 2, the multiplier error is
always orthogonal to the all-ones vector, 1⊺ε(t) = 0, this eigenvalue outside the unit
disk does not affect the dynamic evolution of the error.
However, since p(T˜)/p(T˜ −1) > 1 there are, in fact, certain graphs for which there
exists no step-size that will place all the eigenvalues inside the unit disk. In par-
ticular, if the graph is not connected some of the eigenvalues will be placed at
p(T˜)/p(T˜ −1) > 1, independent of the step-size α . Thus, the multiplier error might
grow at an iteration where the communication graph is not connected. Recall that the
convergence proof used for the static problem provided in Theorem 7 heavily relied
on the fact that the dual error was non-increasing, even if the communication graph is
not connected at some time instants. This highlights directly an important difference
between an implementation of the dual sub-gradient algorithm for the static problem
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and the real-time implementation as proposed with the SHPA algorithm. In the SHPA
algorithm, the joint connectivity assumption on the communication graph is not
sufficient to guarantee a non-increase of the multiplier error.
Up until now we have focused our discussion on the performance of the multiplier
error system. We must also consider how this impacts the error of our terminal state
for the agents, as described in (29). Recall that the SHPA algorithm computes at each
time step a prediction of the terminal state value, xˆt(T), and then uses the next-step
optimal control to propagate the state forward. Therefore, the terminal state x(T) is
exactly equal to the predicted state at the last step of the algorithm, i.e., xˆ(T−1)(T).
This then motivates the study of the “predicted disagreement" for the system,
e(t) = E(Kn)⊺xˆ(t)(T).
Note that from the discussion it is clear that e(T −1) = E(Kn)⊺x(T).
Theorem 12. The predicted disagreement e(t) = E(Kn)⊺xˆt(T) evolves according to
the switched linear system
e(t +1) = ( p(T˜)
p(T˜ −1) I−α(t)p(T˜)E(Kn)⊺E(Kn)Wσ(t))e(t).
Proof. We can express xˆt(T) using the analytic solution provided in (15) as
e(t) = E(Kn)⊺k(T˜)(x(t)−ξ)− p(T˜)E(Kn)⊺γ(t)+E(Kn)⊺ξ= E(Kn)⊺k(T˜)(x(t)−ξ)− p(T˜)E(Kn)⊺γ(t,x(t))− p(T˜)E(Kn)⊺ε(t)+E(Kn)⊺ξ ; (44)
We have substituted γ(t) with the error expression. Note also that if the optimal
multiplier γ(t,x(t)) is used to compute the state trajectories at time t, the the final
consensus error will be identically zero; i.e., it is solving the centralized problem
OCP(t,T,x(t)). Therefore, all the terms except the ε(t) term will vanish, leading to
the expression
e(t) = −p(T˜)E(Kn)⊺ε(t). (45)
Propagating the state forward, and recalling that L(Gσ(t)) = E(Kn)Wσ(t)E(Kn)⊺
leads to the desired result.
It is interesting to observe that the dynamics for the predicted disagreement are
equivalent to the dynamics of the multiplier error. The matrix E(Kn)⊺E(Kn)Wσ(t)
has the same non-zero eigenvalues as L(Gσ(t)) with the remaining eigenvalues at the
origin. Consequently, the analysis for this system is identical to the multiplier system.
This means that for all switching signals, we can not guarantee for a switching
between arbitrary graphs that the predicted error will decrease.
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5 Simulation example
We illustrate the behavior of the shrinking horizon algorithm in a simulation study.
We consider a problem set-up that contains n = 100 agents, each starting at a random
initial condition in the interval [−20,20]. The preference state of each agent is chosen
randomly in the interval [−10,10]. The group objective is to agree on an optimal
state at time T = 20. To negotiate the optimal meeting point, the agents perform the
novel SHPA-algorithm as described in Section 3 with at constant step size α = 0.2.
The agents communicate at each time instant with randomly chosen neighbors. That
is, the communication graph Gσ(t) is at each time instant a random graph, where an
edge between two nodes is formed with probability pc ∈ (0,1).
Figures 1 and 2 on the next page show the trajectories of the position x(t) and the
multiplier error ε(t), respectively, with an edge probability pc = 0.1. Here, the SHPA
algorithm performs fairly well as online negotiation mechanism. The multiplier error
ε(t) is uniformly decreasing over the time horizon such that the agents reach almost
perfect agreement at time T = 20. Note that the agents cannot reach perfect agreement
since the algorithm is only performing for a finite time. This simulation suggests that
the SHPA algorithm can be an efficient method for real time negotiations between
dynamical systems.
The communication structure is crucial for the performance of the algorithm. To
illustrate this, we consider again the same problem set-up as before, but reduce the
edge probability to pc = 0.001. The simulation results are shown in Figures 3 and 4
on page 497. Agents are now communicating significantly less often, but the joint
connectivity assumption, Assumption 1, is still satisfied if the period ∆ is chosen
sufficiently large. However, since the SHPA algorithm performs only on a finite time
horizon the communication is not sufficient to ensure a decrease of the multiplier
error, leading to a significant disagreement between the agents at the final time T = 20.
However, the intuitive conclusion one might draw from the previous discussion, that
more communication is better, is not true in the real-time setup considered here.
Figures 5 and 6 on page 498 show the trajectories of x(t) and ε(t), respectively,
again for the same problem configuration as before but now using a higher edge
probability, pc = 0.15. This simply means that more agents are communicating with
each other at each communication round. Surprisingly at first place, this addition
of communication leads to a severe decrease of the system performance. It can
be clearly seen in Figure 6 on page 498 that the overall system shows an unstable
behavior as the end of the time horizon in approached. In fact, the multiplier error is
increasing and, consequently, the agents are not reaching agreement at the end of the
time horizon.
This behavior can be well understood considering Lemma 2. While for the first
set-up with an edge probability of pc = 0.1 the step-size α = 0.2 is sufficiently small
to keep all eigenvalues of the multiplier error dynamics inside the unit disk, this is
no longer true as the edge probability is increased. Allowing more communication
between the agents moves the eigenvalues of the graph Laplacian matrix and can lead
to instability.
The proposed real time implementation of the dual-based negotiation mechanism, as
proposed with the SHPA algorithm, can produce a behavior, which approaches the
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Figure 1: Trajectories of the position x(t) for a network of n = 100 agents, constant
step-size α = 0.2, and random communication graphs with edge probability pc = 0.1.














Figure 2: Trajectories of the multiplier error ε(t) for a network of n = 100 agents,
constant step-size α = 0.2, and random communication graphs with edge probability
pc = 0.1 (cf. Figure 1).
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Figure 3: Trajectories of the position x(t) for a network of n = 100 agents, constant
step-size α = 0.2, and random communication graphs with edge probability pc =
0.001.














Figure 4: Trajectories of the multiplier error ε(t) for a network of n = 100 agents,
constant step-size α = 0.2, and random communication graphs with edge probability
pc = 0.001 (cf. Figure 3).
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Figure 5: Trajectories of the position x(t) for a network of n = 100 agents, constant
step-size α = 0.2, and random communication graphs with edge probability pc = 0.15.
















Figure 6: Trajectories of the position multiplier error ε(t) for a network of n = 100
agents, constant step-size α = 0.2, and random communication graphs with edge
probability pc = 0.15 (cf. Figure 5).
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optimal solution of the original problem. However, such an implementation requires
special attention and the system design has be done carefully, based on analytic
considerations. In fact, already a small changes in the communication structure can
lead to an unstable behavior.
6 Concluding remarks
We studied in this work the negotiation between agents in a dynamic environment. A
preference agreement problem was considered, where a group of agents is required
to agree on a common state exactly at a predefined time. We showed first that the
dual gradient algorithm is a suitable negotiation mechanism, which allows the agents
to solve the problem in a fully distributed manner. The algorithm works even if the
communication is changing over time, as long as the resulting communication graph
is “jointly connected" over a finite time interval.
Motivated by the observation that communication between agents requires significant
time, we proposed the SHPA-algorithm as a real-time implementation of the dual
sub-gradient algorithm. In this algorithm, the agents already act while they are
negotiating. At each iteration an agent moves in the direction which it expects to be
optimal and communicates with its neighbors to improve its estimate of the optimal
solution.
We have shown that switching communication becomes a critical issue in such a
dynamic realization of the negotiation mechanism. In fact, in the dual implementation
the multiplier error might grow if the communication graph is not connected at a time
instant. Additionally, the parameters of the algorithm must be chosen very carefully,
since a badly chosen step-size can lead to instabilities of the physical process. The
step-size has to be chosen, in particular, in accordance to the communication structure.
We have shown that adding communication between agents can cause a former stable
process to become unstable.
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Uwe Helmke TechFest @ MTNS 2012
A TechFest for Uwe Helmke was held as part of the 20th International Symposium
on Mathematical Theory of Networks and Systems in Melbourne, Australia. The fol-
lowing is a list of the presentations given at the event. A reprint of Didi Hinrichsen’s
greeting address can be found on the next page. The TechFest concluded with a nice
dinner at which Uwe was presented with a preliminary version of this Festschrift.
Grußwort (greeting address)
Didi Hinrichsen (read by Jochen Trumpf)
Subspace entropy and controlled invariant subspaces
Fritz Colonius
On the zero properties of tall linear systems with single-rate
and multirate outputs
Brian Anderson, Mohsen Zamani, Giulio Bottegal
The separation principle, revisited
Tryphon Georgiou, Anders Lindquist
Parsimonious triggering: Lyapunov based triggering with fewer events
Fabian Wirth
Active noise control with sampled-data filtered-x adaptive algorithm
Masaaki Nagahara, Kenichi Hamaguchi, Yutaka Yamamoto
Lyapunov function based step size control for numerical ODE solvers
Lars Grüne, Iasson Karafyllis
Decoding of subspace codes, a problem of Schubert calculus
Joachim Rosenthal, Anna-Lena Trautmann
Double quotient structures for invariant computations
Robert Mahony, Rodolphe Sepulchre, Pierre-Antoine Absil
Optimisation geometry
Jonathan Manton
Optimization problems with matrix unknowns
Bill Helton
Linear switching systems and random products of matrices
Masaki Ogura, Clyde Martin
Canonical forms for pseudo-continuous multi-mode multi-dimensional
systems with conservation laws
Erik Verriest
Detection of motion direction of targets using a turtle retinal patch model





I compliment the organizers on the idea of having a Uwe Helmke TechFest in the
context of MTNS12. The MTNS12 in Melbourne provides an especially congenial
setting for celebrating Uwe’s 60th birthday. For many years Uwe Helmke has had a
special relationship with Australia, the country, its people and its outstanding group
of system theorists.
Moreover, since the organization of the MTNS93 in Regensburg (with R. Mennicken)
he has been closely related to the MTNS symposia, which in my memory have always
been the most pleasant and rewarding international conferences in mathematical
systems theory.
Uwe Helmke is today one of the leading figures of mathematical systems theory in
Germany. By his impressive mathematical culture, his wide interdisciplinary interests
and scientific activities he has strongly influenced the development of dynamical
systems and control theory in Germany. Under his guidance the mathematical
department of Würzburg University possesses today one of the strongest research
groups in mathematical systems theory and is one of the main centres of the field in
the Federal Republic of Germany.
In the publications of Uwe Helmke mathematical systems theory and pure mathemat-
ics interact in a very elegant way. His results on the topology of moduli spaces of
linear systems are amongst the deepest in the area. In his papers and his joint book on
Optimization and Dynamical Systems with John Moore this is a characteristic feature:
the brilliant interplay between mathematical systems theory and other branches of
mathematics. He not only applies tools from topology, algebra, global analysis,
differential and algebraic geometry to the solution of system theoretic problems, but
also contributes to various fields of pure and applied/numerical mathematics making
use of system theoretic concepts, ideas and results. By his work he has strongly
promoted the standing of systems theory in the German mathematical community.
Altogether, Uwe Helmke’s work is a beautiful illustration of what his co-author and
friend Paul Fuhrmann expressed in the preface of his book on Linear Systems
and Operators in Hilbert Space: “It seems to me that system theory – besides
being intellectually exciting – is today one of the richest sources of ideas for the
mathematician as well as a major area of application of mathematical knowledge.”
Dear Uwe, I hope that you will continue to contribute to the development of math-
ematical systems theory with your wealth of ideas for many years to come. I wish
you good health and that you remain as young in spirit as your friends know you.
Enjoy this workshop in your honour, together with your many co-authors, colleagues,
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