Jacobi spaces of entire functions  by Bolstein, Richard & de Branges, Louis
JOURNAL OF M.4THEMATICAL ANALYSIS AND APPLICATIONS 29, 589-632 (1970) 
Jacobi Spaces of Entire Functions 
RICHARD BOLSTEIN 
Department of Mathematics, 
University of North Carolina, Chapel Hill, North Carolina 27514 
AND 
LOUIS DE BRANGES* 
Department of Mathematics, Purdue University, Lafayette, Indiana 47907 
Submitted by Ky Fan 
A fundamental problem is to determine the invariant subspaces of any 
given transformation and to write the transformation as an integral in terms 
of invariant subspaces. The aim of the paper is to add an example to the list 
of transformations with known invariant subspaces. The determination of 
invariant subspaces is a difficult problem which cannot be solved unless the 
transformation has special properties which aid the computation. Such 
transformations are found in connection with the theory of the hyper- 
geometric function. 
The transformations which we study are unbounded and partially defined. 
Before we can think of solving the structure problem for such a transforma- 
tion, we have to clarify the meaning of “invariant subspace”. We do this 
using the theory of Hilbert spaces whose elements are entire functions and 
which have these properties: 
(Hl) Whenever-F(z) is in the space and has a nonreal zero w, the function 
F(z)(z - a)/(~ - w) belongs to the space and has the same norm as F(s). 
(H2) For each nonreal number w, the linear functional defined on the 
space by F(z) -+ F(w) is continuous. 
(H3) The function F*(z) =F(%) belongs to the space whenever F(z) 
belongs to the space, and it always has the same norm as F(z). 
The theory of these spaces is related to the theory of entire functions E(a) 
which satisfy the inequality 
I Jw - 9 I < I Jw + i) I 
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fory >O.IfE( z is any such function, we write E(z) = A(z) - iB(z) where ) 
A(z) and B(z) are entire functions which are real for real Z, and 
K(w, z) = [B(z) iqw) - A(z) B(w)]/[n(z - ia)]. 
Let S(E) be the set of entire functions F(z) such that 
and such that 
l/F II2 = Strn I F(t)/E(t) 12 cft < co --4 
for all complex z. Then Z(E) is a Hilbert space of entire functions which 
satisfies the axioms (Hl), (H2), and (H3). For each complex number w, 
K(w, z) belongs to the space as a function of z and the identity 
F(w) = VW, K(wt t)> 
holds for every element F(z) of the space. A Hilbert space whose elements 
are entire functions, which satisfies the axioms (HI), (H2), and (H3), and 
which contains a nonzero element, is equal isometrically to a space S(E). 
If H(E) is any given space, consider the transformation “multiplication 
by z in S(E)” defined by F( z -+ zF(z) whenever F(z) and zF(z) are in the ) 
space. The axioms (HI), (H2), and (H3) state that multiplication by z in 
X(E) is a closed symmetric transformation of deficiency index (1, 1) which 
is real with respect to a conjugation. The inverse of multiplication by z - w 
is a bounded, partially defined transformation for each complex number w. 
Consider any closed linear transformation H in a Hilbert space, which is 
symmetric of deficiency index (1, I), such that H - w has a bounded 
inverse for every complex number w. Then H is unitarily equivalent to 
multiplication by z in some space S(E). Thus multiplication by z in X(E) 
is a canonical model of a certain hind of transformation in Hilbert space. 
The structure problem for a space Z(E) = Z[E(b)] is the problem of 
finding all spaces #[E(a)] contained isometrically in X[E(b)] such that 
E(a, z)/E(b, z) has no real zeros. These subspaces are totally ordered by 
inclusion. Multiplication by z in Z(E) admits an integral representation in 
terms of invariant subspaces. This result is a generalization of the Paley- 
Wiener theorem and Fourier transformation. There is no effective procedure 
for finding invariant subspaces. Hypotheses are need for such computations. 
The spaces now studied satisfy two conditions, which are stated for some 
choice of parameters h and k, - h < k < h. We assume that the transforma- 
tions 
F(z) -+W - 4 + (h - $1 l?V - 4 --WI/($ - 4 
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and 
F(z) ---f F( - 22) - h[F( - z) - F(z)]/2 
are isometries in the space. Since each of these transformations is its own 
inverse, it is equivalent to assume that the transformations are self-adjoint. 
We study these conditions separately. Neither one in itself is a severe restric- 
tion on the space studied. The combination, however, leads to a special kind 
of space which is related to Jacobi polynomials. 
If &‘(E,) is any given space, there exists a corresponding space Z(EJ such 
that E*(Z) = E,*(- z). The transformation F(z) -+F(- a) is an isometry 
of %(E,) onto Z(E,). A similar construction is not always possible for a 
nonzero choice of k. If X(E,) is a given space, there need not exist a corre- 
sponding space Z(E,) such that the transformation 
F(z) --+ I;( - z) - h[F( - 2) - F(z)]/z 
is an isometry of Z(E,) onto X(E,). Th e existence of such a space X’(Ea) 
places a restriction on the space S(E,). We determine what effect it has on 
the solution of the structure problem for the given space Z’(E,). Assume for 
definiteness that k is positive. 
The solution requires a study of pairs of spaces Z(E+) and Z(E-) which 
coincide as sets and whose norms are related by the identity 
<(t - 4 F(t), G(t))+ = ((t + 4 F(t), G(t))- , 
which holds for every element G(z) of the space when F(z) belongs to the 
domain of multiplication by z in the space. If S(E) = &(I?+) is a given space, 
the norm of X(E) cannot necessarily be modified so as to create a corre- 
sponding space X(K). Such a space will exist if, and only if, multiplication 
by a in L%?(E) admits a self-adjoint extension which has the interval (- K, k) 
as a gap in its spectrum. For such pairs of spaces we given a new generaliza- 
tion of the Paley-Wiener theorem and Fourier transformation. 
THEOREM 1. Let h be a given positive number, and let ST’+ and SW be given 
Hilbert spaces ofentirefunctions which satisfy the axioms (Hl), (H2), and (H3). 
Assume that the spaces coincide as sets and that the identity 
((t - 4 F(t), G(t)i+ = ((t + h) F(t), G(t))- 
holds for every element G(z) of the space when F(z) belongs to the domain of 
multiplication by z in the space. If the domain of multiplication by z contains a 
nonzero element, then ST?+ is equal isometrically to a space S’(E+) and A?- is 
equal isometrically to a space Z’(EJ such that 
A+(z) = A-(z) and (z + h) B+(z) = (z - h) B-(z). 
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The necessary conditions of Theorem 1 are also sufficient. 
THEOREM 2. Let h be a given positive number, and let A?(E+) and &‘(EJ be 
given spaces such that 
A+(z) = A-(z) and (z + h) B+(z) = (z - h) B-(z). 
Then the spaces coincide as sets and the identity 
<(t - WW, G(t)h+ = ((t + WI% G(Ol~- 
holds for ewry element G(z) of the space when F(x) belongs to the domain of 
multiplication by x in the space. 
The study of isometric inclusions of spaces A@(E) requires Hilbert spaces 
whose elements are pairs of entire functions. We use the notation I for the 
matrix 
A bar is used for the conjugate transpose of a rectangular matrix. Let 
48 w4 
M(X) = (C(z) B(z) ) 
be a matrix of entire functions which are real for real z. Assume that the 
matrix identity, 
M(z) Kiqq = I, 
and the matrix inequality, 
[M(z) Ii@(z) - IJ/(z - f) 2 0 , 
hold for all complex z. Then there exists a unique Hilbert space S’(M), 
whose elements are pairs (2::;) of entire functions and which has this pro- 
perty. The pair 
M(2) Ii@(w) - I 24 
2742 - a) 0 v 
belongs to the space for all choices of complex numbers u, v, and w, and the 
identity 
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holds for all elements (2::;) of the space. The pair (Ir~xr-F-~B~lI+W~ [F+(+~+W’)]/W)) belongs 
to the space whenever (rACr;,) F+(z) belongs to the space, for every complex number 
w. The identity for difference quotients 
F+(t) - ~+b>l/(t - 4 F+(t) - G+@Mt - P) 
$- (a - ” (([F-(t) - F-(a)]/(t - a)) ’ ([G-(t) - G-(&]/tt - 
holds for all elements (~~~~) and ($+{i$ of the space and for all complex 
numbers a and /3. The application of spaces X(M) to the problem of isometric 
inclusions is described in previous work [l]. The functions M(z) which are 
now needed have special properties. 
THEOREM 3. Let h be a giwen real number, and let &‘[E+(b)] and &‘[E-(b)] 
be given spaces uch that 
A+@, z) = A-(b, z) and (z + h) B+(b, z) = (z - h) B-(b, z). 
Let X[E+(a)] and .%?[~!-(a)] be spaces uch that the identities 
[A+@, 4, B+(b 41 = [A+@, 4, B+(a, 41 M+(a, b, 4, 
[A-@, z), B-(b, z)] = [A-(a, z), %(a, z)] M-(a, b, z) 
hoZd for some spaces ~[M+(u, b)] and S’[M-(a, b)]. If 
A+(u, z) = A&, z) and (z + h) B+(u, z) = (z - h) B-(a, z), 
then 
A+@, h 4 = 44 h z), 
(z + h) B+(a, b, 4 = (z - h) K(Q, b, 4, 
(z - h) C+(a, 64 = (z + h) C&, 4 z), 
D+(a, b, z) = D-(4 b, z). 
Functions M(z) which satisfy these relations are obtained as solutions of 
matrix integral equations. 
THEOREM 4. Let h be a given real number, and let 
4) B(t) 
mo) = (B(t) y(t) 1
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be a nondecreasing, matrix valued function whose entries are continuous, real 
valued functions of t > 0. For each number a > 0 and each complex number w, 
there exists a unique continuous, matrix valued function 
A+@, t, 4 
*+la’ ” w0) = iC+(a, t, w) 
B+(a, t, 4 
D+(a, t, w)) 
of t > a such that the integral equations 
1 - A+@, b, 4 = w JI A+@, t, 4 4W + (w + h) jb B+(a, t, w) dy(t), 
a 
B+(a, b, 4 = (w - h) 1” A+@, t, w) da(t) + w 1” B+(a, t, w) dP(t), 
la a 
- C+@, b, 4 = w 1” C+(a, t, 4 d/W + (w + h) lb D&z, t, 4 4(t), 
a a 
D+(a, b, 4 - 1 = (w - h) 11 C+(a, t, w) da(t) + w j: D+(a, t, w) dB(t) 
hold when a < b. A space S[M+(a, b)] exists when a < b, and the identity 
M+(a, c, 4 = M+(a) b, 4 M+(b, c, 4 
holds when a < b < c. A space S[M-(a, b)] exists when a < b such that 
A+@, b, 4 = A-@, 4 z), 
(2 + 4 B,@, b, 4 = (2 - h) B-(a, b, 4, 
(2 - h) C+(a, b, 4 = (2 + h) C(a, b, 4, 
D+(a, b, z) = D-(a, b, x). 
A number b > 0 is said to be singular with respect to m(t) if it belongs to 
an interval (a, c) such that m(a) f m(b), m(b) f m(c), and 
[44 - 441 [Y(c) - r(a)1 = [P(c) - BW”. 
Otherwise b is said to be regular with respect to m(t). As will be shown in the 
proof of Theorem 4, the entries of M+(a, c, 2) are linear functions of I if the 
interval (a, c) contains only singular points with respect to m(t). A converse 
result is also true. 
THEOREM 5. Let h be a given real number, and let Z(M+) and &‘(M-) be 
given spaces which satisfy the relations 
A+(4 = A-(4, (2 + 4 B+(z) = (2 - 4 B-(z), 
(x - h) C+(x) = (2 + h) C(.$, D+(z) = D-(z). 
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If the entries of M+(z) are linear functions of z and zf the normaliza- 
tions ii+(h) = II-(- h) > 0 and D+(h) = A.(- h) > 0 are satisfied, then 
&4+(z) = cash (hfi) - x sinh (h/3)/h, 
B+W(z - 4 = 01 sinh W)/(W), 
C+bY(~ + 4 = - Y sinh V$OlW), 
D+(Z) = cash (h/3) + z sinh (h/3)/h 
for real numbers (Y, /3, y such that CY > 0, y >, 0, and ,0’ < LX~. 
The construction of Theorem 4 yields essentially all pairs of spaces 
X(M+) and X(&Z-) which satisfy the hypotheses of Theorem 3. 
THEOREM 6. Let h be a given real number, and let S(M+) and X(&Y) be 
given spaces which satisfy the relations, 
A+(x) = A-(z), (2 + 4 B+(z) = (x - h) B-(4, 
(z - h) C+b) = (z + h) C-(4, D,(z) = D-(z). 
If A+(h) = D-(- h) > 0 and D,(h) = A-(- h) > 0, then there exists a 
function m(t) satisfying the hypotheses of Theorem 4 such that 
M+(z) = M+(a, c, z) 
for some indices a and c. 
and M-(z) = &I-(a, c, z) 
The structure problem for any given space Z(E) = X[E(b)] is the prob- 
lem of finding all spaces *[E(a)] contained isometrically in X’[E(b)] such 
that E(a, z)/E(b, z) h as no real zeros. The solution of the problem for pairs 
of spaces satisfying the hypotheses of Theorem 1 is determined by a non- 
decreasing, matrix valued function m(t). 
THEOREM 7. Let h be a given real number, and let .X(E+) and X(E-) be 
given spaces such that 
A+(z) = A-(z) and (z + h) B+(z) = (z - h) B-(x). 
Assume that E+(z) and E-(z) haoe no real zeros. Let t.~+(x) and p-(x) be 
nom&creasing functions of real s such that #(E+) is contained isometrically 
in L2&+) and &‘(EJ is contained isometrically in L2(pJ. Assume that the 
identity 
j-1 (t - 4 dcl+(t) = j-t (t + 4 44) 
409/29/3-9 
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holdsfor all real x. Then there exist spaces *[E+(t)] and *[E-(t)], t > 0, and a 
nondecreusing, matrix valued function 
a fw m(t) =(B(t) y(t) 1 
whose entries are continuolls, real valued functions of t, with these properties: 
(1) The given functions E+(z) and E-(X) are equal to E+(c, z) and E-(c, z) 
for some index c which is regular with respect o m(t). 
(2) Tlse identities 
(A+@, x), B+(b, 4) = (A+@, 4, B+(a, 4) n/rc(a, b, 4, 
(A-(b, z), B-p, z)) = (A&z, z), B-(a, z)) X(4 b, 4 
hold when 0 < a < b < co, where the functions M+(u, b, z) and M-(a, b, z) 
are defined us in Theorem 4. 
(3) The space #[E+(a)] is contained isometrically in L2(p+) and the space 
#[E-(u)] is contained isometrically in L2(tQ when the index u is regular with 
respect to m(t). 
(4) The union of the spaces S[E+(u)], a regular, is dense in L2(p+), the 
union of the spaces Z[E-(a)], a regular, is dense in L2(&, and 
f’il [a(t) + r(t)1 = a- 
(5) The intersection of the spaces #[E+(u)], a regular, is a space of dimen- 
sion zero or one, and 
l& K+(t, w, w) = 0 
for all complex w. The intersection of the spaces #[E-(u)], a regular, is a space 
of dimension zero or one, and 
for all complex w. 
l#ic K-p, w, w) = 0 
A knowledge of m(t) determines all the subspaces of the given spaces 
X(E+) and #‘(ES). 
THEOREM 8. In Theorem 7 let X(E,) be a given space which is contained 
isometrically in L2(p+), such that E,,(z) has no real zeros. If S?(E,,) is contained 
in S(E+), or if it contains &?‘(E+), then it is equal isometrically to X[E+(u)] 
for some index a which is regular with respect o m(t). 
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The integral equation for M(z) implies an integral equation for E(z). The 
theory of such equations leads to a construction of measures associated with 
Hilbert spaces of entire functions. 
THEOREM 9. In Theorem 4 assume that spaces S’[E+(t)] and &‘[E-(t)] are 
given for each index t such that 
A+@, 2) = A& z) and (z + h) B+(t, z) = (z - h) B-(t, z) 
and such that 
[-A+(& 4, B+(h ~11 =[Ua, 4, B+(a, 41 M+(a, 4 4, 
[A@, z), B-(b, z)] = [A-(a, x), &(a, z)] K(a, b, z) 
when a < 6. Assume that E+(t, z) and EJt, .z) have no real zeros for some, and 
hence every, index t. Then the integral equations 
A+@, w) - -4+(b, w) = w sb A+(t, w) d/3(t) + (w + h) ib B+(t, W) dy(t), 
a a 
B+(b, w) - B+(a, 20) = (w - h) lb A+(t, w) da(t) + w s” B+(t, w) d/3(t) 
a a 
hold for all complex w when 0 < a < b < 00. If 
F-2 b(t) + r(t)1 = 00 
and if the set of regular points is unbounded, then there exist essentially unique, 
non&creasing functions p+(x) and p-(x) of real x such that X[E+(a)J is con- 
tained isometrically in L2(p+) and X[E-( a )] . as contained isometrically in L2(p.J 
for every regular index a. The relation 
s: (t - 4 h+(t) = j-z (t + h) 44 
0 
holds for all real x. 
Essential uniqueness means that if V+(X) and u-(x) are any other non- 
decreasing functions with these properties, then 
v+(b) - u+(a) = P+@) - p+(a) and v-(b) - v-(a) = p-(b) - p-(a) 
whenever a and b are points of continuity of p+(x) and p-(x). 
The expansion theorem for Hilbert spaces of entire functions has a gener- 
alization for pairs of spaces which satisfy the hypotheses of Theorem 1. Let 
m(t) be a matrix valued function of t > 0 which satisfies the hypotheses of 
Theorem 4. The structure space L2(m) is the Hilbert space formed by all 
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(equivalence classes of) pairs [f(t), g(t)] of measurable functions of t > 0, 
which are (equivalent to) constants in each interval of singular points, such 
that 
II (f, g) 16 = j,” [f(t), g(t)l dm(4 [f(t), g(4l- < co. 
We use the notation ~(a, t) for the function of t > 0 which is zero when t > a and which is one when t < a. 
THEOREM 10. Let h be a given real number, and let 
4 B(t) mw =(B(t) y(t) 
be a nondecreasing, matrix valuedfunction oft > 0, whose entries are continuous, 
real valued functions of t. For each index t, let #[E+(t)] and .X[E-(t)] be given 
spaces such that 
A+(& z) = A-(t, z) and (z + h) B+(t, z) = (z - h) B-(t, z), 
such that E+(t, w) is a continuous function of t for every w, and such that the 
integral equations 
A+@, 4 - A+@, 4 = w j” A+(& w) 43(t) + (w + h) j” B+(t, w) 444 
a a 
and 
B+(b, w) - B+(a, 4 = (w - h) j” A+(4 w) d4) + w j” B+(t, w) d/W 
a a 
hold when 0 < a < b < co. Assume that 
f@ K+(t, w, w) = 0 = ),i,moIL(t, w, w) 
for all complex w. Then x(c, t) [A+(t, w), B+(t, w)] and X(C, t) [A-(t, w), I?-(t, w)] 
belong to La(m) as functions of t for every regular number c and every complex 
number w. For each element [f(t), g(t)] of LZ(m) which vanishes outside of (0, c), 
define corresponding esgentransforms F+(z) and F-(z) by 
and 
nF+(w) = jm [f(t), g(t)] dm(t) IIA+(t, u)>, B+(t, fW 
0 
rrF_(w) = jm [f(t), g(t)] dm(t) I-U, m)), Wt, @)I- 0 
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for all complex w. Then F+(z) and F-(z) are entire functions which belong to 
H[E+(c)] and X[B-(c)l, and 
77 jtrn I F+(W+(c9 4 I2 dt = jy [f(t), &)I dm(f) [f (4, &)I- -m 
=77 I +m /F-(t)/E-(c, t) 12 dt. --a 
Every element of *[E+(c)] is the plus esgentransform and every element of 
&‘[E-(c)] is the minus esgentransform of some element of L’(m) which vanishes 
outside of (0, c). 
THEOREM 11. Let c > 0 be a regular point in Theorem 10. Let [ fi(t), f2(t)] 
and [gJt),g,(t)] be elements of Le(m) which vanish outside of (0, c), let F+(z) 
and G+(z) be their plus e&mtransforms, and let F-(a) and G-(z) be their minus 
esgentransforms. Then the condition G+(z) = xF+(z) is necessary and ss@cient 
that [ fi(t), f2(t)] be (equivalent to) a pair of continuous functions such that 
fda) A+(a, 4 = j: gdt) A+& 4 W) + j: g2(t) A+@, h) 4(t) 
and 
- h j;fdt) A+& 4 d4t) - h j:fe(t) A+@, 4 W) 
fda) -4+(a, 4 = j: gdt) A+@, h) d/W + jc At) A+@, 4 4(t) 
a 
+ h jc f&) A+@, h) Mt) + h jc fXt) A+@, 4 W) 
a a 
for 0 < a < c, and such that lim f2(t) = 0 as t I 0. The condition 
G-(Z) = zF-(z) is necessary and suficient that [ fi(t), f2(t)] be (equivalent to) 
a pair of continuous functions such that 
fda) Ma, h) = j; gdt) A-P, h) 44 + j,” &) A$, 4 4(t) 
+ h j:fi(t) 44 h) da(t) + h j’f&) Ut, 4 d/W) 
0 
and 
fda) Ua, 4 = jl gdt) A-& h) 4%) + jc g2(t) A-@, h) b(t) 
a 
- h jc fdt) A-P, 4 4%) - h jc f&J A-&h) 4(t) 
a a 
for 0 < a < c, and such that lim fi(t) = 0 as t \ 0. 
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If the eigenfunction expansion is known for any pair of spaces, it can be 
obtained for certain related spaces. These spaces are obtained as subspaces 
of the given spaces. 
THEOREM 12. Let h be a giwen real number, ad let .@(I?+) and .#‘(EJ be 
given spaces uch that E+(z) and E-(z) have no real zeros and such that 
A+(z) = A-(z) and (z + h) B+(z) = (z - h) B-(z). 
Then - B+( - h) B-(h) is a positive number. Let K be the positive solution of the 
equation 
K2 = - B+(- h) B-(h). 
If the domain of multiplication by z in .%(E.+) contains a nonze~o element, then 
there exist spaces &‘(E,+) and &‘(E,-) such that 
K&,(Z) = B+(z)/@ - h) = B-(s)/(z + h) = K&..(Z) 
and such that 
(a. + h) &+(2) = A+(z) B+(- 4 B-W - B+(z) A+(- 4 B-(h) 
- B-(z) A-(h) B+( - h) 
= (z - h) KB,-(z). 
The space &‘(E,+) coincides with the domain of multiplication by z in X(E+), 
and the identity 
<F(t), G(t)&+ = ((t - h)F(O, 0 + h) GUDE+ 
holds for all elements F(z) and G(z) of &(E,+). The space JE”(E,-) coincides 
with the domain of multiplication by z in %?(E-), and the identity 
<F(t), G(t)hrl- = <(I - 4 F(t), (t + 4 W>E- 
hotis for uZZ ekments F(z) and G(z) of X(EIJ. 
The subspace construction is consistent with integral equations. 
THEOREM 13. Let h be a given real number, and let 
4) B(t) 
m(t) =(At) y(t) 1
be a nondecreasing, matrix valued function of t > 0 whose entries are continuous, 
real valued funhms of t. For each t > 0 let .@[E+(t)] and S’[E-(t)] be given 
spaces uch that E+(t, z) and E.Jt, z) have no real zeros and such that 
A+(t, z) = A-(t, z) and (z + h) B+(t, z) = (z - h) B-(t, 2). 
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Assume that E+(t, w) is a continuous function of t for every w and that the 
integral equations 
A+@, 4 - .4+(b, 4 = w I” A+(4 w) 43(t) + (W + h) 1” B+(t, W) dr(t) a a 
and 
B+(b, w) - B+(a, w) = (w - h) 1” A+(t, w) da(t) + w j-” B+(t, w) d/3(t) 
a (1 
hold when 0 < a < b < co. Let K(t) be the positive solution of the equation 
K(t)’ = - B+(t, - h) B-(t, h), 
and let 
4) f%(t) m1(t) = (/31(t) y1(t) 1 
be a nondecreasing, matrix valued function of t > 0 such that 
q(b) - al(a) = j: [A+(t, - h) B-(4 h) + A-(t, h) B+(t, - h)12 K(t)-2 da(t) 
- 2 j-” [r2+(t, - h) B-(2, h) + .4-(t, h) B+(t, - h)] d/3(t) 
0 
+ lb K(tJ2 44th 
P,(b) - A(4 = P(a) ” P(b) 
+ l”, [A+(& - h) K(t, h) + A-(4 h) B+(t, - 41 W2 Wt)t 
n(b) - r&4 = j-” ~(t)-~ 44 
n 
when 0 ( a < b < CIO. Then the entire functions defined by 
K(t)&+ (t, z) = B, (t, z)/(z - h) = B- (t, z)/(z + h) = K(t)&@, z) 
and 
(2 + h) K(t) &+(t, 4 = A+(4 4 B+(t, - h) B-(t, 12) 
- B+(t, 4 A+(& - 4 B-P, 4 
- B-(t, z) A$, h) B+(t, - h) 
= (z - h) I B,-(t, z) 
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satisfy the integral equations 
whenO<a<b<crx. 
The general theory of eigenfunction expansions just described is used only 
in a special case, which we now study. 
THEOREM 14. Let h be a given real number, and let S(E) be a given space 
such that A(z) and (z + h) B( z ) are even fun&ms of z. Then the transformation 
F(z) -+ F( - z) - h[F( - z) - F( z )]/ z is an isometry of X(E) onto itself. 
A converse result holds. 
THEOREM 15. Let h be a given real number, and let 2 be a Hilbert space 
of entire functions which satisfies the axioms (HI), (H2), and (H3), and which 
contains a nonzero element. If the transformation 
F(z) ---f F( - z) - h[F( - z) - F(z)]/z 
is an isometry of &’ into itself, then 2’ is equal isometrically to a space X(E) 
such that A(z) and (z + h) B(z) are even entire functions of x. 
Spaces which satisfy this symmetry condition are obtained from symmetric 
measures. 
THEOREM 16. Let h be a given real number, and let S’(E) be a given space 
which is contained isometrically in L2(p) where p(x) is a nondecreasing function 
of real x such that 
s 
’ (t - h) dp(t) = 0 
-a! 
for x > 0. If E(z) h as no real zeros, and if E*(- z)/E(z) is of bounded type 
in the upper half-plane, then the transformation 
F(z) -+ F( - z) - h[F( - z) - F(z)]/z 
is an isometry of S(E) onto itself. 
The symmetry condition is hereditary in subspaces. 
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THEOREM 17. Let h be a giwen real number, and let S[E(a)], #[E(b)], and 
i@[M(a, b)] be giwen spaces such that 
[-W, 4, B(b, 41 = [4, 4, B(a, 41 Wa, h 2). 
If A(b, z) and (z + h) B(b, z) are eeren functions of z, then the transformation 
F(x) + F( - x) - h[F( - x) - F( x )]/ z is an isometry of S[E(u)] onto itself. 
If A(a, z) and (z + h) B(u, z) are eoen functions of z, then A(a, b, z), 
(z + h) B(u, b, z), (z - h) C(a, b, z), and D(u, b, z) are eoen functions of z. 
The structure space L2(m) corresponding to such a space /f(E) has a 
symmetry property. 
THEOREM 18. In Theorem 7 assume that A+(z) and (z + h) B+(z) are 
ewen functions of z and that 
J -’ (t - h) dp+(t) = 0 --3: 
for all x > 0. Then A+(t, z) and (z + h) B+(t, z) are eaen functions of z for 
every index t, and /3(t) is a constant. 
A space X(E) which satisfies the symmetry condition has a decomposition 
into even and odd parts. 
THEOREM 19. Let h be a given real number, and let X(E) be a given space 
such that A(z) and (z + h) B( z are ewen functions of z. Then there exists a ) 
unique Hilbert space X+ of entire functions such that F(z) -+F(z2 - h2) is an 
isometric transformation of ti+ onto the ewen elements of S(E). The space A?+ 
satisfies the axioms (HI), (H2), and (H3). If it contains a nonzero element, and 
‘f,,” a given real number, then A?+ is equal isometrically to a space Z’(E+) such 
A(x) + y(x + h) B(z) = A+@2 - h2) 
and 
(x + h) B(z) = B+(z’ - h2). 
THEOREM 20. Let h be u giwen real number, and let &(E) be a giwen space 
such that A(z) and (x + h) B( z are ewen functions of x. Then there exists a ) 
unique Hilbert space X? of entire functions such that F(z) + (z - h) F(z2 - h2) 
is an isometric transformation of X onto the set of elements G(z) of Z(E) such 
that (z + h) G(z) is un ewe-n function of z. The space X sutis$es the axioms 
(Hl), (H2), and (H3). If it contains a nonzero element, and if (Y is a giwen real 
number, then X is equal isometrically to a space X(E-) such that 
A(x) = A-(x2 - h2) and B(x)/(x - h) - a/I(z) = B&z2 - h2). 
The symmetry decomposition is consistent with integral equations. 
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THEOREM 21. Let h be a given real number, and let a(t) and y(t) be con- 
tinuous, nondecreasing functions of t > 0. For each t > 0 let *[E(t)] be a 
given space such that A(t, z) and (z + h) B(t, z) are even functions of z. Assume 
that E(t, w) is a continuousfunction of t for every w and that the integral equa- 
tions 
A@, w) - A@, w) = (w + h) I” B(t, w) dy(t) 
a 
B@, w) - B(a, w) = (w - h) 1” A(t, W) da(t) 
a 
hold for all complex w when 0 < a < b < co. For each index t, let A+(t, z) 
and B+(t, z) be the uniqlle entire functions such that 
A@, z) + y(t) (z + h) B(t, 4 = A+(& z2 - h2) 
and 
(z + h) B(t, z) = B+(t, z2 - h2). 
Then A+(t, w) and B+(t, w) are continuous functions of t for every w, and the 
integral equations 
A+@, 4 - A+@, 4 = w I” A+@, 4 43+(t) + w 1” B+k 4 b+(t) a a 
and 
B+(h w) - B+(a, 4 = w 1” A+(& 4 da+(t) + w lb B+(t, 4 43+(t) 
a a 
are satisfied when 0 < a < 6 < CO, where 
4) B+(O 
m+(t) = (/l+(t) y+(t) 1 
is a nondecreasing, matrix valued function of t such that 
a+(a) =44, P+(a) =- 1’ y(t) ddt), r+(a) = 1’ rM2 d4t) 
fora>O. 
THEOREM 22. Let h be agiven real number, and let a(t) and y(t) be continu- 
ous, nondecreasi~ functions of t > 0. For each t > 0 let #[E(t)] be a given 
space such that A(t, z) and (z + h) B(t, z) are even functions of z. Assume that 
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E(t, w) is a continuous function of t for every w and that the integral equations 
A(a, w) - d(b, w) = (w + h) 1” B(t, w) dy(t) 
a 
and 
B(b, w) - B(a, w) = (w - h) sb A(t, w) dor(t) 
(I 
hold for all complex w when 0 < a < 6 < co. For each index t, let A-(t, x) 
and B-(t, z) be the unique entire functions such that 
A(t, z) = A-(t, z2 - h2) 
and 
W, z)/(z - h) - a(t) A(t, z) = B-(t, z% - h’). 
Then A-(t, w) and B-(t, w) are continuous functions of t for every w and the 
integral equations 
-uU, W) - -d-(b, W) = W I", a-@, W> db-(t) + W j: B-(t, W) dy-(t) 
and 
J-W, w) - K(a, w) = w j” A-(t, w) dole(t) + w 1” B-(t, w) d/?-(t) 
a a 
are satisjied when 0 < a < b < 00, where 
4) B-(t) 
m-(t) = (b-(t) y-(t) 1 
is a nondecreusing, matrix valued function oft such that 
a-(a) = 1 *’ 4)’ W), B-W = ja 4) 4(t), Y-(4 = Y(4 
for a > 0. 
A reverse process to the symmetric decomposition is given by the follow- 
ing construction of symmetric spaces. 
THEOREM 23. Let h be a given real number, and let S(E) be a given space 
such that A(z) and zB(z) are even fun&m of z. 
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Then there exists a space .@(E,J szlch that 
Ah(z) = A(%&2 - hz) 
and 
(rz + h) B&) = d.9 - h2 B(d?=%). 
IfZ(EJ is any give space such that A,(x) and (z + h) Bl(z) are even functions 
of z, then A,(z) = A&) and B,(z) = B&z) for some such choice of E(z). 
The construction is compatible with integral equations. 
THEOREM 24. Let h be agiven real number, and let a(t) and y(t) be continu- 
ous, nondecreasing functions of t > 0. For each t > 0, let X[E(t)] be a given 
space such that A(t, x) and zB(t, z) are even functions of z. Assume that A(t, w) 
and B(t, w) are continuous functions of t for every w and that the integral 
equations 
and 
A(u, w) - A(b, w) = w 1” B(t, w) dy(t) 
a 
B(b, w) - B(a, w) = w 1” A(t, w) dor(t) 
a 
hold when 0 -=c a -=c b -C a~. If Eh(t, z) is defined for E(t, z) us in Theorem 23, 
then Ah(t, w) and Bh(t, w) are continuous functions of t for every w, and the 
integral equations 
and 
&(a, 4 - A& 4 = (w + 4 1” W, 4 444 
a 
Mb, 4 - &,(a, 4 = (w - h) Jl At& 4 d+) 
holdwhenO<u<b<a. 
These results are used in the study of Jacobi spaces. The axiom for the 
spaces implies symmetry relations for the defining functions A(z) and B(z). 
THEOREM 25. Let h and k be given numbers, - h < k < h. Let &@ be a 
given Hilbert space of entire functions which satisfies the axioms (Hl), (H2), and 
(H3), and which has dimension greater than one. Assume that the trunsfmmu- 
tions 
F(4+F(l -4+@-+)[F(l -4-F(41/($-4 
and 
F(z) -tF(- z) - k[F(- z) - F(z)]/z 
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are isometries of X into itself. Then S is equal isometrically to a space &(E) 
such that A(z) and (z + k) B( z ) are even functions of z and such that the sym- 
metry relations 
A(1 - z) + (h - 4) [A(1 - z) - A(z)]/(+ - x) = A(z) s + B(z) Y, 
B( 1 - z) + (h - +) [B( 1 - z) - B(z)]/(+ - z) = A(z) p - B(z) s 
hold for some real numbers p, Y, and s such that 1 = s2 + pr. 
These hypotheses are hereditary in subspaces. 
THEOREM 26. Let &‘[E(a)], *[E(b)], and Z?[M(a, b)] be given spaces such 
that 
[A@, ~4, W, 41 = [A@, 4, Way 41 Mb, b, 4. 
If *[E(b)] satisfies the hypotheses of Theorem 25 for some h and k, and if 
X[E(a)] is not one-dimensional, then X[E(a)] satisfies the hypotheses of Theo- 
rem 25 for the same h and k. 
The coefficients of the symmetry relations are obtained by solving dif- 
ferential equations. 
THEOREM 27. Let h and k be given numbers, - h < k < h. For each index 
a, 0 < a < n, let *[E(a)] be agiven space such that A(a, z) and (z + k) B(a, z) 
are even functions of x and such that the symmetry relations of Theorem 25 
are satisfied with coeficients p(a), r(a), and s(a). Assume that A(t, z) and B(t, z) 
are continuous functions of t for every z and that the integral equations 
and 
A@, z) - A@, 4 = (z + 4 sb B(t, 4 b(t) LI 
B(b, .z) - &a, z) = (z - k) I” A(t, z) dar(t) 
a 
hold when 0 < a < b < v, where a(t) and y(t) are nondecreasing, absolutely 
continuous functions of t. Assume also that 
l/5 [B(a, z) A(a, w) - A(a, z) &a, w)] = 0 
for all complex z and w. Then s(a)” < 1 for every index a, and lim s(a)2 = 1 
as a I 0. The equations 
p(t) y’(t) = - s’(t) = r(t) a’(t) 
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hold at all points t where a’(t) and y’(t) exist. The coeficientsp(t) and r(t) are 
absolutely continuous functions of t, and the equations 
p’(t) = [(2h - 1) - (2k - 1) s(t)] a’(t) 
and 
r’(t) = [- (2h - 1) + (2k + 1) s(t)] f(t) 
hold at all points t where a’(t) and y’(t) exist. The expressions 
p(t) [l + s(t)]“‘“-l/[l - s(t)]k-h 
and 
r(t) [I - s(t)]h-k-l/[1 + s(t)]hfk 
are constant in any interval where s(t)2 < 1. There exists such an interval with 
the origin as its left end-point if the spaces X[E(a)] are not all one-dimensional. 
We proceed to the construction of Jacobi spaces. 
THEOREM 28. Let h and k be given numbers, - h -=c k -=c h. If 0 < a -C rr, 
the set of entire fun&ms F(z) which are of bounded type and of mean type at 
most a in the upper and lower half-planes, such that 
IIF II2 = f I F(h + n>l” 
r(2h + n) I(h - k + n) 
n-0 r(l + n) r(h + k + 4 
+ f IF{-h---Y 
r(2h + n) T(h - k + 1 + n) ( o. 
n=o F(l +n)r(h+k+l +n) ’ 
is equal isometrically to a space #[E(a)] which satisfies the hypotheses of Theo- 
rem 25. 
Every Jacobi space essentially is such a space or contains such a space. 
THEOREM 29. Let h and k be given numbers, - h < k < h. If X(E) is a 
given space which satisfies the hypotheses of Theorem 25 fm these indices, then 
there exists an entire function S(a), which is real for real z, has only real zeros, 
and is periodic of period two, such that the transf~mation F(x) -+ S(z) F(z) is 
an isometry of .W[E(a)] onto Z’(E) for some index a, OY such that the transfmma- 
tion F(z) --f S(z) F(z) is an isometry of X[E(a)J into Z(E) for every index a. 
Another construction of Jacobi spaces is made from Gauss’s series, 
F(a, b; c; x) = 1 + $-z + ata + l)W + 1) 22 + . . . , 
2!C(C + 1) 
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THEOREM 30. Let h and k be given numbers, - h < k < h. When 
0 < a < n, a space *[E(a)] exists, 
&4(a, z) = sinhwk (a) coth+” (4 a)F[h - z, h + z; h - k; sin2 (4 a)] 
and 
B(a, x) = sinh-k (a) tarFk (8 a) 
xF(h-z,h+z;h-k+f;sin2(ia))(z-k)/(h-k). 
The space satisjies the hypotheses of Theorem 25. The symmetry relations of 
Theorem 2.5 are satis$ed with s(a) = cos (a), p(a) = sin1-2k (a) tan*‘+’ (4 a) 
and r(a) = sin1+2k (a) cot 2h-1 (4 a). The integral equations of Theorem 27 are 
satisfied with 
(~‘(a) = sin+” (a) tan2h-1 (4 a) and +(a) = sin%” (u) cot2”-l ($ a). 
A necessary and su$Zent condition that an entire function F(z) belong to 
Z[E(a)] is that it be of bounded type and of mean type at most a in the upper 
and lower half-planes and that 
r r(2h + n) r(h - k + n) 
c ’ F(h + ‘)‘” F( 1 + n) r(h + k + n) 11 =o 
+ f / F(- h - n)i* 
I’(2h + n) r(h - k + 1 i- n) ( o. 
7l=O 
I’(1 + n) I’(h + k + 1 -t n) ’ 
In this case the sum is equal to 
(2h/.rr) F(h - k)2 s+m 1 F(t)/E(a, t)i2 dt. 
-m 
The expansion theorem for these Hilbert spaces of entire functions is 
similar in statement and proof to the Paley-Wiener theorem. 
THEOREM 31. In Theorem 30 define 
@(t, z) = A(t, z) sin-‘; (t) tan&-i (4 t) - iI3(t, z) sin”-’ (t) co++ (8 t) 
and 
@(- t, z) = A(t, z) sin-” (t) tan”+ (& t) + i&t, z) sink (t) co+-6 (t t) 
when 0 < t < n. Let a be a given number, 0 < a < W. Then @(t, z) belongs to 
L2( - a, a) as a function of t for every complex number z. If j(x) is an element 
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of L2(- m, ~7) which vanishes outside of (- a, a), then its eigentransform F(z), 
dejined by 
257F(z) = /= f(t) @(t, z) dt, 
-77 
belongs to #[E(a)], and 
27r ,I: j F(t)/E(a, t)j2 dt = 1” -li IfW dt. 
Every element of &?[E(a)] is of this form. 
As in the case of Paley-Wiener spaces, multiplication by z on entire func- 
tions corresponds to the action of a first-order differential operator in 
L2(- 7r, 7r). The characteristic properties of Jacobi spaces correspond to 
symmetries of the differential operator. Familiar properties of the Fourier 
transformation are obtained when h = 4 and k = 0. 
THEOREM 32. In Theorem 31 let f(x) and g(x) be elements of L2(- 7~, r) 
which vanish outside of an interval (- c, c), c < ST, and let F(z) and G(z) be 
their eigentransforms. Then the condition G(z) = F*(z) is necessary and su$i- 
cient that g(x) = j( - ) 1 x a mos everywhere. The condition G(z) = zF(z) is t
necessary and slftticient that f(x) b e e uivalent to) a continuous function of ( q 
x f 0 such that 
j” g(t) dt = - if(b) + if(a) + k s” f( - t) dt 
a a 
+i(h - 4) 
I 
bf(- t)csc(t)dt -ik I ’ f(- t) cot (t) dt a a 
for every interval (a, b) which does not contain the origin. The condition 
G(z) = F(- z) - k[F(- z) - F(z)]/z is necessary and sr@ci~t that 
g(x) = f (- x) almost everywhere. The condition 
G(z) = F(1 - x) + (h - 4) [FQ - z) - F(z)]/($ - x) 
is necessary and sz@cient that g(x) = e”“f (- x) almost everywhere. 
Applications of Jacobi spaces to the quantum mechanical theory of angular 
momentum are described briefly in [l]. It would be interesting to determine 
whether other quantum mechanical eigenfunction expansions admit a similar 
axiomatic treatment. Expansions in radial variables are especially desirable 
as they shed light on the nature of nuclear forces, a relevant problem in the 
present state of modern physics. 
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Proof of Theorem 1. By Theorem 23 of [l] the given spaces .Z?+ and % 
are equal isometrically to spaces .%?(E+) and 2(K). We must show that the 
functions E+(z) and E-(z) can be chosen so as to be related as in the statement 
of the theorem. The following considerations apply even when the functions 
are not so chosen. The argument is restricted to the special case in which 
E+(z), and hence E-(z), has nonzero values at h and - h. The general case 
then follows by Problem 44 of [I]. 
Let P(z) be the choice of an entire function which is real for real a and 
which has value one at h, such that [F(z) - P(z)F(h)]/(z - h) belongs to 
#(E+) whenever F(z) belongs to Z(E+). The expression 
W), W)), - V(t) + WV) - f’W~(hlll(~ - h), G(O)- 
is meaningful whenever F(z) belongs to X(E+) and G(z) belongs to *(E-J. 
It is a real number when F(z) and G(z) are real for real z. The hypotheses 
imply that the expression vanishes whenever F(z) vanishes at h. By the closed 
graph theorem, F(z) +F(z) + 2h[F(z) - P(z)F(h)]/(z - h) is a bounded 
transformation of X(E+) into Z(E-). It follows that there exists an element 
Q(z) of ti(E-), which is real for real z, such that the identity 
F(t), G(O)+ - <W + WV) - WNh)ll(~ - 4, G(Q)- 
= 2Wh) (Q(O, G(Q)- 
holds for all elements F(z) of S(E+) and G(z) of S(E-). Then 
S(z) = P(z) - (z - h) Q(z) is an entire function which is real for real z and 
has value one at h, such that the identity 
holds whenever F(z) beongs to X(E+) and G(z) belongs to H(K). When 
F(z) = K+(a, z) and G(n) = K&3, z ) f or some numbers OL and /3, the identity 
reads 
Replace /I by z and OL by w. The identity can be written 
B-(z) L(w) - A-(z) B-(w) 
= @+(4 + NB+Cd - Sk4 B+VQll(~ - 41 A+(w) 
- {A+(4 + 2h[A+C4 - SC4 A+(h)ll(~ - 4) B+(w) 
- ZhS(z) [B+(w) A+(h) - a+(w) B+(h)]@ - h). 
Since we assume that the domain of multiplication by z in 
Z(E+) contains a nor-zero element, the functions A+(z), B+(z), and 
409/29/3-10 
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F+(4 J+(4 - A+(4 ~+v91/(~ - 4 are linearly independent. It follows 
that S(z) = A-(z) u + B-( z v ) f or some numbers u and er, which are real 
because S(z) is real for real a. The identity now reads 
Since A.(z) and B-(z) are linearly independent, there exist numbers p, q, r, 
and s such that 
44 + 2m3+(4 A+(h) - A+(4 B+vQl 4b - w = A+(4 P + B+(z) f, 
K(z) - w?+(z) A+(h) - A+(z) B+(h)] 4(z - 4 = -A+(z) q + B+(z) s. 
Since A+(z), B+(z), A-(z), and B-(z) are real for real z, p, q, r, and s are real. 
When we substitute these expressions in the previous identity and use the 
linear independence of A+(z) and B+(z), we obtain 
A+(z) + 2&4+(s) - S(z) A+(h)]/(z - h) = A-(z) s - B-(z) r, 
B+(z) + 2h[B+(z) - S(z) B+(h)]/(z - h) = - A-(z) q + B-(z)p. 
On solving for A+(z) and B+(z) in the last pair of identities and substituting in 
the previous pair, we find that (1 - ps + qr) A-(z) and (1 - ps + qr) B-(z) 
belong to X(EJ. Since A-(z) and B-(z) cannot both belong to X(E), we 
can conclude that ps - qr = 1. It follows that a space A?(Ei) exists, 
A,(z) = A-(z) s - B-(z) Y and %(z) = - L(z) q + B(z) p, 
and it is equal isometrically to X(E). Thus, once E+(z) has been chosen, 
we can always choose E-(x) so that p = s = 1 and q = r = 0. Note that a 
space H(E) remains unchanged if E(z) is multiplied by a constant of absolute 
value one. We can, therefore, choose E+(z) so that E+(h) is positive. In this 
case B+(z) vanishes at h, and we obtain the identity 
(z + h) B+(z) = (z - h) B-(z). 
The identity 
u4 = B+(z) + WB+(z) A+(4 - A+(z) B+Wl d(z - 4 
now implies that A+(h) u = 1. The remaining relations 
(z - h) A-(z) + 2hB+(z) A+(h) w = (z - h) A+(z), 
(2 + h) A+(s) - 2hBJz) A+(h) w = (z + h) A-(z), 
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which are equivalent, imply that 
A+(z) + B+(z) Ll,(h) w = A-(z) + B-(z) A+(h) w. 
The theorem follows because a space Z(E) remains unchanged when a real 
multiple of B(z) is added to -4(z). 
Proof of Theorem 2. By Problem 44 of [I], we can restrict explicit proof to 
the special case in which E+(z), and hence E..(z), has nonzero values at h 
and - h. Since B+(z) vanishes at h, A+(z) then has a nonzero value at h. 
Let u be the unique real number such that S(z) = A+(z) u has value one at h. 
By reversing steps in the proof of Theorem 1, we find that the identity 
I(_(% P> = K+(% B) + 2W+(% B) - S(P) K+(% hll/(B - 4 
holds for all complex numbers OL and 6. Thus if F(z) is the element of Z(E+) 
given by F(z) = K+(o1, z) f or some complex number 01, and if G(z) is the 
element of &‘(I%-) given by G(z) = K$, z) for some complex number 8, 
then G(z) belongs to *(I?+), F(z) + 2h[F(z) - S(z)F(h))/(z - h) belongs 
to X(E), and the identity 
holds. The same identity holds by linearity whenever F(z) is a finite 
linear combination of functions K+(oL, z ) and G(z) is a finite linear 
combination of functions K-(/3, z). Since S(z) = /Z-(z) u, the function 
[F(z) - S(z) F(h)]/(z - h) belongs to Z(E-) whenever F(z) belongs 
to *(I?-). By the closed graph theorem, the transformation 
F(z) --f [F(z) - S(z)F(h)]/(z - h) is b ounded in X’(K). From the above 
kernel function identity, we see that every function K$, z), /3 # h, can be 
written as a finite linear combination of functions K+(ar, z). So when G(z) 
is a finite linear combination of functions K-(6, z), /? f h, we can choose 
F(z) = G(n) in the last identity. The identity implies that the inclusion 
transformation of Z(EJ into *(E+) is bounded when restricted to finite 
linear combinations of functions K-(/I, z), fi f h. Since such linear combina- 
tions are dense in .X(K), Z(E) is contained in Z(E+) and the inclusion 
is a bounded transformation. A similar argument will show that &‘(I?+) is 
contained in &‘(EJ and that the inclusion is a bounded transformation. The 
above inner product identity holds by continuity for every element F(z) 
of Z(E+) and G(z) of &?‘(I!-). The identity stated in the theorem now 
follows. 
Proof of Theorem 3. By Problem 44 of [l], it is sufficient to give a proof in 
the case that E+(b, z) and E-(b, z) have no real zeros. Then &(a, 2) and 
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&(a, Z) have no real zeros. Since B+(a, Z) and B+(b, Z) vanish at h, and since 
A+(a, Z) has a nonzero value at h, B+(a, b, Z) vanishes at h. Since B-(a, Z) 
and B$, Z) vanish at - h, and since A-(a, Z) has a nonzero value at - h, 
B-(a, b, Z) vanishes at - h. The hypotheses of the theorem imply that 
0 = Ma, h.4 - u4 6% 41 A+@, 4 
+ [(x - 4 C&, 6,~) - (z + 4 C-(a, h4l B+(u, 4/k - 4 
and that 
0 = [B+b, h 4i(z - A) - B-h h 4/(z + 41 A+@, 4
+ P+(a, 6,~) - D-b, k41 B+@, 4/@ - 4. 
Since A+(u, Z) and B+(a, z) have no common zeros, there exist entire func- 
tions F(x) and G(z) such that 
A+@, b,4 - 0) B+(a, 4/(x - h) = A&, hz), 
(2 - h) C+(a, b,z) +w A+@, 4 = (z + 4 C-(4 ha 
B+@, b,4/@ - A) - GM B+@, 4/(z - h) = B-(a, 6, z)/(z + 4, 
D+(a, 64 + G(z) A+@, 4 = Wa, h.4. 
Since M+(u, b, Z) and &!-(a, b, Z) have determinant one, we obtain 
GM V+(a, 4 A+@, h4 + B+(a, 4 C+b, h41 
= F(z) [A+(a, 4 B+(a, b,4 + B+(a, 4 D+(u, 4 41/(~ - 4, 
or equivalently, 
G(x) A+(& 4 = %) B+(h z)i(z - 4 
Since A+@, Z) and B+(b, Z) have no common zeros, there exists an entire 
function S(z) such that 
F(z) = S(z) A+(h 4 and G(z) = S(z)B+(b,z)/(z - h). 
It follows that 
A+@, 6,~) - L(a,h 4 = S(z) B+(a, x) A+@, z)/(z - h), 
@ - 4 C+(u, h4 - (x + 4 C-(4 44 = - S(z) A+(a, 2) A+@, x), 
B+(a, 6, 4/(z - h) - B-(a, b,z)/(z + h) = S(z) B,(a, z) B+(b, z)/(z - h)2, 
D+(a, 6,~) - &(a, 6, z) = -S(x) A+(u,z)B+(b,x)/(z-h). 
The function S(z) is real for real z, and S(Z) E+(u, x)” is of bounded type in 
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the upper half-plane. It follows from formulas in the proof of Theorem 33 of 
[I] that 
liz;y I Y-WY) E+(a, iy)/E+(b, 34 < 00 
if L(z) is any one of the entries of M+(a, b, 2). Since the same statement is 
true with plus replaced by minus, we can conclude that 
liztzp I y-lS(iy) E+(a, iy)” I < co. 
It follows from Problem 39 of [l] that the entire function S(z) E+(a, z)” is 
linear. Since E+(a, z) and E+*(a, z) are linearly independent, S(z) vanishes 
identically. 
Proof of Theorem 4. Consider first the special case in which the regular 
points with respect to m(t) have no finite limit point. When the spaces are 
suitably parametrized, there exists an unbounded sequence of points 
0 = t, < t, < t, < **. such that the entries of m(t) are linear in each interval 
(t,-i , t,J and such that a’(t) y’(t) = /I’(t)s in each such interval. In this case 
the solution of the integral equation is obtained by an inductive construction. 
For any interval (a, b) which contains no regular points, define &‘+(a, b, z) 
and M-(a, b, z) by 
A+(u, b, z) = &(a, b, z) 
= cash [&I(b) - &3(u)] - sinh [h/3(b) - h/l(u)] z/h, 
B+(a, b, z)/(z - 4 = B-(4 b, z)/(z + 4 
= sinh WW - QW W) - 44llPl3@) - W41, 
C+(a, 4 z)/(z + A) = C-(4 6, z)/(z - h) 
= - sinh WV) - WWI W) - hW#W - 4W1, 
D+(a, bz) = &(a, b, z) 
= cash [h/3(b) - h/3(u)] + sinh [h/3(b) - ?$(a)] z/h. 
The defining identities and inequalities for the existence of spaces 
~[M+(a, @I and s[K(a, 41 are easily verified. The identities 
M+(a, c, 4 = M+(a, h z) M+(h c, 4 
and 
K(u, c, z) = M-(u, b, z) M-(b, c, z), 
which are meaningful when a < b < c and the interval (a, c) contains no 
reguIar point, can also be verified. The definitions of M+(u, b, z) and 
AZ-(a, b, z) are made for all indices, 0 < a < b < co, in the unique way 
which preserves the last two identities. The desired integral equations are 
equivalent to differential equations in each interval of singular points, and 
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these are easily verified. We use the notation o(M) for the Schmidt norm of a 
matrix M. When the interval (a, b) contains no regular point, an estimate of 
M+(a, 21, z) is obtained on expanding the hyperbolic sine and cosine in power 
series. We then obtain 
M+(a, 6,~) = f M,+(a, b,4/n! 
n=o 
where the entries of Ill,+(a, 6, z) are homogeneous functions of degree B 
in the variables a(b) - a(a), p(b) - /3(a), and y(b) - r(a). A straightforward 
use of the Schwarz and triangle inequalities gives the estimate 
@%+(a, 6, 4) < MJ) - 44 + ~(4 - r(a)P ma (I z - h In, I 2 + h I”). 
It follows that 
1 + u[M+(a, h 4 - 11 < exp (spur [m(b) - m(a)] mm (I z - h I , I z + h I)). 
This last estimate now follows for arbitrary indices, a < 6, using Problem 
114 of [l]. A similar argument will show that 
1 + u[M-(a, b, z) - 1] d exp {spur [m(b) - m(a)] max (I z - h I , I z + h I)}. 
When the regular points for m(t) do have a finite limit point, the existence 
of solutions of the integral equations is proved by an obvious approximation 
procedure which uses the estimates of the last paragraph. See the analogous 
Problem 170 of [I]. Uniqueness of solutions of the integral equations is 
proved as in Theorem 38 of [I]. 
Proof of Theorem 5. Since B+(z) is a linear function of x which vanishes 
at the point h, it is a constant multiple of z - h. Since C+(z) is a linear 
function of z which vanishes at the point - h, it is a constant multiple of 
z + h. Since M+(h) has real entries and determinant one and since 
A+(h) = D-(- h) > 0 and D+(h) = A-(- h) > 0, there exists a unique 
real number j3 such that A+(h) = exp (- h/3), D+(h) = exp (hp), 
A+(- h) = exp (4% and D+( - h) = exp (- hp). The desired expressions 
for A+(z) and D+(z) follow by linearity when h f 0. The case h = 0 is given 
by Problem 110 of [I]. Define a! and y to be the unique real numbers such 
that desired formulas for B+(z) and C+(z) hold. The inequalities 01 > 0, 
y 3 0, and /I2 < ‘my follow from the matrix inequality 
[M+(w) la+(w) - I-j/(w - ti) > 0. 
Proof of Theorem 6. Explicit proof is restricted to the case h > 0. The 
case h = 0 is Theorem 37 of [I]. The case h < 0 follows from the case h > 0 
on reversing M+(z) and M_(x). 
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By Theorem 37 of [l], there exists a nondecreasing, matrix valued function 
4) BOW 
mo(t) = (pa(t) ye(t) j 
of t > 0, whose entries are continuous, real valued functions of t > 0 and 
which has this property: For each number a > 0 and each complex number 
w, let 
Aoh 4 4 
M”(a’ ” w, = (C,(a, t, w) 
Bob, 4 4 
&(a, t, w)) 
be the unique continuous, matrix valued function of t > 0 such that the 
integral equation 
Mo(a, 6, w) I - I = w 1” Mo(a, t, w) h,(t) 
c7 
holds when a < b. Then 
M+W = MO@, c, 4 M+(O) 
for some indices a and c, 0 < a < c < ,m. 
Let E+(a, .a) and E-(a, z) be the choice of a pair of functions which satisfy 
the hypotheses of Theorem 2. Then the functions E+(c, z) and EJc, a) 
defined bv 
and 
[A+(c, 4, B+(c, z)l = [A+@, 4, B+(a, 41 fif+(a, c, 4 
[L(c, z), B-(c, z)] = [A-(a, z), &(a, z)] M-(a, c, z) 
satisfy the hypotheses of Theorem 2. Choose E+(a, z) and E-(a, z) so that 
the spaces *[E+(a)] and Z[E-( a )] are not one-dimensional. For each index 6, 
a < b < c, there exists a space S’[E,(b)] with E,(b, x) given by 
[Aoh 4, B,(b, z>l = [A+@, 4, B+(a, 41 %(a, b, 74. 
The space .%@[,!?+(a)] is contained in the space XIEo(b)], the space X[E,,(6)] 
is contained in the space #[E+(c)], and the inclusions do not increase norms. 
If b is a regular point with respect to ma(t), the inclusion of &‘[E,(b)] in 
Yf[E+(c)] is isometric. In this case let 2+(b) be the space &‘[E,(b)] considered 
in its own norm, and let X(6) be the space #[E,(b)] considered in the norm 
of %‘[E-(c)l. Then X+(b) and X(b) satisfy the hypotheses of Theorem 1. 
It follows that X+(6) is equal isometrically to a space X[E+@)] and that 
K(b) is equal isometrically to a space S[E-(b)] such that E+(b, z) and 
E-(6, z) satisfy the hypotheses of Theorem 2. Since X[E,(b)] is equal isome- 
trically to *[E+(b)], 
[A,(& 4, Both 41 = [A+@, +, B+vJ, 41 P(b) 
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for a matrix 
A4 !?@I 
WJ) = L(6) s(b) ) 
having real entries and determinant one. It follows that 
where 
Since a space X[M+(b, c)] exists, the function E+(b, z)/E+(c, x) has no real 
zeros. It follows that F(Z)/@ - w) belongs to &‘[E+(b)] whenever F(z) is an 
element of X[E+@)] such that F(z)/(z - w) belongs to #[E+(c)]. Since 
%‘[I?-(b)] is the same set as X[E+(n)] an d since A?‘[&(c)] is the same set as 
X[E+(c)J, F(Z)& - ru) belongs to X[E-(b)] whenever F(Z) is an element 
of &‘[E$)] such that F(z)/(z - w) belongs to @E-(c)]. It follows that 
E-(6, z)/E-(c, z) h as no real zeros. By Theorem 33 of [l], 
[A&, 4, B-(c, z)] = [ah z), w, z)] K(h c, 2) 
for a space %[M-(6, c)]. By Theorem 3 the functions A?+(& c, Z) and 
MA(b, c, Z) satisfy the symmetry relations of the present theorem. We choose 
the functions E+(6, Z) and E-(b, Z) in the unique way such that the normaliza- 
tions 
A+@, c, h) = D-(6, c, - h) > 0 and D+(b, c, h) = A-(6, c, - h) > 0 
of the present theorem are also satisfied. Then the matrices M+(a, b, Z) and 
M-(a, b, Z) defined by the factorizations 
M+(a, c, 4 = M+(% 6 z) M+(h c, 4 
and 
M-(a, c, z) = M-(a, 6, z) M-(6, c, z) 
also satisfy the hypotheses of the present theorem. 
This construction has been made when 6 is a regular point with respect 
to m,(t). But the same result can be obtained when b is a singular point with 
respect to q(t). In this case let (a, V) be the largest interval of singular points 
containing b. Then the matrices M+(u, u, Z) and M+(u, w, Z) have been de- 
fined, and 
M+(a, f4 z) = M+(u, a, z) M+(% f4 4 
for a one-dimensional space %‘[M+(u, $1. The matrices iK(u, U, Z) and 
ikZ_(a, v, Z) have been defined, and 
K(u, 0, z) = MS(a, u, z) IM-(u, w, z) 
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for a one-dimensional space JF?[M-(u, u)]. The functions M+(u, V, z) and 
M-(u, V, z) satisfy the hypotheses of the theorem. The desired construction 
is now made using the results of Theorem 5. 
Define the function m(t) in the essentially unique way such that the integral 
equations 
1 - A+@, 6, - h) = - h j” J+(u, t, - h) d/3(t), 
a 
B+(~, b, - h) = - 2h jb A+(~, t, - h) d+) - h j” B+(~, t, - h) do, 
a a 
- c+b, b, 4 = h j" ~+h, t, 4 43tt) + 2h j" D+(~, t, h) 444, a a 
D+(u, b, h) - 1 = h j” D+(u, t, h) @(t) 
cl 
hold when a < b < c. The desired integral equation for M+(a, 6, w) is 
obtained on making changes of variable in the integral equation for 
A$,(a, b, w). Note that the integral equations are equivalent to differential 
equations when the parametrization of spaces is made in such a way that 
a(t) + y(t) is an absolutely continuous function of t. 
Proof of Theorem 7. Let SF+ be any given Hilbert space of entire functions 
which satisfies the axioms (Hl), (H2), and (H3), which contains %‘(E+), and 
which is contained isometrically in L2(p+). The existence of such spaces is 
given by Theorem 40 of [l]. Th en the hypotheses imply that the set of 
elements of #+ is a Hilbert space SK in the metric of P(p-). The space Z- 
clearly satisfies the axioms (Hl), (H2), and (H3). It is easily verified that the 
spaces A?+ and yi”_ satisfy the hypotheses of Theorem 1 if they are not one- 
dimensional, which is always the case if they contain Z’(E+) and X’(EJ 
properly. By Theorem 1 they are isometrically equal to spaces X[E+(a)] 
and S[E-(a)] such that 
R+(u, .z) = AJU, z) and (z + h) B+(u, z) = (z - h) B-(u, z). 
With this observation made, the theorem follows from Theorem 40 of [l] 
using the present Theorems 3 and 6. 
Proof of Theorem 8. The theorem follows from Theorem 7 and the 
ordering theorem for Hilbert spaces of entire functions, which is Theorem 
35 of [l]. 
Proof of Theorem 9. The integral equation for E+(t, z) follows from the 
integral equation for M+(t, z) given in Theorem 4. The existence and unique- 
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ness of the measures CL+. and TV- is proved in the same way as for Theorem 42 
of [l]. The stated relation between measures holds because the identity 
Sfrn (t - h)F(t) G(t) d/L+(t) = J-+” (t + h)F(t) G(t) d/L(t) 
-23 -f 
holds whenever F(x) belongs to the domain of multiplication by x in P(p+) 
and G(x) belongs to the domain of multiplication by x in La(p-). 
Proof of Theorem 10. The argument is essentially the same as in the proof 
of Theorem 44 of [I]. 
Proof of Theorem Il. The proof is obtained by making obvious changes 
in the proof of Theorem 45 of [l]. Wh ere that proof uses functions vanishing 
at the origin, the present situation requires functions vanishing at h in the 
plus space and at - h in the minus space. 
Proof of Theorem 12. The hypotheses imply that the domain of multi- 
plication by z in Z’(E+) is a Hilbert space 3Ep,+ which satisfies the axioms 
(HI), (H2), and (H3) in the norm 
II F(t) II:, = <(t - h) F(t), (t + 4 Wh, . 
By hypothesis the space contains a nonzero element. By Theorem 23 of [l] 
the space is equal isometrically to a space &‘(E,+). We show that E,+(a) 
can be chosen as in the statement of the theorem. By construction the identity 
F(w) = <(t - h) F(t), (1 + h) fG+(w, 4)~~ 
holds for every function F(z) which belongs to the domain of multiplication 
by z in &‘(E+). We use the identity when 
(2 - h)W = K+(a, 4 K+(/% h) - K+(A 4 K+(a, 4 
for some numbers ar and ,& In this case the identity reads 
K+(a, 4 K+W, 4 - K+@, 4 K+k h) 
= K+@, 4 (w - h) (2 + h) &+(a, 4 - K+(a, 4 (w - 4 @ + h) &+(A 4. 
It follows that A,+(z) and B,+(z) are linear combinations of K+(h, z) and 
K-(h, z). The coefficients of these relations are seen to be consistent with the 
formulas stated in the theorem. A similar construction gives &‘(E,-). 
Proof of Theorem 13. The theorem is proved by rewriting the integral 
equations as differential equations and making a straightforward calculation 
(about twelve pages). The results of Theorems 12 and 13 are not used in the 
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rest of the paper. They are included to show how the results of Problem 289 
of [ 1] should be modified for the present expansions. 
Proof of Theorem 14. Define E,(z) = A,(z) - i&(z) where 
A&) = A(- 2) and B,(z) = - B(- z). 
It follows directly from definitions that a space Z(E,) exists and that the 
transformation F(z) -+F(- 2) is an isometry of X(E) onto X(E,). By 
hypothesis 
=l(z) = A,(z) and (z + h) B(z) = (z - h) B,(z). 
By Theorem 2 the spaces S’(E) and Z(E,) coincide as sets, and the identity 
;r(t - h)W, W)E = ((t + h) W), W))E~ 
holds for every element G(Z) of the space when F(z) belongs to the domain 
of multiplication by z in the space. It follows that F( - Z) belongs to X’(E) 
whenever F(z) belongs to X(E). If E(z) h as a nonzero value at the origin 
and if F(z) is an element of X(E) which has a zero at the origin, then 2+)/z 
belongs to .8(E). If E(z) has a zero at the origin, then every element F(z) 
of X(E) has a zero at the origin of multiplicity at least equal to that of the 
zero of E(z). If F(z) has a zero of greater multiplicity at the origin, then 
F(z)/z belongs to H(E). It follows that [F(- .z) - F(z)]/.a belongs to S(E) 
whenever F(z) belongs to 2(E). The identity 
<(t - h)F(- t>, GWE = <(t + h)F(- 4, W>E, 
= - C(f - h) F(f), G(- f)h 
holds for every element G(z) of the space when F(z) belongs to the domain of 
multiplication by z in the space. If F(z) and G(z) are arbitrary elements of 
the space, 
(F(- t) - h[F(- t) - F(t)]/t, G(t)& 
= <(t - 4 [F(- 4 -WI/t, WDE + V(t), W\z 
= - ((2 - h)CF(- 4 - Wllit, ‘3- QE + @‘N, Wh 
= - 3 <(t - 4 [I;(- 0 - WI/t, G(- 4 - W))E + P’(t), G(#E 
= - ik VI- t) -F(t), (t - h) [G(- t) - WI/OE + @It), ‘W)E 
= (F(t), G(- t) - h[G(- t) - G(t)]/t&. 
Since the transformation F(z) -+F(- z) - h[F(- z) - F(z)]/z is its own 
inverse, it is isometric and onto. 
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Proof of Theorem 1.5. By Theorem 23 of [I], the given space is equal 
isometrically to a space &‘(E). We must show that E(z) can be chosen to 
satisfy the desired symmetry relations. Since the transformation 
F(z) -+F( - z) - I@‘(- X) - F(z)J/x is its own inverse, the hypotheses 
imply that the identity 
(F(- t) - h[F(- t) -F(t)]/& G(t)) = (P(t) G(- t) - h[G(- t) - G(t)]/t) 
holds for all elements F(z) and G(z) of the space. When F(z) = K(cr, z) and 
‘34 = WA ) f z or some nonzero numbers 01 and /3, the identity reads 
F(- j3) - h[F(- 8) - F(p)]//3 = G( - a) - h[G(- a) - &Y)]/Z 
Substitute the definitions of F(z) and G(z), and replace /3 by z and (Y by w. 
The resulting identity can be written 
(B( - 2) - h[B( - 2) - B(2)]/2} iI(w) - (A( - 2) - h[A( - 2) - A(z)]/z} B(w) 
= A(z) {B(- w) - h[B(- w) - B(w)]/fq 
- B(2) {A(- w) - h[Lq- w) - Lqw)]/iig. 
Since A(z) and B(z) are linearly independent and real for real z, it follows 
that there exist real numbers p, q, I, and s such that 
A( - 2) - h[A( - 2) - A(z)]/2 = A(2) p + B(z) r, 
B( - 2) - h[B( - 2) - B(z)]/2 = A(2) q + B(z) s 
and such that p + s = 0. These relations can be written 
(2 - h) A(- 2) = A(2) (- h + pz) + B(z) rz, 
(2 - h) B(- 2) = A(2) qz + B(z) (- h + sz). 
Replacing z by - x in these equations and then eliminating A(- z) and 
B( - z), we obtain - 1 = ps - qr. Since the matrix 
pd q 
( ) r s 
has trace zero and determinant minus one, it is of the form 
P=Q(:, -y)Q-’ 
for some matrix Q having real entries and determinant one. If 
E,(x) = A,(s) - iB&) 
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where 
then a space .#(I&) exists, it is equal isometrically to Z(E), and the func- 
tions A,(z) and (z + h) B,(z) are even. 
Proof of Theorem 16. The hypotheses imply that the transformation 
F(x) --f F( - x) - h[F( - x) - F( x )]/ x is an isometry in L2(p). Theorem 26 
of [l] can now be used to show that F( - z) - h[F( - z) - F(z)]/z belongs 
to X(E) whenever F(z) belongs to Z(E). 
Proof of Theorem 17. Consider first the case in which Z[E(a)] is 
contained isometrically in X[E(b)]. S ince the hypotheses imply that 
E*(b, - 4/-W, 4 and E(h z)/E( a z are of bounded type in the upper , ) 
half-plane, E*(a, - z)/E(a, z) is of bounded type in the upper half-plane. 
By Theorem 16 we can conclude that the transformation 
F(z) +F( - z) - h[F(- z) - F(z)]/z 
is an isometry of X[E(a)] onto itself. We show that M(a, b, z) satisfies the 
desired symmetry relations when A(a, z) and (z + h) B(a, z) are even 
functions of z. Define 
and 
&(a, z) = A(a, - z) + iB(a, - z) 
El@, z) = A@, - z) + iB(b, - z). 
Then spaces &[E,(a)] and &[E,(b)] exist and 
A(a, 2) = A,(a, z), (z + h) B(a, z) = (z - h) &(a, 4, 
A(& 4 = w, 4, (z + h) B(b, z) = (z - h) B,(b, z). 
We also have 
[4(h 4, K(h 41 = [4(a, 4, &(a, 41 JG(a, h4 
where a space SIMl(a, b)] exists, 
- 
Ml(a, 6, z, = (_ A(% 6, z) 
- 
@a, 6, 
- 
qu, qu, z) 1 -z) * _ 
By Theorem 3, 
A(% 4 4 = -%(a, 6, 4 
(2 + 4 B(a, h 2) = (z - h) &(a, 6, 4, 
(z - h) C(a, 6, z) = (z + h) Cl(a, 6, 4, 
D(a, 6, z) = D,(u, 6, z). 
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It follows that A(a, b, z), (a + h) B(a, b, a), (z - h) C(a, 6, z), and D(a, b, z) 
are even functions of a. A different argument must be used to obtain these 
conclusions when X[E(a)] is not contained isometrically in %[E(b)]. 
In this case the space #[E(a)] is a Hilbert space of entire functions which 
satisfies the axioms (HI), (H2), and (H3) in the metric of Z’[E(b)]. By 
Theorem 23 of [I], the space is a space .?F[E(a +)] in the metric of #[E(b)]. 
Since the hypotheses imply that E(a, z)/E(b, z) has no real zeros, the space 
*[E(u)] contains an element F(z) such that F(z)/E(b, z) has a nonzero value 
at any given real point. It follows that E(u f, z)/E(b, z) has no real zeros. 
By Theorem 33 of [l], there exists a space X’[M(a +, b)] such that 
[A(b, -4, w, 41 = [A@ f, 4, %-J $3 41 M(a +, hz). 
By the first part of the proof, the transformation 
F(z) +F(- 2) - h[F(- 2) - I+)]/2 
is an isometry of X[E(u +)] onto itself. By Theorem 15, E(u +, z) can be 
chosen so that A(u +, z) and (z + /z) B(u +, z) are even functions of a. 
As we have seen, this implies that A(u +, b, .a), (z + h) B(u +, b, z), 
(z - h) C(u +, b, a), and D(u f, b, z) are even functions of z. It remains to 
give a proof of the theorem in the case that E(u +, z) = E(b, z). 
In this case Z[E(u)] coincides with *[E(b)] as a set, but is not contained 
isometrically in &‘[E(b)]. By Theorems 29 and 34 of [I], the domain of 
multiplication by z in X[E(a)] is not dense in X[E(u)]. The domain of 
multiplication by z in #[E(u)] is contained isometrically in *[E(b)]. The 
orthogonal complement in #[E(u)] of the domain of multiplication by z in 
X[E(u)] coincides with the orthogonal complement in #[E(b)] of the domain 
of multiplication by z in S[E(b)]. It is spanned by a function S(z) of the 
form S(a) = A(b, z) u + B(b, z) v for some real numbers u and o. Since the 
transformation F(z) -+ F( - .a) - h[F( - a) - F(.a)]/z is self-adjoint and 
takes the domain of multiplication by z into itself, it takes its orthogonal 
complement into its orthogonal complement. It follows that S(z) is an eigen- 
function of the transformation. Since the transformation is its own inverse, its 
eigenvalues are one and minus one, It follows that u or v is zero. The desired 
conclusions for E(u, z) and M(u, b, z) are now obtained by a straightforward 
calculation. See the related Problems 86 and 87 of [I]. 
Proof of Theorem 18. By Theorem 16 the transformation 
F(2) + F( - 2) - h[F( - 2) - F(z)]/2 
is an isometry of #[E+(u)] onto itself when &‘[&?+(a)] is contained isometri- 
cally in LQ+). By Theorem 17 the same conclusion holds whenever %‘[E+(u)] 
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is contained in a space X’[E+(b)] w ic is contained isometrically in LQ+). h h 
This is the case when Q < b for some regular point b. The proof of Theorem 
17 will show that the same conclusion holds also when there is no such point b. 
So the transformation F(z) - F( - z) - h[F( - z) - F(z)]/z is an isometry 
of Z[E+(a)] onto itself for every index a. By the proof of Theorem 15, there 
exists a matrix 
having real entries, trace zero, and determinant minus one such that 
;Z+(a, - z) - h[A+(u, - z) - A+(a, z)]/z = A+(u, z)p(u) + B&z, z) r(a), 
B+(a, - z) - h[B+(u, - z) - B+(a, z)]/z = A+@, z) q(u) + B+(a, z) s(u). 
Since B+(u, z) vanishes at the point h, we must have q(u) = 0, s(u) = - 1, 
and p(u) = 1. The integral equation for E+(u, z), stated in Theorem 9, 
implies that r(u) = r is a constant. Since we assume that A+(u, z) and 
(z + h) B+(u, z) are even functions of z for some index a, r = 0. It follows 
that A+(u, z) and (z + h) B+(u, z) are even functions of z for every index u. 
The integral equation for E+(a, z) now implies that /3(t) is a constant. 
Proof of Theorems 19, 20, 21, and 22. By Theorem 14 the transformation 
F(z) +F(- z) - h[F(- z) - F(z)]/z is an isometry in X(E). Since the 
transformation is its own inverse, every element is the orthogonal sum of an 
eigenfunction for the eigenvalue one and an eigenfunction for the eigenvalue 
minus one. Once this observation is made the theorems become quite similar 
to Problems 182-185 of [l], and proofs should cause no difficulty. 
Proof of Theorem 23. Let X be the set of entire functions N(z) of the 
form 
N(z) = F(m) + dz2 - h2 G(x& - h’),‘(z -;- h) 
where F(z) is an even element of X(E) and G(z) is an odd element of Z(E). 
The functions F(z) and G(z) are uniquely determined by a knowledge of 
H(z). The space Z? is seen to be a Hilbert space of entire functions which 
satisfies the axioms (Hl), (H2), and (H3) in the norm defined b! 
The transformation F(z) ---f F( - z) - h[F( - z) - F(z)]/z is an isometry of 
X onto itself. The space contains a nonzero element since Z’(E) contains a 
nonzero element. By Theorem 15 the space A? is equal isometrically to a 
space S(Eh) such that A4h(~) and (z + h) B,,(z) are even functions of u”. 
626 BOLSTEIN AND BBANGES 
The function Z&(z) with this property is found on applying Theorems 19 
and 20 to Z(E) and %(I&) and comparing results for the decomposed 
spaces, which are isometrically equal. The converse result for Z(E,) is 
obtained by reversing steps in the above construction. 
Proof of Theorem 24. The theorem follows by a straightforward calcula- 
tion on rewriting the integral equations as differential equations. 
Proof of Theorem 25. By Theorem 15 the space AY is equal isometrically 
to a space Z(E) such that A(z) and (a + K) B(z) are even functions of x. 
By Theorem 15 with a change of variable, the space 3’ is equal isometrically 
to a space Z(Er) such that A,(z) and (h - 1 + a) B,(z) remain unchanged 
when z is replaced by 1 - .a. Since X(EJ is equal isometrically to X(E), 
there exists a matrix 
with real entries and determinant one such that 
The desired symmetry relations follow with 
P = - 2PlPl 9 r = 2Y,S, , s = PA + PlYI ’ 
Proof of Theorem 26. To prove the theorem we must show that two 
identities are valid in the space #[E(a)]. 0 ne of these follows immediately 
from Theorem 17. The other follows from Theorem 17 with a change of 
variable. 
Proof of Theorem 27. By Theorem 25, for each index (I there exists a 
matrix 
with real entries and determinant minus one such that the symmetry relation 
(h - 4 [&, 1 - z), qa, 1 - +I 
= (h - 4) [&a, z), B(a, 41 + (4 - 4 I&> 4, % 41 p(a) 
holds. Since the row vectors [A(a, w), B(u, w)] and [&(a, w), @a, w)] are 
linearly independent for any nonreal number w, the entries of P(u) can be 
expressed in terms of A(u, w), B(u, w), A(u, 1 - w), and B(u, 1 - w). From 
these expressions it follows that the entries of P(u) are absolutely continuous 
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functions of a. The integral equations in the statement of the theorem imply 
that A’(u, a) and B’(u, a) exist and that the equation 
[li’(a, x), B’(a, x)] I = z[r2(a, x), B(a, x)] m’(a) - k[A(u, x), B(a, x)] Jm’(u) 
is satisfied with 
44 P’W 
m’(u) = (/9’(a) y’(u) 1 and / = (i _ y) . 
On differentiating each side of the symmetry relation and expressing functions 
of 1 - x in terms of functions of z, we obtain a pair of linear equations in 
./!(a, z) and B(u, z) with linear functions of z as coefficients. If the space 
.%?(E(u)) is not one-dimensional, A(u, z) and B(u, z) satisfy no nontrivial 
linear relations with linear coefficients. In this case we can immediately 
conclude that 
(2h - 1) m’(u) I + (1 - z) P(u) m’(u) I - W(u) Jm’(u) I 
= xm’(u) P(u) - kJm’(u) W(u) - P’(u). 
The same conclusion can be obtained by a straightforward computation 
when the space X[E(a)] is one-dimensional. In this case or(O) = lim a(t) 
exists as t I 0, and 
B(a, x) = (x - k) A(u, x) [CL(u) - a(O)]. 
The matrix equation implies that P(a) anticommutes with m’(u) I and that 
P’(u) = - (2h - 1) m’(u) 1 - P(u) n’(a) I + k[P(u) J + JP(u)] m’(u) I 
whenever m’(u) exists. It follows that p(u) r(u) >, 0 whenever m’(u) exists and 
is not zero. The same inequality holds by continuity for every index a. Since 
P(u) has determinant minus one, it implies that s(a)” < 1. The matrix 
equation is equivalent to the system of scalar equations given in the statement 
of the theorem. It is easily verified that the expressions given in the statement 
of the theorem are integrals of the equations in any interval where s(t)2 < 1. 
The rest of the proof is similar to the proof of Theorem 49 of [l]. If (a, b) 
is a maximal interval in which s(t)2 < 1, then E(b, z)/E(u, x) is of mean type ?r 
in the upper half-plane. There are only a finite number of such intervals. The 
regular points with respect to m(t) are the points where p(t) and r(t) are both 
zero or both different from zero. If there exist any singular points with 
respect to m(t), they form an interval with n as its right end-point. 
Proof of Theorem 28. Let A’(u) be the set of entire functions F(s) which 
are of bounded type and of mean type at most a in the upper and lower 
409/29/3-I = 
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half-planes and which have finite norm (as defined in the statement of the 
theorem). By Theorem 68 of [l], .M( ) a is equal isometrically to a space 
.@[~?(a)]. The hypotheses of Theorem 25 are verified by a straightforward 
calculation. Note that F(z)/(zz - w) belongs to .%‘[E(a)] whenever F(z) is an 
element of &‘[,!?(a)] w ic h’ h vanishes at w. It follows that E(a, z) has no real 
zeros. Choose the function ,??(a, z) so that A(a, z) and (z + k) B(u, z) are 
even functions of z and so that the symmetry relations of Theorem 25 are 
satisfied with’ constants p(u), Y( a , ) and s(u). Let u(u) and v(u) be numbers, 
not both zero, such that 
and 
- r(u) u(u) + s(u) o(u) = h(u) w(u) 
for some number A(u), and such that Re k(u) c(u) 3 0. Then the function 
P(u, z) = A(u, z) u(u) + B(u, z) w(u) h as no zeros in the upper half-plane 
and satisfies the inequality 1 P(u, x - ir) 1 < ( P(u, x + i) 1 for y > 0. The 
symmetry relations of Theorem 25 imply that 
P(u, 1 - a) + (h - $) [P(a, 1 - 2) - P(a, z)]/& - 2) = A(u) P*(u, x). 
It follows that 
h(u) = $-lm P(u, 1 + iy)/P(a, i). 
Since P(u, a) is of bounded type and of mean type a in the upper half-plane, 
it follows that h(u) = exp (iu). See the analogous Lemma 10 of [l]. Since 
A(u)2 - 25(u) A(a) + 1 = 0, s(u) = cos (a). 
Proof of Theorem 29. By Theorems 7 and 18 there exists a family of 
spaces &‘[Er(a)], 0 < a < V, which satisfies the hypotheses of Theorem 27 
and which is related to s(E) in this way: Either &‘[E,(u)] is contained 
isometrically in S(E) and sl(u)s = toss a for every index a, or .%?[E,(c)] 
is equal isometrically to S’(E) for some index c and ~~(a)” = cos2 a when 
a < c. An explicit proof of the theorem is given only in the first case since 
only obvious changes are needed in the second. Note that these conditions 
on the spaces are preserved if A,(u, z) is multiplied by a positive constant and 
&(a, z) is divided by the same constant for every index a. By Theorem 27 
the function E,(u, z) can be chosen so that 
and 
pl(a)/sl(a) = sin2” (a) tan2*-r (& a) tan (a) 
rl(u)/sl(u) = sin2” (a) coteh-r (4 a) tan (u) 
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for every index a. In this case al(u) and n(~) are differentiable functions of a 
whose derivatives are given by 
and 
(~~‘(a) = sin-2k (u) tan2h-1 (4 a) 
n’(a) = sin21 (a) cot2h-1 (8 a). 
By the proof of Theorem 28 the function E(u, z) can also be chosen to satisfy 
the hypotheses of Theorem 27 with p(u)/s(u) = pl(u)/sl(a) and 
ww = ~lW/ s1 a ( ) , in which case a(u) and r(a) are differentiable functions 
of a such that ~‘(a) = ~~‘(a) and +(a) = ~~‘(a). The intersection of the 
spaces #(&(a)) contains no nonzero element by construction. On the other 
hand, it is known from general principles in the theory of entire functions 
that the intersection of the spaces &Y[E(a)] contains no nonzero element. 
See Theorems 66 and 67 and Problem 300 of [I]. 
The integral equations for E(t, z) and E,(t, Z) imply that the matrix 
4(4  w, 4 p(tT z, = (A@, z) B(t, z)1 
satisfies the integral equation 
P(b, z) I&b, w) - P(a, 2) I&, w) = (2 - m) 
s 
b P(t, z) dm(t) P(t, w) 
a 
for all complex z and w when 0 < a < b $ c. For any fixed w, the nonnegative 
matrix 
s b F-p, w) dm(t) q ,w) a 
increases as a decreases. These matrices are bounded since their diagonal 
entries have ?rKr(c, w, w) and rK(c, w, w) as bounds. It follows that 
1” P(t, z) &z(t) P@, w) = $$I” P(t, z) &n(t) H(t, w) 
0 a 
exists when z = w. By the Schwarz inequality the same limit exists when 
z # w. It follows that 
ljl$ P(u, 2) IQ, w) 
exists as a finite limit for all complex z and w. Since the intersection of the 
spaces #[E(a)] contains no nonzero element, and since the intersection of 
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the spaces *[E,(a)] contains no nonzero element, the limit matrix has zeros 
on its diagonal. From the nondiagonal terms we find that 
L(w, 2) = l& [B&z, z) d(u, w) - A,(u, z) &, w)] 
exists for all complex z and w. 
For each complex number LX, L(or, Z) is an entire function of z such that 
[L(o, a)F(w) - F(a)L(ar, w)]/(z - w) belongs to %[&(a)] whenever F(Z) 
belongs to X[Ei(a)]. F or each complex number (Y, E(x, a) is an entire function 
of x such that [~?(a, or)F(w) - F(z)E(w, o)]/(z - w) belongs to &‘[E(u)] 
whenever F(z) belongs to &‘[,!?(a)]. S’ mce the intersection of the spaces 
*[E(a)] contains no nonzero element, L(z, a) either vanishes identically, or 
it is an entire function of zero exponential type which has no zeros. It follows 
that E(z, o) is a constant. Thus L(Z) = L(w, a) does not depend on w. Since 
the intersection of the spaces X[Ei(a)] contains no nonzero element, L(z) 
either vanishes identically, or it is an entire function which has no zeros. Since 
the symmetry relations of Theorem 25 imply that 
&(a, 1 - Z) &r, w) - A&z, 1 - Z) B(a, w) 
+ (h - i) Ma, 1 - 2) d(a, 20) - A,(u, 1 - z) B(u, w) 
- &(a, z) 4% 4 + 44 z) &, w>l@ - z) 
+ w4 4 4% 1 - w) - A,(u, x) B(u, 1 - w) 
+ (h - 3) [B,(u, z) d(u, 1 - w) - A&z, x) B(u, 1 - w) 
- &(a, z) d(u, w) + A,(u, z) B(u, w)]/(& - a) = 0 
for all complex z and w, we find that the function (h - 1 - Z) L(z) remains 
unchanged when z is replaced by 1 - Z. It follows that L(z) has a zero, and so 
vanishes identically. Since &(a, Z) A(u, Z) - A,(u, Z) &a, Z) does not 
depend on a, it vanishes identically. Since E(u, x) has no real zeros, 
S(z) = q4 +q% 4 = 4% 4/&, 2) = w& 4P@, 4 
is an entire function. The integral equations for ~!?(a, 2) and &(a, a) imply 
that S(u, a) = S(Z) does not depend upon a. From the symmetry relations 
for E(u, Z) and E,(u, z), we see that S(z) is periodic of period two. 
Proof of Theorem 30. It is clear that, for any index a, A(u, Z) and 
B(u, Z) are entire functions of z which are real for real x and that the func- 
tions A(u, Z) and (Z + k) B(u, Z) are even. The identities 
c( 1 - z) F’(u, b; c; 2) = c(u + b - c) F(u, b; c; z) 
+(a-C)(b-c)F(a,~;cfl;z) 
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and 
zF’(a, b; c; z) = (c - l)F(a, b; c-l;a)-(C-l)F(a,b;c;x) 
for Gauss’s series imply that A(t, w) and B(t, w) are differentiable functions 
of t for every w and that the differential equations 
- A’(t, w) = (w + k) B(t, w) sin2” (t) cotlh-l ($ t) 
and 
B’(t, w) = (w - 72) A(t, w) sinUzk (t) tanzh-i (4 t) 
hold. It follows that 
[B@, w) &t, w) - A(t, w) B(t, w)]/(w - 5) 
is an increasing function of t for each fixed nonreal number w. Since 
$rr A(t, w) = 2hfk and FE lqt, w) = 0 
for all complex w, we can conclude that 
[B(t, w) X(t, w) - A(t, w) B(t, w)]/(w - %) > 0 
when w is not real. It follows that a space X[E(a)] exists for every index a 
and that the integral equations of Theorem 27 are satisfied with LX’(U) and 
~‘(a) given as in the statement of the present theorem. The identities 
uF(a+1,b;c;z)-W(u,b+l;c;z)=(u-~)F(u,b;c;z) 
and 
cF(a - 1, b; c; z) + (b - c) zF(a, b; c + 1; a) = c(1 - Z)F(U, b; c; Z) 
for Gauss’s series imply the desired symmetry relations for A(a, a) and 
B(u, z). Since lim E(u, a) = 2”+” as a ‘X 0, E(u, Z) has no real zeros. 
Note that if the function E(z) of Theorem 23 is a polynomial, then &(z) 
is a polynomial. If E(z) is a function of P6lya class which satisfies the hypo- 
theses of Theorem 23, then E(z) is a limit of polynomials of P6lya class which 
satisfy the hypotheses of Theorem 23. (See Theorem 7 of [l] and the problems 
following it.) Since E&Z) is then a limit of polynomials of Polya class, it is 
of P6lya class. Theorem 41 of [l] gives a condition for an entire function, 
defined as the solution of an integral equation, to be of P6lya class. If a(t) 
is defined so as to have limit zero at the origin, then it is easily verified that 
the needed convergence condition, 
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is satisfied. The construction contained in Theorems 23 and 24 allows us to 
rewrite the present integral equation in the form given in Theorem 41 of [l] 
so as to conclude that E(a, z) is of P6lya class. 
The function E(a, z) appearing in Theorem 28 is of bounded type in the 
upper half-plane by construction. By Problem 34 of [I], the function is of 
Polya class. By the proof of Theorem 29 there exists an even entire function 
S(x) which is real for real z, has no zeros, and is periodic of period two, such 
that the transformation F(z) -+ S(z)F(z) is an isometry of the present space 
&‘[E(a)] onto the corresponding space of Theorem 29. Since S(z) is a ratio 
of functions of Polya class, it is of Polya class. The factorization theorem for 
the Pdlya class, Theorem 7 of [l], now allows us to conclude that S(x) = S 
is a constant. To determine this constant we use the results of Theorem 31 
(which has an independent proof). Since 
@(a, h) = sinh (a) co@+* (4 a) - i sinh (a) cotk-+ (+ a) = @( - a, h) 
for a > 0, 
= 
s, 
j @(t, h)[2 dt = 22a+1 s’ F-1(1 - t)h+k-1 dt 
0 
= 2a*+ql - h) r(h + k)/F(2h) 
by one of Euler’s integral representations of the gamma function. Note that 
the eigentransform of @(t, h) is K(h, z). A comparison of the norm formulas 
in Theorems 28 and 30 leads to the result 2al??a - K)2 S2 = n. 
Proof of Theorems31 and 32. See the closely analogous results for Paley- 
Wiener spaces, periodic spaces, and Jacobi spaces given in [l]. 
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