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Bakalářská práce se věnuje detekci tváře a hlavních tvářových bodů a následnému 
vyhodnocení směru pohledu z videa snímaného webkamerou, nebo z uloženého video 
souboru na disku. Vypočítaný směr pohledu se zobrazí přímo na výstupu videa. Popisuje 
metody na detekci a úpravu hledaných tvářových bodů a způsoby určování směru pohledu. 
Program byl tvořený v prostředí C++ s využitím knihovny OpenCV. Testování proběhlo na 






This bachelor‘s thesis deals with human face and main face areas detection and then 
evaluating the direction of view from video captured via webcam, or stored on disk. 
Evaluated direction is shown directly with video output. Also methods for detection and 
adjustment of main face areas and ways of determining the direction of view are described. 
Application was developed in C++ using OpenCV library and was tested on Windows XP 
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Detekcia tváre v obraze je veľmi aktuálne téma. Je súčasťou širšej oblasti detekcie objektov 
v obraze, ktorá sa využíva v mnohých oblastiach (bezpečnosť, vyhľadávacie systémy, 
monitorovacie systémy). Detekcia tváre je prevažne využívaná pri interaktívnej komunikácii 
medzi počítačom a človekom. Úspešnou detekciou tváre získame informácie potrebné pre 
ďalšie výpočty a zistenia. Môžu to byť napríklad autentifikácia oprávnených osôb, určenie 
výrazu tváre alebo zistenie smeru pohľadu, čím sa budem podrobnejšie zaoberať v tejto 
práci. Pod pojmom určenie smeru pohľadu môžeme rozumieť sledovanie zorničiek, alebo 
otočenie celej hlavy do rôznych strán. Ja som si vybral variantu číslo dva. Samotné určenie 
smeru pohľadu má v praxi mnoho využití, napríklad: 
 ovládanie jednoduchých činností na PC (posúvanie textu kývnutím hlavy), čo 
uprednostnia hlavne osoby s ťažkým ochrnutím, pre ktorých je bezkontaktné 
ovládanie PC veľmi nápomocné, 
 určenie najviac alebo naopak najmenej prezeraných, teda zaujímavých, oblastí 
v obraze/texte, 
 snímače polohy hlavy pre profesionálnych vodičov zabraňujúce mikrospánku. 
 
Cieľom práce bolo oboznámiť sa s problematikou detekcie tváre a hlavných 
tvárových bodov v obraze. Ďalej bolo potrebné naštudovať haarové príznaky a vyskúšať si 
spôsob trénovania kaskád. Posledným krokom bola tvorba jednoduchej aplikácie, kde by sa 
využili nadobudnuté znalosti a testovala úspešnosť celej práce. 
Práca je rozdelená do viacerých kapitol. V kapitole 2 a 3 stručne popisujem teóriu 
potrebnú pri návrhu práce. Z toho v druhej kapitole popisujem metódy určovania smeru 
pohľadu a haarové príznaky, a v tretej kapitole je popísané vyrovnanie histogramu – spôsob, 
ktorým upravujem všetky vstupné obrázky. 
Kapitola 4 obsahuje návrh postupu práce, ktorým som sa riadil pri samotnej 
implementácii. Ta je popísaná v kapitole číslo 5. 
Po implementácii nasledovala fáza testovania, ktorá je popísaná v kapitole 6. Táto 
kapitola obsahuje hlavne testy trénovaných haarkaskád a presnosť výslednej aplikácie. 
Výsledky testov sú z veľkej časti zobrazené v tabuľkách, alebo grafoch. 
Záverečná kapitola zhŕňa výsledky testov a zhodnotenie celej práce. Obsahuje aj 
možnosti ďalšieho vývoja.  
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2 Metódy detekcie tváre 
Tvár v obraze sa dá vyhľadať rôznymi spôsobmi. Medzi najpoužívanejšie patrí hľadanie 
podľa farby kože, alebo pomocou klasifikátorov, ktoré sa dajú trénovať zase viacerými 
možnosťami. Obidva spôsoby majú svoje klady aj zápory, ktoré stručne popisujem v tejto 
kapitole spolu s podrobnejším popisom haarových klasifikátorov, ktoré som využil v mojej 
práci.  
2.1 Detekcia na základe farby kože 
 
Je to metóda pracujúca na základe tzv. invariantných rysoch a teda predpokladá, že existujú 
nejaké rysy, ktoré môžu popísať tvár všeobecne, nezávisle na pohlaví, veku, rasy či 
parametrov pozadia. Výhodou tejto metódy je rýchlosť a veľmi veľká presnosť bez ohľadu 
na to, či sa osoba pozerá priamo do objektívu snímacieho zariadenia, alebo je natočená na 
akúkoľvek stranu [1]. Pozitívne výsledky sú dosahované aj u jedincov s bradou a fúzami, 
alebo okuliarmi, či dokonca na veľmi komplexnom pozadí. Problém nastáva u obrázkov, kde 
je pozadie zafarbené v rozsahu použitom ako farba ľudskej kože, alebo sa na obrázku objaví 
iná časť ľudského tela ako hlava. Takto  vznikajú zhluky falošne detegovaných oblastí 
a preto sa vyžadujú rôzne pomocné filtre na dohľadanie prítomnosti hlavných tvárových 
oblastí. Oblasti s absenciou týchto bodov sa ignorujú. 
Pri tomto spôsobe detekcie je podstatnou časťou voľba farebného modelu, s ktorým sa 
bude ďalej pracovať. Podľa [1] je RGB model nevyhovujúci. Z bežne používaných modelov 
ako sú HSV, RG a YCbCr použili práve ten posledný. Je to transformovaný model RGB, 
ktorý sa využíva napríklad aj u JPEG, alebo u televízneho štandardu PAL. Podpriestor farby 
kože v YCbCr je znázornený na Obr.  1 
 
Obr.  1 : Podpriestor farby kože v YCbCr 
2.2 Detekcia pomocou klasifikátorov 
 
Klasifikátory sú šablóny trénované na určitej množine vzorov (tváre, autá, ...). Už názov 
napovedá ich úlohu (klasifikácia – triedenie, rozdeľovanie, hodnotenie) . Prechádzajú celý 
obrázok, alebo jeho časť, a vyhodnocujú, či sa v danej oblasti nachádza hľadaný objekt, alebo 
nie. Podľa typu vrátenej hodnoty sa klasifikátory rozdeľujú do dvoch skupín – binárne 
a viachodnotové. U binárnych je výsledkom buď „nachádza sa“, alebo „nenachádza sa“. 
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U viachodnotových sa vracia pravdepodobnosť s akou sa v danej oblasti nachádza hľadaný 
objekt.  
2.2.1 Klasifikátory trénované neurónovými sieťami 
 
Neurónová sieť je štruktúra používaná na distribuované paralelné spracovanie dát. Je 
vytvorená na základe biologických nervových systémov [3]. Skladá sa z umelých neurónov, 
ktoré taktiež vychádzajú z reálnych biologických neurónov. Každý umelý neurón má 
ľubovoľný počet vstupov, ale len jeden výstup (Obr.  2) [2]. Všetky neuróny sú navzájom 
prepojené a posielajú si signály.  
Umelé neuróny sú vytvorené na základe určitých modelov. Jednotlivých modelov je 
popísaných mnoho, od jednoduchých až po veľmi zložité. Jeden z najpoužívanejších je 







ii xwSY  
kde:  
 Y je výstup neurónu 
 )(xS  je prenosová funkcia neurónu 
 iw  sú synoptické váhy. Ich veľkosť vyjadruje uloženie skúseností do neurónu. Čím je 
hodnota vyššia, tým je vstup dôležitejší. 
 ix  sú vstupy neurónu 










Obr.  2 : Zjednodušený obraz neurónovej siete 
 
Učenie neurónovej siete 
Učenie, proces abstrakcie, je veľmi dôležitá fáza pri tvorbe každej neurónovej siete. Ak by 
sa zanedbalo, tak by sme nedostávali správne výsledky a sieť by bola nepoužiteľná. Pri učení 
sa nadobudnuté skúsenosti ukladajú do váh. Po štádiu učenia sa sieť dostáva do stavu 
vybavovania. Učenie môžeme rozdeliť na dve skupiny: 
 Učenie s učiteľom – pri tomto učení potrebujeme mať sadu vzorov a k nim 
príslušné výsledky, ktoré sú správne. Správne výsledky porovnáme 
s výsledkami, ktoré sme dostali na výstupe neurónovej siete a určíme výslednú 
chybu. Podľa typu neurónovej siete sa vypočíta korekcia a upravia sa hodnoty 
váh a prahov tak, aby sme znížili hodnotu chyby. Toto opakujeme až pokiaľ 
neklesneme pod vopred určenú hodnotu maximálnej chyby.  
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 Učenie bez učiteľa – toto učenie je vhodné ak máme sadu vzorov, ale nemáme 
k nim správne výsledky. Sieť si celú sadu sama roztriedi do skupín a sleduje 
podobnosti alebo typického zástupcu.  
 
Popis trénovania neurónovej siete v Matlabe je podrobnejšie popísaný v [4]. 
 
Výhody 
 paralelné spracovanie informácií, 
 ak sa aplikuje s učiacim algoritmom, vie sa adaptovať na zmenu parametrov, 
 ak sa aplikuje bez učiaceho algoritmu, je sieť veľmi rýchla. 
 
Nevýhody 
 nie je žiadna univerzálna metóda pre návrh architektúry siete a preto sa pri 
implementácii často postupuje metódou pokus – omyl a tým sa zvyšuje časová 
náročnosť riešenia, 
 učenie zložitých sietí trvá pomerne dlho, 
 nedajú sa použiť pri úlohách, kde sa vyžadujú úplne presné výsledky 
 
Okrem rozpoznávania obrazov a zvukov sa používajú aj napríklad ku kompresii alebo 
filtrovaniu spamu. V lekárstve môžu dokonca pomôcť pri hlbšom poznávaní reálnych 
biologických nervových sústav u živých organizmov. Používa sa aj ako univerzálny 
systémový invertor, teda z každého systému )(xF  vie urobiť )(
1
xF
, aj z tých, ktoré sa 
matematicky nedajú a zároveň sú univerzálnym systémovým aproximátorom, ktorý dokáže 
napodobniť správanie každého systému. 
2.2.2 Klasifikátory trénované pomocou AdaBoostu 
 
Pomenovanie AdaBoost vzniklo skrátením anglického názvu adaptive boosting, čo 
v preklade znamená adaptívne posilňovanie. Je to algoritmus na tvorbu robustného 
klasifikátoru (ang. strong classifier) ako lineárnu kombináciu slabých klasifikátorov (ang. 
weak classifier) [6] (2). Každému slabému klasifikátoru priradí určitú váhu na základe jeho 
chyby a podľa nej sa môže v nasledujúcom trénovaní rozhodnutie opraviť. Výraznou 
vlastnosťou AdaBoostu je odolnosť voči pretrénovaniu – situácii, kedy pri trénovaní 











 )(xH  je silný klasifikátor 
 th je slabý klasifikátor 
 
 Pomocou AdaBoostu sa v pomerne krátkom čase dajú natrénovať klasifikátory s veľmi 
malou chybovosťou. Takéto klasifikátory sú veľmi rýchle často sa používajú pri detekcii 
tvárí vo videu v reálnom čase. 




2.2.3 Haarové príznaky 
 
Haarové príznaky sú jednoduché obdĺžniky, ktoré sa aplikujú na obraz. Ich hodnota sa potom 
vypočíta rozdielom súm pixelov svetlej časti a tmavej časti. Haarové príznaky môžu mať 
rôznu zložitosť. Jednoduché sa skladajú z dvoch rovnakých obdĺžnikov, ktoré rozdeľujú 
príznak na dve polovičky. Zložitejšie môžu obsahovať tri a viac obdĺžnikov. Ešte zložitejšie 
môžu vzniknúť až z deviatich obdĺžnikov, z ktorých je len jeden odlišnej farby a nachádza sa 
v strede. Ďalšie varianty vznikajú otáčaním tých základných. Možné príklady haarových 
príznakov je vidno na Obr.  3.  
Jednotlivé príznaky sa potom aplikujú na obrázok a súčasne sa zväčšuje aj ich 
veľkosť. Týmto sa získa veľké množstvo hodnôt, ktoré sa potom používajú pri učení 
klasifikátoru. Tam sa vyberie len množstvo, ktoré odpovedá počtu slabých klasifikátorov. Pri 
detekcii sa potom využíva iba týchto pár príznakov[1]. 
 
Obr.  3 : Typy haarových príznakov 
 
Haarové príznaky sú rýchle vďaka sumácii pixelov, na ktorú sa používa integrálny 
obraz, popísaný v [5]. Integrálny obraz slúži k urýchleniu výpočtu súm. Môžeme si ho 
predstaviť ako transformáciu obrazu do dvojrozmerného poľa s rozmermi o jeden pixel 
väčšími ako veľkosť pôvodného obrázku. Každý prvok potom obsahuje sumu všetkých 
prvkov v obdĺžniku naľavo a hore od tohto bodu. Z toho teda vyplýva, že pixel vpravo dole 
obsahuje sumu všetkých pixelov a prvý stĺpec a riadok majú hodnotu 0. Na Obr.  4 sú výrezy 
takejto matice so znázornenými hodnotami pre body A (Obr.  4 a)) a C (Obr.  4 b)). Za 
pomoci tejto znalosti a pomocou jednoduchých matematických operácií vypočítame (3) 
intenzitu oblasti ohraničenej bodmi ABCD (Obr.  4 c)) 
 
DCBAI +−−=  
 
 
Obr.  4 : Integrálny obraz 
2.2.4 Detekcia objektov 
 
Detekcia objektov v obraze sa vykonáva porovnávaním určitého výrezu obrázku so vzorom. 
Výrez porovnávania mení každým krokom svoju pozíciu až kým prejde celý obrázok. Spolu 
s pozíciou mení aj svoju veľkosť. Tá sa vypočíta vynásobením originálnej veľkosti 
a zvoleného kroku zväčšenia. Zväčšovanie prebieha až pokiaľ niektorá hrana neprekročí 
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veľkosť obrázku. Do klasifikátora vstupujú príznaky získané z týchto oblastí a ten rozhodne, 
či sa príznaky zhodujú so vzorovými príznakmi. Schéma priebehu detekcie je na Obr.  5. 
 
 
Obr.  5 : Schéma krokov detekcie 
 
Zo zobrazenej schémy je zrejmé, že je detekcia časovo veľmi náročná. Pre 
upresnenie, na detekciu obrázku o rozmeroch 320x240 s príznakom o počiatočných 
rozmeroch 19x19 je treba asi 500 000 krokov [1]. Výrazného zrýchlenia sa dosiahlo 
kaskádovým zapojením [12] klasifikátorov. Kaskádovým zapojením klasifikátorov sa získa 
sada klasifikátorov o N stupňoch, kde prvý je najjednoduchší a ten posledný najzložitejší. 
Úlohou jednoduchých klasifikátorov je vyradiť čo najväčší počet negatívnych oblastí a tým 
vymedziť čo najmenšiu oblasť pre zložitejšie. Ak teda jednoduchý klasifikátor označí oblasť 
za negatívnu, porovnávanie výrezu končí a porovnávacie okno sa posunie ďalej. Ak ju označí 
ako pozitívnu, predá sa oblasť ďalšiemu stupňu. Týmto sa veľká časť negatívnych oblastí 
odstráni už pri počiatočných stupňoch a nie je treba pristupovať k zložitejším. Či je skutočne 
prehľadávaná oblasť pozitívnym vzorom sa rozhodne až ak sa oblasť detekcie dostane 
k poslednému stupňu kaskády. Na Obr.  6, je znázornená schéma pracovania kaskádového 
zapojenia. 
 














1. krok n. riadku 2. krok n.riadku posledný krok celej detekcie 
obrázok obrázok obrázok 
















Haarkaskáda je sada kaskádovo zapojených haarových príznakov. V mojom projekte 
využívam štyri takéto kaskády. Pri implementácii projektu používam voľne dostupnú 
knižnicu OpenCV (viac kapitola 4). Tá obsahuje už natrénované kaskády tvárí, tak som sa 
rozhodol, že jednu z nich využijem. Používam konkrétne kaskádu s názvom 
haarcascade_frontalface_alt2.xml. Tá je trénovaná na sade čiernobielych obrázkov 
o rozmeroch 20x20 s osobami pozerajúcimi sa priamo do objektívu kamery. Na internete sa 
mi nepodarilo nájsť databázu, z ktorej bola kaskáda trénovaná, tak aspoň pre približnú 
predstavu, ako vyzerá trénovacia sada tvárovej kaskády, postačí Obr.  7 [7].  
  
 
Obr.  7 : Príklad trénovacej sady tvárovej kaskády 
 
Ďalej som potreboval kaskády natrénované na nos, kútiky úst a kútiky očí. Tie som si 
už musel vytvoriť sám. Na trénovanie som použil BioID databázu [11], ktorá je voľne 
dostupná a je používaná v rôznych publikáciách ako napr. [10]. Databáza obsahuje 1521 
čiernobielych obrázkov o rozmeroch 384x286px jednej z 23 osôb. Osoby sa pozerajú priamo 
do objektívu s rôznymi výrazmi v tvári. Súčasťou databázy je súbor textových dokumentov, 
ktoré obsahujú súradnice dvadsiatich najhlavnejších bodov (Obr.  8). Toto mi veľmi uľahčilo 
prácu pri vyrezávaní potrebných častí na trénovanie kaskády.  
Aby som dosiahol robustnejšej kaskády, tak som ku každému obrázku vytvoril kópiu, 
ktorú som prevrátil okolo y-ovej osi. Týmto som dostal databázu 3042 obrázkov namiesto 
1521. Kvôli tomuto kroku som si však musel dopočítať x pozície hlavných bodov 
v prevrátených obrázkoch (11). Takto vytvorená kaskáda je presnejšia ako kaskáda s menším 
počtom vzorov. 
Základné informácie o mnou trénovaných kaskádach nájdete v prílohách a výsledky 
testov sú zobrazené v kapitole 6. 
xx bodobrazkusirkabodprevrateny −= __  
 
 
Obr.  8 : 20 hlavných bodov v BioID databázi 
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3 Vyrovnanie histogramu 
 
Táto úprava sa používa pri zlepšení kvality preexponovaných, alebo podexponovaných 
snímkov. Histogram obrázku je stĺpcový graf znázorňujúci počet jednotlivých farebných 
zložiek v obrázku na x-ovej osi. V tomto prípade môžu nadobudnúť hodnoty od 0 do 255, 
kde 0 znamená úplne čiernu a 255 úplne bielu farbu. Výška znázorňuje počet, koľko krát sa 
každá farba v obrázku nachádza. Ak je histogram úzky, tak je na obrázku zlý kontrast. Ten sa 
vylepší natiahnutím histogramu po celej dĺžke [13]. 
 
Obr.  9 : a) podexponovaný obrázok, b) jeho úprava, c) preexponovaný obrázok, d) úprava 
predchádzajúceho obrázka; naľavo sú príslušné histogramy 
 
Na Obr.  9 a) je znázornený mierne podexponovaný obrázok aj s histogramom. 
Z neho je vidno, že svetlejšie farby vôbec nie sú na obrázku zastúpené. Preto sa ekvalizáciou 
histogram roztiahne a kontrast sa vyrovná, ako je vidieť na Obr.  9 b). Podobná situácia 
nastáva aj u Obr.  9 c), kde je obrázok veľmi preexponovaný. Na jeho histograme je vidieť, 
že tmavé odtiene nie sú vôbec zastúpené. Stredne tmavé sú zastúpené len veľmi málo a úplne 
najviac je bielej farby. Vyrovnaním histogramu sa dosiahne uspokojivý obrázok (Obr.  9 d) 
 ), ale histogram ukazuje, že stále tam zostalo veľa bielej farby a preto sa ostatné svetlejšie 
farby nezastupujú. 
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4 Návrh riešenia 
V tejto kapitole podrobne popíšem môj návrh riešenia problému. Hlavným kritériom pri 
navrhovaní riešenia bola rýchlosť. Program musel byť dostatočne rýchly na to, aby sa dal 
použiť aj pri snímaní videa z webkamery a hneď na výstupe ukázať určený smer pohľadu. 
Preto sa celý cyklus určovania smeru pohľadu skladá z viacerých krokov. Detekcie oblastí sú 
zoradené podľa časovej náročnosti. Najprv sa určí oblasť tváre menej náročnou detekciou 
a potom sa v menšej oblasti hľadajú hlavné tvárové body. Tento krok je časovo náročnejší 
a preto sa urýchli, ale aj zníži počet falošných detekcií, ak sa použije na nájdenú oblasť tváre. 
Potom nasleduje samotný výpočet smeru pohľadu. 
4.1 Schéma jednotlivých krokov v cykle 
Schéma na Obr.  10 znázorňuje postupnosť krokov, akou sa program pri výpočte smeru 
pohľadu riadi. Hlavné kroky následne popíšem v podkapitolách. 
 
Obr.  10 : Schéma návrhu riešenia 
4.2 Základné úpravy snímku 
 
Každý snímok získaný z videa, alebo webkamery je potreba upraviť v troch krokoch. Prvý 
krok je závislý hlavne od operačného systému. Pri testovaní na verziách MS Windows XP 
a MS Windows Vista som zistil, že pri Viste je treba prevrátiť obrázok okolo x-ovej osi, teda 
horizontálne,  a pri XP je dokonca potreba preklopiť obraz podľa obidvoch ôs. Samozrejme, 
že preklopenie okolo y-ovej osi nie je nevyhnutné, ale je to potrebné aby boli výsledky pre 
Základné úpravy 











jedno video rovnaké v každom systéme. Inak by boli detegované smery pohľadu opačné. 
Porovnanie nasnímaných obrázkov je na Obr.  11. 
 
 
Obr.  11 : a) požadovaný výsledok, b) MS Win. Vista, c) MS Win. XP 
 
Tie ďalšie úpravy už nesúvisia s operačným systémom, ale s vlastnosťami získaných 
snímkov. Keďže som sa rozhodol používať na detekciu haarové príznaky v stupňoch šedej, 
tak je treba obrázok prekonvertovať z farebných modelov ( RGB, BGR ) na stupne šedej. 
Konvertuje sa do pomocného obrázku, s ktorým sa potom pracuje, čiže získaný obrázok je 
stále farebný a výstup je vo farbách. Ak vstupný obrázok už v stupňoch šedej je, tak sa len 
skopíruje do pomocného obrázka a zmení sa farebný model originálu na BGR. Obrázok bude 
síce stále bezfarebný, ale na výstupe budú farebné ukazovatele pohľadu.  
Poslednou úpravou je úprava histogramu popísaná v kapitole 3. 
 
 
Obr.  12 : Zmena farebného modelu na stupne šedi 
4.3 Detekcia tváre 
 
Metódy detekcie tváre v obraze a aj princíp na akom pracuje detekcia objektov za pomoci haarových 
príznakov som už popísal v druhej kapitole tohto dokumentu. Výsledkom detekcie je pole 
s uloženými dátami o všetkých nájdených tvárach. Pre účely tejto práce však potrebujem len jednu 
tvár. Samozrejme by sa dal určiť smer pohľadu aj viacerých tvárí, to by však nevyhovovalo mnou 
navrhnutému diagramu, ktorý ukazuje výsledok. Preto som sa rozhodol vybrať len tú tvár, ktorá je 
rozmermi najväčšia. Práve táto tvár patrí s najväčšou pravdepodobnosťou človeku sediacemu oproti 
objektívu kamery. Ostatné detekcie tvárí ignorujem.  
 
 
Obr.  13 : Výstup detekcie v projekte 
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Na Obr.  13 je ukážka výstupu detekcie tváre použitej v projekte. Je vidno, že použitá kaskáda 
má veľmi malú chybovosť a dokáže veľmi presne vyhľadať aj pootočené tváre. A spolu s úpravami 
obrazu, ktoré samotnej detekcii predchádzali je úspešná aj pri svetlých alebo tmavých snímkoch.  
4.4 Detekcia hlavných tvárových bodov 
 
Po výbere správnej tvárovej oblasti treba určiť, kde sa nachádzajú oblasti hlavných tvárových 
bodov. Medzi hlavné tvárové body patria vonkajšie kútiky očí, kútiky úst a bod pod špičkou 
nosa.  
Prvým krokom pri určovaní oblastí bolo vymedzenie určitých hraníc. Zo znalosti 
anatomických rysov tváre človeka je jasné, že oči budú v hornej polovici tváre a ústa v dolnej 
polovici. Z pozorovania testov pri detekcii tváre som si všimol, že je tam vždy aj veľká časť 
čela. Preto som sa rozhodol experimentálne posúvať hranice oblastí tak, aby bola plocha čo 
najmenšia, ale aby nebola príliš veľká chybovosť. Nakoniec som prišiel k záveru, že 
najvhodnejšia oblasť pre hľadanie očí je posunutá o jednu osminu tváre od hornej oblasti 
a široká tri osminy veľkosti tváre. Pre ústa je to zasa od piatich osmín a šírka taktiež tri 
osminy, čiže až po spodnú hranicu tváre (4). Na Obr.  14 sú zvýraznené takto získané oblasti. 

























Obr.  14 : Vyznačenie tvárových oblastí 
 
 Na detekciu hlavných tvárových bodov som si natrénoval vlastnú kaskádu. 
Trénovacie obrázky som vyrezal presne tak, aby bol hľadaný bod v ich strede. Tým som 
dosiahol to, že detegovaná oblasť, ktorá je výsledkom takejto kaskády má tiež hľadaný bod 
presne v strede. Aj kaskáda kútika očí, aj kútika úst je trénovaná iba na pravú stranu. 
Namiesto trénovania zvlášť kaskád pre ľavé strany som sa rozhodol pred detekciou ľavých 
bodov obrázok prevrátiť okolo y-ovej osi. S týmto úkonom je následne treba upraviť 
súradnice nájdeného kútika, tak aby zodpovedal kútiku na vzorovom obrázku (6). Stačí 
úprava ľavého horného rohu, rozmery oblasti zostávajú samozrejme rovnaké. Táto úprava je 
veľmi jednoduchá a preto som sa rozhodol pre toto riešenie a nie pre tvorbu zvlášť kaskády 
pre ľavý kútik, čo je časovo omnoho náročnejšie. 
 Posledným krokom pred spustením detekcie je zmena veľkosti oblasti tváre. Ak by 
bola oblasť tváre priveľmi malá, tak by sa detegovalo menšie množstvo. Naopak s príliš 
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veľkou oblasťou by sa doba detekcie predĺžila. Podľa výsledkov testov z kapitoly 6.3 som sa 
rozhodol upravovať veľkosť tváre na šírku 200px. 
 
)__(____ kutikasirkakutikapolohaobrazkasirkakutikalavehopolohaspravna +−=  
 
4.4.1 Selekcia správnych úst a očí 
  
Nesmieme zabúdať na možnosť detekcie viacerých kútikov na niektorej strane a preto je 
potrebné urobiť selekciu tých správnych bodov. Ak je detegovaný na niektorej strane jeden 
kútik a na druhej ich je viac, tak porovnávam iba jedno kritérium a to podobnosť polohy na y 
osi. Zoberie sa ten samotný ako vzor a z druhej strany sa k nemu priradí ten s najpodobnejšou 
y polohou. 
Pre prípad nájdenia viacerých kútikov na obidvoch stranách som mal najprv 
pripravené dve kritériá pre určenie pravosti. Nakoniec testy ukázali, že jedno kritérium 
zväčša chybovalo, tak som od neho upustil. To znamená, že aj tu zostalo porovnávanie podľa 
polohy na osi y. Porovnávajú sa všetky detegované kútiky pravej strany s kútikmi na ľavej 
strane a vyberú sa dvaja kandidáti, ktorých polohy sú najviac podobné. 
Na Obr.  15 sú zobrazené detekcie kútikov úst zeleným štvorcom. Jeho stred, ktorý 
znázorňujú uhlopriečky, znamená umiestnenie kútika. Modré štvorce reprezentujú kútiky očí 




Obr.  15 : Výsledok detekcie kútikov očí a úst 
 
Tým druhým kritériom, ktoré som vypustil bola rozmanitosť. Vychádzal som z toho 
že oči a ústa sú v hľadaných oblastiach (Obr.  14) najviac rozmanité. Je tam najviac záhybov 
a farebných kontrastov. Na celú oblasť tváre som aplikoval Canny algoritmus, ktorý slúži na 
detekciu rohov. Nato som použil probabilistickú Houghovu transformáciu [14]. Houghova 
transformácia sa používa na vyhľadávanie jednoduchých objektov v obrázku, ako sú 
napríklad čiary. Ja som však nepotreboval celé čiary, ale rôznorodosť a preto som sa 
rozhodol použiť probabilistickú transformáciu, ktorá nevracia celé čiary, ale jej segmenty. 
Každý segment má počiatočný a koncový bod (ďalej len body rozmanitosti). Nastavením 
nízkeho prahu som dosiahol dostatočne vysoký počet týchto bodov. Z počiatku to vyzeralo 
ako rozumné riešenie, ale počas testov sa vyskytovalo dosť chybných selekcií. Často sa našli 
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oblasti aj s vlasmi a tam bolo zistených mnoho bodov rozmanitosti. Potom bola táto oblasť 
označená za pravú a celý výpočet smeru pohľadu bol chybný. Z toho dôvodu som sa 
rozhodol iba pre prvé kritérium. 
4.4.2 Detekcia nosa 
 
Pri detekcii nosa, resp. hlavného bodu pod nosom, sa spolieham iba na výsledky 
z natrénovanej kaskády. Pri tomto bode sa nedá oprieť o nič iné. Pozícia sa nedá dohľadávať 
pomocou porovnávania k iným objektom. Počet falošných detekcií sa dá redukovať, ak 
poznám súradnice bodov očí a úst. Vymedzím si hranice medzi vyhľadanými presnými 
bodmi kútikov očí a úst a upravím veľkosť oblasti aby referovala tvárovej oblasti o šírke 
200px, tak ako pri detekcii kútikov očí a úst. 
 
4.5 Absencia niektorých hlavných bodov 
 
Pre určenie smeru pohľadu sú potrebné hlavne body očí a úst. Bod nosa je potrebný len na 
určovanie smeru pohľadu vo vertikálnom smere a používa sa na spresnenie určovania smeru 
v horizontálnom smere. Bez nosa sa teda určujú iba smery vľavo a vpravo, a nakláňanie 
hlavy. Ak sa teda nepodarí nájsť tento bod, pokračuje sa v behu programu bez zmeny. Bude 
sa iba trochu líšiť spôsob výpočtu smeru pohľadu. Môže však nastať situácia, že by sa 
nenašli obidve oblasti očí, alebo úst a bez týchto údajov sú ďalšie kroky výpočtu nemožné. 
Preto ak chýba nejaká z oblastí, tak sa snímok úplne preskočí a ignoruje.  
Na Obr.  16 sú vidno výsledky detekcie hlavných tvárových bodov aj so spojnicovou 
čiarou, podľa ktorej sa orientujem pri výpočte smeru pohľadu. Na Obr.  16 a) je ukážka 
správnej detekcie. Na Obr.  16 b) vidno absenciu nosového bodu. Takáto detekcia tiež 
postačuje na zväčša presné určenie smeru pohľadu. Oproti tomu na Obr.  16 c) je zle 
detegovaný pravý kútik úst a má to deštruktívne účinky pri ďalších výpočtoch.  
 
 
Obr.  16 : Výsledok detekcie hlavných tvárových bodov 
4.6 Výpočet smeru pohľadu 
 
Ľudská hlava sa môže otáčať v troch smeroch. Preto som sa aj ja zameral na výpočet smeru 
pohľadu na všetky tri smery. Ako som spomenul vyššie, môže nastať situácia, keď sa 
nepodarí detegovať nos v tvári a vtedy strácam možnosť určiť smer predklonenia, alebo 
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zaklonenia hlavy. Všetky typy otáčania robím na tri stupne plus je vždy jeden stupeň naviac, 
ktorý je neutrálny. Tri stupne reprezentujú postupne slabé, mierne a silné natočenie. 
 
4.6.1 Horizontálne otáčanie hlavy 
 
Horizontálne otáčanie je otáčanie hlavy okolo y osi. Inak povedané zmena pohľadu sprava 
doľava a naopak. V tomto prípade riešim dve možné situácie. 
Prvá je ak mám k dispozícii nosový bod. Vtedy mi vzniknú dva trojuholníky (Obr.  16 
a)) a k výpočtu využívam mieru skosenia týchto trojuholníkov. Prvým krokom je vypočítanie 















 mo  je miera otočenia 
 n je pozícia nosového bodu 
 ru, lu  sú pravý a ľavý kútik úst 
 ro, lo  sú pravý a ľavý kútik oka 
 
Takto vypočítaná miera otočenia môže dosahovať hodnoty ( )2,0: ∈∈∀ mnRmn , kde R je 
obor reálnych čísiel. Ak je otočenie menšie ako 1,0, tak sa osoba pozerá doprava, ak je väčšie 
ako 1,0, pozerá sa doľava. Následne je treba určiť hranice medzi stupňami a vymedziť 
rozsah, kedy sa ešte stále jedná o pohľad rovno. Hraničné body, kedy sa človek pozerá rovno 
som zvolil 0,8 až 1,2. Ak rozdelíme šírku úst na dve polovičky, tak je to presne 20% z každej 
polovičky po obidvoch stranách. Pre stupeň slabého otočenia som zvolil hranicu od 20% do 
40% šírky polovičky úst a teda miera otočenia musí byť od 0,8 po 0,6 resp. od 1,2 po 1,4. 
Ďalšia hraničná hodnota je 60%. Od 40% do 60% je mierne otočenie a od 60% vyššie je silné 
otočenie.  




Obr.  17 : Údaje pre výpočet miery otočenia s nosovým bodom 
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a) 36 42 68 72 0,9 rovno Nulový 
b) 39 32 80 52 1,378 doľava Slabý 
c) 16 39 17 90 0,295 doprava Silný 
Tab. 1 : Výpočet horizontálneho otočenia k Obr. 24 
  
Druhá situácia nastáva pri absencii nosového bodu. Tu namiesto dvoch trojuholníkov 
vznikne akýsi skosený lichobežník. V takomto prípade sa miera natočenia počíta ako pomer 
rozdielov vzdialeností vrcholových bodov. Pred samotným výpočtom však je treba zistiť 
smer otočenia, lebo je potrebné aby bola vždy menšia vzdialenosť v čitateli. Stranu otočenia 
spoznáme podľa menšieho rozdielu vzdialeností. Ak je teda smer otočenia doprava, tak sa 
















 mo  je miera otočenia 
 ru, lu  sú pravý a ľavý kútik úst 
 ro, lo  sú pravý a ľavý kútik oka 
 
Pre mieru otočenia teda platí ( 1,0: ∈∈∀ mnRmn , kde R je obor reálnych čísiel.. Hranice sú 
zvolené na rovnakom princípe ako u prvej situácie, ale sú trochu posunuté. Pre pozeranie sa 
rovno je interval od ( 1,7.0 , slabé otočenie je v ( 7.0,5.0 . Mierne otočenie spadá do intervalu 
( 5.0,3.0  a pre ostatné čísla, interval )( 0,3.0 , je silné otočenie. Tri príklady sú ukázané na 
Obr.  18 a výpočty k nim v Tab. 2. 
 
 
Obr.  18 : Údaje pre výpočet miery otočenia bez nosového bodu 
 
Obr. Pravé oko – pravý kútik úst 
Ľavé oko – 
ľavý kútik úst Miera otočenia Smer otočenia 
Stupeň 
otočenia 
a) 31 31 1,0 rovno Nulový 
b) 38 19 0,5 doľava Mierny 
c) 6 51 0,117 doprava Silný 




Z porovnania tabuliek Tab. 1 a Tab. 2 vidno, že obidve metódy dosahujú podobné 
výsledky. V príklade b) sa síce zmenil stupeň otočenia, ale ak sa zameriame na čísla, tak 
v prvej tabuľke je miera natočenia 1,378 s hranicou medzi stupňami 1,4. Čiže vyšlo slabé 
natočenie, ale veľmi tesne. Naopak v druhej tabuľke je natočenie 0,5, teda presne na spodnej 
hranici mierneho stupňa otočenia. 
4.6.2 Vertikálne otáčanie hlavy 
 
Vertikálnym otáčaním hlavy sa myslí otáčanie okolo x osi, teda predklonenie, respektíve 
zaklonenie. Pri tomto smere je potrebné poznať aj polohu nosa, lebo ak by nám vznikol 
podobný štvoruholník ako pri horizontálnom otáčaní bez polohy nosa, nebolo by možné 
zistiť naklonenie. Ak by sme chceli zistiť naklonenie bez poznania pozície nosa, tak by bolo 
treba urobiť kalibráciu tváre a zistiť pomer šírky a výšky štvoruholníka a potom by sa to 
podľa roztiahnutia, resp. zmrštenia výšky lichobežníka oproti jeho šírke dalo zistiť. To by ale 
muselo byť pridané ďalšie obmedzenie pri kalibrácii, že sa osoba musí pozerať priamo do 
objektívu, lebo ak by sa pozerala hore, alebo dolu, tak by bol referenčný pomer výšky a šírky 
chybný. Toto obmedzenie som však pridávať nechcel a preto sa vertikálne otáčanie hlavy 
zisťuje len ak je k dispozícii nosový bod. 
Hlavnou zložkou pri výpočte vertikálneho otočenia (ďalej kývnutia) je miera 
kývnutia. Vypočíta sa pomerom výšok dvoch pomyselných trojuholníkov (Obr.  19). 
Trojuholníky však môžu byť v dôsledku naklonenia hlavy pootočené, tak sa musí výška 
upraviť. Preto sa vypočíta stred medzi výškami hlavných bodov očí, resp. úst a z tohto bodu 
sa dopočíta vzdialenosť k nosovému bodu. Takto získané vzdialenosti sa dajú do pomeru 



















 mk je miera kývnutia 
 n je poloha nosa 
 ro a lo sú pravé a ľavé oči 
 ru a lu sú pravé a ľavé kútiky úst 
 
Ak zohľadníme obmedzenia haarkaskád pri detekcii, resp. mieru kývnutia, kde sú 
ešte kaskády schopné detekcie, malo by pre mk platiť ( )0.3,5.0: ∈∈∀ mnRmn , kde R je 
obor reálnych čísiel. Miera kývnutia prakticky udáva koľko krát je horný trojuholník vyšší 
ako spodný. Z tohto faktu sú odvodené aj hranice stupňov, ktoré sú zasa na každú stranu tri. 
Ak je horný trojuholník 1,2 až 1,8 násobok spodného, nejedná sa o kývnutie a osoba sa 
pozerá rovno. Horná hranica slabého kývnutia dohora je ak sú obidva trojuholníky rovnako 
vysoké. Mierne kývnutie dohora je medzi hranicami 1,0 až 0,8. Ak je vrchný trojuholník 
menší ako 0,8 násobok spodného, ide o silné kývnutie dohora. Obdobne je to pri určení 
stupňa kývania nadol. Od 1,8 po 2,0 je hranica slabého kývnutia. Ak je horný trojuholník 2,0 




Obr.  19 : Údaje pre výpočet vertikálneho natočenia 
 
Obr. Oči - nos Ústa - nos Miera kývnutia Smer kývnutia Stupeň kývnutia 
a) 65 41 1,59 rovno Nulový 
b) 76 29 2,62 dolu Silný 
c) 47 50 0,94 hore Mierne 
Tab. 3 : Výpočet vertikálneho kývnutia k Obr. 26 
4.6.3 Naklonenie hlavy 
 
Tretím smerom otáčania hlavy je otáčanie okolo z osi, čiže nakláňanie hlavy z boka na bok. 
Zatiaľ čo pri vodorovnom otáčaní je možné otočiť hlavu v rozmedzí zhruba 180°, pri 
nakláňaní je to podstatne menej. Záleží to hlavne na fyzickej stránke človeka, ale rozsah je 
zhruba 80°, 40° na každú stranu. Pri každom otáčaní vznikajú obmedzenia pri detekcii, kedy 
je možné nájsť všetky potrebné body. U prvých dvoch smeroch je toto obmedzenie pomerne 
malé oproti detekcii pri naklonení hlavy. Pri horizontálnom otáčaní je to doba, keď je 
otočenie tak veľké, že sa nosom zakryje podstatná časť oka a detektor už nedokáže nájsť 
všetky potrebné body. Ak sa ale hlava nakláňa do strán, všetky hlavné časti tváre sa 
nakláňajú s ňou a preto je uhol kedy ešte je možné detegovať všetky body zhruba 15° na obe 
strany. Je možné túto chybu eliminovať viackrokovou detekciou a v každom kroku by sa celá 
hlava otočila o určitý uhol. Toto by ale celú detekciu výrazne predĺžilo a to nie je žiaduce.  
Pri určení miery naklonenia hlavy počítam priemer rozdielov polôh očí a úst (10). 








 mn je miera naklonenia 
 ro a lo sú pravé a ľavé oči 
 ru a lu sú pravý a ľavý kútik úst 
 
Keďže u niektorých typov tváre je detekcia úspešná viac ako u ostatných, rozhodol 
som sa obmedziť maximálnu hodnotu miery naklonenia na 15px. Ak sa stane, že bude 
hodnota väčšia, manuálne sa nastaví na 15. Hranice medzi stupňami natočenia prepočítavam 




Celý program bol implementovaný v prostredí C++ za pomoci knižnice OpenCV od 
spoločnosti Intel. Knižnica obsahuje veľa funkcií na operáciu s obrázkami a videom. 
Súčasťou sú aj funkcie na vytvorenie jednoduchého užívateľského rozhrania. V mojom 
projekte využívam hlavne funkcie na snímanie videa z kamery, základné úpravy obrázkov 
a detekciu objektov za pomoci haarových príznakov. 
5.1 OpenCV 
 
OpenCV je voľne dostupná knižnica pre počítačové videnie (open computer vision library). 
Knižnica obsahuje veľké množstvo funkcií, z ktorých v projekte využívam nepatrný zlomok. 
Všetky prvky ako štruktúry a funkcie, ktoré patria pod OpenCV majú predponu cv*, alebo 
Cv*. Najhlavnejšie funkcie, ktoré z tejto knižnice využívam sú funkcie na snímanie videa 
z webkamery, načítanie haarkaskád a s nimi spojená detekcia objektov. Ďalej využívam 
funkcie na vyrovnanie histogramu a zmeny farebného modelu obrázku. Nemenej dôležité 
funkcie sú funkcie na vykresľovanie geometrických tvarov a textu. 
5.2 Popis funkcií 
 
V tejto sekcii stručne popíšem význam a funkciu najhlavnejších funkcií. 
 
int DETECT_FACE ( IplImage* image ); 
int DETECT_NOSE ( IplImage* image , double scale); 
int DETECT_MOUTH_CORNER ( IplImage* image , double scale, bool right = TRUE); 
int DETECT_EYE_CORNER ( IplImage* image , double scale, bool right = TRUE); 
 
Táto sada funkcií má za úlohu detegovať špecifický objekt v obrázku. V podstate sú všetky 
veľmi podobné a líšia sa len malými zmenami. Každej funkcii sa predá obrázok orezaný iba 
na oblasť hľadania. Pre detekciu tváre to je síce celý obrázok, ale napríklad pre detekciu 
kútika očí je to len oblasť jedného oka. Prevedie sa zmena veľkosti podľa požadovanej 
mierky, ci už predanej ako parameter, alebo pevne danej. Celý snímok sa prejde detektorom 
a výsledkom je skupina zodpovedajúcich oblastí. 
 
void TRUE_EYE_CORNER_SELECT ( ); 
void TRUE_MOUTH_CORNER_SELECT ( ); 
 
Detekcie môžu vrátiť buď požadovaný počet nájdených oblastí, alebo menej, i viac. Ak je 
menej, tak sa snímok preskočí a ak viac, tak sa volá jedna z týchto dvoch funkcií, ktoré 
vyberú tých správnych kandidátov a ostatné oblasti odstránia.  
 
void GAZE_DETECTION( IplImage* image ); 
 
Funkcia na výpočet a vykreslenie horizontálneho a vertikálneho smeru pohľadu. Výsledok sa 
vykresľuje do diagramu znázorneného na Obr.  20. Na Obr.  20 a) je zobrazená situácia, keď 
sa sledovaný človek pozerá rovno. Na Obr.  20 b), je slabé otočene doprava a na Obr.  20 c) 
je znázornené silné otočenie doľava a zároveň mierne zaklonenie.  
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Obr.  20 : diagram horizontálneho a vertikálneho otočenia 
 
void TILT_DETECTION( IplImage* image );  
 
Funkcia, ktorá vypočíta silu a smer naklonenia a výsledok znázorní do polkurhového 
diagramu. Na Obr.  21 a) je situácia ak nie je detegované žiadne naklonenie. Pre mierne 




Obr.  21 : diagram naklonenia hlavy 
 
5.3 Ovládanie programu 
 
Celkové ovládanie programu je veľmi jednoduché. Na vstupe program príjme buď jeden, 
alebo žiaden parameter. Ak sa program spustí bez parametrov, tak sa obraz načítava priamo 
z webkamery. Ak dôjde k problému, program sa skončí. Pre detekciu pohľadu vo videu 
uloženom na pevnom disku je potreba spustiť program s parametrom a v ňom mu predať celú 
cestu k videu. Po dokončení videa, alebo ak nastane chyba pri otvorení, program sám skončí. 
Počas behu programu sa program ukončí stlačením klávesy ESC.  
Stlačením tlačidla s na klávesnici sa uloží aktuálny snímok aj s výsledkom detekcie 
do adresára Screenshots, ktorý sa nachádza v koreňovom adresári programu. Program sa dá 
kedykoľvek pozastaviť stlačením klávesy p.  
Súčasťou priloženého CD sú bat súbory, ktoré spustia program s pevným parametrom 
a demonštrujú tak funkčnosť programu na vopred pripravených videách, ktoré sú taktiež 





Obsahom tejto kapitoly sú ukážky výstupov rôznych testov. Jedny testy som robil priamo pri 
trénovaní haarkaskád. Ďalej som testoval úspešnosť a presnosť hľadaných hlavných 
tvárových bodov. Pri testovaní boli použité obrázky z databázy BioID, snímky priamo 
z webkamery a videá nakrútené pomocou webkamery, alebo fotoaparátu. 
 
6.1 Testovanie sily haarkaskád 
 
Po natrénovaní každej kaskády bolo treba urobiť test, ktorý určí silu, resp. výkonnosť, 
kaskády. Na tento test som použil program, ktorý je súčasťou balíka OpenCV, 
performance.exe. Tento program funguje ako detektor. Porovnávacie posuvné okno 
o veľkosti kaskády sa posúva po celom obrázku pixel po pixeli a navyše sa zväčšuje 
s krokom 10% a 20%. Končí sa ak veľkosť niektorej zo strán posuvného okna prekročí 
rozmery obrázku. Často sa nájde viac tvárí vedľa seba, ktoré sa musia spojiť. Pre každý 
objekt na obrázku sa počas testovania pomocou ROCs (Receiver Operating Curves) 
vygeneruje číslo, ktoré reprezentuje minimálny počet objektov, potrebný na to aby sa spojili 
do jedného výsledného [15]. 
Toto testovanie prebiehalo na obrázkoch z databázy BioID spolu s ich prevrátenými 
kópiami. Takto vznikla testovacia sada zložená z 3042 obrázkov. Ku každému obrázku je 
manuálne pridaná oblasť, kde sa hľadaný objekt (objekty) nachádza. Z týchto údajov sa 
vyhodnotia tri údaje pre každý obrázok. Prvý údaj reprezentuje počet zásahov, teda 
koľkokrát sa detektor trafil na správnu pozíciu. Druhý údaj je počet strát. Ukazuje koľko 
objektov neoznačil za správne, ale mal by. Poslednou hodnotou je výška falošných detekcií.  
Toto číslo sa zvyšuje ak označí nejakú oblasť ako hľadaný objekt, ale fyzicky tam ten objekt 
nie je. Z týchto troch čísiel je zrejmé, že čím je vyššie prvé číslo a zároveň čo najnižšie 
posledné dve, tým výkonnejšia je testovaná kaskáda. Nevýhodou pri mojom testovaní bolo, 
že prebiehalo na obrázkoch, ktoré sú primárne určené na testovanie celej tváre, teda 
obsahovali osobu na nejakom pozadí. Preto pri testoch častí tváre častejšie vznikali nepravé 
detekcie na pozadí za osobou.  
Počas tvorby programu som trénoval viacero kaskád na všetky tri oblasti. Pre 
porovnanie uvádzam výstup testov každej kaskády, ktorú som vybral spolu s príkladom 
zamietnutej kaskády. Výsledok je zobrazený vo forme tabuľky (Tab. 4). V strednom riadku 
sú celkové počty zásahov, strát a falošných detekcií. V poslednom riadku sú pre zásahy 
a straty percentuálne hodnoty k počtu všetkých obrázkov v databázi zaokrúhlené na celé 
číslo. Pre falošné detekcie toto číslo reprezentuje počet falošných detekcií v priemere na 
jeden obrázok a je zaokrúhlené na dve desatinné miesta. 
 
6.1.1 Kaskády kútika oka 
 
Táto kaskáda dosahovala v testoch najhoršie výsledky zo všetkých troch oblastí. Má najväčší 
počet strát a aj falošných detekcií. Práve táto oblasť najčastejšie zlyháva aj pri detekcii pri 
samotnom behu programu. Je však najlepšia z mnohých, ktoré som na kútik oka skúšal 
trénovať. V Tab. 4 sú zobrazené výsledky dosiahnuté pri testoch tejto kaskády a na 
porovnanie sú v Tab. 5 zobrazené výsledky jedného z pokusov trénovania. Je vidno, že 
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v druhom prípade je menšia početnosť falošných detekcií. Zásadný rozdiel je však 
v pozitívnych zásahoch, kde sa z celého balíka obrázkov označilo správne len 12%. Pri 
finálnej kaskáde to bolo 65%, čo má omnoho vyššiu váhu ako detekcia falošných objektov, 
ktorá sa v priemere blíži k 1,5 falošnej detekcii na každý obrázok. Toto číslo je síce dosť 
vysoké, ale implementáciou selekcie správnych oblastí očí do programu som dosiahol toho, 
že sa mi vo veľkej väčšine prípadov podarí falošné detekcie správne odstrániť. 
 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  1986  |  1056|  4082  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   65%  |  35% |  1,34  | 
+================================+========+======+========+ 
Tab. 4 : Použitá kaskáda kútika oka 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  355   |  2687|  3311  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   12%  |  88% |  1,09  | 
+================================+========+======+========+ 
Tab. 5 : Výsledky jednej z nepoužitých kaskád kútika oka 
6.1.2 Kaskády kútika úst 
 
Najprv som sa pokúšal vytvoriť kaskádu iba na malý výrez kútika. Výsledky testov mnohých 
pokusov však neboli vôbec prijateľné. Podobné výsledky ako sú uvedené v Tab. 6 som 
dosahoval skoro pri každom trénovaní. Takáto kaskáda bola zlá v dvoch smeroch. Pomer 
zásahov a strát je skoro vyrovnaný a navyše počet falošných detekcií bol enormne vysoký, 
v priemere až 3,5 falošných detekcií na každý obrázok.  
 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  1737  | 1305 | 10511  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   57%  |  43% |  3,46  | 
+================================+========+======+========+ 
Tab. 6 : Výsledky jednej z nepoužitých kaskád kútika úst 
 
 Testovaním sa ukázalo, že omnoho lepšie výsledky sú pri kaskádach trénovaných na 
väčších oblastiach. Zmenil som veľkosť výrezu z ¼ dĺžky úst, ktorá bola použitá pri Tab. 6 
na celú dĺžku úst. Výsledky boli neporovnateľne lepšie ako je vidno z Tab. 7, kde je 
úspešnosť zásahov 82% zo všetkých obrázkov a priemerne sa nachádza jedna falošná 
detekcia na jeden obrázok. S takýmito hodnotami je najsilnejšou z mnou trénovaných kaskád. 
 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  2478  |  564 |  3133  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   82%  |  18% |  1,03  | 
+================================+========+======+========+ 
Tab. 7 : Použitá kaskáda kútika úst 
6.1.3 Kaskády nosa 
 
Pri porovnávaní kútikov oka a úst z obrázkov tréningovej databázy boli všetky výrezy 
pomerne zhodné. U nosa sú však morfologické zmeny tváre viac viditeľné. Niekedy sú vidieť 
 23 
polovičky nosných dierok, inokedy ak má človek nos mierne dohora, tak sú vidieť celé, alebo 
naopak nemusia byť vidieť vôbec, ak je nos sklonený nadol. Tak isto nastáva rozdiel ak sa 
človek pozerá nahor, alebo dolu a ešte väčší rozdiel je pri horizontálnom otáčaní hlavy, kde 
je nos vidieť z profilu. U očí a úst sa zmeny v smere pohľadu prejavujú minimálnou zmenou 
kútika. Preto som pri trénovaní kaskády na detekciu bodu, ktorý je tesne pod špičkou nosa, 
medzi nosnými dierkami, skúšal rôzne varianty. 
Prvý pokus bol s obrázkami, ktoré mali bočné hranice v polovičke nosnej dierky 
(Obr.  22). Výsledky, ktoré sú uvedené v Tab. 8, naznačovali, že je potreba urobiť zmenu vo 
výrezoch, aby bola výkonnosť kaskády uspokojivá. 
 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  1941  | 1101 |  6582  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   64%  |  36% |  2,16  | 
+================================+========+======+========+ 
Tab. 8 : Test kaskády s hranicami v strede nosnej dierky 
 
Obr.  22 : Ukážka vzorov na trénovanie nosovej kaskády 
s hranicami v strede nosnej dierky 
  
Ďalším pokusom bola kaskáda trénovaná na výrezoch obrázkov, ktorých hranice 
prechádzali vonkajšími stranami nosných dierok. Išlo teda o mierne zväčšenie výrezu, ale 
výsledkom bolo skoro trojnásobné zníženie počtu falošných detekcií. Negatívne sa to však 
odrazilo na pomere zásahov a strát. Oproti prvému pokusu si táto kaskáda mierne pohoršila 
(Tab. 9). Porovnanie zmeny výrezu je vidno medzi Obr.  22 a Obr.  23. 
 
+================================+========+======+========+ 
|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  1781  | 1261 |  2678  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   59%  |  41% |  0,88  | 
+================================+========+======+========+ 
Tab. 9 : Test kaskády s hranicami na vonkajšej strane nosných dierok 
 
Obr.  23 : Ukážka vzorov na trénovanie nosovej kaskády 
s hranicami na vonkajšej strane nosných dierok 
 
Poslednou a najúspešnejšou zmenou bolo rozšírenie hraníc až po vnútorné kútiky očí 
(viď príloha B). Množstvo falošných označení kleslo ešte o polovicu menej ako bolo 
v predchádzajúcom teste a navyše sa mierne zvýšila presnosť. Nie je síce najlepšia, ale lepšia 
sa mi na dostupných dátach nepodarila natrénovať. Preto som sa rozhodol v mojom projekte 




|                                | Zásahy |Straty| Falošné| 
+================================+========+======+========+ 
|                           Spolu|  2126  |  916 |  1140  | 
+================================+========+======+========+ 
|   Približný percentuálny podiel|   70%  |  30% |  0,37  | 
+================================+========+======+========+ 
Tab. 10 : Test kaskády s hranicami na vonkajšej strane nosných dierok 
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6.2 Testovanie presnosti hľadania hlavných 
tvárových bodov 
 
Testovanie presnosti vyhľadaných hlavných tvárových bodov bolo taktiež odskúšané na 
obrázkoch z BioID databázy. Tento test však prebehol na originálnej databázi, čiže o veľkosti 
1521 obrázkov. V priebehu testovania sa nepodarilo nájsť oblasť tváre na 46 snímkoch 
a preto sa celkový počet testovaných obrázkov ešte zníži na konečných 1475. Podstatou testu 
je určiť rozdielnosť medzi mnou vyhľadaným bodom a manuálne nastaveným bodom 
v databázi. Výsledok je zobrazený ako jeden histogram pre každý hľadaný bod. Všetky 
histogramy majú rozmedzie 0px až 100px. Pre väčšiu čitateľnosť grafu som zvolil rozmedzie 
na x-ovej osi tak, aby boli zobrazené len hodnoty, ktoré sú relevantné. Ostatné hodnoty 
sú sčítané a zobrazené v poslednom stĺpci grafu. Každý graf pritom zobrazuje dve zložky. 
Modrou farbou je vyznačená početnosť vzdialeností na x-ovej osi, fialovou na y-ovej. 
Súčasťou výsledku testu je aj percentuálna úspešnosť presností do 1px a 3px od referenčného 
bodu a počet nenájdených bodov, ktorých je pomerne dosť. Tento počet by sa dal výrazne 
znížiť zväčšením detegovanej oblasti, ale malo by to za následok veľké zníženie rýchlosti 
detekcie a tým aj celého programu (viď kapitola 6.3). 
6.2.1 Vonkajší kútik pravého oka 
 
Pri testovaní presnosti pravého oka je dosiahnutý najmenší počet nenájdených objektov.  
Celkom sa nenašlo 299 kútikov pravého oka. Presnosť nájdených bodov však bola veľmi 
dobrá. Do okruhu 1px od manuálne nastaveného bodu sa zmestilo 69% bodov na x-ovej 
a 70% na y-ovej osi. Do 3px okruhu sa trafilo zhruba 95% na x-ovej a 96% detekcií na y-ovej 
osi. V Tab. 11 sú presné hodnoty početností do vzdialenosti 10px od referenčného bodu a na 
Obr.  24 je histogram so všetkými vzdialenosťami. 
 
osa 0px 1px 2px 3px 4px 5px 6px 7px 8px 9px 10px 
x 315 500 244 63 18 15 1 4 4 2 3 
y 292 530 258 51 3 2 0 0 0 0 0 
Tab. 11 : Hodnoty k testu presnosti pravého oka 
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Obr.  24 : Histogram presnosti detekcie pravého oka 
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6.2.2 Vonkajší kútik ľavého oka 
 
Počet nenájdených ľavých kútikov je síce trošku väčší ako tomu bolo u pravého oka, ale stále 
patrí k tým nižším. Tu sa ich nenašlo presne 380. Aj v percentuálnej presnosti na daných 
okruhoch je táto kaskáda mierne slabšia. Do 1px do sú 64% a 74% pre x a y os. Pre okruh do 
3px je to 92% a 94%. Viac informácií ponúkajú Obr.  25 a Tab. 12. 
 
osa 0px 1px 2px 3px 4px 5px 6px 7px 8px 9px 10px 
x 271 429 235 73 32 16 6 5 3 10 5 
y 332 477 180 42 14 1 0 0 0 1 5 
Tab. 12 : Hodnoty k testu presnosti ľavého oka 
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Obr.  25 : Histogram presnosti detekcie ľavého oka 
 
6.2.3 Pravý kútik úst 
 
Všeobecne sa dá povedať, že počet chýbajúcich detekcií kútikov úst je neporovnateľne 
vyššia ako u kútikov očí, alebo stredu nosa. Konkrétne pre pravý kútik platí, že jeho 
chybovosť s počtom 565 chýbajúcich kútikov je celkovo najvyššia. Zaujímavosťou je aj 
omnoho vyššia presnosť na y-ovej osi oproti osi x. S presnosťou do 1px na x-ovej osi sa 
vyznačilo 48% bodov, ale na osi y to je až 82% z celkového počtu 910 vydarených detekcií. 
Ak sa zameriame na okruh do 3px, môžeme pozorovať mierne vyrovnanie rozdielu medzi 
osami. Vo vodorovnom smere sa trafilo 82% bodov a vo vertikálnom je to 97%. Takéto 
percento už je veľmi uspokojivé. V Tab. 13 sú presné hodnoty do okruhu 10px. 
 
osa 0px 1px 2px 3px 4px 5px 6px 7px 8px 9px 10px 
x 161 278 194 109 63 38 27 10 6 5 2 
y 330 419 113 20 9 3 1 3 0 0 2 
Tab. 13 : Hodnoty k testu presnosti pravého kútika úst 
 
Na Obr.  26 je graf početnosti na ktorom je zreteľne vidieť vysoká úspešnosť detekcie na osi 
y. Taktiež je badateľný slabší úspech na x-ovej osi, kde má pokles početnosti vzhľadom 
k vzdialenosti oveľa miernejší spád. Oproti detekciám kútikov očí je tu ešte rozdiel vo 
vzdialenostiach nad 10px. Zatiaľ čo pri očiach je od 10px do 20px vždy okolo 10 detekcií, 
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Obr.  26 : Histogram presnosti detekcie pravého kútika úst 
6.2.4 Ľavý kútik úst 
 
Presnosti ľavého a pravého kútika na dvoch skúmaných okruhoch sú veľmi podobné. Pre 
väčší okruh je to 85% na osi x a na y výborných 98%. Na okruhu 1px sa dosiahla úspešnosť 
51% pre x-ovú a 80% pre y-ovú os (presné hodnoty po okruh 10px viď Tab. 14). Preto aj 
priebeh grafu (Obr.  27) je veľmi podobný grafu presnosti pravého kútika. Podstatné 
zlepšenie je pri počte chýbajúcich detekcií, ktorých je 425. Je to síce menej ako u pravého 
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Obr.  27 : Histogram presnosti detekcie ľavého kútika úst 
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osa 0px 1px 2px 3px 4px 5px 6px 7px 8px 9px 10px 
x 190 341 238 127 71 31 15 8 1 6 3 
y 370 472 160 23 6 1 1 2 0 0 1 
Tab. 14 : Hodnoty k testu presnosti ľavého kútika úst 
6.2.5 Stred nosa 
 
Pri porovnaní počtu chýbajúcich detekcií očí a nosa, kde chýbalo 353 detekcií, zistíme, že sú 
veľmi podobné a teda vzhľadom k počtom všetkých detekcií je chybovosť tejto detekcie 
relatívne nízka. Výsledný histogram sa však od prechádzajúcich štyroch grafov výrazne líši. 
Najväčšia hustota sa sústredí k vzdialenostiam 12px až 14px. Je to spôsobené tým, že 
súradnice referenčného bodu sú na špičke nosa, zatiaľ čo môj hľadaný bod je tesne pod 
nosom. Na obrázkoch veľkosti aké majú BioID obrázky to je rozdiel práve zhruba 10px až 
20px podľa blízkosti osoby k objektívu.  Toto pozorovanie vyšlo najavo až po dokončení 
testovania a z časových dôvodov som nemohol tesť opakovať so spresneným bodom nosa.  
V Tab. 15 sú uvedené presné hodnoty výsledkov testov, ktoré som ale posunul na 
hranicu 10px až 20px. Keďže je vzdialenosť hľadaných bodov od referenčných podmienená 
polohou osoby voči kamere, nedá sa určiť percentuálna úspešnosť do okruhu 1px a 3px. Pre 
porovnávacie účely si zvoľme stred nosa ako maximum z výsledného grafu, za predpokladu, 
že najviac detegovaných je práve správnych, a upravíme hranice na 1px a 3px na každú 
stranu. Potom dostaneme pravdepodobnosť výskytu na menšom okruhu 45% a 46%, na 
väčšom by to bolo 76% a 79%. 
 
osa 10px 11px 12px 13px 14px 15px 16px 17px 18px 19px 20px 
x 68 116 164 170 159 98 82 51 27 30 12 
y 76 99 157 178 184 107 82 66 30 26 21 
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6.3 Testovanie závislosti detekcie na zmene 
veľkosti detegovanej oblasti 
 
Účelom tohto testu bolo zistenie ako závisí rýchlosť a úspešnosť detekcie všetkých 
hlavných tvárových bodov od zmeny veľkosti oblasti určenej na vyhľadávanie. Úspešnou 
detekciou sa myslí snímok, kedy prebehne určovanie smeru pohľadu. V teste sa teda 
zaznamenávali doby detekcie tvárových oblastí a počet nájdení všetkých bodov kútikov 
očí a úst. Nájdenie bodu nosa v tomto teste nebolo dôležité, keďže výpočet smeru pohľadu 
prebehne aj bez nosového bodu. Testy prebiehali na videách, ktoré sú k dispozícii na DVD 
v prílohe. Testovanie bolo vykonávané v troch fázach na šiestich videách. V prvej fáze sa 
upravila veľkosť detegovanej oblasti tak, aby odpovedala tvárovej oblasti o šírke 150px. 
V druhej fáze sa táto oblasť zväčšuje na 200px a v tretej na 400px. 
Všetky získané výsledky sú zobrazené v Tab. 16. Pri porovnaní prvej a druhej fázy 
zistíme, že druhá fáza je v priemere o 20ms pomalšia, ale dosahuje omnoho vyšší počet 
detekcií. Pri niektorých videách je to skoro dvojnásobne. Ak porovnáme druhú a tretiu fázu, 
spozorujeme nárast doby trvania zhruba o 50ms, ale počet detekcií sa príliš nezvýšil. Preto 
som sa rozhodol používať úpravu veľkosti detegovaných oblastí podľa druhej fázy. 
 
video 150px 200px 400px 









Video1 640x480 254 118,64 94 138,05 122 188,51 150 
Video2 640x480 286 121,75 167 146,33 230 197,82 238 
Video3 640x480 621 110,94 132 131,07 214 196,59 282 
Video4 384x286 1521 84.39 312 96,73 557 177,32 789 
Video5 640x480 326 118,37 154 144,22 208 241,70 290 
Video6 320x240 281 84,71 18 94,31 73 153,01 85 





Cieľom práce bolo preštudovať najpoužívanejšie metódy pri detekcii tváre a tvárových 
bodov v obraze. Po naštudovaní niekoľkých spôsobov som si vybral metódu detekcie 
pomocou haarových klasifikátorov. S týmto rozhodnutím bolo potrebné nájsť dostatočne 
veľkú a hlavne vhodnú databázu tvárí, na ktorých by sa dali natrénovať vlastné haarkaskády 
pre detekciu hlavných tvárových bodov.  
 Implementácia prebehla v prostredí C++ s knižnicou OpenCV. Prvotným cieľom bolo 
vytvoriť aplikáciu, ktorá by vypočítala smer pohľadu čo najrýchlejšie, aby ako zdroj dát 
mohol slúžiť aj vstup z webkamery. Použitím viacerých haarkaskád sa však výrazne predĺžila 
doba vyhľadávania hlavných tvárových bodov a preto je rýchlosť výpočtu zhruba 8-9 
snímkov sa sekundu.  
Samotný výpočet smeru pohľadu je síce dosť presný, ale chybovosť detekcie je veľmi 
vysoká. Z testovaných videí sa podarilo určiť smer pohľadu len na zhruba dvoch tretinách 
všetkých snímkov. Z testov v kapitole 6 však vyplýva, že ak sa detekcia tvárových bodov 
podarila, tak bola veľmi presná. 
Výsledky aplikácie by sa dali zlepšiť tvorbou nových kaskád, poprípade zmenou 
databázy trénovacích obrázkov. Taktiež by sa dalo doplniť sledovanie pohybu zorničiek, 
ktoré by viedlo k ešte presnejším výsledkom v určení smeru pohľadu. 
Aplikácia je navrhnutá tak, aby sa dala pomocou malých doplnkov použiť aj pre iné 
účely, ako zobrazenie smeru pohľadu. Všetky smery pohľadu sú zaznamenané vo forme 
desatinných čísiel, takže by nebol problém program rozšíriť napríklad o funkcie 
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Príloha A – Manuál k programu 
Na Obr.  29 je screenshot z bežiaceho programu. Celé okno sa skladá z troch hlavných častí. 
Úplne hore je po celej šírke konzola. Tu sa počas behu programu vypisujú všetky dôležité 
udalosti a inštrukcie, ak je potreba. Vľavo sa nachádza panel s grafickým znázornením 
výsledkov. Tu sa zobrazuje ukazovateľ otočenia, kývnutia a naklonenia. Pod ukazovateľmi 
je krátka nápoveda k ovládaniu programu. Treťou časťou je samotné video a v ňom 
zakreslenie hlavných bodov a ich spojníc. 
 
 
Obr.  29 : GUI programu 
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Príloha B – Informácie o kaskádach 
V tejto prílohe sú popísané základné informácie o mnou trénovaných kaskádach. Ku každej 
kaskáde je popísaný jej rozmer, počet stupňov, počet slabých klasifikátorov a príklad 
trénovacích obrázkov. 
 
Kaskáda kútika oka 
 
Rozmer: 15x15 
Počet stupňov: 18 
Počet slabých klasifikátorov: 400 
Príklad trénovacích obrázkov: 
 
 
Obr.  30 : trénovacie obrázky kútika oka 
 
Kaskáda kútika úst 
 
Rozmer: 15x15 
Počet stupňov: 18 
Počet slabých klasifikátorov: 387 
Príklad trénovacích obrázkov: 
 
 





Počet stupňov: 18 
Počet slabých klasifikátorov: 262 
Príklad trénovacích obrázkov: 
 
 




Príloha C – DVD 
K bakalárskej práci je priložené jedno DVD, v ktorom sa nachádzajú adresáre: 
 src – zložka, ktorá obsahuje zdrojové kódy programu a súbory patriace prostrediu 
Visual C++ 2008 Express Edition 
 bin – zložka obsahujúca spustiteľnú verziu programu (pre ukladanie screenshotov 
z aplikácie nesmie byť tento adresár na nezapisovateľnom médiu) 
 vid – adresár s videami, ktoré boli využité pri testovaní 
 cascades – miesto uloženia mnou trénovaných kaskád, táto zložka sa v programe 
nepoužíva. Zložka pre program sa nachádza vo vnútri zložky bin 
 docu – elektronická kópia tejto dokumentácie 
 poster – plagát k aplikácii vo formáte pdf  
 tests – textové súbory, ktoré boli použité pri tvorbe grafov v testoch 
 tmp – súbory, ktoré môžete potrebovať k spusteniu programu. Obsahuje potrebné dll 
knižnice a inštaláciu vcredist_x86.exe (Microsoft Visual C++ 2008 Redistributable 
Package) 
