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THE FROBENIUS MORPHISM IN INVARIANT THEORY II
THEO RAEDSCHELDERS, SˇPELA SˇPENKO, AND MICHEL VAN DEN BERGH
Abstract. Let R be the homogeneous coordinate ring of the Grassmannian
G = Gr(2, n) defined over an algebraically closed field k of characteristic
p ≥ max{n − 2, 3}. In this paper we give a description of the decomposi-
tion of R, considered as graded Rp
r
-module, for r ≥ 2. This is a companion
paper to [16], where the case r = 1 was treated, and taken together, our results
imply that R has finite F-representation type (FFRT). Though it is expected
that all rings of invariants for reductive groups have FFRT, ours is the first
non-trivial example of such a ring for a group which is not linearly reductive.
As a corollary, we show that the ring of differential operators Dk(R) is simple,
that G has global finite F-representation type (GFFRT) and that R provides
a noncommutative resolution for Rp
r
.
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1. Introduction
1.1. Setting the scene. It is hard to exaggerate the importance of the Frobenius
morphism in algebraic geometry and commutative algebra. Indeed, even the most
hard-line characteristic zero aficionado can only stand and marvel at the Deligne-
Illusie proof of the Hodge-to-de Rham degeneration theorem [7], the plethora of
powerful cohomological vanishing results obtained using Frobenius splitting [6], or
the profound simplifications the theory of tight closure has brought to commuta-
tive algebra [12]. Nevertheless, many basic questions concerning the Frobenius
morphism for specific rings and varieties remain unanswered.
In this paper, we focus on Grassmannians of two-dimensional quotients, and in
particular the corresponding Plu¨cker coordinate rings, which are well known to ad-
mit a description as invariant rings for SL2. The question we are concerned with
was first raised in [18], and concerns a representation theoretic property of commu-
tative rings and varieties, dubbed finite F-representation type (FFRT), which we
now discuss.
Assume k is an algebraically closed field of positive characteristic p > 0. If a
commutative k-algebra R is reduced, then the Frobenius morphism Fr : R → R is
an isomorphism onto its image, so we can identify the inclusion Rp
r
→֒ R with the
extension R →֒ R1/p
r
, where R1/p
r
denotes the overring of pr-th roots of elements
of R. If R = k + R1 + · · · is moreover finitely generated and N-graded, then we
can view and decompose R1/p
r
in the category of Q-graded R-modules, which is
Krull-Schmidt. The following definition was introduced in [18].
Definition 1.1. Let R = k+R1+ · · · be a reduced finitely generated N-graded k-
algebra. A higher Frobenius summand is an indecomposable summand of R1/p
r
for
some r ≥ 1. We say that R has finite F-representation type (FFRT) if the number
of isomorphism classes of higher Frobenius summands is finite (up to degree shifts).
For an extended discussion of the role that this fundamental property, and the re-
lated notion of p-uniformity, plays in algebraic geometry and commutative algebra,
we refer to the introduction of [16]. Here we will content ourselves with reiterating
that the FFRT property has been verified essentially in only the following two cases.
(1) If R is Cohen-Macaulay and of finite representation type (e.g. if R is a
quadric hypersurface) then it satisfies FFRT.
(2) One of the main results in [18] states that the FFRT property holds for
invariant rings for linearly reductive groups.
Motivated by potential applications in the theory of rings of differential operators
(see §1.3.1 below) one is led to define the FFRT property in characteristic zero.
Definition 1.2 (FFRT in characteristic zero). Let k denote an algebraically closed
field of characteristic zero and R = k + R1 + · · · an integral finitely generated N-
graded k-algebra. We say that R satisfies FFRT if there exists a finitely generated Z-
algebraA ⊂ k, a finitely generated graded flat A-algebra RA such that k⊗ARA = R
and such that for every geometric point x : Spec l → SpecA, char l > 0, we have
that x∗(RA) satisfies FFRT.
It is then natural to make the following conjecture:
Conjecture 1.3 (FFRT for invariant rings). Let k be an algebraically closed field of
characteristic zero and letW be a finite dimensional k-representation for a reductive
group G. Then k[W ]G satisfies FFRT.
3If G is linearly reductive, i.e. it is the extension of a finite group by a torus,
then this conjecture follows essentially from (2) (see also the calculations in [18,
§3.2]). Moreover, in this case it is shown in [18] that the Frobenius summands of
k[W ]G are given by so-called “modules of covariants”: k[W ]G-modules of the form
M(U) := (U ⊗k k[W ])
G for a G-representation U [5, 22].
1.2. The main result. Though the results from [18] provide some evidence, Con-
jecture 1.3 seems out of reach at the moment. In particular, not a single example
of an invariant ring satisfying FFRT was known, for a group which is only geomet-
rically, but not linearly reductive (and not falling under (1)). In this paper we will
provide a first class of such examples.
It is classical (see [25, §3.1]) that the homogeneous coordinate ring of the Grass-
mannian Gr(2, n) can be described using invariant theory. Let V be a two dimen-
sional vector space, and let F denote a vector space of dimension n, for n ≥ 4. We
then continue to set
W = F ⊗k V S = Sym(W )
G = SL(V ) R = SG
Then G = ProjR = Gr(2, n). Note in particular that SL(V ) = SL2(k) is not
linearly reductive. The following theorem is the main application of the results in
[16] and this paper.
For the remainder of the introduction, we will assume that the characteristic
p ≥ max{n− 2, 3}.
Theorem 1.4. (§10) The invariant ring R has FFRT. In particular, for an alge-
braically closed field k of characteristic zero, k[W ]G satisfies Conjecture 1.3.
What we actually achieve in this paper, is a complete description of the inde-
composable summands of R as graded Rp
r
-module, for r ≥ 1, up to (nonzero)
multiplicity, for p as above. The case r = 1 was treated in [16] (and is in fact
characteristic free), and the results from that paper will be used here to obtain the
corresponding decomposition for r ≥ 2. Contrary to our early expectations, pass-
ing from r = 1 to r ≥ 2 seems to be highly non-trivial, and requires a significant
amount of work.
To formulate a version of the result, we need to introduce the summands occur-
ring. For j ∈ N, define the R-modules of covariants
(1.1) S{j} =M(SjV ) = (SjV ⊗k S)
G,
where SjV denotes the j-th symmetric power of V . Then S{j} is a Cohen-Macaulay
R-module if 0 ≤ j ≤ n − 3 (see [16, Proposition A.1]). In contrast to the linearly
reductive case, it turns out we need more than just modules of covariants to describe
the higher Frobenius summands, which partly explains the increased difficulty.
Denoting the fundamental weight of G = SL2 by ω, we will identify S with
the polynomial ring k[x1, y1, . . . , xn, yn], with xi, yi having weights +ω and −ω
respectively. If we put S+ = S/(y1, . . . , yn), then the extra summands we need can
be constructed as syzygies of the modules
(1.2) Mj = Ind
G
B((jω)⊗k S+),
where B denotes the Borel subgroup (with negative roots) of G. More precisely,
the module Mj has, for 1 ≤ j ≤ n− 3, a G×GL(F )-equivariant graded resolution
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of the form:
(1.3)
0→ Sn−j−2V ⊗k ∧
nF ⊗k S(−n)→ · · · → V ⊗k∧
j+3F ⊗k S(−j−3)→ ∧
j+2F ⊗k S(−j−2)→
∧j F ⊗k S(−j)→ V ⊗k ∧
j−1F ⊗k S(−j + 1)→ · · · → S
jV ⊗k S [→Mj → 0],
see §3.3. Using this resolution, we can then define the graded R-modules
(1.4) K{j, k} = (Ωk+1Mj)
G.
Our main theorem now states that (1.1) and (1.4) make up all the higher Frobenius
summands, up to degree shift. If M is a graded R-module then we write MFr
r
for
the corresponding graded Rp
r
-module via the isomorphism Frr : R→ Rp
r
. We first
recall a (degrees and multiplicities free) version of the main theorem of [16].
Theorem 1.5. [16, Theorem 15.1] The indecomposable summands of R as an
Rp-module are up to degree and nonzero multiplicity:
{K{j, j}Fr | 1 ≤ j ≤ n− 3} ∪ {S{l}Fr | 0 ≤ l ≤ n− 3}.
For r ≥ 2, we obtain the following theorem, which we consider to be the main
result in this paper. Remember that our standing assumption in this introduction
is that p ≥ max{n− 2, 3}.
Theorem 1.6. (§10) The indecomposable summands of R as an Rp
r
-module for
r ≥ 2 are up to degree and nonzero multiplicity:
(1.5) {K{j, k}Fr
r
| 1 ≤ j, k ≤ n− 3} ∪ {S{l}Fr
r
| 0 ≤ l ≤ n− 3}.
From these results, it is then clear that one obtains Theorem 1.4 as an immediate
corollary.
1.2.1. Proof sketch. Our approach to Theorem 1.6 is similar to the one used in [16].
We first note that decomposing R as Rp
r
-module is equivalent to decomposing
SGr as (G(r), Sp
r
)-module, where Gr denotes the r-th Frobenius kernel of G (see
[13, Part I, §9]), and G(r) = G/Gr, and the same holds for R,SGr replaced by
MG,MGr for a reflexive (G,S)-module M . Our proof of Theorem 1.6 then starts
with Theorem 1.5, which (equivalently) gives the decomposition of SG1 and iterates
the construction (by decomposing the G1-invariants of the summands of (S
G1)Fr
−1
).
In a way we are lucky, since it turns out that no new summands appear after the
second iteration. In order to perform this iteration we use a general decomposition
result [16, Theorem 8.2] (see Theorem 4.3) from our previous paper. The lion’s
share of this paper is devoted to checking that a certain formality result, which is
necessary to apply this decomposition result, holds true. A more detailed outline of
the proof will be discussed later on in §4.1, when we have recalled all the necessary
concepts and notation.
1.3. Differential operators, Grassmannians and noncommutative resolu-
tions. We now briefly discuss several results of a seemingly different nature, which
in fact follow from our main results Theorem 1.5 and Theorem 1.6.
51.3.1. Differential operators. The authors of [18] originally introduced the FFRT
property as a possible mode of attack to a question posed by Levasseur and Stafford
[14] regarding simplicity of rings of differential operators for invariant rings in char-
acteristic zero. We refer to [16, §1.4.1] for more references and context. One of
the main results of [18] is that if R is as in Definition 1.1 and satisfies FFRT as
well as another natural condition (strong F-regularity) then its ring of differential
operators is simple. Hence Theorem 1.4 can be used to show the following.
Theorem 1.7. (§10) The ring of differential operators Dk(R) is a simple ring.
Using the isomorphism SL(2) ∼= Sp(2) one finds that the corresponding result in
characteristic zero is true by [14, Corollary IV.1.4] (see also [23, Theorem C]). As
mentioned above it would be interesting to use Theorem 1.7 to obtain an alternative
proof of the characteristic zero result. This would entail establishing the relevant
base change properties (see [18, Question 5.1.2]).
1.3.2. Grassmannians. For a variety X defined over k, the pushforwards Frr∗OX
of the structure sheaf (and other line bundles L) seem to carry subtle information
about X . Let us give some examples:
(1) In [2], Achinger characterises smooth toric varieties in terms of splitting
properties of Fr∗ L. A similar result is proved for ordinary abelian varieties
in [17].
(2) If X is a projective curve, then Frr∗OX carries information about the genus
of the curve, see [17, Theorem 1.3].
(3) For many interesting varieties and bundles, Fr∗ of a semistable bundle is
again semistable [20].
(4) For homogeneous varieties, Frr∗OX often contains summands which are
tilting bundles, see [16, §16] for more precise statements.
The definition of FFRT admits an obvious global version.
Definition 1.8. [10] Let X denote a variety over k. A higher Frobenius summand
is an indecomposable summand of Frr∗OX for some r ≥ 1. We say that X has
global finite F-representation type (GFFRT) if the number of isomorphism classes
of higher Frobenius summands is finite.
There are several examples of GFFRT varieties: projective spaces and smooth
quadric hypersurfaces [1], smooth toric varieties [21], P2 blown up at four points in
general position [10]. It is moreover clear that for a homogeneous coordinate ring
R of X , R having FFRT almost ensures that X = Proj(R) has GFFRT (one only
needs to take care of the twists). In fact, if R is Gorenstein, FFRT implies GFFRT
(see Lemma 11.12). As a corollary to Theorem 1.4, we thus obtain the following
theorem.
Theorem 1.9. (§11.4) The Grassmannian G = Gr(2, n) has GFFRT.
In fact, also in this case we obtain a precise description of the actual vector
bundles occurring as summands of Frr∗OG, for which we refer to §11.
1.3.3. Noncommutative resolutions. As discussed in [16, §11], for many singular va-
rieties Y , the Frobenius pushforward Fr∗OY provides a canonical noncommutative
resolution of Y . This means that EndY (Fr∗OY ) is a sheaf of algebras on Y which
is locally of finite global dimension. This is true for Y = Spec(R), the affine cone
over G by [16, Theorem 1.2]. In §12, we show that this result extends to r > 1.
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Theorem 1.10. (§12) Assume r ≥ 1. Then Frr∗OY provides a noncommutative
resolution for Y .
2. Notation and conventions
We use mostly the same notation as in the companion paper [16]. Throughout
k is an algebraically closed field of characteristic p > 0. The assumption on p will
be made after introducing the necessary notation.
Below a G-module for an algebraic group G is a comodule for the coordinate
ring O(G). A G-representation is a finite dimensional G-module. Some “modules”
like tilting modules are finite dimensional by definition and so they are in fact
representations. We write Gr = kerFr
r for the r’th Frobenius kernel [13, Part I,
§9]. We have G/Gr ∼= G(r) where G(r) is the r-Frobenius twist of G.
If S is a reduced commutative k-algebra and M is an S-module then we write
MFr for the pullback of M under the ring isomorphism Sp → S : f 7→ f1/p, so
SFr = Sp. If S = Sym(W ) for a G-representation W then SFr = Sym(WFr) where
WFr =W (1) is the usual Frobenius twist of W .
If U =
⊕
n Un(−n) is a graded representation for G then U
Fr =
⊕
n U
Fr
n (−np).
Occasionally the blown up grading of UFr is not what we want and in that case we
write UFr =
⊕
n U
Fr
n (−n).
For a reductive group G we denote by B its Borel subgroup, and by H its
maximal torus.1 By convention, the roots of B are the negative roots. We write
X(H) for the weights of H and X(H)+ for the set of dominant weights. The set
X(H) is partially ordered by putting µ < λ whenever λ − µ is a sum of positive
roots. If χ is a character of a torus H and n ∈ Z then we write (nχ) for the
1-dimensional H-representation with character χ(−)n.
In most of this paper we specialize to the following situation: G = SL2 = SL(V ),
dimk V = 2 and S = Sym(W ), R = S
G, where W = V ⊕n = F ⊗k V , dimk F = n
with n ≥ 4. As in [16] this is sometimes referred to as the “standard SL2-setting”.
Contrary to [16], which made no assumptions on the characteristic, we will as-
sume p ≥ max{n − 2, 3} here, unless otherwise specified. The significance of this
hypothesis is explained in §4.2.
The fundamental weight of SL2 is denoted by ω. We denote by S
jV (resp. DjV )
the j-th symmetric (resp. divided) power representation, by L(j) the simple SL2-
representation with the highest weight jω, and by T (j) the tilting module with
the highest weight jω. We also use (−) for the grading shift but as explained in
[16, §3] this never leads to confusion. For preliminaries on modular representation
theory, in particular for the notion of good filtration and related results (which we
will sometimes use without further reference), we refer to [16, §4.1].
We use (−)∨ = HomR(−, R) for the dual of a module, and (−)∗ = Homk(−, k)
for the dual of a vector space.
1In order to avoid notation collisions a torus is denoted by the letter H instead of the more
standard T , which is reserved for tilting modules.
7For a logical condition P we put
(2.1) [P ] =
{
1 if P is true,
0 if P is false.
3. Preliminaries
3.1. Gr-invariants versus higher Frobenius summands. Recall the following
definition from [19].
Definition 3.1. Let G be a reductive group and let W be a G-representation.
Denote X =W∨. We say that W is generic if
(1) X contains a point with closed orbit and trivial stabilizer.
(2) If Xs ⊂ X is the locus of points that satisfy (1) then codim(X−Xs, X) ≥ 2.
Assume that W is generic and put S = Sym(W ), R = SG. Generalizing slightly
[16, (5.1)] we have inverse symmetric monoidal equivalences
(3.1) ref(Rp
r
)
(Sp
r
⊗
Rp
r−)∨∨
--
ref(G(r), Sp
r
)
(−)G
(r)
kk
between the category of reflexive Rp
r
-modules and the category of G(r)-equivariant
reflexive Sp
r
-modules.
Proposition 3.2. [16, Proposition 5.2] If M is a reflexive (G,S)-module then
MGr is a reflexive Sp
r
-module and moreover MG and MGr correspond to each
other under the equivalences (3.1).
Corollary 3.3. [16, Corollary 5.3] For a reflexive (G,S)-module M there is a
1-1 correspondence, under the equivalences (3.1), between the indecomposable
summands of MG as Rp
r
-module and the indecomposable summands of MGr as
(G(r), Sp
r
)-module.
3.2. Tilt-free, ∇-free modules, stable syzygies. Let G be a reductive group
acting on a commutative connected graded algebra S = k + S1 + · · · with good
filtration. In [16, §7.2] we introduced certain well-behaved (G,S)-modules. A
graded (G,S)-module F is ∇-free if F has a good filtration and F is projective
(hence free) as graded S-module, and is tilt-free if it is of the form T ⊗k S with T
a graded tilting module. For equivalent definitions see loc. cit.
A tilt-free resolution (i.e. a resolution with tilt-free modules as terms) gives rise
to stable syzygies which are well-suited for an equivariant setting. More precisely, if
M is a finitely generated graded (G,S)-module with good filtration and T⊗kS →M
is a surjection whose kernel has good filtration (such a surjection exists in our
standard SL2-setting by [16, Proposition 9.5]), then we call its kernel a stable
syzygy and write ΩsM . It is uniquely determined up to adding T
′ ⊗k S with T ′
tilting (c.f. §7.5 in loc. cit.). By Ω˜sM we denote the (G,S)-module obtained from
ΩsM by deleting all summands which are ∇-free.
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3.3. Some standard modules and their properties. We assume that we are
in the standard SL2-setting (§2). As in [16, §10] we will identify S with the poly-
nomial ring k[x1, y1, . . . , xn, yn] with xi, yi having weights +ω and −ω respectively
(see §2). Put S+ = S/(y1, . . . , yn). Here we state some facts about the modules
Mj = Ind
G
B((jω) ⊗k S+) that we shall use in the sequel. We refer to [16, §11] for
the proofs. We will also discuss some additional useful properties of the syzygies of
Mj.
The moduleMj has for 1 ≤ j ≤ n−3 a G×GL(F )-equivariant graded resolution
of the form:
(3.2)
0→ Dn−j−2V⊗k∧
nF⊗kS(−n)→ · · · → D
1V⊗k∧
j+3F⊗kS(−j−3)→ ∧
j+2F⊗kS(−j−2)→
∧j F ⊗k S(−j)→ V ⊗k ∧
j−1F ⊗k S(−j + 1)→ · · · → S
jV ⊗k S [→Mj → 0].
Remark 3.4. Under our standing assumption p ≥ max{n− 2, 3} (see §2), we have
T (l) = DlV = SlV for 0 ≤ l ≤ n − 3 (see [16, Proposition 4.8]). Hence the DlV ,
SlV that appear in (3.2) may be replaced by T (l).
The resolution (3.2) is induced from the B-equivariant Koszul resolution of
(jω)⊗k S+:
(3.3) 0→ ((j − n)ω) ⊗k ∧
nF ⊗k S(−n)→ · · · → (−3ω) ⊗k ∧
j+3F ⊗k S(−j − 3)→
(−2ω) ⊗k ∧
j+2F ⊗k S(−j − 2)→ (−ω) ⊗k ∧
j+1F ⊗k S(−j − 1)→ ∧
jF ⊗k S(−j)→
(ω) ⊗k ∧
j−1F ⊗k S(−j + 1)→ · · · → (jω)⊗k S [→ (jω)⊗k S+ → 0].
We set
Kjk = Ω
k+1Mj,(3.4)
Ljk = Ω
k+1((jω)⊗k S+),(3.5)
where the syzygies are computed using (3.2)(3.3). In the proof of [16, Proposition
11.1], (3.2) was derived from (3.3) using the relations (without labeling Kjk)
(3.6) R IndGB Ljk =
{
IndGB Ljk = Kjk if k ≤ j,
R1 IndGB Ljk[−1] = Kj,k−1[−1] if k ≥ j + 1.
Following [16] we also put
(3.7) Kj = Ω
j+1Mj(j + 2) = Kjj(j + 2)
where the shift by (j + 2) serves as an appropriate normalization. The properties
of the modules Kjk resemble those of Kj which were discussed in [16, Proposition
12.3].
Proposition 3.5. Let 1 ≤ j, k ≤ n− 3.
(1) As (G,S)-modules: K∨jk
∼= Kn−j−2,n−k−2(n)⊗k ∧nF ∗.
(2) Kjk has a good filtration.
(3) Kjk is indecomposable.
(4) pdimKjk = n− k − 2.
(5) Let Knjk be a shift of Kjk, such that (K
n
jk)0 6= 0 and (K
n
jk)<0 = 0. Then
Knjk =
{
Kjk(k) if k < j,
Kjk(k + 2) otherwise.
9and
(Knjk)0 =
{
∧k+1F ⊗k Sj−k−1V if k < j,
∧k+2F ⊗k S
k−jV otherwise,
(6) Ω˜k+1s Mj = Ω
k+1
s Mj
∼= Kjk. Furthermore Ω˜l+1s Ml = 0 for l ≥ n− 2.
Proof. (1) By the discussion in [16, §12.1.4], the dual of (3.2) is the same as
the corresponding resolution of Mn−j−2 with the functor (−)(n) ⊗k ∧nF ∗
applied to it. The claim thus easily follows.
(2) This follows by decreasing induction on k ≤ n−3, using that the cokernel of
an injective map between modules with good filtration has good filtration.
(3) Same as the proof of [16, Proposition 12.3(4)].
(4) Clear from (3.2).
(5) Clear from (3.2).
(6) Since (3.2) is tilt-free (see Remark 3.4), the first claim follows by (3). That
Ω˜l+1s Ml = 0 was already shown in [16, Proposition 12.3(5)]. 
The following result is an immediate corollary of Proposition 3.5(4)(5).
Corollary 3.6. All (G,S)-modules Kjk for 1 ≤ j, k ≤ n − 3 are non-isomorphic
and non-free as S-modules.
3.4. Preliminaries on B1-cohomology. We assume G = SL2 with the Borel
subgroup B (with negative roots) and maximal torus H . Also, set U := rad(B).
Here we give a slight generalization of [16, §10.2]. We will use the stable category
Mod(B1) of B1-modules with Hom-spaces denoted by HomB1 , and Tate cohomology
for B1 defined by Ĥ
•(B1,M) := Ext
•
B1(k,M) for which we refer the reader to [16,
Appendix B].
For a bounded B-equivariant complex M ,
(3.8) RHomB1(k,M) = RHomU1(k,M)
H1
(recall H1 is linearly reductive) in D(B
(1)), and RHomU1(k,M) is computed by the
total complex of the double complex
(3.9) · · ·
F
−→M ⊗k (−2(p−1)ω)
Fp−1
−−−→M
F
−→M ⊗k (2ω)
Fp−1
−−−→M ⊗k (2pω)
F
−→ · · ·
with the second M occurring in horizontal degree zero. Here we used a complete
resolution of k as a Dist(U1)-module, where Dist(U1) = k[F ]/(F
p) is the distribu-
tion algebra of U1, and F has weight −2ω (see [13, §II.12]). We obtain the following
periodicity result.
Lemma 3.7. There exists a natural isomorphism between RHomB1(k,−)[2] and
RHomB1(k,−)⊗k (2pω) viewed as functors D(B)→ D(B
(1)).
We will often use the cohomology and formality in D(B(1)) of the complexes
RHomB1(k, L(i) ⊗k (aω)) for 0 ≤ i ≤ p − 2, which can be easily checked as in the
proof of [16, Lemma 10.2], using the complex (3.9).
Lemma 3.8. [16, Lemma 10.2] If i ∈ {0, . . . , p− 2} then RHomB1(k, L(i)⊗k (aω))
is formal as object in D(B(1)). Moreover we have as B(1)-representations:
(3.10)
Hˆ
l(B1, L(i) ⊗k (aω)) =


((lp− (i− a))ω) if i ≡ a (p) and l ≡ 0 (2),
((lp+ (i− (p− 2− a)))ω) if i ≡ p− 2− a (p) and l ≡ 1 (2),
0 otherwise.
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In particular, Lemma 3.8 also yields the formality of RHomB1(k, (jω)) (which is
particularly easy to see since all maps in (3.9) are zero) and (3.10) computes the
Tate cohomology of (jω).
If M is a B-module, then the ordinary B1-cohomology (i.e. non-Tate) of M can
be computed by replacing (3.9) by its truncation in degree zero. For use below we
record the following consequence
(3.11) Hi(B1, (jω)) =
{
Hˆi(B1, (jω)) if i ≥ 0,
0 if i < 0.
4. Higher Frobenius kernel invariants
First recall the decomposition of SG1 which we obtained in [16] and which is
valid in arbitrary characteristic.
Theorem 4.1. The indecomposable summands of the graded (G(1), Sp)-module
SG1 are up to (nonzero if p ≥ n− 2) multiplicity and grading shift:
{T (0)Fr ⊗k S
p, T (1)Fr ⊗k S
p, . . . , T (n− 3)Fr ⊗k S
p,KFr1 ,K
Fr
2 . . . ,K
Fr
n−3}.
Specializing to p ≥ max{n − 2, 3} (our standing assumption) we will obtain in
this paper a corresponding decomposition of SGr for r ≥ 2.
Theorem 4.2. The indecomposable summands of the graded (G(r), Sp
r
)-module
SGr for r ≥ 2 are up to (nonzero) multiplicity and grading shift:
(4.1) {KFr
r
jk | 1 ≤ j, k ≤ n− 3} ∪ {(S
lV )Fr
r
⊗k S
pr | 0 ≤ l ≤ n− 3}.
4.1. Proof outline. Our proof of Theorem 4.2 starts with Theorem 4.1 which
gives the decomposition of SG1 and then iterates the construction. More precisely,
instead of directly decomposing SGr we decompose the G1-invariants of the sum-
mands occurring in the decomposition of (SGr−1)Fr
−(r−1)
. Starting with r = 2
we need to first decompose KG1i and (T (i) ⊗k S)
G1 . It turns out that their non-
tilt-free summands are among the KFrjk so to continue we need to decompose K
G1
jk .
We will show that its summands are again (up to tilt-free summands) among the
KFrlm, which completes the iteration after the second step. Summarizing, in order
to prove Theorem 4.2 we need to find the indecomposable summands of KG1jk and
(T (j)⊗k S)G1 as (G(1), Sp)-modules. To this end we will use the following general
result.
Theorem 4.3. [16, Theorem 8.2] Assume that we are in the standard SL2-setting
(§2) and assume in addition the following
(1) M• is a complex of finitely generated∇-free modules concentrated in degree
≥ 0.
(2) The G-representations Hi(M•) have good filtrations for all i.
(3) The reflexive (G,S)-module H0(M•) = Z0(M•) has the property that
HomS(H
0(M•), S) has a good filtration.
(4) τ≥1M
• is formal in the derived category of (G,S)-modules.
Then we have as graded (G,S)-modules
(4.2) H0(M•) ∼= T ⊗k S ⊕
⊕
j≥1
Ω˜j+1s H
j(M•),
where T is a graded tilting module.
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We will use Theorem 4.3 in order to find the summands ofKG1jk and (T (j)⊗kS)
G1
as (G(1), Sp)-modules. To do this we have to find complexes M•, N• satisfying
(1)-(4) such that H0(M•) = KG1jk , H
0(N•) = (T (j) ⊗k S)G1 . Let C(k) be a left
projective G1-resolution of k consisting of G-tilting modules (see [16, §13.1]). In
the case j = 0 we used the complex N• = HomG1(C(k), S) in [16, §13.1], and
by slightly modifying the proof in loc. cit. it follows that in general we can take
N• = HomG1(C(k), T (j)⊗kS). We can however not takeM
• = HomG1(C(k),Kjk)
since then the freeness condition in (1) would not be satisfied. We will therefore
look for a complex C˜• of free S-modules such that M• = HomG1(C(k), C˜
•) has the
desired properties.
A natural choice for C˜• is to choose a (shifted) truncation of the complex (3.2);
i.e., in order to obtain H0(M•) = KG1jk we should choose C˜
• to be the stupid
truncation σ≥−k of (3.2) shifted by [−k]. However, it seems more convenient to
work first on the level of B-modules and use a truncation of the complex (3.3). Then
the truncations at the G-level are obtained by applying RIndG
(1)
B(1) to the truncations
at the B-level.
4.2. Notes on the assumption p ≥ max{n− 2, 3}. While the decomposition
of SG1 in [16] is characteristic-free, we were not able to establish the decomposition
of SGr for r ≥ 2 in the same generality.
The advantages of the assumption p ≥ max{n− 2, 3} are the following:
(1) The resolution (3.2) of Mj is tilt-free. Therefore, in the above construction
the components of C˜• and M• have good filtrations, which is needed to
verify Theorem 4.3(1,2).
(2) Since (3.2) is a tilt-free resolution of Mj we can use it to compute stable
syzygies of Ω˜∗sMl (noting that H
j(M•) for j ≥ 1 turns out to be a sum of
Ml for l in a suitable interval).
(3) The assumption makes the cohomology of our chosen M• easy to estimate
and moreover the corresponding double complex spectral sequence is sparse
and quickly degenerates, which leads to the formality statement (4) in The-
orem 4.3.
While (1) still applies for the decomposition of KG1j in small characteristic (as in
this case the truncation of C˜• is ∇-free), the summands would be given by syzgyies
of the tilt-free resolution of Ml (under the assumption that the complex τ≥1M
• is
formal and that the cohomology is still given by suitable Ml), causing (2) to fail
and we would need to use (truncations of) tilt-free resolutions of Ml in the next
iteration step. However, the current proof of even the formality of the complexes
τ≥1M
• used for decomposition of KG1j appears to heavily depend on (3).
Nevertheless, despite all these hurdles, preliminary computations for p = 2, sug-
gest that the FFRT property may hold for general p in our standard setting.
5. Decomposition of Frobenius kernel invariants for tilt-free
modules
In contrast to our standing hypothesis on p in this section the characteristic p
of k is arbitrary. We obtain the decomposition of the graded (G(1), Sp)-module
(T (j)⊗k S)G1 for j ∈ N. This result is interesting in its own right but as explained
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in §4.1 it is also an important step in the “iteration part” of the proof of Theorem
4.2.
Proposition 5.1. The indecomposable summands of the graded (G(1), Sp)-module
(T (j)⊗k S)G1 are up to (possibly zero) multiplicity and grading shift:
(1) for j < p− 1
(5.1) {T (0)Fr ⊗k S
p, T (1)Fr ⊗k S
p, . . . , T (m)Fr ⊗k S
p,KFr1 ,K
Fr
2 . . . ,K
Fr
n−3},
(2) for j ≥ p− 1
(5.2) {T (0)Fr ⊗k S
p, . . . , T (m)Fr ⊗k S
p},
where m = ⌊((n− 2)(p− 1) + j)/p⌋,
Moreover, in (1) all summands appear with nonzero multiplicity while in (2) the
summand T (l)Fr ⊗k Sp appears with nonzero multiplicity if j2 ≤ l ≤ m, where we
write j as j1 + pj2 for (0 ≤ j1 ≤ p− 2 ∧ j2 = 0) ∨ (p− 1 ≤ j1 ≤ 2p− 2).
We will need several preparatory lemmas before embarking upon the proof of
Proposition 5.1, which are analogues of [16, (10.2),(13.4)]. To state the lemmas
we first need to introduce some extra notation. Let N j be the set of n + 1-tuples
t = (qt, t1, . . . , tn) ∈ N× [p−2]n for which L(qt) is a direct summand of the “fusion”
tensor product (the non-G1-projective part of the tensor product, see [16, §4.3.3])
L(j)⊗L(t1)⊗L(t2) ⊗ · · · ⊗L(tn). Let nt be the multiplicity of the corresponding
summand L(qt) and put dt =
∑
ti.
Lemma 5.2. For j < p− 1 and l ≥ 1 there is an isomorphism of graded (G(1), Sp)-
modules
(5.3) H l(G1, T (j)⊗k S) ∼=
⊕
t∈N j ,qt=0,l≡0(2) or
qt=p−2,l≡1(2)
MFrl (−dt)
⊕nt
Moreover, H l(G1, T (j)⊗k S) is nonzero.
Proof. We proceed as in the proof of [16, Propositions 10.3, 10.4]. Recall that in
loc. cit. we first use B1-cohomology and then relate it to G1-cohomology via the
Andersen-Jantzen spectral sequence (see [16, (B.3)]). Now
(5.4) Hˆ l(B1, T (j)⊗k S) = Hˆ
l(B1, T (j)⊗k M˜)⊗k S
p
+ = Hˆ
l(B1, L(j)⊗M˜)⊗k S
p
+,
where
(5.5) M˜ =
⊕
(i1,...,in)∈[p−2]n
L(i1)(−i1)⊗L(i2)(−i2)⊗ · · · ⊗L(in)(−in).
Note that in the last equality of (5.4) we also used that since j < p − 1, we
have T (j) = L(j) (see [16, Proposition 4.8]). The summands of L(j)⊗M˜ are G-
representations of the form L(qt) for t ∈ N j and by Lemma 3.8 (applied with a = 0)
those summands will have nonzero B1-cohomology if and only if either l is even and
q = 0 or l is odd and q = p− 2. In that case the B1-cohomology is equal to (lpω).
Passing from B1-cohomology to G1-cohomology as in the proof of [16, Proposition
10.4] we then obtain (5.3).
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It remains to argue that the modules are nonzero. This can be done on the level
of B1-cohomology. From the explicit description of ⊗ (see [16, §4.3.3]) one obtains
L(j)⊗L(j) = L(0)⊕ · · ·(5.6)
L(j)⊗L(p− 2− j) = L(p− 2)⊕ · · · .(5.7)
Fusion tensoring these identities with L(0)⊗n−1 we find that L(0) and L(p − 2)
do indeed occur with nonzero multiplicity in L(j)⊗M˜ and thus Hˆ l(B1, T (j)⊗k S)
equals (lpω) ⊗k S
p
+ up to nonzero multiplicity and degrees. Thus, indeed at least
one nt for t satisfying the conditions in (5.3) is nonzero. 
Lemma 5.3. There is an exact sequence of graded G(1)-modules
(5.8) 0→ ⊕∞i=1Tor
Sp
i+1(H
i(G, T (j)⊗k S), k)→ (T (j)⊗k S)
G1/(T (j)⊗k S)
G1Sp>0
→ (T (j)⊗k S/S
p
>0S)
G1 → ⊕∞i=1 Tor
Sp
i (H
i(G, T (j)⊗k S), k)→ 0.
Moreover, the left- and the right-most summands are direct sums of copies of the
trivial G(1)-representation living in degrees ≥ p.
Proof. The proof of the first claim is the same as in [16, Lemma 13.5]. The second
claim is proved by arguing as in the proof of [16, Lemma 13.7] using Lemma 5.2 (i.e.
by Lemma 5.2 one needs to compute TorS
p
l (M
Fr
i , k), l ∈ {i, i + 1}, which can be
calculated by employing the free (G,S)-resolutions ofMi (see (3.2) for 0 ≤ i ≤ n−3
and the analogous ones induced from (3.3) for i ≥ n− 2)). 
5.1. Proof of Proposition 5.1. As discussed in §4.1 we will apply Theorem 4.3
with M• = HomG1(C(k), T (j) ⊗k S) and with C(k) (as mentioned in §4.1) a left
projective G1-resolution of k consisting of G-tilting modules (see [16, §13.1]). To
this end we need to verify the conditions (1)-(4). The proof goes along similar
lines as the proof of [16, Theorem 6.2] in [16, §13] therefore we only indicate the
necessary modifications. We use several times that the tensor product of modules
with good filtration has a good filtration by [15] (see [16, Proposition 4.4]).
(1) Similar to [16, §13.1(3)]. We can apply [16, Lemma 13.1] with T (j) ⊗k S
instead of S since P ⊗k T (j) is a projective G1-representation with good
filtration if the same holds for P .
(2) The same as [16, §13.1(4)], using that T (j)⊗k S has a good filtration.
(3) Similar to [16, §13.1(5)]. By (5.3) in loc. cit. we have an isomorphism
HomSp((T (j) ⊗k S)G1 , Sp) ∼= (T (j) ⊗k S)G1(2n(p − 1)). Thus, the result
follows by [24, Corollary 2.2] (see [16, Theorem 4.13]).
(4) Similar to [16, §13.1(6)]. We follow the proof of [16, Theorem 10.1]. Tensor-
ing the filtration (10.7) on S in loc. cit. with T (j), we obtain the filtration
(F ′iTj)
n
i=−1 of Tj := T (j) ⊗k S, such that F
′
iTj/F
′
i−1Tj is a projective B1-
representation for i < n and Tj/F
′
n−1Tj = T (j)⊗k M˜ ⊗k S
p
+. We can then
proceed as in loc. cit.
As a result, we obtain the decomposition
(5.9) (T (j)⊗ S)G1 ∼= TFr ⊗k S
p ⊕
⊕
l≥1
Ω˜l+1s H
l(G1, T (j)⊗k S)
Fr,
where TFr ⊗k S
p denotes the tilt-free summand (see §2 for Fr).
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We first discuss the non-tilt-free summands of (T (j) ⊗k S)G1 . To this end, we
have to compute the (G(1), Sp)-modules H l(G1, T (j)⊗k S) = Hˆ l(G1, T (j)⊗k S) for
l ≥ 1 (see [16, (B.1)]). We split this up into two cases, depending on the value of j.
For j ≥ p − 1, T (j) is G1-projective (see [16, Proposition 4.16]) and hence the
same holds for T (j)⊗k S. So
(5.10) Hˆ l(G1, T (j)⊗k S) = 0
for all l, and by (5.9) there are no non-tilt-free summands in (T (j)⊗kS)G1 , partially
proving (5.2).
For j < p− 1 we use Lemma 5.2 to obtain
(5.11)⊕
l≥1
Ω˜l+1s H
l(G1, T (j)⊗k S)
Fr =
n−3⊕
l=1
⊕
t∈N j ,qt=0,l≡0(2) or
qt=p−2,l≡1(2)
KFrl (−p(l+ 2)− dt)
⊕nt ,
using that Ω˜l+1s Ml = 0 for l ≥ n − 2. Moreover, up to (nonzero) multiplicities
we obtain all KFrl for 1 ≤ l ≤ n − 3, which in particular live in degrees ≥ p, as
non-tilt-free summands in (T (j)⊗k S)G1 .
For the tilt-free summands of (T (j)⊗kS)G1 we can proceed as in [16, §13.2,§13.3].
Define N = (T (j) ⊗k S/S
p
>0S)
G1 . We will again consider two cases, according to
the value of j. For j ≥ p − 1, by combining Lemma 5.3 with (5.10), we find that
TFr = N . For j < p− 1, we claim that TFr and N have the same indecomposable
summands as G(1)-representations. To see this we proceed as in [16, §13.2]. We
first obtain an isomorphism as G(1)-modules (analogous to [16, (13.3)]):
(5.12) (T (j)⊗k S)
G1/Sp>0(T (j)⊗k S)
G1
∼=

n−3⊕
l=1
⊕
t∈N j ,qt=0,l≡0 (2) or
qt=p−2,l≡1 (2)
∧l+2F (−p(l + 2)− dt)
⊕nt
⊕ TFr,
where we used Proposition 3.5(5). In particular, the non-tilting part lives in degrees
≥ p. We now need to compare (T (j)⊗kS)
G1/Sp>0(T (j)⊗kS)
G1 to N . From Lemma
5.3 (and (5.12)) it follows that TFr can differ from N only by copies of the trivial
G(1)-representation which live in degrees ≥ p. Since (T (j) ⊗k T (j)(−j))G1 occurs
in N as T (j)(−j) appears in S/Sp>0S by [16, (13.9)], N contains a copy of trivial
G(1)-representation (see (5.6)) in degree j ≤ p − 2 < p, which then also needs to
belong to TFr. Thus, TFr and N coincide up to nonzero multiplicities.
Moreover, N is a tilting G(1)-module (c.f. §13.2 in loc. cit.), which is a direct
sum of T (i)Fr for i ≤ ⌊(n(p− 1) + j − 2p+ 2)/p⌋ = m by [16, Proposition 4.14] as
the weights of T (j) ⊗k S/S
p
>0S are ≤ n(p − 1) + j. This establishes at least the
upper bound on the tilt-free summands in (5.1)(5.2).
We need to see which T (l)Fr for 0 ≤ l ≤ m actually appear in TFr and hence
in (5.1)(5.2). By the previous paragraph we know that N and TFr contain the
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same indecomposable tilting representations. Therefore we now study the T (l)Fr
for 0 ≤ l ≤ m that appear in2 N .
First we claim that T (q) appears in S/Sp>0S for all 0 ≤ q ≤ n(p− 1). From [16,
(13.9)], one sees that it suffices to check that every 0 ≤ q ≤ n(p− 1) occurs as some
qt for t ∈M. This can be checked explicitly using [16, Lemma 14.5].
Now let q be as in the previous paragraph. By [16, Proposition 4.9], if we write q
in the form q = q1+pq2, where either 0 ≤ q1 ≤ p−2 and q2 = 0 or p−1 ≤ q1 ≤ 2p−2
and q2 ≥ 0, we can then decompose
(5.13) T (j)⊗k T (q) = T (j1)⊗k T (q1)⊗k T (j2)
Fr ⊗k T (q2)
Fr.
First assume 0 ≤ j < p − 1, in particular j2 = 0. To establish (5.1) we need to
explicitly produce the summands T (l)Fr, for all 0 ≤ l ≤ m. We will do this by
making specific choices for q. Set q1 = 2p− 2− j1 (> p− 1 since j1 = j ∈ [0, p− 2]),
so (5.13) becomes
(5.14) T (j)⊗k T (q) = T (j1)⊗k T (2p− 2− j1)⊗k T (0)
Fr ⊗k T (q2)
Fr.
As the highest weight of T (j1)⊗kT (2p−2−j1) is 2p−2, (5.14) contains in particular
T (2p− 2)⊗k T (q2)Fr as a summand. We hence see that N contains the summand
(5.15) (T (2p− 2)⊗k T (q2)
Fr)G1 = T (2p− 2)G1 ⊗k T (q2)
Fr = T (q2)
Fr,
where we used [16, Proposition 4.14] for the last equality. Since 0 ≤ pq2 ≤ n(p−1)−
(2p− 2− j) = (n− 2)(p− 1) + j we get all T (l)Fr with l ∈ [0,m] and hence (5.1).
Assume now j ≥ p − 1. To establish (5.2), we need to explicitly produce the
summands T (l)Fr, for all j2 ≤ l ≤ m. We need to consider the two possible cases:
j1 = p− 1 and j1 > p− 1. If j1 = p− 1, then set q1 = p− 1. By a similar reasoning
as above, we see that T (j)⊗k T (q) contains T (2p− 2)⊗k T (q2)Fr ⊗k T (j2)Fr as a
summand, so N contains T (q2)
Fr⊗kT (j2)
Fr as a summand. Varying q2, we therefore
get all T (l)Fr for l ∈ [j2,m]. In the case j1 > p− 1, by setting q1 = 2p− 2− j1 and
q2 = 0 we similarly find T (j2)
Fr as a summand. To obtain the other summands,
setting q1 = 3p− 2− j1, we see that T (j)⊗k T (q) contains
(5.16) T (3p−2)⊗kT (j2)
Fr⊗kT (q2)
Fr = T (2p−2)⊗kT (1)
Fr⊗kT (j2)
Fr⊗kT (q2)
Fr,
where we used [16, Proposition 4.9]. Therefore N contains T (1 + j2 + q2)
Fr as a
summand. Varying q2, we also find all T (l)
Fr for l ∈ [j2 + 1,m].
5.2. Examples and limiting behaviour. Now we give examples of j ≥ p − 1
so that in Proposition 5.1(2) not all the potential summands T (l)Fr ⊗k S
p with
0 ≤ l < j2 appear with nonzero multiplicity in (T (j) ⊗k S)G1 . We also give
examples of j ≥ p− 1 where the set of summands is not even an interval.
To recapitulate: by the proof of Proposition 5.1 the summands T (l)Fr appearing
in (5.2) are those that appear in one of the representations
(T (j)⊗k T (q))
G1 = (T (j1)⊗k T (q1))
G1 ⊗k (T (j2)⊗k T (q2))
Fr
for 0 ≤ q ≤ n(p−1). This is a purely combinatorial problem using [16, Propositions
4.14, 4.9], although it seems not an easy one. Therefore we will only consider specific
cases.
2Strictly speaking it would not be necessary to include the case q = 0 and j ≤ p − 2 as it has
already been dealt with in the previous paragraph.
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A simple case where it is obvious that not all 0 ≤ l < j2 can appear with nonzero
multiplicity is when T (j2) is Gr-projective (which is equivalent to j2 ≥ pr−1 by [13,
Lemma E.8]). Then every summand T (l) of ((T (j1)⊗k T (q1))G1)Fr
−1
⊗k T (j2)⊗k
T (q2) is Gr-projective as well and hence l ≥ pr − 1.
We now give an example where the l’s that occur do not form an interval. Assume
p ≥ n and let j = p − 1 + (3p − 2)p. In that case (T (j1) ⊗k T (q1))G1 = (T (p − 1)
⊗k T (q1))G1 is either 0 or k (up to multiplicities) (using [16, Proposition 4.14]
together with q1 ≤ 2p− 2, and thus p− 1+ q1 ≤ 3p− 3 < p+(2p− 2)). If q1 < p− 1
it is 0 and if q1 = p−1 it is k. Since other q1 for which we get k would impose a more
restrictive upper bound on the possible choice of q2, we may assume q1 := p− 1. In
that case the choices for q2 are 0 ≤ q2 ≤ c := ⌊((n− 1)(p− 1))/p⌋ ≤ p− 2. We have
j2 = 3p− 2 = 2p− 2 + p and thus T (j2) = T (2p− 2)⊗k T (1)Fr. It follows that
(5.17) T (j2)⊗k T (q2) = T (2p− 2)⊗k T (q2)⊗k T (1)
Fr.
We claim that T (m) for p ≤ 2p − 2 − c ≤ m ≤ 2p − 2 + c are all the summands
of T (2p− 2)⊗k T (q2) for 0 ≤ q2 ≤ c. Assuming the claim, we split the interval of
valid m’s as follows:
[2p− 2− c, 2p− 2 + c] = [2p− 2− c, 2p− 2] ∪ [2p− 1, 2p− 2 + c].
For m ∈ [2p − 2 − c, 2p − 2] we use that T (m) ⊗ T (1)Fr = T (m + p). For
m ∈ [2p− 1, 2p− 2 + c] we use
T (m)⊗k T (1)
Fr = T (m− p)⊗k T (1)
Fr ⊗k T (1)
Fr
= T (m− p)⊗k (T (0)
Fr ⊕ T (2)Fr)
= T (m− p)⊕ T (m+ p).
Combining the cases we find that the summands of (5.17) correspond to the natural
numbers in the intervals [3p−2−c, 3p−2], [p−1, p−2+c], [3p−1, 3p−2+c], or equiv-
alently in [p−1, p−2+c] and [3p−2−c, 3p−2+c]. These intervals are neither con-
secutive nor overlapping as (using that c ≤ p−2): (p−2+c)+1 ≤ 2p−3 < 2p−1 ≤
(3p − 2 − c) − 1 (i.e. at least the weights 2p − 3, 2p − 2, 2p − 1 occur between the
intervals).
It remains to prove the claim. Let us use <⊕ to denote the direct summand
relation. Note that as T (1)⊗q2 is a direct sum of T (q′) for q′ ≤ q2 we have
(5.18) {m | T (m) <⊕ T (2p− 2)⊗k T (q2), 0 ≤ q2 ≤ c} =
{m | T (m) <⊕ T (2p− 2)⊗k T (1)
⊗q2 , 0 ≤ q2 ≤ c}.
The claim follows by induction on c on the right hand side of (5.18) (as c ≤ p− 2)
by the following identities which we verify below:
(5.19)
T (a)⊗k T (1) =

T (a+ 1)⊕ T (a− 1) if p < a ≤ 3p− 3, a 6= 2p− 1, 2p,
T (a+ 1)⊕ T (a− 1)⊕2 if a = p, 2p,
T (a+ 1) if a = p− 1, 2p− 1.
Note that these formulas are for a ∈ [p− 1, 3p− 3] = [p− 1, 2p− 2]∪ [2p− 1, 2p− 3].
We claim it is sufficient to establish (5.19) for a ∈ [p − 1, 2p − 2]. Assume we
have done this and a ∈ [2p − 1, 3p − 3]. Then we use T (a) = T (a′) ⊗k T (1)Fr
with a′ = a − p ∈ [p − 1, 2p − 3]
(
⊂ [p − 1, 2p − 2]
)
. Then using (5.19) for T (a′)
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we find an expression T (a) ⊗k T (1) = ⊕T (a′ ± 1) ⊗k T (1)Fr, which establishes
(with attention to the special case a′ = p − 1) that a′ ± 1 ∈ [p − 1, 2p− 2]. Then
T (a′ ± 1) ⊗ T (1)Fr = T (a′ ± 1 + p) = ⊕T (a ± 1) where a ± 1 is as given by the
formulas so that we also obtain the claimed result for a ∈ [2p− 1, 3p− 3].
So now we assume a ∈ [p−1, 2p−2]. This case can be done for example by combin-
ing [9, Lemma 1.1] (see [16, Proposition 4.8]) which shows that T (p− 1) = Sp−1V
and T (a) is an extension of SaV by S2p−2−aV , with Pieri’s formulas, which in
characteristic p are filtrations [4],
0→ Sb−1V → SbV ⊗k V → S
b+1V → 0.
In this way we may compute [T (a)⊗k T (1) : S
cV ] for all c and match it with the
right-hand side of (5.19).
By a more careful inspection (as indicated in Example 5.2) one may also derive a
precise formula for the summands in Proposition 5.1(2) which appear with nonzero
multiplicity. However, the formula (as we see it now) depends on distinguishing
several cases and the computations are rather technical, thus we omit it. In the
next corollary we show that, despite its imprecision, Proposition 5.1 is sufficient to
obtain a definite result after iteration.
Corollary 5.4. For r≫ 0 we have
{l | T (l)Fr
r
⊗k S
pr is a summand of (T (j)⊗k S)
Gr} =
{
[0, n− 3] if j ≤ n− 3,
[0, n− 2] if j ≥ n− 2.
Proof. Proposition 5.1 tells us that (T (j)⊗k S)G1 contains summands of the form
T (l)Fr ⊗k Sp for every l in the interval [a(j), b(j)] where
a(j) = j2 = max
(
0,
⌊
j + 1− p
p
⌋)
b(j) = m = n− 2 +
⌊
j − n+ 2
p
⌋
and moreover there are no summands for l > b(j). Iterating this we find that
(T (j)⊗k S)
G2 contains summands of the form T (l)Fr
2
⊗k S
p2 for every l in the set⋃
j′∈[a(j),b(j)]
[a(j′), b(j′)] = [a(a(j)), b(b(j))]
where the asserted equality follows from the fact that a(j), b(j) are increasing func-
tions of j and that a(j) increases for at most 1 per turn, which also implies that
there are no summands for l > b(b(j)).
Iterating we see that (T (j)⊗kS)Gr contains summands of the form T (l)Fr
r
⊗kSp
r
for every l in the interval [a(r)(j), b(r)(j)] (where (−)(r) denotes r-fold composition),
and there are no summands for l > b(r)(j).
Now it is easy to see that a(j) ≤ j, with equality if and only if j = 0. Hence
a(r)(j) = 0 for r ≫ 0. We conclude that for r ≫ 0 the summands of (T (j)⊗k S)Gr
of the form T (l)Fr
r
⊗k Sp
r
correspond precisely to the elements of the interval
[0, b(r)(j)].
It now remains to determine b(r)(j) for r ≫ 0. I.e. we have to study the limiting
behaviour of the (sadly rather trivial) discrete dynamical system
(5.20) j 7→ n− 2 +
⌊
j − n+ 2
p
⌋
.
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Putting j = u+ (n− 2) this may also be written as
u 7→
⌊
u
p
⌋
which clearly has limiting values −1, 0 depending on whether we start with u < 0
or u ≥ 0. Hence (5.20) has limiting values n − 3, n− 2 depending on whether we
start with j ≤ n− 3 or j ≥ n− 2. 
Remark 5.5. The appearance of the interval [0, n−2] in Corollary 5.4 is quite pleas-
ing. Recall from §3.1 that the decomposition of (G(1), Sp)-module (T (j) ⊗k S)
G1
yields a decomposition of the Rp-module T {j} := (T (j)⊗kS)G. By [16, Proposition
A.1], T {j} is not a Cohen-Macaulay R-module for j ≥ n−2, and hence it is also not
a Cohen-Macaulay module when viewed as an Rp-module. Therefore T {j}Rp must
have at least one indecomposable summand which is not Cohen-Macaulay and by
Proposition 5.1 this summand must be of the form T {i}Fr with i ≥ n−2 (the other
listed summands are Cohen-Macaulay). By iteration we find that T {j}Rpr must
also have an indecomposable summand of the form T {i}Fr
r
with i ≥ n − 2. The
interval [0, n − 2] we obtain for the summands as r → ∞ is the smallest interval
compatible with this constraint. Note also that the real interval [0, n− 2] is the clo-
sure of the strongly critical region [22] (see also [16, Definition A.3]). This suggests
an obvious generalization of our result for other pairs (G,W ).
6. Formality computations
In this section we embark on decomposing KG1jk , which will occupy most of the
rest of the paper. Besides our standing assumption p ≥ max{n− 2, 3} we now fix
1 ≤ j ≤ n − 3. Recall that in this case (3.2) is a tilt-free resolution of Mj (see
Remark 3.4). We denote the complex (3.3) by C•j (with the last term (jω) ⊗ S in
degree 0). Unless otherwise specified we assume below 1 ≤ k ≤ n− 2 and we set
C•jk = (σ≥−kC
•
j [−k]),
where σ≥−k denotes the stupid truncation. The main goal of this section is to show
Proposition 6.1. The complex τ≥1 RHomB1(k, C
•
jk) is formal in the derived cate-
gory of (B(1), Sp)-modules. Moreover, its cohomology is a sum of characters.
In §8, we will then use induction and Proposition 6.1 to show that the complex
τ≥1RHomG1(k, C˜
•
jk), with C˜
•
jk a similar truncation of (3.2), is formal inD(G
(1), Sp).
This will finally allow us to apply Theorem 4.3, see Proposition 9.1.
The proof of Proposition 6.1 proceeds in the following steps:
(1) In Lemma 6.2, we decompose τ≥1RHomB1(k, C
•
jk) into a direct sum of
certain complexes τ≥1RHomB1(k, C
(t)
jk ) ⊗k S
p
+ in D(B
(1), Sp). Hence, to
prove Proposition 6.1, it suffices to prove formality of τ≥1 RHomB1(k, C
(t)
jk )
in D(B(1)).
(2) Instead of doing this directly, in Proposition 6.3, we first prove that the
complex RHomB1(k, C
(t)
jk ) is formal in D(B
(1)).
(3) In Proposition 6.14, we then use the formality from Step (2) to show
τ≥1 RHomB1(k, C
(t)
jk ) is formal in in D(B
(1)), hence establishing Proposi-
tion 6.1.
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6.1. Quasi-isomorphic reduction. In this subsection we prove that one can re-
duce the formality computation to more manageable complexes.
Recall the following notation from [16, §10.2]. Let P = Sym(V ). Then S = P⊗n.
We write P = k[x, y] where the weights of x, y are +ω,−ω. It will be convenient to
consider the simple representation L(i) = SiV for i = 0, . . . , p− 1 to be embedded
in P as the part of degree i.
With the convention L(−1) = 0 and t = (ti)i ∈ [0, p− 1]n, let
3
C
(t)
j :=
(
n⊗
i=1
(
L(ti − 1)⊗k (−ω)
y
−→ L(ti)
))
⊗k (jω)
(with ⊗ni=1L(ti)⊗k (jω) in degree zero) and denote
C
(t)
jk = (σ≥−kC
(t)
j )[−k],
D
(t)
jk = (σ<−kC
(t)
j )[−k − 1].
For t ∈ [0, p− 1]n, we denote dt =
∑
i ti.
We will prove the following lemma.
Lemma 6.2. There is a quasi-isomorphism in the derived categoryD(B(1),Gr(Sp))
(of graded (B(1), Sp)-modules)
τ≥1RHomB1(k, C
•
jk)
∼=
⊕
t∈[0,p−1]n
τ≥1RHomB1(k, C
(t)
jk )⊗k S
p
+(−dt).
First recall the exact sequence [16, (10.6)] of graded (B,P p)-modules:
0→
p−1⊕
i=0
L(p− 1)⊗k ky
i⊗k P
p(−i− (p− 1))→ P →
p−2⊕
i=0
L(i)⊗k P
p/ypP p(−i)→ 0
and notice its slight modification
0→
p⊕
i=1
L(p− 1)⊗k ky
i⊗k P
p(−i− (p− 1))→ P →
p−1⊕
i=0
L(i)⊗k P
p/ypP p(−i)→ 0.
Let us write these as
0→ Q→ P → P¯ → 0,
and
0→ Q′ → P → P¯ ′ → 0.
3To lighten the notation we will often drop • from the notation for complexes.
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They fit together in a commutative diagram
(6.1)
0

0

0 // Q(−1)⊗k (−ω) //
∼=y

P (−1)⊗k (−ω) //
y

P¯ (−1)⊗k (−ω) //
y

0
0 // Q′ // P

// P¯ ′

// 0
P/yP ∼=
//

P¯ ′/yP¯

0 0
In particular we obtain a B-equivariant quasi-isomorphism of complexes of graded
(B,Sp)-modules
(P (−1)⊗k (−ω)
y
−→ P )→ (P¯ (−1)⊗k (−ω)
y
−→ P¯ ′).
Note that the complex
P¯ (−1)⊗k (−ω)
y
−→ P¯ ′
is equal to the sum of complexes
p−1⊕
j=0
(
L(j − 1)⊗k (−ω)(−j)
y
−→ L(j)(−j)
)
⊗k P
p/ypP p
still with the convention L(−1) = 0.
We now replace P by Pi = k[xi, yi] and define C to be the tensor product of
Pi(−1)⊗k(−ω)
yi
−→ Pi. Similarly, define C¯ to be the tensor product of the complexes
P¯i(−1)⊗k (−ω)
yi
−→ P¯ ′i . Note that
(6.2) C¯ ⊗k (jω) =
⊕
t∈[0,p−1]n
C
(t)
j (−dt)⊗k S
p
+.
Then by the above discussion we have quasi-isomorphisms of complexes of graded
(B,Sp)-modules
(6.3) C // //

C¯
S+
and the kernel of the horizontal map consists of projective B1-modules.
Now let as before
C•jk = (σ≥−kC
•
j )[−k],
= (σ≥−kC)[−k]⊗k (jω),
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and also put
D•jk = (σ≤−k−1C)[−k − 1]⊗k (jω),
and use similar definitions for C¯•jk, D¯
•
jk, starting from C¯. Using (6.2) we see
C¯•jk =
⊕
t∈[0,p−1]n
C
(t)
jk (−dt)⊗k S
p
+,(6.4)
D¯•jk =
⊕
t∈[0,p−1]n
D
(t)
jk (−dt)⊗k S
p
+.(6.5)
We have a morphism between distinguished triangles of complexes of graded
(B,Sp)-modules
(6.6) D•jk
//

C•jk
//

C[−k]⊗k (jω) //
∼=(6.3)

D¯•jk
// C¯•jk
// C¯[−k]⊗k (jω) //
Using the lowest horizontal arrow in diagram (6.1) this yields a morphism of dis-
tinguished triangles in D(B,Gr(Sp))
(6.7) D•jk
//

C•jk
//

S+[−k]⊗k (jω) //
D¯•jk
// C¯•jk
// S+[−k]⊗k (jω) //
where the kernels of the columns consist of projective B1-modules.
In particular,
Hˆi(B1, D
•
jk)
∼= Hˆi(B1, D¯
•
jk) for i ∈ Z,(6.8)
Hˆi(B1, C
•
jk)
∼= Hˆi(B1, C¯
•
jk) for i ∈ Z.(6.9)
Moreover, if P is the kernel of the leftmost vertical map then Hi(B1, P ) = 0 for
i > 0. Hence
(6.10) Hi(B1, D
•
jk)
∼= Hi(B1, D¯
•
jk) for i > 0
and hence by (6.7) and the 5-lemma
(6.11) Hi(B1, C
•
jk)
∼= Hi(B1, C¯
•
jk) for i > 0
or equivalently
τ≥1RHomB1(k, C
•
jk)
∼= τ≥1RHomB1(k, C¯
•
jk).
Taking into account (6.4) we have thus proved Lemma 6.2.
6.2. Formality of RHomB1(k, C
(t)
jk ). In order to prove the formality of the com-
plexes τ≥1 RHomB1(k, C
(t)
jk ) (which we do in Proposition 6.14), we first show the for-
mality of the related and more easily understandable complexes RHomB1(k, C
(t)
jk ).
Proposition 6.3. The complex RHomB1(k, C
(t)
jk ) is formal in D(B
(1)). Moreover
Hˆ l(B1, C
(t)
jk ) is a sum of characters for all l.
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The proof will be split in a sequence of lemmas. The formality statement is
proved in §6.2.4. The fact that Hˆ l(B1, C
(t)
jk ) is a sum of characters is a consequence
of (6.31) and Lemma 6.12 below.
6.2.1. Complex C
(t)
j . Remember that for t ∈ [0, p − 1]
n we set dt =
∑
i ti. Note
that we have an obvious quasi-isomorphism of complexes of B-representations
(6.12) C
(t)
j → ((j + dt)ω).
We set
q0jt =
{
(j + dt)/p if j + dt ≡ 0 (p),
undefined otherwise,
q1jt =
{
(j + dt − p+ 2)/p if j + dt − p+ 2 ≡ 0 (p),
undefined otherwise.
Lemma 6.4. The numbers q0jt and q
1
jt cannot both be defined. Moreover,
(6.13) q0jt ∈
{
[1, n− 1] if (j, p) 6= (1, n− 2),
[1, n− 2] if (j, p) = (1, n− 2)
and
(6.14) q1jt ∈
{
[0, n− 2] if (j, p) 6= (n− 3, n− 2),
[1, n− 2] if (j, p) = (n− 3, n− 2)
and all possible integer values occur when varying t.
Proof. Since p ≥ 3 by our standing hypothesis, q0jt and q
1
jt cannot both be de-
fined. Note that dt + j can attain any natural number in [j, n(p − 1) + j]. Since
p ≥ max{n−2, 3} and 0 < j < n−2 we obtain 0 < j < p and also −p < j−p+2 ≤ 0
if (j, p) 6= (n− 3, n− 2), moreover (n− 2)p+ p− 2 ≤ n(p− 1)+ j < (n− 1)p+ p− 2
and also (n− 1)p ≤ n(p− 1) + j < np if (j, p) 6= (1, n− 2).
Hence q0jt can attain any natural number in [1, n− 1] if (j, p) 6= (1, n− 2) and in
[1, n− 2] if (j, p) = (1, n− 2) (the latter upper bound by direct checking), and q1jt
can attain any natural number in [0, n− 2] if (j, p) 6= (n− 3, n− 2) and in [1, n− 2]
if (j, p) = (n− 3, n− 2) (the latter lower bound by direct checking). 
We obtain the following lemma as a consequence of Lemma 3.8. Note that we
use the symbol q
i(2)
jt as follows
q
i(2)
jt =
{
q0jt i ≡ 0 (2),
q1jt i ≡ 1 (2).
Lemma 6.5. The quasi-isomorphism C
(t)
j → ((j + dt)ω) induces an isomorphism
in D(B(1))
RHomB1(k, C
(t)
j )
∼=
⊕
i
Hˆi(B1, ((j + dt)ω))[−i],
where moreover
(6.15) Hˆi(B1, ((j + dt)ω)) =
{
((q
i(2)
jt + i)pω) if q
i(2)
jt is defined,
0 otherwise.
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6.2.2. A spectral sequence and some cohomology estimates. We now describe the
spectral sequence associated to the double complex HomB1(C(k), C
(t)
j ), for some
complete B1-resolution C(k) of k (see [16, Appendix B]). Hence we put
Euv0 = HomB1(C(k)
−v, (C
(t)
j )
u)
where u is the column index. Thus the differentials are duv0 : E
uv
0 → E
u,v+1
0 and
duv1 : E
uv
1 → E
u+1,v
1 . To emphasise this, we will say this is the ↑→ spectral sequence
associated to HomB1(C(k), C
(t)
j ). Note that we have
Euv1 = Hˆ
v(B1, (C
(t)
j )
u).
The following lemma gives the structure of the E1-page of this spectral sequence.
Lemma 6.6. The complex RHomB1(k, (C
(t)
j )
u) is formal in D(B(1)) and up to
multiplicity (possibly zero) Hˆ l(B1, (C
(t)
j )
u) equals
(6.16)

(lpω) if u ≥ −j,
0 if u = −j − 1,
((l − 1)pω) if u ≤ −j − 2
as B(1)-representation.
Proof. We may assume −n ≤ u ≤ 0 for otherwise (C
(t)
j )
u = 0. Recall that
1 ≤ j ≤ n− 3 and here we will be using the hypothesis p ≥ max{n− 2, 3} ≥ n− 2.
By [16, Proposition 4.16, Lemma 4.17], the G1-nonprojective summands of (C
(t)
j )
u
are equal to L(i) ⊗k ((j + u)ω) for 0 ≤ i ≤ p − 2. Hence RHomB1(k, (C
(t)
j )
u) is
formal by Lemma 3.8. We compute
−p− 1 ≤ −n+ 1 ≤ −n+ j ≤ u+ j ≤ j ≤ n− 3 ≤ p− 1,
and so for a := j+u we have a ∈ [−p−1, p−1] and, taking into account 0 ≤ i ≤ p−2,
L(i)⊗k (aω) has nonzero Tate cohomology only if a equals i, p− 2− i (if a ≥ 0, and
depending on the parity of l) or i−p,−2− i (if a ≤ −2, and again depending on the
parity of l) by (3.10). We now immediately check that (3.10) implies (6.16). 
The following diagram summarizes the E1-page of the ↑→-spectral sequence for
HomB1(C(k), C
(t)
j )
(6.17)
(v)
...
...
...
...
...
...
...
...
l + 1 · · · 0 l · · · l 0 l + 1 · · · l + 1 0 · · ·
l · · · 0 l − 1 · · · l − 1 0 l · · · l 0 · · ·
l − 1 · · · 0 l − 2 · · · l − 2 0 l − 1 · · · l − 1 0 · · ·
...
...
...
...
...
...
...
...
−n− 1 −n · · · −j − 2 −j − 1 −j · · · 0 1 · · · (u)
where r in the body stands for (rpω)⊕a with a ∈ N.
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Corollary 6.7. The weights of Hˆ l(B1, C
(t)
jk ) for l ∈ Z are contained in the following
interval
(6.18)
{
[l − k, l]pω if k ≤ j,
[l − k, l− 1]pω if k > j.
Proof. The E1 page of the ↑→-spectral sequence for HomB1(C(k), C
(t)
jk ) is a hori-
zontally truncated and shifted version of (6.17). More precisely, we have
Hˆ l(B1, C
(t)
jk ) = Hˆ
l(B1, (σ≥−kC
(t)
j )[−k]) = Hˆ
l−k(B1, σ≥−kC
(t)
j )
The weights of Hˆ l−k(B1, σ≥−kC
(t)
j ) occur in some Hˆ
l−k−u(B1, (C
(t)
j )
u) for −k ≤ u
≤ 0. By Lemma 6.6 we see that the weights of Hˆ l−k−u(B1, (C
(t)
j )
u) satisfy on the
nose ≥ (l − k − u− 1)pω ≥ (l − k − 1)pω. However the value (l − k − 1)pω cannot
actually be achieved since it corresponds to the case u = 0 and u ≤ −j − 2 which
is excluded by the hypotheses on j. So an actual lower bound is (l − k)pω.
The upper bound for the weights is on the nose ≤ (l − k − u)pω ≤ lpω which
corresponds to u = −k and u ≥ −j. These conditions imply k ≤ j. So if k > j an
actual upper bound is (l − 1)pω. 
Remark 6.8. See §7.2.1 for a more precise description of the cohomology of C
(t)
jk .
Define
(6.19) L
(t)
jk = H
0(C
(t)
jk ) = H
0(D
(t)
jk ) for 1 ≤ k ≤ n− 2.
Note that D
(t)
jk → L
(t)
jk is quasi-isomorphism.
Corollary 6.9. The weights of Hˆ l(B1, L
(t)
jk ) for l ∈ Z are contained in the following
interval {
[l, l+ n− k − 2]pω if k ≤ j,
[l − 1, l+ n− k − 2]pω if k > j.
Proof. Since Hˆ l(B1, L
(t)
jk )
∼= Hˆ l(B1, D
(t)
jk ) we can get bounds for the weights by
computing the E1-page of the ↑→ spectral sequence associated to the double com-
plex HomB1(C(k), D
(t)
jk ). In other words we need to compute Hˆ
l−u(B1, (D
(t)
jk )
u) for
varying u. Note that (D
(t)
jk )
u = (C
(t)
j )
−k−1+u. Hence we may assume −n+k+1 ≤ u
≤ 0 as the other terms are zero.
Hence from Lemma 6.6 we obtain that Hˆ l−u(B1, (D
(t)
jk )
u) is up to multiplicities
(6.20)

((l − u)pω) if −u+ k + 1 ≤ j,
0 if −u+ k = j,
((l − u− 1)pω) if −u+ k − 1 ≥ j.
Therefore the weights are always ≥ (l−u−1)pω ≥ (l−1)pω, The value (l−1)pω cor-
responds only to u = 0 and k > j. The upper bound is≤ (l−u)pω ≤ (l+n−k−1)pω,
where the latter corresponds to the case u = −n+ k + 1, −u+ k + 1 ≤ j which is
impossible. Thus, the weights are bounded above by (l + n− k − 2)pω. 
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6.2.3. Cohomology exact sequences. We proceed by analysing Hˆ∗(B1, C
(t)
jk ). By the
definition of C
(t)
jk (see §6.1,(6.12),(6.19)) we have
Hi(C
(t)
jk ) =

L
(t)
jk if i = 0,
((j + dt)ω) if i = k,
0 otherwise.
Hence we have a distinguished triangle4 in D(B)
(6.21) L
(t)
jk
α
−→ C
(t)
jk
β
−→ ((j + dt)ω)[−k]
γ[1]
−−→
and we note that since C
(t)
jk as a complex is concentrated in degrees [0, k] we may
take for α, β the obvious maps of complexes.
Applying RHomB1(k,−) to (6.21) we obtain a distinguished triangle in D(B
(1))
(6.22) RHomB1(k, L
(t)
jk )
α
−→ RHomB1(k, C
(t)
jk )
β
−→ RHomB1(k, ((j+dt)ω)[−k])
γ[1]
−−→
whose associated cohomology long exact sequence looks as follows:
(6.23)
· · ·
Hˆ l−1(B1, C
(t)
jk ) Hˆ
l−k−1(B1, ((j + dt)ω)) Hˆ
l(B1, L
(t)
jk )
Hˆ l(B1, C
(t)
jk ) Hˆ
l−k(B1, ((j + dt)ω)) Hˆ
l+1(B1, L
(t)
jk )
Hˆ l+1(B1, C
(t)
jk ) Hˆ
l−k+1(B1, ((j + dt)ω)) Hˆ
l+2(B1, L
(t)
jk )
· · ·
αl−1
βl−1 γl
αl
βl γl+1
αl+1
βl+1 γl+2
αl+2
Careful inspection of this long exact sequence yields the following result:
Lemma 6.10. There are three mutually exclusive cases:
(1) For all l one has βl = 0, γl = 0. In this case there are isomorphisms
(6.24) Hˆ l(B1, L
(t)
jk )
αl∼= Hˆ l(B1, C
(t)
jk ).
(2) For all l one has γl = 0 and there is some βl 6= 0. In this case there are
short exact sequences
(6.25) 0 −→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )
βl−→ Hˆ l−k(B1, ((j + dt)ω)) −→ 0.
(3) For all l one has βl = 0 and there is some γl 6= 0. In this case there are
short exact sequences
(6.26) 0 −→ Hˆ l−k−1(B1, ((j + dt)ω))
γl−→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk ) −→ 0.
The case (1) occurs if and only if q0jt, q
1
jt are both undefined.
4The index shift caused by defining the third arrow as γ[1] will be convenient later on.
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Proof. It is clear that the three cases are mutually exclusive and moreover that
(6.24)(6.25)(6.26) follow by (6.23) from the indicated properties of (βl)l, (γl)l. We
now claim that one of the cases always appears; i.e.
(6.27) (∀l : γl = 0) ∨ (∀l : βl = 0).
For the rest of the proof we will use the following observations:
(i) For a given l, Hˆ l(B1, ((j+dt)ω)) and Hˆ
l+1(B1, ((j+dt)ω)) cannot both be
nonzero, because p 6= 2, q
l(2)
jt being defined ensures q
(l+1)(2)
jt is not defined
(see Lemma 6.4 and (6.15)).
(ii) For a given l, in (6.23) either βl = 0 or γl+1 = 0, which follows immediately
from Lemma 6.5 which asserts that Hˆ l−k(B1, ((j + dt)ω)) is at most one-
dimensional.
(iii) The long exact sequence (6.23) is 2-periodic, up to tensoring with (2pω).
This follows from Lemma 3.7 applied to the distinguished triangle (6.21).
To show (6.27), it suffices to show the equivalent statement
∃l : γl 6= 0⇒ ∀m : βm = 0.
Assume γl 6= 0. By (ii) we get βl−1 = 0 and by (6.23) we get Hˆ l−k−1(B1, ((j+dt)ω))
6= 0. Thus by (i), Hˆ l−k(B1, ((j + dt)ω)) = 0, so also βl = 0, again by (6.23). Using
(iii) this implies that all βm are zero.
The last claim of the lemma is clear by (6.15). 
Remark 6.11. A more refined version of Lemma 6.10 will be given in Proposition
7.6 (whose proof depends however on this lemma). More precisely we will show
that the cases (2) and (3) are distinguished by whether or not qℓjt ≤ k− [k ≤ j] (see
(2.1)) and furthermore we will also show that the exact sequences (6.25)(6.26) are
in fact split.
Note that the refined version is only used in the “extra” §7.2 which aims to
decide exactly which summands in the decomposition of KG1jk appear with nonzero
multiplicity.
6.2.4. Formality argument. To prove the formality of RHomB1(k, C
(t)
jk ) (c.f. Propo-
sition 6.3) it is sufficient to construct morphisms
(6.28) RHomB1(k, C
(t)
jk )→ Hˆ
l(B1, C
(t)
jk )[−l]
in the derived category of B(1)-complexes which induce isomorphisms on H l(−).
We already have morphisms (with isomorphisms following from Lemma 6.5)
(6.29) RHomB1(k, C
(t)
jk )→ RHomB1(k, C
(t)
j [−k])
∼= RHomB1(k, ((j + dt)ω))[−k]
∼=
⊕
l
Hˆ l(B1, ((j + dt)ω))[−l − k]
projection
−−−−−−→ Hˆ l−k(B1, ((j + dt)ω))[−l],
which induces βl on H
l(−).
Below we will construct additional morphisms
(6.30) RHomB1(k, C
(t)
jk )→ imαl[−l]
so that the resulting composition
imαl → Hˆ
l(B1, C
(t)
jk )→ imαl
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is an isomorphism. Using Lemma 6.10 this yields isomorphisms
(6.31) Hˆ l(B1, C
(t)
jk )
∼= imαl ⊕ (Hˆ
l−k(B1, ((j + dt)ω)))
⊕m,
m ∈ {0, 1}, and we define (6.28) as the sum of (6.29) and (6.30) and hence obtain
the formality.
To carry this out we take a natural projection morphism π : C
(t)
jk → (C
(t)
jk )
0
(resp. π : C
(t)
jk → (C
(t)
jk )
0,1 := (C
(t)
jk )
0 → (C
(t)
jk )
1 in the case k = j+1). The complex
RHomB1(k, (C
(t)
jk )
0) is formal by Lemma 6.6, while (for k = j + 1) the complex
RHomB1(k, (C
(t)
jk )
0,1) is formal by Lemma 6.13 below. Thus we get a morphism
θ : RHomB1(k, C
(t)
jk )→ Hˆ
l(B1, (C
(t)
jk )
0)[−l]
(resp. θ : RHomB1(k, C
(t)
jk )→ Hˆ
l(B1, (C
(t)
jk )
0,1)[−l]).
Note that Hˆ l(B1, (C
(t)
jk )
0) is a sum of characters (and thus a trivial U (1)- representa-
tion) by Lemma 6.6 and the same holds for Hˆ l(B1, (C
(t)
jk )
0,1) by Lemma 6.13 below.
Thus, we can compose θ with a projection to a H(1)- (and thus B(1)-) invariant
subspace of Hˆ l(B1, (C
(t)
jk )
0)[−l] (resp. Hˆ l(B1, (C
(t)
jk )
0,1)[−l]). The following lemma
enables us to view imαl[−l] as such a subspace, thus the corresponding composition
provides us with the desired map (6.30).
Lemma 6.12. We distinguish the following two cases.
(1) If k 6= j + 1, then the composition
(6.32) imαl → Hˆ
l(B1, C
(t)
jk )→ Hˆ
l(B1, (C
(t)
jk )
0),
where the second map is induced from the projection map C
(t)
jk → (C
(t)
jk )
0,
is an injection.
(2) If k = j + 1, then the composition
(6.33) imαl → Hˆ
l(B1, C
(t)
jk )→ Hˆ
l(B1, (C
(t)
jk )
0,1),
where the second map is induced from the projection map C
(t)
jk → (C
(t)
jk )
0,1,
is an injection.
In particular, imαl is a sum of characters.
Proof. It follows from Corollary 6.9 that Hˆ l(B1, L
(t)
jk ) has weights
(6.34)
{
≥ lpω if k ≤ j,
≥ (l − 1)pω if k ≥ j + 1.
Let 0 6= a ∈ imαl (whose weights are constrained by (6.34)). We have to prove
that a has nonzero image in the right most groups in (6.32)(6.33). We use the short
exact sequences of complexes
0→ σ≥q+1C
(t)
jk → C
(t)
jk → σ≤qC
(t)
jk → 0,
where q = 0, 1 depending on the case. If the image of a in Hˆ l(B1, σ≤qC
(t)
jk ) is
zero then a determines a nonzero element of Hˆ l(B1, σ≥q+1C
(t)
jk ) and hence by the
spectral sequence associated to HomB1(C(k), σ≥q+1C
(t)
jk ), a nonzero element in some
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Hˆ l−u(B1, (C
(t)
jk )
u) for u ≥ q+1 ≥ 1. By Lemma 6.6 the weights of Hˆ l−u(B1, (C
(t)
jk )
u)
are given by (up to possibly zero multiplicity)
(6.35)

((l − u)pω) if u ≥ k − j,
0 if u = k − j − 1,
((l − u− 1)pω) if u ≤ k − j − 2.
The only overlap between (6.34) and (6.35) taken into account u ≥ 1 is u = 1,
k = j + 1. Since u ≥ q + 1 this corresponds to q = 0 which implies case (1).
However k = j + 1 implies case (2) which is a contradiction.
Thus, imαl is a sum of characters, since, as discussed before the lemma, both
Hˆ l(B1, (C
(t)
jk )
0), Hˆ l(B1, (C
(t)
jk )
0,1) are sums of characters by respectively (3.10),
Lemma 6.13 below. 
We have used the following lemma for l = −j− 1. The case l = −j − 2 will only
be used in Section 6.3.2 below.
Lemma 6.13. If l = −j−1 or l = −j−2 then RHomB1(k, (C
(t)
j )
l → (C
(t)
j )
l+1) (the
(−)l part in cohomological degree zero) is formal in D(B(1)), and its cohomology is
a sum of characters.
Proof. We write C0 = (C
(t)
j )
l, C1 = (C
(t)
j )
l+1. By Lemma 6.6, the Tate cohomology
of C0 (resp. C1) is zero if l = −j − 1 (resp. l = −j − 2), thus the inclusion 0→ C1
to C0 → C1 (resp. projection from C0 → C1 to C0 → 0) induces an isomorphism
RHomB1(k, C
0 → C1) ∼= RHomB1(k, C
1[−1]) (resp. ∼= RHomB1(k, C
0)) in D(B(1)).
The latter complex is formal and the cohomology is a sum of characters by Lemma
3.8. 
6.3. Formality of τ≥1RHomB1(k, C
(t)
jk ). In this section we want to show
Proposition 6.14. The complex τ≥1RHomB1(k, C
(t)
jk ) is formal in D(B
(1)). More-
over H l(B1, C
(t)
jk ) is a sum of characters for l ≥ 1.
Proof. To show that τ≥1 RHomB1(k, C
(t)
jk ) is formal it suffices to construct for l ≥ 1
maps
(6.36) RHomB1(k, C
(t)
jk )→ H
l(B1, C
(t)
jk )[−l]
in the derived category of B(1)-modules, which induce isomorphisms on H l(−).
The short exact sequence (6.21) induces a commutative diagram of long exact
sequences
(6.37)
// Hl−k−1(B1, (qjtω)) //

Hl(B1, L
(t)
jk
) //
∼=

Hl(B1, C
(t)
jk
) //

Hl−k(B1, (qjtω))
//

Hl+1(B1, L
(t)
jk
) //
∼=

// Hˆl−k−1(B1, (qjtω)) γl
// Hˆl(B1, L
(t)
jk
)
αl
// Hˆl(B1, C
(t)
jk
) // Hˆl−k(B1, (qjtω)) // Hˆl+1(B1, L
(t)
jk
) //
where we have written qjt := j + dt for brevity. Recall that we assume k ≥ 1.
We first deduce some preliminary information concerning the structure of (6.37)
for varying values of l.
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(1) If l > k or (l = k and γl = 0) then the 5-lemma applies to (6.37) by (3.11)
and we obtain
(6.38) H l(B1, C
(t)
jk ) = Hˆ
l(B1, C
(t)
jk ).
(2) If l < k or (l = k and γl 6= 0) then we claim
(6.39) H l(B1, C
(t)
jk )
∼= H l(B1, L
(t)
jk ).
For 1 ≤ l < k this is clear, as we have vanishing H l−k−1(B1, ((j + dt)ω)) =
H l−k(B1, ((j + dt)ω)) = 0. For l = k and γl 6= 0, note that γl 6= 0 implies
Hˆ l−k−1(B1, ((j+dt)ω)) 6= 0 and hence vanishing 0 = Hˆ l−k(B1, ((j+dt)ω))
= H l−k(B1, ((j + dt)ω)) by (i) in the proof of Lemma 6.10. Since we
also have H l−k−1(B1, ((j + dt)ω)) = H
−1(B1, (j + dt)ω)) = 0 we get the
isomorphism (6.39) also in this case.
We will now give formality proofs for the three cases in Lemma 6.10.
6.3.1. Formality in the cases (1,2) in Lemma 6.10. In this case γl = 0 for all l.
Thus αl in (6.37) is injective and this implies that H
l(B1, C
(t)
jk ) → Hˆ
l(B1, C
(t)
jk ) is
injective. Indeed if l ≥ k this follows from (6.38) and if l < k this follows from
(6.39) and some elementary diagram chasing in (6.37).
Since Hˆ l(B1, C
(t)
jk ) is a sum of characters by Proposition 6.3 it follows that
H l(B1, C
(t)
jk ) is B
(1)-equivariant direct summand of Hˆ l(B1, C
(t)
jk ).
Thus we can obtain (6.36) as a composition
RHomB1(k, C
(t)
jk )→ RHomB1(k, C
(t)
jk )
∼=
⊕
l
Hˆ l(B1, C
(t)
jk )[−l]
projection
−−−−−−→ Hˆ l(B1, C
(t)
jk )[−l]
projection
−−−−−−→ H l(B1, C
(t)
jk )[−l],
where we used Proposition 6.3 for the isomorphism.
6.3.2. Formality in the case (3) in Lemma 6.10.
Lemma 6.15. For l ≥ 1, there is a commutative diagram with exact rows
(6.40)
0 // H l−k−1(B1, ((j + dt)ω)) //

H l(B1, L
(t)
jk )
//
∼=

H l(B1, C
(t)
jk )
//

0
0 // Hˆ l−k−1(B1, ((j + dt)ω)) γl
// Hˆ l(B1, L
(t)
jk ) αl
// Hˆ l(B1, C
(t)
jk )
// 0
In addition if l ≤ k then H l−k−1(B1, ((j + dt)ω)) = 0 and if l > k then the vertical
maps are all isomorphisms.
Proof. The lower row is just (6.26). For the upper row we note for l ≤ k we have
H l(B1, C
(t)
jk )
∼= H l(B1, L
(t)
jk ) by (6.39) and H
l−k−1(B1, ((j + dt)ω)) = 0 and thus
the top row is exact while for l > k the left-most and the right-most vertical maps
are isomorphisms by (3.11) and (6.38) and thus the top row is isomorphic to the
bottom row. 
We claim that it is enough to prove the following two statements
(1) τ≥1RHomB1(k, L
(t)
jk ) is formal in D(B
(1));
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(2) the upper exact sequence in (6.40) splits.
Indeed, if this is the case then we have a map⊕
l≥1
H l(B1, L
(t)
jk )[−l]
∼= τ≥1RHomB1(k, L
(t)
jk )
∼= τ≥1RHomB1(k, L
(t)
jk )
→ τ≥1RHomB1(k, C
(t)
jk ),
which yields an isomorphism in D(B(1))⊕
l≥1
H l(B1, C
(t)
jk )[−l]→
⊕
l≥1
H l(B1, L
(t)
jk )[−l]→ τ≥1RHomB1(k, C
(t)
jk )
using a splitting for the upper exact sequence in (6.40).
We prove now that τ≥1RHomB1(k, L
(t)
jk ) is formal in D(B
(1)) and that both exact
sequences in (6.40) split. Below we construct maps for l ≥ 1
(6.41) Hˆ l(B1, C
(t)
jk )[−l]→ RHomB1(k, L
(t)
jk )
such that the composition
Hˆ l(B1, C
(t)
jk )→ Hˆ
l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )
with the first map induced by applying H l(−) to (6.41) and the second coming
from (6.40) is an isomorphism. This yields that the lower exact sequence in (6.40)
splits:
(6.42) Hˆ l(B1, L
(t)
jk ) = Hˆ
l(B1, C
(t)
jk )⊕ Hˆ
l−k−1(B1, ((j + dt)ω)).
Moreover the map γl in (6.40) is induced by the map (using Lemma 6.5 for the first
two isomorphisms)
(6.43)
⊕
l
Hˆ l(B1, ((j + dt)ω))[−l − k − 1] ∼= RHomB1(k, ((j + dt)ω))[−k − 1]
∼= RHomB1(k, C
(t)
j [−k − 1])→ RHomB1(k,D
(t)
jk )
∼= RHomB1(k, L
(t)
jk )
and it follows that the direct sum of morphism (6.43) and (6.41) will give a formality
morphism H l(B1, L
(t)
jk )[−l]→ RHomB1(k, L
(t)
jk ).
Finally note that it follows immediately from Lemma 6.15 that if the lower exact
sequence in (6.40) splits then so does the upper.
Hence all that remains to be done is the construction of the maps (6.41). We will
do this now. We look at the maps of complexes (D
(t)
jk )
0 → D
(t)
jk (resp. (D
(t)
jk )
−1,0 :=
((D
(t)
jk )
−1 → (D
(t)
jk )
0) → D
(t)
jk ) if k 6= j (resp. k = j). By Lemma 6.6 (resp.
Lemma 6.13), RHomB1(k, (D
(t)
jk )
0) (resp. RHomB1(k, (D
(t)
jk )
−1,0)) is formal. Thus
we respectively get morphisms
φ : Hˆ l(B1, (D
(t)
jk )
0)[−l] →֒ RHomB1(k, (D
(t)
jk )
0) → RHomB1(k, L
(t)
jk ),
φ : Hˆ l(B1, (D
(t)
jk )
−1,0)[−l] →֒ RHomB1(k, (D
(t)
jk )
−1,0) → RHomB1(k, L
(t)
jk ),
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where the last morphisms are induced by the respective projections (D
(t)
jk )
0 → L
(t)
jk ,
(D
(t)
jk )
−1,0 → L
(t)
jk . Applying H
l(−) to φ and composing with αl we get a map
Hˆ l(B1, (D
(t)
jk )
0)
δl−→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )
(resp. Hˆ l(B1, (D
(t)
jk )
−1,0)
δl−→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )).
The cohomology Hˆ l(B1, (D
(t)
jk )
0) (resp. Hˆ l(B1, (D
(t)
jk )
−1,0)) is a sum of characters
by Lemma 6.6 (resp. Lemma 6.13). Thus, we can precompose θ with an inclu-
sion of a H(1)- (and thus B(1)-) invariant subspace of Hˆ l(B1, (D
(t)
jk )
0)[−l] (resp.
Hˆ l(B1, (D
(t)
jk )
−1,0)[−l]). By the following lemma we can view Hˆ l(B1, C
(t)
jk )[−l] as
such a subspace, obtaining therefore the desired map (6.41). 
Lemma 6.16. (1) If k 6= j then the composition
(6.44) Hˆ l(B1, (D
(t)
jk )
0)
δl−→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )
is a surjection.
(2) If k = j then the composition
(6.45) Hˆ l(B1, (D
(t)
jk )
−1,0)
δl−→ Hˆ l(B1, L
(t)
jk )
αl−→ Hˆ l(B1, C
(t)
jk )
is a surjection.
Proof. We argue as in the proof of Lemma 6.12. By Corollary 6.7, Hˆ l(B1, C
(t)
jk ) in
particular has weights
(6.46)
{
≤ lpω if k ≤ j,
≤ (l − 1)pω if k > j.
On the other hand, Hˆ l−u(B1, (D
(t)
jk )
u) up to multiplicity is equal to
(6.47)

((l − u)pω) if u ≥ k − j + 1,
0 if u = k − j,
((l − 1− u)pω) if u ≤ k − j − 1
(see (6.20)).
Let 0 6= a ∈ Hˆ l(B1, C
(t)
jk ) be a H
(1)-homogeneous element. Then the weights of
a are constrained by (6.46). Since αl is surjective (see (6.40)) a is represented by
a H(1)-homogeneous element a′ in Hˆ l(B1, L
(t)
jk ) = H
l(HomB1(C(k), D
(t)
jk )) of the
same weight. Consider the exact sequences
0→ σ≥qD
(t)
jk → D
(t)
jk → σ≤q−1D
(t)
jk → 0
with q ∈ {0,−1} depending on the case. It is now sufficient to prove that the
image of a′ in H l(HomB1(C(k), σ≤q−1D
(t)
jk )) is zero since then it is in the image
of H l(HomB1(C(k), σ≥qD
•
jk)). If it is not zero then it determines some nonzero
H(1)-invariant element in Hˆ l−u(B1, (D
(t)
jk )
u) for suitable u ≤ q− 1 ≤ −1. The only
overlap between (6.46) and (6.47) and the condition u ≤ −1 is u = −1, j = k.
However u = −1 implies q = 0 which corresponds to the first case whereas j = k
corresponds to the second case. This is a contradiction. 
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6.3.3. B1-cohomology of C
(t)
jk . To establish Proposition 6.14 it remains to prove
that H l(B1, C
(t)
jk ) is a sum of characters for l ≥ 1. For l > k or l = k and γl = 0
this follows from (6.38) combined with Proposition 6.3. For l < k or l = k and
γl 6= 0, this follows from (6.39), combined with (6.42), Proposition 6.3 and (3.10).
6.4. Proof of Proposition 6.1. The proposition follows by combining Lemma 6.2
and Proposition 6.14.
7. The cohomology computations
In this section we compute the cohomology of H l(B1, C
•
jk) for l ≥ 1 up to
(nonzero) multiplicities. Estimation of weights up to possibly zero multiplicities is
an easy and short calculation, and moreover rough enough to deduce Theorem 4.2
(up to multiplicities) and consequently the FFRT property. Therefore the reader
interested only in the latter, might skip the far more technical subsection §7.2 giving
a more precise estimation of the cohomology up to nonzero multiplicities, which
leads to the decomposition of KG1jk up to nonzero multiplicities in Proposition 9.2
below (and eventually to (the complete version of) Theorem 4.2).
7.1. Weight bounds – first approximation. By Lemma 6.2 it suffices to bound
the weights of H l(B1, C
(t)
jk ). Recall that this is a sum of characters by Proposition
6.14.
Proposition 7.1. The weights of H l(B1, C
(t)
jk ) for l ≥ 1 (resp. l ≥ 2) if k ≤ j
(resp. k > j) lie in the interval [1,max{l, n− 3}]pω.
Proof. We separate the cases as in (6.38) and (6.39) in the proof of Proposition
6.14.
(1) Assume that l > k or l = k and γl = 0. By Corollary 6.7 the weights
of H l(B1, C
(t)
jk )
∼= Hˆ l(B1, C
(t)
jk ) (see (6.38)) are contained in the interval
[l−k, l]pω. If l > k then the desired bounds are clear. If l = k we only need
to assure that 0 is not a weight of Hˆ l(B1, C
(t)
jk ). This follows from (6.24)
(6.25) using Corollary 6.9 (which yields that the lower bound of Hˆ(B1, L
(t)
jk )
is l ≥ 1 if k ≤ j and l − 1 = k − 1 ≥ j ≥ 1 if k > j) and the fact that
Hˆ0(B1, ((j + dt)ω)) equals 0 or (q
0
jtpω) and q
0
jt > 0 by Lemma 6.4.
(2) Assume that l < k or l = k and γl 6= 0. Then H l(B1, C
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk )
by (6.39), and by Corollary 6.9 the weights of Hˆ l(B1, L
(t)
jk ) lie in the interval
[l, l + n − k − 2]pω (resp. [l − 1, l + n − k − 2]pω) if k ≤ j (resp. k > j).
This already gives us the lower bound. We also obtain the upper bound if
l 6= k as then l + n− k − 2 ≤ n− 3. For l = k it follows from (6.26), using
Corollary 6.7 and (6.15), that Hˆ l(B1, L
(t)
jk ) has weights (−1+ q
1
jt)pω, ≤ lpω
(up to multiplicity). As −1 + q1jt − 1 ≤ n− 3 by Lemma 6.4 we obtain the
desired upper bound also in this case. 
7.2. Weight bounds – exact results. Here we show which non-tilt-free sum-
mands in (9.1) occur with nonzero multiplicity. We rely on Proposition 7.6, which
we prove in §7.2.1 below.
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Proposition 7.2. Assume 1 ≤ l ≤ n − 3 and set ǫ = [k > j] (see (2.1)).
There is a decomposition H l(B1, C
(t)
jk ) = R1 ⊕ R2 as H
(1)-representations where
R1 ∼= ((l − ǫ)pω)
⊕a for a ∈ N and
(7.1)
R2 =

((qℓjt + l − k)pω) if l ≥ k and q
ℓ
jt is defined and satisfies q
ℓ
jt ≤ k − ǫ,
((qℓ¯jt + l − k − 1)pω) if l ≤ k and q
ℓ¯
jt is defined and satisfies q
ℓ¯
jt > k − ǫ,
0 otherwise,
for ℓ ≡ l − k(2) and ℓ¯ ≡ 1− ℓ(2).
Proof. This proposition is proved by considering several cases, and determining
precisely the possible values of H l(B1, C
•
jk) in each of these cases. More precisely,
we distinguish the following:
(1) If q0jt, q
1
jt are undefined then from (6.15) combined with (6.37) we see that
H l(B1, C
(t)
jk )
∼= H l(B1, L
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk )
∼= Hˆ l(B1, C
(t)
jk )
This group equals ((l−ǫ)pω) up to (possibly zero) multiplicity by Corollary
6.9 (which restricts the weights of Hˆ l(B1, L
(t)
jk )) combined with Corollary
6.7 (which restricts the weights of Hˆ l(B1, C
(t)
jk )).
(2) If qℓjt is defined for ℓ ∈ {0, 1} then we have several cases to consider.
(a) l > k: by (6.38), we have H l(B1, C
(t)
jk ) = Hˆ
l(B1, C
(t)
jk ). We now
consider two further cases.
(i) qℓjt ≤ k − ǫ. Then by Proposition 7.6(2),
(7.2) Hˆ l(B1, C
(t)
jk )
∼=
{
Hˆ l(B1, L
(t)
jk )⊕ ((q
ℓ
jt + l − k)pω) if ℓ ≡ l − k (2),
Hˆ l(B1, L
(t)
jk ) if ℓ ≡ l − k + 1 (2).
In particular Hˆ l(B1, L
(t)
jk ) is a summand of Hˆ
l(B1, C
(t)
jk ) and by
essentially the same reasoning as in the case (1) (combining
weight restrictions obtained from Corollary 6.9 and Corollary
6.7) we find that Hˆ l(B1, L
(t)
jk ) equals ((l − ǫ)pω) up to (possibly
zero) multiplicity.
(ii) qℓjt > k− ǫ. Then we are in the case (3) of Proposition 7.6 which
implies that Hˆ l(B1, C
(t)
jk ) is a direct summand of Hˆ
l(B1, L
(t)
jk ).
Therefore, it has weight (l− ǫ)pω up to (possibly zero) multiplic-
ity, again reasoning as in the case (1).
(b) l < k: by (6.39), H l(B1, C
(t)
jk )
∼= H l(B1, L
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk ). We
again consider two further cases.
(i) qℓjt ≤ k − ǫ. Proceeding exactly as in (2(a)i) we find that all
weights of Hˆ l(B1, L
(t)
jk ) are equal to ((l − ǫ)pω).
(ii) qℓjt > k − ǫ. In this case by Proposition 7.6(3)
Hˆ l(B1, L
(t)
jk )
∼=
{
((qℓjt + l − k − 1)pω)⊕ Hˆ
l(B1, C
(t)
jk ) if ℓ ≡ l − k − 1 (2),
Hˆ l(B1, C
(t)
jk ) if ℓ ≡ l − k (2),
where (as in the case (1)) Hˆ l(B1, C
(t)
jk ) equals ((l − ǫ)pω) up to
(possibly zero) multiplicity.
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(c) l = k:
(i) qℓjt ≤ k − ǫ. Then by Proposition 7.6(2), γl = 0 and thus
H l(B1, C
(t)
jk )
∼= Hˆ l(B1, C
(t)
jk ) by (6.37) so we can proceed as in
(2(a)i).
(ii) qℓjt > k − ǫ. Then by Proposition 7.6(3), βl = 0 and thus
H l(B1, C
(t)
jk )
∼= H l(B1, L
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk ) by (6.37) so we can
proceed as in (2(b)ii). 
Proposition 7.3. Assume 1 ≤ r ≤ n − 3, 1 + ǫ ≤ l ≤ n − 3 for ǫ = [k > j] (see
(2.1)). The summand (rpω)⊗k S
p
+ occurs in H
l(B1, C
•
jk) with nonzero multiplicity
if and only if
(7.3) r ∈

[l − k +mlk, l− ǫ] if l > k,
[1, n− 3] if l = k,
[l − ǫ, l − k + n− 2−mlk] if l < k,
where
(7.4) mlk =

1 if l ≡ k (2),
1 if l ≡ k + 1 (2), l > k, j = n− 3, and p = n− 2,
1 if l ≡ k + 1 (2), l < k, j = 1, and p = n− 2,
0 otherwise.
Proof. By (6.4) and (6.11),
(7.5) H l(B1, C
•
jk)
∼= H l(B1, C¯
•
jk)
∼=
⊕
t∈[0,p−1]n
H l(B1, C
(t)
jk )(−dt)⊗k S
p
+.
First observe that all the intervals in (7.3) contain in fact l − ǫ (the possible con-
tribution from the R1 summand in Proposition 7.2) by the assumption on l and
noting that when ǫ = 1 then k > 1 so the first interval in (7.3) is nonempty. So
to prove the proposition it is sufficient that we can get all weights in the intervals
in (7.3) from the R2 summand in Proposition 7.2. Varying t and thus q
ℓ
jt (whose
possible values were computed in Lemma 6.4) we obtain the range of legal weights
for R2.
Below put
u = [(j, p) = (1, n− 2)],
u¯ = [(j, p) = (n− 3, n− 2)].
It follows from Lemma 6.4 that
q0jt ∈ [1, n− 1− u],
q1jt ∈ [u¯, n− 2],
and furthermore all possible integer values are attained.
(1) l − k ≡ 0(2). In this case ℓ = 0 and we find that the weights of R2 attain
all values in
(7.6)
{
[1 + l − k, l − ǫ]pω if l ≥ k,
[l − ǫ, n+ l − k − 3]pω if l ≤ k.
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Since in this case we have mlk = 1 by (7.4) this is compatible with (7.3)
(since in the case l = k, 1 + l− k = 1 ≤ l − ǫ by the assumption on l).
(2) l − k ≡ 1(2). In this case ℓ = 1 and we find that the weights of R2 attain
all values in
(7.7)
{
[u¯+ l − k, l− ǫ]pω if l > k,
[l − ǫ, n+ l− k − 2− u]pω if l < k
as l = k is excluded by l − k ≡ 1(2). If l < k then we have mlk = u
and if l > k then mlk = u¯. In both cases the result we get coincides with
(7.3). 
Remark 7.4. Note that if p ≥ n− 1 then (7.4) reduces to the much simpler
mlk =
{
1 if l ≡ k (2),
0 otherwise.
The proof of Proposition 7.3 also give us degrees of the summands of H l(B1, C
•
jk)
which will be needed in §11 for the decomposition of Frr∗OG (where only those
summands of R (considered as Rp
r
-module) which live in degrees divisible by 2pr
are visible). We record here a rough version sufficient for establishing Theorem 11.9
below.
Remark 7.5. Let r be as in (7.3). We claim that as graded (B(1), Sp)-modules,
(rpω) ⊗k S
p
+(−dt) is a summand of H
l(B1, C
•
jk) for some t ∈ [0, p − 1]
n such that
qℓjt is defined and q
ℓ
jt + ℓ ≡ r (2).
To see this note that by (7.5), (rpω) ⊗k S
p
+(−dt) is a summand of H
l(B1, C
•
jk)
for some t ∈ [0, p − 1]n such that (rpω) is a summand of H l(B1, C
(t)
jk ). As noted
in the beginning of the proof of Proposition 7.3, (rpω) is then a summand of R2 in
Proposition 7.2. In particular we either have r = qℓjt + l − k with ℓ ≡ l − k(2) or
r = qℓjt + l− k − 1 with ℓ ≡ 1− l + k(2) (replacing ℓ¯ in the second case of (7.1) by
ℓ). Hence in both cases we get qℓjt + ℓ ≡ r (2).
7.2.1. Refined version of Lemma 6.10.
Proposition 7.6. Set ǫ = [k > j] (see (2.1)). There are the following (mutually
exclusive) cases:
(1) If q0jt, q
1
jt are both undefined then βl = 0, γl = 0 for all l and
(7.8) Hˆ l(B1, C
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk ).
(2) If qℓjt is defined and q
ℓ
jt ≤ k − ǫ then γl = 0 for all l and
(7.9)
Hˆ l(B1, C
(t)
jk )
∼= Hˆ l(B1, L
(t)
jk )⊕ Hˆ
l−k(B1, ((j + dt)ω))
∼=
{
Hˆ l(B1, L
(t)
jk )⊕ ((q
ℓ
jt + l − k)pω) if ℓ ≡ l − k (2),
Hˆ l(B1, L
(t)
jk ) if ℓ ≡ l − k − 1 (2).
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(3) If qℓjt is defined and q
ℓ
jt > k − ǫ then βl = 0 for all l and
(7.10)
Hˆ l(B1, L
(t)
jk )
∼= Hˆ l−k−1(B1, ((j + dt)ω))⊕ Hˆ
l(B1, C
(t)
jk )
∼=
{
((qℓjt + l − k − 1)pω)⊕ Hˆ
l(B1, C
(t)
jk ) if ℓ ≡ l − k − 1 (2),
Hˆ l(B1, C
(t)
jk ) if ℓ ≡ l − k (2).
To prove Proposition 7.6 we need to better understand the cohomology of C
(t)
jk ,
L
(t)
jk . The following lemmas are basically a consequence of Lemma 6.6.
Lemma 7.7. The ↑→ spectral sequence associated to HomB1(C(k), C
(t)
jk ) degener-
ates at E3 and d
uv
2 : E
uv
2 → E
u+2,v−1
2 is 0 for u 6= k − j − 2.
Proof. Since the ↑→ spectral sequence associated to HomB1(C(k), C
(t)
jk ) is obtained
by restricting the ↑→ spectral sequence associated to HomB1(C(k), C
(t)
j ) to u ≥ −k
and then shifting everything k places to the right, this follows by inspecting (6.17)
taking into accounts that the differentials are H(1)-equivariant and hence must
respect weights. 
Lemma 7.8. The E3-term of the ↑→ spectral sequence associated to the double
complex HomB1(C(k), C
(t)
j ) is concentrated in a single column.
(1) If q0jt, q
1
jt are both undefined then E
uv
3 = 0 for all u, v.
(2) Assume that qℓjt is defined for ℓ ∈ {0, 1} and put
(7.11) u =
{
−qℓjt if q
ℓ
jt ≤ j,
−qℓjt − 1 if q
ℓ
jt ≥ j + 1.
In that case u 6= −j − 1 and the only nonzero cohomology of the E3-page
occurs in the u’th column. More precisely
(7.12) Euv3 =

(vpω) if u ≥ −j, u+ v ≡ ℓ(2),
((v − 1)pω) if u ≤ −j − 2, u+ v ≡ ℓ(2),
0 if u+ v 6≡ ℓ(2).
Proof. As in the proof of Lemma 7.7 we know that the differentials in the spectral
sequence are strongly constrained by Lemma 6.6. In particular, one checks similarly
that it degenerates at E3. Decomposing the pages according to weights we find that
the E3-page is given by taking the cohomology of complexes
(7.13)
(weights rpω) · · · // E−j−3,r+11 // E
−j−2,r+1
1
((❘❘
❘
❘
❘
❘
❘
E−j,r1
// E−j+1,r1
// · · ·
where the diagonal arrow is the composition
E−j−2,r+11 ։ E
−j−2,r+1
2
d−j−2,r+12−−−−−−→ E−j,r2 →֒ E
−j,r
1
From Lemma 6.5 and Lemma 6.4 we obtain that E∞ contains at most a single entry
with weights rpω. Since d3 = 0, it follows that (7.13) has cohomology in at most
a single place. Using Lemma 6.5 again it follows that (1-dimensional) cohomology
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(rpω) will occur in degree (u, v) in (7.13) if and only if q
(u+v)(2)
jt is defined, u 6= −j−1
and moreover
(7.14) q
(u+v)(2)
jt + u+ v = r
where in addition
(7.15) v =
{
r if u ≥ −j,
r + 1 if u ≤ −j − 2.
Substituting (7.15) in (7.14) we find that for ℓ ≡ u+ v (2)
u =
{
−qℓjt if u ≥ −j,
−qℓjt − 1 if u ≤ −j − 2.
It is easy to see that this condition, combined with u 6= −j − 1, is equivalent to
(7.11).
The fact that the spectral sequence is concentrated in a single column (i.e. is
nonzero for a single value for u) now follows since q0jt, q
1
jt cannot both be defined
(see Lemma 6.4). 
Proof of Proposition 7.6. We will first assume the claims about (βl)l, (γl)l have
been established and we verify case by case that they imply (7.8) and the top lines
in (7.9)(7.10). We may then invoke (6.15) to further evaluate Hˆ l−k(B1, ((j+dj)ω))
and get the other parts of (7.9)(7.10).
(1) Here we have βl = 0, γl = 0 for all l. Then (7.8) follows immediately from
(6.24).
(2) Now we have γl = 0 for all l. We need to prove that (6.25) splits. This fol-
lows from Proposition 6.3 which implies that the middle term Hˆ l(B1, C
(t)
jk )
of (6.25) is sum of characters.
(3) Here we have βl = 0 for all l. Now we need that (6.26) splits. This has
been established in (6.42).
We now proceed by proving the claims about (βl)l, (γl)l. We will consider the
fragment of (6.23)
(7.16) Hˆ l(B1, C
(t)
jk )
βl−→ Hˆ l−k(B1, ((j + dt)ω))
γl+1
−−−→ Hˆ l+1(B1, L
(t)
jk ).
The case that q0jt and q
1
jt are both undefined follows immediately from (6.15). Hence
we now assume that qℓjt is defined for some ℓ ∈ {0, 1}. Note that (7.16) is obtained
by applying HomB1(C(k),−) to
C
(t)
jk [k] = σ≥−kC
(t)
j → C
(t)
j → σ<−kC
(t)
j = D
(t)
jk [k + 1]
and shifting by −k.
Let (Euvn )u≥−k, E
uv
n , (E
uv
n )u<−k be the ↑→ spectral sequences associated to
the double complexes HomB1(C(k), σ≥−kC
(t)
j ), HomB1(C(k), C
(t)
j ), HomB1(C(k),
σ<−kC
(t)
j ). These spectral sequences degenerate at E3 (see (6.17), Lemmas 7.7,7.8).
After decomposing by weights the E3-term of E
uv
n consists of the cohomology
of the complexes (7.13) which we will temporarily denote by Crjt. Moreover the
E3-terms of (E
uv
n )u≥−k and (E
uv
n )u<−k are given by the cohomology of the brutal
truncations (Crjt)u≥−k, (Crjt)u<−k. In other words the morphisms (obtained by
functoriality)
(Euv∞ )u≥−k → E
uv
∞ → (E
uv
∞ )u<−k
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are obtained from taking the cohomology of
(Crjt)u≥−k → Crjt → (Crjt)u<−k.
If Hˆ l−k(B1, ((j+dt)ω)) = 0 then γl+1 = 0 and βl = 0. If Hˆ
l−k(B1, ((j+dt)ω)) 6= 0
then a generator of Hˆ l−k(B1, ((j + dt)ω)) is represented by an element a 6= 0 of
H∗(Crjt) for suitable r. Let u¯ be the column in Euvn in which it appears. The
formula for u¯ is given by (7.11). We have
γl+1 = 0 ⇐⇒ a has zero image in H
∗((Crjt)u<−k) ⇐⇒ u¯ ≥ −k,
βl = 0 ⇐⇒ a has nonzero image in H
∗((Crjt)u<−k) ⇐⇒ u¯ < −k.
Now u¯ is in fact independent of k, l (see (7.11)). So we find implications
u¯ ≥ −k⇒ ∀l : γl = 0,
u¯ < −k⇒ ∀l : βl = 0.
Furthermore, using (7.11) it easy to see that we have equivalences
u¯ ≥ −k ⇐⇒ qℓjt ≤ k − ǫ,
u¯ < −k ⇐⇒ qℓjt > k − ǫ,
so that in Case (2) we get ∀l : γl = 0 and in Case (3) we get ∀l : βl = 0. 
8. Induction from B-level to G-level
In §6, §7 we were concerned with complexes of B(1)-modules. However, to apply
Theorem 4.3 for the decomposition of KG1jk we need their G
(1)-variants. In this
section we show that induction enables a passage between the B(1)- and the G(1)-
level.
We denote the resolution (3.2) of Mj by C˜
•
j (with the last term in degree 0).
Now set
C˜•jk = (σ≥−kC˜
•
j )[−k].
Lemma 8.1. We have
(8.1) RIndGB C
•
jk =
{
C˜•jk if k ≤ j,
C˜•j,k−1[−1] if k > j.
Proof. We give a characteristic free proof. First consider the case k ≤ j. In that
case σ≥−kC
•
j consists of terms acyclic for Ind
G
B. Hence we obtain the equality
RIndGB σ≥−kC
•
j = Ind
G
B σ≥−kC
•
j . From the way C˜
•
j was obtained from C
•
j in [16,
§11] we obtain IndGB σ≥−kC
•
j = σ≥−kC˜
•
j . Applying ?[−k] yields (8.1).
The case k > j is a bit more involved. We start from the short exact sequence
of complexes
0→ σ≥−jC
•
j → σ≥−kC
•
j → σ<−jσ≥−kC
•
j → 0.
The terms of σ<−jσ≥−kC
•
j satisfy R
i IndGB(?) = 0 for i 6= 1. Using an injective
Cartan-Eilenberg resolution for σ<−jσ≥−kC
•
j one finds as in the first paragraph
RIndGB σ<−jσ≥−kC
•
j = R
1 IndGB σ<−jσ≥−kC
•
j [−1] = σ<−jσ≥−k+1C˜
•
j .
Hence we get a distinguished triangle (using that RIndGB σ≥−jC
•
j = σ≥−jC˜
•
j by the
first paragraph)
σ≥−jC˜
•
j → RInd
G
B σ≥−kC
•
j → σ<−jσ≥−k+1C˜
•
j →
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and hence
(8.2) RIndGB σ≥−kC
•
j = cone(σ<−jσ≥−k+1C˜
•
j [−1]→ σ≥−jC˜
•
j ).
If k = j + 1 then σ<−jσ≥−k+1C˜
•
j = 0, and thus (8.1) follows from (8.2) by
shifting. We assume now that k > j + 1. By [16, Proposition 7.4], the map
σ<−jσ≥−k+1C˜
•
j [−1] → σ≥−jC˜
•
j is represented by a map of complexes and hence
by a map d−j−1 : C˜−j−1j → C˜
−j
j . This map must be nonzero since otherwise by
(8.2) RIndGB σ≥−kC
•
j = σ≥−jC˜
•
j ⊕ σ<−jσ≥−k+1C˜
•
j , which would have at least three
non-vanishing cohomology groups, whereas by (3.6) it can only have two. It is
easy to see that then d−j−1 is uniquely determined, up to scalar, by G × GL(F )-
equivariance and compatibility with the grading. In particular it is the same,
up to scalar, as the corresponding differential in σ≥−k+1C˜
•
j . We then obtain
RIndGB σ≥−kC
•
j = σ≥−k+1C˜
•
j from (8.2) and hence (8.1) by shifting. 
Proposition 8.2. In D(G(1), Sp) we have
(8.3) τ≥1RHomG1(k, C˜
•
jk)
∼=
{
RIndG
(1)
B(1) τ≥1RHomB1(k, C
•
jk) if k ≤ j,
(RIndG
(1)
B(1) τ≥2RHomB1(k, C
•
j,k+1))[1] if k ≥ j.
Remark 8.3. The overlap between the cases in (8.3) is intentional and correct.
Proof of Proposition 8.2. By the Andersen-Jantzen [AJ] spectral sequence [3, eq.
(2)] (see [16, (B.2)]) and Lemma 8.1 one finds
(8.4) RHomG1(k, C˜
•
jk)
∼=
{
RIndG
(1)
B(1) RHomB1(k, C
•
jk) if k ≤ j,
RIndG
(1)
B(1) RHomB1(k, C
•
j,k+1)[1] if k ≥ j.
We first consider the case k ≤ j. Applying Lemma 8.5 below with F = R IndG
(1)
B(1) ,
X = RHomB1(k, C
•
jk), Y = RHomG1(k, C˜
•
jk) and the isomorphism Y
∼= FX being
given by (8.4) we obtain a morphism of distinguished triangles
(8.5)
K
G1
jk RHomG1(k, C˜
•
jk) τ≥1 RHomG1(k, C˜
•
jk)
RIndG
(1)
B(1)
L
B1
jk RInd
G(1)
B(1)
RHomB1(k, C
•
jk) RInd
G(1)
B(1)
τ≥1 RHomB1(k,C
•
jk)
∼=
It suffices to check that (8.5) is an isomorphism of distinguished triangles. By
Lemma 8.5 below we are reduced to showing
(8.6) R1 IndG
(1)
B(1) L
B1
jk = 0.
As D
(t)
jk → L
(t)
jk is quasi-isomorphism we have by (6.8)(6.10)(6.5)
Hˆ l(B1, Ljk) =
⊕
t∈[0,p−1]n
Hˆ l(B1, L
(t)
jk )⊗k S
p
+ for all l ∈ Z,(8.7)
H l(B1, Ljk) =
⊕
t∈[0,p−1]n
H l(B1, L
(t)
jk )⊗k S
p
+ for all l ≥ 1.(8.8)
We use the Andersen-Jantzen spectral sequence [16, (B.3)] for the Tate cohomology,
(3.6), and the positivity of the weights of Hˆ l(B1, Ljk) for l ≥ 0 (see (8.7) and
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Corollary 6.9) to obtain for l ≥ 1
(8.9) IndG
(1)
B(1) Hˆ
l(B1, Ljk) ∼= Hˆ
l(G1,Kjk).
Since H l(G1,Kjk) = Hˆ
l(G1,Kjk) and H
l(B1, Ljk) = Hˆ
l(B1, Ljk) for l ≥ 1, we
in particular have H1(B1,Kjk) = Ind
G(1)
B(1) H
1(B1, Ljk) by (8.9), thus (3.6) and the
Andersen-Jantzen spectral sequence [16, (B.2)] for ordinary cohomology imply:
IndG
(1)
B(1) H
1(B1, Ljk) = H
1(G1,Kjk)
= H1(G1, R Ind
G
B Ljk)
= H1(R IndG
(1)
B(1) RHomB1(k, Ljk)),
which is an extension of IndG
(1)
B(1) H
1(B1, Ljk) by R
1 IndG
(1)
B(1) L
B1
jk . Thus, the latter
needs to be 0, yielding (8.6).
We next consider the case k ≥ j. Applying Lemma 8.5 below with F = R IndG
(1)
B(1) ,
X = RHomB1(k, C
•
j,k+1)[1], Y = RHomG1(k, C˜
•
jk) and the isomorphism Y
∼= FX
being given by (8.4) we obtain a morphism of distinguished triangles
(8.10)
K
G1
jk
RHomG1 (k, C˜
•
jk) τ≥1 RHomG1 (k, C˜
•
jk)
RIndG
(1)
B(1)
τ≤1 RHomB1 (k,C
•
j,k+1)[1] RInd
G(1)
B(1)
RHomB1 (k, C
•
j,k+1)[1] RInd
G(1)
B(1)
τ≥2 RHomB1 (k, C
•
j,k+1)[1]
∼=
It suffices to check that (8.10) is an isomorphism of distinguished triangles. By
Lemma 8.5 below we are reduced to showing (replacing k + 1 by k) that for k > j
(8.11) Hi(RIndG
(1)
B(1) τ≤1RHomB1(k, C
•
jk)) = 0 for i ≥ 2.
First note that τ≤1RHomB1(k, Ljk)→ τ≤1 RHomB1(k, C
•
jk) is a quasi-isomorphism;
as the cone of the morphism RHomB1(k, Ljk) → RHomB1(k, C
•
jk) is given by
RHomB1(k, τ≥1C
•
jk) and as τ≥1C
•
jk has cohomology only in degree k > j ≥ 1
(i.e. in degree ≥ 2), the morphism RHomB1(k, Ljk)→ RHomB1(k, C
•
jk) induces an
isomorphism on cohomology in degrees ≤ 1. So it remains to show
Hi(RIndG
(1)
B(1) τ≤1RHomB1(k, Ljk)) = 0 for i ≥ 2.
In other words by the hypercohomology spectral sequence we have to verify the
vanishing R1 IndG
(1)
B(1) H
1(B1, Ljk) = 0. This holds by (8.8), since the cohomology
groups H1(B1, L
(t)
jk )
∼= Hˆ1(B1, L
(t)
jk ) only have weights ≥ 0 by Corollary 6.9. 
Corollary 8.4. The object τ≥1RHomG1(k, C˜
•
jk) is formal inD(G
(1), Sp). Moreover
for l ≥ 1 we have
H l(G1, C˜
•
jk)
∼=
{
IndG
(1)
B(1) H
l(B1, C
•
jk) if k ≤ j,
IndG
(1)
B(1) H
l+1(B1, C
•
j,k+1) if k ≥ j.
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Proof. Let ǫ = [k > j] (see (2.1)). We can conclude from Proposition 8.2 that
τ≥1RHomG1(k, C˜
•
jk)
∼= RIndG
(1)
B(1) τ≥1+ǫ RHomB1(k, C
•
j,k+ǫ)[ǫ]
∼=
⊕
l≥1+ǫ
RIndG
(1)
B(1) H
l(B1, C
•
j,k+ǫ)[−l + ǫ]
∼=
⊕
l≥1+ǫ
IndG
(1)
B(1) H
l(B1, C
•
j,k+ǫ)[−l + ǫ]
where we used Proposition 6.1 for the second isomorphism, and the positivity of
the weights of H l(B1, C
•
jk) (see Lemma 6.2 and Proposition 7.1) for the third iso-
morphism. 
In the proof of Proposition 8.2 we have used the following lemma.
Lemma 8.5. Let F : A → B be an exact, left t-exact, functor between triangulated
categories with t-structure. A morphism Y → FX in B for Y ∈ Ob(B) and
X ∈ Ob(A) extends uniquely to a morphism of distinguished triangles in B
(8.12) τ≤0Y //

Y //

τ≥1Y //

Fτ≤0X // FX // Fτ≥1X //
If the middle arrow is an isomorphism and Fτ≤0X ∈ B≤0 then this is an isomor-
phism of distinguished triangles.
Proof. Since τ≥1X [1] ∈ A≥0, we find F (τ≥1X) ∈ B≥0[−1] = B≥1, using the left
t-exactness of F . Since moreover τ≤0Y ∈ B≤0, we see that B(τ≤0Y, Fτ≥1X) = 0,
B(τ≤0Y, Fτ≥1X [−1]) = 0, from which we deduce the existence and uniqueness of
the leftmost arrow in a standard way from the properties of triangulated categories.
The rightmost arrow then exists by the TR3 axiom. Its uniqueness follows from
B(τ≤0Y [1], F τ≥1X) = 0.
Now assume that the middle arrow is an isomorphism and Fτ≤0X ∈ B≤0. The
conclusion of the lemma then follows from the already mentioned fact Fτ≥1X ∈ B≥1
which implies that the lower row in (8.12) is the tautological distinguished trian-
gle associated with a t-structure. Hence it must be the same as the tautological
distinguished triangle in the upper row. 
9. Decomposition of KG1jk
Here we give the list of indecomposable summands of the (G(1), Sp)-module
KG1jk . We first give all possible summands, for which we only need Proposition
7.1 (avoiding the technical Section 7.2). In Proposition 9.2 we determine which
summands occur effectively in KG1jk (applying then Proposition 7.3).
Proposition 9.1. As graded (G(1), Sp)-module KG1jk has up to (possibly zero)
multiplicity and degree the following indecomposable summands:
(9.1) {KFrrs | 1 ≤ r, s ≤ n− 3} ∪ {T (l)
Fr ⊗k S
p | 0 ≤ l ≤ n− 3}.
Proof. Let C(k) be a left projective G1-resolution of k consisting of G-tilting mod-
ules (see [16, §13.1]). We take M• = Tot(HomG1(C(k), C˜
•
jk)), and verify the hy-
potheses of Theorem 4.3:
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(1) follows from [16, Lemma 13.1] by the choice of C(k)i and the choice of C˜•jk,
(2) follows for H0(M•) = KG1jk by [24, Corollary 2.2] since Kjk has good filtra-
tion by Proposition 3.5(2), and for i > 0 from (9.4) below and the fact that
MFrr for r ≥ 1 have good filtration,
(3) follows again from [24, Corollary 2.2] using [16, (5.3)] and Proposition 3.5(1)
for the isomorphism
(9.2) HomSp(K
G1
jk , S
p) ∼= KG1n−j−2,n−k−2(n(2p− 1))⊗k ∧
nF ∗,
(4) follows from Corollary 8.4.
To obtain the summands we need by Theorem 4.3 to compute (the (l + 1)-th
stable syzygy of) H l(G1, C˜
•
jk) for l ≥ 1. Put ǫ = [k > j] (see (2.1)). Then we find
by Corollary 8.4 and Lemma 6.2:
H l(G1, C˜
•
jk) = Ind
G(1)
B(1) H
l+ǫ(B1, C
•
j,k+ǫ)(9.3)
=
⊕
t∈[0,p−1]n
IndG
(1)
B(1)(H
l+ǫ(B1, C
(t)
j,k+ǫ)⊗k S
p
+).
By Proposition 7.1 we then find
H l(G1, C˜
•
jk)
∼=
⊕
t∈[0,p−1]n
IndG
(1)
B(1)
⊕
1≤r≤max{l,n−3}
((rω) ⊗k S
p
+)
⊕nrt(9.4)
∼=
⊕
1≤r≤max{l,n−3}
IndG
(1)
B(1)((rω) ⊗k S
p
+)
⊕nr
∼=
⊕
1≤r≤max{l,n−3}
(MFrr )
⊕nr
for some nrt, nr ≥ 0. Using Proposition 3.5(6) we then compute the (l + 1)-th
(stable) syzygies of MFrr (which give us K
Fr
rl if l ≤ n − 3 and 0 otherwise). For
the tilt-free summands we invoke [16, Proposition A.1] (see also Remark 14.3 in
loc.cit.). 
Proposition 9.2. The summand KFrrl occurs with nonzero multiplicity in K
G1
jk if
and only if
(9.5) r ∈

[l − k +mlk, l] if l > k,
[1, n− 3] if l = k,
[l, l− k + n− 2−mlk] if l < k,
where mlk is as in (7.4).
Proof. We invoke Proposition 7.3 in the first line of (9.3). Then we obtain that
H l(G1, C˜
•
jk) is a direct sum of (M
Fr
r )
⊕nr for nr ≥ 1 and r as in Proposition 7.3 for
k, l replaced by k + ǫ, l+ ǫ. We thus obtain
r ∈

[(l + ǫ)− (k + ǫ) +ml+ǫ,k+ǫ, (l + ǫ)− ǫ] if l+ ǫ > k + ǫ,
[1, n− 3] if l+ ǫ = k + ǫ,
[(l + ǫ)− ǫ, (l + ǫ)− (k + ǫ) + n− 2−ml+ǫ,k+ǫ] if l+ ǫ < k + ǫ,
which is clearly equivalent with (9.5).
Taking (l+ 1)-th stable syzygies we then obtain KFrrl for r, l as in the statement
of the proposition. 
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Remark 9.3. Let 1 ≤ l ≤ n − 3 and let r be as in (9.5). Then, as graded Sp-
modules, KFrrl (−dt) is a summand of K
G1
jk for some t ∈ [0, p − 1]
n such that qℓjt is
defined and qℓjt + ℓ ≡ r (2).
This follows immediately by the proof of Proposition 9.2 observing the degrees
in the first line of (9.3). By Remark 7.5, H l(G1, C˜
•
jk) then contains as a direct
summandMFrr (−dt) for some t ∈ [0, p−1]
n, which gives the stable syzygyKFrrl (−dt).
10. Proofs of the main results
Proof of Theorem 4.2. The theorem follows by combining Propositions 5.1, 9.1 it-
eratively (see §4.1), which already give us all possible summands. Proposition 5.1
applied with j = 0 further implies that the summands T (s)Fr⊗kSp for 0 ≤ s ≤ n−3
and KFrll for 1 ≤ l ≤ n − 3 actually appear, Proposition 9.2 further assures that a
summand KFrsl for all 1 ≤ s ≤ n− 3 occurs in K
G1
ll . 
Proof of Theorem 1.6. The decomposition is an immediate consequence of Theorem
4.2. By Corollary 3.3, one only needs to apply (−)G
(r)
to the summands in the
decomposition of SGr . 
Proof of Theorem 1.4. The theorem is an immediate corollary of Theorem 1.6 (and
Theorem 1.5). 
Proof of Theorem 1.7. According to [11, Theorem 6], R is strongly F -regular. By
Theorem 1.4, R satisfies FFRT. Thus, the theorem follows from [18, Theorem 4.2.1].

11. Pushforwards of the structure sheaf on the Grassmannian
11.1. Notation. In this section we introduce some general notation with regard
to Grassmannians. Let F, V be respectively vector spaces of dimension n, l with
n ≥ l + 1. We let G be the Grassmannian of l-dimensional quotients of F . We
fix a surjection [F → V ] ∈ G and we use it to write G as GL(F )/P where P is
the parabolic subgroup of GL(F ) which is the stabilizer of the corresponding flag.
Denote by E the kernel of the chosen surjection F → V . The parabolic P has
L = GL(V )×GL(E) as a Levi subgroup, and (abelian) radical R = Hom(V,E).
For U a P -representation we write LG(U) for the GL(F )-equivariant vector bun-
dle on G whose fiber in [P ] is U . If U is an L-representation then we consider it as
a P representation via the map P → L.
Let
(11.1) 0→R→ F ⊗k OG → Q→ 0
be the tautological exact sequence on G, where Q is the universal quotient bundle,
and R is the universal subbundle. We then have Q = LG(V ), R = LG(E). Also,
put O(1) := ∧lQ ∼= ∧nF ⊗k (∧n−lR)∨.
11.2. Associated sheaves. Remember from [16, §16.2] that it is useful to con-
sider a GL(V )-representation as a graded SL(V )-representation via the covering
m : Gm × SL(V ) → GL(V ) : (λ, g) 7→ λ−1g. We recall the following proposition
from [16] in order to fix some more notation.
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Proposition 11.1. [16, Proposition 16.1] Let W = F ⊗k V ∗ and put S = SymW ,
R = SSL(V ) where R,S are both considered as N-graded rings. Then we have a
commutative diagram of functors
Rep(GL(V ))
LG(−) //
m∗

coh(G)
Γ∗(G,−)

Repgr(SL(V ))
M(−)[l]
// gr(R[l])
where Γ∗(G,F) =
⊕
m∈Z Γ(G,F(m)), and (−)
[l] denotes the l-Veronese.
We now assume that dimV = l = 2 so that V ∼= V ∗ as SL(V )-representations
and hence in Proposition 11.1 we have S ∼= Sym(F ⊗k V ), which is our standard
definition for S (see §2). This allows us to compare modules of covariants with
homogeneous bundles, as in the following proposition.
Proposition 11.2. [16, Corollary 16.4(1)] There is an isomorphism
(M(SiV )(i))[2] ∼= Γ∗(G, S
iQ).
The next proposition now gives a geometric analogue of KGjk needed for Fr
r
∗OG.
Proposition 11.3. Assume 1 ≤ j, k ≤ n−3. The following equivariant Ext-groups
are one-dimensional
Ext1G,GL(F )(∧
k−1R⊗G S
j−k−1Q(1),∧kR⊗G S
j−kQ) if k < j,(11.2)
Ext1G,GL(F )(∧
kR⊗G D
k−jQ(j − k),∧k+1R⊗G D
k−j−1Q(j − k)) if k > j.
(11.3)
Let Kjk be the extension corresponding to a nonzero element in (11.2,11.3) if j 6= k
and also put Kjj = ∧jR. Then there are isomorphisms
(11.4) (KGjk(j))
[2] ∼= Γ∗(G,Kjk)
as GL(F )-equivariant graded R[2]-modules.
Remark 11.4. We have used divided powers in (11.3) in order to have a charac-
teristic free statement. However with our standing hypothesis p ≥ max{3, n − 2}
the divided powers are actually equal to the corresponding symmetric powers.
Proof of Proposition 11.3. For u ∈ Z put u¯ = n − 2 − u. The fact that (11.2) is
one-dimensional if k < j will be shown in Lemma 11.6 below. A straightforward
verification yields
(∧k−1R⊗G S
j−k−1Q(1))∨ = (∧nF )∗ ⊗k ∧
k¯+1R⊗G D
k¯−j¯−1Q(j¯ − k¯ + 1),
(∧kR⊗G S
j−kQ)∨ = (∧nF )∗ ⊗k ∧
k¯R⊗G D
k¯−j¯Q(j¯ − k¯ + 1).
Hence the fact that (11.3) is one-dimensional follows from the corresponding claim
for (11.2). Moreover we obtain for5 k < j
K∨jk = (∧
nF )∗ ⊗k Kj¯k¯(1).
5It is easy to see that this formula also holds for j = k and since it is self dual, it also holds
for k > j.
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Using Proposition 3.5(1) together with a suitable version of the “descent lemma”
[19, Lemma 4.1.3] we find an analogous formula
(KGjk)
∨ = (∧nF )∗ ⊗k K
G
j¯k¯(n).
We claim that it is sufficient to establish (11.4) for k ≤ j. Indeed by dualizing
(11.4) in the case k < j we get
(∧nF )∗ ⊗k (K
G
j¯k¯(n− j))
[2] ∼= (∧nF )∗ ⊗k Γ∗(G,Kj¯k¯(1)),
where we used that Γ∗(G,Kjk)∨ = Γ∗(G,K∨jk) by the easily verified fact that
Γ∗(G,−) preserves reflexivity. Hence
(KGj¯k¯(j¯))
[2] ∼= Γ∗(G,Kj¯k¯),
which establishes the formula (11.4) for k > j.
So now we assume that k ≤ j. Let Cj = Sj(F ⊗k O → Q) (with Q in degree 0)
and denote K¯jk = Z−kCj. By Lemma 11.5 below Γ∗(G, K¯jk) = (KGjk(j))
[2].
It remains to show that Kjk = K¯jk; i.e. that K¯jk is a GL(F )-equivariant exten-
sion of ∧k−1R ⊗G Sj−k−1Q(1) by ∧kR ⊗G Sj−kQ. In the case k = j this yields
K¯jk = ∧jR = Kjk and in the case k < j the extension must be non-trivial as KGjk(j)
is indecomposable (using (3.1) and Proposition 3.5(3)).
Note that Cj (and consequently σ≥−kCj) has a natural filtration coming from
the extension of complexes
0→ (R→ 0)→ (F ⊗k O → Q)→ (Q
id
−→ Q)→ 0.
We need to compute K¯jk = H
−k(σ≥−kC). Thus, we look at the cohomology of
the associated graded complex of σ≥−kC. The associated graded complex is of the
form:
∧kR⊗G S
j−kQ[k]
∧k−1R⊗G (Q⊗G S
j−kQ → Sj−k+1Q)[k − 1]
∧k−2R⊗G (∧
2Q⊗G S
j−kQ → Q⊗G S
j−k+1Q → Sj−k+2Q)[k − 2]
...
∧2Q⊗G S
j−2Q → Q⊗G S
j−1Q → SjQ
All rows, except the first two, consist of acyclic complexes. The cohomology of the
first (resp. second) row equals ∧kR⊗G Sj−kQ (resp. ∧k−1R⊗G ∧2Q⊗G Sj−k−1Q).
Thus, K¯jk is an extension of the desired sheaves. 
We used the following lemmas.
Lemma 11.5. Let Cj = Sj(F ⊗k O → Q), with Q in degree 0. Then we have a
GL(F )-equivariant isomorphism of complexes of graded R[2]-modules
(11.5) Γ∗(G, Cj) ∼= σ≥−j(C˜
G
j (j)
[2]),
where C˜Gj is obtained by applying (−)
G termwise to C˜j (the resolution (3.2) ofMj ,
see §8).
For k ≤ j put K¯jk = Z−kCj. Then we have
(11.6) Γ∗(G, K¯jk) ∼= (K
G
jk(j))
[2].
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Proof. We first show that applying Γ∗(G,−) to Cj gives a complex with a single
nonzero cohomology group in degree −j. We put Γ∗,≥0(G,F) =
⊕
m≥0 Γ(G,F(m)).
As Cj has only a single non-vanishing cohomology group, equal to ∧jR, in degree
−j we have
(11.7) RΓ∗,≥0(G, Cj) ∼= RΓ∗,≥0(G,∧
jR)[j]
and furthermore we also have
Γ∗(G, Cj) = Γ∗,≥0(G, Cj)
since H0(G, SjQ(l)) = 0 for l < 0 by [13, Proposition II.2.6]. Hence it suffices to
prove that both sides in (11.7) consist of terms which are acyclic for Γ∗,≥0(G,−);
i.e.
∀l ≥ 0 : H>0(G,∧jR(l)) = H>0(G,LG(l, l; 1
j, 0n−j−2)) = 0,(11.8)
∀l ≥ 0 : H>0(G, SjQ(l)) = H>0(G,LG(j + l, l; 0
n−2)) = 0,(11.9)
where in the notation LG(· · · ; · · · ) we describe L = GL(V )×GL(E)-representations
by their highest weights. The equalities (11.8) for l > 0 and (11.9) for l ≥ 0 follow
from [13, Proposition II.4.5], (11.8) for l = 0 follows from [13, Proposition II.5.4.a].
So Γ∗(G, Cj) is exact (except in degree −j). It is easy to see that the differentials
in Cj are nonzero and as OG(1) is ample the same is true for the differentials in
Γ∗(G, Cj). Furthermore the reader may verify using Proposition 11.2 that Γ∗(G, Cj)
has the same terms as (σ≥−jC˜
G
j (j))
[2]. In addition one may check that σ≥−jC˜
G
j (j)
lives in even degrees so that no information is lost by passing to the 2-Veronese.
Therefore (11.5) follows by uniqueness of the GL(F )-equivariant maps in C˜Gj using
the graded analogue of the “descent lemma” [19, Lemma 4.1.3] and the fact that one
can easily see that the differentials in C˜j are determined by G×GL(F )-equivariance
and compatibility with the grading.
Finally (11.6) follows by applying Z−k to (11.5) taking into account that Γ∗ and
(−)G are left exact. 
Lemma 11.6. Assume 1 ≤ k < j ≤ n− 3. Then
dimExt1G,GL(F )(∧
k−1R⊗G S
j−k−1Q(1),∧kR⊗G S
j−kQ) = 1.
Proof. Denote
M = ∧k−1E ⊗k S
j−k−1V ⊗k ∧
2V,
N = ∧kE ⊗k S
j−kV.
Since the category of homogeneous vector bundles on G (with GL(F )-equivariant
maps) is equivalent to the category Rep(P ) of finite dimensional P -representations,
we are reduced to showing that Ext1P (M,N) is one-dimensional.
The Lyndon-Hochschild-Serre spectral sequence [13, I.6.6] gives
(11.10) Epq2 = Ext
p
L(k,Ext
q
R(M,N))⇒ Ext
p+q
P (M,N).
Using the Z2-grading coming from Gm×Gm ⊂ L, one sees that (noting that R acts
trivially on M,N)
ExtpL(k,HomR(M,N)) = 0
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for p ≥ 0, since M (respectively N) has degree (j − k + 1, k − 1) (respectively
(j − k, k)). From the spectral sequence (11.10) one then obtains
Ext1P (M,N) = HomL(k,Ext
1
R(M,N))
= HomL(M,H
1(R, k)⊗k N).
Now by [13, I.4.21], H1(R, k) =
∑2(n−2)
i=1
∑∞
r=0 kT
pr
i , where the Ti form generators
for Sym(Hom(E, V )). Using the grading induced by Gm × Gm ⊂ L, it suffices to
show that
(11.11) dimHomL(M,Hom(E, V )⊗k N) = 1
since the T p
r
i for r > 0 have degree (p
r,−pr). As L = GL(V ) × GL(E), (11.11)
now follows immediately since
dimHomGL(V )(S
j−k−1V ⊗k ∧
2V, V ⊗k S
j−kV ) = 1,
dimHomGL(E)(∧
k−1E,E∗ ⊗k ∧
kE) = 1,
by Pieri’s formulas (which become filtrations in characteristic p [4]) and e.g. [16,
Proposition 4.2]. 
11.3. Decomposition of Frr∗OG. The exact decomposition of Fr∗OG can be found
in [16, Theorem 16.5], but here we will recall only which summands occur.
Proposition 11.7. [16, Corollary 16.6] Up to (nonzero) multiplicities and twists,
the indecomposable summands of Fr∗OG for p ≥ n− 1 are
{Kj | 1 ≤ j ≤ n− 3} ∪ {S
lQ | 0 ≤ l ≤ n− 3},
where Kj = Kjj = ∧
jR.
Remark 11.8. The assumption p ≥ n− 1 is necessary for Sn−3Q to appear (see
[16, Corollary 16.6]).
For r ≥ 2 we have an analogous decomposition of Frr∗OG up to multiplicities
and twists.
Theorem 11.9. Up to (possibly zero) multiplicities and twists the indecomposable
summands of Frr∗OG for r ≥ 2 are:
{Kjk | 1 ≤ j, k ≤ n− 3} ∪ {S
lQ | 0 ≤ l ≤ n− 3}.
If p ≥ n then all the summands (up to twists) appear with nonzero multiplicities.
Proof. Since Proj(Rp
r
) ∼= Proj((Rp
r
)[2p
r ]), the decomposition of Frr∗OG is obtained
by decomposing R[2p
r] in Proj((Rp
r
)[2p
r ]). The theorem follows up to possibly zero
multiplicities from Theorem 1.6, Proposition 11.2 and Proposition 11.3.
It remains to argue for nonzero multiplicities in the case p ≥ n. First consider
SlQ for 0 ≤ l ≤ n − 3. By Proposition 11.7, O is a direct summand of Fr∗O. By
iterating, O is a direct summand of Frr−1∗ O, and thus, Fr
r
∗O = Fr∗ Fr
r−1
∗ O has
Fr∗O as a direct summand. Using Proposition 11.7 again, some twist of SlQ occurs
with nonzero multiplicity in Fr∗O, and hence in Fr
r
∗O.
Now we consider summands of the form Kjk. Let 1 ≤ j ≤ n − 4. By Lemmas
11.10, 11.11 below and (11.4), Fr∗(Kjj(−j)⊕Kjj(−j−
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of) Ksj , for 1 ≤ s ≤ n−3, and (twists of) Ku,n−3, for n−3−j+mn−3,j ≤ u ≤ n−3.
Varying 1 ≤ j ≤ n− 4, we obtain (twists of) Ksl, 1 ≤ s, l ≤ n− 3, in⊕
1≤j≤n−4
Fr∗(Kjj(−j)⊕Kjj(−j − 1)).
By a slightly tedious verification using [16, Corollary 16.6], Kjj(−j)⊕Kjj(−j − 1),
1 ≤ j ≤ n − 4, is a summand of Fr∗OG (using the assumption p ≥ n), therefore
(twists of) Ksl, 1 ≤ s, l ≤ n − 3, occur as summands in Fr
2
∗OG. For r > 2 we
proceed inductively as above. 
The following lemmas were used in the proof of Theorem 11.9. Lemma 11.10
is just an extraction from Proposition 9.2, while Lemma 11.11 takes care of the
degrees. The summands of the Rp-module (KGjk(j))
[2] = Γ∗(G,Kjk) (see (11.4))
are only visible in the decomposition of Fr∗Kjk if their degrees are divisible by 2p
(c.f. the proof of Theorem 11.9). Divisibility by p in some form has been used
throughout the paper in the embodiment of qℓjt, which will also be employed in the
proof of Lemma 11.11.
Lemma 11.10. If 1 ≤ j ≤ n − 4, then (G(1), Sp)-modules KFrsj , 1 ≤ s ≤ n − 3,
KFru,n−3, n− 3− j +mn−3,j ≤ u ≤ n− 3, occur as summands of K
G1
jj .
Proof. This is an immediate corollary of Proposition 9.2. 
Lemma 11.11. Let KFrsl be a summand of K
G1
jk . Then there exists an even d ∈ N
such that, as graded modules, (KGsl (s))
Fr(−pd) is a summand of (KGjk(j))(−2j) or
a summand of (KGjk(j))(−2j − 2).
Proof. By Remark 9.3, KFrsl (−dt) for some t ∈ [0, p − 1]
n is a summand of KG1jk
such that qℓjt is defined and q
ℓ
jt+ ℓ ≡ s (2). Applying the definition of q
ℓ
jt (i.e. when
defined pq0jt = j + dt, pq
1
jt = j + dt − p+ 2), we obtain that in the case ℓ = 0
(11.12) (Ksl(s))
Fr(−p(s+ q0jt)) = (Ksl)
Fr(−pq0jt) = (Ksl)
Fr(−j − dt)
<⊕ K
G1
jk (−j) = (K
G1
jk (j))(−2j)
and in the case ℓ = 1
(11.13)
(Ksl(s))
Fr(−p(s+ 1 + q1jt)) = (Ksl)
Fr(−p(1 + q1jt)) = (Ksl)
Fr(−j − 2− dt)
<⊕ K
G1
jk (−j − 2) = (K
G1
jk (j))(−2j − 2).
Since s + q0jt, s + 1 + q
1
jt are even, the lemma follows by applying (−)
G(1) to
(11.12),(11.13). 
11.4. Proof of Theorem 1.9. The theorem follows from Theorem 1.4 combined
with Lemma 11.12 below (since R is Gorenstein by [8, Proposition 5.5]).
Lemma 11.12. Let R be a connected graded Gorenstein noetherian reduced ring.
If R satisfies FFRT then X = Proj(R) satisfies GFFRT.
Proof. The property FFRT ensures that the number of higher Frobenius summands
of Frr∗OX up to twists is finite. Hence, it remains to argue that the summands of
Frr∗OX can appear with only finitely many twists. It is equivalent to show that
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after dividing by pr, the degrees of the (normalized) summands of R as Rp
r
-module
live in a finite interval which is independent of r.
We use a duality argument. Since R is Gorenstein, ωR = R(−e) for some e ∈ N.
By the adjunction formula ωR ∼= HomRpr (R,ωRpr ), from which we obtain
(11.14) R(e(pr − 1)) ∼= HomRpr (R,R
pr).
Assume that M is normalized (i.e. lives in degrees ≥ 0 and M0 6= 0) and that
MFr
r
(−a) is an indecomposable summand of R as graded Rp
r
-module, for some
a ≥ 0 (as M is normalized and R lives in degrees ≥ 0). In particular, M is a
reflexive R-module. Then M∨ = N(c) for an indecomposable graded normalized
R-module N . By (11.14), we have
NFr
r
(cpr + a− e(pr − 1)) = (MFr
r
(−a))∨(−e(pr − 1)) <⊕ R.
Thus, cpr + a − e(pr − 1) ≤ 0 (arguing as above). Hence 0 ≤ a/pr ≤ e − c.
Consequently, after dividing by pr, the degrees of every (normalized) summand of
R as Rp
r
-module indeed live in a finite interval bounded independently of r. 
12. Proof of the NCR property
In this section we prove the following result which implies Theorem 1.10 for r ≥ 2
using Theorem 4.2. The case r = 1 follows from [16, Theorem 1.2].
Theorem 12.1. The R-module
M =
n−3⊕
i=0
T {i} ⊕
n−3⊕
j,k=1
K{j, k}
defines an NCR for R.
Proof. The proof follows very similar lines as the proof of [16, Theorem 17.1], there-
fore we concentrate on the necessary modifications.
Let Nn−3,0 = ⊕
n−3
j=0 Ti with Ti = S
iV ⊗k S. Then Λn−3,0 = EndG,S(Nn−3,0) has
finite global dimension by Proposition 17.2 in loc. cit. We add the different Kjk to
Nn−3,0 in reverse lexicographical order; i.e.
N1,k+1 = Nn−3,k ⊕K1,k+1 for k = 0, . . . , n− 4,
Nj+1,k = Nj,k ⊕Kj+1,k for j = 1, . . . , n− 4.
With Lemma 12.2 below replacing [16, Lemma 17.3] one shows, exactly as in loc.
cit. that Λjk = EndG,S(Njk) has finite global dimension by employing induction
on (j, k) (with the reverse lexicographic ordering). 
Instead of using notations as in [16] we will use notations more in line with the
ones we use in the current paper. Note that by our standing hypotheses on the
characteristic C˜•j is tilt-free so we do not have to deal with tilt-free resolutions. We
set (and recall)
D˜•jk = σ<−kC˜
•
j [−k − 1],
C˜•jk = σ≥−kC˜
•
j [−k].
We have the following duality (using u¯ = n− 2− u)
(C˜•j )
∨ = C˜•j¯ [−n+ 1](n)⊗k ∧
nF ∗
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(see the proof of Proposition 3.5(1)), which by some formal manipulations yields
(12.1) (D˜•jk)
∨ = C˜•j¯k¯(n)⊗k ∧
nF ∗.
Lemma 12.2. Let L be either Tl for arbitrary 0 ≤ l ≤ n−3 orKlm for (l,m) ≤ (j, k)
(for the reverse lexicographical ordering). Then HomG,S(L,−) applied to D˜•jk yields
an exact sequence
(12.2) 0→ HomG,S(L, D˜
•
jk)→ HomG,S(L,Kjk)→ S → 0
where S = k if L = Kjk and S = 0 in all other cases.
Proof. It is easy to see that we have to prove
(12.3) Hp(HomG,S(L, C˜
•
j )) =
{
0 if p < −k,
S if p = −k.
If L = Tl then HomG,S(L, C˜
•
j ) is acyclic in degrees < 0 using [16, Propositions
4.3,4.4] (as SlV = DlV by our assumptions on p) and hence there is nothing to
prove. We now assume L = Klm.
Clearly HomG,S(D˜
•
lm,Mj) has zero cohomology in degrees < 0. Hence the same
holds for the total complex associated to the double complex HomG,S(D˜
•
lm, C˜
•
j ).
We consider the associated E1-spectral sequence (with C˜
•
j horizontally oriented).
By the prior discussion we have Epq∞ = 0 for p + q < 0. To compute the E1-term
we have to compute the cohomology of
HomG,S(D˜
•
lm, T ⊗k S) = ((D˜
•
lm)
∨ ⊗S (T ⊗k S))
G = (C˜•l¯m¯ ⊗k T ⊗k ∧
nF ∗)G(n)
for T tilting, where we used (12.1) for the second equality. We find using the
exactness of (−)G on representations with good filtrations
(12.4) Hq(HomG,S(D˜lm, T ⊗k S)) =

HomG,S(Klm, T ⊗k S) if q = 0,
(Ml¯ ⊗k T )
G ⊗k ∧nF ∗(n) if q = m¯,
0 otherwise.
Thus the E1-term of the spectral sequence computing HomG,S(Klm, C˜j
•
) consists
of two rows respectively given by{
(Ml¯ ⊗S C˜
•
j )
G ⊗k ∧nF ∗(n) if q = m¯,
HomG,S(Klm, C˜
•
j ) if q = 0.
Inspection reveals that Epq∞ = 0 for p+ q < 0 implies that the truncated lower row
σ≤−mHomG,S(Klm, C˜
•
j ) is acyclic (except in degree −m).
By the assumption, we either have m < k or else m = k and l ≤ j. If
m < k then it follows that (12.3) is satisfied. So now assume m = k. In that
case σ≤−k HomG,S(Klm, C˜
•
j ) is acyclic (except in degree −k) and
H−k(HomG,S(Klm, C˜
•
j )) = E
−n+1,m¯
2 = ker(E
−n+1,m¯
1 → E
−n+2,m¯
1 ).
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We calculate
E−n+1,m¯1 = (Ml¯ ⊗k S
j¯V ⊗k ∧
nF (−n)⊗ ∧nF ∗(n))G
=
⊕
t
(S l¯+tV ⊗k S
tF (−t)⊗k S
j¯V )G
=
{
k if l = j,
0 if l < j.
So if l < j we are again done. If l = j then it remains to show that HomG,S(Kjk, C˜
•
j )
is not exact in degree −k. If it were then in (12.2) we should take S = 0. In
particular we would have an epimorphism
HomG,S(Kjk, D˜
0
jk)→ HomG,S(Kjk,Kjk)→ 0.
This would imply that Kjk is a direct summand of D˜
0
jk, which is impossible. For
example because D˜0jk is projective and Kjk is not by Proposition 3.5(4). 
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