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Coherent control of quantum transitions generally relies on interactions of the quantum system
with electromagnetic waves. We show that the electromagnetic near-field of a current-modulated
free-space electron beam can be employed for coherent manipulation of quantum systems. Using
Rabi oscillations between hyperfine levels of potassium atoms and magnetic sublevels in nitrogen
vacancy centers as examples, we demonstrate that such manipulation can be performed with only
classical control over the electron beam itself, and is readily realizable with current technology.
Potential challenges like shot noise and decoherence through back action on the electrons are found
to be insignificant for our implementation. These results provide a pathway towards electron-
mediated delivery of spatially and spectrally tailored electromagnetic fields for quantum control on
the nano-scale.
Coherent manipulation of quantum systems is one of the
key elements of quantum enhanced metrology [1, 2] and
quantum information processing [3, 4]. Traditionally,
electromagnetic (EM) fields, such as laser or microwave
pulses, are employed to enable control of quantum sys-
tems. For these setups, the spatial resolution is generally
determined either by the wavelength of the radiation or
the size of the antenna used to enhance the field in a
sub-wavelength region [5, 6]. In contrast, the small de
Broglie wavelength of electrons, utilized in electron mi-
croscopy to great effect [7], allows for selective addressing
of quantum systems on the nano-scale [8, 9].
Here, we demonstrate that the EM near field of a current
modulated electron beam provides an alternative method
of coherent manipulation of quantum systems. This ap-
proach is reminiscent of a classic type of microwave (MW)
amplifier known as a klystron [10, 11], wherein the elec-
tron beams velocity is modulated by a periodic seed field,
resulting in a current modulation downstream of the in-
teraction region. The kinetic energy of the modulated
electron beam is then converted into electromagnetic ex-
citations in a MW cavity (see Fig.1a). Our proposal can
be seen as a quantum counterpart to the klystron, where
the kinetic energy of a modulated electron beam is con-
verted into a coherent excitation of a quantum system,
as shown in Fig.1b.
Apparent obstacles, such as decoherence due to noise
in the driving signal (e.g. shot noise) or entanglement
between the electrons and the quantum system (back-
action), lead to the following three conditions for feasible
implementations of our proposal:
1. the back action on the electrons is small enough such
that the decoherence accompanying the interaction of
electrons and quantum system can be neglected,
2. the beam modulation (one of its spectral lines) is close
to resonance with the quantum transition,
3. all relevant decay rates and decoherence rates are small
FIG. 1.a) Schematic view of a klystron: An electron beam is
velocity modulated by the electric field of a microwave (MW)
cavity, the ”buncher cavity”, at frequency ω0. Through the
drift space, the velocity modulation causes a current mod-
ulation, which induces amplified microwaves at the catcher
cavity. The amplified MW radiation is used, for example, to
drive atomic transitions coherently and with high fidelity. b)
Schematic view of our proposed scheme: the electromagnetic
near field of the current-modulated electron beam at the posi-
tion of the catcher cavity is used directly to drive transitions
of quantum systems without the detour of generating electro-
magnetic radiation. w is the electron beam waist, λ0 is the
modulation wavelength, which is much larger than the sin-
gle electron wave function ∆z and d is the distance from the
quantum system to the beam center.
in comparison to the inverse of the transition time-
scale.
While it has been proposed [12, 13] that quantum systems
can coherently interact with a stream of electrons with
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2spatially tailored wave functions, we theoretically demon-
strate that electron-mediated manipulation of quantum
systems can be achieved with only classical control over
the electron beam, without the need to maintain longi-
tudinal coherence of the electron wave functions.
As a specific implementation, we propose driving mag-
netic dipole transitions in the MW regime with a mod-
ulated electron beam as created, for example, in a clas-
sical klystron (see Sec.2 of Supplemental Material (SM)
[14]). Since we focus on magnetic dipole transitions, we
restrict our considerations to the magnetic dipole interac-
tion Hˆint = −µˆ · Bˆ, although the general scheme can also
be applied to electric dipole or higher multipole transi-
tions. We consider two specific examples: a ground-state
hyperfine transition in potassium atoms and a transition
between magnetic sublevels in a nitrogen vacancy (NV)
center, and show that electron-mediated coherent control
is feasible in both systems with existing technology. To
this end, we start by discussing Condition 1 in detail.
Back-action – The action of the electrons on a quantum
system is accompanied by back action on the electrons
[15]. If the change of state of the electrons is in princi-
ple detectable, decoherence occurs in the reduced state
of the quantum system. We now demonstrate that the
back action on the electrons is small enough to allow for
coherent driving. We assume that the quantum system is
initially in the excited state |e〉 and consider an interac-
tion with a free electron in the state |in〉el. To the lowest
order, after the electron and the quantum system have
interacted, the full state will be
|out〉 = √1− P |e〉 ⊗ |in〉el +
√
P |g〉 ⊗ |out〉el , (1)
where P is the transition probability and |out〉el is the
final state of the electron given an accompanying |e〉 to
|g〉 transition of the quantum system. The driving pro-
cess can only be coherent if the reduced density matrix
%a = Trel[|out〉〈out|] (the partial trace is taken over the
electron Hilbert space) is close to a pure state. Therefore,
the norm of the overlap of the electron’s in-state and its
out-state must be close to one.
We assume that the quantum system’s dimensions are
much smaller than its distance to the center of the elec-
tron beam d and the modulation wave length λ0 =
2piv/ω0, where v is the average velocity of the electrons
and ω0 is the radian frequency of the modulation and the
transition frequency of the quantum system. Thus, we
can consider the quantum system as point-like. Further-
more, for the electron state, we consider an initial Gaus-
sian matter-wave packet of longitudinal size ∆z  λ0
such that the beam modulation is not on the level of the
single electron wave function but corresponds to corre-
lations between electrons. The transversal width of the
Gaussian matter-wave packets is bound from above by
the focal width of the beam as ∆r⊥ < w/2 and in our
specific implementation, we consider d ∼ 5w. This im-
plies that d  ∆r⊥ and the amplitude of the electron
wave function is approximately zero at the position of the
quantum system. Furthermore, we restrict our considera-
tions to the case of d γλ0, where γ = (1−v2/c2)−1/2 is
the Lorentz factor and we neglect the much weaker effect
of the electron spin. Under these conditions, the norm of
the overlap between the electron in-state and out-state is
found to be approximately the overlap of the initial Gaus-
sian wave packet and the same wave packet shifted by
the longitudinal momentum transfer δpz =~ω0/v, which
amounts to (see Sec.1 of SM [14])
|el〈in|out〉el| ≈ e−
∆z2δp2z
2~2 . (2)
We obtain the condition δpz  ~/∆z for the over-
lap in equation (2) to be close to one, which implies
∆zλ0/(4pi). Note that a small size of the electron wave
packet is beneficial here. For driving frequencies of up to
∼10 GHz and velocities of ∼ c/3 (corresponding to a ki-
netic energy of Ekin∼30 keV), we find λ0/(4pi) ∼ 10−3 m.
The size of electron wave packets ∆z is defined by the
lifetime of electron states in the source which is lim-
ited due to phonon-electron and electron-electron scat-
tering [16, 17]. According to the literature on electron
microscopy/interferometry [7, 18], the size of single elec-
tron wave packets from the corresponding sources is on
the order of ∆z ∼ 100 nm. Thus, we conclude that the
electron in-state and out-state are nearly indistinguish-
able and our Condition 1 is fulfilled.
The magnetic field – Electrons from conventional elec-
tron sources can be assumed to be uncorrelated [19] and
the Pauli exclusion principle does not play a role, which is
shown by a degeneracy parameter much smaller than one
[18, 20]. Due to these reasons, since ∆z  λ0 and Condi-
tion 1 is fulfilled, we can model the beam as an ensemble
of classical point-like charged particles. For an electron
moving with a velocity v parallel to the z-axis with a
displacement of ~r⊥ = (x, y), whose trajectory pierces the
z = 0 plane at time tj , the magnetic field is (equation
11.152 of [21], translated and rotated)
~Bj(0, t) =
 y−x
0
 µ0eγv
4pi(r2⊥ + γ2v2(t− tj)2)3/2
(3)
where r⊥ = |~r⊥| is the minimal distance between
the single electron and the quantum system (impact
parameter). We consider an ensemble of electrons
with a Poissonian distribution in time and a Gaussian
distribution in transverse dimensions that is initially
velocity modulated, which leads to bunching. The
results of a numerical simulation of the electron beam’s
magnetic field for experimentally relevant parameters
are shown in Fig.2 (see Sec.3 of SM [14] for details).
For strong currents and large distances d on the order
of micro-meters, the resulting magnetic field can be
described as an ensemble averaged field with additional
3FIG. 2. a) Numerical simulation of the magnetic field
strength By of a transversally Gaussian and temporally Pois-
sonian current modulated electron beam as could be created
in a klystron with bunching parameter rb ≈ 0.5. The waist ra-
dius is w = 50µm and the distance to the center of the beam
is d = 250µm. The plots show the cases of currents of 200 nA
(blue plot, corresponding to about ∼ 5 000 electrons per pe-
riod) and 100µA (black plot, corresponding to ∼ 2 500 000
electrons per period). The electrons possess a kinetic energy
of 18 keV and the base frequency of the modulated electron
beam is 254 MHz. It can be seen that the relative strength of
shot noise is decreased significantly for the 100 µA beam in
comparison to the weaker 200 nA beam.
b) Fourier limited linewidth: discrete Fourier transform of
the magnetic field strength By with the same parameters as
in (a); 200 nA (blue plot) and 100 µA (black plot) evaluated
for 103 periods. It can be seen that a decrease in current leads
to a decrease in the signal to noise ratio but does not affect
the linewidth of the modulation.
noise. In the supplement, we derive the average spec-
trum of the magnetic field oscillations and its variance,
which has the expected signature of shot noise (see
Sec.4 and Sec.5 of SM [14]). In particular, this noise
appears as a homogeneous noise floor in the Fourier
transform and does not modify the linewidth of coherent
oscillations of the magnetic field. The averaged magnetic
field has distinct spectral lines at the same frequencies
as the spectrum of the beam’s current modulation (see
Sec.4 SM [14]), that is, the base frequency and higher
harmonics [11, 22]. Furthermore, for d > 2w, the average
magnetic field of a Gaussian beam can be well approxi-
mated by that due to an infinitely thin beam. If d γλ0
and d γl, the magnetic field is approximately propor-
tional to the current at the z-coordinate of the quantum
system (see Sec.6 SM [14]). Based on the classical
description of the magnetic near field due the electron
beam, we can model the response of the quantum system.
Dynamics of the quantum system – We split the electro-
magnetic field into the near field of the electrons, and
the radiation field considered to be initially free of exci-
tations. The radiation field leads to damping via sponta-
neous emission (Sec.7 of SM [14]). We model the internal
degrees of freedom of the quantum system as a two level
system and describe the time evolution of its density ma-
trix ρ with the optical Bloch equations (see Sec.4 of [23]
and Sec.7 of SM [14])
0 =
 ddt −

−Γ2 0 iT˜
∗
ge
~ −
iT˜∗ge
~
0 −Γ2 − iT˜ge~ iT˜ge~
iT˜ge
~ −
iT˜∗ge
~ −Γ1 0
− iT˜ge~
iT˜∗ge
~ Γ1 0



ρ˜eg
ρ˜ge
ρ˜ee
ρ˜gg
 .(4)
We have defined ρ˜ as the density matrix ρ in the ro-
tating frame with respect to the transition frequency ω0
(e for excited and g for ground state) with components
ρ˜ee = ρee, ρ˜gg = ρgg, ρ˜ge = ρgee
−iω0t and ρ˜eg = ρegeiω0t.
Furthermore, T˜ge = e
−iω0t〈g|Hˆint|e〉 is the time depen-
dent transition matrix element in the rotating frame. The
rate Γ1 incorporates the damping of the population in-
version ρ˜ee − ρ˜gg and Γ2 is the decoherence rate.
For the case of a modulated current with small fluctu-
ations relative to the mean (e.g. shot noise, modula-
tion phase noise), and if resonance is assumed, the ro-
tating wave approximation can be applied and T˜ ∗ge is re-
placed by −~Ω/2, where Ω is the Rabi frequency given
by the amplitude of the resonant oscillating component
of 〈g|Hint|e〉/~. The finite spectral linewidth of the near-
field of the electron beam, represented by small phase
fluctuations, leads to dephasing. This result has been de-
rived for the interaction of atoms with laser light in [24–
29], and can be applied immediately to our case due to
the equivalence of the interaction Hamiltonian. One finds
that the components of the density matrix co-rotated
with the phase noise and averaged over its representa-
tions fulfill the optical Bloch equations with a modified
decoherence constant Γ˜2 = Γ2 + b, where b is related to
the Full Width at Half Maximum (FWHM) linewidth δω
of the modulation as b = δω/2 (see Sec.7 of SM [14]).
Using properties of integro-differential equations with
short correlation times [30], it can be shown that shot
noise leads to extra damping and decoherence terms en-
tering the optical Bloch equations in a similar way as the
rates Γ1, Γ2 and b (see Sec.10 SM [14]). The additional
terms are proportional to the pre-factor in the auto-
covariance of the magnetic field and can be neglected if
they are much smaller than the average Rabi frequency.
Fortunately, this is the case for all sets of parameters
within the scope of our proposal (see Sec.10 SM [14])
and we find that we can ignore shot noise. In the fol-
lowing, we will discuss two specific examples of quantum
systems that can be driven based on our proposal.
4Example 1: Driving ground state hyperfine transitions in
alkali atoms – Alkali atoms, for example Li, K, and Rb,
are especially well suited for a first demonstration of our
scheme due to the easily accessible hydrogen-like level
structure and two stable and easily detectable ground
state hyperfine levels separated by a transition in the
microwave range. Furthermore, ground state hyperfine
transitions have a sufficiently narrow linewidth (long life
time) and are spectrally sufficiently distinct to ensure
that only one of the lines in the spectrum of the beam
modulation is on resonance with the transition, and Con-
dition 2 is fulfilled. In the following, we consider 41K as
a specific example. The nuclear spin of 41K is 3/2, and
therefore its 42S1/2 ground state level splits into the hy-
perfine levels F = 1 and F = 2, where F indicates the
total angular momentum. The transition F =1↔ F =2
has a frequency of ∼ 254 MHz and is therefore easily
accessible with low frequency MW-electronics. For the
following, we restrict our considerations to the transition
F = 1, mF = 0 ↔ F = 2, mF = 0, where mF denotes
the Zeeman sublevels. Considering the y-direction as
the quantization axis, we find T˜ge ≈ −e−iω0tgSµBBy/2,
where gS is the electron’s gyromagnetic ratio and µB
is the Bohr magneton. The resulting Rabi frequency is
Ω ≈ gSµBBy/2~, where By is the amplitude of the res-
onant component of the beam modulation (see [31] and
Sec.8 SM [14]). We assume that the atom is initially in
the hyperfine state F = 2. Furthermore, we consider an
optically cooled and trapped 41K atom [32] (which can
be, in principle, controlled even on the nm scale using
similar techniques as used for 39K in [33] or for 87Rb in
[34]). The change of the internal state of the atom will
be accompanied by a recoil equivalent in absolute value
to the momentum transfer to the electron. The order of
magnitude of this momentum transfer is that of the lon-
gitudinal momentum shift δpz = ~ω0/v ∼ 10−33 kg m/s,
which corresponds to a velocity change of the atom
δva ∼ 10−8 m/s. Therefore, the atom can be considered
to be stationary on the time scale of the Rabi oscillation.
We consider an electron beam waist of w = 50µm, ki-
netic energy of 18 keV, average current I0 = 100µA and
bunching parameter rb = 0.5 corresponding to a resonant
current modulation at the base frequency ω0 of amplitude
2I0J1(rb) ∼ 50µA (where J1 is the Bessel function of the
first kind), and we assume d = 250µm between the atom
and the beam center. The spectral linewidth of klystrons
is mainly limited by technical noise [35]; as a conservative
estimate we consider ∆ω/ω0 = 10
−7. In the case under
consideration, this leads to a beam modulation spectral
line width of about 25 Hz.
Plots of the hyperfine state response due to a modulated
electron beam (see Sec.11 SM [14]) based on numerical
evaluation of the optical Bloch equations can be found in
Fig.3a. Several Rabi oscillations of the hyperfine states
are clearly visible. The origin of the decay of coherence
is the beam modulation spectral line width. Incoher-
FIG. 3. Plot a) shows the time-evolution of the inversion for
the transition F = 1, mF = 0 ↔ F = 2, mF = 0 for 41K at a
distance d= 250µm from the center of an electron beam of
waist w=50µm, current 100µA, bunching parameter rb=0.5,
Ekin = 18 keV, FWHM linewidth of the electron beam mod-
ulation b/pi = 25 Hz and Γ1 = 2Γ2  b.
Plot b) shows the time-evolution of the inversion for the tran-
sition ms = 0 ↔ ms = 1 in the 3A2-state of an NV center at
distance d= 5 nm from a beam of waist w = 1 nm, current of
5 nA, Ekin = 30 keV and bunching parameter rb ≈ 0.5. We set
1/Γ1=T1=6 ms, 1/Γ2 =T2=3 ms and the FWHM linewidth
of the electron beam modulation b/pi = 300 Hz.
ent scattering events happen on much longer time scales
than the Rabi period. We estimate the scattering proba-
bility using the total scattering cross section (comprising
ionization, elastic and inelastic scattering). For potas-
sium atoms exposed to an 18 keV electron beam, we find
σtot ≈ 1.5·10−17cm2, extrapolated from [36]. The current
density j of a Gaussian beam at 5w would theoretically
lead to a negligible scattering rate σtotj/e, where e is the
elementary charge. Even if a remaining current density
of 0.1% of the peak value is assumed as a conservative
estimate, the scattering probability only amounts to less
than ∼ 1% after 20 ms.
Example 2: NV centers in nano diamonds – In the fol-
lowing, we will consider Nitrogen Vacancy (NV) centers
in nano-diamonds as an example of the case where nano-
meter distances between an electron beam and a quan-
tum system can be achieved. In this situation, the mag-
netic near field of the electron beam consists of distinct
5spikes due to the well separated electrons. Therefore, we
cannot use the expected value for the magnetic field in
the optical Bloch equations. Instead, we simulate the
effect of the magnetic field of each electron separately.
We focus on the transition between the 3A2 ground state
magnetic sublevels ms = 0 and ms = 1 that are split by
ω0 = 2.87 GHz [37]. The ms = −1 sublevel is well sep-
arated from the ms = 1 sublevel by at least ∼ 4 MHz
[38] such that the transition ms = 0 ↔ ms = 1 can
be individually addressed and easily optically detected.
We consider the x-direction as the quantization direc-
tion, with the magnetic field oriented in the y-direction;
we find that the transition matrix element is given by
T˜ge = e
−iω0tgsµBBy/
√
2 (see Sec.9 SM [14]). This tran-
sition exhibits coherence times T2 from 600µs [39] up
to 600 ms ([40] using a dynamical decoupling pulse se-
quence), which is the main decay channel for the Rabi
oscillations of the NV center (see Fig.3b). As the elec-
tron beam source, we consider a standard scanning elec-
tron microscope with a modulated electron beam current
generating a beam waist of w = 1 nm at 30 keV, a beam
current of 5 nA (∼ 11 electrons per modulation period)
and a bunching parameter rb = 0.5 directed at a distance
of 5 nm next to an NV center, for example embedded in a
free standing nanostructure [41]. A simulation of the ex-
pected level response is presented in Fig.3b. Several Rabi
oscillations are clearly visible for this example, primarily
damped by the intrinsic rates Γ2 = 1/T2 and Γ1 = 1/T1.
To reduce unwanted effects due to electrons scattering
on the diamond structure [42] to a negligible level, the
electron beam intensity at the position of the NV center
should be reduced by a factor of 10−7 compared to its
maximum. This can be achieved for a Gaussian beam at
5w. At this intensity, on average less than one electron
scatters within a radius of 1 nm next to the NV center
every period of the Rabi oscillation.
Conclusions and Discussions – We have shown that tran-
sitions of quantum systems can be selectively addressed
by the classical electromagnetic near field of an intensity
modulated electron beam even on the nanoscale. We
have proposed two specific setups based on a modulated
beam realizable with current technology.
Research efforts to bring electron beam physics into the
realm of coherent quantum dynamics have been mainly
focused on the x-ray regime [43–47] and the optical
regime [48–58]. In this work, we focused on current mod-
ulations in the microwave band which facilitates the ex-
perimental realization. Furthermore, microwave transi-
tions of quantum systems are an important tool in quan-
tum optics and quantum technologies [59, 60]. The pro-
posed scheme can be beneficial for such applications as it
would allow for nanometer scale resolution. Furthermore,
our scheme may be applicable to novel development to-
wards quantum computing, where several approaches use
stable transitions in the MW range [59], or to coherently
address single NV centers in a network of multiple NV
centers within a nano-diamond.
Employing the near field of modulated electron beams,
it is possible to obtain strong electric and magnetic field
gradients which enables the driving of higher multipole
transitions of quantum systems. This could be used
to target dipole-forbidden transitions, for example, to
search for physics beyond the standard model [61].
Our scheme could be combined with scanning electron
microscopes [62] to perform coherent spectroscopic in-
vestigations. A current modulated electron beam could
be directed next to the region of interest, specific quan-
tum transitions would be excited and the effect on the
sample could be read out by an optical channel [63], or
in future applications, by microwave sensors [64]. For
an appropriately chosen distance to the sample, resonant
driving leads to a significantly higher transition rate than
the incoherent scattering effects (exemplified in Fig.3 by
the quadratic increase of the transition probability with
time, and therefore, number of electrons of the coherently
driven evolution in contrast to the much lower, initially
linear effect of incoherent scattering). Hence, this scheme
could be utilized to investigate specimens with reduced
electron dose.
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8SUPPLEMENTAL MATERIAL
1. BACK-ACTION AND DECOHERENCE
If the change of state of the electron due to back-action is in principle detectable, decoherence occurs in the reduced
state of the quantum system. Here, we analyze this effect. We assume that the quantum system’s dimensions are
much smaller than its distance to the center of the electron beam d and the modulation wave length λ0 = 2piv/ω0,
where v is the average velocity of the electrons and ω0 is the radian frequency of the modulation and the transition
frequency of the quantum system. Thus, we can consider the quantum system as point-like. Furthermore, we consider
an initial Gaussian matter-wave packet of longitudinal size much smaller than λ0 such that the beam modulation is
not on the level of the single electron wave function but corresponds to correlations between electrons. The transversal
width of the Gaussian matter-wave packet is bound from above by the focal width of the beam as ∆r⊥ < w/2 and in
our specific implementation, we consider d ∼ 5w. This implies that d ∆r⊥ and the amplitude of the electron wave
function is approximately zero at the position of the quantum system.
The magnetic field at the position of the quantum system induced by a beam-electron is proportional to its orbital
angular momentum with respect to this position (∝ d pz). When seen as a magnetic dipole, the spin of the beam-
electron induces a magnetic field proportional to the spin angular momentum (∝ ~/2). We consider distances d
much larger than the de Broglie wavelength of the beam electrons, and therefore 1  d/λdB = d pz,0/(2pi~), where
pz,0 = γmv is the average momentum of the electrons in the beam. Thus, we can restrict our considerations to the
coupling of the orbital angular momentum of the beam electrons to the quantum system and neglect the much smaller
effect of their spin angular momentum. Hence, we describe the electron field as a charged scalar field normalized with
the charge
Q(ψ,ψ′) = i
∫
d3r (ψ∗∂ctψ′ − (∂ctψ∗)ψ′) , (5)
such that Q(ψp, ψp′) = (2pi~)3δ(3)(~p− ~p ′).
We assume that the electromagnetic field stays in the vacuum throughout the process and that the quantum system
is initially in the excited state |e〉 and consider an interaction with an electron in the state
|in〉el =
∫
d3p
(2pi~)3
φin(~p)|~p〉 (6)
where φin(~p) is the single electron wave function in the momentum representation, and |~p〉 is a momentum state defined
such that ψp(~r, 0) = 〈~r|~p〉 = ei~p·~r/~/
√
2ωp/c. To lowest order, after the electron and quantum system interact, the
full state will be
|out〉 = √1− Pe→g|e〉 ⊗ ∫ d3p
(2pi~)3
φin(~p)|~p〉+
√
Pe→g |g〉 ⊗
∫
d3p
(2pi~)3
φscatt(~p)|~p〉 , (7)
where Pe→g is the probability for the transition from the excited to the ground state and we define
φscatt(~p, t) = (Pe→g)−1/2
∫
d3p′
(2pi~)3
φin(~p
′)S(~p, ~p ′) , (8)
where S(~p ′, ~p) := 〈g, ~p ′, vac|Sˆ(2)|e, ~p, vac〉 is the scattering matrix element for the transition from momentum ~p ′ to ~p
in second order perturbation theory. The probability follows from
1 =
∣∣∣∣∫ d3p(2pi~)3 φscatt(~p)|~p〉
∣∣∣∣2 = ∫ d3p(2pi~)3 |φscatt(~p)|2 (9)
= (Pe→g)−1
∫
d3p
(2pi~)3
d3p′
(2pi~)3
d3p′′
(2pi~)3
φ∗in(~p
′)S∗(~p, ~p ′)S(~p, ~p ′′)φin(~p ′′) . (10)
The driving process can only be coherent if the reduced density matrix
%a = Trel[|out〉〈out|] (11)
(with the partial trace taken over the electron Hilbert space) is close to that of a pure state. To this end, the overlap
of the electron’s in-state and its out-state el〈in|out〉el must be close to one. We only consider the positive energy
9sector. Starting from the Fourier representation of wave functions
ψi(~r, t) =
∫
d3p
(2pi~)3
φi(~p)
1√
2ωp/c
ei~p·~r/~e−iωpt , (12)
where ωp = c
√|~p|2 +m2c2/~, we find that the inner product in momentum space becomes
〈ψ1, ψ2〉 = i
c
∫
d3r (ψ∗1(~r, t)∂tψ2(~r, t)− ψ2(~r, t)∂tψ∗1(~r, t)) =
∫
d3p
(2pi~)3
φ∗1(~p)φ2(~p) . (13)
Therefore, we have to evaluate
el〈in|out〉el = 1√
Pe→g
∫
d3p
(2pi~)3
d3p′
(2pi~)3
φ∗in(~p)φin(~p
′)S(~p, ~p ′) . (14)
The scattering matrix element
We have for the S-matrix (see Chapter VIII of [65] or 104 of [66] for details)
Sˆ = T exp
(
− i
~c
∫
d4x JˆµAˆµ
)
, (15)
where T denotes time ordering, Jˆµ contains all of the currents of charged particles and Aˆµ is the electromagnetic
4-potential operator. The lowest order interaction term for our process occurs at the second order, for which we find
Sˆ(2) = − 1
2(~c)2
∫
d4x
∫
d4x′ T
(
Jˆµ(x)Jˆν(x′)
)
T
(
Aˆµ(x)Aˆν(x
′)
)
. (16)
For the process under consideration, the electromagnetic field stays in the vacuum state and we use
〈vac|T
(
Aˆµ(x)Aˆν(x
′)
)
|vac〉 = iDFµν(x− x′) , (17)
where DFµν(x − x′) is the Feynman propagator of the electromagnetic field. We are considering a regime where the
quantum system only changes its internal state and the free electrons remain free, that is, we are neglecting any
violent effects such as ionization. Then, the charged current operator can be split into the current operator of the
free electron and that of the quantum system as
Jˆµ(x) = [Jˆel(x)]µ + [Jˆqs(x)]µ (18)
and we obtain
S(~p, ~p ′) = 〈g, ~p ′, vac|Sˆ(2)|e, ~p, vac〉 = − i
(~c)2
∫
d4x d4x′ [Jelp→p′(x)]
µDFµν(x− x′)[Jqse→g(x′)]ν , (19)
where Jelp→p′(x) is the transition current of the free electron and J
qs
e→g(x
′) is the transition current of the quantum
system. We consider the Feynman propagator in the Coulomb gauge such that only spatial components do not vanish:
DFij(x− x′) = −µ0~3c lim
→0+
∫
d4q
(2pi~)4
ei~q·(~r−~r
′)/~e−iq0c(t−t
′)/~ 1
q20 − |~q|2 + i
(
δij − qiqj
q20
)
. (20)
Therefore, we can restrict our considerations to the spatial components of the transition current. We describe the
free electron as a charged scalar field with current
~Jelp→p′ = iec
(
ψ∗p′∇ψp − (∇ψ∗p′)ψp
)
= − ec
2
2~√ωpωp′ (~p
′ + ~p)e−i(~p
′−~p)·~r/~ei(ωp′−ωp)t (21)
(we remark that the quantization volume is omitted throughout the calculations, so ~Jelp→p′ has the dimensions of a
current instead of a current density). To describe the schemes proposed in this work, we restrict our considerations to
magnetic dipole transitions of the quantum system. Furthermore, we assume that the quantum system is much heavier
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than the electrons (e.g. me/m 41K ∼ 10−5 for our first example and much smaller for the NV-center in diamond) such
that we can ignore the momentum recoil on the quantum system for this calculation. In this case, the spatial wave
function of the quantum system is always unchanged to a good approximation. Then, the transition current of the
quantum system can be approximated as that of a point-like magnetic dipole (see page 79 of [67])
~Jqse→g(x) = −e−iω0t~µ×∇δ(3)(~r) , (22)
where ~µ is the magnetic transition dipole moment. Partial integration and execution of the Fourier transforms leads
to
S(~p, ~p ′) = i eµ0c
2
√
ωpωp′
∫
d4q
(2pi~)4
∫
d4x d4x′ (~p ′ + ~p)ie−i(~p
′−~p)·~r/~ei(ωp′−ωp)t
ei~q·(~r−~x
′)/~e−iq0c(t−t
′)/~ lim
→0+
1
q20 − |~q|2 + i
(
δij − qiqj
q20
)
e−iω0t
′
jklµk∇lδ(3)(~r ′)
= i
eµ0c
2
√
ωpωp′
∫
d3q
(2pi~)3
∫
d4x d3r′ (~p ′ + ~p)ie−i(~p
′−~p)·~r/~ei(ωp′−ωp−ω0)t
ei~q·(~r−~x
′)/~ lim
→0+
1
(~ω0/c)2 − |~q|2 + i
(
δij − qiqj
(~ω0/c)2
)
jklµk∇lδ(3)(~r ′)
= i
eµ0c
2
√
ωpωp′
∫
d3q
(2pi~)3
∫
d3r d3r′ (~p ′ + ~p)ie−i(~p
′−~p)·~r/~ 2piδ(ωp′ − ωp − ω0)
ei~q·(~r−~r
′)/~ lim
→0+
1
(~ω0/c)2 − |~q|2 + i
(
δij − qiqj
(~ω0/c)2
)
jklµk∇lδ(3)(~r ′)
= i
eµ0c
2
2
√
ωpωp′
∫
d3r′ (~p ′ + ~p)i 2piδ(ωp′ − ωp − ω0) (23)
e−i(~p
′−~p)~x′/~ lim
→0+
1
(~ω0/c)2 − |~p ′ − ~p|2 + i
(
δij − (~p
′ − ~p)i(~p ′ − ~p)j
(~ω0/c)2
)
jklµk∇lδ(3)(~r ′)
= − eµ0c
2
2~√ωpωp′ (~p
′ + ~p)i 2piδ(ωp′ − ωp − ω0)
(~p ′ − ~p)l lim
→0+
1
(~ω0/c)2 − |~p ′ − ~p|2 + i
(
δij − (~p
′ − ~p)i(~p ′ − ~p)j
(~ω0/c)2
)
jklµk
= − eµ0c
2
2~√ωpωp′ (~p
′ + ~p)j(~p ′ − ~p)ljklµk lim
→0+
1
(~ω0/c)2 − |~p ′ − ~p|2 + i 2piδ(ωp
′ − ωp − ω0) .
The scattered state
For the scattered state, we find
φ¯(~p ′) :=
∫
d3p
(2pi~)3
φin(~p)S(~p, ~p ′)
= −eµ0c
2
2~
∫
d3p
(2pi~)3
φin(~p)
1√
ωpωp′
(~p ′ + ~p)j(~p ′ − ~p)ljklµk
lim
→0+
[
1
(~ω0/c)2 − |~p ′ − ~p|2 + i
]
2piδ(ωp′ − ωp − ω0) (24)
= −eµ0c
2
~
p′j
∫
d3q
(2pi~)3
φin(~p
′ − ~q) 1√
ωpωp′
ql
jklµk lim
→0+
[
1
(~ω0/c)2 − |q|2 + i
]
2piδ(ωp′ − ωp − ω0) ,
where ~q = ~p ′ − ~p. Note that we have defined φ¯(~p) as the unnormalised scattered wave function for notational
convenience, i.e. φ¯(~p) =
√
Pe→gφscatt(~p). We also note that only momenta ~q with |~q| close to ~ω0/c contribute
significantly to the integral. Since ωp = c
√|~p|2 +m2c2/~ ω0, the energy conservation implies that
|~p|2 = (~ωp/c)2 −m2c2 = (~(ωp′ − ω0)/c)2 −m2c2 ≈ |~p ′|2 − 2~
2ωp′ω0
c2
. (25)
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Then,
2~2ωp′ω0
c2
≈ |~p ′|2 − |~p|2 = |~p ′|2 − |~p ′ − ~q|2 = 2~q · ~p ′ − |~q|2 . (26)
We define ζ(~q) := ~q · ~p ′ − |~q|22 and find
δ(ωp′ − ωp − ω0) =
∣∣∣∣∂ωp∂ζ
∣∣∣∣−1 δ(ζ(~q)− ~2ω0ωp′c2
)
=
~2ωp
c2
δ
(
ζ(~q)− ~
2ω0ωp′
c2
)
. (27)
Energy conservation also implies
√
ωp√
ωp′
=
√
ωp′ − ω0√
ωp′
≈
(
1− ω0
2ωp′
)
≈ 1 . (28)
Thus,
φ¯(~p ′) = −eµ0~ p′j
∫
d3q
(2pi~)3
φin(~p
′ − ~q)jklµkql lim
→0+
[
1
(~ω0/c)2 − |~q|2 + i
]
2piδ
(
ζ(~q)− ~
2ω0ωp′
c2
)
. (29)
We consider an initial state that factorizes into a transversal Gaussian distribution with width ∆p⊥ and longitudinal
distribution that we specify later, that is
φin(~p) = φin,z(pz)φin,⊥(~p⊥) , (30)
were we decomposed ~p = ~pz + ~p⊥, where ~pz and ~p⊥ are parallel and perpendicular to the z-axis, respectively. We
assume that the initial state of the beam in real space is a Gaussian wave packet displaced by ~r0,⊥, that is
ψein,⊥(~r⊥, t) = ψ˜
e
in,⊥(~r⊥ − ~r0,⊥, t) (31)
and ψ˜ein,⊥ reaches its minimal extension at t0. In momentum space, this displacement leads to a factor e
−i~p⊥·~r0,⊥/~,
and we find the normalized Gaussian
φin,⊥(~p⊥) =
√
2pi~
∆p⊥
e−i~p⊥·~r0,⊥/~e
− (~p⊥)2
4∆p2⊥ . (32)
We obtain
φ¯(~p ′) = −eµ0~ p′j
∫
d3q
(2pi~)3
φin,z(p
′
z − qz)
√
2pi~
∆p⊥
e−i(~p
′
⊥−~q⊥)·~r0,⊥/~e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
jklµkql lim
→0+
[
1
(~ω0/c)2 − |~q|2 + i
]
2piδ
(
ζ(~q)− ~
2ω0ωp′
c2
)
. (33)
As we consider fast electrons, the initial wave function will be strongly peaked for momenta with pz  |~p⊥|, that is
the expectation value of pz with respect to φin,z(pz) is pz,0  |~p⊥| and pz,0  ∆pz, where (∆pz)2 is the variance of
pz. The same will be true for the final momentum wave function. Therefore, we approximate
ζ(~q)− ~
2ω0ωp′
c2
≈ qzp ′z −
~2ω0ωzp′
c2
(34)
where ωzp′ = c
√|p′z|2 +m2c2/~ and
φ¯(~p ′) ≈ −eµ0~ p′j
∫
d3q
(2pi~)3
φin,z(p
′
z − qz)
√
2pi~
∆p⊥
e−i(~p
′
⊥−~q⊥)·~r0,⊥/~e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
jklµkql lim
→0+
[
1
(~ω0/c)2 − |~q|2 + i
]
2pi
1
p ′z
δ
(
qz −
~2ω0ωzp′
c2p ′z
)
(35)
= eµ0 φin,z (p
′
z − δp′z(p′z))
∫
d2q⊥
(2pi~)2
√
2pi~
∆p⊥
e−
i
~ (~p
′
⊥−~q⊥)·~r0,⊥e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
zklµk
(
q⊥,l − δp
′
z
p′z
p′⊥,l
)
a(p′z)2 + |~q⊥|2
,
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where we have performed the trivial limit of → 0+ and we defined
δp′z(p
′
z) =
~2ω0ωzp′
c2p′z
=
~ω0
v′z
(36)
and
a(p′z) =
√
(~ω0/c)2((~ωzp′/cp′z)2 − 1) =
~ω0
γ′v′z
. (37)
We find that the scattered momentum wave function is shifted in the pz-direction by δp
′
z(p
′
z) and deflected in the
perpendicular directions. In the following, we will not display the dependence of a and δp′z on p
′
z in most equations
for the sake of readability.
The overlap integral
We find for the overlap integral
el〈in|out〉el = (Pe→g)−1/2
∫
d3p′
(2pi~)3
φ∗in(~p
′)φ¯(~p ′)
= eµ0 (Pe→g)−1/2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z)
∫
d2p′⊥
2pi(∆p⊥)2
∫
d2q⊥
(2pi~)2
ei~p
′
⊥·~r0,⊥/~e
− (~p
′
⊥)
2
4∆p2⊥ e−
i
~ (~p
′
⊥−~q⊥)·~r0,⊥e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
zklµk
(
q⊥,l − δp
′
z
p′z
p′⊥,l
)
a2 + |~q⊥|2 (38)
= eµ0 (Pe→g)−1/2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z)
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
4∆p2⊥
1
a2 + |~q⊥|2∫
d2p′⊥
2pi(∆p⊥)2
zklµk
(
q⊥,l − δp
′
z
p′z
p′⊥,l
)
e
~p ′⊥·~q⊥
2∆p2⊥ e
− (~p
′
⊥)
2
2∆p2⊥
= eµ0 (Pe→g)−1/2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z)
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
4∆p2⊥
1
a2 + |~q⊥|2
zklµk
(
q⊥,l − 2∆p2⊥
δp′z
p′z
∇q⊥l
)∫
d2p′⊥
2pi(∆p⊥)2
e
~p ′⊥·~q⊥
2∆p2⊥ e
− (~p
′
⊥)
2
2∆p2⊥ .
We have ∫
d2p′⊥
2pi(∆p⊥)2
e
~p ′⊥·~q⊥
2∆p2⊥ e
− (~p
′
⊥)
2
2∆p2⊥ = e
(~q⊥)2
8∆p2⊥
∫
d2p′⊥
2pi(∆p⊥)2
e
− (~q⊥/2−~p
′
⊥)
2
2∆p2⊥ = e
(~q⊥)2
8∆p2⊥ . (39)
Therefore,
el〈in|out〉el = eµ0 (Pe→g)−1/2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z) zklµk
(
1− 1
2
δp′z
p′z
)
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
8∆p2⊥
q⊥,l
a2 + |~q⊥|2 .
The last integral can be rewritten as∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
8∆p2⊥
q⊥,l
a+ |~q⊥|2 =
~
i
∇r0,⊥l
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
8∆p2⊥
1
a2 + |~q⊥|2 . (40)
We use that
1
a2 + |~q⊥|2 =
1
4pi~2
∫
d3r
e−
i
~aze−
i
~~q⊥·~r⊥√
z2 + |~r⊥|2
=
1
2pi~2
∫
d2r⊥K0(a|~r⊥|/~)e− i~~q⊥·~r⊥ (41)
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and find
~
i
∇r0,⊥l
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
8∆p2⊥
1
a2 + |~q⊥|2
= −i 1
2pi~
∇r0,⊥l
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~q⊥)2
8∆p2⊥
∫
d2r⊥K0(a|~r⊥|/~)e− i~~q⊥·~r⊥
= −i 1
2pi~
∇r0,⊥l
∫
d2r⊥K0(a|~r⊥|/~)
∫
d2q⊥
(2pi~)2
e−
i
~~q⊥·(~r⊥−~r0,⊥)e
− (~q⊥)2
8∆p2⊥
= −i 1
2pi~
∇r0,⊥l
∫
d2r⊥K0(a|~r⊥|/~) 2∆p
2
⊥
pi~2
e−
2∆p2⊥(~r⊥−~r0,⊥)
2
~2
= −i 1
2pi~
∇r0,⊥l
∫
d2r⊥
2pi∆r2⊥
K0(a|~r⊥|/~) e
− (~r⊥−~r0,⊥)
2
2∆r2⊥ , (42)
where ∆r⊥ = ~/(2∆p⊥). Since K0(a|~r⊥|/~) =
∫
dz e−
i
~az(z2 + |~r⊥|2)−1/2, we recover the effect of the magnetic field
due to a magnetic dipole on a Gaussian electron wave packet. If the wave packet is well localised with respect to
K0(a|~r⊥|/~) at |~r0,⊥|, then we can approximate the integral over ~r⊥ by replacing it with the value of the integrand at
~r0,⊥. More concretely, given that a(p′z)∆r⊥/~ = ω0∆r⊥/(γ′zv′z)  1 for all momenta p′z in a range ∆pz around the
peak value pz,0 and |r0,⊥|/∆r⊥  1 for all considerations in this article,
−i 1
2pi~
∇r0,⊥l
∫
d2r⊥
2pi∆r2⊥
K0(a|~r⊥|/~) e
− (~r⊥−~r0,⊥)
2
2∆r2⊥ ≈ i a
2pi~2
(~r0,⊥)l
|~r0,⊥| K1(a|~r0,⊥|/~) (43)
For all momenta p′z in a range ∆pz around the peak value pz,0, we also have a(p
′
z)|~r0,⊥|/~ = ω0|~r0,⊥|/(γ′zv′z) 1 for
all considerations in this article. Therefore,
i
a
2pi~2
(~r0,⊥)l
|~r0,⊥| K1(a|~r0,⊥|/~) ≈ i
1
2pi~
(~r0,⊥)l
|~r0,⊥|2 , (44)
and for the overlap integral,
el〈in|out〉el ≈ i eµ0
2pi~
(Pe→g)−1/2zklµk
(~r0,⊥)l
|~r0,⊥|2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z(p′z))
(
1− 1
2
δp′z(p
′
z)
p′z
)
. (45)
Above, we restricted our considerations to the situation of longitudinal wave functions with an expectation value
pz,0  |~p⊥| and pz,0  ∆pz, where (∆pz)2 is the variance of pz. This implies that we can make the replacement
δp′z(p
′
z)→ δp′z(pz,0) in the above integral and approximate
el〈in|out〉el ≈ i eµ0
2pi~
(Pe→g)−1/2zklµk
(~r0,⊥)l
|~r0,⊥|2
∫
dp′z
2pi~
φ∗in,z(p
′
z)φin,z (p
′
z − δp′z(pz,0)) . (46)
The transition probability
In the next step, we calculate the transition probability
Pe→g =
∫
d3p′
(2pi~)3
φ¯∗(~p ′)φ¯(~p ′)
= (eµ0)
2
∫
dp′z
2pi~
φ∗in,z (p
′
z − δp′z)φin,z (p ′z − δp′z)∫
d2p′⊥
2pi∆p2⊥
∣∣∣∣∣
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
zklµk
(
q⊥,l − δp
′
z
p′z
p ′⊥,l
)
a2 + |~q⊥|2
∣∣∣∣∣
2
. (47)
We obtain ∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
zklµk
(
q⊥,l − δp
′
z
p′z
p ′⊥,l
)
a2 + |~q⊥|2
=
∫
d2q⊥
(2pi~)2
e
− |~p
′
⊥|
2
4∆p2⊥ e
i
~~q⊥·~r0,⊥ e
− |~q⊥|2
4∆p2⊥
a2 + |~q⊥|2 
zklµk
(
q⊥,l − 2∆p2⊥
δp′z
p′z
∇q⊥l
)
e
~p ′⊥·~q⊥
2∆p2⊥ (48)
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and
I1 :=
∫
d2p′⊥
2pi∆p2⊥
∣∣∣∣∣
∫
d2q⊥
(2pi~)2
e
i
~~q⊥·~r0,⊥e
− (~p
′
⊥−~q⊥)
2
4∆p2⊥
zklµk
(
q⊥,l − δp
′
z
p′z
p ′⊥,l
)
a2 + |~q⊥|2
∣∣∣∣∣
2
=
∫
d2q′⊥
(2pi~)2
∫
d2q⊥
(2pi~)2
e−
i
~ (~q
′
⊥−~q⊥)·~r0,⊥ e
− |~q
′
⊥|
2
4∆p2⊥
a2 + |~q ′⊥|2
e
− |~q⊥|2
4∆p2⊥
a2 + |~q⊥|2 (49)
zk
′l′µk′
(
p′zq
′
⊥,l′ − 2∆p2⊥δp′z∇q
′
⊥
l′
)
zklµk
(
q⊥,l − 2∆p2⊥
δp′z
p′z
∇q⊥l
)∫
d2p′⊥
2pi∆p2⊥
e
− |~p
′
⊥|
2
2∆p2⊥ e
~p ′⊥·(~q
′
⊥+~q⊥)
2∆p2⊥ .
We integrate the Gaussian
∫
d2p′⊥
2pi∆p2⊥
e
− |~p
′
⊥|
2
2∆p2⊥ e
~p ′⊥·(~q
′
⊥+~q⊥)
2∆p2⊥ = e
|~q ′⊥+~q⊥|
2
8∆p2⊥
∫
d2p′⊥
2pi∆p2⊥
e
− |~p
′
⊥−(~q
′
⊥+~q⊥)/2|
2
2∆p2⊥ = e
|~q ′⊥+~q⊥|
2
8∆p2⊥ (50)
such that after taking the derivatives for q′⊥ and q⊥,
I1 =
∫
d2q′⊥
(2pi~)2
∫
d2q⊥
(2pi~)2
e−
i
~ (~q
′
⊥−~q⊥)·~r0,⊥ e
− |~q
′
⊥|
2
4∆p2⊥
a2 + |~q ′⊥|2
e
− |~q⊥|2
4∆p2⊥
a2 + |~q⊥|2
zk
′l′µk′
(
q′⊥,l′ −
1
2
δp′z
p′z
(q′⊥,l′ + q⊥,l′)
)
zklµk
(
q⊥,l − 1
2
δp′z
p′z
(q′⊥,l + q⊥,l)
)
e
|~q ′⊥+~q⊥|
2
8∆p2⊥
=
∫
d2q′⊥
(2pi~)2
∫
d2q⊥
(2pi~)2
e−
i
~ (~q
′
⊥−~q⊥)·~r0,⊥e
− |~q
′
⊥−~q⊥|
2
8∆p2⊥
1
a2 + |~q ′⊥|2
1
a2 + |~q⊥|2 (51)
zk
′l′µk′
(
q′⊥,l′ −
1
2
δp′z
p′z
(q′⊥,l′ + q⊥,l′)
)
zklµk
(
q⊥,l − 1
2
δp′z
p′z
(q′⊥,l + q⊥,l)
)
.
We use the Fourier transforms
1
a2 + |~q⊥|2 =
1
4pi~2
∫
d3r
e−
i
~aze−
i
~~q⊥·~r⊥√
z2 + |~r⊥|2
=
1
2pi~2
∫
d2r⊥K0(a|~r⊥|/~)e− i~~q⊥·~r⊥ (52)
e
− |~q
′
⊥−~q⊥|
2
8∆p2⊥ =
2∆p2⊥
pi~2
∫
d2r⊥ e−
i
~ (~q
′
⊥−~q⊥)·~r⊥e−
2∆p2⊥|~r⊥|
2
~2 =
1
2pi∆r2⊥
∫
d2r⊥ e−
i
~ (~q
′
⊥−~q⊥)·~r⊥e
− |~r⊥|2
2∆r2⊥ , (53)
to obtain
I1 =
1
2pi~2
∫
d2r⊥K0(a|~r⊥|/~) 1
2pi~2
∫
d2r′⊥K0(a|~r ′⊥|/~)
1
2pi∆r2⊥
∫
d2r′′⊥ e
− |~r
′′
⊥|
2
2∆r2⊥∫
d2q′⊥
(2pi~)2
∫
d2q⊥
(2pi~)2
e−
i
~ (~q
′
⊥−~q⊥)·(~r0,⊥+~r ′′⊥)e−
i
~~q
′
⊥·~r ′⊥e−
i
~~q⊥·~r⊥
zk
′l′µk′
(
q′⊥,l′ −
1
2
δp′z
p′z
(q′⊥,l′ + q⊥,l′)
)
zklµk
(
q⊥,l − 1
2
δp′z
p′z
(q′⊥,l + q⊥,l)
)
= − 1
(2pi~)2
∫
d2r⊥K0(a|~r⊥|/~)
∫
d2r′⊥K0(a|~r ′⊥|/~)
1
2pi∆r2⊥
∫
d2r′′⊥ e
− |~r
′′
⊥|
2
2∆r2⊥
zk
′l′µk′
(
∇r′⊥l′ −
1
2
δp′z
p′z
(∇r′⊥l′ +∇r⊥l′ )
)
zklµk
(
∇r⊥l −
1
2
δp′z
p′z
(∇r′⊥l +∇r⊥l )
)
∫
d2q′⊥
(2pi~)2
∫
d2q⊥
(2pi~)2
e−
i
~ (~q
′
⊥−~q⊥)·(~r0,⊥+~r ′′⊥)e−
i
~~q
′
⊥·~r ′⊥e−
i
~~q⊥·~r⊥ . (54)
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With partial integration, we find
I1 = − 1
(2pi~)2
1
2pi∆r2⊥
∫
d2r′′⊥ e
− |~r
′′
⊥|
2
2∆r2⊥
∫
d2r⊥
∫
d2r′⊥ δ
(2)(~r ′⊥ + ~r0,⊥ + ~r
′′
⊥)δ
(2)(~r⊥ − (~r0,⊥ + ~r ′′⊥))
zk
′l′µk′
(
∇r′⊥l′ −
1
2
δp′z
p′z
(∇r′⊥l′ +∇r⊥l′ )
)
zklµk
(
∇r⊥l −
1
2
δp′z
p′z
(∇r′⊥l +∇r⊥l )
)
K0
(
a|~r⊥|
~
)
K0
(
a|~r ′⊥|
~
)
=
1
(2pi~)2
1
2pi∆r2⊥
∫
d2r′′⊥ e
− |~r
′′
⊥|
2
2∆r2⊥
∫
d2r⊥
∫
d2r′⊥δ
(2)(~r ′⊥ + ~r0,⊥ + ~r
′′
⊥)δ
(2)(~r⊥ − (~r0,⊥ + ~r ′′⊥))
zk
′l′µk′
(
∇r′⊥l′ −
1
2
δp′z
p′z
(∇r′⊥l′ +∇r⊥l′ )
)
a
~
zklµk
((
1− 1
2
δp′z
p′z
)
r⊥,l
|~r⊥|K1
(
a|~r⊥|
~
)
K0
(
a|~r ′⊥|
~
)
− 1
2
δp′z
p′z
r′⊥,l
|~r ′⊥|
K0
(
a|~r⊥|
~
)
K1
(
a|~r ′⊥|
~
))
(55)
= − 1
(2pi~)2
1
2pi∆r2⊥
∫
d2r′′⊥ e
− |~r
′′
⊥|
2
2∆r2⊥
∫
d2r⊥
∫
d2r′⊥δ
(2)(~r ′⊥ + ~r0,⊥ + ~r
′′
⊥)δ
(2)(~r⊥ − (~r0,⊥ + ~r ′′⊥))
a2
~2
zk
′l′µk′
zklµk
(((
1− 1
2
δp′z
p′z
)2
r⊥,l
|~r⊥|
r′⊥,l′
|~r ′⊥|
+
1
4
(
δp′z
p′z
)2 r′⊥,l
|~r ′⊥|
r⊥,l′
|~r⊥|
)
K1
(
a|~r⊥|
~
)
K1
(
a|~r ′⊥|
~
)
−1
2
δp′z
p′z
(
1− 1
2
δp′z
p′z
)
r⊥,lr⊥,l′
|~r⊥|2
(
K0
(
a|~r⊥|
~
)
+
2~
a|~r⊥|K1
(
a|~r⊥|
~
))
K0
(
a|~r ′⊥|
~
)
−1
2
δp′z
p′z
(
1− 1
2
δp′z
p′z
)
r′⊥,lr
′
⊥,l′
|~r ′⊥|2
K0
(
a|~r⊥|
~
)(
K0
(
a|~r ′⊥|
~
)
+
2~
a|~r ′⊥|
K1
(
a|~r ′⊥|
~
))
+
1
2
δp′z
p′z
(
1− 1
2
δp′z
p′z
)
δl,l′
(
~
a|~r⊥|K1
(
a|~r⊥|
~
)
K0
(
a|~r ′⊥|
~
)
+
~
a|~r ′⊥|
K0
(
a|~r⊥|
~
)
K1
(
a|~r ′⊥|
~
)))
.
Taking into account that a(p′z)∆r⊥/~  1 for all momenta p′z in a range ∆pz around the peak value pz,0 and
that |r0,⊥|/∆r⊥  1 for all considerations in this article, we approximate the integration over ~r ′′⊥ by evaluating the
integrand at ~r ′′⊥ = 0 and we find
I1 ≈ a
2
(2pi~2)2
zk
′l′µk′
zklµk
(
r0,⊥,lr0,⊥,l′
|~r0,⊥|2
((
1− 1
2
δp′z
p′z
)2
+
1
4
(
δp′z
p′z
)2)
K1
(
a|~r0,⊥|
~
)2
+
δp′z
p′z
(
1− 1
2
δp′z
p′z
)
r0,⊥,lr0,⊥,l′
|~r0,⊥|2 K0
(
a|~r0,⊥|
~
)(
K0
(
a|~r0,⊥|
~
)
+
2~
a|~r0,⊥|K1
(
a|~r0,⊥|
~
))
(56)
−δp
′
z
p′z
(
1− 1
2
δp′z
p′z
)
δl,l′
~
a|~r0,⊥|K0
(
a|~r0,⊥|
~
)
K1
(
a|~r0,⊥|
~
))
.
Taking also into account that a(p′z)|~r0,⊥|/~  1 for all momenta p′z in a range ∆pz around the peak value pz,0, and
p′z  δp′z, we obtain
I1 ≈ 1
(2pi~)2
zk
′l′µk′
zklµk
r0,⊥,lr0,⊥,l′
|~r0,⊥|4 =
(
1
2pi~
zklµk
r0,⊥,l
|~r0,⊥|2
)2
. (57)
We find for the transition probability
Pe→g =
∫
d3p′
(2pi~)3
φ¯∗(~p ′)φ¯(~p ′)
=
(
eµ0
2pi~
zklµk
r0,⊥,l
|~r0,⊥|2
)2 ∫
dp′z
2pi~
φ∗in,z (p
′
z − δp′z)φin,z (p ′z − δp′z)
=
(
eµ0
2pi~
zklµk
r0,⊥,l
|~r0,⊥|2
)2
, (58)
where we used the normalization of φin,z.
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This result can be compared with the transition probability for a single classical point-like electron passing the
quantum system. We start from the interaction Hamiltonian Hint = −µˆ · ~B to obtain the out-state to first order
|out〉qs ≈
(
I+
i
~
∫ ∞
−∞
dt µˆ · ~B
)
|e〉 . (59)
For the transition probability, we find
Pe→g =
1
~2
∣∣∣∣〈g|∫ ∞−∞ dt µˆ · ~B|e〉
∣∣∣∣2 = 1~2
∣∣∣∣∫ ∞−∞ dt ~µ · ~B
∣∣∣∣2 . (60)
The magnetic field of the electron moving parallel to the z-axis is
~Bj(0, t) =
µ0eγ ~v × ~r0,⊥
4pi(|~r0,⊥|2 + γ2v2(t− tj)2)3/2 (61)
where ~r0,⊥ = (x0, y0, 0) and ~v = (0, 0, v). Then,∫ ∞
−∞
dt ~µ · ~B = µ0e
4pi
zjk µk r0,⊥,j
∫ ∞
−∞
d(γvt)
1
(|~r0,⊥|2 + (γvt)2)3/2 =
µ0e
2pi
zjk µk
r0,⊥,j
|~r0,⊥|2 , (62)
and
Pe→g =
(
eµ0
2pi~
zklµk
r0,⊥,l
|~r0,⊥|2
)2
, (63)
which coincides with the above approximate result of QED.
The normalized overlap
We combine the transition probability with the overlap integral and find
el〈in|out〉el ≈ i
∫
dpz
2pi~
φ∗in,z(pz)φin,z (pz − δpz) . (64)
We consider a Gaussian wave packet
φin,z(pz) =
(
(2pi)1/2~
∆pz
)1/2
e
− (pz−pz,0)
2
4∆p2z . (65)
In this case, ∫
dpz
2pi~
φ∗in,z(pz)φin,z (pz − δpz) =
∫
dpz√
2pi∆pz
e
− (pz−pz,0)
2+(pz−δpz−pz,0)2
4∆p2z
= e
− (δpz)2
8∆p2z
∫
dpz√
2pi∆pz
e
− (pz−pz,0−δpz/2)
2
2∆p2z (66)
≈ e−
(δpz)
2
8∆p2z .
Therefore, for the overlap of the in-state and the out-state of the electron, we find
el〈in|out〉el ≈ ie−
(δpz)
2
8∆p2z = ie−
∆z2(δpz)
2
2~2 . (67)
We obtain the condition δpz  ~/∆z for the overlap in equation (2) to be close to one. Note that a small size of the
electron wave packet is beneficial here. For angular frequencies of the order of 1 GHz and below, and velocities on the
order of 108 m/s, the condition is fulfilled for ∆z  v/(2ω0) = λ0/(4pi) ∼ 10−3 m. The size of electron wave packets
is defined by the lifetime of electron states in the source which is limited due to phonon-electron and electron-electron
scattering [16, 17]. According to the literature on electron microscopy and electron interferometry [7, 18], the size of
single electron wave packets is of the order of the coherence length ∼ 100 nm. Thus, we conclude that the electron
in-state and out-state are nearly indistinguishable and our Condition 1 is fulfilled.
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The transversal width of the electron wave packets is bound from above by the focal width ∆r⊥ < w/2 of the
beam. In this article, we consider distances to the beamline of d = 5w. Therefore, we obtain that the condition
|~r0,⊥|/∆r⊥  1 is indeed fulfilled for almost all of the electrons in the beam. The second condition we used above
was a|~r0,⊥|/~  1. The third condition a∆r⊥/~  1 is then automatically fulfilled. Using the definition of a, we
obtain |~r0,⊥|  γv/ω0 = γλ0/(2pi), where λ0 is the modulation wave length. This condition is always fulfilled in the
context of this article.
2. ELECTRON BEAM OF A KLYSTRON
In the following, we will give some details on the current-modulated electron beam in a klystron based on the article
[22] by Webster. The electron beam modulation of a klystron is achieved by modulating the kinetic energy, or,
effectively, the velocity of electrons in the buncher. This can be done, for example, with a microwave field in a
resonator (the buncher cavity) that leads to an electric field in the beam propagation direction [68]. Under the
assumption of monochromatic oscillations of the kinetic energy modulation in the buncher and approximating the
buncher as infinitesimally short, for the velocity of an electron passing the buncher at time t1, we can approximate
v = v0 + v1 sin(ω0t1). (68)
When the amplitude of the kinetic energy modulation δEkin is small in comparison to the average kinetic energy, we
have v1 ≈ δEkin/(γ3mev0). The arrival time of the electron at the target (e.g. an atom) is
t2 = t1 +
l
v0 + v1 sin(ω0t1)
≈ t1 + l
v0
− lv1
v20
sin(ω0t1) . (69)
where l is the distance to the buncher. Charge conservation can be written as I(t1, z1)dt1 = I(t2, z2)dt2 and leads to
I2 =
I1
1− rb cos(ω0t1) =
I0
1− rb cos(ω0t1) (70)
where I0 is the un-modulated stationary current and
rb = lω0v1/v
2
0 (71)
is the bunching parameter. Writing the distance to the buncher as a coordinate l = z − z0, where z0 is the position
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FIG. 4. Left plot: Fourier coefficients of the modulated current for frequencies nω0 as a function of the bunching parameter
rb. Right plot: Time dependent current for different bunching parameters.
of the buncher, we obtain
I(z, t) =
I0
1− rb(z) cos θ(z, t) (72)
where θ(t) is the solution of the equation
θ(z, t)− rb(z) sin θ(z, t) = ω0
(
t− (z − z0)
v0
)
. (73)
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It has been shown that the current in equation (72) can be expressed as a Fourier series with the coefficients [22]
I(z, t) = I0
[
1 +
∞∑
n=1
2Jn(n rb(z)) cos
(
nω0
(
t− (z − z0)
v0
))]
, (74)
where Jn are the Bessel functions of the first kind. The Fourier coefficients as a function of the bunching parameter
are plotted in Fig.4.
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FIG. 5. Spatial change of the electron beam modulation for v1/v2 = 1/40 at t = 0 plotted as a function of the distance from
the buncher cavity in units of the modulation wavelength λ0 = 2piv0/ω0. The spatial range plotted corresponds to the interval
rb = 0 to rb = 0.5.
The effect of the electron velocity distribution
The finite width of the electron velocity distribution affects the beam modulation because the bunching of the
beam depends on the initial velocity. We consider a kinetic energy distribution with a width ∆Ekin of about
1 eV. Approximately, we have ∆Ekin = γ
3mv0∆v0. This leads to a distribution in the bunching parameter
∆rb = 2lω0v1∆Ekin/(γ
3mv40) and ∆rb/rb = 2∆Ekin/(γ
3mv20). This ratio decreases for increasing kinetic energies.
For Ekin = 18 keV, we have v0/c ∼ 1/4 and we can find ∆rb/rb = ∆Ekin/Ekin ∼ 10−4. We find a minor correction to
the bunching parameters which implies a minor correction to the amplitudes of the Fourier components corresponding
to the distinct lines in the modulation spectrum. It is also important to note that this effect will not broaden the
spectral linewidth of the modulated near field affecting the quantum system.
3. SINGLE PARTICLE BEAM SIMULATION
To analyze systematic effects due to shot noise, we model the electron beam as a collection of single electrons generated
in a homogeneous Poisson process. Electrons are generated after waiting times that are exponentially distributed [69]
with the mean given by the inverse of the rate σ of electron creation at the cathode. We simulate the beam of a
Klystron by modulating the kinetic energy of the particles and propagating them over a drift distance l to obtain the
current modulation. The modulation of the kinetic energy is sinusoidal: Ekin(t) = Ekin,0 + δEkin sin(ω0t).
We wrote a numerical algorithm using Python that generates a set of electron positions representing the beam. For
an electron moving at ~r⊥ = (x, y) parallel to the z-axis and arriving at z = 0 at time tj , the only non-vanishing
component of the magnetic field strength at the origin becomes (take equation 11.152 from [21] and shift and rotate)
~Bj(0, t) =
µ0eγv
4pi
 y−x
0
 1
(r2⊥ + γ2v2(t− tj)2)3/2
. (75)
where γ = (1 − v2/c2)−1/2 is the Lorentz factor and r⊥ = |~r⊥|. These contributions to the total magnetic field
strength are summed for all electron positions. We simulated the beam over a length of L ∼ 100d centered at z = 0
to limit the numerical effort. This approximation is well justified as electrons in the beam affect the quantum system
significantly only in an interaction region on the length scale of several d/γ centered at z = 0. For larger z, the effect
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FIG. 6. Numerical simulation of the magnetic field strength By due to an electron beam at a distance d = 5w = 250µm to its
center, where w = 50µm is the beam waist radius (left plots), and the corresponding DFT (middle and right plots) for a beam
with 200 nA (upper plots) and 100µA (lower plots). The beam current is modulated with a base frequency of ω = 2pi×254 MHz
by varying the electron velocity (as e.g. in a Klystron). The higher harmonics can be seen in the middle plot. The bunching
parameter rb is approximately 0.5 (l = 1m and δEkin/Ekin = 1/20), which implies that the Fourier component corresponding
to the modulation at base frequency has an amplitude of 50% of the average current.
on the quantum system decays as |z|−3. The electrons have an initial kinetic energy of 18 keV. The initial transversal
position of electrons is modeled as a normal distribution, where the variance σ = w/2 is given by the waist radius
w of the beam. To restrict the beam to a finite radius ∆r⊥,0 and to avoid numerical singularities, the transversal
distribution is generated from a uniform distribution by mapping values of y between 0 and 1 with the function
r⊥(y) = 2−1/2w
√
log((1− y(1− exp(−2∆r2⊥,0/w2))−1) to a radius and generating the azimuthal distribution with
another uniform distribution.
Furthermore, we note that the magnetic field of each electron effectively acts on a length scale |v(t−tj)| ∼ r⊥/γ as can
be seen from equation (75). Therefore, the beam divergence, specified by the divergence angle θ, can be neglected if
the change of beam width is on the length scale of the interaction region θr⊥/γ  w. Later, we will consider d = 5w,
and the above condition is fulfilled for almost all electrons in the beam if θ  γ/5. For a strongly focused Gaussian
electron beam, θ is given by the wave properties of electrons as θ = λdB/(piw), where the de Broglie wavelength
is λdB = 2pi~/(γmev). We obtain a condition for the waist w  10~/(meγ2v). The right hand side decreases
monotonously with increasing v, and, therefore, with increasing kinetic energy. For a velocity c/4 (corresponding to
18 keV), the right hand side becomes approximately 40~/(mec) ∼ 10−11 m, and the condition on w will be always
fulfilled in the context of our proposal. For a wide beam with a given transversal kinetic energy spread of about
∆Ekin or less, we obtain the corresponding transveral velocity spread of ∆v ≈
√
2∆Ekin/me and the divergence angle
θ = ∆v/v. For v = c/4 and ∆Ekin ∼ 1 eV, we find θ ∼ 10−2  1/5 and the above condition is fulfilled. The results
are shown in Fig.6. To generate the data for the plots, the simulation was run for 103 periods of the modulation.
4. THE SINGLE ELECTRON FOURIER TRANSFORM AND THE MAGNETIC FIELD SPECTRUM
The Fourier transform of the magnetic field due to the electron beam can also be calculated directly from the Fourier
transform of a single electron’s magnetic field. The minimal distance (impact parameter) between the electrons and
the origin is r⊥ := (x2 + y2)1/2. At time t and position ~r = 0, the magnetic field caused by an electron moving with
velocity vj and arriving at z = 0 at time tj is
~Byj (~r = 0, t) =
eµ0γjvj
4pi
r⊥
(r2⊥ + γ
2
j v
2
j (tj − t)2)3/2
. (76)
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The temporal Fourier transform of the magnetic field of a single electron is
Ft
[
Byj (~r = 0, t)
]
=
eµ0γjvj
4pi
1√
2pi
∫ ∞
−∞
dt eiωt
r⊥
(r2⊥ + γ
2
j v
2
j (tj − t)2)3/2
=
eµ0
4pi(γjvj)2
1√
2pi
∫ ∞
−∞
dt˜ eiω(t˜+tj)
r⊥
((r2⊥/(γjvj)2 + t˜2)3/2
(77)
=
eµ0ω
4piγjvj
√
2
pi
K1
(
r⊥
ω
γjvj
)
eiωtj .
We note that the Fourier transform of the single electron decays exponentially for r⊥ω/(γjvj) 1 due to the properties
of the Bessel function. For angular frequencies ω such that r⊥ω/γjvj  1, we can approximate K1(x) as 1/x and find
Ft
[
Byj (~r = 0, t)
] ≈ eµ0
2pi r⊥
1√
2pi
eiωtj . (78)
This means that the magnetic field of a single electron appears like a delta-peak when seen on time scales much larger
than r⊥/(γjvj). In particular, we can conclude that the magnetic field is directly proportional to the current for these
time scales.
The single electron Fourier transform can be used to obtain the discrete Fourier transform of the total magnetic field
directly from our numerical model above. A plot is given in Fig.7.
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FIG. 7. Spectrum (temporal Fourier transform) of the magnetic field strength By due to a current modulated electron beam
with 20 fA current and uniformly distributed electron positions in the longitudinal direction (z-direction) for 109 periods of the
base fequency 254 MHz (corresponding to a total number of electrons ∼ 500 000). The average distance from the beamline is
5w, where w = 1 nm is the beam waist. The electrons have a kinetic energy of 18 keV.
To derive the expectation value of the Fourier transform of the magnetic field due to the total beam, we use the
probability for an electron to pass the z = 0 plane at t = tj , given as P(t). We assume that the beam has a duration
T and that P(t) is normalized on the interval [−T/2, T/2] and vanishes outside of it. Furthermore, we assume that
the probability has a Fourier spectrum with distinct lines evenly spaced by ω0. We restrict our considerations to a
one-dimensional model for the beam and set r⊥ = d. We write the Fourier decomposition as
P(t) = 1
T
(
a0 +
∞∑
n=−∞
ane
inω0t
)
Θ[− 12 , 12 ](t) , (79)
where Θ[− 12 , 12 ] is the characteristic function for the interval [−
1
2 ,
1
2 ] which takes the value one in the interval and
vanishes outside of it. In particular, P(t) is periodic with a base frequency of ω0. Using the Poissonian distribution
of the electron number in the interval pN = N¯
Ne−N¯/N ! where N¯ = E[N ] is the expected value [70], we find
E [Ft [By(~r = 0, t)]] = eµ0
2pi
1√
2pi
e−N¯
∞∑
N=1
N¯N
N !
∫ N∏
j=1
(dtj P(tj))
∑
k
ω
γkvk
K1
(
d
ω
γkvk
)
eiωtk , (80)
where the integrals are taken over the whole sum at the end of the equation. For small bunching parameters rb < 1,
electrons do not overtake each other and there is a one to one correspondence of the arrival time of an electron and
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its velocity, which implies vk = v(tk) and γk = γ(tk). The temporally periodic modulation of the electron velocity
means that v(tk) and γ(tk) must be periodic as well. The period is given by the base frequency ω0. We find
E [Ft [By(~r = 0, t)]] = eµ0
2pi
1√
2pi
e−N¯
∞∑
N=1
N¯N
(N − 1)!
∫ T/2
−T/2
dtP(t) ω
γ(t)v(t)
K1
(
d
ω
γ(t)v(t)
)
eiωt
=
eµ0
2pi
N¯√
2pi
∫ T/2
−T/2
dtP(t) ω
γ(t)v(t)
K1
(
d
ω
γ(t)v(t)
)
eiωt . (81)
Due to the Bessel function K1 decaying exponentially for arguments larger than one and γ(t) and v(t) only varying
slightly in time, the spectrum of the beam will not contain frequencies much larger than γ0v0/d, where v0 and γ0
are the average quantities. The integral in equation (81) is the Fourier transform of a 2pi/ω0-periodic function which
implies that E [Ft [By(~r = 0, t)]] consists of distinct Fourier-limited spikes at multiples of ω0. More precisely, there
exist coefficients bn such that
E [Ft [By(~r = 0, t)]] = I0µ0
(2pi)2
(
b0
sin(ωT/2)
ω
+
∞∑
n=−∞
bn
sin ((ω + nω0)T/2)
ω + nω0
)
, (82)
where I0 = eN¯/T is the average current. For T →∞, we have
E [Ft [By(~r = 0, t)]] T→∞−−−−→ I0µ0
2pi
(
b0 δ(ω) +
∞∑
n=−∞
bn δ(ω + nω0)
)
. (83)
The coefficients can in principle be directly calculated from equation (80). If dω/(γ0v0) 1, we can approximate the
Bessel function and find
E [Ft [By(~r = 0, t)]] = µ0
2pid
N¯√
2pi
∫ T/2
−T/2
dtP(t)eiωt
=
µ0I0
2pid
1√
2pi
∫ T/2
−T/2
dt
(
a0 +
∞∑
n=−∞
ane
inω0t
)
eiωt
=
µ0I0
2pid
1√
2pi
(
a0
sin(ωT/2)
ω
+
∞∑
n=−∞
an
sin ((ω + nω0)T/2)
ω + nω0
)
, (84)
which is proportional to the spectrum of the probability function P(t) that is given by the beam bunching. The
average magnetic field becomes
E [By(~r = 0, t)] = F−1t [E [Ft [By(~r = 0, t)]]]
=
µ0I0
2pid
∫ T/2
−T/2
dt′
(
a0 +
∞∑
n=−∞
ane
inω0t
′
)
δ(t− t′)
=
µ0I0
2pid
(
a0 +
∞∑
n=−∞
ane
inω0t
)
Θ[−T/2,T/2]
=
µ0I(t)
2pid
, (85)
where I(t) = I0TP(t), which is the magnetic field of a slowly modulated one-dimensional current.
5. AUTO-COVARIANCE AND NOISE
In this section, we derive the covariance matrix of the magnetic field of a one-dimensional modulated beam
Cov(By(t), By(t
′)) = E[By(t)B∗y(t
′)]− E[By(t)]E[B∗y(t′)]
=
1
2pi
∫
dω
∫
dω′e−iωteiω
′t′ (E[Ft[By](ω)F∗[By](ω′)]− E[Ft[By](ω)]E[F∗[By](ω′)])
=:
1
2pi
∫
dω
∫
dω′e−iωteiω
′t′Cov(Ft[By](ω),Ft[By](ω′)) , (86)
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which contains all of the information about the noise spectrum of the Gaussian random process By. Again, we consider
a beam of N electrons with arrival times at the z = 0 plane that are randomly distributed over an interval T with
the probability distribution P(t). We find
E[Ft[By](ω)F∗[By](ω′)] =
(eµ0
2pi
)2
e−N¯
[ ∞∑
N=2
N¯N
N !
∫ N∏
j=1
(dtj P(tj))×
×
∑
k 6=k′
ei(ωtk−ω
′tk′) ω
γkvk
ω′
γk′vk′
1
2pi
K1
(
d
ω
γkvk
)
K1
(
d
ω′
γk′vk′
)
+
∞∑
N=1
N¯N
N !
∫ N∏
j=1
(dtj P(tj))
∑
k
ei(ω−ω
′)tk ωω
′
2pi(γkvk)2
K1
(
d
ω
γkvk
)
K1
(
d
ω′
γkvk
)]
. (87)
Again for bunching parameters rb < 1, we can write
E[Ft[By](ω)F∗[By](ω′)] =
(eµ0
2pi
)2 [
N¯2
∫ T/2
−T/2
dtP(t)
∫ T/2
−T/2
dt′ P(t′)×
ei(ωt−ω
′t′) ω
γ(t)v(t)
ω′
γ(t′)v(t′)
1
2pi
K1
(
d
ω
γv
)
K1
(
d
ω′
γ′v′
)
+N¯
∫ T/2
−T/2
dtP(t)ei(ω−ω′)t ωω
′
2pi(γ(t)v(t))2
K1
(
d
ω
γ(t)v(t)
)
K1
(
d
ω′
γ(t)v(t)
)]
. (88)
Subtracting the square of the expectation value of the spectrum, we obtain
Cov(Ft[By](ω),Ft[By](ω′)) =(eµ0
2pi
)2
N¯
∫ T/2
−T/2
dtP(t)ei(ω−ω′)t ωω
′
2pi(γ(t)v(t))2
K1
(
d
ω
γ(t)v(t)
)
K1
(
d
ω′
γ(t)v(t)
)
. (89)
This implies that the variance of the spectrum (for T  1/ω0) is
VarBy (ω) = Cov(By(ω), By(ω)) =
(eµ0
2pi
)2
N¯
∫ T/2
−T/2
dtP(t) ω
2
2pi(γ(t)v(t))2
(
K1
(
d
ω
γ(t)v(t)
))2
. (90)
In particular,
SByBy (ω) =
1
T
(
E [Ft [By] (ω)]2 + VarBy (ω)
)
(91)
is the power spectral density. Our result shows that the average spectrum is not changed by the fluctuation, but
that there is just a noise floor that is homogeneous for frequencies ω  γv/d and falls off quickly for ω  γv/d. For
ω  γv/d, we find
VarBy (ω) =
( eµ0
2pid
)2 N¯
2pi
. (92)
Furthermore, from equation (89) we obtain
Cov(Ft[By](ω),Ft[By](ω′)) =
( eµ0
2pid
)2 N¯
2pi
∫ T/2
−T/2
dtP(t)ei(ω−ω′)t . (93)
We can calculate the temporal auto covariance with the two point Fourier transform of (89), with which we find
Cov(By(t), By(t
′)) =
( eµ0
2pid
)2 I(t)
e
δ(t− t′)Θ[− 12 , 12 ]
(
t
T
)
. (94)
We find that we are dealing with delta correlated noise. Introducing a frequency cut-off such that δ(t− t′)→ ∆f , we
find
Var(By(t)) =
( µ0
2pid
)2
eI(t)∆f . (95)
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This implies Var(By(t))/E[By(t)]
2
= e∆f/I(t) which is the signature of shot-noise. Equating 1/∆f with the time
scale of the interaction of electron and quantum system d/γv, we find that the signal to noise ratio VarBy (t)/E[By(t)]
2
is small if
γve
I(t)d
 1 . (96)
The condition in equation (96) must be fulfilled to obtain a continuous driving signal with small noise. The factor
d/γv can be identified as the inverse auto-correlation time τc as it is the inverse of the frequency scale on which the
auto-covariance in equation (89) decays. Thus, the condition in equation (96) simplifies to Iminτc/e 1, where Imin
is the minimal value of the modulated current. This implies that a continuous signal with small noise is ensured if
there are many electrons passing the quantum system per auto-correlation time. Assuming a kinetic energy of 18 keV
and a minimal current of Imin = 20µA, we obtain a required distance of the quantum system to the center of the
beamline of d 600 nm. Note that this condition is not a general limit of the mechanism we propose but only of the
applicability of the approximation of a continuous driving signal with small noise. If the condition is not fulfilled, then
a different model must to be chosen. In the case of quantum systems being driven by the magnetic field of single well
separated electrons, we simulate the time evolution of the state of the quantum system for each electron separately;
details can be found below in Sec.12.
6. THE AVERAGED MAGNETIC FIELD SEEN BY THE QUANTUM SYSTEM
In the following section, we assume that the distance of the quantum system to the center of the beam d is much
smaller than the wavelength of the beam modulation λ0 = 2piv/ω0 and that the waist w of the beam is much smaller
than d. Based on the magnetic field due to a single electron in equation (75), the magnetic field induced by an
infinitesimal segment of a one-dimensional beam can be written as
d ~Bj(0, t) =
µ0γI(z, t)dz
′
4pi
 y−x
0
 1
(r2⊥ + γ2z2)3/2
. (97)
Then, for the whole beam, we write
~Bj(0, t) =
∫
d ~Bj(0, t) =
∫ ∞
−∞
dz
µ0I(z, t)
4piγ2
 y−x
0
 1
(r2⊥/γ2 + z2)3/2
. (98)
The integrand is localized to a region of length r⊥/γ. If I(z, t) does not change significantly on this length scale, we
can approximate
~Bj(0, t)→
∫ ∞
−∞
dz
µ0I(z, t)
4piγ2
 y−x
0
 2γ2
r2⊥
δ(z) =
µ0I(0, t)
2pir2⊥
 y−x
0
 . (99)
For the current of the specific case of the Klystron beam, we have the Fourier decomposition
I(z, t) = I0
[
1 +
∞∑
n=1
2Jn(n rb(z)) cos
(
nω0
(
t− (z − z0)
v0
))]
, (100)
Restricting our considerations to the Fourier component at the base frequency ω0, from the condition that I(z, t) does
not change significantly on the length scale r⊥/γ, we obtain the conditions r⊥  γλ0 = 2piγv0/ω0 and
r⊥/γ  J1(rb(z))
dJ1(rb(z))/dz
=
J1(rb(z))
J ′1(rb(z))drb(z)/dz
. (101)
For the bunching parameter rb(z) ≤ 1, we have J1(rb)/J ′1(rb) ∼ rb and the second condition becomes r⊥  γl.
Therefore, we consider a non-divergent beam with a Gaussian profile je(~r, t) = zˆ2I(t) exp(−2|~r⊥ − ~r⊥,0|2/w2)/(piw2).
je(~r) is normalized such that I(t) is the average current obtained by integrating the charge density over the x-y plane,
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FIG. 8. The time-averaged magnetic field strength due to an electron beam with an averaged current of 20 µA as a function
of the distance x in units of the waist w from the beam’s center (y = 0) for a Gaussian (blue) and an infinitely thin (orange)
electron beam.
and ~r⊥,0 is the position of the beam’s center, i.e. |~r⊥,0| = d. The parameter w is the waist radius of the beam such
that the beam has a 1/e2-diameter of 2w. Under the conditions above, we obtain
E[ ~B(t)] =
µ0I(t)
pi2w2
∫
d2r⊥
 y−x
0
 e− 2|~r⊥−~r⊥,0|2w2
r2⊥
. (102)
Equation (102) gives the general result for distances to the beam d λ. If additionally d > 2w holds, one can easily
verify that the magnetic field strength of a Gaussian beam can be well approximated by that of an infinitely thin
beam. A plot demonstrating this is shown in Fig.8.
7. THE OPTICAL BLOCH EQUATIONS
To derive the description of the quantum system, we start from the interaction Hamiltonian in the Coulomb gauge
Hˆint = −~µ · ~B , (103)
where ~B(t) = (Bx(t), By(t), Bz(t)) and ~µ = ~µL + ~µS + ~µI , where ~µL = −µBgL~L/~, ~µS = −µBgS ~S/~ and ~µI =
µNgI~I/~. µB = e~/(2me) is the Bohr magneton, gL = 1 −me/mn ≈ 1 is the orbital gyromagnetic ratio, gS ≈ 2 is
the spin gyromagnetic ratio, µN = e~/(2mp) is the nuclear magneton and gI is the total nuclear gyromagnetic ratio.
The quantum system is considered as a two level system with the free Hamiltonian H0 = ~ω0σz/2. For the time
evolution of the density matrix ρ, we consider the Lindblad equation
∂tρ =
1
i~
[Hˆ0 + Hˆint, ρ] + Γ
(
LˆρLˆ† − 1
2
Lˆ†Lˆρ− 1
2
ρLˆ†Lˆ
)
, (104)
with the Lindblad operator Lˆ = |g〉〈e| representing the spontaneous emission into the radiation field corresponding
to the natural linewidth of the transition. We obtaini~ ddt −

~ω0 − i~Γ2 0 −T ∗ge T ∗ge
0 −~ω0 − i~Γ2 Tge −Tge−Tge T ∗ge −i~Γ 0
Tge −T ∗ge i~Γ 0



ρeg(t)
ρge(t)
ρee(t)
ρgg(t)
 = 0 , (105)
where Tge = 〈g|Hint|e〉 is the time dependent transition moment from the excited to the ground state. With the
transformation ρ˜eg(t) = ρeg(t)e
iω0t, ρ˜ge(t) = ρge(t)e
−iω0t, ρ˜ee(t) = ρee(t) and ρ˜gg(t) = ρgg(t), we findi~ ddt −

−i~Γ2 0 −T ∗geeiω0t T ∗geeiω0t
0 −i~Γ2 Tgee−iω0t −Tgee−iω0t−Tgee−iω0t T ∗geeiω0t −i~Γ 0
Tgee
−iω0t −T ∗geeiω0t i~Γ 0



ρ˜eg(t)
ρ˜ge(t)
ρ˜ee(t)
ρ˜gg(t)
 = 0 . (106)
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This equation corresponds to the case that the coherence time is given as T2 = 2T1 = 2/Γ which can be seen by
the term Γ/2 appearing in the components of the matrix operator governing the decay of the off-diagonal elements
of the density matrix. The generalization to general T2 becomes (see Sec.4 of [23] and set γa = Γ1, γb = 0 and
γph = Γ2 − Γ1/2 and taking into account that the upper level decays into the lower level leading to equation (4.31))i~ ddt −

−i~Γ2 0 −T ∗geeiω0t T ∗geeiω0t
0 −i~Γ2 Tgee−iω0t −Tgee−iω0t
−Tgee−iω0t T ∗geeiω0t −i~Γ1 0
Tgee
−iω0t −T ∗geeiω0t i~Γ1 0



ρ˜eg(t)
ρ˜ge(t)
ρ˜ee(t)
ρ˜gg(t)
 = 0 , (107)
where Γj = 1/Tj and j ∈ {1, 2}. With Bi(t) = (Bie−iωM t + c.c.)/2, we can consider on-resonance driving such that
ωM = ω0, and use the rotating wave approximation to find ddt −

−Γ2 0 −iΩ/2 iΩ/2
0 −Γ2 iΩ∗/2 −iΩ∗/2
−iΩ∗/2 iΩ/2 −Γ1 0
iΩ∗/2 −iΩ/2 Γ1 0



ρ˜eg(t)
ρ˜ge(t)
ρ˜ee(t)
ρ˜gg(t)
 = 0 , (108)
where we define the complex Rabi frequency as
Ω = −〈e|~µ|g〉 · ~B/~ , (109)
where ~B = (Bx,By,Bz).
The finite spectral linewidth of the electromagnetic near-field created by the electron beam will influence the evolution
of the quantum system. For the interaction of atoms with laser light, this has been investigated in [24–28]. For the
case of a modulated current with small fluctuations relative to the mean (e.g. shot noise, modulation phase noise),
the result can be applied immediately due to the equivalence of the interaction Hamiltonian. With the resonance
condition, the rotating wave approximation leads to the modified optical Bloch equations
0 =
 ddt −

−Γ2 − b 0 −iΩ/2 iΩ/2
0 −Γ2 − b iΩ/2 −iΩ/2
−iΩ/2 iΩ/2 −Γ1 0
iΩ/2 −iΩ/2 Γ1 0



ρ˜1eg
ρ˜−1ge
ρ˜0ee
ρ˜0gg
 (110)
for ρ˜kij(t) := 〈ρ˜ij(t) exp(ikφ(t))〉ph, which are the components of the quantum system’s density matrix averaged over
the phase noise φ(t), representing the finite spectral linewidth. The damping rate b in equation (110) is related to the
Full Width at Half Maximum (FWHM) linewidth δω of the modulation as b = δω/2 as we will show in the following.
FWHM linewidth and coherence length
In [24], the inverse coherence length b is defined via 〈exp(iφ(t)) exp(−iφ(t′))〉 = exp(−b|t− t′|). The magnetic field is
given by its Fourier transform as
B(t) =
∫
dω
2pi
eiωtBˆ(ω) . (111)
Therefore, the cross correlation becomes (E[...] denoting the expected value)
E[B∗(t)B(t+ τ)] =
∫ ∞
−∞
dtB∗(t)B(t+ τ) (112)
=
∫ ∞
−∞
dt
∫
dω
2pi
e−iωtBˆ(ω)∗
∫
dω′
2pi
eiω
′(t+τ)Bˆ(ω′) (113)
=
∫
dω
2pi
eiωτ |Bˆ(ω)|2 . (114)
If a Lorentzian line shape is given, and
|Bˆ(ω)|2 ∝ (δω/2)
2
(ω0 − ω)2 + (δω/2)2 , (115)
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where δω is the FHWM linewidth in rad/s, we find
E[B∗(t)B(t+ τ)] ∝ e− δω2 τeiω0τ . (116)
This implies that the inverse coherence length is b = δω/2.
8. TRANSITION MATRIX ELEMENTS FOR 41K
For Potassium-41, we have gS ≈ 2 and gI ≈ −0.000078. Therefore, we will only consider the coupling of the external
magnetic field to the electron spin in the following section. For a hyperfine transition, we can simplify Tge as
Tge = µBgS〈e|~S|g〉 · ~B/~ . (117)
For the case that the magnetic field has only one non-zero component, e.g. the By-component, we can write
Tge = µBgS〈e|Sy|g〉By/~ . (118)
Using the y-direction as the quantization direction and taking into account that, for the F = 2 hyperfine state and
mF = 0 Zeeman sub-level,
|F = 2,mF = 0〉 =
√
1
2
∣∣∣∣32 , 12
〉 ∣∣∣∣12 ,−12
〉
+
√
1
2
∣∣∣∣32 ,−12
〉 ∣∣∣∣12 , 12
〉
(119)
and for the F = 1 and mF = 0,
|F = 1,mF = 0〉 =
√
1
2
∣∣∣∣32 , 12
〉 ∣∣∣∣12 ,−12
〉
−
√
1
2
∣∣∣∣32 ,−12
〉 ∣∣∣∣12 , 12
〉
, (120)
we obtain
Tge =
µBBy
~
〈F = 2,mF = 0|gLLy + gSSy|F = 1,mF = 0〉
=
µBgSBy
~
〈F = 2,mF = 0|Sy
(√
1
2
∣∣∣∣32 , 12
〉 ∣∣∣∣12 ,−12
〉
−
√
1
2
∣∣∣∣32 ,−12
〉 ∣∣∣∣12 , 12
〉)
= −µBgSBy
2
. (121)
and T˜ge/~ = −e−iω0tgSµBBy/(2~) ≈ −e−iω0teBy/(2me), where e is the unit charge and me is the electron mass. For
the Rabi frequency, we thus find
Ω ≈ gSµBBy
2~
≈ eBy
2me
. (122)
9. TRANSITION MATRIX ELEMENTS FOR NV CENTERS
The transition between the 3A2 ground state magnetic sublevels ms = 0 and ms = ±1 is a mutual polarization of two
half-filled molecular orbitals. However, the spin triplet ms = 0 and ms = ±1 can be described as an effective single
spin 1 system with the coupling to an external magnetic field [38, 71]
Hint = gSµB ~S · ~B/~ . (123)
We consider the x-direction as the quantization direction. The spin operator ~S = (Sx, Sy, Sz) acts on the fine-structure
sub-levels such that Sx|ms〉 = ~ms|ms〉 and for S± = Sy ± iSz, we have
S±|ms〉 = ~
√
2−ms(ms ± 1)|ms ± 1〉 . (124)
We consider the magnetic field oriented in the y-direction. Then,
Tge =
gSµBBy
2~
〈±1|(S+ + S−)|0〉 = gSµBBy√
2
. (125)
and T˜ge = e
−iω0tgSµBBy/
√
2.
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10. THE OPTICAL BLOCH EQUATIONS WITH SHOT NOISE
We start with the optical Bloch equations before the rotating frame transformation and neglecting damping:
d
dt

ρeg(t)
ρge(t)
ρee(t)
ρgg(t)
 = −i

ω0 0 −Tge/~ Tge/~
0 −ω0 Tge/~ −Tge/~
−Tge/~ Tge/~ 0 0
Tge/~ −Tge/~ 0 0


ρeg(t)
ρge(t)
ρee(t)
ρgg(t)
 . (126)
For the sake of simplicity, we assume real transition matrix elements, that is Tge/~ = T ∗ge/~. From equation (121),
we have Tge/~ = −eBy/(2me) for the transition we consider. Furthermore, we consider the situation where d/γv is
much smaller than all time scales under consideration, such that we can approximate the average field as equation
(85) and its covariance as equation (95). We can write equation (126) as
u˙ = (B0 + αB1(t, ξ))u , (127)
where u = (ρeg(t), ρge(t), ρee(t), ρgg(t)) and
B0 = iω0

−1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 , B1 = iTge~αM and M =

0 0 1 −1
0 0 −1 1
1 −1 0 0
−1 1 0 0
 . (128)
α is a parameter estimating the magnitude of fluctuations, which in our case implies
α ∼ Tge(t, ξ)/~− E[Tge(t, ξ)]/~ . (129)
With equation (95) and the frequency scale ∆f ∼ γv/d, this equation implies
α ∼ e
2me
√
maxt (Var(By(t, ξ))) ∼ e
2µ0
4pimed
√
Imax
e
γv
d
. (130)
In the following, we will derive an ordinary linear differential equation for the expectation value of the vector of
components of the density matrix u given in [30]. To this end, we must assume that ατc  1, where τc is the
auto-correlation time of the magnetic field. If this condition is fulfilled, then the ensemble average of u fulfills the
integro-differential equation (see [30])
d
dt
E[u(t)] =
(
K0 + αK1(t) + α
2K2(t)
)
E[u(t)] (131)
where K0 = B0,
K1(t) = E[B1(t, ξ)] = i
E[Tge]
~α
M, (132)
K2(t) =
∫ ∞
0
dt′ 〈〈K1(t)Y(t|t′)K1(t′)〉〉Y(t′|t) (133)
where we consider times much larger than the correlation time τc, and the matrixY(t, t
′) is the time-evolution operator
for the differential equation
d
dt
E[u(t)] = (K0 + αK1(t))E[u(t)]
= (B0 + αE[B1(t, ξ)])E[u(t)] . (134)
〈〈...〉〉 denotes the cumulant, and therefore
〈〈K1(t)Y(t|t′)K1(t′)〉〉 = E[K1(t)Y(t|t′)K1(t′)]− E[K1(t)]Y(t|t′)E[K1(t′)]
= − 1
(~α)2
(E[Tge(t)Tge(t
′)]− E[Tge(t)]E[Tge(t′)])M ·Y(t|t′) ·M
= − 1
(~α)2
Cov (Tge(t), Tge(t
′))M ·Y(t|t′) ·M . (135)
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On the time scale of ω0, the driving Tge can be assumed to be delta-correlated. In particular, for 1/ω0  τc, we
can set Cov (Tge(t), Tge(t
′)) = ~2aI(t)I−10 δ(t − t′) based on equation (94), where a = (e2µ0)2I0/((4pimed)2e). As
Y(t|t′) = I, we obtain
〈〈K1(t)Y(t|t′)K1(t′)〉〉 = −aI(t)
α2I0
δ(t− t′)M ·M , (136)
and
α2K2(t) = −2aI(t)
I0

1 −1 0 0
−1 1 0 0
0 0 1 −1
0 0 −1 1
 . (137)
Finally,
d
dt

ρeg(t)
ρge(t)
ρee(t)
ρgg(t)
 =

−iω0 − 2aI(t)I0
2aI(t)
I0
iE[Tge]/~ −iE[Tge]/~
2aI(t)
I0
iω0 − 2aI(t)I0 −iE[Tge]/~ iE[Tge]/~
iE[Tge]/~ −iE[Tge]/~ − 2aI(t)I0
2aI(t)
I0
−iE[Tge]/~ iE[Tge]/~ 2aI(t)I0 −
2aI(t)
I0


ρeg(t)
ρge(t)
ρee(t)
ρgg(t)
 . (138)
Taking into account that I(t) has a spectrum with distinct lines and a large spacing between spectral lines ω0, the
transformation to the rotating frame, the RWA and averaging the damping lead to
d
dt

ρ˜eg(t)
ρ˜ge(t)
ρ˜ee(t)
ρ˜gg(t)
 =

−2a 0 −iΩ0/2 iΩ0/2
0 −2a iΩ0/2 −iΩ0/2
−iΩ0/2 iΩ0/2 −2a 2a
iΩ0/2 −iΩ0/2 2a −2a


ρ˜eg(t)
ρ˜ge(t)
ρ˜ee(t)
ρ˜gg(t)
 . (139)
where Ω0 = −eµ0Iω0/(4pimed), where Iω0 = 2I0J1(rb(z)) is the Fourier coefficient of the modulation at the base
frequency (see equation 74). This can be reformulated as
d
dt

ρ˜eg(t)− ρ˜ge(t)
ρ˜eg(t) + ρ˜ge(t)
ρ˜ee(t)− ρ˜gg(t)
ρ˜ee(t) + ρ˜gg(t)
 =

−2a 0 −iΩ0 0
0 −2a 0 0
−iΩ0 0 −4a 0
0 0 0 0


ρ˜eg(t)− ρ˜ge(t)
ρ˜eg(t) + ρ˜ge(t)
ρ˜ee(t)− ρ˜gg(t)
ρ˜ee(t) + ρ˜gg(t)
 . (140)
We find that shot noise leads to additional decoherence terms and an additional damping term proportional to a in
the optical Bloch equations. If we want to ignore this damping, then we have to fulfill the condition
4a =
(
e2µ0
4pimed
)2
4I0
e
 Ω0 = eµ0Iω0
4pimed
, (141)
which leads to the general condition
d e
2µ0I0
pimeIω0
=
2λeαFSI0
piIω0
(142)
where λe is the electron’s Compton wave length and αFS is the fine structure constant. Since λeαFS ∼ 10−14 m, the
above condition can always be fulfilled in the context of this article.
For the method we used above to be applicable, we had to assume that ατc  1, where we identified τc ∼ d/(γv).
We obtain
αcτc ∼ λeαFS
2pi
√
Imax
e dγv
, (143)
from which we find the condition for the distance
d
(
λeαFS
2pi
)2
Imax
eγv
. (144)
For a kinetic energy of 18 keV and an average current of I0 = 50µA, we find the right hand side of this condition
to be on the order of 10−21 m. Therefore, this condition can be fulfilled for the situation that we consider. Since a
larger current leads to a reduced noise to signal ratio of the magnetic field, it seems counter-intuitive that the minimal
distance between beam line and quantum system grows with the current. However, the above condition only applies
to the method presented in [30].
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11. EXAMPLE 1: DRIVING GROUND STATE HYPERFINE TRANSITIONS IN ALKALI ATOMS
FIG. 9. The blue curve shows the time-evolution of the inversion ρee − ρgg. The center of the Gaussian electron beam of
waist radius w = 50µm is at a distance of 5w from the atom. We consider an average current I0 = 100µA and bunching
parameter rb = 0.5 corresponding to a resonant current modulation at the base frequency ω0 of amplitude 2I0J1(rb) ∼ 50µA.
The resulting Rabi frequency is Ω ≈ 2pi × 540 Hz. The decay of coherence is due to the assumed FWHM linewidth of the
electron beam modulation of 25 Hz. We calculated (orange line) the ratio of atoms nrem whose state is altered by incoherent
scattering of single electrons assuming a remaining current density of 0.1% of the peak value at the position of the atoms as a
conservative estimate. After 20ms, less than 1% of the atoms undergo an incoherent scattering interaction with the electrons.
We assume that the atom is in the hyperfine ground state F =1, mF =0 and is not spatially moving on the time scale
of the proposed experiment. Fig.9 plots the simulated hyperfine state response while applying an intensity modulated
electron beam with a waist radius of w = 50µm and a current of I = 100µA at a distance of d = 5w = 250µm
(beam center to atom), which is modulated on resonance with the hyperfine frequency and bunching parameter
rb = 0.5. We evaluated the time evolution of the atomic state based on the modified optical Bloch equations (110)
in Mathematica using NDSolve. At a kinetic energy of 18 keV, a frequency of 254 MHz corresponds to λ0 of about
30 cm. Therefore, the condition d  λ0 that we introduced above is fulfilled and we can use equation (102) for the
description of the expected field strength. Several Rabi oscillations of the hyperfine states are clearly visible in the
plot. The source of the decay of coherence is technical noise in the electron beam source which we assumed to lead
to a spectral linewidth of the beam modulation of about 25 Hz. We set b = δω/2 = pi × 25 Hz. Furthermore, for the
transition under consideration, we have Γ1 = 2Γ2  b and we neglect Γ1 and Γ2 in the simulation. Systematic effects
such as transition changes due to inelastic single electron atom interactions, which could also change the electronic
state of the atoms, happen on a much longer time scale (see Fig.9, orange line). The total scattering cross section
(causing ionization, elastic and inelastic scattering) for potassium atoms exposed to an 18 keV electron beam is
σtot ≈ 1.5 · 10−17cm2, extrapolated from [36].
We now estimate the Doppler shift experienced by atoms in a normal cold atom experiment. If the velocity of the
atoms ∆va is small compared to the speed of the electron beam modulation v, the observed frequency shift of a moving
atom compared to a non-moving atom can be approximated by ∆f = ∆vaf0/ve. Potassium atoms at a temperature
of 40 µK move with a most probable velocity of 0.12 m/s and will experience an intensity modulated electron beam
(velocity of the electron v = c/4 ) of frequency 254 MHz in the lab frame with a detuning of around 0.02 Hz, which
is negligible.
12. EXAMPLE 2: NV CENTERS IN NANO DIAMONDS
In the following, we will consider Nitrogen Vacancy (NV) centers in nano-diamonds as an example of the case where
nano-meter distances between an electron beam and a quantum system can be maintained. In this situation, the
magnetic near field consists of distinct spikes due to the well separated electrons. Therefore, using the expected
value for the magnetic field in the optical Bloch equations would not be appropriate and we simulate the effect of
the magnetic field of each electron separately. In particular, we will focus on the transition between the 3A2 ground
state magnetic sublevels ms = 0 and ms = 1, which are split by ω0 = 2.87 GHz [37]. The ms = −1 sub-level is
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well separated from the ms = 1 sublevel by ∼ 4 MHz [38] such that the transition from ms = 0 to ms = 1 can be
individually addressed. We consider the z-direction as the quantization direction, with the magnetic field oriented in
the x-direction. Then, we find for the transition matrix elements T0,1 = gSµBBx/
√
2 (see section 9). This transition
exhibits coherence times T2 from 600µs [39] up to 600 ms ([40] using a dynamical decoupling pulse sequence), which
is the main decay channel for the Rabi oscillations of the NV center. We set T1 = 6 ms, T2 = 3 ms here following
[40]. As the electron beam source, we consider a standard scanning electron microscope generating a beam waist of
w = 1 nm, beam energy of 30 keV, a probe current of 5 nA (corresponding to ∼ 10 electrons per modulation period)
and a bunching parameter rb ≈ 0.5 (l = 11cm and δEkin/Ekin = 1/20) directed next to an NV center at a distance of
d = 5w = 5 nm, for example embedded in a free standing nanostructure [41]. We assume that the beam is modulated
by velocity modulation and bunching with a spectral modulation linewidth of 10−7ω0/(2pi) ∼ 300 Hz. The result of
a simulation of the expected level response is given in Fig.10. To reduce unwanted systematic effects due to electron
scattering on the diamond structure [42] we need to ensure that the electron beam intensity at the position of the
NV center is reduced by a factor of 10−7 compared to its maximum. At this intensity, which is easily fulfilled for a
Gaussian beam at 5w, on average less than one electron scatters within a radius of 1 nm next to the NV center every
inverse Rabi frequency.
To produce the data for Fig.10, an array of the full number of electrons is generated. We modulate the kinetic energy of
the particles and calculate the propagation over the drift distance l to obtain the current modulation. The modulation
of kinetic energy is sinusoidal Ekin(t) = Ekin,0+∆Ekin sin(ω0t+φ(ξ, t)), where φ(ξ, t) is a random process incorporating
the finite linewidth of the driving. In particular, dφ(ξ, t)/dt = F (ξ, t), where E[F (ξ, t), F (ξ, t′)] = 2bδ(t − t′) which
implies that for each temporal interval [a, b], we have
Var(φ(ξ, a)− φ(ξ, b)) = 2b|a− b| . (145)
Based on this variance and a vanishing average, the phase noise was implemented as a random Gaussian process.
Then, the optical Bloch equations in the rotating frame were solved consecutively for each interaction of an electron
with NV-center over a short interaction period on the order of d/(γv) using the Python ODE solver solve ivp. Since
the beam is very dilute (only about 10 electrons per modulation period, i.e. the average distance between two electrons
in the beam divided by d is on the order of 105), the interaction regions of two electrons will rarely overlap and the
approximation of consecutive interactions is justified. Finally, the result of several runs were averaged to obtain an
average over different realizations of phase noise.
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FIG. 10. Time-evolution of the inversion for the transition ms = 0 → ms = 1 in the 3A2-state of an NV center at distance
d = 5 nm from a beam of waist 1 nm, current 5 nA and bunching parameter rb ≈ 0.5 (l = 11cm and δEkin/Ekin = 1/20). We
set T1 = 6 ms, T2 = 3 ms and the FWHM linewidth of the electron beam modulation b/pi = 300 Hz.
