The biological data collected from intensive care units contain signal and noise. To extract information that will be useful for predicting or discriminating the cases likely to develop an acute hypotensive episode (AHE), we begin by applying a spline-based smoothing method to the observed mean arterial pressure (MAP) curves. The coefficients of the fitted spline model form a discretization matrix of the continuous MAP curves. A rank-based discriminant analysis and a cross-validation method are developed to find the best prediction subset in the training set. The selected best subsets are used to predict AHE in the test sets. This work is from participation of PhysioNet/Computers in Cardiology Challenge 2009: Predicting Acute Hypotensive Episodes.
INTRODUCTION
An acute hypotensive episode (AHE), which is defined as any period of 30 or more minutes during which at least 90 percent of mean arterial blood pressure measurements are less than 60 mmHg, requires urgent intervention to prevent ischemic complications at the intensive care unit (ICU). False positive alarms, however, waste care resources and drive up costs of medical care. The goal of Computers in Cardiology Challenge 2009 (Moody and Lehman, 2009) was to predict AHEs occurring within a 60-minute window following a day of observation. The Challenge provided three datasets: a training set and test sets A and B. The training set has data collected from 60 patients, of whom 30 patients developed an AHE during the 60-minute forecast window. Test set A has data from 10 patients, and one is supposed to predict the 5 patients who had AHEs from this set. Test set B has data from 40 patents, and one is supposed to predict the 10 to 16 patients who had AHEs from this set. The detailed description of the datasets can be found at http:// www.physionet.org/challenge/2009/. * The views expressed in this manuscript are those of the authors and not necessarily those of the Food and Drug Administration. † Corresponding author.
All datasets include continuous telemetric data for heart rate, systolic and diastolic pressure, and mean arterial blood pressure (MAP), and other clinical information on vital signs, concomitant medications, etc. In this article, only the mean blood pressure data were used to predict AHE. Figure 1 plots four patients' data from the Training Set. The top two plots are mean blood pressure curves for patients who developed an AHE in the forecast window with the starting point T 0 . The bottom two are patients who had no AHE. The data were collected from intensive care units at hospitals; there are significant segments of missing data, for example, in the bottom two curves. In the Training Set, all but one patient has at least 656 minutes of continuous data immediately before the starting point T 0 . The missing data are interruptions in telemetry for unknown reasons. In this paper, no attempt was made to impute missing data. Our aim was to predict episodes with existing data only.
In this paper, we propose a two-stage approach to this challenge. The first step is to approximate the mean arterial blood pressure curve by cubic B-Splines. The resulting coefficients corresponding to the bases are considered to be a discretization of the continuous MAP. The second step is to find the "best subset" of the discretization from the training set that discriminates patients having an AHE. This "best subset" is then used to predict who has an AHE from the two test sets.
CUBIC B-SPLINES AND DISCRETIZATION
Cubic B-Splines (de Boor, 2001 ) with equally spaced knots are used to approximate MAP curves. The selection of B-Splines is more or less arbitrary. It is anticipated similar approximation methods, such as wavelets, could do as well as B-Splines. Figure 2 plots a cubic B-spline basis with three internal knots. With appropriate empirical parameter selection, B-Splines approximate target curves well and can capture local features of the target curve (Jin, 1992) . Technically, the t-axis of original MAP curves is inverted so that t = 0 at T 0 , the starting point of the prediction window.
Let B k (t), k = 1, . . . , K be bases with K knots. Denote ABP M i (t j ), j = 1, . . . , n i to be i th MAP curve.
is used to approximate the MAP curve and α ik is the least square estimate by minimizing
To select the smoothing parameter, a generalized cross validation criterion
where
and 2.5 is a penalty parameter (Stone et al., 1997) . The smoothing parameter K is selected by minimizing
where N is 70 to predict Test Set A by adding Test Set A to the training set, and N is 100 to predict Test Set B. Because of the different lengths of the training datasets, the smoothing parameter selection is done first on the minimal common interval of length of T = 656. The remaining intervals are then assigned equally spaced knots generated from the common interval.
The Training Set, Test Set A and Test Set B are fitted with the selected K, and the result of matrices (α ik ) are denoted as (α) T
60,K , (α)
A 10,K and (α) B 40,K , respectively. These matrices are considered to be a discretization of the MAP curves and will preserve the features of these curves that can be used to carry out discrimination analysis.
RANK-BASED DISCRIMINATION
A simple rank-based discrimination was developed from the Training Set and used to predict Test Set A. We first select those columns in (α) T 60,K that have high discriminating power to distinguish AHE cases. We rank each column separately and then look at the distribution of AHE and non-AHE cases. Those columns with a high concentration of AHE or non-AHE cases at the top or bottom are considered to have high discriminatory power.
Let I = (i 1 , . . . , i 60 ), where i j = −1, for j = 1, . . . , 30 and 1 otherwise; 
Application to Test Set A
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LOGISTIC REGRESSION AND CROSS-VALIDATION
For Test Set B, the ranking approach did not generate a conclusive result. Therefore, a different approach was taken. By assigning 1 to AHE cases and 0 to non-AHE cases, the status could be naturally linked to (α) T 60,K with logistic regression. The problem becomes how to search for columns from (α) T 60,K that could be used to predict the outcome, a classical "best subsets" selection problem. There are many potential algorithms (Burnham and Anderson, 2002) ; here, we used a double cross-validation approach. Only about 650 minutes of data immediately preceding T 0 were used in this prediction since logistic regression has difficulty with missing data. A possible future extension would be to see whether imputing these missing data will improve the prediction.
Leave a row out
First, we will define criteria that could be used to select appropriate columns.
Denote Y = (y 1 , . . . , y 60 ) t and (α) Case 221 222 223 224 225 226 227 228 229 230 231 232 233 234 235 236 237 238 239 240  Prediction  C 
We then define CV F c (α) = mean|Y −Ŷ | and CV F d (α) = number ofŷ i such that |y i −ŷ i | < 0.5. CV F c (α) is a continuous measure for closeness ofŶ to Y , while the discrete measure of CV F d (α) counts how many correct predictions are made if we assign 1 ifŷ i > 0.5 and 0 otherwise.
These two statistics will be used to guide the selection of columns from (α) T 60,K .
Leave a column out
Starting with full columns of (α) T 60,K , we delete less optimized columns repeatedly until no further improvement can be made.
Denote (α)
indicates that removing the corresponding column will produce a better prediction. We start with full columns and delete a column each time with the following strategies: 1) remove the column with the largest CV F d (α −k ); 2) if there are ties, remove the column with the smallest CV F c (α −k ). This procedure removes one column, say k 1 with recorded
The procedure is repeated for each remainder matrix until no further improvement can be made in 
Application to Test Set B
One curve was removed from the training set because of a large missing segment near the beginning time point. Thus, 59 curves were used in the cross-validation process. The initial leave-a-row-out procedure returns the largest CV F d (α 40 ) = 48. Column 40 was first removed. Sequentially, columns 26, 33, and 44 were removed. The procedure returns CV F d (α 22 ) = 58. After removing column 22, the next run did not provide further improvement.
Denote l = (22, 26, 33, 44) . The prediction Y B was then calculated with formula 1 in Section 4.2.
Simply predicting AHE cases by |y B i − 1| < 0.5 overestimated the number of AHE cases, the predicted AHE cases were over the limit specified in the competition instruction. For all y B i ∈ [0.485, 0.515], we used the rank analysis, as discussed in Section 3, to window the number of predicted AHE cases. The prediction of status for each case in Test Set B is presented in Table 3 . The procedure correctly predicts 33 out of 40 and our entry scored eighth in the competition.
FURTHER EXPLORATION POST-COMPETITION
In previous sections, predictions for Test Sets A and B were made using different methods. After the competition, the true status was available for both test sets. Nevertheless, we attempted to find a method able to predict both sets well.
The logistic regression approach in Section 4 used only common-length data proximal to T 0 because of missing data. The length of the data segment was about 656 minutes. Thus, a large amount of information was available but not used in the analysis. To use more information and with the insight that the magnitude of the MAP likely plays an important role in the prediction of Test Set A, we added 5%, 15%, 25%, 50%, and 75% quantiles of each curve to the discretization matrices (α) It is a well known fact that in model selection, the best set might be biased toward the training set (Burnham and Anderson, 2002) . Therefore, we selected the second or third best subsets in the cross validation process.
In the cross validation to determine the best fit, we used a "one out N" approach for predicting Y . In the literature, various "m out N" approaches are discussed as a way to improve the accuracy of prediction (Breiman and Spector, 1992) . We thought this might be suitable here, since the final prediction was carried out for a group of patients. However, the requirement for a non-singular matrix in the logistic Prediction  C  H  H  C  C  H  H  C  H  C  C  C  C  H  C  C  H  H  C  C  True  C  H  H  C  C  C  H  C  H  C  C  C  C  H  C  C  H  H  C  C  Case 221 222 223 224 225 226 227 228 229 230 231 232 233 234 235 236 237 238 239 240  Prediction  C  H  H  H  C  H  C  C  C  H  C  C  C  H  H  C  C  H  H  C  True  C  H  H  H  H  C  C  C  C  C  C  C  C  H  C  C  C  H  H  C regression limits m to not more than 6. We attempted m = 3 here. To try out all possible combinations of 3 out of 52 columns would be infeasible, so the following sets were used. 
