Given a point-set, finding the Closest Pair of points in the set, determining its Diameter, and computing a Euclidean Minimum Spanning Tree are amongst the most fundamental problems in Computer Science and Computational Geometry. All the three problems admit quasilinear-time algorithms for dimension 2 and can be solved reasonably fast in low (i.e., constant) dimension. However, there is no known algorithm that runs substantially faster than the naive O(
Introduction
Given a point-set, finding the Closest Pair of points in the set, determining its Diameter, and computing a Euclidean Minimum Spanning Tree, are problems of fundamental interest in Computer Science and Computational Geometry. These basic problems appear in many contexts and have numerous applications in both theory and practice, e.g., Vision, Robotics, Machine Learning, and the analysis of Big Data [Zah71, PS85, Alp10, SK07].
The Closest Pair problem has established itself as a standard topic in most algorithm courses. The O(N log N )-time algorithm given by Bently and Shamos [BS76] for finding the Closest Pair of N points in the 2-dimensional Euclidean space is a standard example of divide-and-conquer algorithms in most textbooks (see, e.g., [KT05, CLRS09, PS85, Man89] ). Over the decades, there have been a series of developments on the Closest Pair problem [Ben80, HNS88, KM95, SH75, BS76], leading to a deterministic O(2 O(d) N log N )-time algorithm [BS76] and a randomized O(2 O(d) N )-time algorithm [Rab76, KM95] . The Closest Pair problem has also been studied in the context of Machine Learning and the analysis of Big Data since the d-dimensional points can be seen as representing data by its features and thus each data becomes a point in d-dimensional space, where d is the number of features being considered. In this regard the number of features (i.e., dimension) depends on the number of data items. In addition, each learning algorithm considers different distance measures depending on the method used as part of the mechanism. As such, geometric problems in medium dimension, i.e., d = Θ(log N ), and in various distance measures, say ℓ p -norms for p ∈ R ≥0 ∪ {∞}, have been a focus of study [Kle97] . However, it is surprising that even with the tools and techniques that have been developed over many decades, when d = Ω(log n), there is no known subquadratic-time (i.e., O(2 o(d) N 2−ε )-time) algorithm, for the Closest Pair problem in any standard distance measure (i.e, the ℓ p -norms, for p ≥ 0 and p = ∞) [Ind00, AC09, ILLP04] .
The Euclidean Minimum Spanning Tree (EMST) problem is a proximity problem that has strong ties with the Closest Pair problem. It is a variant of the classical Minimum Spanning Tree (MST) problem, where we are given a set of N points in d-dimensional Euclidean space, and the goal is to find a minimum spanning tree on a complete graph whose vertex set is the set of points in the space and the weights are the Euclidean distances. Readers who are familiar with minimum spanning tree algorithms like Prim and Kruskal may notice that the solution to the EMST must contain a solution to the Closest Pair problem. We would like to mention that the input of MST on general graphs has size O(N + M ), where N and M are the numbers of vertices and edges of the input graph, respectively, whereas the input of EMST has a compact representation of size Θ(dN ). Thus, the study of EMST becomes an important topic, especially, when EMST algorithms have been employed in clustering algorithms that are used in machine learning and the analysis of Big Data [Zah71, PS85] . It was shown by Agarwal et al. [AESW91] that EMST is equivalent to a variant of the Closest Pair problem, namely, the Bichromatic Closest Pair * , where each point is colored by either "red" or "blue", and the goal is to find the closest pair of points with different colors. To date, there is no subquadratic-time algorithm for this problem in arbitrary dimension. Alman and Williams [AW15] showed that the Bichromatic Closest Pair problem under the ℓ 0 -norm (a.k.a., Hamming distance) has no O(N 2−ǫ 2 o(d) )-time algorithm for d = Θ(log N ), assuming the Strong Exponential-Time Hypothesis for SAT (which will be discussed later).
Another important problem in Computational Geometry is the Diameter problem for a point-set. Here we are given a set of N points in dimension d, and the goal is to determine the diameter of the point-set, i.e., the farthest distance between any pair of points in the set. Hence, it is also known as the Farthest or Furthest Pair problem. The Diameter problem in 2 and 3 dimensions for the Euclidean space is known to admit O(N log N )-time algorithms [BCKO08, CS89, Ram01] . However, for d ≥ 4, the naive O(N 2 d)-time algorithm is the best known result. As the diameter of a point-set has been used to measure the efficiency of clustering algorithms, fast algorithms for the Diameter problem in high and medium dimensions are important in Machine Learning, the analysis of Big Data and many other branches of Computer Science.
All of the three problems mentioned above admit O(N log N )-time algorithms for low dimensions, say d = 2, 3. It is not hard to believe that these algorithms could be extended to larger dimensions. However, there seems to be a limitation in obtaining fast algorithms for all the three problems in high and medium dimensions, and there is no known algorithm that runs in strongly subqudartic-time (i.e., O(N 2−ε d)-time). In other words, there is no known algorithm that runs significantly faster than a trivial brute-force search algorithm.
In this paper, we study the above problems in medium dimension, i.e., d = Θ(log N ). We also extend our study to various distance measures, i.e., ℓ p -norms for p ∈ R ≥0 ∪ {∞} (the ℓ 2 -norm is the Euclidean distance). We show that a subquadratic-time algorithm for any of these problems would yield a faster algorithm for SAT. More precisely, under the Strong Exponential Time Hypothesis (SETH), we show that these problems cannot be solved in strongly subquadratictime, say O(N 2−ε 2 o(d) ) for any constant ε > 0
Our Results
Our results are proved under the Strong Exponential Time Hypothesis [IP01, IPZ01, CIP09] after applying the Sparsification Lemma in [CIP06] .
Hypothesis 1 (Strong Exponential Time Hypothesis (SETH)). For any ε > 0, there is an integer k > 3 such that k-SAT on n variables with O(n) clauses cannot be solved in O 2 (1−ε)n time.
We prove the following lower bounds under SETH. All the results hold when d = Θ(log N ).
Euclidean Minimum Spanning Tree. There is no O(N 2−ε 2 o(d) )-time algorithm for EMST, for any ε > 0. We obtain the above result through a well-known reduction from the Bichromatic Closest Pair problem to EMST [AESW91] . In particular, we show that for every p ∈ R + ∪ {∞}, there is no subquadratic-time algorithm for the Bichromatic Closest Pair problem, in the ℓ p -norm. We note that this extends the result of Alman and Williams [AW15] , where they showed a subquadratic lower bound (under SETH) for the Bichromatic Closest Pair problem in the ℓ 0 -norm. Our results, thus, complete the picture of the problem for every norm in medium dimension.
Diameter Problem. For every p ≥ 0, there is no O(N 2−ε 2 o(d) )-time algorithm for the Diameter problem, in the ℓ p -norm, for any constant ε > 0. In the ℓ ∞ -norm, the problem has a trivial O(N d)-time algorithm. This completes the picture of the complexity status of the Diameter problem in medium dimension.
Closest Pair Problem. For every p ∈ R >2 ∪ {∞}, there is no O(N 2−ε 2 o(d) )-time algorithm for the Closest Pair problem, in the ℓ p -norm.
Ours are the first hardness results for these problems. Moreover, these are amongst the first geometric problems for which hardness under SETH is established. To the best of our knowledge, in the realm of geometric problems, only the subquadratic lowerbound of computing Fréchet distance between two curves was known to hold under SETH [Bri14, BM16] . We remark that, although our results are stated under SETH, we may replace it with the Orthgonal Vector Hypothesis which is a weaker hardness assumption, see [Wil05] , and all of our results still hold.
Our technique cannot be extended to prove subquadratic hardness for the Closest Pair problem in the ℓ 2 -norm. In the attempt to understand this obstacle, we prove a Point-Set Separation lemma for the ℓ 2 -norm, which might be of independent interest. More concretely, we showed that any two point-sets in Euclidian space, each of cardinality N , whose inter-set distance is small and intraset distance is large needs to be in a space of dimension at least (N − 3)/2. To the best of our knowledge, such a result is not known in literature and might be of interest to geometers.
Finally, we consider the following natural generalization of the Closest Pair problem, namely the Set Closest Pair problem: given N point-sets in dimension d, find the closest pair of sets. Here the distance between two point-sets is the minimum distance between all pairs of points across the two sets. Assuming SETH, we show that for every p ∈ R ≥1 ∪ {∞}, there is no O(N 2−ε 2 o(d) )-time algorithm for the Set Closest Pair problem, in the ℓ p -norm. The Set Closest Pair problem appears naturally in several contexts, as we may think of the N point-sets as sparse sampling of some (geometric) objects and we need to identify the two closest objects.
Overview of Our Techniques
The main ingredient of our proofs is an exponential-time reduction from SAT to the Bichromatic Closest Pair problem. Our reduction is a simple gadget reduction that immediately rules out subquadratic-time algorithms for the Bichromatic Closest Pair problem for all ℓ p -norms for p > 0 and p = ∞. Consequently, this shows a subquadratic lower bound for EMST. A careful modification of the above gadget gives a gadget-reduction for the Diameter problem.
To prove the hardness for the Closest Pair problem, we construct a reduction to it from the Bichromatic Closest Pair problem. As we wish to increase the distance of any two points of the same color, we concatenate "codewords" to each point. Our codewords guarantee that any two points of the same color will be far apart (abeit, in the ℓ p -norm with p > 2). Thus, the Closest Pair of points must have different colors.
However, our technique is limited to ℓ p -norms with p > 2. To answer why our reduction could not be extended to p ∈ [0, 2], we prove a Point-Set Separation lemma for ℓ 2 (Lemma 16). The proof of the lemma uses the notion of semidefinite matrices and boils down to analysing the eigenvalues of some specific matrices.
Related Works
Geometric problems have been a subject of study for many decades. There have been attempts to prove lower bounds on the required running time to solve these problems. Early works like [Ben83, Yao82] focused on proving unconditional or information theoretic lower bounds on some specific computational models. As proving unconditional lower bounds is difficult, the research direction shifted to proving lower bounds under some computational assumptions, e.g., based on the assumptions on the complexity of 3SUM. Examples of these works can be seen in the series of works in [GO95, SEO03, Pat10] .
On the other hand for problems in P (not necessarily geometric problems), the recent research trends have been on 
Preliminaries
We use the following standard terminologies and notations. Below are the distance measures that are of concern in this paper.
. The ℓ ∞ -norm of x is denoted by ||x|| ∞ = max i∈ [d] {|x i |}, and the ℓ 0 -norm of x is denoted by ||x|| 0 = |{x i = 0 : i ∈ [d]}|, i.e., the number of non-zero entries of x. These norms define distance measures of R d . The distance of two points x and y w.r.t. the ℓ p -norm is, thus, ||x − y|| p . The distances measures that are well studied in literature are the Hamming distance ℓ 0 -norm, the Rectilinear distance ℓ 1 -norm, the Euclidean distance ℓ 2 -norm, the Chebyshev distance (a.k.a, Maximum-norm) ℓ ∞ -norm. Given two sets of points A, B ⊆ R d , the ℓ p -distance between the two sets is defined to be d p (A, B) = min a∈A,b∈B ||a − b|| p .
Below are the problems considered in this paper.
Euclidean Minimum Spanning Tree (EMST). Given a multiset X of N points in R d , let G = (X, X × X) be a weighted complete graph on the set X whose each edge {a, b} of G has length a − b 2 , find a spanning tree T of G whose total length
ℓ p -Closest Pair. Given a multiset X of N points in R d and r ∈ R, determine if there are two distinct points a and b in X such that ||a − b|| p ≤ r. ℓ p -Bichromatic Closest Pair. Given two multisets R and B each containing N points in R d and r ∈ R, determine if there are two points a ∈ R and b ∈ B such that ||a − b|| p ≤ r. ℓ p -Diameter (a.k.a, ℓ p -Farthest Pair). Given a multiset X of N points in R d and r ∈ R, determine if there are two distinct points a and b in X such that ||a − b|| p ≥ r. ℓ p -Set Closest Pair. Given r ∈ R, and a multiset X of N subsets of R d , each with cardinality t, determine if there are two distinct sets A and B in X such that d p (A, B) ≤ r. † Note that we define EMST for the search version. k-SAT. Given a CNF formula on n variables and m clauses, where each clause has at most k literals, determine if there is an assignment to the variables satisfying all the clauses.
3 Euclidean Minimum Spanning Tree and ℓ p -Bichromatic Closest Pair
In this section, we prove the subquadratic lower bound for EMST under SETH. It is known that any algorithm for EMST that runs in time T (N, d) implies an algorithm with a running time O(T (N, d) ) for the ℓ 2 -Bichromatic Closest Pair problem because any solution to EMST contains a solution to the latter problem. (See, e.g., [AESW91] .) Although it suffices to prove the lower bound for the ℓ 2 -Bichromatic Closest Pair problem, we show lower bounds for arbitrary ℓ p -norms. Our reduction is a simple exponential-time gadget reduction from k-SAT, which holds for all the ℓ p -norms with p ∈ R + ∪ {∞}. Our lower bound matches the best known upper bound of O(N 2 d),
, obtained by a trivial algorithm. Thus, we close the complexity status of the ℓ p -Bichromatic Closest Pair problem and EMST. Specifically, we prove the following theorem.
Theorem 2. Assuming SETH, for every
Proof. We first describe our reduction. Let φ be a k-SAT instance on n variables and m clauses, where m = γn, for some constant γ. We assume that n is even. Let S = {−1, 0, 1, 2}. We will build two lists (multisets) of points in S m , say A and B each of size 2 n/2 in time O(2 n/2 mk). For every i ∈ [2 n/2 ], let f (i) denote the binary representation of i − 1 using n/2 bits. We partition the variable set X into two equal ordered sets X 1 and X 2 . For s ∈ {1, 2}, let C j (X s , f (i)) = 0 if the j th clause C j in φ is evaluated to true by the assignment f (i) to the variables of X s ; otherwise, if C j is evaluated to false or cannot be determined, then we set C j (X s , f (i)) = 1. The i th point in A, denoted by a = (a 1 , . . . , a m ), and the i th point in B, denoted by b = (b 1 , . . . , b m ), are obtained as follows:
Next, we show the correctness of our reduction. We separate the proofs into two cases: (1) the case of ℓ p -norms, for p > 0, and (2) the case of the ℓ ∞ -norm. The proofs of both the cases are similar and follow almost immediately from the construction. Thus, we defer the proofs to Appendix A.1. Finally, we conclude our proof. Our construction gives an instance of the ℓ p -Bichromatic Closest Pair problem such that N = 2 n/2 and d = m = Θ(n) = Θ(log N ). Suppose there was an algorithm for the ℓ p -Bichromatic Closest Pair problem that runs in time O(2 o(d) N 2−ε ) for some ε > 0. Then we could determine if there exist two distinct points, one from A, and another from B, such that their ℓ p distance is less than or equal to
As we know that any solution to EMST contains a solution to the ℓ 2 -Bichromatic Closest Pair problem. Applying Theorem 2 for the case of the ℓ 2 -norm (i.e., the Euclidean distance) gives the same lower bound for EMST.
Corollary 5. Assuming SETH, there is no ε > 0 such that the Euclidean Minimum Spanning Tree problem can be solved in
In this section, we show that the Diameter problem (a.k.a., the Farthest Pair problem) cannot be solved in subquadratic time. Our reduction is modified from the gadget reduction for the ℓ pBichromatic Closest Pair problem. The subquadratic lowerbound for the case of the ℓ 0 -norm was proved in [AW15] and the case of the ℓ ∞ -norm is known to admit an O(N d)-time algorithm. Thus, our result completes the complexity status of the Diameter of a point-set problem for every ℓ p -norm. To be precise, we prove the following theorem.
Theorem 6. Assuming SETH, for every
Proof. We first describe our reduction. Let φ be a k-SAT instance on n variables and m(= O(n)) clauses. We assume that n is even. Let α = (5 p − 3 p ) 1/p . Let S = {0, 2, 3, 5, α}. We will build two lists (multisets) of points in S 2m , say A and B each of size 2 n/2 in time O(2 n/2 mk). For every i ∈ [2 n/2 ], let f (i) denote the binary representation of i − 1 using n/2 bits. We partition the variable set X into two equal ordered sets X 1 and X 2 . For s ∈ {1, 2}, let C j (X s , f (i)) = 0 if the j th clause C j in φ is evaluated to true by the assignment f (i) to the variables of X s ; otherwise, if C j is evaluated to false or cannot be determined, then we set C j (X s , f (i)) = 1. The i th point in A, denoted by a = (a 1 , . . . , a 2m ), and the i th point in B, denoted by b = (b 1 , . . . , b 2m ), are obtained as follows:
The next claim shows the correctness of our reduction. The proof follows almost immediately from the construction. Thus, we defer the proof to Appendix A.2.
Claim 7. There exists two distinct points in A ∪ B such that their ℓ p distance is greater than or equal to 5m 1/p if and only if φ is satisfiable. Now we conclude our proof. Our construction gives an instance of the ℓ p -Farthest Pair problem such that N = 2 n/2 and d = 2m = Θ(n) = Θ(log N ). Suppose there was an algorithm for the ℓ p -Farthest Pair problem that runs in time O(2 o(d) N 2−ε ) for some ε > 0. Then we could determine if there exist two distinct points in A ∪ B such that their ℓ p distance is greater than 5m 1/p in time O(2 o(m) (|A| + |B|) 2−ε + 2 n/2 mk) = O(2 n(1−ε/2)+o(n) ), contradicting SETH.
Alternatively, in Appendix B, we show a (geometric) transformation τ : R d → R d+1 in the ℓ 2 -norm such that for any two point-sets A, B ⊆ R d , the ℓ 2 -Bichromatic Closest Pair of points between A and B is the ℓ 2 -Farthest Pair of points in τ (A ∪ B), and the ℓ 2 -Farthest Pair of points in A ∪ B is the ℓ 2 -Bichromatic Closest Pair of points between τ (A) and τ (B). Moreover, τ is a linear-time transformation. We believe that this transformation can be generalized to other norms.
ℓ p -Closest Pair
Now we revisit the hardness of the ℓ p -Bichromatic Closest Pair problem. One may notice that the ℓ p -Bichromatic Closest Pair problem is at least as hard as the ℓ p -Closest Pair problem. In particular, we may randomly partition an input point-set X of the ℓ p -Closest Pair problem into two sets A and B, thus giving an instance of the ℓ p -Bichromatic Closest Pair problem. Then any algorithm for the ℓ p -Bichromatic Closest Pair problem finds the closest pair of points in X with probability 1/2. For a deterministic algorithm, we may obtain the algorithm for the ℓ p -Closest Pair problem by a dvide-and-conquer technique as follows. First, we arbitrary partition the set X into two sets (A, B). Then we find the ℓ p -Bichromatic Closest Pair of points from (A, B). Next, we recursively apply the above procedure for each set A and B. It can be seen that at, some recursive step, the solution x, y of the ℓ p -Closest Pair problem will be in different partitions. Thus, by a standard analysis, any T (N, d)-time algorithm for the ℓ p -Bichromatic Closest Pair problem implies an O(T (N, d))-time algorithm for the ℓ p -Closest Pair problem.
The above gives a reduction from the ℓ p -Closest Pair problem to its bichromatic varaint. However, we are not aware of any easy reduction on the other direction. As such, the ℓ p -Bichromatic Closest Pair problem seems to be a harder problem. We reduce the ℓ p -Bichromatic Closest Pair problem to the ℓ p -Closest Pair problem using good codes from Coding Theory. To be precise, we add a codeword as additional coordinates to each point of the ℓ p -Bichromatic Closest Pair problem. This guarantees that points with the same color will be far from each other in the ℓ p -norm for p > 2. First, the following result is a direct corollary of Theorem 2.
Corollary 8. Assuming SETH, there is no ε > 0 such that the Closest Pair problem in the ℓ
Proof. Consider the point-sets A and B constructed in the proof of Theorem 2. We have the following claim whose proof is in Appendix A.3. We remove the duplicates from A in time O(|A|m log |A|) by first sorting the points based on the lexicographic order (which can be done by deterministic Turing machines in O(|A|m log |A|) time [Sch78] ) and then removing the duplicates by parsing these sorted points sequentially. Next, we similarly remove the duplicates from B in time O(|B|m log |B|). Therefore, following the same arguments as in the proof of Theorem 2, we have that any algorithm for the Closest Pair problem in the ℓ ∞ -norm that runs in time O(2 o(d) N 2−ε ) for some ε > 0 would contradict SETH. Now we prove the lower bound for the Closest Pair problem in the ℓ p -norm for p > 2.
Theorem
1/p , for a constant α which will be specified in Lemma 11.
Let R = {−h, −1, 0, 1, 2, h}. Starting from A and B we will build two lists (multisets) of points in R m+2αn , say A ′ and B ′ each of size 2 n/2 in time O(2 n/2 n). The construction of A ′ and B ′ requires the following lemma.
Lemma 11. Let ζ = 2/(2 p−2 − 1). There exists two sets |P | = |Q| = 2 n/2 of vectors in R 2αn , for some constant α, such that the following holds.
Moreover, there exists a deterministic algorithm that outputs P and Q in time O(2 n/2 n O(1) ).
Proof. In literature, we note that for any constant δ > 0, there is an explicit binary code of (some) constant rate and relative distance at least 1 2 − δ and the entire code can be listed in quasilinear time with respect to the size of the code (see Appendix E.1.2.5 from [Gol08] , or Justeen codes [Jus72] ). Using such a code, for some constant α, we obtain C ⊂ {0, 1} αn of cardinality 2 n/2 , such that for every two x, y ∈ C, x and y differ on at least 1 2 − δ αn coordinates, for some constant δ ∈ 0, 1 4 − 1 2 p . Moreover, C can be computed in 2 n/2 n O(1) time. From C, we obtain C ′ ⊂ {−h, h} αn by replacing 0 with −h, and 1 with h in each of the coordinates in all the points of C. We construct the requisite P and Q as subsets of {−h, 0, h} 2αn . For every i ∈ [2 n/2 ], the i th point of P is given by the concatenation of the i th point of C ′ with 0 αn . Similarly, the i th point of Q is given by the concatenation of 0 αn with the i th point of C ′ (note the reversal in the order of the concatenation). In particular, points in P and Q are of the form (x i , 0) and ( 0, x i ), respectively, where x i is the i th point in C ′ and 0 is the zero-vector of length αn.
First, consider any two points in the same set, say a, a ′ ∈ P (respectively, b, b ′ ∈ Q). We have from the distance of C that on at least 1 2 − δ αn coordinates the two points differ by 2h, thus implying that their ℓ p -distance is at least
This proves the first two items of the Lemma. Next we prove the third item. Consider any two points from different sets, say a ∈ P and b ∈ Q. It is easy to see from the construction that a and b differ in every coordinate by exactly h. Thus, the ℓ p -distance between any two points from different set is exactly
For every i ∈ 2 n/2 , we define the i th point of A ′ to be the concatenation of the i th point of A with the i th point of P . Similarly, we define the i th point of B ′ to be the concatenation of the i th point of B with the i th point of Q. Then we note the following claim whose proof is in Appendix A.3. Finally, we conclude our proof. Suppose there was an algorithm for the ℓ p -Closest Pair problem that runs in time O(2 o(d) N 2−ε ) for some ε > 0. Then we could determine if there exist two distinct points, points in A ′ ∪ B ′ such that their ℓ p distance is less than or equal to ((ζ + 1)γn) 1/p in time
which contradicts SETH.
We remark that the idea of using good binary codes in Lemma 11 cannot be extended to prove subquadratic hardness for the Closest Pair problem in the ℓ 2 -norm because we would need binary codes with relative distance A natural question that arises is whether, instead of using binary codes, we could use good codes over R, or alternatively, specific constructions over R. In Section 6, we explicitly show such a construction (Lemma 13) but it has high dimension (which limits our lower bound). In Lemma 16, we show that there are no constructions of this type in medium dimension.
6 The Curious Case of ℓ 2 -Closest Pair
In this section, we discuss the possibility of extending our proofs (i.e., the lower bounds of the ℓ p -Closest Pair problem, for p > 2) to the case of the ℓ 2 -norm. In the search of finding good codes, we show in Lemma 13 that such codes exist, but the dimension is far larger than what we can afford. We further show a complementary result in Lemma 16 which is, in fact, the limitation of our technique.
Lemma 13 stated below has a roughly equivalent statement to that of Lemma 11. The differences are that Lemma 13 is in the ℓ 2 regime (rather than ℓ p>2 as in Lemma 11) and that the dimension needed is 2N − 1 (rather than Θ(log N ) as in Lemma 11). 
For every u and v both in B, we have
u − v 2 = √ 2.
For every u in A and v in B, we have
u − v 2 = √ 2 · (1 − 1/N ) 1/2 .
Moreover, there exists a deterministic algorithm that outputs A and B and runs in linear-time w.r.t. the size of the output (which is Θ(N 2 )).
Proof. Let G = K N,N be the complete bipartite graph. Consider the adjacency matrix A G of the graph G and note that N · I + A G is a positive semi-definite matrix (this follows since the smallest eigenvalue of G is −N ). Let U be the symmetric matrix N · I + A G and W be a matrix with 2N columns that satisfies W T W = U . One can check that the rank of W in this case is 2N − 1. We construct A and B as follows. The first N columns of W are the vectors of A and the last N columns of W are the vectors of B. If both u, v ∈ A (and similarly for B) then we note the following:
On the other hand, if u ∈ A and v ∈ B, then we have the following:
The following claim shows that we can construct W , and consequently, A and B efficiently (note that, in general, factoring a positive semi-definite matrix takes O N 3 ). Proof. Let 1 be the all one column vector and 1 P be a column vector with values 1 on the coordinates of A and −1 on the coordinates of B. Note that A G is a rank 2 matrix because,
One can check that 1 and 1 P are eigenvectors of A G with eigenvalues N and −N , respectively. The other eigenvectors are orthogonal to 1 and 1 P , and their associated eigenvalues are 0 (because A G has rank 2).
Recall that the Hadamard vectors H 1 , H 2 , . . . , H N of dimension N is a collection of N vectors in {1, −1} N with the property that every two vectors are orthogonal and H 1 is the all one vector.
There exist well known recursive constructions of the Hadamard vectors (that are linear in the output size) when N is a power of 2. In the case that it is not a power of 2, it suffices to work with the smallest power of 2 which is greater than N .
Consider the following matrix:
We note that the column vectors v 1 , v 2 , . . . , v 2N of V are the eigenvectors of A G . Furthermore, U has the same eigenvectors (with N added to the eigenvalues). So, if v 1 , v 2 , . . . , v 2N are the normalized eigenvectors of U with positive eigenvalues λ 1 , λ 2 , . . . , λ 2N −1 and λ 2N = 0, then we have:
The last matrix multiplication can be done in O N 2 since diag
The proof follows by appropriately scaling the vectors in A and B.
One may try to prove the lower bound for the ℓ 2 -Closest Pair problem by using the same arguments as in the proof of Theorem 10 but with Lemma 11 replaced by Lemma 13. Unfortunately, this gives us a very weak result. Namely, it follows that, under SETH, there is no ε > 0 such that, for N points in R N , the ℓ 2 -Closest Pair problem can be solved in O N 2−ε time. This is in fact a lower bound that is smaller than the input size, and it cannot be avoided since the construction of Lemma 13 is in high dimension.
Note that any two sets |A| = |B| = N of vectors that satisfies the conditions of Lemma 13 are contained in R d for d ≥ N − 1. This can be seen by considering only the vectors in A. Since the pairwise distances of these vectors are all equal, the vectors in A are isomorphic to the N -simplex which can embedded in at least N − 1 dimension. Now we show that by allowing less restrictive conditions (than in Lemma 13) on the sets A, B, we can reduce the dimension by a factor of roughly 1 2 . Specifically, the sets of vectors are in R N +O(log N ) instead of R 2N −1 . Even though the construction of Lemma 15 is with less restrictive conditions it could serve as a basis to the reductions that appear in this paper (by replacing it with Lemma 11). Proof. Let e 1 , e 2 , . . . , e l be some l orthogonal unit vectors in R l , 1 be the all one vector in R l , 0 d be the all zero vector in R d and for i ∈ {1, 2, . . . , l} let
By a direct calculation, it follows that s i , s j = 1 for all i, j. We note that the construction can be derandomized using good codes such as in [KRT13] (Appendix B of the ECCC version).
Consider the following matrix: The proof follows by a direct calculation.
Note that if l = 1, then the dimension of the construction is O(log N ). If we would have insisted on conditions as in Lemma 13, then by similar arguments as above, the dimension of the construction is at least N . Do constructions with the same conditions as in the previous lemma necessarily need to be high dimensional? The following lemma, which is the main result for this section, shows that this is indeed the case. 
For every u and v both in
A we have that u − v 2 > a.
For every u and v both in B we have that
u − v 2 > a.
For every u in A and v in B, we have that
u − v 2 ≤ b.
Then the dimension d must be at least
Proof. Let |A| = |B| = N be arbitrary two sets of vectors in R d that satisfy the above conditions. We will show that d ≥ N −3 2 . First, we scale all the vectors in A ∪ B so that the vector with the largest ℓ 2 norm in A ∪ B has ℓ 2 -norm that is equal to 1 (by this scaling, the parameters a, b are scaled as well by, say, s. For brevity, we will write a for a/s and similarly for b.). We modify A and B in two steps as follows. We add one new coordinate to all of the vectors with value K ≫ 1 (to be determined exactly later) and obtain A 1 , B 1 ⊆ R d+1 . Note that each element in the new set of vectors A 1 and B 1 has ℓ 2 -norm roughly equal to K. More specifically, the square of the ℓ 2 -norm is bounded between K 2 and K 2 + 1 and the vector with the largest ℓ 2 norm in A 1 ∪ B 1 has ℓ 2 -norm that is equal to √ K 2 + 1.
By adding to the last coordinate of each vector u in A 1 ∪ B 1 a positive value c u smaller than 1/K, we can impose that all the vectors are with ℓ 2 -norm that is equal to √ K 2 + 1. To see this, note that if we have a vector u 1 in A 1 ∪ B 1 that has ℓ 2 -norm that is equal to K (namely, as small as possible), then by setting c u 1 to satisfy
we get that the ℓ 2 norm of u 1 is √ K 2 + 1. Any c u 1 that solves Equation 1 is smaller than 1/K and by assuming that u 1 has a larger ℓ 2 -norm we would have get better bounds on c u 1 .
Let A ′ 1 ∪ B ′ 1 be the set of vectors that was obtained by adding c u 's as described above. Let u, v be vectors in A 1 ∪ B 1 and let u ′ , v ′ be the corresponding vectors in A ′ 1 ∪ B ′ 1 . By definition, the following holds:
Hence, by choosing K to satisfy 1/K 2 ≤ a 2 −b 2 2 it follows that A ′ 1 ∪ B ′ 1 satisfies the conditions of the lemma with a ′ = a and b ′ = b 2 + a 2 −b 2 2 < a ′ . Again, for brevity, we refer to a ′ as a and b ′ as b.
. . , a N be the vectors from A ′ 1 , and b 1 , b 2 , . . . , b N be the vectors from B ′ 1 . Consider the following matrix in R 2(d+1)×2N :
Define the set A 2 to be the first N column vectors of M and define B 2 to be the last N column vectors of M . Note that A 2 ∪ B 2 ⊆ R 2(d+1) and satisfies the conditions of the lemma with a 2 = 2a 1 > 2b 1 = b 2 . Consider the inner product matrix M T M ∈ R 2N ×2N written in a block matrix form as follows:
where M 1,1 , M 1,2 , M 2,1 , M 2,2 ∈ R N ×N and c is such that the matrix
has the value 0 on the diagonal elements (recall that all the vectors have the same ℓ 2 -norm). By the definition of M (see Equation 2), one can check that the following hold.
1. The matrices M 1,1 , M 1,2 , M 2,1 , M 2,2 are all symmetric: for M 1,1 , M 2,2 it follows since M T M is a symmetric matrix, and for M 1,2 , M 2,1 it follows by the way M was defined; see Equation 2.
2. M 1,1 = M 2,2 . This follows by Equation 2.
3. M 1,2 = M 2,1 . This follows since M 1,2 = M T 2,1 = M 2,1 . Here the first equality follows since M T M is a symmetric matrix, and the last equality follows by item 1.
Hence we can write
. In the rest of the proof, we analyze some of the eigenvectors of M T M , for this we consider the matrix M 1,1 − M 1,2 . Since both M 1,1 and M 1,2 are symmetric, we have that M 1,1 − M 1,2 is symmetric as well and has real eigenvalues. Moreover, by the conditions of the lemma, it holds that M 1,1 − M 1,2 is strictly negative (i.e., all the entries of the matrix are negative). This follows because all the vectors have the same ℓ 2 -norm. Let x 1 , x 2 , . . . , x N be the eigenvectors of M 1,1 − M 1,2 with eigenvalues λ 1 , λ 2 , . . . , λ N . By the Perron-Frobenius Theorem it follows that λ 1 is strictly smaller than λ 2 , λ 3 , . . . , λ N .
Let x i ∈ R N be an eigenvector of M 1,1 − M 1,2 with eigenvalue λ i . Then the following holds.
Hence the vectors
with eigenvalues λ 1 , λ 2 , . . . , λ N . The operation of adding cI 2N ×2N to
Note that M T M is a positive semidefinite matrix. Hence, λ 1 + c, λ 2 + c, . . . , λ N + c ≥ 0. More specifically, λ 1 + c ≥ 0 and λ 2 + c, . . . , λ N + c > 0 (since λ 1 < λ 2 , λ 3 . . . , λ N ). It follows that M T M has at least N − 1 positive eigenvalues. Hence, the rank of M T M is at least N − 1. By standard linear algebra arguments, it holds that the rank of M is at least the rank of M T M , and the rank of M is at most 2 (d + 1). That is,
Therefore, d ≥ (N − 3)/2, and the lemma follows.
We remark that the above lemma considers even less restrictive conditions than those of both Lemma 13 and Lemma 15.
ℓ p -Set Closest Pair
In this section, we consider the ℓ p -Set Closest Pair problem. The naive algorithm for this problem tries all possible pairs of subsets a, b ∈ X and returns the smallest one. The running time of this trivial algorithm is thus O(dtN 2 ). There is no better algorithm in literature, and we show that it is unlikely to improve the bound unless SETH is false.
We note that Theorem 10 would imply that, for p > 2, there is no ε > 0 such that the ℓ pSet Closest Pair problem can be solved in O 2 o(d) N 2−ε time (this follows directly by considering the previous construction and replacing each point by a set containing it). Below, we extend this subquadratic hardness for ℓ p -norm where p > 1. Proof. Consider the point-sets A and B constructed in the proof of Theorem 2. We recall here that m = γn. Starting from A and B, we will build two lists (multisets) of subsets of R m+2αn , say A and B each of size 2 n/2 in time O(2 n/2 n), where α > 0 is a constant which will be specified next.
Consider the code from the proof of Lemma 11 (namely for 0 < δ < 1 2 − 1 2 p , there exists a constant α > 0 such that there is an explicit binary code of constant rate and relative distance at least 1 2 − δ, and the entire code can be listed in quasilinear-time with respect to the size of the code). Using such a code, for some constant α, we obtain C ⊂ {0, 1} αn of cardinality 2 · 2 n/2 such that, for every two x, y ∈ C, x and y differ on at least 1 2 − δ αn coordinates. Next, we define the following functions.
1. Let f 1 : {0, 1} → R 2 be defined as f 1 (0) = (1, 0) and f 1 (1) = (−1, 0).
2. Let f 2,1 : {0, 1} → R 2 be defined as f 2,1 (0) = (1, 1) and f 2,1 (1) = (1, −1).
3. Let f 2,2 : {0, 1} → R 2 be defined as f 2,2 (0) = (−1, −1) and f 2,2 (1) = (−1, 1).
In Figure 1 there is an illustration of f 1 , f 2,1 and f 2,2 .
Figure 1: An illustration of f 1 , f 2,1 and f 2,2 . The set {f 2,1 (0), f 2,2 (0)} is colored by red and the set {f 2,1 (1), f 2,2 (1)} is colored by blue.
We slightly abuse notation and define f * : {0, 1} l → R 2l to be the function that maps a vector v with l coordinates to a vector with 2l coordinates by applying f * separately on each coordinate of v.
We will now construct P and Q as subsets of the powerset of {−1, 0, 1} 2αn . Let the i th vector of C be denoted by c i . For every i ∈ [2 n/2 ], the i th set in P is {f 1 (c i )}. The set Q is different from the set P. Let i be in [2 n/2 + 1, 2 · 2 n/2 ] and let j = i − 2 n/2 . The j th set of Q is the set {f 2,1 (c i ), f 2,2 (c i )}.
We use the following lemma which is a variant of Lemma 11 whose proof is deferred to Appendix A.4.
Lemma 18. The following properties hold for Q, P.
For all
For every i ∈ 2 n/2 , we define the i th set of A to be the set containing the concatenation of the i th vector of A with the vector in the i th set of P. We define the i th set of B to be the set (of cardinality 2) containing both the concatenation of the i th vector of B with the first and second vectors in the i th set of Q. 
contradicting SETH.
Conclusion and Discussion
We have shown SETH lower bounds for EMST (via the Bichromatic Closest Pair problem), the Diameter of a point-set problem and the Closest Pair problem in almost every ℓ p -norm. For the first two problems, we obtain tight lower bounds for all the (possible) ℓ p -norm, for all p ∈ R ≥0 ∪ {∞} through gadget reductions.
With substantial work, we reduce the Bichromatic Closest Pair problem to the Closest Pair problem by adding dimension. The lower bound holds for every ℓ p -norm with p > 2. However, it is unlikely that our techniques could get to the regime of ℓ 2 , ℓ 1 , and ℓ 0 , which are popular norms. An open question is thus whether there exists an alternative technique to derive a lower bound from SETH to the Closest Pair problem for these norms. The answer might be on the positive side, i.e., there might exist an algorithm that performs well in the ℓ 2 -norm because there are more tools available, e.g., Johnson-Lindenstrauss' dimension reduction. Thus, it is possible that there exists a strongly subquadratic-time algorithm in the ℓ 2 -norm. This question is still mysterious and remains a long standing open problem. Another regime that our current technique could not reach is the case of high dimension, say d = N . Bentley and Shamos [BS76] conjectured that there exists an O(N 2 log N )-time algorithm for the Closest Pair problem, when d = N . However, our results only hold for d = Θ(log N ). It would be interesting to explore these three problems when the dimension is large, say d = Ω(N ).
Recently, the trend has been towards developing fast (1 + ǫ)-approximation algorithms for geometric problems whose running time depends on the function of 1/ǫ (see, e.g., [AM16] ). The running time of algorithms for most geometric problems, especially those in the ℓ 2 -norm, can be improved significantly when we allow some small error. Studying the limitation of the trade-off between the running time and the approximation ratio would also be an interesting line of research.
of the points in A and B, we have that
Suppose there are two points a ⋆ , b ⋆ ∈ A ∪ B such that a ⋆ − b ⋆ p ≥ 5m 1/p . Then we have the following cases:
1. Both a ⋆ and b ⋆ are in A. In this case, by the construction of the points in A, we have that for every j
2. Both a ⋆ and b ⋆ are in B. This case is exactly the same as the previous case. We have that
3. The point a ⋆ is in A and the point b ⋆ is in B. In this case, we consider the assignment σ to (x 1 , . . . , x n ), which leads to the points a ⋆ and b ⋆ through the construction in the proof of Theorem 6. We may assume that σ satisfies 1 − δ fraction of the clauses for some δ ≥ 0. From the construction of the points in A and B, we have that
But, by our assumption, we have that a ⋆ − b ⋆ p ≥ 5m 1/p , thus implying that δ = 0. In other words, σ is a satisfying assignment of φ.
A.3 Missing Proofs from Section 5
Proof of Claim 9. Suppose φ is satisfiable. Then, following the same arguments as in the proof of Claim 4, we have that there are points a ⋆ ∈ A and b ⋆ ∈ B such that a ⋆ − b ⋆ ∞ = 1.
Suppose there are two points a ⋆ , b ⋆ ∈ A ∪ B such that a ⋆ − b ⋆ ∞ ≤ 1. Then we have the following cases:
1. Both a ⋆ and b ⋆ are in A. In this case, by the construction of the points in A, followed by the removal of duplicates, we have that there exists j ∈ [m] such that |a ⋆ j − b ⋆ j | = 2. Thus, we have a ⋆ − b ⋆ ∞ = 2, a contradiction.
2. Both a ⋆ and b ⋆ are in B. This case is exactly the same as the previous case, and we have that a ⋆ − b ⋆ ∞ = 2, a contradiction.
3. The point a ⋆ is in A and the point b ⋆ is in B. In this case, we follow the same arguments as in the proof of Claim 4. We conclude that the assignment σ to (x 1 , . . . , x n ), which leads to the points a ⋆ and b ⋆ through the construction in the proof of Theorem 2 is a satisfying assignment of φ.
Proof of Claim 12. Suppose φ is satisfiable. Then, following the same arguments as in Claim 3, there are a pair of points a ⋆ ∈ A ′ and b ⋆ ∈ B ′ such that for every j ∈ [m], |a ⋆ j − b ⋆ j | p = 1, meaning that By Lemma 11 and the construction of A ′ and B ′ (from P and Q respectively), we know that
Thus, we have
have the following cases:
1. Both a ⋆ and b ⋆ are in A ′ . In this case, by the construction of the points in A ′ and Lemma 11, we have that
But, then we have a contradiction since
2. Both a ⋆ and b ⋆ are in B ′ . This case is exactly the same as the previous case, and we have
3. The point a ⋆ is in A ′ and the point b ⋆ is in B ′ . In this case, we consider the assignment σ to (x 1 , . . . , x n ), which leads to the points a ⋆ and b ⋆ through the construction in the proof of Theorem 10. We may assume that σ satisfies 1 − δ fraction of the clauses for some δ ≥ 0. But, from our assumption, we have that a ⋆ −b ⋆ p ≤ ((1+ζ)γn) 1/p , thus implying that δ = 0. In other words, σ is a satisfying assignment of φ.
A.4 Missing Proofs from Section 7
Proof of Lemma 18. Let i = j ∈ [1, 2 · 2 n/2 ] and let η ≥ (1/2 − δ)αn be the hamming distance between c i and c j .
Let i = j ∈ [1, 2 n/2 ] be two indices of points in P. It follows that, Let i = j ∈ [2 n/2 + 1, 2 n ] be two indices of points in Q. It follows that, d p (q i , q j ) = (η d p ({f 2,1 (0), f 2,2 (0)}, {f 2,1 (1), f 2,2 (1)}))
Here the last equality follows by the definition of d, f 1 , f 2,1 , f 2,2 .
Let i = j ∈ [1, 2 n/2 ] and j ∈ 2 n/2 + 1, 2 n ] be two indexes of points in P, Q. By definition, for every k 1 , k 2 ∈ {0, 1} the following holds, d p ({f 1 (k 1 )}, {f 2,1 (k 2 ), f 2,2 (k 2 )}) = 1 .
Hence, it holds that d p (p i , q j ) = (αn) 1/p .
B Equivalence Between ℓ 2 -Diameter Problem and ℓ 2 -Bichromatic Closest Pair Problem
In this section, we show linear-time reductions between the ℓ 2 -Diameter problem and the ℓ 2 -Bichromatic Closest Pair problem, thus showing that the two problems are computationally and mathematically equivalent. We believe that ideas similar to the ones discussed in the proof below can be used to prove the equivalence between the two problems for other norms as well. 1. There exist a ∈ A and b ∈ B such that (a, b) ∈ BCP(A,B) and (τ (a), ρ(b)) ∈ FP(τ (A)∪ρ(B)).
2. There exist a, b ∈ A ∪ B such that (a, b) ∈ FP(A∪B) and (τ ′ (a), ρ ′ (b)) ∈ BCP(τ ′ (A∪B),ρ ′ (A∪B)).
Moreover, τ, τ ′ , ρ, and ρ ′ are linear-time computable.
The proof for Item 1 of Theorem 20 indeed follows from an alternative proof of the subquadratic hardness for the ℓ 2 -Farthest Pair problem, which we show in Theorem 21. The proof for Item 2 follows from the same construction. Thus, we only give a sketch of the proof at the end of this section. B ′′ ) have ℓ 2 distance at most 2( 1 + 1/K 2 ). Moreover, any two points from different sets, say one from A ′′ and another from B ′′ , have ℓ 2 distance at least 2K − 2( 1 + 1/K 2 ). By setting K > 4, we have that 2K − 2( 1 + 1/K 2 ) ≥ 2( 1 + 1/K 2 ). Thus, any farthest pair of points a, b ∈ A ′′ ∪ B ′′ must be such that a ∈ A ′′ and b ∈ B ′′ .
By the above construction and noting that all the vectors in A ′ ∪ B ′ have the same ℓ 2 -norm, it holds that a ∈ A ′ , b ∈ B ′ are such that a − b 2 ≤ r 1 if and only if a ∈ A ′′ , −b ∈ B ′′ have a − (−b) 2 ≥ 4(K 2 + 1) − r 1 .
The running time of the reduction is linear in the input size. Assume that there exists an algorithm that solves the ℓ 2 -Farthest Pair problem in O(2 o(d)n 2−ε ) time, for some ε > 0. Then there exists an algorithm that solves the ℓ 2 -Bichromatic Closest Pair problem in time O(2 o(d+1)n 2−ε ), contradicting Theorem 2.
Sketch of the proof of Theorem 20. The proof of Theorem 2 follows from the construction in the proof of Theorem 21. The functions τ and ρ are defined to be the transformation of A to A ′′ and the transformation of B to B ′′ , respectively. It is not hard to verify that it has the property as in Item 1 in the statement of the theorem. The same construction gives the proof of the second item. The function τ ′ is defined by first adding a new coordinate to the point (with the entry 0 in the new coordinate) and then applying τ . The function ρ ′ is defined by first adding a new coordinate to the point (with the entry 1 in the new coordinate) and then applying ρ. It can be seen that the second item holds for τ ′ and ρ ′ .
