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Résumé
La thèse se positionne dans le domaine des molécules ultrafroides, c’est-à-dire des molécules
qui ont des vitesses correspondant à des températures de l’ordre du µK. L’obtention de gaz
dilués moléculaires à ces températures peut ouvrir la porte à des applications importantes
en simulation ou en informatique quantique. La thèse s’intéresse plus particulièrement à la
formation de molécules dipolaires électriques et magnétiques. Celles-ci sont présagées pour être
un système idéal dans l’optique d’un simulateur quantique du système réseau-spin, permettant
de décrire le magnétisme dans les solides. Nous avons choisi l’exemple de la molécule RbSr qui
fait l’objet actuellement d’une expérience à Amsterdam.
Les atomes alcalino-terreux ont leur couche électronique externe fermée, impliquant des dif-
ficultés dans la détection de résonance de Feshbach magnétiques (MFR) lors de leurs collisions
avec d’autres atomes, concept à la base de l’observation réussie de molécules dialcalines ultra-
froides dans leur état fondamental. Nous avons donc exploré plusieurs alternatives basées sur
l’emploi de laser pour la formation de molécules RbSr ultra-froides Nous avons d’abord consi-
déré la photoassociation dont le principe est de coupler l’état de collision initial avec un état
rovibrationnel d’un état électronique excité. L’étape d’émission spontanée qui suit forme des
molécules dans l’état électronique fondamental. Les taux de photoassociation et de formations
de molécules froides de RbSr ont été calculés. Nous avons également considéré le problème
des pertes supplémentaires d’atomes lorsque le laser de photoassociation est intense et focalisé,
mises en évidence dans une expérience à Bangalore.
Cependant, de par l’étape d’émission spontanée, cette approche est incohérente et peu
contrôlable pour former des molécules ultra-froides dans leur état fondamental. Dans la suite
de la thèse, nous avons exploré des méthodes cohérentes. En premier, le passage adiabatique
Raman stimulé (STIRAP) a été modélisé. Nous avons montré que des molécules faiblement
liées de RbSr peuvent ainsi être formées à l’aide d’un STIRAP en partant de paires d’atomes
isolées et confinées dans un isolant de Mott. Nous avons ensuite étudié leur stabilisation vers
le niveau le plus profond de l’état fondamental de la molécule à l’aide d’un second STIRAP.
Pour éviter des pertes entre les 2 STIRAP, nous avons considéré des méthodes plus élaborées
appelées A-STIRAP et S-STIRAP afin de passer en une étape de l’état du piège à ce niveau le
plus profond
La formation de molécules hétéronucléaire donne la possibilité de processus se déroulant
uniquement dans l’état électronique fondamental. Dans la dernière partie de la thèse, nous
avons étudié ces méthodes. L’état du piège est alors couplé à un état rovibrationnel de l’état
électronique fondamental. La formation est induite par l’utilisation d’une impulsion à dérive de
fréquence induisant un passage adiabatique ou à l’aide d’une impulsion-pi. Nous avons étudié
les différents facteurs régissant ce transfert. En plus, nous avons découvert que cette méthode
formation peut être reliée à une résonance de Feshbach dans la représentation habillée par
les photons, que nous avons appelée Résonance de Feshbach auto-induité assistée par Laser
(LASIFR en anglais). Nous montrons que les LASIFR présentent les avantages à la fois des
résonances de Feshbach magnétiques et optiques. Nous montrons qu’elles sont un outil promet-
teur et puissant pour le contrôle des propriétés de mélange de gaz d’atomes ultra-froids, comme
par exemple la longueur de diffusion.
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Abstract
The thesis is positioned in the ultracold domain, i.e molecules which have velocities corres-
ponding to microkelvin temperatures. The formation of molecular diluted gas at these tempe-
ratures are promising for important applications in quantum simulation, quantum information
or in precision measurements. More particularly, the thesis is focused on the formation of mole-
cules which are polar and paramagnetic. Some recent works are predicted that these molecules
could be the ideal system for creating a quantum simulator of the lattice-spin system, which
can describe the magnetism in solids. We have chosen the example of RbSr molecules for whose
a experience runs in Amsterdam.
Alkaline-earth atoms have an open outer electronic shell, implying difficulties for the de-
tection of Magnetic Feshbach Resonance during their collisions with other atoms ; the main
concept of the formation of ultracold dialkaline molecules in their ground state. We explored
some alternatives based on the use of lasers for the formation of ultracold RbSr molecules. First,
we considered the photoassociation whose the principle is coupling the initial scattering state
with a rovibrational level of an excited electronic state. The following spontaneous emission
step creates molecules in the electronic ground state. The photoassociation and the molecule
formation rates were calculated during this thesis. We also considered the problem of atom
losses observed by experiments in Bangalore, when a focused photoassociation laser is applied.
However, by the spontaneous emission step, this approach is incoherent and not sufficiently
controllable for creating ultracold molecules in their absolute ground state. In the rest of the
thesis, we then explored coherent methods. Firstly, Stimulated Raman Adiabatic Passage (STI-
RAP) was modelized. We showed a STIRAP sequence could create weakly bound molecules
from isolated atomic pairs confined in a Mott insulator. After, we studied their stabilization to
the absolute ground state with a second STIRAP. To avoid loss during the time between the
two STIRAP, we considered more sophisticated sequences, called A-STIRAP and S-STIRAP,
which can directly transfer the atomic pair to the absolute ground state.
The formation of heteronuclear molecules allows the use of methods where the dynamic
occurs only in the electronic ground state. In the last part of the thesis, we explored some of
these methods. The formation is induced by the use of a chirped pulse or a pi-pulse. We studied
the factors of the transfer. Moreover, we discovered this method is related to a new kind of
Feshbach resonances in the photon dressed picture, called Laser Assisted Self-Induced Feshbach
Resonance (LASIFR). We showed LASIFR present the advantages of Magnetic and Optical
Feshbach Resonances. They are a promising and powerful tool for the control of properties of
quantum gas mixtures, like the interspecies scattering length.
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Chapitre 1
Introduction
En mai 1960, Théodore Maiman fit fonctionner le tout premier laser. Pendant les 60 années
qui suivirent, l’avènement des lasers a révolutionné les sciences, les technologies, la société.
La physique atomique et moléculaire en est un exemple spectaculaire. L’utilisation de lasers a
permis de contrôler les degrés de liberté internes des atomes et des molécules, mais également
leurs degrés de liberté externes (position et vitesse), au travers du refroidissement et du pié-
geage d’atomes par laser [1,2]. L’obtention de gaz atomiques à des températures inférieures au
millikelvin a ainsi créé un tout nouveau domaine dans lequel s’inscrit cette thèse : la physique
et la chimie ultra-froides.
Refroidissement laser de gaz atomiques de faible densité
Il peut paraître contre-intuitif que l’interaction avec un laser puisse refroidir un gaz atomique
de faible densité. Dans le laboratoire, les gaz atomiques considérés ont une densité variant entre
108 et 1013 particules par cm3), initialement à température ambiante (≈300 K). Le refroidisse-
ment laser est basé sur l’existence d’un cycle fermé d’absorption et d’émission spontanée entre
2 niveaux de l’atome [3–5]. Pour respecter la conservation de l’impulsion totale du système,
l’absorption induit un recul de l’atome dans le sens opposé au sens de propagation du photon.
Au contraire, l’émission spontanée d’un photon s’effectue dans une direction aléatoire, de sorte
qu’après un grand nombre de cycles, le recul moyen généré par l’émission spontanée est nul,
tandis que dans la direction considérée, l’atome a subi un important ralentissement provoqué
par de multiples absorptions. On nomme ce phénomène ”pression de radiation ”. L’effet Doppler
a un impact important dans ce refroidissement. Pour rappel, l’effet Doppler consiste à ce qu’un
atome se mouvant dans la direction opposée de celle des photons du laser perçoit une fréquence
plus importante et inversement, il perçoit une fréquence plus faible lorsqu’il se meut dans le
même sens que celle des photons. Pour réaliser l’absorption des atomes se propageant dans le
sens opposé au laser lors du refroidissement, la fréquence du laser doit ainsi être légèrement
inférieure à la fréquence de la transition entre les 2 niveaux (légèrement décalée vers le rouge).
En pratique, pour ralentir les atomes dans les trois directions de l’espace, on utilise trois paires
de faisceaux laser contra-propageants, dont la fréquence est légèrement décalée vers le rouge.
Les atomes subissent ainsi une force de freinage dans toutes les directions : on nomme un tel
dispositif une mélasse optique. Ce processus permet de refroidir un gaz d’atomes jusqu’à une
température limite, appelée température Doppler TD, par exemple égale à 240 µK pour un
gaz atomique de sodium, ou 140 µK pour un gaz atomique de rubidium. Des arrangements
plus complexes impliquant des lasers, dont la description dépasse le cadre de cette thèse, per-
mettent d’atteindre des températures plus basses de l’ordre du µK , au-delà de la température
Doppler [6, 7]. Ces températures ultra-froides ne sont malheureusement pas suffisantes pour
atteindre un état très particulier de la matière, le condensat de Bose Einstein [8]. Dans celui-ci,
tous les atomes bosoniques occupent le même état (pour tous les degrés de liberté). Ce phé-
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nomène étrange apparaît lorsque la longueur d’onde thermique de Broglie λT = h√2piMkBT est
supérieure à la distance moyenne entre les atomes R¯, λT >> R¯. Les mouvements de tous les
atomes du gaz deviennent alors corrélés. Pour obtenir un condensat de Bose-Einstein, il faut
augmenter la densité dans l’espace des phases, c’est-à-dire à la fois augmenter la densité et
diminuer la température. Pour cela, un refroidissement évaporatif [9] est effectué, qui consiste
à éliminer les atomes les plus énergétiques en changeant les paramètres du piégeage, tandis
que les atomes restants se rethermalisent à une température plus basse. Les premiers conden-
sats de Bose-Einstein ont été obtenus en 1995 dans un gaz ultra-froid de rubidium [10], et de
sodium [11].
Piégeages d’atomes ultra-froids
La pression de radiation décrite ci-dessus s’exerce au travers d’une force non-conservative
dépendant de la vitesse des atomes, et non de leur position. Dans la mélasse optique, les atomes
ont une trajectoire aléatoire caractéristique d’un mouvement Brownien, de sorte qu’ils peuvent
s’échapper de ce milieu. Pour retenir les atomes dans la mélasse optique, il est donc nécessaire de
générer une force de rappel sur les atomes, dépendant donc de leur position. On applique pour
cela un champ magnétique d’intensité linéaire, au travers de deux bobines en configuration anti-
Helmotz, qui induit une levée de dégénérescence des sous-niveaux Zeeman de l’atome, tandis
que les polarisations des deux lasers de refroidissement dans chaque direction sont circulaires,
et opposées, c’est-à-dire σ+ et σ− (voir Figure 1.1), pour l’exemple d’un atome dont l’état excité
est p, i. e. un atome alcalin par exemple. Dans la région où le sous-niveau de Zeeman de plus
basse énergie est mJ = −1, l’absorption vers ce niveau n’est possible qu’avec une polarisation
σ−. Lorsque le sous-niveau de Zeeman de plus basse énergie est mJ = −1,l’absorption vers ce
niveau n’est possible qu’avec une polarisation σ+. Le plus important est que le désaccord de
de la fréquence du laser par rapport à ces transitions augmente avec la distance au centre. On
peut montrer que la force ainsi générée sur les atomes est une force de rappel proportionnelle
à ce désaccord, et donc à la position de l’atome. On a ainsi créé un piège magnéto-optique.
Une autre possibilité de piégeage repose sur une autre force radiative : la force dipolaire
qui résulte de l’interaction entre la polarisabilité dipolaire dynamique de l’atome et le gradient
du champ laser. Contrairement à la force associée à la pression de radiation, la force dipolaire
dépend uniquement de la position de l’atome et non de sa vitesse. Elle est dite conservative.
Lorsque deux faisceaux lasers continus contra-propageants selon une direction donnée x sont
appliqués, une onde stationnaire est formée. Un atome placé dans cette onde stationnaire est
soumis à un potentiel périodique [13], dont l’intensité est reliée à la réponse de l’atome au
travers de sa polarisabilité. Un confinement à la position des noeuds de l’onde stationnaire
devient possible lorsque l’énergie totale de l’ atome est inférieure à la valeur maximale du
potentiel dipolaire (à l’ antinoeud de l’onde stationnaire). Le mouvement de l’atome est alors
bien piégé le long de la direction x mais ne l’est pas dans les directions y et z. Un réseau optique
1D est obtenu. Si une seconde paire de lasers est ajoutée le long de la direction y, les atomes
piégés n’ont alors plus qu’une liberté de mouvement le long de la direction z. Un réseau optique
2D est alors obtenu (vvoir figure 1.2 (a)). Finalement, si une troisième paire de laser est ajouté
le long de la directions z, les atomes piégés sont alors complètement confinés dans un réseau
optique 3D 1.2 (b)).
Applications des atomes ultra-froids
Le piégeage d’atomes à des températures ultra-froides offre des perspectives et des applica-
tions intéressantes pour le futur. Elles sont bien sur nombreuses et dans la suite, nous présentons
seulement les principales.
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Figure 1.1 – (a) Illustration d’un piège magnéto-optique et (b) représentation des niveaux
d’énergie impliqué dans les transitions optiques du MOT. Figure tirée de [12]
Figure 1.2 – Illustration de réseaux optiques (a) 2D et (b) 3D. Figure tirée de [14]
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Travailler avec des gaz ultra-froids permet d’effectuer des mesures de très grande précision,
puisque le bruit lié à l’agitation thermique est quasi-éliminé. Plusieurs expériences explorent
ainsi les limites de la validité du modèle standard des interactions électromagnétiques et faibles,
au travers de la mesure du moment dipolaire de l’électron, ou des mesures de la variation des
constantes fondamentales au cours du temps. Il est assez fascinant que des expériences avec
des gaz ultra-froids pourraient se révéler plus appropriées et plus précises que celles réalisées à
haute énergie, comme au CERN par exemple. L’exemple actuel le plus spectaculaire en matière
de mesures de précision est sans doute la démonstration récente d’horloges optiques avec une
incertitude systématique de 10−18 utilisant l’atome de strontium [15], et même un ion unique
ultra-froid piégé Al+ [16].
Le piégeage d’atomes ultra-froids dans des réseaux optiques permet de créer des systèmes
dont l’organisation est analogue à celle des électrons dans un réseau cristallin [17, 18]. Il est
ainsi possible de relier l’Hamiltonien des atomes ultra-froids dans un réseau optique à celui
des électrons dans un cristal. Les atomes ultra-froids dans le réseau optique permettent de
simuler les électrons dans le réseau cristallin. Ceci est intéressant pour certains phénomènes
complexes dont la modélisation sur ordinateur est généralement impossible, à cause de la taille
du système. Un gros avantage de cette approche est que toutes les grandeurs de l’Hamiltonien
des atomes ultra-froids dans le piège peuvent être contrôlées par variation des paramètres du
réseau optique.
Un gaz d’atomes ultra-froids est depuis longtemps reconnu comme plate-forme à fort poten-
tiel pour l’information quantique [19], qui consiste à utiliser les lois de la mécanique quantique
afin de faire des calculs. Pour un certain nombre de tâches (par exemple la factorisation de
grands nombres en nombres premiers), il a été prouvé que des algorithmes basés sur des phé-
nomènes proprement quantiques comme l’intrication, seraient plus efficaces que ceux utilisés à
l’heure actuelle sur des ordinateurs classiques. L’élément de base d’un ordinateur quantique est
appelé ”qubit”, au lieu du bit binaire de valeur 0 ou 1 pour l’ordinateur conventionnel. Un qubit
peut prendre n’importe quelle valeur issue de la superposition de deux états quantiques |0〉 et
|1〉. Le principe des algorithmes quantiques est de combiner un certain nombre d’opérations
sur les qubits, appelées portes quantiques, afin d’effectuer la tâche désirée. Pour un ordinateur
quantique construit autour des atomes froids, les états |0〉 et |1〉 sont deux états atomiques
et les portes sont des opérations de transfert de populations entre ceux-ci. Elles sont basées
sur des séquences d’impulsions lasers qui doivent atteindre l’objectif désiré avec une grande
fidélité et de manière reproductible. Malheureusement, les plates-formes candidates pour un
ordinateur quantique rencontrent souvent le problème de la décohérence. Mis en interaction
avec un environnement (celui-ci étant par exemple un ensemble d’autres atomes), leurs pro-
priétés quantiques vont être brouillées. Le régime ultra-froid semble le plus adapté pour réduire
la décohérence. La diminution de la température permet de réduire le nombre de collisions
entre atomes, qui induisent la décohérence. L’utilisation de réseaux optiques dont les sites sont
occupés par un seul atome (donnant naissance à un isolant de Mott que nous considérons en
détail dans la deuxième partie de la thèse) est très prometteuse. En changeant les paramètres
du piégeage, il est donc possible de contrôler la décohérence subie par les atomes.
Intêret des molécules par rapport aux atomes
Deux raisons principales motivent l’extension des recherches sur les gaz ultra-froids aux
molécules. Leur structure interne de niveaux vibrationneles et rotationnels, notamment pour
les molécules diatomiques, peut offrir de nouvelles possibilités de contrôle. De plus, les molécules
diatomiques hétéronucléaires possèdent en principe un moment dipolaire électrique permanent
dans leur réérentiel propre (on parle alors de molécules polaires), qui peut-être induit par iun
champ électrique extérieur.Les interactions entre de telles molécules sont alors anisotropes, et
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d’amplitude plus grande en général que l’interaction anisotrope entre deux atomes possédant
un moment magnétique. Cette propriété a généré récemment de nombreuses recherches dont
nous donnons quelques exemples ci-dessous.
Une meilleure précision pour la mesure du moment dipolaire de l’électron peut être obtenue
à l’aide de molécules polaires [20, 21]. La présence du moment dipolaire permanent de ces
molécules génère un champ électrique considérable à l’intérieur de la molécule. Les molécules
permettent également d’obtenir une meilleure précision pour mesurer la variation des constantes
fondamentales [22,23], et pour mesurer la violation de la symétrie PT [24].
Des molécules polaires dans un réseau 3D interagissent de manière importante par l’inter-
action dipôle-dipôle. Ceci rend possible la simulation des systèmes quantiques multicorps à
forte interaction comme la superconductivité ou le magnétisme quantique [25,26]. Les réseaux
optiques 3D de molécules polaires ouvrent aussi la porte à la formation de nouveaux états de
la matière quantique aux propriétés uniques [27–29].
Pour l’information quantique, différents schémas avec des molécules polaires ont été pro-
posés [30–32]. Dans ceux-ci, les états rotationnels sont les qubits qui peuvent être contrôlés
à l’aide de champs micro-onde. L’interaction dipôle-dipôle peut être utilisée pour former des
portes quantiques. Un avantage de ce schéma est que l’intégration dans un circuit quantique est
plus simple pour un champ micro-onde que pour un laser. De plus, le transfert d’information
quantique entre une molécule et un photon micro-onde semble possible [32].
Dans cette thèse, nous nous intéressons plus particulièrement aux molécules à la fois polaires
et paramagnétiques, constituées d’un atome alcalin et d’un atome avec une couche électronique
fermée, comme les alcalino-terreux ou l’Ytterbium. Ces molécules présentent l’avantage d’avoir
à la fois un moment dipolaire électrique permanent et un moment dipolaire magnétique per-
manent. Elles peuvent ainsi être contrôlées par des champs électriques et magnétiques. En
plus, avec leur électron libre, les molécules polaires paramagnétiques sont des systèmes idéaux
pour créer un simulateur quantique du modèle spin-réseau [33] qui est fondamental dans la
compréhension des phénomènes de magnétisme dans un grand nombre de matériaux.
Pour le choix de la molécule, les valeurs des moments dipolaires électriques et magnétiques
ont donc une importance cruciale. Un grand nombre de molécules de ce type ont déjà été
étudiées : RbYb [34–38],CsYb [35, 37, 39, 40], LiYb [35, 37, 38, 41–44]. La molécule de RbSr [?,
38,45–58] présente un moment dipolaire électrique de 1.5 D et un moment dipolaire magnétique
de 0.5 µB, valeurs qui sont plus élevées que pour les autres molécules de ce type, par exemple
RbYb (0.21 D et 0.5 µB) ou LiYb (<0.1 D et 0.33 µB). Dans cette thèse, nous étudions donc
la formation de molécules de RbSr.
Le problème du refroidissement laser de molécules
Pour obtenir des molécules ultra-froides, les mêmes techniques que pour les atomes pour-
raient être utilisées. Malheureusement, le refroidissement laser est beaucoup plus compliqué que
dans le cas des atomes. Malheureusement, il est plus difficile d’identifier un schéma de niveaux
approprié pour un cycle fermé d’aborption et émission dans les molécules. Par le principe de
Frank-Condon, l’état excité qui est plus exactement un niveau rovibrationnel d’un état électro-
nique excité de la molécule, peut se désexciter vers un grand nombre de niveaux rovibrationnels
de l’état fondamental électronique de la molécule (voir figure 1.3). Si après l’émission la molécule
n’occupe plus l’état initial, elle n’est plus excitée par le laser et le refroidissement s’arrête pour
elle. A part quelques espèces très pormetteuses [59] comme SrF [60,61] ou CaF [62], qui ont des
facteurs de Franck-Condon presque diagonaux, il n’est pas possible de réduire drastiquement
la vitesse des molécules à l’aide du refroidissement laser.
Les méthodes alternatives peuvent se diviser en deux catégories qui sont habituellement
qualifiées de directe et indirecte. Pour le refroidissement direct, les molécules sont refroidies
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Figure 2. (a) Potential energy curves of the ground electronic state (X) and first electronically-excited state (A) of
a typical diatomic molecule - the example here is LiH. The vibrational energy levels within each potential are shown.
(b) Lowest vibrational wavefunction (v′ = 0) for the A state (green), and a selection (v′′ = 0, 2, 4, 6, 8) of vibrational
wavefunctions for the X state (blue). The square of the overlap integral between a vibrational wavefunction from the X
state and one from the A state gives the corresponding Franck-Condon factor. (c) Emission spectrum for molecules excited
to the v′ = 0 vibrational level of the A state.
to the various vibrational states of X with probabilities P0,v′′ given by equation (4). For v
′′ = 0,
the overlap integral is given by the overlapping green and blue areas in the bottom row of
figure 2(b). There is not much overlap because the equilibrium bond length of the two potential
curves is quite different, so only the wings of the two ground-state wavefunctions overlap. As a
result, P0,0 is small. For v
′′ = 2, the integral is the overlapping green and blue areas in the next
row up. There’s still not much overlap, though it’s a bit more than for v′′ = 0. We see that,
in this example, the excited molecule decays to many different vibrational states, with a fairly
small probability to each. As a result, the excited molecule emits at many different wavelengths
across the visible spectrum and beyond, as illustrated by Figure 2(c) which shows the emission
spectrum for molecules excited to the |A, v′ = 0〉 state. Effective laser cooling requires about
104 scattered photons, so all v′′ with P0,v′′ > 10−4 have to be addressed. That means we need
a laser at every one of the wavelengths shown in Figure 2(c). This is impractical.
Fortunately, not all molecules are so obstructive. It is easy to see that if the X and A
states have identical potential energy curves, Pv′,v′′ will be equal to 1 when v
′′ = v′ and zero
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Figure 1.3 – Illustration du problème du refroidissement laser de molécules. (a) Courbes d’éner-
gies potentielles de l’état électronique fondamental (en bleu) et du premier état électronique
excité (en vert) pour une molécule diatomique typique (LiH dans ce cas). (b) Le recouvrement
entre la fonction d’onde du premier niveau vibrationnel v′ = 0 de l’état électronique excité (en
vert) et celles des premiers niveaux vibrationnels d l’état électronique fondamental. Le carré
de ce recouvrement détermine les probabilités de transition qui sont représentés dans l’encadré
(c). Cette figure est tirée de [59]
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par une autre méthode qu’avec des lasers. Une première approche est le refroidissement col-
lisionnel par un gaz tampon généré par des méthodes cryogéniques (buffer gas cooling en an-
glais) [63]. Une deuxième approche est adaptée aux molécules polaires ou paramagnétiques.Un
jet supersonique de molécules traverse une configuration complexe de champ électrique [64] ou
magnétique [65, 66] L’interaction du dipôle avec le champ induit une décélération des molé-
cules : les dispositifs correspondants sont appelés décélérateurs Stark ou Zeeman. Malgré une
forte diminution des vitesses, ces méthodes directes permettent de créer des molécules avc une
températue de l’ordre du mK, bien au-dessus du régime ultra-froid défini plus haut.
Formation de molécules ultra-froides par association d’atomes froids
Le refroidissement indirect consiste à séparer le problème en 2 étapes. D’abord, les atomes
sont refroidis puis ils sont associés pour former les molécules d’intérêt. C’est la seule façon
à l’heure actuelle d’obtenir des molécules à des températures ultra-froides. Historiquement,
les premières molécules ultra-froides à avoir été formées sont des espèces bialcalines homonu-
cléaires et hétéronucléaires puisque les atomes correspondants peuvent être facilement refroidis.
Deux techniques ont émergé pour former ces molécules bialcalines : la photoassociation et la
magnétoassociation.
La photoassociation, initialement proposée par Thorsheim, Weiner et Julienne [67], est basée
sur l’excitation d’une paire atomique à l’aide d’un laser légèrement décalé vers le rouge par
rapport à une des transitions atomiques, et qui est résonant avec un niveau rovibrationnel
d’un état électronique moléculaire excité. Des molécules sont ainsi formées dans ce niveau
vibrationnel. Néanmoins, comme il est excité, il se relaxe par émission spontanée. Comme dans le
cas du refroidissement, celle-ci amène l’occupation d’un grand nombre de niveaux vibrationnels
de l’état électronique fondamental. Les molécules formées sont ainsi vibrationnellement chaudes.
En plus, l’émission spontanée peut induire des pertes d’atomes du piège. Nous reviendrons en
détail sur la photoassociation dans le chapitre 4. La première observation de formation de
molécules froides par photoassociation a été réalisée au Laboratoire Aimé Cotton en 1998
avec la molécule de Cs2 [68], et d’autres espèces formées par cette méthode ont été observées
ensuite [69,70]. Néanmoins, les problèmes liés à l’émission spontanée, l’ont petit à petit conduite
à être éclipsée par la magnétoassociation.
La magnétoassociation [71–78] est basée sur l’existence d’une résonance de Feshbach magné-
tique (MFR, pour Magnetic Feshbach Resonance en anglais) lors de la collision entre les deux
atomes considérés [79–82]. Les deux atomes impliqués dans la collisions peuvent occuper diffé-
rent états hyperfins. Chaque configuration différente des atomes définit une voie dont l’énergie
à longue distance (énergie de seuil) correspond à la somme des énergies des états hyperfins des
deux atomes. Si initialement les atomes collisionnent dans une voie, les voies dont l’énergie de
seuil est supérieure (inférieure) à celle-ci, sont appelées voie fermée (ouverte). Maintenant si une
voie fermée supporte un état lié et s’il y a une interaction entre cette voie et celle initiale, une
résonance de Feshbach apparait (voir figure 1.4 (a)). Dans le cas d’une résonance de Feshbach
Magnétique entre 2 atomes alcalins, l’interaction principale est un terme spin (électronique)
- spin(électronique) 1, Hˆint ∝ ~s1.~s2. Lorsqu’un champ magnétique est appliqué, la différence
de structure hyperfine des atomes dans les deux voies implique un’effet Zeeman différent et
un décalage en énergie des potentiels des deux voies. La différence d’énergie entre l’énergie de
l’état lié de la voie fermée et l’énergie de seuil de la voie ouverte peut ainsi être contrôlée et un
croisement entre celles-ci peut être induit (voir figure 1.4 (b)) . Le premier intérêt des MFR est
de contrôler la longueur de diffusion (voir figure 1.4 (c)) et ainsi les propriétés collisionnelles
de gaz ultra-froids. Mais elles ont également un intérêt pour la formation de molécules. Si une
lente variation du champ magnétique est faite, l’état peuplé peut être peuplé grâce à un passage
1. ~si est le moment angulaire de spin de l’atome i
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Figure 1.4 – Représentation d’une résonance de Feshbach magnétique. (a) Configuration des
deux voies couplées. La voie fermée porte un état lié. (b) Variation à l’aide d’un champ magné-
tique, de l’énergie de l’état lié de la voie fermée par rapport à celle du seuil de la voie ouverte
(c) Variation de la longueur de diffusion autour d’une résonance de Feshbach magnétique.
1
adiabatique. C’est le principe de la magnétoassociation. La première magnétoassociation a été
effectuée en 2003 pour former des molécules de Cs2 [83]. Cette méthode ne présente pas les in-
convénients de la photoassociation venant de l’émission spontanée. Les molécules formées sont
en effet dans l’état électronique fondamental. La magnétoassociation d’un condensat d’atomes
froids garde la cohérence du condensat initial et peut former un condensat de Bose-Einstein
moléculaire [71, 73]. Elle fut utilisée pour un grand nombre de molécules, homonucléaires et
hétéronucléaires. Généralement, après la magnétoassociation, les molécules formées sont trans-
férées vers l’état fondamental rovibronique à l’aide d’un Passage adiabatique Raman Stimulé
(Stimulated Raman Adiabatic Passage (STIRAP) en anglais) [84–86].
Limitations de la magnétoassociation
La magnétoassociation semble une méthode idéale pour associer des atomes ultra-froids.
Néanmoins, le talon d’Achille de la magnétoassociation vient de la nécessité d’avoir une inter-
action entre les deux voies. Dans le cas des alcalins, cette interaction est celle entre les spins
électroniques des 2 atomes en collision. Pour que ce terme soit non-nul, il faut que les deux
atomes en collision aient un spin électronique. Or le spin électronique des atomes à couche fer-
mée est nul. Néanmoins, l’interaction spin-spin n’est que le terme d’interaction le plus élevé et
trois mécanismes d’ordre plus élevé existent [52]. Le premier est lié au changement de la struc-
ture hyperfine de l’atome alcalin lorsque la distribution électronique de l’atome alcalin (Rb) est
perturbée par l’approche de l’atome alcalino-terreux (Sr). Le couplage est alors proportionnel
au champ magnétique appliqué. Des résonances liées à ce mécanisme ont été observées avec les
isotopes 87Sr et 88Sr du strontium [58] et même récemment avec 84Sr. Le second mécanisme
vient du couplage hyperfin entre le noyau de l’atome alcalino-terreux avec l’électron de valence
de l’atome alcalin. Comme seul l’isotope 87Sr a un moment magnétique nucléaire, cette réso-
nance est observée uniquement pour Rb87Sr. Le troisième mécanisme résulte de l’interaction
anisotrope du spin électronique avec les noyaux soit de l’atome alcalin soit de l’atome alcalino-
terreux. Venant de termes d’ordre plus élevés, les résonances de Feshbach résultantes de ces
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mécanismes sont caractérisées par des faibles largeurs magnétiques 2 de l’ordre de la dizaine de
mG, bien inférieures à celles obtenues entre atomes alcalins. Même si ces résonances de Fesh-
bach ont été observées [58] dans le groupe du Prof. F. Schreck à Amsterdam, on ne sait pas
encore s’il est possible de pouvoir les exploiter pour la magnétoassociation.
Contrôle laser de la formation de molécules ultra-froides
Ceci nous amène au coeur sujet de la thèse. Précédemment, nous avons vu brièvement les
limitations de la photoassociation ainsi que celles de la magnétoassociation avec des atomes à
couche fermée. La question dans laquelle s’inscrit cette thèse est : peut-on utiliser une méthode
cohérente basée sur des lasers afin de former des molécules. Des premiers travaux dans ce
sens ont été faits. L’utilisation de pulses picosecondes [87–91] et nanosecondes [92, 93] ont
été considéré pour former des dimères alcalins. Pour le cas des dimères alcalino-terreux et en
particulier Sr2 [94, 95], un STIRAP pour transférer une paire atomique dans un piège optique
3D vers un niveau rovibrationel de l’état électronique fondamental a été considéré. Dans le
chapitre 5, nous avons développé la théorie autour de cette méthode de formation à l’aide
d’un STIRAP et nous l’avons appliquée à RbSr. Nous mettrons particulièrement l’accent sur
l’importance pour le contrôle cohérent de la quantification du mouvement translationnel dans
un piège optique 3D.
Cette méthode à l’aide du STIRAP est basée sur des transitions électroniques dans la lignée
de la photoassociation. Elle fait donc intervenir un état électronique excité de la molécule.
Les molécules hétéronucléaires offrent aussi l’opportunité de faire des transitions entre deux
états rotationnels ou deux états vibrationnels du même état électronique. Ce couplage entre
deux niveaux rovibrationnels du même état électronique peut aussi s’appliquer entre un niveau
rovibrationnel moléculaire et l’état de translation (discretisé) d’une paire atomique (de nouveau
du même état électronique). Ce couplage fut proposé par Kotochigova [96]. Il offre une autre
voie pour former de manière cohérente des molécules à l’aide d’impulsions laser. Dans le chapitre
7, nous montrons comment un passage adiabatique peut être induit par une impulsion laser à
dérive de fréquence ; la formation se rapprochant alors de la magnétoassociation.
En fait, l’analogie avec la magnétoassociation peut même être poussée plus loin. Comme dit
précédemment, celle-ci se base sur l’existence d’une résonance de Feshbach magnétique. Durant
cette thèse, nous avons découvert que la formation de molécules à l’aide d’une impulsion laser
chirpée peut aussi être associée à une résonance de Feshbach. Pour la visualiser, il faut passer
dans la représentation habillée par les photons. Ces résonances de Feshbach sont nommées
Résonance de Feshbach auto-induite assisté par laser (Laser Assited Self-Induced Feshbach
Resonance (LASIFR) en anglais). Elles sont accessibles pour toute moléculaire polaire. Ceci est
considéré dans le chapitre 6.
Connexion avec le contrôle cohérent de réactions chimiques
Au-delà du domaine ultra-froid, le sujet de cette thèse peut être relié au contrôle cohérent
des réactions chimiques. Cette quête remonte aux origines de l’utilisation des lasers en chimie.
En effet, l’idée de les utiliser pour contrôler des réactions chimiques est venue assez vite. Les
réactions chimiques élémentaires sont généralement classées en deux types : les réactions uni-
moléculaires et bimoléculaires. Une réaction unimoléculaire se déroule lorsqu’une molécule est
dans un état métastable après une absorption de photons. Elle peut alors changer de struc-
ture par la rupture d’une ou plusieurs liaisons ou par un transfert d’atomes, de protons ou
d’électrons. Une réaction bimoléculaire se déroule elle entre deux molécules qui collisionnent.
L’énergie d’activation de la réaction est donnée par celle de la collision.
2. On passe de la largeur de la résonance (qui a la dimension d’une fréquence) à cette largeur magnétique
en multipliant cette dernière par la différence de moment magnétique entre les 2 voies.
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Durant ces dernières années [97–100], le contrôle cohérent de réactions unimoléculaires
à température ambiante a été effectué avec succès pour de nombreux cas, pouvant parfois
être complexe comme dans des macromolécules biologiques. Néanmoins, sauf quelques excep-
tions [101, 102], cela n’est pas le cas des réactions bimoléculaires. L’origine de cette asymétrie
entre les deux vient de l’état initial du système. Dans le cas d’une réaction unimoléculaire, les
molécules n’occupent initialement que quelques états rovibrationnels. Par contre pour une ré-
action bimoléculaire à température ambiante, les molécules en collisions occupent un très grand
nombre d’états translationnels. Or, l’entropie est beaucoup plus importante dans le second cas
que dans le premier. Une méthode cohérente ne changeant pas l’entropie, l’effet d’une impulsion
laser sur une réaction bimoléculaire s’annule en moyenne. Réduire la température et piéger les
molécules afin de quantifier les états translationnels peut être une solution. Le domaine ultra-
froid est ainsi le régime adapté pour contrôler des réactions bimoléculaires. La formation d’une
molécule diatomique à partir des atomes considérée dans cette thèse est la forme la plus simple
de réaction "bimoléculaire". Le travail de cette thèse est donc également une première pierre
dans l’étude du contrôle cohérent de réactions bimoléculaires ultra-froides.
Structure de la thèse
Avant de pouvoir contrôler un système, il faut d’abord bien en connaître la structure. La
première étape, dans le chapitre 2, sera ainsi de décrire la structure de la molécule RbSr ainsi que
les états collisionnels entre un atome de rubidium et un atome de strontium. Nous présentons
dans le chapitre 3 les outils du contrôle cohérent que nous avons utilisés. Dans le chapitre
4, nous décrivons le principe de la photoassociation et nous la modélisons pour la molécule
RbSr. Nous illustrons également les limitations de la photoassociation, motivant les chapitres
suivants. Dans le chapitre 5, nous discutons l’importance pour le contrôle cohérent de confiner
les atomes. Une étape de STIRAP devient alors efficace pour former la molécule RbSr. Dans
le chapitre 6, nous présentons la théorie des résonances de Feshbach auto-induites assistées par
laser (dénommées par l’acronyme LASIFR dans la suite), et nous l’appliquons à la manipulation
la longueur de diffusion entre les deux espèces atomiques. Nous explorons dans le chapitre 7
comment contrôler la formation de molécules à travers d’une LASIFR en utilisant une impulsion
laser sub-térahertz à dérive de fréquence. Nous présentons également les premiers résultats sur
la relaxation de molécules faiblement liées à l’aide d’impulsions infrarouges, dans le cadre de la
théorie du contrôle optimal. Dans le chapitre 8, nous proposons l’interprétation d’expériences
de photoassociation en présence d’une cavité optique, réalisées dans le groupe du Professeur S.
Rangwala (Raman Research Institute, Bangalore, Inde), avec qui nous avons collaboré. Enfin,
nous conclurons dans le chapitre 9 en donnant également les perspectives de la thèse.
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Chapitre 2
Structure moléculaire et collisions
interatomiques
Dans ce chapitre, nous explorons les propriétés de la molécule RbSr et de la collision entre
un atome de rubidium et un atome de strontium. D’abord, dans la première section, nous
décrivons l’Hamiltonien moléculaire et les différentes bases pour décrire le système. Ensuite,
dans la deuxième section, nous introduisons l’approximation de Born-Oppenheimer qui découple
le mouvement des noyaux et des électrons en se basant sur la différence de masse entre les
noyaux et les électrons. La résolution du problème électronique est présentée dans la troisième
section. L’ajout de l’interaction spin-orbite est l’objet de la quatrième section. Ensuite, nous
montrons comment traiter le problème du mouvement des noyaux dans la cinquième section.
Après avoir dérivé les équations radiales pour les états moléculaires et la situation de deux
atomes en collision, nous expliquons la méthode ’Mapped Fourier Grid Hamiltonian’ utilisée
pour résoudre ces équations. Nous terminons ce chapitre en illustrant certaines propriétés des
collisions ultra-froides : la longueur de diffusion (sixième section) et les résonances de Feshbach
(septième section).
2.1 Hamiltonien moléculaire et cas de Hund
Dans ce travail, nous considérons le problème de deux noyaux et d’un ensemble Nel d’élec-
trons. Les deux noyaux ont des masses respectivement deM1 etM2 et des charges nucléaires de
Z1e et Z2e. Les positions des noyaux par rapport au centre de masse du système O sont notées
~R1 et ~R2 alors que celles des électrons ~ri (voir figure 2.1 (b)). En plus, on pose ~R = ~R1 − ~R2.
Il est possible de définir deux repères différents : le repère fixe du laboratoire (~eX ,~eY ,~eZ) et
le repère tournant lié à la molécule (~ex,~ey,~ez). Dans le premier, les trois directions X,Y et Z
sont des directions privilégiées de l’expérience. Dans l’autre, l’axe z est l’axe internucléaire de
la molécule diatomique. Dans les deux cas, l’origine est le centre de masse O du système. Le
changement d’un repère à l’autre est déterminé par les angles d’Euler, φ, θ, ψ (voir figure 2.1
(a)) où (θ,φ) sont les coordonnées polaires de l’axe internucléaire dans le repère fixe, et où pour
les molécules diatomiques, ψ est arbitraire et peut être fixé à 0.
Le problème dépend aussi d’un certain nombre de moments angulaires. D’abord, chaque
électron i a un spin ~si, un moment angulaire orbital 1 ~leli = ~ri × ~∇ri , et un moment angulaire
total ~jeli = ~si +~leli . En sommant tous les spins électroniques, on peut définir le spin électronique
total, ~S = ∑Neli=1 ~si. De même, on peut définir le moment angulaire orbital électronique total, ~L =∑Nel
i=1
~leli , et le moment angulaire électronique total ~Jel =
∑Nel
i=1~j
el
i = ~L+ ~S. L’axe internucléaire
1. Les règles de commutation entre les différentes composantes de ~leli sont les mêmes dans le repère fixe et
dans le repère mobile (celles d’un moment angulaire normal).
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Figure 2.1 – Illustration (a) des repères fixe du laboratoire et moléculaire, ainsi que (b) des
coordonnées utilisées dans cette thèse
Mom. ang. ~O Val. propre Oˆ2 Val. propre OˆZ Val. propre Oˆz
Mom. ang. orbit. élec. total ~L L(L+ 1) ML Λ
Spin élec. total ~S S(S + 1) MS Σ
Mom. ang. élec. total ~Jel Jel(Jel + 1) MJel Ω = Σ + Λ
Mom. ang. rot. noyaux ~` `(`+ 1) M` 0
Mom. ang. total ~J = ~L+ ~S + ~` J(J + 1) MJ Ω
Table 2.1 – Notations adoptées pour les différents moments angulaires d’une molécule diato-
mique
tournent avec un moment angulaire 2 ~`= ~R× ~∇R évalué dans le repère fixe. L’axe de rotation
étant perpendiculaire à l’axe internucléaire, la composante `z est nulle. Le spin nucléaire n’a pas
été tenu en compte dans l’étude de cette thèse 3. Enfin, le moment angulaire total de la molécule
est défini comme la somme du moment angulaire électronique total et du moment angulaire de
rotation des noyaux : ~J = ~Jel + ~`. Pour un moment angulaire quelconque ~O, il est possible de
définir les opérateurs Oˆ2, OˆZ (projection sur l’axe Z du repère fixe) et Oˆz (projection sur l’axe
internucléaire z) dont les valeurs propres caractérisent les états de la molécule. Les moments
angulaires et les valeurs propres de ces opérateurs sont résumés dans la table 2.1.
Nous devons déterminer la fonction d’onde totale du système ΨT (~R1,~R2,{~r}), 4 en résolvant
l’équation de Schrödinger indépendante du temps
HˆmolΨT (~R1, ~R2, {~r}) = EΨT (~R1, ~R2, {~r}). (2.1)
L’opérateur Hˆmol est l’Hamiltonien total qui consiste en la somme de 6 termes
Hˆmol = −12
Nel∑
i=1
∇2i +
( −1
2M1
∇2~R1 −
1
2M2
∇2~R2
)
+ Z1Z2
R
−
Nel∑
i=1
(
Z1
reNi,1
+ Z2
reNi,2
)
+
∑
i>i′
Nel∑
i′=1
1
ri,i′
+ HˆSO,
(2.2)
2. Exprimées dans le repère moléculaire, les composantes de ~` obéissent à des règles de commutation anormale
[`x, `y] = −i`z.
3. Dans cette thèse, nous considérons l’isotopologue 87Rb84Sr. L’isotope 84Sr a un spin nucléaire nulle. Nous
négligeons donc la structure hyperfine venant de l’isotope 87Rb.
4. La notation {~r} désigne l’ensemble des coordonnées électroniques.
23
où R est la distance entre les deux noyaux, reNi,I est la distance entre un noyau I et un électron
i, et enfin ri,i′ est la distance entre un électron i et un autre électron i′.
Les premier et deuxième termes sont les énergies cinétiques des électrons et des 2 noyaux.
Les autres termes sont des termes d’interaction : le troisième terme est l’interaction colombienne
entre les noyaux, le quatrième terme est celle entre les noyaux et les électrons, le cinquième
terme est celle entre les électrons, et enfin le sixième terme est l’interaction spin-orbite des
électrons 5.
Les termes d’interaction ne dépendant que des distances, il est possible de séparer le mou-
vement translationnel du centre de masse 6 et le mouvement relatif :
Hˆmol = HˆCM + HˆR
HˆCM = − 12M∇2~RCM
HˆR = −12
∑Nel
i=1∇2i − 12µ∇2~R + Z1Z2R −
∑Nel
i=1
(
Z1
reNi,1
+ Z2
reNi,2
)
+∑i>i′∑Neli′=1 1ri,i′ + HˆSO
(2.3)
où ~RCM = M1
~R1+M2 ~R2
M1+M2 . M =
M1+M2
2 est la masse totale du système et µ =
M1M2
M1+M2 est sa masse
réduite.
La fonction d’onde totale ΨT (~R1, ~R2, {~r}) est le produit d’une fonction d’onde ΨCM(~RCM)
liée au mouvement du centre de masse et d’une fonction d’onde liée au mouvement relatif
Ψ(~R, {~r}). Le problème du mouvement du centre de masse (dans un référentiel inertiel) est
simplement celui d’une particule libre et les fonctions d’onde ΨCM(~RCM) sont ainsi des ondes
planes. Dans la suite, nous nous concentrons donc sur le mouvement relatif.
L’étape suivante est de séparer les parties angulaires et radiales du terme cinétique des
noyaux, en exprimant le laplacien en coordonnées sphériques (R, θ, φ)
TN = − 12µ∇
2
~R
= −12µR2
d
dR
R2
d
dR
+
ˆ`2
2µR2 . (2.4)
Nous identifions le dernier terme comme étant l’Hamiltonien rotationnel des noyaux Hˆrot =
ˆ`2
2µR2 . L’opérateur scalaire ˆ`
2 n’est pas affecté par le changement de repère et ce terme d’énergie
centrifuge pour la rotation des noyaux ˆ`22µR2 est valable dans les deux repères. Par contre, comme
nous le verrons, les éléments de matrice de Hˆrot ont une expression simple pour des fonctions
de base adaptées au repère fixe mais plus compliquée pour celles au repère moléculaire.
Nous définissons l’Hamiltonien électronique
Hˆel = −12
Nel∑
i=1
∇2i +
Z1Z2
R
−
Nel∑
i=1
(
Z1
reNi,1
+ Z2
reNi,2
)
+
∑
i>i′
Nel∑
i′=1
1
ri,i′
. (2.5)
Il peut paraître étrange d’avoir inclus l’interaction entre les noyaux dans l’Hamiltonien élec-
tronique. Cette convention est dictée par la volonté que les états propres de Hˆel donnent les
courbes d’énergie potentielle dans lesquelles se meuvent les noyaux.
Après cette étape, l’Hamiltonien du mouvement relatif peut donc s’écrire comme la somme
de quatre termes :
HˆR =
−1
2µR2
d
dR
R2
d
dR
+ Hˆrot + Hˆel + HˆSO. (2.6)
5. Les autres corrections relativistes apparaissant dans l’approximation de Pauli sont négligées : terme de
masse, terme de contact de Darwin interaction orbite-orbite ou spin-spin, ...
6. Nous avons considéré que le centre de masse du système est globalement confondu avec le centre de masse
des deux noyaux. En faisant cette approximation, des termes de couplages entre le mouvement des électrons
et celui des noyaux apparaissent. Comme les masses des noyaux sont beaucoup plus grandes que celles des
électrons, ces termes sont faibles et peuvent être négligés [103].
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Figure 2.2 – Représentation des couplages des moments angulaires dans le cas de Hund (a)
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Figure 2.3 – Représentation des couplages des moments angulaires dans le cas de Hund (c)
Cette partition de l’Hamiltonien amène à la notion de cas de Hund [104]. En effet, l’importance
de chacun de ces termes peut être différente en fonction de la situation et chaque hiérarchie
définit un cas de Hund différent. Pour chacun de ces cas de Hund, l’Hamiltonien peut être divisé
en un terme dominant Hˆ0 et un terme subsidiaire Hˆ ′. Il est alors possible de définir la base
propre de Hˆ0 qui le diagonalise. La démarche de la résolution du problème est de déterminer
d’abord cette base et puis de résoudre les équations couplées obtenues en exprimant l’équation
de Schrödinger dans cette base. Dans ce travail, nous rencontrons trois cas de Hund : (a), (c)
et (e).
Cas de Hund (a) ∆Eel>∆ESO>∆Erot ;
Hˆ0 = Hˆel ; Hˆ ′ = HˆSO + Hˆrot − 12µR2 ddRR2 ddR
Il concerne le cas où l’énergie d’interaction électronique ∆Eel est bien plus grand que les
couplages spin-orbite ∆ESO et rotationnel ∆Erot. Ce cas de Hund est souvent bien adapté à la
description des niveaux vibrationnels fortement liés. La fonction d’onde est alors décrite dans le
repère moléculaire. La base est constituée par les vecteurs propres de Hˆel que nous considérons
dans la section 2.3. La représentation diagrammatique des moments angulaires dans le cas
de Hund(a) est représentée sur la figure 2.2. Les moments angulaires orbitaux et de spin sont
d’abord fortement couplés à l’axe internucléaire et précessent indépendamment autour de celui-
ci avec une projection Λ et Σ. Le couplage spin-orbite n’est pas suffisamment important pour
les découpler de l’axe. Le moment angulaire électronique total précesse ainsi autour de de l’axe
internucléaire avec une projection Ω = Λ + Σ. Enfin, le moment angulaire total est la somme
du moment angulaire électronique total et du le moment angulaire de rotation des noyaux.
Cas de Hund (c)
∆ESO > ∆Eel > ∆Erot ;
Hˆ0 = Hˆel + HˆSO ; Hˆ ′ = Hˆrot − 12µR2 ddRR2 ddR
Il concerne le cas d’atomes lourds avec un couplage spin-orbite important comme c’est le cas
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Figure 2.4 – Représentation des couplages des moments angulaires dans le cas de Hund (e)
pour RbSr. Ce cas de Hund est en général bien adapté à la description de niveaux vibrationnels
proches de la limite de dissociation dans des molécules diatomiques. La fonction d’onde est
également décrite dans le repère moléculaire. La base est constituée par les vecteurs propres
de Hˆel + HˆSO que nous obtiendrons dans la section 2.4. Au niveau de la représentation des
moments angulaires (voir figure 2.3), le couplage spin-orbite est maintenant plus important
que le couplage avec l’axe internucléaire. ~L et ~S se couplent d’abord pour former le moment
angulaire électronique total ~Jel = ~L + ~S, et ensuite ce vecteur se couple à l’axe avec une
projection Ω. Les projections Λ et Σ ne sont plus définies. Enfin, le moment angulaire total est
la somme de ~` et de ~Jel.
Cas de Hund (e)
∆Erot > ∆ESO > ∆Eel ;
Hˆ0 = Hˆrot − 12µR2 ddRR2 ddR ; H ′ = Hˆel + HˆSO
Il concerne notamment des atomes lourds à grande distance internucléaire. C’est la base
pour traiter les collisions entre deux atomes initialement séparés et dont les états sont quantifiés
selon les axes fixes du laboratoire. Le développement des fonctions d’onde dans le système du
laboratoire est alors bien adapté. Au niveau de la représentation des moments angulaires (voir
figure 2.4), le moment angulaire électronique total ~Jel est d’abord formé. Contrairement au cas
de Hund (c), il n’est pas couplé avec l’axe. Ensuite, il est additionné à la rotation des noyaux ~`.
La première base que nous explorons dans ce travail est celle du cas de Hund (a). Comme
expliqué précédemment, elle est la base propre de Hˆel et est intimement liée à l’approximation
de Born-Oppeinheimer qui est le sujet de la prochaine section.
2.2 Approximation de Born-Oppenheimer
Une molécule implique un grand nombre de corps et l’équation de Schrödinger ne peut
être résolue exactement. Une série d’approximations doit donc être effectuée afin de résoudre
le problème moléculaire. La première est l’approximation de Born-Oppenheimer basée sur la
séparation du même nom. Les électrons ayant une masse beaucoup plus faible que celles des
noyaux, leur mouvement a une échelle de temps caractéristique beaucoup plus courte (typi-
quement attoseconde pour les électrons, femtoseconde voire picoseconde pour les noyaux). Du
point de vue des électrons, les noyaux sont ainsi quasi-immobiles. La distribution électronique
peut aisément s’adapter aux moindres mouvements des noyaux. Il est ainsi possible de séparer
le mouvement des électrons de celui des noyaux. La démarche a deux étapes :
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1. Calcul de l’énergie électronique à différentes distances pour les noyaux définissant des
courbes d’énergie potentielle ;
2. Mouvement des noyaux soumis à cette énergie potentielle.
La première étape consiste en la résolution de l’équation de Schrödinger pour l’Hamiltonien
électronique à une distance fixe R entre les deux noyaux :
Hˆelψ
n
el({~r};R) = V eln (R)ψnel({~r};R). (2.7)
ψnel({~r};R) est la nème solution de l’équation (2.7). Ces solutions sont appelées fonctions d’onde
électroniques et dépendent paramétriquement de la distance internucléaire 7. La résolution de
l’équation de Schrödinger électronique à différentes distances donne un ensemble de courbes
d’énergie potentielle {V eln (R)}. Nous discutons des caractéristiques et des symétries des états
électroniques dans la section suivante.
En fonction des situations, l’Hamiltonien de spin-orbite est inclus ou pas dans le calcul
électronique. S’il est inclus, nous obtenons la base du cas de Hund (c) ou sinon, nous obtenons
la base du cas de Hund (a). Dans ce travail, nous choisissons la seconde option, et l’interaction
spin-orbite est ajoutée ultérieurement (voir section 2.4).
L’ensemble des solutions de l’équation (2.7) forme une base orthonormée et la fonction
d’onde totale Ψ peut être exprimée dans cette base 8
Ψ(~R, {~r}) = ∑
n
χn(~R)
R
ψnel({~r};R) (2.8)
où les coefficients inconnus du développement χn(~R) dépendent de la distance internucléaire R
et des angles θ et φ. Ils sont appelés fonctions d’onde (du mouvement) nucléaire.
Pour les déterminer, on introduit l’expression (2.8) dans l’équation de Schrödinger (2.1), on
multiplie par le conjugué d’une solution particulière k ψk∗el ({r};R) et enfin, on intègre sur les
coordonnées électroniques[−~2
2µ
d2
dR2
+ V elk (R) + V rotk (θ, φ) + V SOk (R) + V nadk (R)− E
]
χk(~R)
= −∑
n6=k
[
V nadkn (R) + V SOkn (R) + V rotkn (θ, φ)
]
χn(~R)
(2.9)
où V rotk (θ, φ) = 〈ψkel| Hˆrot |ψkel〉 et V SOk (R) = 〈ψkel| HˆSO |ψkel〉 sont les termes diagonaux de l’ha-
miltonien rotationnel et de spin-orbite. Les termes V SOkn (R) = 〈ψkel| HˆSO |ψnel〉 et V rotkn (R) =
〈ψkel| Hˆrot |ψnel〉 sont les couplages entre les états électroniques induits par respectivement l’in-
teraction spin-orbite et la rotation des noyaux (couplage de Coriolis). Enfin, les termes
V nadkn =
∫
ψk∗el Tˆnucψ
n
eld{~r} −
1
2
[∫
ψk∗el
1
µ
d
dR
ψneld{~r}
]
d
dR
(2.10)
sont les couplages non-adiabatiques. Ils prennent une valeur importante à des distances où deux
courbes d’énergie potentielle sont proches en énergie. En effet, lorsque les états électroniques
sont proches, un petit changement de la distance entre les noyaux peut engendrer un changement
d’état électronique. Le découplage des deux mouvements n’est alors plus valide. Les termes
V nadk (R) correspondent aux éléments diagonaux qui engendrent un déplacement de l’énergie
des états électroniques sans induire des transitions entre ceux-ci.
7. N’apparaissant pas dans l’Hamiltonien électroniques, les angles θ et φ décrivant l’orientation de la molécule
n’ont pas d’influence sur les fonctions d’onde électroniques.
8. La division par R permet de simplifier l’expression de −12µR2
d
dRR
2 d
dR .
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L’approximation de Born-Oppenheimer consiste à négliger les couplages non-adiabatiques et
considérer que le mouvement des noyaux ne provoque pas de transition entre états électroniques.
La distribution électronique s’adapte instantanément aux mouvements des noyaux.
En cas d’absence de couplages spin-orbite et rotationnel, l’approximation de Born-Oppenheimer
donne alors des équations indépendantes pour chaque état électronique 9[−~2
2µ
d2
dR2
+ V elk (R) + V rotk (θ, φ) + V SOk (R)− E
]
χki,J(~R) = Eiχki,J(~R). (2.11)
Cette équation (2.11) admet différentes solutions, selon que l’énergie est inférieure ou supé-
rieure à l’énergie de dissociation. Dans le premier cas, les énergies Ev,J sont discrétisées et les
états χk,v,J sont identifiés par les nombres quantiques vibrationnel v et rotationel 10 J . Dans
le deuxième cas, les solutions forment un continuum et sont identifiées par leur énergie et le
nombre quantique rotationnel J χk,E,J .
La fonction d’onde totale du mouvement relatif 11, l’expression (2.8) se réduit à un seul
terme. Elle s’exprime comme le produit d’une fonction d’onde nucléaire et d’une fonction d’onde
électronique
Ψki,J(~R, {~r}) =
χki,J(~R)
R
ψkel(r;R). (2.12)
Dans le contexte des molécules froides, l’approximation de Born-Oppeinheimer a une large
validité pour 2 principales raisons. Premièrement, on considère des atomes assez lourds (Rb,Cs
ou Sr). Deuxièmement, pour le cas d’une collision ultra-froide entre atomes, la vitesse relative
des noyaux étant très faible, cela diminue encore la possibilité de transitions non-adiabatiques
entre états électroniques.
En cas de couplages spin-orbite et rotationnel, l’approximation de Born-Oppeinheimer éli-
mine les couplages non-adiabatiques mais les états restent couplés par les deux couplages pré-
cédemment cités [−~
2µ
d2
dR2
+ V elk (R) + V rotk (θ, φ) + V SOk (R)− E
]
χki,J(~R)
= −∑
n6=k
[
V SOkn (R) + V rotkn (θ, φ)
]
χni,J(~R).
(2.13)
Nous allons voir comment les états électroniques sont déterminés dans la section 2.3, comment
les termes de couplage spin-orbite sont calculés dans la section 2.4, et enfin comment le problème
du mouvement des noyaux (2.13) est résolu dans la section 2.5 .
2.3 Etats électroniques d’une molécule et courbes d’éner-
gie potentielle
2.3.1 Calcul de la structure électronique
Le calcul de la structure électronique n’a pas été effectué dans le cadre de cette thèse et
nous donnons seulement les grandes lignes de la méthode utilisée. Pour plus de précisions, le
lecteur peut consulter par exemple les articles issus de l’équipe, par exemple [105,106]
9. Généralement, l’approximation de Born-Oppenheimer implique également de négliger le terme diagonal
non-adiabatique.
10. Le ou les nombres quantiques rotationnels dépendent du cas de Hund. Pour le cas de Hund (a) qui nous
intéresse dans cette section, c’est le nombre quantique J lié au moment angulaire total de la molécule.
11. Egalement identifiée par les nombres quantiques électroniques et nucléaires
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Choix de pseudopotentiels atomiques
Dans ce système à grand nombre de corps que constitue la molécule diatomique (2 noyaux
et 75 électrons pour RbSr), nous séparons les électrons en deux groupes : les électrons de
cœur et les électrons de valence. Les électrons de cœur sont fortement liés aux noyaux et ne
jouent pas un grand rôle dans les liaisons chimiques et les collisions atomiques. Ainsi un atome
alcalin (comme Rb) ou alcalino-terreux (comme Sr) peut être assimilé à un coeur ionique (Rb+
ou Sr2+) dans le champ duquel se déplacent un ou deux électrons de valence, respectivement.
L’interaction des électrons de valence avec le coeur ionique est modélisée par un potentiel effectif
paramétrique. La molécule RbSr est ainsi décrite par trois électrons de valence dans le champ
d’un ion moléculaire RbSr3+, ce qui représente une simplification considérable.
La construction d’un pseudopotentiel atomique est basée sur la méthode de champ moyen
d’Hartree Fock, qui est la méthode de base pour traiter des problèmes polyélectroniques. Elle
constitue également la première étape lors de la résolution de l’équation de Schrödinger molé-
culaire. Nous présentons brièvement la méthode d’Hartree-Fock, qui nous conduit au potentiel
paramétrique décrivant l’interaction d’un électron avec un coeur ionique isotrope (ou gelé) 12.
Nous verrons qu’un tel potentiel, habituellement appelé potentiel de coeur effectif (ECP, pour
”Effective Core Potential”), n’est pas suffisant pour décrire de façon précise les niveaux d’éner-
gie de l’atome. Un terme effectif paramétrique supplémentaire est nécessaire, appelé (CPP pour
”Core Polarization Potential”), qui décrit l’effet de polarisation du coeur lié à la présence de
l’électron de valence, autrement dit l’interaction entre électron de valence et électrons du coeur.
La méthode d’Hartree-Fock est une méthode variationnelle où la fonction d’onde électro-
nique est exprimée sous la forme d’un déterminant de Slater, satisfaisant l’antisymétrie dans
l’échange de 2 électrons et par conséquent le principe d’exclusion de Pauli
ψ0at,el(~r1, ~r2, ...~rNel , σel1 , σel2 , .., σelNel) =
1√
Nel!
∣∣∣∣∣∣∣∣∣∣∣
φat,el1 (~r1, σel1 ) φ
at,el
2 (~r1, σel1 ) ... φ
at,el
Nel
(~r1, σel1 )
φat,el1 (~r2, σel2 ) φ
at,el
2 (~r2, σel2 ) ... φ
at,el
Nel
(~r2, σel2 )
... ... . . . ...
φat,el1 (~rNel , σelNel) φ
at,el
2 (~rNel , σelNel) ... φ
at,el
Nel
(~rNel , σelNel)
∣∣∣∣∣∣∣∣∣∣∣
.
(2.14)
où ψ0at,el est la fonction d’onde polyélectronique de l’état électronique fondamental de l’atome
et σeli le spin de l’électron i. Les fonctions d’onde monoélectroniques φ
at,el
i sont appelés spin-
orbitales atomiques et sont les variables du principe variationnel. Elles sont généralement ex-
primées dans une base d’orbitales de Slater φslaterj (~rk, σelk ), solutions du problème hydrogénoïde
φat,eli (~rk, σelk ) =
∑
cijφ
slater
j (~rk, σelk ). (2.15)
En prenant la forme (2.14) pour la fonction d’onde électronique et en appliquant le principe
variationnel, une équation monoélectronique pour les spin-orbitales atomiques est obtenue,
l’équation de Hartree-Fock 13 :− ~22m∇2~r − e
2
4pi0
ZN
reN
+
Nel∑
j=1
(
Jˆij − Kˆij
)φat,eli (~r, σel) = iφat,eli (~r, σel) (2.16)
où ZN est la charge du noyau atomique, i est l’énergie de la spin-orbitale i, Jˆij |φat,eli 〉 =
〈φat,elj |1r |φat,elj 〉φat,eli (~r, σel) est l’opérateur de Coulomb et représente l’interaction moyenne que
subit un électron sur l’orbitale φi causée par un autre électron sur l’orbitale φj. L’opérateur
12. Les différences pour le cas moléculaire seront présentées dans la suite.
13. Comme les électrons sont indiscernables, nous avons ôté les labels de ceux-ci dans l’équation d’Hartree-
Fock ; ~rk = ~r, σelk = σel, reNk = reN (distance entre l’électron et le noyau atomique)
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d’échange Kˆij |φat,eli 〉 = 〈φat,elj |1r |φat,eli 〉φat,elj (~r, σel) tient compte de la corrélation entre deux
électrons ayant la même projection de spin sur l’axe internucléaire. Le problème de la méthode
de Hartree-Fock est de ne pas prendre en compte la corrélation entre électrons de projection de
spin différente. L’expression des spin-orbitales dans la base des orbitales de Slater (2.15) induit
que l’équation de Hartree Fock (2.16) devient une équation matricielle pour les coefficients cij .
Les orbitales se trouvant dans les opérateurs de Coulomb et d’échange, elles doivent être
déterminées par une méthode itérative en initialisant le calcul des intégrales Jˆij et Kˆij avec une
solution approchée. Un nouvel ensemble d’orbitales est alors obtenu et peut être utilisé pour
recalculer les intégrales Jˆij et Kˆij. La procédure se termine à la convergence des orbitales et des
énergies. Les symétries du système permettent de simplifier la résolution, puisque l’Hamiltonien
d’Hartree-Fock HˆF =
[
− ~22m∇2~r − e
2
4pi0
ZN
reN
+∑Nelj=1 (Jˆij − Kˆij)] commute avec les opérations de
symétrie de l’atome (ou de la molécule).
Après résolution, le nombre de spin-orbitales obtenues est égal aux nombres d’orbitales
de Slater utilisées dans l’équation (2.23). Ce nombre est toujours plus grand que le nombre
d’électrons du problème. Après le calcul Hartree-Fock, la configuration de plus basse énergie
est construite en remplissant les spin-orbitales dans l’ordre croissant d’énergie.
Afin de déterminer le pseudopotentiel, nous considérons le problème des coeurs ioniques Rb+
ou Sr2+ avec un électron de valence 14, i.e l’atome de Rb ou l’ion Sr+ . Dans les deux cas, la
première étape est un calcul d’ Hartree Fock. Cette résolution nous donne l’énergie des orbitales
des électrons de cœur et de l’électron de valence. La résolution du problème ion+électron de
valence avec le pseudopotentiel doit redonner la même énergie pour l’orbitale de l’électron de
valence. Il est construit sous la forme [107,108] :
VECP (re−ion) =
− e24pi0 Zeffre−ion +
∑
lel
∑
i
Ki,lel
e−αi,lel (r
e−ion)2
(re−ion)ni,lel Plel
 (2.17)
où Plel =
∑lel
mlel=−lel |Ylel,mel〉 〈Ylel,mel| est l’opérateur de projection sur le sous-espace de lel et
Zeff est la charge de l’ion (formé par les noyaux et les électrons de coeur). re−ion est la distance
entre l’électron de valence et l’ion. Enfin, Ki,lel , ni,lel et αi,lel sont des paramètres ajustables. Le
pseudo Hamiltonian atomique a alors la forme suivante :
Hˆat,ps =
−~2
2m ∇
2 − e
2
4pi0
Zeff
re−ion
+
∑
l
∑
i
Ki,lel
e−αi,lel (r
e−ion
k
)2
(re−ion)nilel
Plel . (2.18)
Les états propres de Hˆat,ps sont déterminés en résolvant l’équation monoélectronique correspon-
dante. Les paramètres sont fittés afin de retrouver la valeur de l’énergie et la forme de l’orbitale
de valence.
Malheureusement, le pseudopotentiel (2.17) n’est pas suffisamment précis car il ne tient pas
en compte des corrélations entre les électrons de coeur et l’électron de valence. Pour résoudre
ce problème, un terme de polarisation VCPP (pour chaque électron) est ajouté [109]
VCPP (re−ion) = −12α
~f 2avec : ~f = ~r
e−ion
(re−ion)3Flel(r
e−ion, ρlel), (2.19)
où α est la polarisabilité statique du cœur ionique (Rb+ ou Sr2+) et la fonction de coupure Flel
empêche la pénétration de l’électron de valence à l’intérieur du cœur. Cette dernière dépend du
moment angulaire lel de l’électron de valence et est définie par son rayon de coupure ρlel
Flel(r, ρlel) = {
0 re−ion < ρlel
1 re−ion > ρlel
. (2.20)
14. Nous traitons l’interaction entre les électrons de valence dans la résolution du problème électronique
moléculaire.
30
Les rayons de coupure ρlel sont ajustés sur le niveau d’énergie expérimental le plus bas de Rb
et Sr+ dans chaque symétrie lel (avec lel = 0, 1, 2, 3 dans les cas que nous étudions).
Résolution du problème électronique moléculaire
Le pseudopotentiel ayant été déterminé, nous repassons aux problèmes des deux atomes en
interaction. Le problème électronique pour les 3 électrons de valence de la molécule devient la
résolution de l’équation de Schrödinger avec l’Hamiltonien
Hˆ ′el =
3∑
ival=1
(
− ~
2
2m∇
2
ival
+ VECP (re−ionival ) + VCPP (r
e−ion
ival
)
)
+ e
2
4pi0
∑
ival>i
′
val
3∑
i′
val
=1
1
rival,i′val
(2.21)
où VECP (re−ionival ) et VCPP (r
e−ion
ival
) contiennent les contributions des deux ions Rb+ et Sr2+.
La première étape de la résolution du problème électronique pour une molécule diatomique
est un calcul d’Hartree-Fock pour les 3 électrons de valence 15. La fonction d’onde électronique
de plus basse énergie est donc cherchée sous la forme d’un déterminant de Slater :
ψ0el(~r1, ~r2, ~r3, σel1 , σel2 , σel3 ) ≡ |Φel〉 =
1√
6
∣∣∣∣∣∣∣∣
φmol,el1 (~r1, σel1 ) φ
mol,el
2 (~r1, σel1 ) φ
mol,el
3 (~r1, σel1 )
φmol,el1 (~r2, σel2 ) φ
mol,el
2 (~r2, σel2 ) φ
mol,el
3 (~r2, σel2 )
φmol,el1 (~r3, σel3 ) φ
mol,el
2 (~r3, σel3 ) φ
mol,el
3 (~r3, σel3 ),
∣∣∣∣∣∣∣∣ (2.22)
où les φmol,eli sont les spin-orbitales moléculaires. Dans le cas moléculaire, elles sont exprimées
dans la base des orbitales atomiques {φat,el} (LCAO)
φmol,eli (~rk, σelk ) =
∑
j
Cijφ
at,el
j (~rk, σelk ). (2.23)
L’équation de Hartree-Fock qui en découle prend la forme dans le cas moléculaire− ~22m∇2~r + VECP (re−ion) + VCPP (re−ion) +
Nel∑
j=1
(
Jˆij − Kˆij
)φmol,eli (~r, σel) = iφmol,eli (~r, σel).
(2.24)
la forme initiale des spin-orbitales sont obtenues à partir d’un calcul sur RbSr2+. Le reste
suit le même principe que dans le cas des atomes. Les coefficients Cij sont déterminés de
manière itérative. L’état électronique fondamental est finalement construit en remplissant les
spin-orbitales moléculaires dans l’ordre croissant d’énergie. Malheureusement, le fait d’avoir
négligé la corrélation électronique dans la théorie d’Hartree-Fock induit des larges erreurs pour
le calcul des courbes d’énergie potentielle. En plus, le principe variationnel ne permet pas de
déterminer les états électroniques excités de la molécule. La deuxième étape des calculs de
structure électronique a pour but de corriger ces limitations. Pour cela, la fonction d’onde
électronique est exprimée dans la base constituée de tous les déterminants de Slater |Φel,k〉 qui
peuvent être construits à partir des spin-orbitales moléculaires calculées dans le calcul Hartree-
Fock
ψnel(~r1, ~r2, ~r3, σel1 , σel2 , σel3 ) =
∑
k
dnk |Φel,k〉 . (2.25)
15. Un point à notifier est que l’introduction du pseudopotentiel change l’Hamiltonien. Ceci n’est pas anodin
dans l’utilisation du principe variationnel utilisé dans la méthode d’Hartree-Fock. Le principe variationnel
nous dit que l’énergie sera supérieure à l’énergie réelle d’un système caractérisé par cet Hamiltonien (avec
le pseudopotentiel). Par contre, le principe variationnel n’est pas applicable pour l’énergie réelle d’un autre
Hamiltonien et donc par rapport à l’Hamiltonien exact. La méthode utilisée peut donc donner des énergies
inférieures à l’expérience, et cela, sans être en contradiction avec le principe variationnel
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Une difficulté est que le nombre de déterminants de Slater |Φel,k〉 augmente considérablement
avec le nombre de spin-orbitales moléculaires et le nombre d’électrons. Ainsi, un des avantages
de ne considérer que les électrons de valence est de pouvoir prendre tous les déterminants
de Slater et de faire un calcul Full Configuration Interaction (FCI). Cette méthode permet
de contenir toutes les corrélations entre électrons de valence. Les corrélations coeur-coeur et
coeur-valence sont partiellement prises en compte dans la construction du pseudopotentiel. En
pratique, la résolution consiste de nouveau en une diagonalisation pour obtenir les coefficients
dnk . Le nombre de solutions obtenues est égal au nombre de déterminants de Slater inclus.
Chaque solution correspond à un état électronique et celle de plus basse énergie est l’état
électronique fondamental.
Dans la suite de la thèse, nous comparons de temps en temps le calcul FCI que nous
utilisons sur RbSr avec ceux d’autres méthodes. Celles-ci sont également des méthodes Post-
Hartree Fock basées sur le développement (2.25). Par rapport à notre calcul, elles considèrent
certains électrons de coeur explicitement. Par contre, le nombre plus élevé d’électrons les force à
devoir tronquer l’expansion (2.25). Les déterminants de Slater sont en fait classés en fonction du
nombre d’excitations par rapport à la configuration fondamentale. Les méthodes tronquées vont
généralement jusqu’à la double excitation (par exemple la méthode "Coupled Cluster Single and
Double excitation" (CCSD).
2.3.2 Comportement à longue distance
Les méthodes de calcul de structure électronique présentées dans la sous-section précédente
sont utilisées pour des distances internucléaires où les nuages électroniques des deux atomes
se recouvrent. Pour ces distances, il n’y a pas d’autre choix que de faire un calcul ab-initio.
Lorsque les nuages électroniques ne se recouvrent pas, l’interaction entre les électrons des deux
atomes peut être considérée comme l’interaction de deux distributions de charge et une approche
électrostatique (plus simple) peut être utilisée. Une présentation complète et pédagogique est
dans le chapitre 4 du livre "Cold Chemistry" [110], écrit par M. Lepers et O. Dulieu.
Le potentiel d’interaction des deux atomes s’écrit :
V eln (R) = −
Cn6
R6
− C
n
8
R8
− C
n
10
R10
. (2.26)
Le terme en R−6 est l’interaction de van der Waals et représente l’interaction entre les moments
dipolaires permanents ou induits dans les distributions de charges associées à chaque atome.
Les termes suivants font intervenir les moments quadripolaires électriques de chaque atome.
Les coefficients dépendent de l’état électronique. Ceux-ci sont soit calculés par un traitement
perturbatif, soit déterminés expérimentalement.
2.3.3 Symétrie des états électroniques
Dans les sous-sections précédentes, nous avons vu que les états électroniques étaient les
états propres de l’Hamiltonien électronique. Il est possible de classifier ces états à partir de
l’ensemble des opérateurs de symétrie qui commutent avec l’Hamiltonien électronique et entre
eux. Ils forment alors un Ensemble Complet d’Opérateurs qui Commutent (ECOC) [111, 112]
et partagent des états propres en commun, les états électroniques, caractérisés par les nombres
quantiques associés aux opérations de symétrie. Il faut donc identifier les opérations de sy-
métrie pour les coordonnées électroniques, spatiales {~r} et de spin {σel}. Pour des molécules
diatomiques, les symétries suivantes sont rencontrées :
— Symétrie de rotation (d’ordre infini) autour de l’axe internucléaire : la molécule diato-
mique a une symétrie cylindrique autour de l’axe internucléaire. Ainsi, la rotation des
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coordonnées électroniques de n’importe quel angle autour de cet axe est une opération
de symétrie de la molécule diatomique. L’action de l’opérateur de rotation d’un angle α
autour de l’axe internucléaire sur la fonction d’onde s’exprime ainsi :
Rˆzψel({~r}, {σel}) = exp(iαLˆz)ψel({~r}, {σel}) = exp(iαΛ)ψel({~r}, {σel}). (2.27)
— Réflexion par rapport à n’importe quel plan qui contient l’axe internucléaire : L’opérateur
associé σˆv doit redonner la fonction d’onde électronique lorsqu’il est appliqué 2 fois. Les
valeurs propres possibles sont donc +1 (paire) et -1 (impaire) :
σˆvψ
±
el({~r}, {σel}) = ±ψ±el({~r}, {σel}). (2.28)
— Inversion des coordonnées électronique par rapport au centre de l’axe internucléaire des
molécules homonucléaires : comme pour la réflexion, les valeurs possibles pour l’opérateur
associé iˆ sont +1 (gerade) ou -1 (ungerade)
iˆψ
g/u
el ({~r}, {σel}) = ±ψg/uel ({~r}, {σel}). (2.29)
— Permutation électronique : Les électrons étant des fermions, toute fonction d’onde élec-
tronique doit être antisymétrique par rapport à la permutation de deux électrons Pˆe.
Nous avons tenu compte de cette symétrie lorsque nous avions construit les états élec-
troniques.
Les opérateurs cités auparavant commutent tous avec l’Hamiltonien électronique. En plus,
l’Hamiltonien électronique ne dépendant pas du spin électronique, les états électroniques sont
ainsi des états propres des opérateurs de spin Sˆ2 et Sˆz de valeurs propres S(S + 1) et Σ. Les
états électroniques sont donc dégénérés (2S + 1) fois dû au spin. Ceci vient du fait que l’in-
teraction spin-orbite n’a pas été prise en compte lors de la détermination des états électroniques.
Dans le cas d’une molécule diatomique homonucléaire, l’ECOC est donc : {Hˆel, |Lˆz|, σˆv, iˆ, Sˆ2, Sˆz, Pˆe}.
Les règles pour la notation spectroscopique des états sont les suivantes :Pour |Λ| = 0, 1, 2, ...,
les états sont notés Σ, Π, ∆, ... en analogie avec la notation S, P,D, ... pour les états atomiques.
Pour |Λ| 6= 0, il y a deux états dégénérés et il est possible de créer deux combinaisons linéaires
de ces deux états qui ont une parité bien définie 16 et opposée. Les états Σ ont une parité bien
définie et celle-ci est notée ± en exposant. En indice, l’inversion est notée g et u en fonction
de la symétrie de l’état gerade (symétrique) ou ungerade (antisymétrique). La multiplicité due
au spin est notée de la même façon que pour les atomes. Enfin, les états de même symétrie
sont généralement distingués soit à l’aide de nombres η = 1, 2, 3, ..., soit à l’aide de lettres
η = X,A,B,C, ... . En résumé, la notation spectroscopique correspond à (η)2S+1|Λ|(±)g/u . Dans
le cas d’une molécule diatomique hétéronucléaire, l’ECOC est : {Hˆel, |Lˆz|, σˆv, Sˆ2, Sˆz, Pˆe} et la
notation spectroscopique est la même à l’exception qu’on ne note pas si l’état est gerade ou
ungerade : (η)2S+1|Λ|(±)
2.3.4 Courbes d’énergie potentielle de RbSr dans le cas de Hund
(a)
Comme expliqué dans la section 2.3.1, les courbes d’énergie potentielle de RbSr utilisées dans
ce travail ont été calculées par une méthode FCI sur les trois électrons de valence dans le pseudo-
potentiel des électrons de coeur, incluant la polarisation de coeur (FCI ECP-CPP). Ces calculs
ont été publiés dans la référence [46]. Nous nous sommes intéressés aux états électroniques
tendant vers les trois premières limites de dissociation de RbSr : Rb (5s 2S) + Sr (5s2 1S), Rb
16. Nous verrons dans la section 2.5 comment construire ces combinaisons linéaires
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(5p 2P ) + Sr (5s2 1S) et Rb (5s 2S) + Sr (5s5p 3P ) 17. Les trois ensembles d’états électroniques
associés à ces limites sont respectivement : (1)2Σ+ ou plus généralement X2Σ+, [(2)2Σ+, (1)2Π],
et [(3)2Σ+, (1)2Π, (1)4Σ+, (1)4Π]. Les courbes d’énergie potentielle de ces différents états sont
représentées sur la figure 2.5 (a). A grande distance internucléaire, la courbe de l’état fondamen-
tal électronique a été prolongée par le développement asymptotique −C6/R6−C8/R8−C10/R10
avec C6=3699 a.u., C8 = 4.609×105 a.u. et C10 = 5.833×107 a.u. [113]. Par contre, les potentiels
des états excités ont été limités au terme dominant −C6/R6.
Différentes caractéristiques de ces courbes sont importantes à mettre en exergue. Première-
ment, à l’exception de l’état (1)4Σ+, les distances d’équilibre des états excités sont plus faibles
que celle de l’état électronique fondamental. Deuxièmement, deux croisements sont visibles, 1)
entre les courbes (2)2Σ+ et (1)2Π, et 2) entre les courbes (3)2Σ+ et (2)2Π . Un troisième croi-
sement à courte distance (autour de 6 a0) dans la branche répulsive des états (3)2Σ+ et (1)4Π
est également à noter, mais avec probablement moins d’impact sur les propriétés moléculaires
et collisionnelles.
Ces éléments sont également présents dans deux autres calculs montrés sur la figure 2.6 obte-
nus à partir de méthodes différentes ; la méthode EOM-CCSD (Equation-Of-Motion Coupled-
Cluster method limited to Singly- and Doubly-excited configurations) également de la réfé-
rence [46], et la méthode MCSCF-MRCI (MultiConfigurational Self-Consistent Field-Multi-
Reference Configuration Interaction) de la référence [49]. A courte distance, les calculs MCSCF-
MRCI et FCI ont un bon accord. La comparaison avec les courbes du calcul EOM-CCSD montre
des écarts plus importants, comme discuté dans la ref [49]. La différence est particulièrement
importante pour l’état (3) 2Σ+. A large distance, nous notons sur la figure 2.6 (b) que les
courbes du calcul MCSCF-MRCI convergent vers une énergie de dissociation plus grande de
107 cm−1 par rapport aux calculs FCI et EOM-CCSD. Ceci est relié à l’énergie d’excitation de
Sr (5s5p 3P ), trouvée à 20 cm−1 au-dessus (respectivement 87 cm−1 en dessous) de la valeur
expérimentale, dans le calcul MCSCF-MRCI (respectivement dans les calculs FCI et EOM-
CCSD).
Nous donnons dans la Table 2.2 les constantes spectroscopiques de ces états électroniques,
ainsi que les coefficients C6 du terme dominant de l’interaction de van der Waals entre les
atomes de rubidium et de strontium. Pour l’état électronique fondamental, le résultat de
Chen et al. [51] est aussi inclus. La comparaison de ces constantes spectroscopiques donne
les mêmes conclusions que précédemment. Il est pertinent de voir si les grandeurs calculées
à partir de ces courbes d’énergie potentielle donnent des valeurs proches de celles expérimen-
tales. La mesure de la constante harmonique vibrationnelle du fondamental [56] est de 40.3
± 0.7 cm−1. En comparant avec les valeurs dans la Table 2.2, on remarque la tendance sui-
vante FCI(ECP+CPP) >MSCF-MRCI > EOM-CCSD. Par contre pour simuler des spectres de
fluorescence à partir de ces courbes d’énergies potentielles [56], on trouve la tendance : MSCF-
MRCI>FCI(ECP+CPP)>EOM-CCSD. Globalement, les spectres venant des trois courbes de
potentiel reproduisent les spectres expérimentaux. Ceci nous rend confiants pour la reproduc-
tion des spectres de photoassociation que nous simulerons dans la suite. Pour les résultats de la
suite de la thèse, nous avons utilisé les courbes d’énergie potentielle du calcul FCI-ECP-CPP.
2.3.5 Moments dipolaires permanents et de transition de RbSr dans
le cas de Hund (a)
A partir des fonctions d’ondes électroniques issues du calcul ab-initio, il est possible de
déterminer le moment dipolaire permanent et les moments dipolaires de transition. Plus exac-
tement, on calcule les éléments de matrice de l’opérateur moment dipolaire ~µ entre les états
électroniques. Cet opérateur moment dipolaire est vectoriel. Pour le calcul des éléments de
17. listées par ordre d’énergie croissante
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Figure 2.5 – (a) Courbes d’énergie potentielle des états électroniques tendant vers les trois
premières limites de dissociation de RbSr (b) Moments dipolaires de transition entre l’état
électronique fondamental et les états électroniques excités. Les transitions 2Σ→2 Σ sont repré-
sentées par une ligne noire en trait continu alors que les transitions 2Σ→2 Π sont représentées
par une ligne rouge en trait discontinu. Les résultats du calcul EOM-CCSD sont représentés en
pointillé fin.
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Figure 2.6 – Comparaison des courbes d’énergie potentielle des états excités de RbSr calculées
avec les méthodes FCI(ECP+CPP) (ligne continue), EOM-CC (ligne discontinue) ( [46]), et
MCSCF-MRCI (ligne pointillée) ( [49]).
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Table 2.2 – Principales constantes spectroscopiques des états électroniques de RbSr corrélés
aux trois premières limites de dissociation. Re est la distance d’équilibre, De est l’énergie de
liaison et ωe est la constante harmonique de vibration.
State Re De ωe C6 [113] Dissociation limit Ref.
(a.u.) (cm−1) (cm−1) (a.u.)
(X)2Σ+ 8.69 1073.3 38.98 3699 Rb(5s 2S)+Sr(5s2 1S) [46] (FCI)
8.82 1040.5 38.09 [46] (CCSD)
8.65 1283.5 42.1 [49] (MCSCF-MRCI)
8.827 1017.58 36.017 [51]
(2)2Σ+ 8.40 4982.9 58.37 23324 Rb(5p 2P )+Sr(5s2 1S) [46] (FCI)
8.51 4609.6 60.20 [46] (CCSD)
8.54 5144.3 58.9 [49](MCSCF-MRCI)
(1)2Π 7.31 8439.8 79.50 8436 [46] (FCI)
7.42 8038.6 83.19 [46] (CCSD)
7.39 8770.2 79.5 [49](MCSCF-MRCI)
(3)2Σ+ 7.67 3828.0 65.26 8929 Rb(5s 2S)+Sr(5s5p 3P ) [46] (FCI)
7.81 2892.4 62.48 [46] (CCSD)
7.84 3677.8 57.4 [49](MCSCF-MRCI)
(2)2Π 7.65 4421.2 67.60 5716 [46] (FCI)
7.88 3303.5 63.37 [46] (CCSD)
7.80 4450.3 65.8 [49](MCSCF-MRCI)
(1)4Σ+ 11.63 336.3 15.42 8929 [46] (FCI)
11.81 329.2 15.03 [46] (CCSD)
11.64 396.7 16.00 [49](MCSCF-MRCI)
(1)4Π 8.06 2838.1 56.98 5716 [46] (FCI)
8.24 2655.7 54.95 [46] (CCSD)
8.16 3053.9 57.6 [49](MCSCF-MRCI)
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Figure 2.7 – Moment dipolaire permanent de l’état fondamental de RbSr calculé à partir d’un
calcul FCI-ECP. La position d’équilibre est indiquée à l’aide d’une flèche rouge.
matrice, les composantes sphériques sont plus appropriée que celles cartésiennes. Les relations
entre les deux sont
µˆ0 = µˆz
µˆ±1 = ∓ 1√2(µˆx ± iµˆy),
(2.30)
où µ0 et µ±1 représentent respectivement les composantes parallèle et perpendiculaires à l’axe
internucléaire.
Le moment dipolaire permanent est l’élément de matrice diagonal pour l’état électronique
fondamental 〈(X)2Σ+| ~µ |(X)2Σ+〉. Par symétrie, il a uniquement une composante parallèle à
l’axe internucléaire. Il est représenté sur la figure 2.7. Les atomes isolés n’ayant pas de moment
dipolaire permanent, il tend vers 0 à longue distance. Sa valeur à la distance d’équilibre est de
1.52 Debye (0.7 a.u.).
Passons maintenant aux moments dipolaires de transition entre l’état fondamental et les
états excités. Ils sont représentés sur le graphe (b) de la figure 2.5. Les états quadruplets ne
sont pas représentés puisque les règles de sélection de spin interdisent ces transitions depuis
l’état fondamental. Les moments dipolaires de transitions Σ − Σ ont uniquement une compo-
sante parallèle à l’axe internucléaire alors que ceux de transitions Σ − Π ont uniquement les
composantes perpendiculaires qui sont non-nulles. Asymptotiquement, les élément de matrice
de transitions 2Σ→2 Σ et 2Σ→2 Π tendent naturellement vers les valeurs de la transition ato-
mique correspondante, pour l’atome (Rb ou Sr) se trouvant dans un état excité. On retrouve
ainsi bien que la transition Rb (5s 2S)→ Rb (5p 2P) est permise alors que la transition Sr
(5s2 1S)→ Sr (5s5p 3P) est interdite à cause des spins. Pour des distances R plus faibles, les
deux atomes ne sont plus séparés et les nuages électroniques des deux atomes se perturbent,
amenant à une variation des moments dipolaires de transition. Ceux vers les états (2) 2Π et (3)
2Σ+ ne sont ainsi plus nulles. Nous pouvons également constater que les moments dipolaires
de transition vers les états (2) 2Σ+ et (3) 2Σ+ sont respectivement plus grands que ceux vers
les états (1) 2Π et (2) 2Π. En pointillés, nous avons indiqué les résultats obtenus avec le calcul
EOM-CCSD. Les deux calculs montrent globalement un bon accord. Comme pour les énergies
d’excitation, le calcul EOM-CCSD ne redonne pas exactement les valeurs atomiques à longue
distance.
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2.4 Couplage spin-orbite
2.4.1 Elements de matrice de l’interaction spin-orbite dans le cas de
Hund (a)
Comme illustré dans l’équation (2.13), les états électroniques calculés dans la section pré-
cédente sont couplés par l’interaction spin-orbite. Il faut donc déterminer les éléments de cou-
plage V SOkn (R) = 〈ψkel| HˆSO |ψnel〉. Dans notre travail, nous avons fait différentes approximations.
D’abord, nous n’avons pas considéré la dépendance du couplage spin-orbite avec la distance
internucléaire. Ensuite, nous avons considéré chaque limite de dissociation de manière isolée.
Dans le cas de RbSr, ceci se justifie par le fait que les deux limites de dissociation qui nous
intéressent, Rb (5p 2P ) + Sr (5s2 1S) et Rb (5s 2S) + Sr (5s5p 3P ) sont bien séparées en énergie.
L’Hamiltonien de spin-orbite est écrit comme la somme des opérateurs atomiques de spin-orbite
HˆSO = ARb`Rb.sRb + ASr(`Sr1 .sSr1 + `Sr2 .sSr2 ), (2.31)
où ARb = ∆Efs[Rb(5p2P )]/3=79.2 cm−1 et ASr = ∆Efs[Sr(5s5p3P )]/3=193.7 cm−1 [46] sont
les constantes de couplage spin-orbite atomiques. Le couplage spin-orbite ne change pas la
valeur de |Ω|, le module de la projection du moment angulaire électronique total sur l’axe
internucléaire. La matrice de l’Hamiltonien (2.31) dans la base des états électroniques est ainsi
bloc diagonale avec une valeur de |Ω| pour chaque bloc.
Pour la limite de dissociation Rb (5p 2P ) + Sr (5s2 1S), les valeurs possibles de |Ω| sont
1/2 et 3/2. La matrice Hamiltonienne pour |Ω|=3/2 se réduit à un scalaire (Hˆel + HˆSO)(|Ω| =
3/2) = V ((1)2Π) + 2ARb, tandis que pour |Ω|=1/2, elle prend la forme d’une matrice 2 × 2
(Hˆel + HˆSO)
(
|Ω| = 12
)
=
(
V ((2)2Σ)
√
2ARb√
2ARb V ((1)2Π) + ARb
)
. (2.32)
Pour la deuxième limite de dissociation, les valeurs possibles de |Ω| sont 1/2, 3/2 et 5/2. De
nouveau, pour la valeur maximale, la matrice Hamiltonienne est un scalaire (Hˆel + HˆSO)(|Ω| =
5/2) = V ((1)4Π) + ASr. Pour|Ω|=3/2 et 1/2, c’est une matrice 3× 3 et 5× 5, respectivement
(Hˆel + HˆSO)
(
|Ω| = 32
)
=

V ((2)2Π) + 23ASr
√
1
3ASr −
√
2
3 ASr√
1
3ASr V ((1)
4Σ)
√
2
3ASr
−
√
2
3 ASr
√
2
3ASr V ((1)
4Π) + 13ASr
 (2.33)
et
(Hˆel + HˆSO)
(
|Ω| = 12
)
=
V ((3)2Σ)
√
8
9ASr 0 −13ASr
√
1
3ASr√
8
9ASr V ((2)
2Π)− 23ASr 13ASr −
√
2
3 ASr 0
0 13ASr V ((1)
4Σ)
√
8
9ASr
√
2
3ASr
−13ASr −
√
2
3 ASr
√
8
9ASr V ((1)
4Π)− 13ASr 0√
1
3ASr 0
√
2
3ASr 0 V ((1)
4Π)− ASr

. (2.34)
La base propre du cas de Hund (c) est celle qui diagonalise ces matrices Hˆel + HˆSO. La matrice
Hamiltonienne Hˆel + HˆSO est bloc diagonale en |Ω| mais également en MJ et en J découlant du
fait que ce sont deux bon nombres quantiques et que |Jˆz|, JˆZ et Jˆ2 commutent avec Hˆel + HˆSO.
La réflexion σˆv et l’inversion iˆ sont conservées. Par contre, les opérateurs Lz, S2 et Sz ne
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commutent plus avec l’Hamiltonien Hˆel + HˆSO. L’ECOC dans le cas de Hund (c) est donc
{Hˆel + HˆSO, σˆv, (ˆi), Jˆ2, |Jˆz|, JˆZ}. Pour les états |Ω| 6= 0, les deux états dégénérés ont des parités
différentes et il n’est pas nécessaire de les mentionner (de manière comparable à ce qui se fait
pour les états |Λ| 6= 0 dans le cas de Hund (a)). La notation des états pour une molécule
homonucléaire (respectivement hétéronucléaire) est la suivante |Ω|±g/u (respectivement |Ω|±).
2.4.2 Courbes d’énergie potentielle de RbSr dans le cas de Hund
(c)
Les courbes d’énergie potentielle dans le cas de Hund (c) incluant l’interaction SO sont repré-
sentées sur les figure 2.8, 2.10 et 2.11 pour les états |Ω| = 1/2, 3/2 et 5/2, respectivement. La li-
mite de dissociation correspondant à la première excitation du rubidium, Rb(5p 2P )+Sr(5s2 1S0),
subit une levée de dégénérescence donnant deux nouvelles limites de dissociation : Rb(5p 2P1/2)
+Sr(5s2 1S0) et Rb(5p 2P3/2)+Sr(5s2 1S0) (notés 2P1/2 et 2P3/2 plus tard dans le texte). La
limite de dissociation correspondant à la première excitation du strontium Rb (5s 2S) + Sr
(5s5p 3P ) subit une levée de dégénérescence en trois nouvelles limites de dissociation dans ce
cas : Rb(5s 2S1/2)+Sr(5s5p 3P0), Rb(5s 2S1/2)+Sr(5s5p 3P1) et Rb(5s 2S1/2)+Sr(5s5p 3P2) (3P0,
3P1 et 3P2 dans la suite du texte). Pour les états |Ω| = 1/2 (voir figures 2.8 et 2.9), un état tend
vers la limite de dissociation 2P1/2 (en noir), un vers 2P3/2, un vers 3P0, deux vers 3P1 et deux
vers 3P2. Pour les états |Ω| = 3/2 (voir figure 2.10), un état tend vers 2P3/2, un vers 3P1 et deux
vers 3P2. Enfin, un état |Ω| = 5/2 (voir figure 2.11) tend vers 3P2. Les distances d’équilibre
pour les courbes d’énergie potentielle sont toujours plus faibles que celle du fondamental, à
l’exception des états (8) |Ω| = 12 et (3) |Ω| = 32 qui sont composés essentiellement de l’état
(1)4Σ+. Les croisements des courbes d’énergie potentielle dans le cas de Hund (a) deviennent
des croisements évités entre les courbes (2) (|Ω| = 1/2) et (3) (|Ω| = 1/2) d’une part et entre
les courbes (4) (|Ω| = 1/2) et (5) (|Ω| = 1/2) d’autre part.
Les constantes spectroscopiques des états dans le cas de Hund (c) sont données dans le
tableau 2.3, ainsi que celles obtenues par d’autres calculs. Les distances d’équilibre Re et les
constantes harmoniques ωe ont les mêmes valeurs que celles sans SO, comme les croisements
évités sont positionnés loin de Re. Par contre, les énergies de dissociation sont particulièrement
modifiées, reflétant les levées de dégénerescence atomique. Comme déjà dit dans la section
2.3.4, nos résultats sont en bon accord avec ceux de la ref [49]. En revanche, des différences
significatives ont été trouvées avec le travail de la ref [51], en particulier pour la profondeur du
puits De et la constante harmonique. Dans les calculs de la ref [51], les auteurs ont utilisé un
Hamiltonien relativiste Dirac-Coulomb, où le spin électronique est directement pris en compte
à l’aide d’un formalisme à quatre-composantes, comme initialement développé dans la ref [114].
Ainsi, l’interaction SO est incluse de manière non-perturbative. Néanmoins, ils ont utilisé une
base atomique (LCAO) qui est bien plus petite que celle que nous avons utilisée et qui n’est
peut-être pas suffisante pour les états excités. Cette différence dans les courbes peut ainsi
indiquer une importante variation du couplage SO moléculaire avec la distance internucléaire.
Dans une étude précédente [115] sur l’atome alcalin le plus lourd, le francium Fr, nous avions
obtenu une bonne comparaison entre les valeurs expérimentales et celles calculées avec la même
méthode utilisée dans ce travail. Ceci nous rend confiants dans l’utilisation de cette méthode
pour RbSr.
2.4.3 Moments dipolaires de transition dans le cas de Hund (c)
La transformation du cas de Hund (a) au cas de Hund (c) peut être également appliquée à
l’opérateur du moment dipolaire. Après diagonalisation de la matrice hamiltonienne incluant
le SO, on obtient l’expression des états du cas de Hund (c) en fonction des états électroniques
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Figure 2.8 – Graphes (a) et (b) : Courbes d’énergie potentielle des états excités de RbSr
incluant l’interaction spin-orbite comme décrit dans le texte pour |Ω| = 1/2. Graphes (c) et
(d) : Composante parallèle du moment dipolaire de transition dans le cas de Hund (c). L’encadré
permet de visualiser les TDMs des états composés principalement d’états quadruplets et qui
ont ainsi une faible valeur. Dans les graphes (a) et (c) : (2)|Ω| = 12 avec un trait noir discontinu
et (3)|Ω| = 12 avec un trait noir continu. Dans les graphes (b) et (d) : (4)|Ω| = 12 avec un trait
noir discontinu, (5)|Ω| = 12 avec un trait noir continu, (6)|Ω| = 12 avec un trait rouge continu,
(7)|Ω| = 12 avec un trait noir pointillé et (8)|Ω| = 12 avec un trait rouge pointillé.
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Figure 2.9 – Graphes (a) et (b) : Courbes d’énergie potentielle des états excités de RbSr
incluant l’interaction spin-orbite pour |Ω| = 1/2. Graphes (c) et (d) : Composantes perpen-
diculaires du moment dipolaire de transition dans le cas de Hund (c). L’encadré permet de
visualiser les TDMs des états composés principalement d’états quadruplets et qui ont ainsi une
faible valeur. Dans les graphes (a) et (c) : (2)|Ω| = 12 avec un trait noir discontinu, et (3)|Ω| = 12
avec un trait noir continu. Dans les graphes (b) et (d) : (4) |Ω| = 12 avec un trait noir discontinu,
(5)|Ω| = 12 avec un trait noir continu, (6)|Ω| = 12 avec un trait rouge continu, (7)|Ω| = 12 avec
un trait noir pointillé et (8) |Ω| = 12 avec un trait rouge pointillé.
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Figure 2.10 – Comme dans la figure 2.8 pour |Ω| = 3/2. Dans les graphes (a) et (c) : (1)|Ω| = 32
avec un trait noir continu. Dans les graphes (b) et (d) : (2)|Ω| = 32 avec un trait noir continu,
(3)|Ω| = 32 avec un trait noir pointillé et (4)|Ω| = 32 avec un trait rouge pointillé.
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Table 2.3 – Constantes spectroscopiques principales des états électroniques de RbSr com-
prenant l’interaction spin-orbite. Les limites de dissociation correspondantes sont également
indiquées. Re est la distance d’équilibre, De est la profondeur du puits et ωe est la fréquence
harmonique de vibration.
Asymptote (State) FCI(ECP+CPP) [46] KR-MRCI [51] MCSCF-MRCI [49]
Re De ωe Re De ωe Re De ωe
(a.u.) (cm−1) (cm−1) (a.u.) (cm−1) (cm−1) (a.u.) (cm−1) (cm−1)
Rb(5p 2P1/2)+Sr(5s2 1S0)
(2) Ω = 12 7.30 8283.9 80.12 7.27 7883.09 85.73 7.43 8569.0 79.6
Rb(5p 2P3/2)+Sr(5s2 1S0)
(3) Ω = 12 8.39 5136.41 59.04 8.39 4683.56 58.43 8.56 5252.3 58.7
(1) Ω = 32 7.31 8439.8 79.50 7.29 7957.31 87.18 7.41 8727.6 80.4
Rb(5s 2S1/2)+Sr(5s5p 3P0)
(4) Ω = 12 7.66 4234.40 68.85 7.82 4202.3 64.1
Rb(5s 2S1/2)+Sr(5s5p 3P1)
(5) Ω = 12 7.69 3635.19 65.77 7.94 3436.2 52.4
(6) Ω = 12 8.06 2851.68 57.41
(2) Ω = 32 7.66 4129.30 68.34 7.82 4107.4 64.5
Rb(5s 2S1/2)+Sr(5s5p 3P2)
(7) Ω = 12 8.03 3112.45 57.63
(8) Ω = 12 11.27 476.41 20.57
(3) Ω = 32 8.06 2990.04 57.64
(4) Ω = 32 11.30 501.73 21.05
(1) Ω = 52 8.06 2990.04 56.98
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Figure 2.11 – Courbes d’énergie potentielle des états excités de RbSr incluant l’interaction
spin-orbite comme décrit dans le texte pour |Ω| = 1/2. La seule courbe représentée correspond
à l’état (1)|Ω| = 52
du cas de Hund (a) de la façon suivante 18 :
|(n)|Ω|±〉 = c2Σ |(η)2Σ+〉+ c2Π(R) |(η′)2Π〉+ c4Σ(R) |(η′′)4Σ+〉+ c4Π(R) |(η′′′)4Π〉 , (2.35)
où les coefficients {c} représentent les composantes de chaque état du cas de Hund (a) et
dépendent de la distance
Pour les moments dipolaires de transition, pour chaque état, la composante µ0 parallèle à l’axe
internucléaire est reliée à la composante de l’état 2Σ+ dans l’état excité |Ω|±
〈(1)|Ω|±|µ0 |(n)|Ω|±〉 = c2Σ(R) 〈(X)2Σ+|µ0 |(m)2Σ+〉 . (2.36)
Les composantes µ±1 sont reliées à la composante de l’état 2Π dans l’état excité |Ω|±
〈(1)|Ω|±|µ±1 |(n)|Ω|±〉 = c2Π(R) 〈(X)2Σ+|µ0 |(m′)2Π〉 . (2.37)
Pour les états |Ω| = 1/2, les composantes parallèle et perpendiculaires du moment dipolaire de
transition sont reproduites dans les encadrés (c) et (d) dee figures 2.8 et 2.9, respectivement.
Pour les états |Ω| = 3/2, seules les composantes perpendiculaires sont non nulles (figure 2.10).
Pour l’ état |Ω| = 5/2, composé uniquement de l’état (1)4Π, le moment dipolaire de transition
depuis l’état fondamental est nul.
Plusieurs points peuvent être analysés. Premièrement, dans les graphes (c) des figures 2.8 et
2.9, on voit le changement de la composition des états autour du croisement évité. A la distance
d’équilibre, l’état (2)|Ω| = 1/2 (courbe pointillé noir sur les 2 figures) est presque uniquement
composé de l’état (1)2Π alors que l’état (3)|Ω| = 1/2 (coube pleine noir sur les 2 figures) est
presque uniquement composé de l’état (2)2Σ+. Aux distances supérieures au croisement évité,
18. Pour l’état électronique fondamental, (η) = (1). Pour les limites de dissociation Rb(5p 2P1/2,3/2)+Sr
(5s2 1S0), (η) = (2) et η′ = (1). Pour les limites de dissociation Rb(5s 2S1/2)+Sr(5s5p 3P0,1,2), (η) = (3),
(η′) = (2),(η′′) = (1) et (η′′′) = (1).
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l’état (2)|Ω| = 1/2 devient composé principalement de l’état (2)2Σ+ et l’état (3)|Ω| = 1/2
devient composé principalement de l’état (1)2Π. Moins nettement, ceci est aussi observé entre
les états (4)|Ω| = 1/2 et (5) |Ω| = 1/2 dans les graphes des figures 2.8 et 2.9.
Deuxièmement, les états (6)Ω=1/2, (7)Ω=1/2 et (8)Ω=1/2 sont principalement composés
des états quartets. Le couplage spin-orbite engendre que ces états du cas de Hund (c) ont une
faible composante sur l’état (2)2Π. La composante perpendiculaire du moment dipolaire de
transition vers ces états est ainsi non nulle comme montré sur les encadrés des graphes (d).
2.5 Résolution du problème du mouvement des noyaux
Après avoir résolu le problème électronique et déterminé les couplages spin-orbite, nous
pouvons passer à la résolution du problème nucléaire. Nous présentons les équations couplées
obtenues pour les cas de Hund (a), (c) et (e). Les deux premiers sont appropriés pour décrire les
états rovibrationnels à faible distance internucléaire dans le repère moléculaire. Le cas de Hund
(e) sera plus approprié pour décrire des atomes en collision dans le repère fixe du laboratoire, où
la distance internucléaire est importante. A ces distances, l’énergie d’interaction électronique est
négligeable. Les états de la base du cas de Hund (e) décrivent bien les atomes asymptotiquement,
c’est-à-dire avant et après la collision.
2.5.1 Equations radiales dans le cas de Hund (a)
Dans le cas de Hund (a), la fonction d’onde totale du système s’écrit sous la forme
Ψi,J(~R, {~r}) =
∑
k
χki,J(~R)
R
|(ηk)2Sk+1ΛΩk〉 . (2.38)
Il s’agit de résoudre le système d’équations couplées[−~
2µ
d2
dR2
+ V elk (R) + V rotk (θ, φ) + V SOk (R)− E
]
χki,J(~R)
= −∑
n6=k
[
V SOkn (R) + V rotkn (θ, φ)
]
χni,J(~R).
. (2.39)
Les éléments de couplage de l’interaction spin-orbite ont été déterminés dans la section pré-
cédente. Regardons maintenant d’un peu plus près la matrice de l’Hamiltonien rotationnel.
Celui-ci dépend de ˆ`2 qui ne commute pas avec Hˆel. L’Hamiltonien rotationnel peut donc en-
gendrer l’interaction entre plusieurs états électroniques. Comme nous l’avons déjà fait, il est
possible de séparer les termes diagonaux (corrections de l’énergie d’un état) et les termes non-
diagonaux (couplage entre états). Pour cela, on fait apparaître les opérateurs des moments
angulaires qui commutent avec Hˆel, c’est-à-dire Jˆ2, Jˆz, Sˆ2, Sˆz et |Lˆz| :
ˆ`2 =
(
Jˆ − Lˆ− Sˆ
)2
, (2.40)
ˆ`2 =Jˆ2 − Jˆ2z + Sˆ2 − Sˆ2z − Lˆ2z
+ Lˆ2 + Lˆ+Sˆ− + Lˆ−Sˆ+ − Jˆ+Lˆ− − Jˆ−Lˆ+ − Jˆ+Sˆ− − Jˆ−Sˆ+.
(2.41)
Les termes de la première ligne sont diagonaux alors que les autres non-diagonaux. Ces termes
non-diagonaux introduisent des couplages entre états électroniques appelés interaction de Co-
riolis et sont généralement de faible valeur. Dans cette thèse, nous les avons négligés. L’Hamil-
tonien étant invariant par rotation totale de la molécule (rotation des noyaux et des électrons),
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nous écrivons la fonction d’onde nucléaire χk comme le produit d’une fonction radiale uki,J(R)
et d’une fonction angulaire 19 ΘJMJ ,Ω(θ, φ) ≡ |J,MJ ,Ω〉 =
√
2J+1
4pi D
J∗
MJ ,Ω(θ, φ, ψ = 0) :
χki,J(~R) = uki,J(R)ΘJMJ ,Ω(θ, φ). (2.42)
En introduisant ceci, on obtient des équations couplées radiales[−~2
2µ
d2
dR2
+ ~
2(J(J + 1)− Ω2 + S(S + 1)− Σ2 − Λ2)
2µR2 + V
el
k (R) + +V SOk (R)− E
]
uki,J(R)
= −∑
n6=k
V SOkn (R)uni,J(R).
(2.43)
La fonction d’onde totale s’écrit donc
Ψi,J(~R, {~r}) =
∑
k
uki,J(R)
R
|(ηk)2Sk+1ΛΩk〉 |J,MJ ,Ω〉 ≡
∑
k
uki,J(R)
R
|(ηk)2Sk+1ΛΩk , J,MJ〉 (2.44)
Il faut qu’elle soit un état propre de la parité totale Iˆ. La fonction radiale uki,J(R) est symétrique
par rapport à cette symétrie ; Iˆuki,J(R) = uki,J(R). L’action de la parité sur la partie rotationnelle
est
Iˆ |J,MJ ,Ω〉 = (−1)J−Ω |J,MJ ,−Ω〉 , (2.45)
et pour la partie électronique 20
Iˆ |(ηk)2Sk+1ΛΩk〉 = (−1)Λ+S−Σ+s |(ηk)2Sk+1 − Λ−Ωk〉 , (2.46)
Il y a deux possibilités. Premièrement, lorsque Λ = 0 et Ω = 0, les fonctions de base |(ηk)2Sk+100, J,MJ〉
sont états propres de Iˆ avec  = (−1)J−Sk−sk comme valeur propre. La parité  spécifiant ces
états est ajoutée à la notation de ceux-ci : |(ηk)2Sk+100, J,MJ〉 → |(ηk)2Sk+100, J,MJ , 〉.
Dans les autres cas, il est possible de construire des combinaisons linéaire qui sont des états
propres de Iˆ
|(ηk)2Sk+1|Λ||Ωk|, J,MJ〉 =
1√
2
[
|(ηk)2Sk+1ΛΩk , J,MJ〉+ (−1)J−Sk−sk |(ηk)2Sk+1 − Λ−Ωk , J,MJ〉
]
(2.47)
Au final, la fonction d’onde totale de parité  s’écrit
Ψi,J,(~R, {~r}) =
∑
k
uki,J(R)
R
|(ηk)2Sk+1|Λ||Ωk|, J,MJ〉 (2.48)
2.5.2 Equations radiales dans le cas de Hund (c)
La fonction totale s’écrit dans ce cas
Ψi,J(~R, {~r}) =
∑
k
χki,J(~R)
R
|(ηk)ΩJ
k
el
k 〉 (2.49)
Les opérateurs des moments angulaires qui commutent avec Hˆel + HˆSO sont Jˆ2,Jˆzet Jˆel,z. Nous
exprimons donc ˆ`2 en fonction de ceux-ci
ˆ`2 =
(
Jˆ − Jˆel
)2
, (2.50)
19. DJ∗MJ ,Ω(θ, φ, ψ = 0) est une fonction de Wigner.
20. où s vaut 1 pour un état Σ− et 0 au sinon.
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ˆ`2 =Jˆ2 − Jˆ2z + Jˆ2el − Jˆ2el,z
− Jˆ+Jˆel,− − Jˆ−Jˆel,+.
(2.51)
De nouveau, nous négligeons les termes non-diagonaux et nous exprimons la fonction nucléaire
χki,J comme le produit d’une fonction radiale uki,J(R) et une fonction angulaire ΘJMJ ,Ωk(θ, φ).
Nous obtenons l’équation[−~2
2µ
d2
dR2
+ ~
2(J(J + 1)− 2Ω2k)
2µR2 + V
el+so
k (R)
]
uki,J(R) = Euki,J(R), (2.52)
où V el+sok (R) sont les courbes d’énergie potentielle dans le cas de Hund (c) obtenues en diago-
nalisant Hˆel + HˆSO (voir section 2.4).
Comme pour le cas de Hund (a), il faut que la fonction d’onde totale soit état propre
de la parité totale. Il faut ainsi déterminer comment |(η)ΩJel〉 |J,MJ ,Ω〉 ≡ |(η)ΩJel , J,MJ〉 se
transforme sous l’application de Iˆ. On peut prouver que
Iˆ |(η)ΩJel , J,MJ〉 = (−1)Jel+J |(η)− ΩJel , J,MJ〉 . (2.53)
Comme pour le cas de Hund (a), il y a deux cas de figure. Lorsque Ω = 0, les états |(η)0Jel , J,MJ〉
sont des états propres de Iˆ avec  = (−1)Jel+J comme valeur propre. Nous les notons désormais
|(η)0Jel , J,MJ , 〉. Lorsque Ω 6= 0, il est possible de construire des combinaisons linéaires qui
ont une parité  définie
|(η)|Ω|Jel , J,MJ , 〉 = 1√2
[
|(η)ΩJel , J,MJ〉+ (−1)Jel+J |(η)− ΩJel , J,MJ〉
]
. (2.54)
Une fonction d’onde de parité  s’écrit comme la combinaison linéaire de fonctions de base de
cette parité 
Ψi,J,(~R, {~r}) =
∑
k
χki,J
R
|(ηk)|Ωk|Jkel , J,MJ , 〉 . (2.55)
2.5.3 Equations radiales dans le cas de Hund (e) pour la collision
entre 2 atomes
Nous considérons la collision entre 2 atomes. Initialement, les deux atomes ont des mo-
ments angulaires électroniques ~jel1 et ~jel2 qui sont déterminés expérimentalement dans le repère
fixe. Pour rappel, leur somme ~Jel = ~jel1 + ~jel2 est le moment angulaire électronique total. Son
module est donné par
√
Jel(Jel+1) et sa projection sur l’axe fixe Z du laboratoire est MJel .
Asymptotiquement, chaque voie est définie par ces deux nombres quantiques et nous les notons
|Jel,MJel〉. Dans le cas de la collision entre un atome alcalin (j1 = 1/2) et un atome alcalino-
terreux (j2 = 0) dans leur état fondamental, le canal est noté |1/2,MJel〉 où MJel=1/2 ou -1/2.
La fonction d’onde s’écrit dans la base des |Jel,MJel〉 dans le repère fixe
Ψcoll(~R, {~r}) =
∑
Jel,MJel
χJel,MJel (~R)
R
|Jel,MJel〉 . (2.56)
Les fonctions uJel,MJel (R) peuvent être développer en ondes partielles
21
χJel,MJel (~R) =
∑
`,M`
uJel,MJel ,`,M`(R) |`,M`〉 . (2.57)
21. |`,M`〉 ≡ YM``
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La fonction d’onde de collision peut s’écrire dans la base |Jel,MJel〉 |`,M`〉 que nous appelons
asymptotique non-couplée
Ψcoll(~R, {~r}) =
∑
Jel,MJel ,`,M`
uJel,MJel ,`,M`(R)
R
|Jel,MJel , `,M`〉 . (2.58)
Les moments angulaires Jel et ` peuvent être couplés pour donner le moment angulaire total
J . Ceci donne la base du cas de Hund (e). Les relations entre la nouvelle base asymptotique
couplée avec la base non-couplée impliquent les coefficients de Clebsch-Gordon
|Jel, `, J,MJ〉 =
∑
MJel ,M`
〈Jel,MJel , `,M`|J,MJ〉 |Jel,MJel , `,M`〉 . (2.59)
La fonction d’onde de collision peut ainsi s’exprimer dans la base du cas de Hund (e)
Ψcoll(~R, {~r}) =
∑
Jel,`
uJel,`,J,MJ (R)
R
|Jel, `, J,MJ〉 (2.60)
où
uJel,l,J,MJ (R) =
∑
MJel ,M`
〈J,MJ |Jel,MJel , `,M`〉uJel,MJel,`,M`(R). (2.61)
Ψcoll(~R, {~r}) doit être une fonction propre de la parité totale. Il est intéressant de remarquer
que les états |Jel, `, J,MJ〉 sont des états propres de la parité totale avec comme valeur propre 22
 = (−1)
∑
i
leli +`. Comme dans les autres cas, nous ajoutons  à la notation : |Jel, `, J,MJ , 〉.
Lors de la collision, les atomes sont dans la même configuration électronique. La somme ∑i leli
est donc la même pour toutes les voies. La parité des différentes voies est donc déterminée par
`. La fonction d’onde d’une certaine parité  aura des composantes uniquement sur les voies
qui ont cette parité 23
Ψcoll,J,MJ ,(~R, {~r}) =
∑
Jel,`
uJel,`,J,MJ (R)
R
|Jel, `, J,MJ , 〉 . (2.62)
La fonction d’onde contient uniquement les ondes partielles de même parité, soit ` = 0,±2,±4, ...,
soit ` = 1,±3,±5, .... Maintenant, nous incluons l’équation (2.60) dans l’équation de Schrödin-
ger et nous obtenons les équations couplées radiales[−~2
2µ
d2
dR2
+ ~
2`(`+ 1)
2µR2 − E
]
uJel,`,J,MJ (R)
+
∑
J ′
el
,`′
〈Jel, `, J,MJ , | Hˆel + HˆSO |J ′el, `′, J,MJ , 〉uJ ′el,`′,J,MJ (R) = 0.
(2.63)
Nous remarquons que les Hamiltoniens électronique et spin-orbite ne sont plus diagonaux dans
cette base du cas de Hund (e). Par contre, l’Hamiltonien rotationnel est maintenant complète-
ment diagonal. Pour déterminer les éléments de couplage 〈Jel, `, J,MJ , | Hˆel+HˆSO |J ′el, `′, J,MJ , 〉,
nous devons les relier aux éléments de matrice diagonaux connus dans le cas de Hund(c). Pour
cela, nous avons besoin de la transformation unitaire entre le cas de Hund (e) et le cas de
Hund (c). Celle-ci consiste en un passage entre le repère fixe du laboratoire et le repère molé-
culaire 24 [116]
|Jel, `, J,MJ , 〉 =
∑
|Ω|
√
2− δ|Ω|,0
√
2`+ 1
2J + 1 〈Jel, |Ω|, `, 0|J, |Ω|〉 ||Ω|
Jel , J,MJ , 〉 (2.64)
22.
∑
i l
el
i correspond à la parité de la partie électronique qui dépend de la somme des leli de tous les électrons.
23. Nous avons en plus ajouté en indice J et MJ qui sont conservés lors de la collision grâce à l’isotropie de
l’espace.
24. Nous considérons l’approximation de la précession pure
49
où 〈Jel, |Ω|, `, 0|J, |Ω|〉 est un coefficient de Clebsch-Gordon. Nous utilisons cette transformation
pour trouver une relation pour
〈Jel, `, J,MJ , | Hˆel + HˆSO |J ′el, `′, J,MJ , 〉
〈Jel, `, J,MJ , | Hˆel + HˆSO |J ′el, `′, J,MJ , 〉 =
∑
|Ω|,|Ω′|
√
2− δ|Ω|,0
√
2− δ|Ω′|,0
√
2`+ 1
2J + 1
√
2`′ + 1
2J + 1
〈Jel, |Ω|, `, 0|J, |Ω|〉 〈J ′el, |Ω′|, `′, 0|J, |Ω′|〉 〈|Ω|Jel , J,MJ , | Hˆel + HˆSO ||Ω′|J
′
el , J,MJ , 〉 .
(2.65)
Comme Hˆel + HˆSO est diagonal dans le cas de Hund (c), les potentiels du cas de Hund (c)
apparaissent
〈Jel, |Ω|, J,MJ , | Hˆel + HˆSO |J ′el, |Ω′|, J ′,M ′J , 〉 = V el+so|Ω|Jel δΩ,Ω′δJel,J ′el . (2.66)
Nous obtenons
〈Jel, `, J,MJ | Hˆel + HˆSO |J ′el, `′, J,MJ〉 =δJel,J ′el
√
(2`+ 1)(2`′ + 1)
2J + 1∑
|Ω|
(2− δ|Ω|,0) 〈Jel, |Ω|, `, 0|J, |Ω|〉 〈Jel, |Ω|, `′, 0|J, |Ω|〉V el+so|Ω|Jel .
(2.67)
Nous pouvons finalement réecrire le système d’équations (2.63)[−~2
2µ
d2
dR2
+ ~
2`(`+ 1)
2µR2 − E
]
uJel,`,J,MJ (R)
+
∑
`′((−1)`′=(−1)`)
〈Jel, `, J,MJ | Hˆel + HˆSO |Jel, `′, J,MJ〉uJel,`′,J,MJ (R) = 0,
(2.68)
où ∑`′((−1)`′=(−1)`) est la somme des `′ qui ont la même parité que `. Nous remarquons que Jel
est conservé lors de la collision et la fonction d’onde de collision s’écrit
Ψcoll,Jel,J,MJ ,(~R, {~r}) =
∑
`
uJel,`,J,MJ (R)
R
|Jel, `, J,MJ , 〉 (2.69)
2.5.4 Résolution de l’équation radiale
Représentation de l’Hamiltonien sur une grille de Fourier
Après avoir écrit les équations couplées, nous passons maintenant à la présentation de la
méthode numérique utilisée pour leur résolution. Dans ce travail, nous avons utilisé une méthode
de grille de Fourier avec un pas de grille ajusté à la longueur d’onde de de Broglie locale
des fonctions d’onde vibrationnelles recherchées 25, procédure appelée ”mapping” en anglais
[117–126]. La méthode sera d’abord présentée dans le cas d’un seul potentiel, correspondant à
la résolution de l’équation 26 [
− ~
2
2µ
d2
dR2
+ V (R)
]
u(R) = Eu(R). (2.70)
25. La méthode est appelée en anglais "Mapped Fourier Grid Hamiltoniain method". Dans la suite, nous
utiliserons très souvent l’initiale MFGH pour désigner cette méthode.
26. Le terme rotationnel pouvant être différent en fonction du cas de Hund, il a été inclus dans le potentiel
V (R).
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Nous introduisons un ensemble de N fonctions de base
fi(R) = sinc
(
pi
∆R(R−Ri)
)
(2.71)
liées à N points Ri équidistants de ∆R qui créent une grille dans l’espace des coordonnées. Les
coefficients de la solution dans cette base correspondent aux valeurs de la fonction aux positions
Ri
u(R) '
N∑
i=1
u(Ri)sinc
(
pi
∆R(R−Ri)
)
. (2.72)
La démarche consiste à construire la matrice Hamiltonienne dans cette base et à la diagonaliser.
Les valeurs et vecteurs propres obtenus représentent respectivement les énergies et les fonctions
d’onde du mouvement radial des noyaux. Il faut ainsi exprimer les deux termes de l’Hamiltonien,
l’énergie cinétique et l’énergie potentielle, dans la base des fi. Le potentiel est un opérateur
local qui est diagonal dans l’espace des coordonnées
〈fi|V (R) |fj〉 = V (Ri)δi,j. (2.73)
Pour l’opérateur cinétique, opérateur non-local, il est non-diagonal dans l’espace des coordon-
nées, mais diagonal dans l’espace des impulsions. Dans l’espace des impulsions, nous définissons
la grille associée à celle dans l’espace des coordonnées par une transformée de Fourier
pk =
2pik
Lgr
k = (−N/2 + 1), ..., N/2, (2.74)
où Lgr est la taille de la grille dans l’espace des coordonnées. Les fonctions de base associées à
cette grille dans l’espace des impulsions sont
gk(R) =
1√
N
eipkR. (2.75)
La fonction radiale s’écrit dans cette base
u(R) = 1√
N
N/2∑
k=−N/2+1
ake
ipkR (2.76)
où les coefficients ak représentent l’amplitude de la fonction d’onde dans l’espace des impulsions.
La méthode Fourier fait en fait partie des méthodes dites pseudospectrales comme la méthode
”Discrete Variable Representation” (DVR) qui utilise une base de polynômes orthogonaux
plutôt que des ondes planes [127]. Comme dit plus haut, l’opérateur cinétique dans cette base
est donc diagonal
〈gi| Tˆ |gj〉 = ~
2k2i
2µ δi,j. (2.77)
En faisant la transformée de Fourier inverse de (2.77) (c’est-à-dire le changement de base de
{g} → {f}), la matrice de l’opérateur cinétique sur la grille de l’espace des coordonnées est
obtenu
〈fi| Tˆ |fi〉 = h
2
4µL2gr
N2 + 2
6
〈fi| Tˆ |fj〉 = (−1)i−j h
2
4µL2gr
1
sin2[(i− j)pi/N ] pour i 6= j.
(2.78)
Ensuite, les énergies et les fonctions d’onde sont calculées en diagonalisant la matrice Hamil-
tonnienne dont les éléments s’écrivent 〈fi| Hˆ |fj〉 = 〈fi| Tˆ |fj〉+ 〈fi|V (R) |fj〉.
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On peut remarquer que la methode dépend de deux paramètres : la taille de la grille L
et le nombre de points (fonctions de base) N . Il existe quelques restrictions sur la valeur
de ces paramètres pour pouvoir bien décrire le système physique. D’abord, L doit inclure
l’extension des fonctions d’onde pour des états liés ou être au-delà de la portée du potentiel pour
des états de collision. Deuxièmement, l’impulsion maximale associée à la grille dans l’espace
des moments est donnée par pmax = piN/Lgrid. Cette valeur doit être supérieure ou égale à
l’impulsion maximale du problème physique définie à partir des valeurs extrémales du potentiel
Emax =
√
2µ(Vmax − Vmin). Cette condition sur N et Lgrid peut s’exprimer comme
Lgr
N
<
pi√
2µEmax
. (2.79)
La diagonalisation de la matrice Hamiltonienne donne N énergies et fonctions d’onde associées.
En particulier, le continuum de dissociation de la molécule est discrétisé. Ces fonctions d’onde
du continuum n’ont pas la bonne normalisation. En effet, la même condition de normalisation
est appliquée à toutes les fonctions d’onde. Ainsi, les fonctions d’onde des états collisionnels
sont normalisées à 1 au lieu de l’être en énergie. Il faut donc renormaliser en énergie à l’aide de
la densité d’états
unormEn =
√
dE
dn
|E=En unorm1n . (2.80)
Ces principes de la méthode exposés pour un seul potentiel s’appliquent toujours dans le cas
de potentiels couplés. Les fonctions de base sont alors constituées par le produit tensoriel des
précédentes et des fonctions de base du cas de Hund considéré |α〉
|fi,α〉 = δ(R−Ri) |α〉 . (2.81)
Les éléments de matrice du potentiel sont désormais
〈fi,α|V |fj,β〉 = Vα,β(Ri)δi,j. (2.82)
Les éléments de matrice de l’opérateur cinétique prennent simplement la forme :
〈fi,α| Tˆ |fi,β〉 = h
2
4µL2gr
N2 + 2
6 δα,β
〈fi,α| Tˆ |fj,β〉 = (−1)i−j h
2
4µL2gr
1
sin2[(i− j)pi/N ]δα,β pour i 6= j.
(2.83)
Mapping
La méthode de grille de Fourier est malheureusement peu adaptée pour calculer des états de
collision à faible énergie. En effet, l’impulsion maximale
√
2µ(Vmax − Vmin) (déterminée par la
profondeur du puits de potentiel à courte distance) impose une valeur minimale pour le pas. Or
pour décrire un état collisionnel à faible énergie, il faut avoir une taille de la grille conséquente.
Ceci donne des matrices aux tailles importantes et une étape de diagonalisation demandeuse
en temps de calcul. Afin de réduire le nombre de points, la solution est d’adapter le pas de la
grille au potentiel [?, 118–126]. Une nouvelle grille est ainsi construite avec un pas s variable
vérifiant
s(R) = ~pi√
2µ(Vmax − V (R))
. (2.84)
Ainsi, le pas de grille est adapté à la forme du potentiel. La densité de points est importante
lorsque la variation du potentiel est importante et inversement. Autrement dit, le nombre de
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points est important à courte distance et faible près de la limite de dissociation. Néanmoins,
il n’est pas possible de faire la méthode des grilles de Fourier à partir de cette grille car cette
méthode demande un pas constant. Pour contourner ce problème, on fait un changement de
variable xi = h(Ri) où la fonction h permet de faire la correspondance entre la grille originale
et une grille à pas constant 27
x = h(R) =
∫ R
R0
√
2µ(Vmax − V (R′))
~pi
dR′. (2.85)
La méthode de Fourier peut alors s’appliquer sur la nouvelle grille de points équidistants xi.
Évidemment, le changement de variable engendre un changement de l’équation de Schrödinger
radiale
− ~
2
2µJ
−1
ac
d
dx
J−1ac
d
dx
u(x) + V (x)u(x) = Eu(x), (2.86)
où Jac est la matrice Jacobienne définie par : dR = J(x)dx. Afin d’avoir une matrice Hamilto-
nienne symétrique, on introduit une nouvelle fonction d’onde
X(x) =
√
Jac(x)u(x). (2.87)
L’équation de Schrödinger devient alors[
− ~
2
4µ
(
1
J2ac
d2
dx2
+ d
2
dx2
1
J2ac
)
+ V¯ (x)
]
X(x) = EX(x) (2.88)
où V¯ est le potentiel effectif 28
V¯ (x) = V (x) + ~
2
2µ
(
7
4
(J ′ac)2
J4ac
− 12
J ′′ac
J3ac
)
. (2.89)
L’élément de matrice de l’opérateur cinétique devient maintenant
〈fi| Tˆ |fi〉 = h
2
4µL2gr
N2 + 2
6
1
J2aci
〈fi| Tˆ |fj〉 = (−1)i−j h
2
4µL2gr
1
sin2[(i− j)pi/N ]
(
1
J2aci
+ 1
J2acj
)
pour i 6= j.
(2.90)
Les énergies et les fonctions d’onde X(x) sont obtenues après la diagonalisation. Pour avoir
la fonction d’onde u(R) sur la grille de pas variable s(R), il faut faire les opérations inverses
de (2.85) et (2.87). La généralisation au cas de potentiels couplés se fait de la même façon
qu’expliqué précédemment.
2.5.5 Cas de RbSr
Etat fondamental
Niveaux rovibrationnel
L’état électronique fondamental de RbSr (X) 2Σ+ est caractérisé par Jel = 1/2,Ω = 1/2, S =
1/2,Σ = 1/2,Λ = 0. En absence de couplage spin-orbite, la représentation dans le cas de Hund
(a) ou de (c) est identique. Pour les états liés, les équations (2.52) et (2.43) prennent la même
forme [−~2
2µ
d2
dR2
+ J(J + 1) + 1/42µR2 + V
2Σ+(R)
]
uk(R) = Euk(R). (2.91)
27. R0 est la première position de la grille dans l’espace réel.
28. J ′ac et J ′′ac sont respectivement les dérivées premières et secondes de Jac
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La résolution de cette équation (pour J=1/2) avec la méthode MFGH pour les isotopologues
87Rb84Sr, 87Rb86Sr, 87Rb87Sr et 87Rb88Sr conduit respectivement à 66, 66, 66 et 67 niveaux
vibrationnels liés. L’augmentation du nombre d’états dans le dernier cas résulte directement de
l’augmentation de la masse réduite. Il est aussi intéressant d’observer la variation de l’énergie
de liaison du 66ème niveau (v = 65) entre les différents isotopologues : -9.9 10−4, -5.3 10−3, -9.2
10−3 et -1.4 10−2 u.a.. Dans ce dernier cas, l’énergie du 67ème niveau (et donc le dernier) est
-1.3 10−3 u.a.. Ces variations de l’énergie du dernier état lié sont étroitement liées à la variation
de la longueur de diffusion comme nous le verrons dans la suite.
Etats de collisions
Le problème collisionnel d’un atome de Strontium et d’un atome de Rubidium est résolu
de manière préférentiel dans le cas de Hund (e). Pour l’état fondamental de RbSr, nous avons
Jel = 1/2 et Mel = 1/2 . Les conditions triangulaires sont alors J = `± 1/2 et J = `′± 1/2. Ce
qui donne `′ = `, `±1. Comme ∆` doit être pair, nous voyons que pour Jel = 1/2, l’Hamiltonien
électronique n’engendre pas de mélange d’ondes partielles.
Dans cette thèse, nous considérerons la collision ultra-froides des atomes de rubidium et de
strontium dans l’onde partielle s (` = 0). Dans le chapitre 6, nous verrons que cette voie de
collision dans l’onde s peut être couplée dans l’onde partielle p (` = 1). Dans cette section, nous
écrivons l’équation radiale pour ces deux cas en utilisant (2.67) et(2.68). Pour l’onde partielle
s, il y a une seule valeur possible pour J , J = 1/2. On obtient donc
〈Jel = 1/2, l = 0, J = 1/2,MJ = 1/2| Hˆel + HˆSO |Jel = 1/2, l = 0, J = 1/2,MJ = 1/2〉
= | 〈1/2, 1/2, 0, 0|1/2, 1/2〉 |2V2Σ+(R).
(2.92)
Comme 〈1/2, 1/2, 0, 0|1/2, 1/2〉 = 1, on a simplement
〈1/2, 0, 1/2, 1/2| Hˆel + HˆSO |1/2, 0, 1/2, 1/2〉 = V2Σ+(R). (2.93)
Pour l’onde partielle p, il y a deux valeurs possibles pour J : J = 1/2, 3/2 :
Pour J = 1/2
〈1/2, 1, 1/2, 1/2| Hˆel + HˆSO |1/2, 1, 1/2, 1/2〉 = 3 〈1/2, 1/2, 1, 0|1/2, 1/2〉2 V2Σ+(R). (2.94)
La valeur du Clebsch-Gordan est : 〈1/2, 1/2, 1, 0|1/2, 1/2〉 =
√
1
3 . On retrouve
〈1/2, 1, 1/2, 1/2| Hˆel + HˆSO |1/2, 1, 1/2, 1/2〉 = V2Σ+(R). (2.95)
Pour J = 3/2
〈1/2, 1, 3/2, 1/2| Hˆel + HˆSO |1/2, 1, 3/2, 1/2〉 = 32 〈1/2, 1/2, 1, 0|3/2, 1/2〉
2 V2Σ+(R). (2.96)
La valeur du Clebsch-Gordan est : 〈1/2, 1/2, 1, 0|3/2, 1/2〉 =
√
2
3 . On retrouve de nouveau
〈1/2, 1, 1/2, 1/2| Hˆel + HˆSO |1/2, 1, 1/2, 1/2〉 = V2Σ+(R). (2.97)
Pour conclure, nous obtenons les équations radiale suivantes pour la collision entre un atome
alcalin et un alcalino-terreux dans leur état électronique fondamental, en ondes partielles s et
p [−~2
2µ
d2
dR2
+ V2Σ+(R)
]
u1/2,0,1/2,1/2(R) = Eu1/2,0,1/2,1/2(R)[−~2
2µ
d2
dR2
+ 1
µR2
+ V2Σ+(R)
]
u1/2,1,1/2,1/2(R) = Eu1/2,1,1/2,1/2(R)[−~2
2µ
d2
dR2
+ 1
µR2
+ V2Σ+(R)
]
u1/2,1,3/2,1/2(R) = Eu1/2,1,3/2,1/2(R).
(2.98)
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Etats électroniques excités
Pour les états électroniques excités, nous nous limitons aux niveaux vibrationnels liés 29.
Nous avons résolu les équations couplés dans le cas de Hund (a). Pour la limite de dissociation
87Rb(5p 2P1/2,3/2) + 84Sr(5s2 1S0), la résolution MFGH donne 202 états liés vibrationnels pour
(2) Ω = 1/2, 153 pour (3) Ω = 1/2 et 180 pour (1) Ω = 3/2.
Pour l’autre limite de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2), la résolution MFGH donne
130 états liés pour (4)Ω = 1/2, 123 pour (5)Ω = 1/2, 104 pour (6)Ω = 1/2, 115 pour (7)Ω = 1/2,
52 pour (8)Ω = 1/2, 125 pour (2)Ω = 3/2, 108 pour (3)Ω = 3/2 et 53 pour (4)Ω = 3/2.
2.6 Propriétés des collisions ultra-froides
Précédemment, nous avons vu comment écrire les équations couplées de deux atomes en
collision et comment les résoudre. Nous allons maintenant explorer certaines des propriétés de
ces solutions dans le domaine ultra-froid. Nous intéressons tout particulièrement à la longueur
de diffusion.
2.6.1 Expressions générales pour les propriétés collisionnelles
Nous nous intéressons à un problème à une voie comme celui de l’état électronique fonda-
mental de RbSr. L’équation (2.60) se simplifie alors 30
Ψcoll(~R, {~r}) =
∑
l
ul(R)
R
|Jel, `, J,MJ〉 . (2.99)
Asymptotiquement, la fonction d’onde de collision doit remplir la condition limite 31
Ψcoll(~R, {~r}) R→∞'
eikZ + f(θ, φ)ei~k. ~R
R
 |Jel, J,MJ〉 , (2.100)
où f(θ, φ) est l’amplitude de diffusion. Le sens de cette condition limite est qu’avant la collision,
le système dans la voie |Jel, J,MJ〉 est décrit par une onde plane progressive de vecteur d’onde
~k parallèle à l’axe fixe OZ (avec une énergie de collision E = ~2k22µ ) et que la collision, décrite
par un potentiel central pour le mouvement relatif, engendre une diffusion de l’onde plane en
une onde sphérique. Afin de faire le lien avec (2.99), les termes de cette équation (2.100) sont
exprimés en ondes partielles
eikZ =
∞∑
`=0
(2`+ 1)ilj`(kR)P`(cos θ)
f(θ, φ)e
ikR
R
=
∞∑
`=0
i`f`
ei(kR−`pi/2)
R
P`(cos θ),
(2.101)
où jl` est la fonction de Bessel sphérique du premier type dont la forme asymptotique est
j`(kR)
R→∞' sin(kR− `
pi
2 )
kR
. (2.102)
29. Dans cette thèse, nous n’étudions pas la collision entre atomes où l’un est dans un état électronique excité.
30. Pour simplifier la notation, uJel,`,J,MJ (R) = ul(R)
31. |Jel, `, J,MJ〉 ≡ |Jel, J,MJ〉P`(cosθ)
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En comparant (2.99) avec (2.100), 2.101 et 2.102, la forme asymptotique des fonctions radiales
u`(R) doivent donc prendre la forme
u`(R)
R→∞' i`
[
2`+ 1
k
sin(kR− `pi/2) + f`ei(kR−`pi/2)
]
, (2.103)
ou
u`(R)
R→∞' i`
[(
2`+ 1
k
+ if`
)
sin(kR− `pi2 ) + f` cos(kR− `
pi
2 )
]
. (2.104)
A l’aide des identités trigonométriques, ceci peut se réecrire
u`(R)
R→∞' 2`+ 1
k
i`eiδ` sin(kR− `pi2 + δ`), (2.105)
où δ` = arccot(2`+1kf` + i) est le déphasage par rapport à la particule libre, induit par de la
présence du potentiel V (R).
A longue distance (où la valeur du potentiel est négligeable par rapport au terme centrifuge),
la fonction d’onde oscille avec un décalage par rapport à la solution libre. Toutes les informations
sur la collision sont contenues dans ce déphasage δ`. En effet, les grandeurs mesurées lors des
expériences sont les sections efficaces différentielles dσ/dΩ et la section efficace totale σ, et sont
déterminées uniquement à partir des déphasages δ`
dσ
dΩ(E, θ) = |f(θ)|
2 = 1
k2
∑
`,`′
(2`+ 1)(2`′ + 1)ei(δ`−δ`′ ) sin δ` sin δ`′ P`(cos θ) P`′(cos θ), (2.106)
σ(E, θ) =
∞∑
`=0
4pi
2`+ 1 |f`|
2 = 4pi
k2
∞∑
`=0
(2`+ 1) sin2 δ`. (2.107)
La section efficace totale (2.107) peut également être reliée à la matrice S, grandeur fondamen-
tale des problèmes de collision, S` = e2iδ` ,
σ = pi
k2
∞∑
`=0
(2`+ 1) |S` − 1|2 . (2.108)
La matrice S` est diagonale en ` pour un potentiel invariant par rotation (comme le potentiel
d’interaction entre 2 atomes). En cas d’anisotropie, ce n’est plus le cas. Elle est unitaire en
absence de pertes, montrant la conservation du nombre de particules. Dans le cas de l’intro-
duction d’un terme de perte (par émission spontanée par exemple), le déphasage sera complexe
et la matrice S perd cette unitarité, représentant la perte de particules.
2.6.2 Longueur de diffusion
Dans ce travail, nous considérons des très basses températures, typiquement quelques µK.
A cette énergie de collision, la variation en fonction du nombre d’onde k du déphasage induit
par un potentiel V (R) décroissant plus vite que 1/R3 à grande distance tend vers une forme
universelle [128,129]. Pour déterminer celle-ci, la première étape est de déterminer la dépendance
en k des fonctions radiales ul lorsqu’on fait tendre k vers zéro. Nous partons de l’équation
intégrale du problème collisionnel, équation radiale de Lippmann-Schwinger
u`(R) = ureg` (R) +
∫
dR′G(R,R′)V (R′)u`(R), (2.109)
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où ureg` (R) = kRjl(kR) est la solution régulière en absence de potentiel(−~2
2µ
d
dR2
+ `(`+ 1)2µR2
)
ureg` (R) = Eu
reg
` (R). (2.110)
Elle est normée en énergie. Elle s’annule en R = 0 et a pour forme asymptotique
ureg` (R)
R→∞∼
√
2µ
~2k
sin(kR− lpi/2)
kR
. (2.111)
G(R,R′) est la fonction de Green de la particule libre définie par(−~2
2µ
d
dR2
+ `(`+ 1)2µR2 − E
)
G(R,R′) = δ(R−R′). (2.112)
Cette fonction de Green de la particule libre prend la forme
G(R,R′) = −piureg` (kR<)uirr` (kR>) (2.113)
où R< désigne la valeur la moins élevée entre R et R′ et inversement pour R>. uirr` (kR>) =
−kRη`(kR) est la solution irrégulière du problème de la particule libre. Elle est proportionnelle
à la fonction de Neumann sphérique η`(kR) qui a pour forme asymptotique
η`(kR) R→∞∼ cos(kR− lpi/2)
kR
. (2.114)
En utilisant (2.113), on obtient la forme asymptotique de la fonction u`(R) (2.109) pour un
potentiel V (R) décroissant rapidement à grande distance. On en déduit l’équation implicite
pour le déphasage
tan(δ`) = − 2µ~2k
∫ ∞
0
ureg` (R)V (R)u`(R)dR. (2.115)
Lorsque k tend vers 0, la solution régulière varie comme k`+1/2 alors que la solution irrégulière
diverge comme k−`−1/2. La fonction de Green de la particule libre devient ainsi indépendante
de k [129]
G(R,R′) k→0∼ −2µ
~2
(R<)`+1(R>)−l
2`+ 1 . (2.116)
A partir de l’équation (2.109), on peut conclure que la dépendance en k de u` lorsque k tend
vers zero est la même que celle de la solution régulière ureg` (R). Enfin, pour k tendant vers 0
et un potentiel tel que l’intégrale de V (R)k2`+2 converge pour R → ∞, tan(δ`) tend vers une
dépendance en k2`+1
tan(δ`) k→0∼ −a2`+1` k2`+1, (2.117)
où le coefficient de proportionnalité a` est la longueur de diffusion dans la `-eme onde partielle.
L’équation (2.117) traduit ce qu’on appelle les lois de seuil de Wigner. Cette dépendance en
k2`+1 illustre qu’à faible énergie, les contributions des ondes partielles les plus faibles sont les
plus importantes à cause de la barrière centrifuge. Typiquement, si l’énergie de collision est
plus faible que l’énergie du sommet de la barrière centrifuge de l’onde partielle `, alors la
contribution de cette onde partielle sera négligeable. Pour les températures ultra-froides que
nous considérons dans ce travail, seule l’onde partielle s (` = 0) contribuera. La longueur
de diffusion de l’onde partielle s (qu’on appellera simplement longueur de diffusion dans la
suite sauf contre-indication) détermine ainsi toutes les propriétés collisionnelles à température
ultra-froide
tan(δ0) = −ka
σ = 4pia2.
(2.118)
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Figure 2.12 – Détermination de la longueur de diffusion de l’état fondamental de RbSr. La
fonction d’onde est tracée en ligne noire pleine. Le prolongement de la partie variant linéairement
entre 200 u.a. et 400 u.a. est tracé en pointillé rouge. La fonction d’onde d’une particule libre
est tracée en pointillé bleu.
La section efficace prend donc 4 fois la valeur de celle d’une sphère dure dont le rayon serait la
longueur de diffusion. Dans le cas de particules identiques, un facteur 2 est à ajouter et est une
conséquence du pour du respect de la symétrie ou de l’antisymétrie de la fonction d’onde lors
de la permutation des particules identiques de la collision. La fonction d’onde radiale u0(R)
prend une forme linéaire à longue distance
u0(R) k→0∼ k(R− a). (2.119)
Pour déterminer la longueur de diffusion, il suffit de prolonger le régime linéaire de la fonction
d’onde et de lire l’intersection de cette droite avec l’abscisse. C’est ce qui est illustré sur la figure
2.12 pour 87Rb84Sr. Dans ce cas-ci, nous avons pris la première fonction d’onde du continuum
obtenu dans le calcul de MFGH (avec une grille de 2000 u.a) qui a une énergie de 3.88 10−6
cm−1. Un régime linéaire est obtenu entre 200 u.a et 400 u.a et nous l’avons prolongé afin
d’obtenir la longueur de diffusion. La valeur de celle-ci est de 90.5 u.a.. Cette valeur est proche
de celle expérimentale 92 a0 . En effet, nous avons légèrement repoussé la position du mur
répulsif du potentiel afin d’obtenir le meilleur accord possible avec la valeur expérimentale de
la longueur de diffusion.
Dans cette section, nous avons illustré l’importance de la longueur de diffusion dans un
gaz d’atomes ultra-froids. La manipulation de cette grandeur est un enjeu important et les
méthodes pertinentes sont basées sur les résonances de (Fano-)Feshbach qui sont le sujet de la
prochaine section.
2.7 Résonance de Fano-Feshbach
2.7.1 Approche collisionnelle
Une résonance de Feshbach [128, 130, 131] correspond à la situation (voir figure 2.13) où
un niveau lié d’un potentiel 2 V2(R) a une énergie supérieure à celle du seuil de dissociation
d’un potentiel V1(R) et interagit avec le continuum de fragmentation du potentiel V1(R) via un
couplage V12(R). La nature de la résonance de Feshbach dépend des potentiels et du couplage.
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Figure 2.13 – Illustration d’une résonance de Feshbach.
Dans cette thèse, nous en voyons différents exemples : résonance de Feshbach magnétique,
optique ou auto-induite assistée par laser.
En absence de couplage, dans la gamme d’énergie d’intérêt, le potentiel V2(R) supporte un
niveau lié de fonction propre φ0,v2 (R) défini par[
− ~
2
2µ
d2
dR2
+ V2(R)
]
φ0,v2 (R) = E0,v2 φ0,v2 (R). (2.120)
L’équation de Schrödinger du potentiel V1(R) (toujours en absence de couplage) contient deux
types de solutions, les solutions (normées en énergie) régulières 32 φ0,E,reg1 (R) et irrégulières
φ0,E,irr1 (R). Elles sont à différencier des solutions régulières et irrégulières de la particule libre
que nous avons utilisées dans la section précédente. Elles ont pour forme asymptotique
φ0,E,reg1 (R)
R→∞∼
√
2µ
pi~2k
sin(kR + δbg),
φ0,E,irr1 (R)
R→∞∼
√
2µ
pi~2k
cos(kR + δbg),
(2.121)
où δbg est le déphasage par rapport à la fonction d’onde libre induite par la présence du potentiel
V1(R) (index ”bg” pour ”background”).
Lorsque le couplage est présent, la fonction d’onde totale d’énergie a une composante sur
les 2 voies
Ψ(R) = φ1(R) |1〉+ φ2(R) |2〉 . (2.122)
En insérant dans l’équation de Schrödinger et en multipliant par 〈1| et 〈2| et en intégrant, on
obtient le système d’équations couplées
[
− ~22µ d
2
dR2 + V1(R)
]
φ1(R) + V12(R)φ2(R) = Eφ1(R)[
− ~22µ d
2
dR2 + V2(R)
]
φ2(R) + V21(R)φ1(R) = Eφ2(R).
(2.123)
La fonction d’onde φ2 dans la voie fermée peut être exprimée en fonction de la fonction d’onde
du niveau lié φ0,v2 (R)
φ2(R) = Aφ0,v2 (R), (2.124)
32. qui s’annulent en R = 0
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où A est une constante dont l’expression est déterminée dans la suite. Insérée dans l’équation
de la voie fermée de (2.123), cela donne
A(E − E0,v2 )φ0,v2 (R) = V21φ1(R). (2.125)
L’équation de la fonction d’onde de la voie ouverte s’écrit[
E + ~
2
2µ
d2
dR2
− V1(R)
]
φ1(R) = AV12φ0,v2 (R). (2.126)
Cette équation est inhomogène et peut se résoudre à l’aide d’une fonction de Green définie par[
E + ~
2
2µ
d2
dR2
− V1(R)
]
G(R,R′) = δ(R−R′). (2.127)
Cette fonction de Green a comme expression
G(R,R′) = −piφ0,E,reg1 (R<)φ0,E,irr1 (R>), (2.128)
où R< désigne la valeur la moins élevée entre R et R′ et inversement pour R>. A l’aide de la
fonction de Green, la fonction φ1(R) de l’équation inhomogène (2.126) peut s’écrire
φ1(R) = φ0,E,reg1 (R) + A
∫ ∞
0
G(R,R′)V12(R′)φ0,v2 dR′. (2.129)
Pour R→∞, G(R,R′) = −piφ0,E,reg1 (R′)φ0,E,irr1 (R). L’équation (2.129) prend la forme
φ1(R) R→∞∼ φ0,E,reg1 (R)− piAV E,v12 φ0,E,irr1 (R), (2.130)
où V E,v12 = 〈φ0,E,reg1 |V12 |φ0,v2 〉 est le couplage entre les états. Le déphasage induit par la réso-
nance 33 est introduit et est défini
tan(δres) = −piAV E,v12 . (2.131)
En insérant (2.121) et (2.131), l’équation (2.130) devient
φ1(R) R→∞∼
√
2µ
pik
[sin(kR + δbg) + tan(δres) cos(kR + δbg)] . (2.132)
Après quelques étapes de calcul, l’équation (2.132) devient
φ1(R) R→∞∼ 1cos(δres)
√
2µ
pik
sin(kR + δbg + δres). (2.133)
Il est désormais clair que δres est bien le déphasage dans la voie 1 dû à l’interaction avec le
niveau lié de la voie 2. Maintenant que nous avons une expression pour φ1(R), nous pouvons
l’insérer dans (2.125) pour déterminer A
A = V
E,v
12
E − E0,v2 − 〈φ0,v2 |V21GˆV12 |φ0,v2 〉
, (2.134)
ce qui donne pour tan(δres)
tan(δres) = −
pi
∣∣∣V E,v12 ∣∣∣2
E − E0,v2 − 〈φ0,v2 |V21GˆV12 |φ0,v2 〉
. (2.135)
Généralement, on définit :
33. cette correspondance sera claire dans la suite
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— le déplacement de la résonance induit par le couplage du niveau φ0,v2 avec le continuum
(avec P , la partie principale de Cauchy)
Evshift = 〈φ0,v2 |V21GˆV12 |φ0,v2 〉 = P
∫
dE ′
∣∣∣V E,v12 ∣∣∣2
E − E ′ . (2.136)
— la largeur de la résonance
Γv12(E) = 2pi
∣∣∣V E,v12 ∣∣∣2 . (2.137)
La largeur de la résonance est reliée à sa durée de vie, Γv = ~τv .
L’équation (2.135) s’écrit alors
tan(δres) =
−Γv12/2
E − EvR
(2.138)
où EvR = E
0,v
2 + Evshift est la position en énergie de la résonance. tan(δres) a donc un pôle en
E = EvR. Le déphasage varie de pi autour de EvR. On a une résonance.
La dernière étape dans la dérivation est que nous imposons que la fonction d’onde de la voie
ouverte φ1(R) reste normalisée en énergie. A partir de (2.133), on peut conclure qu’il suffit de
multiplier les 2 composantes par cos(δres), ce qui donneφ1(R) = cos(δres)φ
0,E,reg
1 (R) + sin(δres)∆φ0,E,irr1 (R)
φ2(R) = − sin(δres)piV E,v12 φ
0,v
2
(2.139)
où ∆φ0,E,irr1 (R) = −1piV E,v12
∫∞
0 G(R,R′)V12(R′)φ
0,v
2 dR
′. A longue distance, cette fonction se réduit
à φ1(R)
R→∞∼
√
2µ
pi~2k sin(kR + δbg + δres)
φ2(R) R→∞∼ 0.
(2.140)
Comme la voie 2 est fermée, il est logique que la composante de cette voie tende vers 0 à longue
distance. Pour la voie ouverte, comme déjà discuté, il y a un déphasage supplémentaire lié à la
présence de la résonance.
2.7.2 Approche de Fano
Ce résultat peut être retrouvé par une tout autre approche, celle suivie par U. Fano dans son
article de 1961 [132]. Dans celle-ci, on considère un état |φ02〉 qui interagit avec un continuum
|φ0,E,reg1 〉. Les éléments de la matrice Hamiltonienne s’écrit
〈φ0,v2 | Hˆ |φ0,v2 〉 = E0,v2 ;
〈φ0,E,reg1 | Hˆ |φ0,v2 〉 = 〈φ0,E,reg1 |V12 |φ0,v2 〉 = V E,v12 ;
〈φ0,E′,reg1 | Hˆ |φ0,E,reg1 〉 = Eδ(E − E ′).
(2.141)
La fonction d’onde totale correspondant à une énergie E peut s’exprimer en fonction de l’état
discret |φ0,v2 〉 et des états du continuum |φ0,E
′,reg
1 〉
ΨE = av(E) |φ0,v2 〉+
∫
dE ′bE′(E) |φ0,E′,reg1 〉 . (2.142)
Ceci permet d’obtenir le système d’équations
E0,v2 av +
∫
dE ′V E
′,v∗
12 bE′ = Eav
V E
′,v
12 av + E ′bE′ = EbE′ .
(2.143)
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A partir de la 2ème équation de (2.143), les bE′ peuvent s’exprimer en fonction de av
bE′ =
( 1
E − E ′ + z(E)δ(E − E
′)
)
V E
′,v
12 av. (2.144)
L’introduction du second terme a pour but d’éviter la singularité lorsque E = E ′. Ensuite,
l’équation (2.144) est introduite dans la première équation de (2.143)
E0,v2 + Eshift(E) + z(E)
∣∣∣V E′,v12 ∣∣∣2 = E. (2.145)
A partir de (2.145), z(E) prend ainsi la forme
z(E) = E − E
0,v
2 − Eshift(E)∣∣∣V E′,v12 ∣∣∣2 , (2.146)
où Eshift est de nouveau défini par (2.136). La détermination du coefficient a2 est faite par
normalisation, 〈ΨE′′|ΨE〉 = δ(E − E ′′)
〈ΨE′′|ΨE〉 = a∗v(E ′′)av(E) +
∫
dE ′b∗E′(E ′′)bE′(E) = δ(E − E ′′). (2.147)
La substitution des résultats précédents donne
a∗v(E ′′)
[
1 +
∫
dE ′V E
′,v∗
12
( 1
E ′′ − E ′ + z(E
′′)δ(E ′′ − E ′)
)( 1
E − E ′ + z(E)δ(E − E
′)
)
V E
′,v
12
]
av(E) = δ(E ′′ − E).
(2.148)
Après quelques étapes de calcul, on obtient
|a2(E)|2 =
∣∣∣V E′,v12 ∣∣∣2[
E − E0,v2 − Evshift(E)
]2
+ pi2
∣∣∣V E′,v12 ∣∣∣4 . (2.149)
En introduisant le décalage en phase dû à la présence de la résonance, δres = − arctan
 pi
∣∣∣V E′,v12 ∣∣∣2
E−E0,v2 −Evshift(E)
,
les coefficients ai(E) et bE′(E) s’écrivent
a2 = sin(δres)piV E,v12
bE′ = V
E′,v
12
piV E,v12
sin(δres)
E−E′ − cos(δres)δ(E − E ′).
(2.150)
En faisant la correspondance ∆φ0,irr,E1 (R) =
∫
dE ′ V
E′,v
12
piV E,v12
sin(δres)
E−E′ φ
0,E′,reg
1 , on peut constater qu’on
retrouve le même résultat qu’avec l’approche collisionnelle.
2.7.3 Influence sur les propriétés collisionnelles
La présence d’une résonance de Feshbach a une influence sur la section efficace et en général
sur les propriétés collisionnelles. Pour montrer cela, nous repartons de la définition de la section
efficace dans le régime de l’onde s
σ = 4pi
k2
sin2(δbg + δres). (2.151)
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En utilisant les relations trigonométriques : sin2(δ) = 11+cot2(δ) et cot(δbg+δres) =
cot(δbg) cot(δres)−1
cot(δbg)+cot(δres) ,
on obtient
σ = 4pi
k2
sin2(δbg)
(cot(δbg) + cot(δres))2
1 + cot2(δres)
. (2.152)
On définit :
— l’énergie réduite qui est l’énergie relative à l’énergie de résonance, normalisée par la moi-
tié de la largeur
 = E − E
v
R
Γv12/2
= − cot(δres), (2.153)
où ER = E0,v2 + Evshift.
— le paramètre q
q = − cot(δbg). (2.154)
En insérant  et q dans (2.152)
σ = 4pi
k2
sin2(δbg)
(+ q)2
1 + 2 = σbg
(+ q)2
1 + 2 . (2.155)
La section efficace est donc celle en absence de la résonance de Feshbach multipliée par un
profil de Fano (+q)21+2 . Celui-ci est un profil asymétrique dont l’asymétrie est quantifiée par le
paramètre q. L’asymétrie est plus importante lorsque q est plus faible. Quand q =∞, le profil de
Fano devient un profil lorentzien. De manière générale, l’apparition d’un profil de Fano résulte
de l’interférence entre plusieurs voies faisant intervenir un continuum. Dans le cas de la section
efficace, il y a interférence entre la contribution en absence de la résonance et la contribution
liée à la résonance. Nous verrons plusieurs fois l’apparition d’un profil de Fano durant cette
thèse.
En plus, la longueur de diffusion est influencée par la présence d’une résonance de Feshbach.
Pour déterminer ceci, nous repartons de la définition de la longueur de diffusion (2.107)
tan(δbg + δres) = −ka. (2.156)
ù En utilisant la propriété tan(δbg + δres) = tan(δbg)+tan(δres)1−tan(δbg) tan(δres) , on obtient
−ka =
−kabg − Γ
v
12/2
E−EvR
1− kabg Γ
v
12/2
E−EvR
, (2.157)
a =
abg + 1k
Γv12/2
E−EvR
1 + kabg Γ
v
12/2
E−EvR
. (2.158)
Pour k → 0, kabg Γ
v
12/2
E−EvR
<< 1 on a
a = abg +
1
k
Γv12/2
E − EvR
. (2.159)
ou
a = abg
(
1 + 1
kabg
Γv12/2
E − EvR
)
. (2.160)
La longueur de diffusion diverge vers ±∞ à l’énergie de résonance. La présence d’une résonance
de Feshbach a donc une influence énorme sur la longueur de diffusion. La largeur de la résonance
est caractéristique de l’énergie où la longueur de diffusion s’annule E = EvR − 1kabg
Γv12
2 . Nous
verrons plus tard qu’il est possible de contrôler la largeur Γv12 et la position EvR d’une résonance
à l’aide d’un champ externe et donc in fine de contrôler la longueur de diffusion.
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Chapitre 3
Théorie du contrôle à l’aide de laser
Après avoir décrit la structure du système étudié, nous voyons dans ce chapitre les bases
théoriques de l’interaction avec un laser et des méthodes de contrôle utilisées durant cette
thèse. Dans la première section, nous introduisons l’Hamiltonien d’interaction avec la lumière
comme étant l’Hamiltonien dipolaire électrique. Dans la deuxième section, nous montrons que
le couplage radiatif entre 2 états isolés par un laser monochromatique d’amplitude constante
induit une oscillation dite de Rabi des populations de ces deux états. Dans la section 3, nous
introduisons les états habillés par le champ dans le cadre du système à 2 états. Ceux-ci ont une
importance cruciale pour le passage adiabatique que nous présentons dans la section 4 et qui
est une des méthodes utilisées dans la suite pour la formation de molécules. Une alternative
au passage adiabatique est l’utilisation d’impulsion-pi généralisée présentée dans la section 5.
Nous passons ensuite aux systèmes à trois états en présentant d’abord l’Hamiltonien et les états
habillés par le champ dans la section 6. Un de ces états habillés peut être un état sombre autour
duquel se base la méthode de STimulated Rapid Adiabatic Passage (STIRAP), présentée en
section 7, qui est l’autre grande méthode utilisée dans ce travail pour former des molécules.
Nous illustrons également comment étendre le STIRAP à plus de 3 états. Nous présentons
ensuite dans la section 8 la théorie du contrôle optimal qui permet de généraliser les méthodes
cohérentes vues précédemment et de trouver le meilleur champ dans des situations beaucoup
plus complexes. Après avoir présenté différents transferts cohérents, nous montrons dans la
section 9 comment l’émission spontanée peut détruire la cohérence de ceux-ci. Enfin, dans la
section 10, nous montrons que les interférences peuvent persister en présence d’un continuum
dans le cas d’un profil de Fano.
3.1 Hamiltonien d’interaction avec la lumière
Dans cette thèse, une approche semi-classique de l’interaction atomes-champ est considérée,
c’est à dire que la description des atomes est quantique (comme faite dans le chapitre 2) mais
que le champ est considéré comme classique. Il n’y a donc pas de quantification du champ. Une
difficulté de cette approche est l’absence de l’émission spontanée. L’ajout empirique de celle-ci
est discuté dans la section 3.8. La forme des termes d’interaction dépend du choix d’une jauge.
Dans ce travail, nous prenons la jauge de Coulomb dans laquelle L’Hamiltonien s’écrit dans le
référentiel lié au centre de masse 1 :
Hˆmol+champ(t) =
~2
2M1
(
−~∇2~R1 − Z1 ~A(~R1, t)
)2
+ 12M2
(
−~∇2~R2 − Z2 ~A(~R2, t)
)2
+ ~
2
2m
∑
i
(
−~∇2i + ~A(~ri, t)
)2
+ V (~R1, ~R2, {~r}).
(3.1)
1. Les conventions pour les distances et les masses sont les mêmes que pour le chapitre 2
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où ~A est le potentiel vecteur du champ laser. V (~R1, ~R2, {~r}) est le potentiel d’interaction com-
prenant les 3ème, 4ème et 5ème termes de l’Hamitonien moléculaire de l’équation (2.2).
La longueur d’onde du champ laser étant beaucoup plus grande que la dimension de la molécule,
il est raisonnable de considérer que le champ est constant sur l’étendue de la molécule. C’est
ce qu’on appelle l’approximation des grandes longueurs d’onde. Le potentiel vecteur ~A prend
donc une valeur constante, sa valeur au centre de masse
Hˆmol+champ(t) =
1
2M1
(
−~∇2~R1 − Z1 ~A(0, t)
)2
+ 12M2
(
−~∇2~R2 − Z2 ~A(0, t)
)2
+ 12m
∑
i
(
~∇2i + ~A(0, t)
)2
+ V (~R1, ~R2, ~r).
(3.2)
On appelle transformation dipolaire électrique [133] la transformation unitaire (en u.a.)
Tˆ (t) = exp
(
−i~µ. ~A(0, t)
)
, (3.3)
où ~µ est l’opérateur moment dipolaire électrique total de la molécule qui est la somme des
contributions nucléaires et électriques
~µ = ~µN + ~µe =
∑
k
Zk ~Rk −
∑
i
~ri. (3.4)
Les éléments de matrice de cet opérateur entre les états électroniques de la molécule donnent le
moment dipolaire permanent et les moments dipolaires de transition dépendant de R, discutés
dans les sections 2.3.5 et 2.4.3 pour la molécule RbSr. L’application de cette transformation
unitaire à l’Hamiltonien (3.2) donne
Hˆ ′mol+champ = T (t)Hˆmol+champT †(t) + i
(
dT
dt
)
T †(t), (3.5)
avec
T (t)Hˆmol+champT †(t) = Hˆmol, (3.6)
et
i
(
dT
dt
)
T †(t) = −~µ. ~˙A(0, t) = −~µ.~E(t), (3.7)
où ~E correspond au champ électrique du champ laser au centre de masse.
L’Hamiltonien du système molécule+champ s’écrit ainsi
Hˆ ′mol+champ = Hˆmol − ~µ.~E(t). (3.8)
L’interaction du système moléculaire avec le champ laser peut donc être décrite par l’interaction
du moment dipolaire de la molécule avec le champ électrique du laser. C’est ce qu’on appelle
l’approxiation dipolaire électrique.
3.2 Oscillation de Rabi
La première situation que nous considérons est le couplage de deux états à l’aide d’une
onde monochromatique d’amplitude constante. L’Hamiltonien simplifié du système Hˆ0 admet
deux états propres, |g〉 et |e〉, d’énergie Eg = ωg et Ee = ωe. Un laser monochromatique de
fréquence ω est ajouté. Comme décrit dans la section précédente, l’interaction entre le système
et le champ est décrite dans l’approximation dipolaire électrique
V (t) = −~µ.~ E cos(ωt), (3.9)
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où ~ est le vecteur de polarisation du laser et E est l’amplitude du champ. Cette situation qui
peut sembler simpliste décrit en fait assez bien l’interaction radiative entre deux états d’une
molécule ou d’un atome. Comme cette interaction dépend du temps, il faut résoudre l’équation
de Schrödinger dépendante du temps, écrite en u.a.
i
dψ(t)
dt
= (Hˆ0 + V (t))ψ(t). (3.10)
La fonction d’onde peut être exprimée dans la base des états propres de Hˆ0 en représentation
d’interaction
ψ(t) = cg(t)e−iωgt |g〉+ ce(t)e−iωet |e〉 . (3.11)
En insérant (3.11) dans l’équation de Schrödinger et après quelques étapes de calcul, on obtient
c˙g = iµgeE cos(ωt)e−i(ωe−ωg)tce(t)
c˙e = iµgeE cos(ωt)ei(ωe−ωg)tcg(t)
(3.12)
où µge = 〈g| ~µ.~ |e〉 est l’élément de matrice du moment dipolaire entre les deux états |g〉 et |e〉.
Nous exprimons le cosinus en fonction de deux exponentielles imaginaires, cos(ωt) = eiωt+e−iωt2
et nous l’introduisons dans le système à 2 équations
c˙g = iµgeE2
(
ei(ω−ω0)t + e−i(ω+ω0)t
)
ce(t)
c˙e = iµgeE2
(
ei(ω+ω0)t + e−i(ω−ω0)t
)
cg(t)
(3.13)
où ω0 = ωe − ωg est la fréquence de résonance entre les deux états. Si ω est proche de ω0, les
termes en (ω−ω0) varient lentement alors que les termes en (ω+ω0) varient très rapidement. Les
intégrales temporelles de ces derniers sont très faibles et elles peuvent ainsi être négligées. C’est
l’approximation des ondes tournantes (RWA, pour Rotating Wave Approximation, en anglais).
La condition de validité est que la fréquence de Rabi Ωge = µgeE soit inférieure à ω0. On obtient
alors 
c˙g = iΩge2 e
i∆tce(t)
c˙e = iΩge2 e
−i∆tcg(t)
(3.14)
où ∆ = ω − ω0 est le désaccord à la résonance.
La résolution du système d’équations est simplifiée en changeant la phase des coefficients,
c˜g = cg et c˜e = ceei∆t. Ceci revient à passer dans un repère tournant à la fréquence ω. ce n’est
pas une approximation : en effet, cette opération correspond à une transformation unitaire qui
ne change pas la physique du problème. Le système d’équations devient
c˙g(t) = iΩge2 c˜e(t)
˙˜ce(t) = iΩge2 cg(t) + i∆c˜e.
(3.15)
ou
i~
(
c˙g(t)
˙˜ce(t)
)
=
(
0 −Ωge/2
−Ωge/2 −∆
)(
cg(t)
c˜e(t)
)
(3.16)
En prenant comme condition initiale que seul l’état |g〉 est peuplé (cg(0) = 1 et c˜e(0) = 0), les
solutions sont cg = e
i∆t/2
(
cos( Ω˜get2 )− i ∆Ω˜ge sin(
Ω˜get
2 )
)
c˜e = −iei∆t/2 ΩgeΩ˜ge sin(
Ω˜get
2 )
(3.17)
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Figure 3.1 – Illustration des oscillations de Rabi des populations de l’état fondamental (noir)
et de l’état excité (rouge) lorsqu’ils sont couplés par un laser monochromatique résonant.
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Figure 3.2 – Oscillations des populations de l’état excité pour différentes valeurs du désaccord ;
∆=0 (noir), 0.5 Ω (rouge), Ω (bleu), 2Ω (magenta) et 5Ω (vert foncé)
où Ω˜ge =
√
Ω2ge + ∆2 est la fréquence de Rabi généralisée. La probabilité d’occuper les états |g〉
et |e〉 est donnée par le carré du module des coefficients
|cg(t)|2 = cos2( Ω˜get2 ) + ∆
2
Ω˜2ge
sin2( Ω˜get2 )
|c˜e(t)|2 = Ω
2
ge
Ω˜2ge
sin2( Ω˜get2 ).
(3.18)
Lorsque le laser est à résonance (∆ = 0), les populations oscillent entre 0 et 1 à la féquence
de Rabi (voir fig. (3.1)) : Ce sont les oscillations de Rabi. Au temps piΩge , la population est
intégralement dans l’état |e〉. La population retourne dans l’état |g〉 après un temps 2piΩge . Lorsque
le laser n’est plus à résonance, les populations oscillent à la fréquence de Rabi généralisée, qui
augmente avec le désaccord ∆. Par contre, l’amplitude des oscillations Ω2Ω˜2ge diminue (voir fig.
(3.2)). Cela exprime que le transfert de population entre les deux états est de moins en moins
efficace lorsque le désaccord augmente.
3.3 Etats propres de l’Hamiltonien système+champ
Les oscillations de Rabi des populations des états |g〉 et |e〉 découlent du fait que ces états
ne sont pas états propres de l’Hamiltonien total Hˆ (incluant l’interaction avec le champ). Il est
possible de déterminer les états propres de celui-ci et d’étudier le problème à 2 états dans cette
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base. Cette base est essentielle pour le passage adiabatique considéré dans la section suivante.
Pour cela, nous repartons du système d’équations (3.16). Celui-ci peut se dériver à partir de
l’Hamiltonien dans le repère tournant
Hˆ =
(
0 −Ωge/2
−Ωge/2 −∆
)
. (3.19)
Cet Hamiltonien est exprimé dans la base des états |g〉 et |e˜〉 obtenus après le passage dans
le repère tourant, appelés également états diabatiques. Les énergies de ces états sont : Eg = 0
et Ee˜ = −∆. Dans la suite de cette section, nous désignerons cette base comme la base non-
couplée. La diagonalisation de cet Hamilonien donne les valeurs propres
Edressed± =
1
2(−∆± Ω˜ge). (3.20)
En présence d’un champ, l’écart entre les deux états propres n’est ainsi plus ∆ mais est Ω˜ge .
Cette différence entre Ω˜ge et ∆ est appelée le décalage dû au couplage lumineux. A résonance,
ce décalage vaut Ωge (voir fig. 3.3)). Les états propres associés à Edressed± sont appelés états
habillés et s’expriment en fonction des états propres de Hˆ0
|+〉 =
(
cos θ
sin θ
)
, |−〉 =
(− sin θ
cos θ
)
(3.21)
où θ est un angle de mélange des deux états qui est défini par tan(2θ) = − |Ωge|∆ . L’introduction
de cet angle permet d’écrire la transformation unitaire entre les deux bases sous la forme d’une
matrice de rotation (|+〉
|−〉
)
=
(
cos θ − sin θ
sin θ cos θ
)(|g〉
|e˜〉
)
. (3.22)
la figure 3.3 illustre la variation de l’énergie des états |+〉 et |−〉 en fonction de ∆. Loin de
la résonance, pour un désaccord positif, l’état |+〉 est principalement composé de |g〉 alors
que l’état |−〉 principalement de |e˜〉. Par contre, pour un désaccord négatif, l’état |+〉 est alors
composé de |e〉 alors que l’état |−〉 de |g〉. Les énergies des états non-couplés se croisent en ∆ = 0,
alors que l’on voit apparaître un croisement évité entre les énergies propres. Ce changement de
nature des états propres en variant le désaccord est la base du passage adiabatique étudié dans
le prochaine section.
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Figure 3.3 – Croisement évité entre les énergies des états propres |+〉 et |−〉. Les flèches noires
illustrent le passage adiabatique.
3.4 Passage adiabatique
Précédemment, nous avons vu qu’avec un laser monochromatique d’amplitude constante, un
transfert de populations entre deux états peut se faire à l’aide d’un demi-cycle d’oscillation de
Rabi. Néanmoins, cette méthode, appelée impulsion-pi, est particulièrement sensible à l’ampli-
tude et au désaccord. Elle demande donc une stabilisation efficace du laser. Une stratégie plus
efficace est de faire varier au cours du temps le désaccord ∆ et/ou l’amplitude. Deux méthodes
dans cette optique sont présentées dans les deux prochaines sections. La première est le passage
adiabatique qui fait varier le désaccord. La deuxième est une généralisation de l’impulsion-pi
lors d’une impulsion laser à résonance qui fait varier l’amplitude au cours du temps. Dans cette
section, nous présentons donc le passage adiabatique. Il est basé sur une variation lente de la
fréquence du laser (appelée dérive de fréquence) à travers la résonance. Le champ a ainsi la
forme
~E(t) = E~ cos
(
ω0t+
α(t− Tpulse/2)2
2
)
, (3.23)
où α est la dérive de fréquence linéaire, ω0 est la fréquence centrale de l’impulsion laser et Tpulse
est sa durée. La fréquence instantanée du champ est ω(t) = ω0 + α(t − Tpulse/2). L’amplitude
est ici considérée constante mais dans les cas pratiques (voir chapitre 7), nous la ferons varier
au cours du temps.
Si la dérive de fréquence est suffisamment lente afin que le même état propre |+〉 ou |−〉
reste toujours peuplé, un transfert de population entre les deux états est bien effectué (voir
les flèches sur la fig. (3.3)). Le passage adiabatique repose donc sur la propriété que les états
propres changent de nature lorsque le désaccord est varié à travers la résonance comme nous
l’avons vu dans la section 3.3.
Il est utile de dériver les conditions et la probabilité pour que le système reste dans le
même état propre. Pour cela, nous partons de l’équation de Schrödinger dans la base des états
non-couplés
i
d
dt
(
cg
ce
)
=
(
0 Ωge/2
Ωge/2 −∆(t)
)(
cg
ce
)
, (3.24)
avec ∆(t) = ∆0 + α(t − Tpulse2 ). Nous voulons exprimer cette équation dans la base des états
propres instantanés de l’Hamiltonien. Comme l’Hamiltonien change au cours de temps, la
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transformation entre les deux bases dépend aussi du temps, faisant apparaître des nouveaux
termes [127]
i
d
dt
(
c+
c−
)
=
(
E+(t) 0
0 E−(t)
)(
c+
c−
)
− i
(
cos θ − sin θ
sin θ cos θ
)−1
d
dt
(
cos θ − sin θ
sin θ cos θ
)(
c+
c−
)
. (3.25)
Après avoir fait la dérivée temporelle de la matrice et les produits matriciels, l’équation (3.25)
se simplifie en
i
d
dt
(
c+
c−
)
=
(
E+(t) 0
0 E−(t)
)(
c+
c−
)
− i θ˙2
(
0 −1
1 0
)(
c+
c−
)
. (3.26)
On peut définir un nouvel Hamiltonien
Hˆ ′(t) =
(
E+(t) i θ˙2
−i θ˙2 E−(t)
)
. (3.27)
Pour que le système reste dans le même état propre |+〉 ou |−〉, il faut que les valeurs propres
de H ′(t) soient proches de E+ et E−. Celles-ci ont comme forme
E ′±(t) =
E+(t) + E−(t)
2 ±
√
(E+(t)− E−t)2 + θ˙2
2 . (3.28)
Pour que E ′± ' E±, il faut que le deuxième terme dans la racine soit négligeable par rapport
au premier,
|θ˙| << min|E+(t)− E−(t)|
|θ˙| << Ωge.
(3.29)
Cette condition que la dérivée de l’angle de mélange soit inférieure à la différence des énergies
des états propres, est générale aux processus adiabatiques et ainsi des conditions comparables se
retrouvent pour le STIRAP discuté plus loin. Il est préférable d’écrire la condition d’adiabaticité
pour la valeur de la dérive de fréquence linéaire α qui est le paramètre expérimental. Pour cela,
la dérivée de θ est calculée 2 : θ˙ = αΩeg . La condition d’adiabaticité sur α s’écrit donc :
|α| << Ω2ge. (3.30)
Pour que le système reste dans le même état propre et que le transfert soit adiabatique, la
valeur de la dérive de fréquence linéaire doit donc être inférieure au carré de la fréquence de
Rabi.
En plus de la conditions pour que le transfert se fasse de manière adiabatique, il est possible
de déterminer sa probabilité. Cette dernière a été déterminée de manière indépendante par
Landau [134], Zener [135] et Stueckelberg [136]
Pe = Padia = 1− exp
(−piΩ2ge
2α
)
. (3.31)
La probabilité pour que le système reste dans le même état diabatique est ainsi
Pg = Pdia = exp
(−piΩ2ge
2α
)
. (3.32)
2. Cette expression de la dérivée est valable lorsque l’amplitude du champ est constante. Dans le cas contraire,
des termes supplémentaires apparaissent.
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On remarque que la condition d’adiabaticité (3.30) est en parfait accord avec les équations (3.31)
et (3.32). En effet si |α| << Ω2ge (pour un couplage fort et une faible dérive de fréquence ),
Padia ' 1 et Pdia ' 0, le transfert se fait bien de manière adiabatique. A l’inverse si |α| >> Ω2ge
(pour un couplage faible et une dérive de fréquence importante), Padia ' 0 et Pdia ' 1, le
transfert se fait alors de manière diabatique. Un gros avantage du passage adiabatique est qu’il
est robuste par rapport aux bruits expérimentaux. En effet, les dérivées de tous les ordres de
(3.31) et (3.32) par rapport à Ωge et α sont proportionnelles à exp
(
−piΩ2ge
2α
)
et sont ainsi faibles
pour des valeurs de Ωge et de α amenant à un transfert adiabatique.
3.5 Impulsion-pi généralisée
L’autre méthode efficace pour le transfert de population entre deux états est une généralisa-
tion de l’impulsion-pi en utilisant une impulsion laser d’amplitude variable et dont la fréquence
centrale est résonante de la transition entre les 2 états. Le champ a donc la forme suivante
~E(t) = E(t)~ cos (ω0t) . (3.33)
Dans ce cas, le système d’équations des composantes dans les deux états de la fonction d’onde
totale devient 
c˙g = −iΩge(t)2 c˜e(t)
˙˜ce = −iΩge(t)2 cg(t).
(3.34)
La seule différence par rapport à (3.15) est donc une dépendance temporelle de la fréquence de
Rabi. La résolution de ce système d’équations (3.34) donne
cg(t) = cos
(∫ t
0 Ωge(t
′)dt′
2
)
c˜e(t) = −i sin
(∫ t
0 Ωge(t
′)dt′
2
) . (3.35)
Si on considère que l’impulsion appliquée a une durée de Tpulse, les populations finales obtenues
dans les deux états sont 
Pg = |cg(Tpulse)|2 = cos2
(∫ Tpulse
0 Ωge(t)dt
2
)
Pe = |c˜e(Tpulse)|2 = sin2
(∫ Tpulse
0 Ωge(t)dt
2
) . (3.36)
Dans la section 3.1, avec un laser d’amplitude constante, nous avons vu qu’une inversion de
population se déroulait lorsque ΩgeTpulse = (2n + 1)pi où n=0,1,2,... . L’extension au cas où
l’amplitude change au cours du temps, est simplement qu’il faut que
∫ Tpulse
0 Ωge(t′)dt′ = (2n +
1)pi. C’est ce qu’on appelle le théorème de l’aire des impulsions [127]. Une impulsion respectant
cette condition est appelée impulsion-pi généralisée.
Les considérations présentées auparavant sont générales quelle que soit la dépendance tem-
porelle de l’amplitude du champ. Généralement, celle-ci a une forme gaussienne
E(t) = E0exp
(−(t− Tpulse/2)2
2τ 2
)
, (3.37)
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où E0 est l’amplitude maximale et
√
2ln(2)τ est la largeur temporelle à mi hauteur de l’impulsion
gaussienne. L’intégrale
∫ Tpulse
0 Ωeg(t)dt prend donc la forme∫ Tpulse
0
Ωge(t)dt = Ω0
∫ Tpulse
0
exp
(−(t− Tpulse/2)2
2τ 2
)
dt, (3.38)
où Ω0 = µgeE0 est la valeur maximale de la fréquence de Rabi au cours de l’impulsion. Comme
les valeurs de la gaussienne sont négligeables entre [−∞, 0] et entre [Tpulse,∞], l’intégrale peut
être étendue de −∞ à +∞ et il est possible d’utiliser les intégrales connues des gaussiennes∫ Tpulse
0
Ωge(t)dt = Ω0
∫ ∞
−∞
exp
(−(t− Tpulse/2)2
2τ 2
)
dt = Ω0
√
2piτ. (3.39)
Les populations finales ont donc comme expressionPg = |cg(Tpulse)|
2 = cos2
(
Ω0
√
2piτ
2
)
Pe = |c˜e(Tpulse)|2 = sin2
(
Ω0
√
2piτ
2
) . (3.40)
Le théorème de l’aire des impulsions prend ainsi la forme
E0τ = 2n+ 1
µge
√
pi
2 . (3.41)
Une étude des dérivées pour les cas où il y a une inversion de population montre que les déri-
vées d’ordre impair s’annulent, contrairement à celles d’ordre pair. Le transfert de population
par impulsion-pi généralisée est donc moins robuste que celui par passage adiabatique. Ceci
peut également être compris par le fait que respecter une inégalité (3.30) est moins sensible
à un bruit expérimental que respecter une égalité (3.41). Par contre, le passage adiabatique
demande généralement des amplitudes plus importantes qu’une impulsion-pi généralisée. Donc,
en fonction de la situation et des contraintes, l’une ou l’autre méthode sera plus appropriée.
3.6 Etats propres de l’Hamiltonien du système à 3 états
Le passage adiabatique et l’impulsion-pi généralisée sont des méthodes efficaces pour le cas
à deux états. Néanmoins, le couplage entre l’état initial et l’état cible est parfois trop faible,
voire nul. Une solution est alors de passer par un état intermédiaire et de considérer un système
de trois états. Nous considérons une configuration Λ pour ces trois états, notés |g1〉, |g2〉 et |e〉
(voir figure 3.4) d’énergies respectives ~ω1, ~ω2 et ~ωe. Le système occupe au départ l’état |g1〉
et nous voulons peupler l’état |g2〉. Le champ est constitué de deux impulsions laser, appelées
de pompe et de descente. L’une a une fréquence centrale ωP proche de la résonance de la
transition entre les états |g1〉 et |e〉, l’autre a une fréquence centrale ωD proche de la résonance
de la transition entre les états |g2〉 et |e〉. Le champ laser s’écrit donc
~E(t) = EP (t)~P cos(ωP t) + ED(t)~D cos(ωDt), (3.42)
où EP (t) et ED(t) sont les amplitudes des impulsions lasers de pompe et de descente. De même,
~P et ~D sont les vecteurs de polarisation de ces impulsions. Le terme d’interaction s’écrit dans
ce cas
V = −~µ (~PEP cos(ωP t) + ~DED cos(ωDt)) . (3.43)
La fonction d’onde est développée dans la base des états |g1〉, |e〉 et |g2〉 en représentation
d’interaction,
ψ(t) = c1(t)e−iω1t |g1〉+ c2(t)e−iω2t |g2〉+ ce(t)e−iωet |e〉 . (3.44)
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Figure 3.4 – Illustration du système à 3 états en schémas Λ
Après avoir introduit dans l’équation de Schrödinger, multiplié à gauche par 〈g1|,〈e| et 〈g2|,
on obtient
i
c˙1c˙e
c˙2
 =

0 −〈g1| ~µ.~E(t) |e〉 e−iωe1t 0
−〈e| ~µ.~E(t) |g1〉 eiωe1t 0 −〈e| ~µ.~E(t) |g2〉 eiωe2t
0 −〈g2| ~µ.~E(t) |e〉 e−iωe2t 0

c1ce
c2
 ,
(3.45)
où ωe1 = ωe − ω1 et ωe2 = ωe − ω2.
Les cosinus sont développés en exponentielles complexes et l’approximation des ondes tour-
nantes est de nouveau appliquée. Dans ce cas, les seuls termes qui varient lentement sont ceux
en ∆P = ωe1 − ωP et ∆D = ωe2 − ωD, où nous avons défini les désaccords des transitions de
pompe et de descente. L’application de l’approximation des ondes tournantes donne ainsi
i
c˙1c˙e
c˙2
 =
 0 −1/2µ1eEP (t)e
−i∆P t 0
−1/2µ1eEP (t)ei∆P t 0 −1/2µ2eED(t)ei∆Dt
0 −1/2µ2eED(t)e−i∆Dt 0

c1ce
c2
 . (3.46)
où µ1e = 〈g1| ~µ.~P |e〉 et µ2e = 〈g2| ~µ.~D |e〉.
Comme dans le cas pour le système à deux états, une transformation du repère tournant
est effectuée, définie dans le cas à trois états de la façon suivante : c˜1 = c1, c˜e = cee−i∆P t et
c˜2 = c2e−i(∆P−∆D)t. Le système d’équations devient
i
c˙1˙˜ce
˙˜c2
 =
 0 ΩP (t)/2 0ΩP (t)/2 ∆P ΩD(t)/2
0 ΩD(t)/2 δ

c1c˜e
c˜2
 , (3.47)
où les fréquences de Rabi de pompe et de descente ont été définies, ΩP (t) = −µ1eEP2 , ΩD(t) =−µ2eED
2 , et le désaccord à deux photons, δ = ∆P − ∆D. Les fréquences de Rabi quantifient le
couplage entre les états induits par les lasers correspondants. Le désaccord à deux photons
représente le désaccord entre |g1〉 et |g2〉 dans la représentation habillée.
La matrice dans le membre de droite est la matrice Hamiltonienne totale. Comme pour le
système à deux états, il est possible de diagonaliser cet Hamiltonien et de trouver les valeurs et
fonctions propres. Nous considérons le cas où à chaque instant le désaccord à deux photons est
nul. Le premier état propre dans cette situation est l’état sombre |0〉 qui a toujours une énergie
nulle et est constitué uniquement des états |g1〉 et |g2〉, et pas de l’état |e〉 qui peut donner lieu
à l’émission spontanée, d’où son nom de sombre
|0〉 = cos(θ(t)) |g1〉 − sin(θ(t)) |g2〉 (3.48)
où tan(θ(t)) = ΩP (t)ΩD(t) est le premier angle de mélange. Les valeurs des fréquences de Rabi ont
donc une influence sur la composition de cet état sombre mais aucune sur son énergie. Son
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existence est le pilier de la méthode STIRAP. Il existe également deux autres états propres |+〉
et |−〉 appelés états brillants puisqu’ils contiennent l’état |e〉 potentiellement radiant. Dans ce
cas, leurs énergies dépendent des fréquences de Rabi
E± =
∆
2 ±
√
∆2 + Ω2rms(t)
2 , (3.49)
où Ω2rms(t) =
√
Ω2P (t) + Ω2D(t). Leurs fonctions propres sont composées des trois états, |g1〉, |e〉
et |g2〉,
|+〉 = |g1〉 sin(θ) sin(ϕ) + |e〉 cos(ϕ) + |g2〉 cos(θ) sin(ϕ)
|−〉 = |g1〉 sin(θ) cos(ϕ)− |e〉 sin(ϕ) + |g2〉 cos(θ) cos(ϕ)
, (3.50)
où tan(2ϕ(t)) = Ωrms(t)∆ est le deuxième angle de mélange. L’état sombre n’existe que pour un
désaccord à deux photons nul [137]. Lorsque cette condition n’est pas remplie, tous les états
propres sont composés des trois états. Cette condition est donc vitale pour le STIRAP que nous
présentons dans la prochaine section.
3.7 Transfert de population par STimulated Rapid Adia-
batic Passage (STIRAP) et ses extensions
3.7.1 STIRAP à 3 états
La méthode du STIRAP [138–143], repose sur l’état sombre d’un système à trois états que
nous avons défini dans la section précédente. Il permet de transférer la population d’un état
|g1〉 vers un état |g2〉 sans jamais peupler l’état |e〉 à l’aide de deux impulsions (de pompe et de
descente). C’est une méthode cohérente qui évite l’émission spontanée et les problèmes associés
à celle-ci. Le STIRAP est aussi une méthode adiabatique dans le sens que tout le long de la
dynamique, le système reste dans le même état propre de l’hamiltonien dépendant du temps,
l’état sombre dans ce cas. Contrairement au passage adiabatique à deux états vu précédemment,
ce ne sont pas les désaccords mais les amplitudes des impulsions qui sont variées.
Une des conditions indispensables pour un STIRAP est donc d’avoir un décalage à deux
photons nul. Pour le transfert de population, il faut qu’au départ, |0〉 ' |g1〉 et qu’à la fin,
|0〉 ' |g2〉. A partir de l’expression de l’état sombre, on remarque que lorsque ΩP (t) >> ΩD(t),
θ ' pi/2, l’état sombre se réduit à l’état |g2〉. A l’inverse, lorsque ΩD(t) >> ΩP (t), θ ' 0 l’état
sombre se réduit à l’état |g1〉. Ceci nous amène à l’ordre contre-intuitif des impulsions dans le
STIRAP : l’impulsion de pompe doit être appliquée avant l’impulsion de descente. Évidemment,
pour que le transfert puisse se faire, il faut que les deux impulsions se recouvrent. L’évolution
au cours du temps des fréquences de Rabi, de l’angle de mélange θ(t) et les populations lors
d’un STIRAP sont illustrées sur la figure 3.5. La méthode STIRAP peut ainsi être divisée en
trois parties en fonction des valeurs des fréquences de Rabi :
1. ΩD >> ΩP :
La fréquence de Rabi de descente est augmentée suffisamment lentement pour que le
système reste dans l’état sombre qui est quasi-uniquement composé de l’état |g1〉 (l’im-
pulsion de descente ne couplant pas |g1〉) ;
2. ΩD ' ΩP :
La fréquence de Rabi de pompe est maintenant augmentée lentement amenant une aug-
mentation de l’angle de mélange. Le système est toujours dans l’état sombre |0〉 mais
celui-ci est désormais une superposition des états |g1〉 et |g2〉 (avec une contribution
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Figure 3.5 – Illustration du STIRAP, tirée de [141]. L’impulsion de descente est appelée
impulsion Stokes et identifiée par la lettre S plutôt que D. L’encadré (a) montre l’évolution
au cours du temps des fréquences de Rabi de pompe ΩP et de descente ΩD (ΩS sur la figure).
L’encadré (b) représente l’évolution temporelle du premier angle de mélange θ (Θ sur la figure).
La variation temporelle des énergies des états propres E0 et E± (ω0 et ω± respectivement sur
la figure) est représentée dans l’encadré (c). Enfin, l’évolution des populations est représentée
dans l’encadré (d) ; |1〉 = |g1〉 et |3〉 = |g2〉.
de plus en plus grande de ce dernier). A la fin de cette phase, l’état sombre coïncide
quasiment avec l’état|g2〉 ;
3. ΩD << ΩP :
La fréquence de Rabi de pompe diminue progressivement afin de rester dans l’état
sombre. A la fin du processus, celui-ci est composé exclusivement de l’état |g2〉.
De cette façon, en occupant à tout instant l’état sombre et en changeant la composition de
celui-ci, le STIRAP permet de transférer la population de l’état |g1〉 à l’état |g2〉 sans jamais
peupler l’état |e〉.
Comme pour le passage adiabatique à deux états, certaines conditions d’adiabaticité sur
les paramètres des lasers peuvent être dérivées et doivent être remplies. Nous retrouvons que
l’adiabaticité du transfert est remplie si la variation de l’angle de mélange θ(t) est beaucoup
plus faible que la séparation en énergie avec les autres états propres
| ˙θ(t)| << min|E±(t)− E0(t)|. (3.51)
Il est préférable d’exprimer cette condition en fonction de paramètres expérimentaux. A partir
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Figure 3.6 – Illustration du système à 5 états
de sa définition, |θ˙| peut s’exprimer : |θ˙| = |ΩD(t)Ω˙P (t)−ΩP (t)Ω˙D(t)|Ω2P (t)+Ω2D(t) . La condition devient donc
|ΩD(t)Ω˙P (t)− ΩP (t)Ω˙D(t)|
Ω2P (t) + Ω2D(t)
<< min
∣∣∣∣∣∣∆2 ±
√
∆2 + Ω2rms
2
∣∣∣∣∣∣ . (3.52)
Si Ωrms >> ∆,
|ΩD(t)Ω˙P (t)− ΩP (t)Ω˙D(t)|
Ω2P (t) + Ω2D(t)
<<
Ωrms
2 . (3.53)
Cette condition doit être remplie à tout instant. Lorsque c’est le cas, l’efficacité du schéma
STIRAP est robuste par rapport à des faibles variations d’intensité des lasers, de la durée des
impulsions ou du délai entre celles-ci. Dans les expériences, même lorsque que cette condition
est remplie, il peut y avoir une population observée dans l’état |e〉 et des pertes par émission
spontanée. En fait, la principale raison est que le désaccord à deux photons n’est pas exacte-
ment nul à cause du déplacement dû à l’effet Stark en provenance d’autres états atomiques ou
moléculaires [95].
3.7.2 Extension du STIRAP à plus de trois états
Dans certaines situations, il n’est pas adapté de transférer la population de l’état initial vers
l’état d’intêret à l’aide d’une chaine de trois états. Il est nécessaire d’avoir une chaine de plus
de trois états. Lorsque le nombre d’état est impair, il est en fait possible de trouver un schéma
similaire au STIRAP 3. Pour un désaccord à N − 1 photons nul, un des états propres est alors
composé uniquement des états impairs. Si les états impairs ont un temps de vie élevé, cet état
est un état sombre. Par exemple, pour un système à cinq états (voir figure 3.6), l’état sombre
prend la forme [144]
|0〉 = 1N [ΩD1ΩD2 |g1〉 − ΩP1ΩD2 |g2〉+ ΩP1ΩP2 |g3〉] , (3.54)
où N est un facteur de normalisation et les {Ω} sont les fréquences de Rabi des transitions
représentées sur la figure 3.6.
Durant cette thèse, cette situation de cinq états sera rencontrée lorsque le premier état |g1〉
est le premier état du piège, le deuxième |e1〉 est un niveau vibrationnel d’un état électronique
3. Ces schémas ne dépendent pas de la disposition en énergie des états. Les principes du STIRAP et de ses
extensions présentés avec le schémas Λ sont tout aussi valables pour un schéma échelle (où les énergies des états
couplés sont d’ordre croissant E1 < E2 < E3 < ...) que nous retrouvons pour la relaxation vibrationnelle dans
le chapitre 7.
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excité, le troisième |g2〉 est un niveau vibrationnel de l’état fondamental électronique proche de
la limite de dissociation, le quatrième |e2〉 est un autre niveau vibrationnel d’un état électronique
excité, et le cinquième |g3〉 est le niveau fondamental rovibronique de la molécule. Pour éviter
l’émission spontanée, il faut ne pas peupler les deuxième et quatrième états. Pour cela, l’état
sombre (3.54) est approprié. Comme le STIRAP, le principe du transfert entre l’état initial
|1〉 et l’état final |5〉 est que le système reste à tout moment dans l’état sombre |0〉. Pour
l’ordre des impulsions, une des possibilités est de faire un ”alternating-STIRAP” (A-STIRAP)
[144], qui consiste à mettre toutes les impulsions paires (ou de descente) avant les impulsions
impaires (de pompe). Dans le cas à cinq états, les impulsions lasers de descente ED1 et ED2 sont
ainsi appliquées avant les impulsions lasers de pompe EP1 et EP2 . Évidemment, comme pour le
STIRAP, il faut que les impulsions se recouvrent.
Le désavantage du A-STIRAP est que les états intermédiaires impairs sont peuplés durant
le transfert, par exemple l’état |g2〉 dans la situation à cinq états. Si un de ces états a une
faible durée de vie, tout le transfert perd en efficacité. Une alternative du A-STIRAP est le
”straddle-STIRAP” (S-STIRAP) [145,146], proposé par Tannor et ses collaborateurs [145,146].
Dans le S-STIRAP, la première impulsion EP1 et la dernière impulsion ED2 sont disposées de
manière contre-intuitive comme dans le cas du STIRAP. Ces deux impulsions sont recouvertes
par les impulsions intermédiaires qui ont des intensités beaucoup plus importantes. L’avantage
est que les populations de tous les états intermédiaires sont minimisées.
3.8 Théorie du contrôle optimal
3.8.1 Fonctionnelle
Dans les sections précédentes, nous avons considéré des schémas de transfert de plus en plus
complexes, deux, trois, puis cinq états. Néanmoins, certaines situations encore plus complexes
demandent l’utilisation de stratégies élaborées d’impulsions. Pour déterminer celles-ci, il existe
une procédure théorique dite du contrôle optimal quantique [147]. Nous allons l’utiliser dans le
chapitre 7 pour la relaxation vibrationnelle jusqu’au niveau fondamental rovibronique à l’aide
d’impulsions infrarouges en passant par un grand nombre d’états. Le principe du contrôle
optimal est de construire une fonctionnelle totale appelée Lagrangien à partir de l’objectif à
remplir et des contraintes multiples. Dans notre cas, l’objectif est de maximiser la population
finale dans l’état cible |ψf〉 en partant de l’état initial |ψi〉. Cet objectif est atteint en maximisant
la fonctionnelle
J1[ψ] = |〈ψ(T )|ψf〉|2 , (3.55)
où ψ(T ) est la fonction d’onde obtenue à la fin de l’impulsion en t = T . Pour sa réalisation
expérimentale, il est préférable que les amplitudes des champs ne soient pas trop élevées. On
impose ainsi une première contrainte qui est le second terme du Lagrangien
J2[E ] = −
∫ T
0
αpenE2(t)dt. (3.56)
La constante αpen est le multiplicateur de Lagrange associé à cette contrainte et pondère l’inten-
sité du champ. Ce coefficient peut être rendu dépendant du temps αpen(t) afin de tenir compte
d’un allumage et d’un arrêt progressifs du champ laser 4 :
αpen(t) =
α0
sin2
(
pit
T
) . (3.57)
4. et éventuellement afin de contraindre l’intensité à rester constante (ce qui n’a pas été fait dans nos
applications)
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Enfin, il faut que la fonction d’onde satisfasse l’équation de Schrödinger dépendante du temps
à tout moment et pour cela, on introduit une seconde contrainte
J3[ψ, E , χ] = −2Re
{∫ T
0
dt 〈χ(t)
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ψ(t)〉
}
, (3.58)
où χ(t) est le multiplicateur de Langrage relié à cette contrainte. Nous verrons un peu plus tard
qu’il correspond à la fonction d’onde du système, partant de l’état cible et remontant le temps.
C’est pour cela qu’il est appelé fonction d’onde rétrograde. La présence du facteur 2 vient du
fait que le complexe conjugué de la fonction d’onde ψ doit également respecter l’équation de
Schrödinger. Il est à noter que le champ laser E(t) est compris dans l’Hamiltonien.
Afin de faciliter la résolution des équations résultant du problème variationnel, il est com-
mode de multiplier l’intégrale par un facteur 〈ψ(T )|ψf〉. Dans le cas contraire, les conditions
initiales des équations pour la fonction d’onde ψ(t) et la fonction d’onde rétrograde χ(t) seraient
en fait couplées. La troisième partie de la fonctionnelle totale prend donc la forme
J3[ψ, E , χ] = −2Re
{
〈ψ(T )|ψf〉
∫ T
0
dt 〈χ(t)
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ψ(t)〉
}
. (3.59)
Il est possible également d’imposer d’autres contraintes que nous n’avons pas utilisées dans le
cadre de ce travail. Un exemple est de minimiser tout le long de la dynamique la population
dans certains états à faible temps de vie. On retrouve alors le schéma STIRAP ou une de ses
extensions [145,146].Un autre exemple de contrainte est celle de l’aire nulle. Nous n’ajouterons
pas cette contrainte dans le formalisme du contrôle optimal mais nous vérifierons que les champs
obtenus n’ont pas de composante Stark [148].
En conclusion, la fonctionnelle totale à maximiser est
J [ψ, E , χ] = |〈ψ(T )|ψf〉|2 −
∫ T
0
αpenE2(t)dt− 2Re
{
〈ψ(T )|ψf〉
∫ T
0
dt 〈χ(t)
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ψ(t)〉
}
.
(3.60)
3.8.2 Dérivation des équations par application du principe varia-
tionnel
Pour trouver le champ laser, on applique le principe variationnel. Il consiste à trouver les
formes des fonctions ψ, E et χ qui respectent les conditions de stationnarité suivantes [149] :
J [ψ + δψ, E , χ]− J [ψ, E , χ] = 0
J [ψ, E + δE , χ]− J [ψ, E , χ] = 0
J [ψ, E , χ+ δχ]− J [ψ, E , χ] = 0
. (3.61)
Ces conditions doivent être vraies quelle que soit la forme des variations δψ, δE et δχ. Chacune
vont donner une équation d’évolution pour une des fonctions ψ, E et χ.
Equation d’évolution de la fonction d’onde
Nous commençons avec la troisième condition
J [ψ, E , χ+ δχ]− J [ψ, E , χ] = 0. (3.62)
Seule J3 contient la fonction d’onde rétrograde. Appliquer la condition (3.62) à (3.59) donne
2Re
{∫ T
0
dt 〈δχ
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ψ(t)〉
}
= 0. (3.63)
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Pour rappel, ceci doit être vrai quelque soit δχ. Il faut ainsi que la fonction d’onde ψ satisfasse
l’équation de Schrödinger
i
d
dt
ψ(t) = Hˆ(t)ψ(t) (3.64)
avec comme condition initiale ψ(t = 0) = ψi (ψi étant l’état initial du système).
Equation d’évolution de la fonction d’onde rétrograde
Ensuite, nous considérons la première condition
J [ψ + δψ, E , χ]− J [ψ, E , χ] = 0. (3.65)
Après quelques étapes de calcul, cette condition s’écrit
2Re {〈ψ(T )|ψf〉 〈ψf |δψ(T )〉}
−2Re
{
〈ψ(T )|ψf〉
∫ T
0
dt 〈χ(t)
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ δψ(t)〉
}
−2Re
{
〈δψ(T )|ψf〉
∫ T
0
dt 〈χ(t)
∣∣∣∣∣iHˆ(t) + ddt
∣∣∣∣∣ψ(t)〉
}
=0
. (3.66)
Comme la fonction d’onde ψ(t) respecte l’équation de Schrödinger, le dernier terme s’annule.
Dans le second terme, on prend l’adjoint de l’opérateur iH + d
dt
afin qu’il agisse sur la fonction
rétrograde :
2Re
{
〈ψ(T )|ψf〉
[
〈ψf |δψ(T )〉 −
∫ T
0
dt 〈
(
−iHˆ(t) + d
dt
)
χ(t)|δψ(t)〉
]}
=0
. (3.67)
La fonction d’onde rétrograde χ(t) doit ainsi satisfaire une équation de Schrödinger à condition
finale plutôt qu’initiale, ce qui, en pratique, se fait en remontant le temps en partant de la cible
pour la rétrogradation
i
d
dt
χ(t) = Hˆ(t)χ(t), (3.68)
avec χ(T ) = ψf .
Equation d’évolution du champ laser
Enfin, nous imposons la deuxième condition
J [ψ, E + δE , χ]− J [ψ, E , χ] = 0. (3.69)
Après quelques lignes de calcul, elle s’écrit
−
∫ T
0
[2αpen(t)E(t) + 2Im {〈ψ(T )|ψf〉 〈χ|µ |ψ〉}] δE(t)dt = 0. (3.70)
Comme cette expression doit être vraie quelle que soit la forme de δE(t), la partie entre crochets
doit être nulle
2αpen(t)E(t) + 2Im {〈ψ(T )|ψf〉 〈χ(t)|µ |ψ(t)〉} = 0 (3.71)
E(t) = −1
αpen(t)
Im {〈ψ(T )|ψf〉 〈χ(t)|µ |ψ(t)〉} . (3.72)
La dernière étape est de remplacer 〈ψ(T )|ψf〉 par 〈ψ(t)|χ(t)〉. Ceci est possible car la dynamique
des deux fonctions dépend du même Hamiltonien
E(t) = −1
αpen(t)
Im {〈ψ(t)|χ(t)〉 〈χ(t)|µ |ψ(t)〉} . (3.73)
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Système d’équations
Le principe variationnel nous amène donc à résoudre le système d’équations
i d
dt
ψ(t) =
(
Hˆ0 − µˆE(t)
)
ψ(t) , ψ(0) = ψi
i d
dt
χ(t) =
(
Hˆ0 − µˆE(t)
)
χ(t) , χ(T ) = ψf
E(t) = −1
αpen(t)Im {〈ψ(t)|χ(t)〉 〈χ(t)|µ |ψ(t)〉} .
. (3.74)
Ces équations doivent être résolues de manière itérative. Le principe de l’algorithme utilisé, dit
de Rabitz [150] est expliqué dans la section suivante.
Cette théorie du contrôle optimal a été étendu au cas dissipatif afin de tenir compte de
l’émission spontannée ou de bruits aléatoires [151].
3.8.3 Algorithme de Rabitz
Champ d’essai et initiation
La résolution itérative demande d’abord de créer un champ d’essai E0(t). Cette étape est
essentielle dans le contrôle optimal. Si le champ d’essai est trop loin du champ optimal, il n’est
pas sûr que l’algorithme converge, que cela soit parce que l’algorithme peut se diriger vers un
autre minimum local moins intéressant, ou que le temps pour la convergence soit trop long.
Dans ce travail, nous construisons le champ d’essai comme la somme d’impulsions laser
E0(t) =
∑
i
Ai sin2
(
pit
τi
)
cos(ωit), (3.75)
où Ai est l’amplitude de l’impulsion, τi est sa largeur, et ωi est sa fréquence. Ce champ d’essai
est utilisé pour faire une première propagation de la fonction d’onde ψ0(t) en partant de ψi
i
d
dt
ψ0(t) =
(
Hˆ0 − µˆE0(t)
)
ψ0(t). (3.76)
Premières propagations arrière et avant
Ensuite, l’algorithme fait une propagation en arrière en partant de l’état final ψf . Au départ
de cette propagation arrière, le champ 5 E1(1)(T ) est déterminé à l’aide de l’état final ψf et de
ψ0(T ) calculé lors de la 1e propagation :
E1(1)(T ) = −1
αpen(T )
Im〈ψ0(T )|ψf〉 〈ψf | ~µ.~ |ψ0(T )〉. (3.77)
A partir de E1(1)(T ), χ1(T − dt) est calculé en résolvant l’équation de Schrödinger en arrière.
Avec χ1(T − dt) et ψ0(T − dt), le champ au pas prochain est par la suite calculé :
E1(1)(T−dt) = −1
αpen(T − dt)Im {〈ψ0(T − dt)|χ1(T − dt)〉 〈χ1(T − dt)| ~µ.~ |ψ0(T − dt)〉} (3.78)
et est utilisé pour calculer χ1(T − 2dt). Cette démarche de calcul de la fonction retrograde et
du champ se poursuit jusqu’à t = 0.
Après avoir déterminé la fonction d’onde rétrograde χ à tous les temps, une propagation en
avant est reprise. La logique est la même que pour la propagation arrière. A chaque pas de
temps, le champ E2(1) est déterminé à partir de la fonction d’onde calculée au pas précédent
et de la fonction d’onde rétrograde calculée à la propagation arrière. Ceci se poursuit jusqu’à
t = T .
5. La notation du champ est donc Ek(n) où n est le numéro d’itération et k vaut 1 pour la propagation arrière
et 2 pour la propagation avant.
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Itération
Cette séquence d’une propagation arrière et d’une propagation avant est le contenu de
chaque itération. A la fin de l’itération n, la population dans l’état final |〈ψn(T )|ψf〉|2 est éva-
luée. Le champ est reconstruit en ajoutant E2(n) à la valeur des champs à l’itération précédente ;
En = E2(n−1) + E2(n) [152]. Ce champ En est ensuite utilisé pour la propagation arrière de l’ité-
ration (n+1). Ce processus itératif est arrêté lorsque le nombre d’itérations atteint le nombre
fixé au départ ou lorsque la population atteint une certaine valeur fixée initialement. Au final,
après k itérations, on obtient le champ optimal Ek(t).
3.9 Effets de l’émission spontanée
3.9.1 Différences entre transfert cohérent et incohérent
Jusqu’à présent, nous avons présenté des transferts cohérents. Ceux-ci sont des transferts
utilisant les propriétés de la mécanique quantique, en particulier les interférences et les cohé-
rences. Par exemple, pour le STIRAP, l’état sombre sur lequel il est basé doit son existence aux
interférences des deux transitions. Le but du contrôle optimal est de pouvoir trouver le meilleur
schéma d’interférences dans des situations complexes. Néanmoins, la dynamique de transfert
peut être perturbée par la décohérence. Celle-ci intervient lorsqu’un système quantique interagit
avec un système plus grand. Cette interaction provoque un mélange d’états qui ne peut plus
être décrit par une fonction d’onde mais par une matrice densité. Les processus responsables de
la décohérence font tendre vers 0 les élements non-diagonaux de la matrice densité (justement
appelés cohérences).
Dans cette thèse, nous avons rencontré une cause d’incohérence : l’émission spontanée. Dans
la suite, nous voyons comment les cohérences peuvent être supprimées à cause de la présence
de l’émission spontanée et nous montrons le problème de sélectivité résultant de l’émission
spontanée. Nous retrouverons ces problèmes au chapitre suivant sur la photoassociation.
3.9.2 Perte des cohérences
Pour illustrer la perte de cohérence induite par l’émission spontanée, nous prenons le système
le plus simple : le système à deux états. Comme nous l’avons indiqué au début de ce chapitre,
nous travaillons dans un formalisme semi-classique où le système d’intérêt est traité de manière
quantique mais le champ est classique. Ce formalisme permet de tenir compte de l’absorption
et de l’emission stimulée. L’oscillation de Rabi est une conséquence de la symétrie de ces deux
phénomènes. Néanmoins, il ne décrit pas l’émission spontanée. Celle-ci apparaît naturellement
dans le formalisme en quantifiant le champ électromagnétique. Dans ce formalisme, la base
naturelle de travail est celle des états |g/e, {n}〉 venant du produit tensoriel des états propres
|g/e〉 de l’Hamiltonien du système Hˆ0 et des états propres |{n}〉 de l’Hamiltonien du champ,
où {n} est le nombre de photons dans l’ensemble des modes du champ électromagnétique.
Dans cette base, l’émission spontanée à partir d’un état excité |e, {0}〉 peut être vue comme
la relaxation de cet état vers le continuum constitué des états |g, 0, 0, ..., 1, ..., 0〉 correspondant
à l’état fondamental avec un photon dans un des modes (la fréquence du photon étant quasi-
resonante avec la transition entre les états g et e). Ceci nous donne des informations sur la
façon de compléter la description semi-classique en considérant le système quantique comme
un système ouvert interagissant avec un bain constitué du champ quantique. Pour décrire
l’émission spontanée, nous utilisons donc le formalisme des systèmes quantiques ouverts [133].
Celui-ci se base sur la matrice densité ρ plutôt que sur la fonction d’onde ψ. Plus précisément,
nous considérons la matrice densité du système atomique/moléculaire obtenue après avoir pris
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la trace sur tous les degrés de liberté du champ. Il faut donc dériver l’équation d’évolution de
cette matrice densité.
Dans un premier temps, avant d’introduire l’émission spontanée, nous adaptons les équations
obtenues pour l’absorption et l’émission stimulée dans le formalisme de la matrice densité. Dans
cette situation d’état pur, le système peut être décrit soit par une fonction d’onde ψ(t), soit
par un operateur densité de la forme
ρ(t) = |ψ〉 〈ψ| = ρgg(t) |g〉 〈g|+ ρee(t) |e〉 〈e|+ ρge(t) |g〉 〈e|+ ρeg(t) |e〉 〈g| . (3.79)
Les éléments de la matrice densité peuvent être reliés aux coefficients cg(t) et ce(t)
ρgg = cgc∗g
ρee = cec∗e
ρge = cgc∗e
ρeg = cec∗g
. (3.80)
En utilisant (3.15), un système d’équations est obtenu pour les éléments de la matrice densité
ρ˙gg = −iΩge2 (ρeg − ρge)
ρ˙ee = iΩge2 (ρeg − ρge)
ρ˙ge = −i∆ρeg − iΩge2 (ρee − ρgg)
ρ˙eg = i∆ρeg + iΩge2 (ρee − ρgg)
. (3.81)
La résolution de ce système d’équations redonne évidemment les oscillations de Rabi. Dans le
cas d’un état pur, l’utilisation de la matrice densité ne donne pas plus d’information que celle
de la fonction d’onde. Par contre, l’avantage de ce formalisme est que l’émission spontanée peut
être incluse. La dérivation de la contribution de l’émission spontanée se base sur l’interaction
entre le système d’intérêt et le bain constitué du champ quantique. Ces contributions sont
ρ˙spgg = +γρee
ρ˙spee = −γρee
ρ˙spge = −γ2ρge
ρ˙speg = −γ2ρeg
, (3.82)
où γ = ω
3
ge|µge|2
3pi0c3 est le taux d’émission spontanée [133].
Les équations (3.82) expriment que la population dans l’état excité relaxe à un taux γ, et
cette relaxation peuple le fondamental. Le taux de l’émission spontanée γ correspond en fait au
coefficient d’Einstein, γ = Aeg et à l’inverse de la durée de vie radiative du système dans l’état
|e〉, γ = 1/τ . L’expression de γ indique que plus l’élément de matrice du moment dipolaire
est important, plus le taux d’émission spontanée est important. Également, la dépendance du
taux avec le cube de la fréquence a comme conséquence qu’un état électronique excité a en
principe un temps de vie plus court qu’un état vibrationnel excité. Ceci sera important pour les
résonances de Feshbach auto-induites assistées par la lumière, découvertes durant cette thèse.
Pour les cohérences (termes non-diagonaux), il est plus difficile de donner un sens physique.
Le fait de retrouver γ s’explique par le fait que la relaxation de l’état |e〉 perturbe l’oscillation,
elle-même reliée aux cohérences. Le système d’équations, appelées equations de Bloch optiques,
à résoudre est 
ρ˙gg = −iΩge2 (ρeg − ρge) + γρee
ρ˙ee = iΩge2 (ρeg − ρge)− γρee
ρ˙ge = −(γ2 + i∆)ρge − iΩge2 (ρee − ρgg)
ρ˙eg = −(γ2 − i∆)ρeg + iΩge2 (ρee − ρgg)
. (3.83)
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Les termes d’émission spontanée correspondent à des termes d’amortissement et induisent que
les équations de Bloch ont des solutions stationnaires pour t→∞ de forme
ρee(t→∞) =
Ω2ge/γ2
1 +
(
2∆
γ
)2
+ 2Ω
2
ge
γ2
ρeg(t→∞) = −iΩge
γ
1 + 12∆
γ
1 +
(
2∆
γ
)2
+ 2Ω
2
ge
γ2
. (3.84)
Les deux autres éléments s’obtiennent à partir des relations ρgg(t → ∞) = 1 − ρee(t → ∞) et
ρge(t→∞) = ρ∗eg(t→∞). Un paramètre de saturation s est généralement introduit,
s =
2Ω2ge/γ2
1 + (2∆/γ)2 . (3.85)
Ce paramètre de saturation est proportionnel à l’intensité et a un profil Lorentzien avec une
largeur γ. Les solutions stationnaires (3.84) s’expriment en fonction de s comme
ρee(t→∞) = s/21 + s
ρeg(t→∞) = s/2(1 + s)2
. (3.86)
Ceci nous permet de visualiser comment la population de l’état excité dépend de l’intensité
du laser. A faible intensité (s << 1), la population augmente linéairement avec celle-ci. En
augmentant l’intensité, une saturation apparait et à large intensité (s >> 1), la population
tend vers 1/2, c’est à dire une equipopulation entre les deux états. En présence d’émission
spontanée, c’est la population maximale que l’on peut espérer transférer.
Afin de visualiser la perte de cohérence induite par l’émission spontanée, il est aussi intéres-
sant de regarder la dynamique des populations. Nous ne donnons pas les détails de la résolution
des équations de Bloch optiques et nous donnons directement les solutions pour le cas résonant
(∆ = 0) :
ρee(t) = 1/2
Ω2ge
Ω2ge + γ2/2
[
1− e−(3γ/4)t
(
cos Ωγt+
3γ
4Ωγ
sin Ωγt
)]
. (3.87)
Nous pouvons constater que l’émission spontanée a deux conséquences sur les oscillations de
Rabi (voir fig. (3.7)). Premièrement, elle diminue la fréquence d’oscillation Ωγ =
√
Ω2ge −
(
γ
4
)
.
Deuxièmement, elle engendre un amortissement de l’oscillation comme illustré sur la figure 3.7.
Pour γ > Ωge, l’amortissement est tellement important qu’on n’a plus d’oscillation et il y a
une évolution monotone des populations vers leur valeur stationnaire. En augmentant γ, une
dynamique cohérente est transformée en une dynamique incohérente. En général, l’émission
spontanée gêne n’importe quel transfert cohérent. Un des avantages du STIRAP est également
de pouvoir la limiter.
3.9.3 Manque de sélectivité
Dans le cas du système à deux états, nous avons considéré que l’état |e〉 se relaxait unique-
ment vers l’état |g〉. Or dans les systèmes moléculaires, il est très rare de pouvoir se limiter
à deux états, et par le principe de Frank-Condon, un état excité peut se relaxer vers un en-
semble d’états vibrationnels de plus faible énergie. Le but de cette sous-section est de montrer
le manque de sélectivité de cette relaxation entre tous les états.
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Figure 3.7 – Evolution de la population de l’état excité en présence d’émission spontanée pour
différentes valeurs du taux ; γ=0 (noir), 0.1Ωge (rouge), 0.5Ωge (bleu), Ωge (magenta) et 2Ωge
(vert foncé).
Nous considérons donc la situation suivante : au départ le système est dans un état excité
|e〉 et celui-ci peut se relaxer par émission spontanée vers un ensemble de N états que nous
notons |gi〉 (i=1,2,...,N). Pour chacun de ces états, un taux d’émission spontanée peut être
défini, γi = ω
3
ei|µei|2
3pi0c3 . Un terme ±γiρee est ainsi ajouté à l’équation d’évolution des populations
de l’état |gi〉 ou |e〉 respectivement,
ρ˙ee = −(
N∑
i=1
γi)ρee
ρ˙11 = γ1ρee
ρ˙22 = γ2ρee
...
ρ˙NN = γNρee
. (3.88)
Nous posons γ = ∑Ni=1 γi qui est le taux total d’émission spontanée de l’état |e〉. La résolution
de l’équation pour ρee donne
ρee(t) = ρee(0)e−γt, (3.89)
où ρee(0) est la population initiale de l’état |e〉. Si nous introduisons cette solution dans les
équations d’évolution des états |gi〉, la résolution de chacune donne
ρii(t) = ρii(0) + ρee(0)
γi
γ
(
1− e−γt
)
, (3.90)
où ρii(0) est la population initiale dans l’état |gi〉. Pour t → ∞, la population de l’état excité
initial tend vers 0 alors que celles des états |gi〉 sont déterminées par le rapport de branchement
γi
γ
ρii(t→∞) = ρii(0) + ρee(0)γi
γ
. (3.91)
Ce rapport de branchement dépend de la valeur des éléments de matrice du moment dipolaire
de la transition entre l’état |e〉 et les états |gi〉. Il ne peut être contrôlé à l’aide d’un champ.
L’émission spontanée amène bien à un manque de sélectivité pour les populations finales des
états |gi〉.
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Figure 3.8 – Disposition des états lors de l’apparition d’un profil de Fano.
3.10 Profil de Fano
Dans certaines situations, malgré le couplage à un continuum, des effets quantiques per-
sistent. C’est le cas lorsqu’on observe un profil de Fano que nous discutons dans cette section.
Il est déjà apparu dans la section 2.7.3 et nous le rencontrerons encore au cours de cette thèse.
Pour obtenir un profil de Fano, il faut la situation suivante (voir figure 3.8) : un premier état
discret |1〉 est à la fois couplé radiativement avec un autre état discret |2〉 et avec un continuum
|E〉. En plus, l’état discret |2〉 est couplé au continuum (pas de manière radiative). Il y a alors
une interférence entre deux chemins : |1〉 → |E〉 et |1〉 → |2〉 → |E〉. Cette interférence donne
naissance à un profil de Fano.
Afin de montrer cela, nous repartons du résultat (2.150) où nous avions considéré l’interac-
tion entre un état discret |2〉 et un continuum |E〉. Nous avions défini une nouvelle base |ΨE〉
des états propres du système discret-continu dans le cas d’une résonance isolée. Ils s’expriment
en fonction de l’état |2〉 et des états |E〉 de la façon suivante :
|ΨE〉 = sin(δres)
piVE
|2〉 − cos(δres) |E〉+
∫
dE ′
VE′
piVE
sin(δres)
E − E ′ |E
′〉 . (3.92)
Nous ajoutons maintenant le couplage radiatif entre l’état discret |1〉 et les états de cette base
|ΨE〉. Nous considérons que ce couplage additionnel perturbe peu le continuum. Dans ce cas,
la probabilité de transition dépend du carré du module de l’élement de matrice du moment
dipolaire |〈ΨE|µ |1〉|2. Cet élément de matrice prend la forme
〈ΨE|µ |1〉 = sin(δres)
piV ∗E
[
〈2|µ |1〉+
∫
dE ′
VE′
E − E ′ 〈E
′|µ |1〉
]
− cos(δres) 〈E|µ |1〉 . (3.93)
Nous introduisons |Φ〉 = |2〉+ ∫ dE ′ VE′
E−E′ |E ′〉, qui est l’état discret |2〉 déplacé par un mélange
avec les états du continuum |E〉. L’élément de matrice prend ainsi la forme
〈ΨE|µ |1〉 = sin(δres)
piV ∗E
〈Φ|µ |1〉 − cos(δres) 〈E|µ |1〉 . (3.94)
Après quelques étapes de calcul, le module au carré prend la forme
|〈ΨE|µ |1〉|2 = |〈E|µ |1〉|2 (+ q)
2
1 + 2 . (3.95)
La probabilité de transition a été exprimée en fonction de celle en l’absence de l’état |2〉. Le
facteur multiplicatif (+q)21+ est ce qu’on appelle un profil de Fano. Différents profils de Fano
sont illustrés sur la figure 3.9. Comme observé, c’est un profil asymétrique. Cette asymétrie
est déterminée par le paramètre q = 〈Φ|µ|1〉
piV ∗E〈E|µ|1〉
. Il est proportionnel au rapport des éléments
de matrice du dipôle. Il est inversement proportionnel au couplage VE entre le continuum et
l’état |2〉. Dans le cas où celui-ci est nul, q est infini. Le profil devient alors Lorentzien. L’autre
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Figure 3.9 – Profils de Fano pour différentes valeurs du paramètre d’asymétrie q
paramètre  = − cot(δres) = E−E2−EshiftΓ/2 est une énergie définie par rapport à l’énergie de la
résonance et réduite par la largeur de celle-ci.
Une autre caractéristique remarquable des profils de Fano est la présence d’un zéro où la
probabilité de transition est nulle. Ceci vient de l’interférence destructrice entre les deux chemins
cités plus haut. Ce zéro est situé à min = −q. A l’opposé, le profil a un maximum situé en
max = 1/q avec une valeur de |〈E|µ |1〉|2 (1+q2). Cette valeur maximale augmente donc quand
la largeur de la résonance diminue. De manière étonnante, si on fait tendre la largeur vers une
valeur nulle, le maximum tend vers une valeur infinie. En fait, comme la largeur est nulle, cette
valeur infinie devient inaccessible.
Ce profil de Fano a d’abord été observé dans le cas de l’autoionisation des atomes. Nous
avons vu qu’il se rencontre également pour la section efficace élastique autour d’une résonance
de Feshbach. Dans la suite, nous rencontrerons plusieurs fois le profil de Fano.
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Chapitre 4
Formation de molécules de RbSr à
l’aide de la photoassociation
Nous passons désormais à la première méthode utilisée dans ce travail pour former des
molécules de RbSr : la photoassociation. Nous expliquons le principe général de la méthode
dans la première section où nous présentons les deux étapes-clés de la méthode : la photoas-
sociation (1ère étape) en elle-même, transformant grâce à un faisceau laser une paire d’atomes
froids entrant en collision en une molécule de grande élongation dans un état électronique ex-
cité, suivie d’une relaxation par émission spontanée (2ème étape) conduisant à la formation de
molécules dans l’état électronique fondamental. Nous nous concentrons d’abord sur l’étape de
photoassociation. Le formalisme est présenté dans la deuxième section. Dans la section 3, nous
modélisons les taux de photoassocaition pour la molécule de RbSr. Dans la section 4, nous
considérons l’étape d’émission spontanée. Enfin, dans la section 5, nous concluons ce chapitre
en faisant un point sur la photoassociation et ses limitations. L’identification de celles-ci ouvre
la voie aux chapitres suivants.
4.1 Principe général de la photoassociation
La photoassociation (PA) est un processus de création de molécules, basé sur une transi-
tion optique entre un état du continuum décrivant la paire d’atomes en collision dans l’état
électronique fondamental et un niveau rovibrationnel d’un état électronique excité associé à la
molécule formée. Une relaxation par émission spontanée s’ensuit (voir fig. 4.1). Au départ de la
photoassociation, on a donc deux atomes ultra-froids en collision. L’énergie cinétique relative
a une distribution étroite (caractéristique de la température ultra-froide) autour d’une éner-
gie Eth. Un laser, légèrement décalé vers le rouge par rapport à une transition atomique, est
appliqué. Plus précisément, la fréquence de ce laser est en résonance avec une transition vers
un des niveaux ro-vibrationnels d’un état électronique excité. Dans une vision semi-classique,
lorsque les deux atomes en collision sont à une distance RC telle que la fréquence du laser est
résonante avec l’écart des énergies potentielles de l’état électronique initial et de l’état élec-
tronique photoassocié, il y a une probabilité suffisante pour que le complexe collisionel fasse
cette transition et forme une molécule excitée. L’état électronique excité ayant une durée de
vie radiative limitée, la molécule nouvellement formée se relaxe par émission spontanée. Cette
relaxation peut peupler un niveau rovibrationnel de l’état électronique fondamental, mais éga-
lement un état du continuum avec une énergie cinétique généralement supérieure à l’énergie
initiale Eth pouvant amener à la perte des atomes du piège. La première expérience de forma-
tion de molécules froides par une telle séquence de photassociation et d’émission spontanée a
été réalisée au laboratoire Aimé-Cotton pour former des molécules de Cs2 [68]. Cette méthode
a ensuite été utilisée pour former de nombreuses autres molécules [69,70].
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Figure 4.1 – Illustration du processus de photoassociation. Initialement, la paire atomique
occupe un état du continuum de l’état électronique fondamentale, décrit par la fonction d’onde
Ψf (R). Un laser induit une transition (flèche violette) vers un niveau rovibrationnel d’un état
électronique excité, décrit par la fonction d’onde Ψe(R). Les molécules formées se relaxent par
émission spontanée vers soit un niveau vibrationnel Ψg(R) (flèche orange en pointillé) soit vers
un un niveau du continuum (flèche bleue en pointillé) de l’état électronique fondamental.
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4.2 Formalisme de la photoassociation
4.2.1 Equation dépendante du temps
Le but de cette section est de décrire la situation de deux atomes en collision en présence d’un
laser. L’interaction avec le laser est dépendante du temps, induisant la résolution de l’équation
de Schrödinger dépendante du temps
i
dΨ(~R, t)
dt
= HˆΨ(~R, t), (4.1)
où
Hˆ = −12µR2
d
dR
R2
d
dR
+ Hˆrot + Hˆel + HˆSO − ~µ.ˆpE cos(ωt). (4.2)
Comme la photoassociation est une demi-collision où les états des atomes avant la collision
sont bien définis dans le repère du laboratoire, nous écrivons la fonction d’onde dans la base
du cas de Hund (e) (voir section 2.5.3). A température ultra-froide, les atomes collisionnent
majoritairement en onde s dans l’état électronique fondamental. Pour les atomes initialement
séparés, le moment angulaire électronique total du complexe collisionnel Jgel est parfaitement
défini, ainsi que le moment angulaire total initial Jg = Jgel et sa projection sur l’axe Z Mg.
L’état initial a également une parité totale g bien définie. Le laser de polarisation p et de
fréquence ωPA couple la voie initiale avec un ensemble de voies qui ont en commun leur moment
angulaire électronique total Jexcel , leur moment angulaire total 1 Jexc, leur projection sur l’axe
Z, M excJ = Mg + p, mais la parité est opposée à celle de l’état initial. Ces voies diffèrent par
leur onde partielle `exc, et sont couplées entre elles par Hˆel + HˆSO. La fonction d’onde s’écrit 2
Ψ(~R, t) =ug(R, t)
R
|(1)Jgel, `g = 0, Jg,Mg, g〉
+
∑
`exc
u`exc(R, t)
R
|(η)Jexcel , `exc, Jexc,M excJ ,−g〉
. (4.3)
Pour faciliter l’écriture, nous regroupons les nombres quantiques α = Jel, J,M,  3. En insérant
(4.3) dans l’équation de Schrödinger, on obtient un système d’équations couplées
[−1
2µ
d2
dR2
+ Vg(R)− i d
dt
]
ug(R, t) = −
∑
`exc
2Ω`excPA (R)cos(ωPAt)ulexc(R, t)[−1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 − i
d
dt
]
u`exc(R, t) +
∑
`′exc
〈αexc, `exc| Hˆel + HˆSO |αexc, `′exc〉u`′exc(R)
=− 2Ω`excPA (R)cos(ωPAt)ug(R, t)
,
(4.4)
où
ΩαexcPA (R) = −〈αexc, `exc| ~µ.ˆp |αg, 0〉 E
= −12
√
2IPA
c
〈αexc, `exc| ~µ.ˆp |αg, 0〉
(4.5)
est la fréquence de Rabi de photoassociation qui représente l’interaction entre la voie initiale et
une des voies excitées.
1. En fait, Jexc peut prendre plusieurs valeurs (par exemple 1/2 et 3/2 dans le cas de RbSr) mais un
traitement indépendant peut être fait pour chaque valeur.
2. η permet de différencier les différents états qui ont les mêmes valeurs pour les autres nombres quantiques.
3. Nous notons donc les voies de la façon suivante |α, `〉
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Dans le cas de RbSr, la voie initiale est caractérisée par Jgel=1/2=Jg et M
g
J = ±1/2. Pour
les états électroniques excités couplés par le laser de photoassociation, Jexcel peut prendre les
valeurs 1/2 et 3/2 dans le cas de la limite de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0), et les
valeurs 1/2, 3/2 et 5/2 dans le cas de la limite de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2).
4.2.2 Théorie de Floquet
Le terme d’interaction avec la lumière en cos(ωPAt) induit une périodicité de l’Hamiltonien,
avec une période T = 2pi
ωPA
. Lorsque c’est le cas, on peut simplifier le problème en utilisant la
théorie de Floquet. Dans celle-ci, on écrit la fonction d’onde comme le produit d’une fonction
périodique φ(t) et d’un facteur de phase e−iEt,
uX(R, t) = φX(R, t)e−iEt (4.6)
avec φX (R, t+ T ) = φX(R, t). L’introduction dans l’équation (4.4) donne
[−1
2µ
d2
dR2
+ Vg(R)− i d
dt
− E
]
φg(R, t) = −
∑
`exc
2Ω`excPA (R)cos(ωPAt)φ`exc(R, t)[−1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 − i
d
dt
− E
]
φαexc(R, t)
+
∑
`′exc
〈αexc, `exc|Hel +HSO |αexc, `′exc〉u`′exc(R) = −2Ω`excPA (R)cos(ωPAt)φg(R, t)
. (4.7)
Les fonctions φX(R, t) sont périodiques et peuvent être développées en série de Fourier
φX(R, t) =
∞∑
n=−∞
φX,n(R)einωPAt, (4.8)
où n représente le nombre d’excitations échangées avec le champ par le système moléculaire.
Par exemple, n = −1 correspond à l’absorption d’un photon, et n = +1 correspond à l’émission
d’un photon. Les fonctions φα,n(R) sont appelées états habillés par le champ. L’équation (4.8)
peut être vue comme la transformation entre les représentations non-habillée et habillée par les
photons.
Lorsque l’équation (4.7) est développée en série de Fourier, le cos(ωPAt) est mis sous forme
eiωPAt+e−iωPAt
2 . Le terme de couplage couple ainsi seulement des états avec une excitation du
champ de différence. Un système d’équations indépendantes du temps est finalement obtenu :
[−1
2µ
d2
dR2
+ Vg(R) + nωPA − E
]
φg,n(R) +
∑
`exc
ΩαexcPA (R) (u`exc,n+1(R) + u`exc,n−1(R)) = 0[−1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 + nωPA. − E
]
φ`exc,n(R)
+
∑
`′exc
〈αexc, `exc|Hel +HSO |αexc, `′exc〉φ`′exc,n(R) + ΩαexcPA (R) (φg,n+1(R) + φg,n−1(R)) = 0
.
(4.9)
La théorie de Floquet permet ainsi de transformer un système d’équations dépendantes
du temps et périodiques en un système d’équations indépendantes du temps. L’avantage est
que l’on peut utiliser les mêmes méthodes que pour résoudre les problèmes stationnaires. Ce
système d’équations est en principe infini. L’état fondamental ainsi que les états excités ont
été reproduits une infinité de fois avec des énergies modifiées par celle du nombre de photons
échangés avec le champ, nωPA. Ces potentiels ont été habillés par le champ comme cela apparaît
dans le terme d’énergie E±nωPA . L’état fondamental habillé par n photons se couple avec les
états excités habillés par n+ 1 et n− 1 photons.
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La voie initiale de la photoassociation est l’état fondamental qui n’a pas échangé de photons
avec le champ φg,n=0(R). L’absorption correspond au couplage avec les états excités qui ont
pris un photon au champ φ`exc,n=−1(R). En principe, φg,n=0(R) peut également être couplé avec
φ`el,n=+1(R) et, φ`exc,n=−1(R) avec φg,n=−2(R). Néanmoins, la fréquence utilisée rend ces deux
couplages fortement non-résonants. Si les fréquences de Rabi sont inférieures à la fréquence du
laser, ΩPA`exc < ωPA, on peut les négliger 4, conduisant à
[−1
2µ
d2
dR2
+ Vg(R)− E
]
φg,0(R) +
∑
αexc
Ω`excPA (R)φ`exc,−1(R) = 0[−1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 − ωPA − E
]
φ`exc,−1(R)
+
∑
`′exc
〈αexc, `exc|Hel +HSO |αexc, `′exc〉φ`′exc,−1(R) + Ω`excPA (R)φg,0(R) = 0
. (4.10)
La situation est en fait analogue à une résonance de Feshbach que l’on appelle résonance
de Feshbach optique. Elle apparaît clairement lorsqu’on passe dans la représentation des états
habillés. L’importance du choix de la représentation pour visualiser la résonance de Feshbach
sera encore plus explicite pour les résonances de Feshbach auto-induites assistées par la lumière
dans le chapitre 6.
4.2.3 Prise en compte de l’émission spontanée et lien avec les taux
de photoassociation
Les états excités ont un temps de vie limité relié à une largeur d’émission spontanée γexc.
Pour l’inclure dans la modélisation de la photoassociation, la méthode la plus exacte serait
d’utiliser la matrice densité. Néanmoins, celle-ci amènerait des calculs trop lourds. Nous allons
plutôt inclure un terme non-hermitien prenant les pertes radiatives dans la partie de l’hamil-
tonien décrivant l’état excité 5 :
[
1
2µ
d2
dR2
+ Vg(R)− E
]
φg,0(R) +
∑
`exc
Ω`excPA (R)φ`exc,−1(R) = 0[
1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 − ωPA − i
γαexc
2 − E
]
φ`exc,−1(R)
+
∑
`′exc
〈αexc, `exc|Hel +HSO |αexc, `′exc〉φ`′exc,−1(R) + Ω`excPA (R)φg,0(R) = 0
, (4.11)
où les γαexc sont les largeurs des états électroniques excités induites par l’émission spontanée.
La conséquence de ce terme est que la matrice S n’est plus unitaire. La non-unitarité peut être
reliée au nombre d’atomes photoassociés qui se désexcitent par émission spontanée. La section
efficace de photoassociation est ainsi définie par rapport à cette non-unitarité :
σPA =
pi
k2
∑
l
(2l + 1)(1− |Sl|2) = pi
k2
(1− |S0|2). (4.12)
Le taux de photoassociation est défini comme étant la moyenne du produit de la section efficace
et de la vitesse des atomes, moyenné sur leur distribution de vitesses, soit
KPA =
〈
piv
k2
(1− |S0|2)
〉
. (4.13)
4. Cela correspond à l’approximation RWA déjà discutée dans le chapitre 3.
5. Une autre méthode consisterait à introduire une voie ”effective” supplémentaire couplée à la voie excitée
et correspondant aux états peuplés par émission spontanée.
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En prenant la distribution de Maxwell-Boltzmann pour les vitesses, on obtient
KPA =
1
hQT
∫ ∞
0
dEe−E/kBT (1− |S0|2) (4.14)
où QT =
(
2piµkBT
h2
)3/2
est la fonction de partition du degrés de liberté de translation des atomes
dans le gaz ultra-froid.
4.2.4 Résolution du système d’équations couplées
Il faut donc résoudre le système d’équations couplées (4.11) afin d’obtenir la matrice S. La
première étape est la résolution en absence de couplage dû au laser de photoassociation dans
la voie initiale [−1
2µ
d2
dR2
+ Vg(R)− E
]
φEg,0(R) = 0, (4.15)
et dans les voies excitées couplées[−1
2µ
d2
dR2
+ `exc(`exc + 1)2µR2 − ωPA −∆v′,Jexc,|Ωexc| − i
γv′,Jexc,|Ωexc|
2
]
φ
v′,Jexc,|Ωexc|
`exc,−1 (R)
+
∑
`′exc
〈αexc, `exc|Hel +HSO |αexc, `′exc〉φv
′,Jexc,|Ωexc|
`′exc,−1 (R) = 0
. (4.16)
Au voisinage de l’énergie Eth au début de l’état collisionnel initial, l’ensemble des voies excitées
couplées par les interactions Hˆel + HˆSO possède un état rovibrationnel d’énergie 6 Ev′,Jexc,|Ωexc|,
qui dans la représentation habillée est lié à un désaccord ∆v′,Jexc,|Ωexc| = Ev′,Jexc,|Ωexc|−ωPA, et de
largeur d’émission spontanée γv′,Jexc,|Ωexc|2 . La fonction d’onde de cette solution notée Φv′,Jexc,|Ωexc|
possède une composante radiale sur chacune des voies |αexc, `exc,−1〉
Φv′,Jexc,|Ωexc|(R) =
∑
`exc
φ
v′,Jexc,|Ωexc|
`exc,−1 (R) |αexc, `exc,−1〉 . (4.17)
La suite de la résolution est assez similaire à celle faite pour les résonances de Feshbach en
2.7.1. En effet, comme déjà discuté, l’état lié Φv′,Jexc,|Ωexc| peut être vu comme une résonance de
Feshbach optique. Néanmoins, une différence notable est le terme non-hermitien. Le déphasage
dû à la résonance de Feshbach optique est désormais complexe et prend la forme
tan(δv′,Jexc,|Ωexc|res ) =
−Γv′,Jexc,|Ωexc|(E, I)/2
E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift + iγv′,Jexc,|Ωexc|/2
, (4.18)
où
Γv′,Jexc,|Ωexc|(E, I) =2pi
∣∣∣∣∣∣
∑
`exc
〈φEg,0| 〈αg, 0, 0| ~µ.ˆp |αexc, `exc,−1〉el,rot |φv
′,Jexc,|Ωexc|
`exc,−1 〉R
∣∣∣∣∣∣
2
E2
≡2pi
∣∣∣〈ΦEg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉∣∣∣2 E2
(4.19)
est la largeur de la résonance due au couplage optique 7. Elle est donc reliée à l’élément
de matrice du moment dipolaire entre l’état de collision et le niveau rovibrationnel résonant.
6. L’énergie de cet état ne dépend pas de la base utilisée et du cas de Hund. Nous avons vu dans le chapitre
2 que le meilleur cas de Hund pour décrire des états rovibrationnels était le cas de Hund (c). Les nombres
quantiques de ce cas de Hund sont donc des bons nombres quantiques pour décrire ces états. Ceci explique
pourquoi nous les avons notés avec Jexc et |Ωexc|.
7. Nous avons posé ΦEg = φEg,0 |αg, 0, 0〉 qui est donc l’état initial de la paire atomique en collision.
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Elle est également proportionnelle à l’intensité. Eshift est le déplacement lumineux du niveau
rovibrationnel causé par le couplage radiatif 8
E
v′,Jexc,|Ωexc|
shift = P
∫
dE ′
Γv′,Jexc,|Ωexc|(E ′, I)
E − E ′ . (4.20)
Le déphasage total est la somme du déphasage en absence du laser de photoassociation et de
celui lié à la résonance
δ = δbg − arctan
 Γv′,Jexc,|Ωexc|/2
E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift + iγv′,Jexc,|Ωexc|/2
 . (4.21)
En utilisant la définition de la matrice S0, S0 = e2iδ, et après quelques étapes de trigonométrie,
on obtient
S0 = e2iδbg

(
E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift
)
+ iγv′,Jexc,|Ωexc|−Γv′,Jexc,|Ωexc|2
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift ) + i
γv′,Jexc,|Ωexc|+Γv′,Jexc,|Ωexc|
2
 . (4.22)
Le module au carré de la matrice S0 s’exprime comme
|S0|2 =
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
(γv′,Jexc,|Ωexc|−Γv′,Jexc,|Ωexc|)2
4
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
(γv′,Jexc,|Ωexc|+Γv′,Jexc,|Ωexc|)2
4
. (4.23)
La section efficace σPA et le taux de photoassociation KPA pour un niveau rovibrationnel donné
v peuvent désormais être calculés :
σ
v′,Jexc,|Ωexc|
PA =
pi
k2
γv′,Jexc,|Ωexc|Γv′,Jexc,|Ωexc|
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
(γv′,Jexc,|Ωexc|+Γv′,Jexc,|Ωexc|)2
4
, (4.24)
K
v′,Jexc,|Ωexc|
PA =
1
hQT
∫ ∞
0
dEe−E/kBT
γv′,Jexc,|Ωexc|Γv′,Jexc,|Ωexc|(
E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift
)2
+ (γv′,Jexc,|Ωexc|+Γv′,Jexc,|Ωexc|)
2
4
.
(4.25)
Cette expression a été dérivée par J. Bohn, P. Julienne et Napolitano [153–156].
4.2.5 Contrôle de la longueur de diffusion avec une résonance de
Feshbach optique
Comme illustré précédemment, le couplage lié à la photoassociation peut être interprété
comme une résonance de Feshbach optique. Il est ainsi possible de l’utiliser pour modifier la
longueur de diffusion. La particularité des résonances de Feshbach optiques est le temps de
vie limité de la voie excitée (ou de l’état excité). Ainsi, la définition usuelle de la longueur de
diffusion tan(δ)
k
donne désormais une grandeur complexe que nous notons αscat, telle que
−kαscat =
−kabg − Γv′,Jexc,|Ωexc|/2(
E−∆v′,Jexc,|Ωexc|−E
v′,Jexc,|Ωexc|
shift
)
+iγv′,Jexc,|Ωexc|/2
1 + kabg
Γv′,Jexc,|Ωexc|/2(
E−∆v′,Jexc,|Ωexc|−E
v′,Jexc,|Ωexc|
shift
)
+iγv′,Jexc,|Ωexc|/2
, (4.26)
8. P est la valeur principale de Cauchy.
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et
αscat =
abg + 1k
Γv′,Jexc,|Ωexc|/2
(E−∆v′,Jexc,|Ωexc|−E
v′,Jexc,|Ωexc|
shift
)+iγv′,Jexc,|Ωexc|/2
1 + kabg
Γv′,Jexc,|Ωexc|/2
(E−∆v′,Jexc,|Ωexc|−E
v′,Jexc,|Ωexc|
shift
)+iγv′,Jexc,|Ωexc|/2
. (4.27)
Comme dans la section 2.7.3, la proportionnalité de Γ en k à faible température induit que le
second terme du dénominateur est beaucoup plus petit que 1,
αscat = abg +
1
k
Γv′,Jexc,|Ωexc|/2
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift ) + iγv′,Jexc,|Ωexc|/2
, (4.28)
αscat = abg +
1
k
Γv′,Jexc,|Ωexc|/2
[
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift ) + iγv′,Jexc,|Ωexc|/2
]
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
γ2
v′,Jexc,|Ωexc|
4
. (4.29)
La longueur de diffusion mesurée expérimentalement est liée à la valeur réelle a de αscat. La
partie imaginaire b est liée à la perte des atomes du piège lié à l’émission spontanée
a = Re(αscat) = abg +
1
2k
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )Γv′,Jexc,|Ωexc|
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
γ2
v′,Jexc,|Ωexc|
4
, (4.30)
b = Im(αscat) = − 14k
Γv′,Jexc,|Ωexc|γv′,Jexc,|Ωexc|
(E −∆v′,Jexc,|Ωexc| − Ev
′,Jexc,|Ωexc|
shift )2 +
γ2
v′,Jexc,|Ωexc|
4
. (4.31)
En faisant varier la fréquence et l’intensité du laser, il est ainsi possible de contrôler la longueur
de diffusion. L’allure typique en fonction du désaccord ∆v′,Jexc,|Ωexc| est une allure de dispersion
(voir figure 4.2). La première conséquence est qu’il y a une valeur minimale et maximale de
la longueur de diffusion, alors que dans le cas d’états à temps de vie infini, il est en principe
possible de faire varier la longueur de diffusion de -∞ à +∞. Ceci est donc un désavantage
des résonances de Feshbach optiques par rapport aux résonances de Feshbach magnétiques. De
plus, des pertes d’atomes importantes (par l’émission spontanée) sont observées. Cette perte
d’atomes du piège est un autre frein pour les résonances de Feshbach optiques.
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We demonstrate optical tuning of the scattering length in a Bose-Einstein condensate as predicted by
Fedichev et al. [Phys. Rev. Lett. 77, 2913 (1996)]. In our experiment, atoms in a 87Rb condensate are
exposed to laser light which is tuned close to the transition frequency to an excited molecular state. By
controlling the power and detuning of the laser beam we can change the atomic scattering length over a
wide range. In view of laser-driven atomic losses, we use Bragg spectroscopy as a fast method to
measure the scattering length of the atoms.
DOI: 10.1103/PhysRevLett.93.123001 PACS numbers: 34.50.Rk, 03.75.Nt, 32.80.Pj, 34.20.Cf
The great progress in the field of ultracold quantum
gases in recent years can be largely attributed to the
existence of magnetically tunable Feshbach resonances
[1]. Since their first experimental introduction into the
field [2–4], they have been widely used to arbitrarily tune
the interactions between atoms.
In general, a Feshbach resonance occurs when a collid-
ing pair of atoms is resonantly coupled to a molecular
bound state. A magnetically tunable Feshbach resonance
is based on Zeeman shifting a bound molecular state into
resonance with the scattering state. Alternative coupling
schemes for inducing Feshbach resonances have been
proposed but never experimentally applied to control
atomic interactions. The use of radio frequency [5] and
static electric fields [6] was suggested. Fedichev et al. [7]
proposed optical coupling of the scattering state with the
molecular state, which was theoretically analyzed further
in [8,9]. This scheme, often referred to as ‘‘optical
Feshbach resonance,’’ can be controlled via laser detun-
ing and laser power.
Inducing Feshbach resonances with optical fields offers
experimental advantages compared to magnetic fields.
The intensity and detuning of optical fields can be rapidly
changed. Furthermore, complex spatial intensity distri-
butions can be easily produced which result in corre-
sponding scattering length patterns across the sample.
Optical transitions are always available, even when no
magnetic Feshbach resonances exist. Recently, Fatemi et
al. [10] observed optical Feshbach resonances in photo-
association spectroscopy. They used photoionization to
probe optically induced changes in the scattering wave
function. However, the direct influence of the optical
Feshbach resonance on the atomic scattering properties
was not studied.
In this Letter, we report a direct measurement of the
atomic scattering length a in a BEC of 87Rb jF 
1; mF  1i as we cross an optical Feshbach resonance.
With moderate laser intensities of about 500 W=cm2, we
can change the scattering length over 1 order of magni-
tude from 10 a0 to 190 a0 (a0  1 Bohr radius).
To optically modify the scattering length, we use laser
light tuned close to a photoassociation resonance which
couples the continuum state of incoming free atoms to an
excited molecular level (see inset in Fig. 1). This changes
the wave function and consequently the scattering length
of the scattering state. It also leads to atomic loss due to
spontaneous decay via the molecular state. The resonant
transition rate between the continuum state and the mo-
lecular state, which we denote stim, is proportional to the
laser intensity. In our experiment, stim=2 is on the order
of a few 10 kHz. This is 3 orders of magnitude less than
the spontaneous decay rate spon from the excited mo-
lecular state. In [8], Bohn and Julienne give convenient
expressions for the scattering length a and the inelastic
collision rate coefficient Kinel which describes the photo-
association loss. For stim  spon, these expressions can
FIG. 1. Scattering length a (solid line) and inelastic collision
rate coeffient Kinel (broken line) as a function of the laser
detuning from the photoassociation resonance. The curves
are based on Eqs. (1) and (2) for typical experimental parame-
ters: stim=2  54kHz, spon=2  20MHz, ki 
2:47 105m1, abg  100a0 (dotted line). Inset: Scheme for
optically coupling the scattering state with an excited molecu-
lar state.
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Figure 4.2 – Contrôle de la longueur de diffusion à l’aide d’une résonance de Feshbach optique
dans un condensat d’atomes de rubidium 87Rb (figure tirée de [157]). La longueur de diffusion
est représentée n trait continu, et le taux de perte d’atomes du piège en pointillé.
4.3 Calcul de taux de photoass ciation de 87Rb84Sr
4.3.1 Approximation à faible intensité
Le choix crucial dans la photoassociation est celui de l’état vibrationnel v de l’état électro-
nique excité. Pour le déterminer, on peut faire une spectroscopie de photoassociation à faible
intensité. C’est ce que nous allons faire dans cette section.
A faible intensité, c’est à dire lorsque la largeur liée au couplage radiatif est très inférieure
à la largeur due à l’émission spontanée, l’équation (4.25) se simplifie en
K
v′,Jexc,|Ωexc|
PA =
2piΓv′,Jexc,|Ωexc|
hQT
. (4.32)
Pour rappel, Γv′,Jexc,|Ωexc| a comme expression
Γv′,Jexc,|Ωexc| =
piIPA
0c
| 〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 |2. (4.33)
En développant Γv′,Jexc,|Ωexc|, l’équation (4.32) devient
K
v′,Jexc,|Ωexc|
PA =
2pi2IPA
0c
1
hQT
| 〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 |2. (4.34)
Pour des atomes initialement non polarisés, on suppose que tous les sous-niveaux dégénérés
Mg (repère du laboratoire) sont également peuplés. Le taux de photoassociation est relié à la
somme sur Mg
K
v′,Jexc,|Ωexc|
PA =
2pi2IPA
0c
1
hQT
∑
Mg
| 〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 |2. (4.35)
C’est cette expression que nous utilisons pour déterminer les spectres de photoassociation.
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4.3.2 Calcul des éléments de matrice du moment dipolaire
Formules générales
Après la dérivation de (4.35), il semble clair que l’élément de matrice du moment dipo-
laire (TDME, pour ”transition dipolar moment element”) entre l’état initial |ΦEthg 〉 et l’état
photoassocié |Φv′,Jexc,|Ωexc|〉 sont les quantités centrales à calculer. L’état initial est un état de
collision et pour le calculer, on se mettra bien dans le cas de Hund (e). Pour l’état photoassocié,
nous l’avons exprimé dans le cas de Hund (e) dans la dérivation du taux de photoassociation 9.
Néanmoins, l’état photoassocié est un niveau rovibrationnel de l’état électronique excité. Or,
nous avons vu dans le chapitre 2 que pour les niveaux moléculaires, il était plus approprié de
les calculer dans le cas de Hund (a) ou (c).
Pour calculer l’élément de matrice, il n’est pas très commode de le faire dans le cas de Hund
(e) car les moments dipolaires de transition sont connus dans le repère moléculaire, comme
montré dans le chapitre 2. Nous allons donc d’abord passer du repère du laboratoire au repère
moléculaire. Ceci correspond au passage du cas de Hund (c) au cas de Hund (e).
Dans le cas de Hund (c), comme Hˆel + HˆSO est diagonal, l’état photoassocié |Φ0,vexc〉 a une
composante sur un seul état électronique excité 10
|Φv′,Jexc,|Ωexc|〉 =
∑
`exc
φ
v′,Jexc,|Ωexc|
`exc,−1 (R) |η, Jexcel , `exc, Jexc,Mexc,−g,−1〉
=φv′,Jexc,|Ωexc|(R) |η, Jexcel , |Ωexc|, Jexc,Mexc,−g,−1〉 .
(4.36)
où φv′,Jexc,|Ωexc| est la fonction radiale de l’état photoassocié dans le cas de Hund (c). L’état
initial est converti du cas de Hund (e) vers l’état de Hund (c),
|ΦEthg 〉 =
∑
|Ωg |
(−1)Jgel−`+|Ωg |
√
2− δ0,|Ωg |
√
2`+ 1φEthg,0 (R)
(
Jelg ` Jg
|Ωg| 0 −|Ωg|
)
|Jgel, |Ωg|, Jg,Mg, g〉 .
(4.37)
L’élément de matrice à calculer 〈ΦEthg | ~µ.ˆp |Φexc,0v 〉 est donc
〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 =
∑
|Ωg |
√
2− δ0,|Ωg |
√
2`+ 1
(
Jelg ` Jg
|Ωg| 0 −|Ωg|
)
〈φEthg,0 | 〈Jgel, |Ωg|, Jg,Mg, g| ~µ.ˆp |Jexcel , |Ωexc|, Jexc,Mexc,−g〉el,rot |φv′,Jexc,|Ωexc|〉R .
(4.38)
Il faut ensuite déterminer l’élément de matrice dans le cas de Hund (c). Pour cela, le produit
~µ.ˆp est exprimé en faisant apparaître les composantes µq dans le repère moléculaire
~µ.ˆp =
∑
q=0,±1
(−1)pD∗pq(φ, θ, 0)µq (4.39)
où D∗pq(φ, θ, χ = 0) est une fonction de Wigner de rotation. q correspond aux composantes
parallèle (q = 0) et perpendiculaires (q = ±1) à l’axe internucléaire. Après quelques étapes
9. Car pour celle-ci, il était nécessaire que les ondes partielles soient bien définies.
10. Des termes non-adiabatiques peuvent amener la composante de plusieurs états électronique du cas de
Hund (c). Afin d’en tenir compte, il est plus approprié de résoudre les équations couplées dans le cas de Hund
(a)
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d’algèbre angulaire, l’élément de matrice prend finalement la forme
〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 =
∑
Ωg
∑
q=0,±1
(−1)Mg+Ωg+p
√
2`+ 1
√
2Jg + 1
√
(2Jexc + 1)
(
Jelg ` Jg
Ωg 0 −Ωg
)
(
Jg 1 Jexc
Ωg q −Ωexc
)(
Jg 1 Jexc
Mg p −Mexc
)
〈φEthg,0 | 〈|Ωg||µq ||Ωexc|〉el |φv′,Jexc,|Ωexc|〉R
. (4.40)
L’équation (4.40) permet de dériver les règles de sélection bien connues :
— Jexc = Jg ± 1 si |Ωg| = 0 et |Ωexc| = 0 ;
Mex = Mg + p ;
Ωexc = Ωg + q ;
— Jexc = Jg; Jg ± 1 dans les autre cas ;
Mexc = Mg + p ;
Ωexc = Ωg + q.
Comme expliqué précédemment, le taux de photoassociation est relié à la somme sur Mg
du carré de 〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉∑
Mg
| 〈ΦEthg | ~µ.ˆp |Φv′,Jexc,|Ωexc|〉 |2 = ApStrans, (4.41)
où
Ap =
∑
Mg
(
Jg 1 Jexc
Mg p −(Mg + p)
)2
(4.42)
est un terme contenant la contribution de la polarisation, et
Strans =
∣∣∣∣∣∣
∑
Ωg
∑
q=0,±1
(−1)Mg+|Ωg |+p√2`+ 1
√
2Jg + 1
√
2Jexc + 1
(
Jelg ` Jg
Ωg 0 −Ωg
)
(
Jg 1 Jexc
Ωg q −Ωexc
)
〈φEthg,0 | 〈|Ωg||µq ||Ωexc|〉el |φv′,Jexc,|Ωexc|〉R
∣∣∣∣∣∣
2. (4.43)
Dans le chapitre 2, nous avons vu que les moments dipolaires de transition dans le cas de
Hund (c) peuvent être exprimés en fonction de ceux dans le cas de Hund (a), déterminés par le
calcul de chimie quantique. Dans le cas où l’état électronique fondamental est un état Σ, nous
avons vu que la composante du TDM (pour ”transition dipole moment”, acronyme utilisée
dans la suite du texte) parallèle à l’axe internucléaire est relié aux transitions Σ − Σ, alors
les composantes perpendiculaire sont reliées aux transitions Σ − Π. Elles s’expriment ainsi en
fonction des éléments de matrice du TDM dans le cas de Hund (a) comme
Strans =
∣∣∣∣∣∣
∑
Ωg
(−1)Mg+|Ωg |+p√2`+ 1
√
2Jg + 1
√
2Jexc + 1
(
Jelg ` Jg
Ωg 0 −Ωg
)
(Jg 1 Jexc
Ωg 0 −Ωexc
)
〈φEthg,0 | 〈(X)2S+1Σ|µ0 |(m)2S+1Σ〉el |φv
′,Jexc,|Ωexc|
2S+1Σ 〉R
+
(
Jg 1 Jexc
Ωg −1 −Ωexc
)
〈φEthg,0 | 〈(X)2S+1Σ|µ−1 |(m)2S+1Π〉el |φv
′,Jexc,|Ωexc|
2S+1Π 〉R
+
(
Jg 1 Jexc
Ωg +1 −Ωexc
)
〈φEthg,0 | 〈(X)2S+1Σ|µ+1 |(m)2S+1Π〉el |φv
′,Jexc,|Ωexc|
2S+1Π 〉R
∣∣∣∣∣∣
2
. (4.44)
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Comme dans les calculs de chimie quantique, nous avons des informations sur le signe des TDM
à une distance donnée, mais de façon indépendant d’une distance à l’autre, nous négligeons
l’interférence entre les contributions
Strans =
∑
Ωg
∑
q=0,±1
(2`+ 1)(2Jg + 1)(2Jexc + 1)
(
Jelg ` Jg
Ωg 0 −Ωg
)2
(Jg 1 Jexc
Ωg 0 −Ωexc
)2
| 〈φEthg,0 | 〈(X)2S+1Σ|µ0 |(m)2S+1Σ〉el |φv
′,Jexc,|Ωexc|
2S+1Σ 〉R |2
+
(
Jg 1 Jexc
Ωg −1 −Ωexc
)2
| 〈φEthg,0 | 〈(X)2S+1Σ|µ−1 |(m)2S+1Π〉el |φv
′,Jexc,|Ωexc|
2S+1Π 〉R |2
+
(
Jg 1 Jexc
Ωg +1 −Ωexc
)2
| 〈φEthg,0 | 〈(X)2S+1Σ|µ+1 |(m)2S+1Π〉el |φv
′,Jexc,|Ωexc|
2S+1Π 〉R |2

. (4.45)
Application à RbSr
Les nombres quantiques caractéristiques de l’état électronique fondamental (X)2Σ+ sont
|Ωg| = 1/2,`=0 et Jelg = Jg = 1/2. Pour les états excités, dans le chapitre 2, nous avons vu que
pour les limites de dissociation qui nous intéressent, |Ωexc| pouvait prendre les valeurs 1/2, 3/2
et 5/2. Dans la suite, nous allons présenter la détermination de Strans et de Ap pour chacune
des valeurs possibles de |Ωexc|. Pour le moment angulaire total Jexc de l’état photoassocié, nous
avons vu la règle de sélection ∆J = 0,±1. Les valeurs possibles pour Jexc sont donc 1/2 ou 3/2.
(n) |Ωexc| = 1/2
Pour Jexc = 1/2, Strans prend la forme 11
Strans = 4
(1/2 0 1/2
1/2 0 −1/2
)2 (1/2 1 1/2
1/2 0 −1/2
)2
| 〈φEthX2Σ| 〈X2Σ|µ0 |(n)2Σ〉 |φv
′,1/2,1/2
2Σ 〉 |2
+
(
1/2 0 1/2
−1/2 0 1/2
)2 ( 1/2 1 1/2
−1/2 1 −1/2
)2
| 〈φEthX2Σ| 〈X2Σ|µ+1 |(n)2Π〉 |φv
′,1/2,1/2
2Π 〉 |2
.
(4.46)
À partir des valeurs des symboles 3j, l’équation (4.46 ) devient
Strans =
1
3 | 〈φ
Eth
X2Σ| 〈X2Σ|µ0 |(n)2Σ〉 |φv
′,1/2,1/2
2Σ 〉 |2 +
2
3 | 〈φ
Eth
X2Σ| 〈X2Σ|µ+1 |(n)2Π〉 |φv
′,1/2,1/2
2Π 〉 |2.
(4.47)
Pour le terme de polarisation, on trouve
— polarisation linéaire
A0 =
(
1/2 1 1/2
1/2 0 −1/2
)2
+
(
1/2 1 1/2
−1/2 0 1/2
)2
= 13 (4.48)
— polarisation circulaire
A+1 =
(
1/2 1 1/2
−1/2 1 −1/2
)2
= 13 (4.49)
A−1 =
(
1/2 1 1/2
1/2 −1 1/2
)2
= 13 . (4.50)
11. Nous avons pris Ωg = 1/2. La conséquence de ce choix est que c’est la composante µ+1 qui est impliquée
dans la transition vers la composante 2Π de l’état photoassocié. Pour le choix Ωg = −1/2, ce sera la composante
µ−1 impliquée.
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Pour Jexc = 3/2, on a
Strans = 8
(1/2 0 1/2
1/2 0 −1/2
)2 (1/2 1 3/2
1/2 0 −1/2
)2
| 〈φEthX2Σ| 〈X2Σ|µ‖ |(n)2Σ〉 |φv
′,3/2,1/2
2Σ 〉 |2
+
(
1/2 0 1/2
−1/2 0 1/2
)2 ( 1/2 1 3/2
−1/2 1 −1/2
)2
| 〈φEthX2Σ| 〈X2Σ|µ⊥ |(n)2Π〉 |φv
′,3/2,1/2
2Π 〉 |2
.
(4.51)
À partir des valeurs des symboles 3j, l’équation (4.51 ) devient
Strans =
2
3 | 〈φ
Eth
X2Σ| 〈X2Σ|µ‖ |(n)2Σ〉 |φv
′,3/2,1/2
2Σ 〉 |2 +
1
3 | 〈φ
Eth
X2Σ| 〈X2Σ|µ⊥ |(n)2Π〉 |φv
′,3/2,1/2
2Π 〉 |2.
(4.52)
Le terme de polarisation devient maintenant :
— polarisation linéaire
A0 =
(
1/2 1 3/2
1/2 0 −1/2
)2
+
(
1/2 1 1/2
−1/2 0 1/2
)2
= 13 (4.53)
— polarisation circulaire
A+1 =
(
1/2 1 3/2
−1/2 1 −1/2
)2
+
(
1/2 1 3/2
1/2 1 −3/2
)2
= 13 (4.54)
A−1 =
(
1/2 1 3/2
1/2 −1 1/2
)2
+
(
1/2 1 3/2
−1/2 −1 3/2
)2
= 13 (4.55)
(n) |Ωexc| = 3/2
Dans ce cas, Jexc prend seulement la valeur de 3/2, et
Strans = 8
(
1/2 0 1/2
1/2 0 −1/2
)2 (1/2 1 3/2
1/2 1 −3/2
)2
| 〈φEthX2Σ| 〈X2Σ|µ⊥ |(n)2Π〉 |φv
′,3/2,3/2
2Π 〉 |2 (4.56)
soit
Strans = | 〈φEthX2Σ| 〈X2Σ|µ⊥ |(n)2Π〉 |φv
′,3/2,3/2
2Π 〉 |2. (4.57)
Les termes de polarisation prennent les mêmes valeurs que précédemment. L’analyse de ceux-ci
nous montre qu’il n’y a pas d’intérêt d’utiliser une polarisation plutôt qu’une autre.
4.3.3 Calcul des taux de photoassociation
Nous avons calculé le taux de photoassociation en utilisant l’équation (4.35) et les formules
pour les TDME dérivées précédemment. Nous considérons que la température du gaz d’atomes
est à T=2 µK qui est la température obtenue dans les expériences à Amsterdam 12. Nous
choisissons une intensité de 10 W/cm2 pour laquelle les largeurs Γv′,Jexc,|Ωexc| sont beaucoup
plus faibles que les largeurs dues à l’émission spontanée. Nous prenons Jexc = 3/2. Nous pré-
sentons les résultats pour les deux limites de dissociations 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) et
87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0).
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Méthodologie pour le calcul des taux de photoassociation pour la limite
de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2)
1. Calcul MFGH sur l’état électronique fondamental (X) 2Σ+ dans le cas de
Hund (e) en résolvant la première équation de (2.98), permettant d’obtenir
φEthX2Σ(R).
2. Calcul MFGH sur les états électroniques excités (3) 2Σ+, (2) 2Π, (1) 4Σ+
et (1) 4Π couplés par l’interaction spin-orbite (voir l’équation (2.34) pour
|Ωexc| = 1/2 et l’équation (2.33) pour |Ωexc| = 3/2) dans le cas de Hund (a),
permettant d’obtenir les composantes φv
′,3/2,|Ωexc|
2Σ (R) et φ
v′,3/2,|Ωexc|
2Π (R) pour
chaque niveau rovibrationnel de ces états électroniques excités.
3. Calcul des éléments de matrices 〈φEthX2Σ| 〈(X)2Σ+|µ‖ |(3)2Σ+〉el |φv
′,3/2,|Ωexc|
2Σ 〉R
et 〈φEthX2Σ| 〈(X)2Σ+|µ⊥ |(2)2Π〉el |φv
′,3/2,|Ωexc|
2Π 〉R . Les TDM〈(X)2Σ+|µ‖ |(3)2Σ+〉el et 〈(X)2Σ+|µ⊥ |(2)2Π〉el sont obtenus par le calcul de
chimie quantique et ont été discutés dans la section 2.3.5. L’intégration sur
R est faite de manière numérique.
4. Calcul de Strans en utilisant l’équation (4.52) pour les états |Ω| = 1/2 et
l’équation (4.57) pour les états |Ω| = 3/2.
5. Faire le produit de Strans avec Ap = 13 .
6. Calcul du taux de photoassociation en utilisant l’équation (4.35), avec IPA =
10 W/cm2.
Table 4.1 – Méthodologie pour le calcul des taux de photoassociation pour la limite de disso-
ciation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2).
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Limite de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2)
La méthodologie complète du calcul des taux de photoassociation est expliquée dans la table
4.1. Les taux de photoassociation calculés pour les niveaux vibrationnels appartenant aux cinq
états électroniques excités |Ω|=1/2 (voir table 2.3) sont montrés sur les figures 4.3 (a),(b) et
(c). Pour chaque courbe, l’analyse de ces spectres de photoassociation peut être divisée en trois
parties en fonction de l’énergie des niveaux vibrationnels dans l’état électronique excité peuplé
par PA : les niveaux vibrationnels profonds, les niveaux intermédiaires et les niveaux proches
des asymptotes.
— niveaux profonds (10000-11500 cm−1) : les taux de photoassociation pour ces états dé-
pendent de leur composante principale dans leur décomposition sur les états électro-
niques du cas de Hund (a). Les valeurs les plus importantes des taux de photoassociation
(10−16 − 10−15 cm3s−1) sont obtenues pour des niveaux vibrationnels appartenant aux
états électroniques (4) |Ω| = 12 (ligne noire dans l’encadré (c)) et (5) |Ω| = 12 (ligne
noire dans l’encadré (b)) qui sont composés principalement des états doublets (2) 2Π
et (3) 2Σ+, respectivement. Les niveaux vibrationnels appartenant à l’état électronique
(5) |Ω| = 12 ont des valeurs du taux de photoassociation légèrement plus élevées que
pour ceux appartenant à l’état électronique (4) |Ω| = 12 , illustrant le fait que le TDM
entre (1)2Σ+ et (3)2Σ+ est plus important à courte distance que celui entre (1)2Σ+ et
(2)2Π+ (voir figure 2.5). Dans les cas de la photoassociation des dialcalins, les taux de
PA vers des niveaux vibrationnels profonds étaient particulièrement faibles par rapport
aux valeurs maximales [158]. Or, dans ce cas, ces taux de photoassociation ont seulement
un ordre de grandeur de moins que les valeurs maximales. Pour comprendre ceci, nous
avons analysé la valeur du TDME en faisant varier la borne inférieure d’intégration sur
R. Cette analyse montre que la contribution principale de la valeur est au voisinage du
point tournant interne de l’état fondamental. Ceci s’explique par les positions relatives
des potentiels (4) Ω = 12 et (5) Ω =
1
2 par rapport à l’état électronique fondamental.
— Niveaux intermédiaires (11500-13500 cm−1)) : C’est dans cette région spectrale que les
taux de photoassociation les plus importants sont observés. Grâce à leurs composantes
importantes sur les états doublets (2) 2Π et (3) 2Σ+, les valeurs les plus importantes
sont obtenues pour des niveaux vibrationnels appartenant aux états (4) Ω = 12 (ligne
noire dans l’encadré (c) de la figure 4.3) et (5) Ω = 12 (ligne noire dans l’encadré (b)) :
1.4 × 10−15 cm3s−1 à 12295.1 cm−1 (v′ = 44), et 5.4 × 10−16 cm3s−1 à 12601.3 cm−1
(v′ = 36). Les valeurs de ces maxima sont plus faibles que ceux obtenus dans le cas
de deux alcalins (≈ 10−12 cm3s−1) ou proches de l’autre asymptote considérée après.
Pour les niveaux vibrationnels appartenant aux états (6) 12 (ligne rouge de l’encadré
(b)),(7) 12 (ligne noire de l’encadré (a)) et (8)
1
2 (ligne rouge de l’encadré (a)), les taux
de photoassociation augmentent de manière significative dans cette région spectrale en
augmentant la fréquence du laser. Ceci est dû à l’augmentation de la composante des
états doublets. Pour comprendre la position en énergie des valeurs maximales du taux de
PA, nous avons représenté le carré de l’élément de matrice du moment dipolaire (noir),
les facteurs de Franck Condon et la valeur du TDM au point tournant externe 13 (bleu)
sur la figure 4.4(a) pour les états rovibrationnels de l’état électronique (4) Ω = 12 . La
position en énergie du maximum vient de la compétition entre les facteurs de Franck-
Condon et les valeurs du TDM au point tournant externe.
— Niveaux proches des limites de la dissociation (13500-15000 cm−1)) : les taux de pho-
12. L’énergie de l’état du continuum initial dans l’état électronique fondamental est donc Eth = kBT2
13. Nous avons donc approximé : | 〈φX2Σ| 〈X2Σ|µ⊥ |(n)2Π〉 |φ(a)2Π 〉 |2 = | 〈φX2Σ|φ(a)2Π 〉 |2 ×
| 〈X2Σ|µ⊥(RC) |(n)2Π〉 |2 et | 〈φX2Σ| 〈X2Σ|µ‖ |(n)2Σ〉 |φ(a)2Σ 〉 |2 = | 〈φX2Σ|φ(a)2Σ 〉 |2 × | 〈X2Σ|µ‖(RC) |(n)2Σ〉 |2 où
RC est le point tournant externe.
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Méthodologie pour le calcul des taux de photoassociation pour la limite
de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0)
1. Calcul MFGH sur l’état électronique fondamental (X) 2Σ+ dans le cas de
Hund (e) en résolvant la première équation de (2.98), permettant d’obtenir
φEthX2Σ(R).
2. Calcul MFGH sur les états électroniques excités (2) 2Σ+ et (1) 2Π couplés
par l’interaction spin-orbite (voir équation (2.32) pour |Ω = 1/2|) dans le
cas de Hund (a), permettant d’obtenir les composantes φv
′,3/2,|Ωexc|
2Σ (R) et
φ
v′,3/2,|Ωexc|
2Π (R) pour chaque niveau rovibrationnel de ces états électroniques
excités.
3. Calcul des éléments de matrices 〈φEthX2Σ| 〈(X)2Σ+|µ‖ |(2)2Σ+〉el |φv
′,3/2,|Ωexc|
2Σ 〉R
et 〈φEthX2Σ| 〈(X)2Σ+|µ⊥ |(1)2Π〉el |φv
′,3/2,|Ωexc|
2Π 〉R Les TDM sont obtenus par le
calcul de chimie quantique et ont été discutés dans la section 2.3.5. L’inté-
gration sur R est faite de manière numérique.
4. Calcul de Strans en utilisant l’équation (4.52) pour les états |Ω| = 1/2 et
l’équation (4.57) pour les états |Ω| = 3/2.
5. Faire le produit de Strans avec Ap = 13 .
6. Calcul du taux de photoassociation en utilisant l’équation (4.35), avec IPA =
10 W/cm2.
Table 4.2 – Méthodologie pour le calcul des taux de photoassociation pour la limite de disso-
ciation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0)).
toassociation diminuent très fortement pour tous les états lorsque le désaccord atomique
diminue. Par exemple, pour un désaccord autour de -0.15 cm−1, les taux ont des valeurs
de 7.2×10−20 cm3s−1, et 2.7×10−22 cm3s−1 pour des niveaux vibrationnels appartenant
respectivement aux états électroniques (4) Ω = 12 et (5) Ω =
1
2 . La figure 4.4 (a) illustre
que cette diminution résulte de la diminution du moment dipolaire de transition au
point tournant. Cette figure illustre également que l’utilisation des facteurs de Franck-
Condon proche d’une excitation atomique interdite amène à des erreurs importantes. La
photoassociation vers des niveaux vibrationnels proches en énergie de ces asymptotes
semble donc être un défi. Ceci est en accord avec les difficultés de former des molécules
de 87Rb84Sr dans les expériences du groupe de F. Schreck (communication privée).
Les résultats pour les états Ω = 3/2 sont assez similaires (voir fig 4.3 (d)). La valeur
maximale est observée pour une fréquence de PA de 13018.32 cm−1 et pour une valeur de
4.7 × 10−16 cm−3s−1. Le niveau vibrationnel photoassocié (v′ = 59) appartient à l’état (2)
Ω = 32 . Comme pour les états Ω = 1/2, les taux de PA deviennent très faibles pour les niveaux
proches des asymptotes.
Limite de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0)
La méthodologie complète du calcul des taux de photoassociation est expliquée dans la table
4.2. Les taux de PA pour |Ω| = 1/2 sont montrés sur la figure 4.3 (a). Deux zones spectrales
sont dans ce cas intéressantes à analyser :
— Niveaux vibrationnels profonds (4000-8000 cm−1) : Nous remarquons un comportement
assez différent entre les états électroniques (2) |Ω| = 12 et (3)|Ω| = 12 . Les taux de PA
sont plus importants pour les niveaux vibrationnels appartenant à l’état électronique (2)
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Figure 4.3 – Taux de photoassication vers les niveaux vibrationnels de 87Rb84Sr
appartenant aux états électroniques excités tendant vers les limites de dissociation
87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) en fonction du nombre d’onde du laser PA. Chaque courbe
représente un état électronique excité différent et chaque point de ces courbes représente un ni-
veau vibrationnel différent appartenant à l’état électronique correspondant. Les différents seuils
de dissociation sont indiqués par des lignes verticales pointillées. La correspondance entre les
courbes et les états électronique est la suivante : (a) (7) 12 en noir avec des cercles pleins, et (8)|Ω| = 12 en rouge avec des cercles vides. (b) (5) |Ω| = 12 en noir avec des cercles pleins, et (6)|Ω| = 12 en rouge avec des cercles vides. (c) (4) |Ω| = 12 en noir avec des cercles pleins. (d) (2)|Ω| = 32 en noir avec des cercles pleins, (3) |Ω| = 32 en rouge avec des cercles vides, (4) |Ω| = 32
en bleu avec des carrés pleins.
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Figure 4.4 – Carré de l’élement de matrice du moment dipolaire entre l’état initial du conti-
nuum de l’état électronique fondamental et les niveaux vibrationnels (J = 3/2) appartenant à
(a) l’état (4) |Ω| = 12 tendant vers l’asymptote87Rb(5s 2S1/2)+84Sr(5s5p 3P0) et (b) l’état (2)1
2 tendant vers l’asymptote Rb(5p
2P1/2)+Sr(5s2 1S0), en fonction de la fréquence du laser de
photoassociation. Les lignes noires avec les cercles pleins correspondent aux carrés des TDM ;
les lignes rouges correspondent aux facteurs de Franck-Condon ; les lignes bleues correspondent
à la valeur du carré du TDM au point tournant externe de la fonction d’onde radiale du niveau
photoassocié.
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Figure 4.5 – Taux de photoassociation en fonction de la longueur d’onde du laser de PA pour
les niveaux vibrationnels (J = 3/3) appartenant aux états électroniques (a) (2) |Ω| = 12 (ligne
noire avec des cercles pleins), (3)|Ω| = 12 (ligne rouge avec des cercles vides) et (b) (1)|Ω| = 32 .
Ces états tendent vers les limites de dissociation Rb(5p 2P1/2,3/2)+Sr(5s2 1S0).
|Ω| = 12 . Cette différence est à première vue contre-intuitive. En effet, les niveaux vibra-
tionnels appartenant à l’état (2) |Ω| = 12 sont composés principalement de l’état doublet
(2)2Π alors que ceux appartenant à l’état (3) |Ω| = 12 sont composés principalement de
l’état doublet (2)2Σ. Or à courte distance (voir figure 2.5), le TDM vers l’état (2)2Σ
est plus important. L’explication vient en fait des facteurs de Franck-Condon qui sont
particulièrement faibles pour les premiers niveaux vibrationnels de l’état électronique
(3) |Ω| = 12 .
— Niveaux proches des limites de dissociation (12000-13000 cm−1) : une nette tendance
apparaît avec une augmentation des taux lorsque la fréquence du laser de photoasso-
ciation se rapproche de celle de l’excitation atomique. Cette augmentation résulte de
l’accroissement du recouvrement entre la fonction d’onde initiale du continuum de l’état
électronique fondamental et celle du niveau vibrationnel appartenant à l’état excité.
Nous retrouvons les tendances observées lors de la photoassociation des dimères alca-
lins. Le point commun est que la transition atomique est permise par les règles de sélec-
tion dans les deux cas. D’un point de vue semi-classique, la photoassociation se déroule
principalement au point tournant externe, où le TDM électronique est important et le
recouvrement des fonctions d’onde est favorable. Ceci peut être vu sur la figure 4.4 (b).
Dans ce cas-ci, utiliser les facteurs de Franck-Condon plutôt que l’élément de matrice
du TDM est une bonne approximation. Les ordres de grandeur (10−10− 10−11 cm−3s−1)
des taux de PA pour les niveaux proches des limites de dissociation sont importants et
prometteurs.
De nouveau, nous retrouvons la même tendance pour les niveaux vibrationnels appartenant au
seul état |Ω| = 3/2 (voir figure 4.3 (b)).
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4.4 Formation de molécules dans l’état électronique fon-
damental par émission spontanée
4.4.1 Expression du taux de formation de molécules dans l’état fon-
damental
Le taux de photoassociation que nous avons déterminé auparavant correspond au taux de
molécules photoassociées qui se relaxent après par émission spontanée. Comme expliqué en 4.1,
la relaxation d’émission spontanée peut se faire soit vers un état du continuum impliquant la
dissociation et généralement la perte des atomes du piège (l’énergie cinétique finale de la paire
atomique étant généralement plus grande que celle initiale), soit vers un niveau rovibrationnel
de l’état électronique fondamental. Des molécules ultra-froides stables sont alors formées. De
manière analogue à la section 3.8.3, le taux de molécules formées dans un niveau rovibrationnel
v′′, Jg se relaxant d’un niveau rovibrationnel v′, Jexc est relié au rapport de branchement
Rmol,v′′,Jg =
γv′,Jexc−>v′′,Jg
γv′,Jexc
KPA, (4.58)
où γv′,Jexc−>v′′,Jg est le taux d’émission spontanée du niveau v′, Jexc d’un état électronique excité
vers le niveau v′′, Jg de l’état électronique fondamental. Il peut se calculer comme
γv′,Jexc−>v′′,Jg =
32pi3ν3v′,Jexc−>v′′,Jg
3c3 µ
2
v′,Jexc−>v′′,Jg , (4.59)
où νv′−>v′′ est la fréquence de la transition en question et µ2v′,Jexc−>v′′,Jg est le carré du TDME
qui a pour expression
µ2v′,Jexc−>v′′,Jg =(2Jg + 1)(2Jexc + 1)∣∣∣∣∣∣
(
Jg 1 Jexc
Ωg 0 −Ωexc
)
〈φv′′,Jgg | 〈(X)2S+1Σ|µ0 |(m)2S+1Σ〉el |φv
′,Jexc
2S+1Σ 〉R
+
(
Jg 1 Jexc
Ωg 1 −Ωexc
)
〈φv′′,Jgg | 〈(X)2S+1Σ|µ+1 |(m)2S+1Π〉el |φv
′,Jexc
2S+1Π 〉R
+
(
Jg 1 Jexc
Ωg −1 −Ωexc
)
〈φv′′,Jgg | 〈(X)2S+1Σ|µ−1 |(m)2S+1Π〉el |φv
′,Jexc
2S+1Π 〉R
∣∣∣∣∣∣
2
, (4.60)
où γv′ est le taux total d’émission spontanée vers l’état électronique fondamental. Il est la somme
des contributions vers les niveaux liés et du continuum de l’état fondamental électronique,
γv′,Jexc =
∑
v′′,Jg
γv′,Jexc−>v′′,Jg +
∫
dEγv′,Jexc−>E,Jg = γv′,Jexc→bound + γv′,Jexc→cont. (4.61)
Le taux de formation de molécules ultra-froides quelque soit le niveau vibrationnel final v′′ est
simplement la somme des taux Rmol,v′′ pour chaque niveau
Rv
′,Jexc
mol =
∑
v′′,Jg γv′,Jexc−>v′′,Jg
γv′,Jexc
KPA =
γv′,Jexc→bound
γv′,Jexc
KPA. (4.62)
En négligeant la dépendance du TDM en R et grâce à l’unitarité des facteurs de Franck-Condon,
il est possible de simplifier l’équation (4.62),
Rv
′,Jexc
mol =
∑
v′′,Jg
∣∣∣〈φv′′,Jgg |φv′,Jexc2S+1Σ (R)〉R + 〈φv′′,Jgg |φv′,Jexc2S+1Π (R)〉R∣∣∣2KPA = pv′,Jexcmol KPA. (4.63)
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Méthodologie de l’étude de la formation de molécules ultra-froides pour
la limite de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2)
1. Calcul MFGH sur l’état électronique fondamental (X) 2Σ+ dans le cas de
Hund (a) permettant d’obtenir les niveaux rovibrationnels φv′′,Jgg (R).
2. Calcul MFGH sur les états électroniques excités (3) 2Σ+, (2) 2Π, (1) 4Σ+
et (1) 4Π couplés par l’interaction spin-orbite (voir l’équation (2.34) pour
|Ωexc| = 1/2 et l’équation (2.33) pour |Ωexc| = 3/2) dans le cas de Hund (a),
permettant d’obtenir les composantes φv
′,3/2,|Ωexc|
2Σ (R) et φ
v′,3/2,|Ωexc|
2Π (R) pour
tous les niveaux rovibrationnels de ces états électroniques excités.
3. Calcul des facteurs de Franck-Condon.
4. Calcul de la fraction de molécules créées pv
′,Jexc
mol en sommant les facteurs
de Franck-Condon sur tous les niveaux rovibrationnels de l’état électronique
fondamental.
5. Calcul des éléments de matrice du moment dipolaire µ2v′,Jexc−>v′′,Jg en utilisant
(4.60).
6. Calcul des populations niveaux rovibrationnels popv′,Jexc−>v′′,Jg .
Table 4.3 – Méthodologie de l’étude de la formation de molécule pour la limite de dissociation
87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2).
Le facteur pv
′,Jexc
mol est particulièrement intéressant. Il représente la fraction de molécules for-
mées dans l’état électronique fondamental. À l’inverse, 1 − pv′,Jexcmol représente la probabilité de
perte d’atomes du piège après l’émission spontanée. Il faut néanmoins être prudent quant à
l’hypothèse de négliger la dépendance du TDM. Elle est en général très bonne pour la photoas-
sociation proche d’une transition atomique permise, comme ce fut montré pour les molécules
bialcalines. Par contre, pour les fréquences proches d’une transition atomique interdite, nous
avons vu l’importance de cette dépendance et il faudra donc être prudent dans l’interprétation
des résultats.
L’autre problème de la formation de molécule ultra-froide induit par l’émission spontanée est
la distribution vibrationnelle des molécules formées. Cette distribution illustre que les molécules
formées ne sont pas refroidies vibrationnellement. Or, pour les applications, il est nécessaire
d’avoir toutes les molécules dans l’état fondamental rovibronique. La population des niveaux
vibrationnels est calculée de la façon suivante :
popv′,Jexc−>v′′,Jg =
µ2v′,Jexc−>v′′,Jg∑
v′′′,Jg µ
2
v′,Jexc−>v′′′,Jg
. (4.64)
Dans ce cas-ci, comme nous utilisons les TDME, sa dépendance en R est bien prise en compte.
4.4.2 Limite de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2)
La méthodologie des calculs est expliquée dans la table 4.3. Pour étudier la perte des atomes
du piège à cause de l’émission spontanée, nous avons reporté la fraction de molécules créées∑
v′′ |〈φv′ |φv′′〉|2 dans la figure 4.6. En fonction de la fréquence du laser de PA, elle diminue
pour (4) |Ω| = 12 (ligne noire dans l’encadré (c)) et (5) |Ω| = 12 (ligne noire dans l’encadré
(b)). Cette diminution résulte de l’augmentation du recouvrement entre le niveau vibrationnel
de l’état électronique excité et les états du continuum de l’état électronique fondamental. Les
premiers niveaux vibrationnels (v’=0-10) des états électroniques (4) |Ω| = 12 et (5) |Ω| = 12 ont
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ainsi l’avantage de se relaxer presque exclusivement vers des niveaux moléculaires. Les pertes
des atomes du piège sont alors minimisées. Pour les états (6) Ω = 12 (ligne rouge dans l’encadré
(b)), (7) |Ω| = 12 (ligne noire dans l’encadré (a)) et (8) |Ω| = 12 (ligne noire dans l’encadré (a)),
une tendance moins nette apparait. On peut néanmoins remarquer une augmentation globale
de la fraction de molécules formées. Celle-ci vient du mélange doublet-quadruplet comme déjà
expliqué pour les taux de PA.
Ensuite afin d’étudier le problème des molécules chaudes vibrationnellement, la figure 4.7
montre les distributions vibrationnelles des niveaux du fondamental après l’émission spontanée
en partant de différents niveaux photoassociés (représentés par une flèche sur la figure 4.3).
— Niveaux profonds (v′ = 5 de (4) |Ω| = 12 , v′ = 10 de (5) |Ω| = 12 et v′ = 10 de
(2)|Ω| = 32) : le niveau vibrationnel du fondamental le plus peuplé après relaxation
des niveaux profonds est le niveau v′′ = 0 (voir courbes rouge et bleu dans l’encadré
(a) et la courbe rouge dans l’encadré (b) de la figure 4.7) et ceci est potentiellement
intéressant pour la formation de molécules dans leur niveau rovibronique fondamental.
Cette relaxation favorable peut s’expliquer par la position des distances d’équilibre de
l’état électronique fondamental et des états électroniques excités.
— Niveaux intermédiaires (v′ = 44 de (4) |Ω| = 12 et v′ = 59 de (2) |Ω| = 32) qui comme
vu plus haut ont les taux de PA les plus importants : ces niveaux donnent des larges
distributions (voir lignes noires dans les encadrés (a) et (b)), occupant un grand nombre
de niveaux de l’état fondamental.
— Niveaux proches de la limite de dissociation (v′ = 129 de (4) |Ω| = 12 et v′ = 124 de (2)|Ω| = 32) : le niveau avec le taux maximal de PA (voir lignes noires dans les encadrés (a)
et (b)) donne des larges distributions, occupant un grand nombre de niveaux de l’état
fondamental. Enfin, quand la photoassociation est effectuée au voisinage de l’asymptote
(voir ligne verte dans l’encadré (a) et ligne bleue dans l’encadré (b)), différents niveaux
avec une énergie de liaison inférieure à 200 cm−1 sont peuplés. Les populations des
derniers niveaux du fondamental tendent vers 0 à cause de la valeur nulle du TDM à
longue distance.
En conclusion, si on considère uniquement les niveaux vibrationnels appartenant aux états
électroniques tendant vers les limites de dissociation 87Rb(5s 2S1/2) + 84Sr(5s5p 3P0,1,2), la
meilleure stratégie semble en photoassociant dans un des premiers niveaux vibrationnels des
états électroniques (4) |Ω| = 12 et (5) |Ω| = 12 .
4.4.3 Limite de dissociation 87Rb(5p 2P1/2,3/2)+ 84Sr(5s2 1S0)
La méthodologie des calculs est expliquée dans la table 4.4. La fraction de molécules créées
est montrée sur la figure 4.8). Nous remarquons qu’en augmentant la fréquence du laser de
PA, nous avons d’abord une diminution de la fraction de molécules formées, ensuite elle a
tendance à réaugmenter, et enfin elle rechute brutalement lorsque l’on s’approche de la limite de
dissociation. A l’approche des limites de dissociation où les taux de PA sont les plus importants,
la fraction de molécules formées avoisine 30-40 %. La fraction de plus de 60 % restante donne
des atomes séparés qui peuvent s’enfuir du piège optique.
L’étude de la distribution vibrationnelle après émission spontanée est plus avantageuse pour
les niveaux vibrationnels photoassociés proches de l’une des deux limites de dissociation. En
effet, ceux-ci se relaxent quasi-exclusivement vers un seul niveau vibrationnel du fondamental.
Ceci reflète une matrice de Franck-Condon quasi-diagonale. Ce comportement est illustré pour
peupler les 5 derniers niveaux du fondamental sur la figure 4.9. 14 Par exemple, pour le dernier
14. Il est important de noter que la représentation des distributions vibrationnelles est différente de celle de
la figure 4.7. Dans le premier cas, chaque courbe correspond à un niveau vibrationnel photoassocié et chaque
point à un niveau vibrationnel de l’état électronique, alors que dans ce cas-ci, c’est l’inverse.
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Figure 4.6 – Fraction de molécules ultra-froides formées après relaxation d’un niveau vibra-
tionnel photoassocié en fonction de la longueur d’onde du laser de photoassociation. Les niveaux
vibrationnels appartiennent à des états électroniques qui tendent vers les limites de dissocia-
tion 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) en fonction du nombre d’onde du laser PA. Chaque courbe
représente un état électronique excité différent et chaque point de ces courbes représente un ni-
veau vibrationnel différent appartenant à l’état électronique correspondant. Les différents seuils
de dissociation sont indiqués par des lignes verticales pointillées. La correspondance entre les
courbes et les états électroniques est la suivante : (a) (7) |Ω| = 12 en noir avec des cercles pleins,
et (8) |Ω| = 12 en rouge avec des cercles vides. (b) (5) |Ω| = 12 en noir avec des cercles pleins,
et (6) |Ω| = 12 en rouge avec des cercles vides. (c) (4) |Ω| = 12 en noir avec des cercles pleins.
(d) (2) |Ω| = 32 en noir avec des cercles pleins, (3) |Ω| = 32 en rouge avec des cercles vides, (4)|Ω| = 32 en bleu avec des carrés pleins.
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Figure 4.7 – Distribution des populations vibrationnelles (en pourcentage) des molécules ultra-
froides de 87Rb84Sr créées après l’émission spontanée en partant de differents niveaux photoas-
sociés des états (4) |Ω| = 12 , (5)|Ω| = 12 and (2) |Ω| = 32 states. (a) les niveaux v′ = 44 (ligne
noire avec des cercles peins), v′ = 10 (ligne rouge avec des cercles vides), et v′ = 129 (ligne verte
pointillée avec des cercles vides) de l’état (4)|Ω| = 12 et le niveau v′ = 5 ( ligne bleue pointillée
avec des cercles pleins) de l’état (5)|Ω| = 12 . (b) les niveaux v′ = 59 (ligne noire avec des cercles
pleins), v′ = 10 (ligne rouge avec des cercles vides) and v′ = 124 (ligne bleue pointillée avec des
cercles pleins) de l’état (2) |Ω| = 32 .
Méthodologie de l’étude de la formation de molécules ultra-froides pour
la limite de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0)
1. Calcul MFGH sur l’état électronique fondamental (X) 2Σ+ dans le cas de
Hund (a) permettant d’obtenir les niveaux rovibrationnels φv′′,Jgg (R).
2. Calcul MFGH sur les états électroniques excités (m) 2Σ+ et (m) 2Π cou-
plés par l’interaction spin-orbite (voir équation (2.32) pour |Ω = 1/2|) dans
le cas de Hund (a), permettant d’obtenir les composantes φv
′,Jexc,|Ωexc|
2Σ (R)
et φv
′,Jexc,|Ωexc|
2Π (R) pour tous les niveaux rovibrationnels de ces états électro-
niques excités.
3. Calcul des facteurs de Franck-Condon.
4. Calcul de la fraction de molécules créées pv
′,Jexc
mol en sommant les facteurs
de Franck-Condon sur tous les niveaux rovibrationnels de l’état électronique
fondamental.
5. Calcul des éléments de matrice du moment dipolaire µ2v′,Jexc−>v′′,Jg .
6. Calcul des populations niveaux rovibrationnels popv′,Jexc−>v′′,Jg .
Table 4.4 – Méthodologie de l’étude de la formation de molécules ultra-froides pour la limite
de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0).
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Figure 4.8 – Fraction de molécules formées après relaxation d’un niveau vibrationnel pho-
toassocié en fonction du nombre d’onde du laser de photoassociation. Les niveaux vibrationnels
appartiennent à des états électroniques (a) (2) |Ω| = 12 (ligne noire avec des cercles pleins),
(3)|Ω| = 12 (ligne rouge avec des cercles vides) et (b) (1)|Ω| = 32 . Ces états électroniques tendent
vers les limites de dissociation Rb(5p 2P1/2,3/2)+Sr(5s2 1S0). Les différents seuils de dissociation
sont indiqués par des lignes verticales pointillées.
niveau vibrationnel du fondamental (v”=65), il est peuplé à 97.75 %, 99.98 % et 99.94 % en
partant du dernier niveau de l’état (2) |Ω| = 12 ,(3) |Ω| = 12 et (1) |Ω| = 32 , respectivement. La
pureté de la relaxation diminue lorsque le désaccord par rapport à la transition atomique 15
augmente. Ainsi, seules des molécules faiblement liées peuvent être efficacement formées mais
avec une grande pureté. Ceci est en accord avec les calculs de la référence [47] qui se basait
seulement sur les facteurs de Franck-Condon 16, et qui trouvait une matrice de Franck-Condon
quasi-diagonale.
Cette étude de la relaxation par émission spontanée renforce donc encore plus la stratégie
d’utiliser un des états vibrationnels proche d’une des limites de dissociation 87Rb(5p 2P1/2,3/2)
+ 84Sr(5s2 1S0).
15. ∆at = ωat − ωPA où ωat est la fréquence de la transition entre les états atomiques.
16. L’utilisation de ceux-ci est en effet bonne pour une transition atomique permise comme nous l’avons déjà
illustré précédemment.
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Figure 4.9 – Distributions des populations vibrationnelles (en pourcentage) des cinq derniers
niveaux (noté v′′ = −1,−2,−3,−4,−5) de l’état fondamental électronique de 87Rb84Sr, générée
après émission spontanée des niveaux photoassociés appartenant aux états électroniques (a) (2)
|Ω| = 12 , (b) (3) |Ω| = 12 , et (c) (1) |Ω| = 32 .
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4.5 Conclusion
Dans ce chapitre, nous avons donné en détail la théorie de la photoassociation. L’équation
(4.35) nous a permis de calculer des taux de photoassociation à faible intensité pour 87Rb84Sr.
Ceci nous a permis d’identifier certaines stratégies pour la formation de molécules ultra-froides
de 87Rb84Sr à l’aide de la photoassociation. La stratégie la plus prometteuse est d’utiliser un la-
ser légèrement décalé vers le rouge par rapport à la transition d’excitation 5s2S1/2 →5p2P1/2,3/2
du rubidium. Dans cette région spectrale, nous avons calculé des taux de photoassociation
importants de l’ordre de 10−12 − 10−11 cm3s−1. En plus, nous avons remarqué que la relaxa-
tion par émission spontanée avait certains avantages. Malgré le fait qu’elle engendre 60 % de
perte d’atomes du piège, l’émission spontanée forme des molécules peuplant uniquement un
seul niveau vibrationnel de l’état électronique fondamental. Les molécules formées sont donc
également vibrationnellement froides en plus de l’être translationnellement. Un dernier avan-
tage de cette stratégie est l’accessibilité de la source laser. En effet, le laser à utiliser serait
simplement le même que celui pour la photoassociation de Rb2.
Une autre stratégie serait de photoassocier les molécules dans les premiers états vibrationnels
des états électroniques excités (4) |Ω| = 12 ou (5) |Ω| = 12 . Les taux de PA sont alors plus faibles
de l’ordre de 10−16 − 10−15 cm3s−1. Par contre, l’émission spontanée engendre peu de pertes
d’atomes du piège. De plus, la plus grande partie des molécules formées occupent le niveau
vibrationnel fondamental (v”=0). Dans ce cas, la fréquence du laser à utiliser serait de l’ordre
de 11000 cm3s−1.
Nous avons également montré qu’utiliser un laser légèrement décalé vers le rouge par rap-
port à la transition d’excitation 5s2 1S0 → 5s5p 3P0,1,2 du strontium donnait des taux de PA
très faibles à cause de la valeur asymptotique nulle du moment dipolaire de transition. Cette
stratégie semble une impasse.
Enfin, de manière générale, dans ce chapitre, nous avons vu les faiblesses de la photoas-
sociation. Ceci permet d’ouvrir des perspectives pour les prochains chapitres. Comme illustré
plusieurs fois dans ce chapitre, un problème majeur de la formation de molécule à l’aide de
la photoassociation est l’étape d’émission spontanée qui suit. Elle transforme l’ensemble en
un processus incohérent avec un contrôle limité sur la formation de molécules et sur la lon-
gueur de diffusion. On obtient ainsi des pertes d’atomes importantes et des molécules formées
vibrationnellement chaudes.
Dans la suite de la thèse, nous allons considérer des méthodes plus efficaces que la photoas-
sociation et qui n’ont pas ce problème de l’émission spontanée. Comme discuté dans le chapitre
3, le problème de l’émission spontanée est qu’il induit un caractère incohérent au transfert.
Une piste de solution est de plutôt utiliser des méthodes cohérentes présentées dans ce chapitre
3. Dans le chapitre suivant, la création de molécules ultra-froides est étudiée en utilisant un
STIRAP.
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Chapitre 5
Formation de molécules ultra-froides à
l’aide d’un STIRAP dans un piège
harmonique confinant
Dans le chapitre précédent, nous avons montré que la limitation principale de la photoas-
sociation était son caractère incohérent à cause de l’émission spontanée. L’élaboration de mé-
thodes cohérentes à l’aide de lasers est donc une piste à suivre pour améliorer la méthode.
Comme évoqué dans le chapitre 3, l’une des méthodes cohérentes les plus efficaces est le STI-
RAP, et dans ce chapitre, nous étudions l’utilisation de celui-ci pour former des molécules
ultra-froides. Dans la première section, nous montrons les difficultés d’implanter un STIRAP
lorsque l’état initial est un état du continuum. Dans la deuxième section, nous montrons com-
ment la présence d’un piège confinant peut être une solution. Dans la troisième partie, nous
dérivons l’hamiltonien d’une paire atomique dans un piège harmonique et dans la quatrième
section, nous illustrons les différences entre les états propres d’une paire libre et ceux d’une
paire piégée. Dans la cinquième section, nous prédisons une série de schémas STIRAP possibles
pour former des molécules de 87Rb84Sr, et nous simulons ceux-ci dans la sixième section. Cette
formation de molécules peuple un niveau vibrationnel excité de la molécule. Un second STIRAP
pour transférer vers le niveau fondamental absolu (électronique, vibrationnel et rotationnel) est
considéré dans la section 7. Enfin, dans la section 8, nous verrons comment fusionner les 2
STIRAP en un A-STIRAP ou en un S-STIRAP.
5.1 Un STIRAP à partir d’un continuum?
Au chapitre 3, nous avons vu les principes et l’efficacité du STIRAP. Lors de la formation
d’un lien chimique, initialement, le système occupe les états d’un continuum. Plus particulière-
ment, l’état initial n’est pas un état pur mais est un mélange incohérent d’états du continuum
de dissociation. Une première difficulté pour le transfert cohérent est que celui-ci ne change
pas l’entropie d’un système. Shapiro et al. ont contourné ce problème en représentant les deux
atomes en collision par un paquet d’ondes gaussien. Néanmoins, dans ce cas, l’état initial est
écrit sous la forme d’une seule fonction d’onde, ne décrivant pas le mélange statistique d’états
et l’entropie. Par contre, ce paquet d’ondes gaussien prend bien en compte la distribution en
énergie. En partant de cet état initial, Shapiro et al. montre qu’il est possible de faire un pas-
sage adiabatique vers un état lié moléculaire [159–164]. Malgré les faiblesses de la description de
l’état initial par une fonction d’onde, ce résultat est assez remarquable car un passage adiaba-
tique en partant d’un continuum est a priori contre-intuitif. En effet, la présence du continuum
s’oppose à la condition d’adiabaticité habituelle que la variation des angles de mélange soit
inférieure à la différence d’énergie entre les états propres. La méthode résultante est parfois ap-
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pelée photoassociation par passage adiabatique (Adiabatic Passage Photoassociation), plutôt
que STIRAP.
Une deuxième difficulté est la nécessité de respecter la condition d’adiabaticité (3.53). Le
recouvrement entre les fonctions d’onde d’un état du continuum et d’un niveau vibrationnel
de l’état électronique excité étant faible, les intensités laser pour la transition de pompe sont
de l’ordre de 105 W/cm2 [162], bien plus importante que pour des STIRAP entre niveaux
rovibrationnel d’une molécule. Pour les durées des impulsions dans ces travaux (de l’ordre de
ns-µs), ces intensités ne sont pas possibles expérimentalement. Ce point peut être amélioré en
se plaçant au voisinage d’une résonance de Feshbach, où l’amplitude de la fonction d’onde croit
fortement à courte distance, ce qui augmente le recouvrement avec le niveau vibrationnel de
l’état électronique excité.
Enfin, une dernière difficulté est que les impulsions ne vont agir que sur les paires d’atomes
qui sont en collision. Dans une vision semi-classique, la transition de pompe se fait lorsque les
2 atomes en collisions sont à une distance RC telle que la fréquence du laser est résonante avec
l’écart des énergies potentielles de l’état électronique initial et de l’état électronique excité.
Pour transférer l’ensemble du gaz atomique en un gaz moléculaire, il faut appliquer un grand
nombre de séquences d’impulsions. Malheureusement, une séquence d’impulsions peut dissocier
les molécules formées lors des séquences précédentes. Entre chaque séquence d’impulsions, il
faut ainsi une étape afin de protéger les molécules formées. Ce qui est loin d’être évident.
Une stratégie pour résoudre ces problèmes est de partir d’un gaz dégénéré [165–168], plutôt
que non-dégénéré. Dans ce cas, le système peut être décrit par une fonction d’onde macrosco-
pique et le raisonnement du passage adiabatique de Shapiro et al. est valide. De plus, comme
c’est sur la fonction d’onde macroscopique qu’agit la séquence d’impulsions, celle-ci va induire le
transfert de l’ensemble du gaz thermique. Plus besoin d’utiliser un grand nombre de séquences
d’impulsions. L’autre avantage des gaz dégénérés est l’augmentation de l’élément de matrice.
C’est ce qu’on appelle l’augmentation de Bose [166]. Dans ce cas, l’élément de matrice du TDM
est proportionnel à la racine de la densité du gaz. Cette formation de gaz dégénéré moléculaire
à l’aide d’une séquence STIRAP a été effectuée pour Sr2 [165].
Une autre stratégie est de discretiser le continuum de dissociation à l’aide d’un piège confi-
nant et de retrouver le schéma à trois états du STIRAP. Nous voyons cela dans la section
suivante.
5.2 Avantages de confiner les atomes
Dans la sous-section précédente, nous avons vu les difficultés de faire un STIRAP en partant
d’un continuum. Une des stratégies pour résoudre celles-ci est de transformer le continuum en
une série d’états discrets par quantification du mouvement translationnel. Cette quantification
a pour origine le piégeage des atomes dans un réseau optique. Dans celui-ci, les atomes sont
localisés sur les sites du réseau optique. Le potentiel ressenti par les atomes au niveaux des
sites est de forme harmonique, caractérisé par une certaine fréquence ωtrap. Lorsque la barrière
entre deux sites n’est pas trop importante, les atomes peuvent en plus passer d’un site à l’autre
par effet tunnel. Deux paramètres sont importants : l’interaction U entre deux atomes sur un
site, et l’élément de matrice Jt de l’effet tunnel entre deux sites.
En fonction du rapport U/Jt qui peut être contrôlé à partir de l’intensité des lasers créant
le réseau optique, les atomes peuvent être dans deux phases : la phase superfluide ou l’isolant
de Mott [169]. Lorsque ce rapport U/Jt est faible, on est dans le régime superfluide. Le nombre
d’atomes par site est alors important et l’effet tunnel entre sites est assez important. De plus,
la fréquence du mouvement des atomes dans chaque site est faible, et un grand nombre d’états
du piège est peuplé. Si la densité d’états (nombre d’états du piège par unité d’énergie) est
suffisamment grande, la situation est quasi-identique à celle d’un continuum. Lorsque l’intensité
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Figure 5.1 – Illustration du principe de la formation de molécules homonucléaires à l’aide d’un
STIRAP dans un piège confinant. Initialement, les atomes sont dans une phase superfluide. Une
augmentation de l’intensité du laser créant le réseau optique induit une transition vers un isolant
de Mott avec 2 atomes par site. Un STIRAP peut ensuite être appliqué afin d’associer chaque
paire d’atomes en molécule. Figure tirée d’une présentation de F. Schreck (communication
privée).
est augmentée, une transition entre la phase superfluide et la phase d’isolant de Mott apparaît.
Dans cette dernière phase, quelques atomes occupent chaque site. En jouant sur l’intensité,
il est possible de contrôler le nombre d’atomes par site. Le passage par effet tunnel est alors
quasi-inexistant. La situation est comparable à celle des électrons dans un isolant, d’où le nom
d’isolant de Mott. Pour la formation de molécules ultra-froides, il est intéressant d’avoir une
paire atomique à chaque site. Dans le cas d’une réaction homonucléaire, il faut former un
isolant de Mott avec deux atomes par site (voir fig. 5.1) alors que dans le cas d’une réaction
hétéronucléaire, il faut faire recouvrir deux isolants de Mott possédant chacun un atome par
site. Une séquence STIRAP est ensuite appliquée pour former des molécules. L’avantage de la
disposition présentée est que chaque séquence d’impulsions du STIRAP agit indépendamment
sur chaque paire. Il n’y a donc pas besoin de faire plusieurs séquences d’impulsions.
Un autre avantage d’augmenter la fréquence du piège optique est que la fréquence du mou-
vement des atomes augmente. Ainsi, l’écart d’énergie entre les états augmente et lorsque cet
écart devient plus important que l’énergie thermique, tous les atomes occupent alors l’état le
plus bas. Le schéma à trois états du STIRAP peut être ainsi retrouvé.
A l’aide d’une pince optique [170, 171], le principe peut être appliqué à une seule paire
atomique. Contrairement au réseau optique où des lasers de direction opposée sont appliqués,
une pince optique est formée par un rayon laser focalisé. L’interaction de la polarisabilité de
l’atome avec le champ électrique du laser focalisé crée un potentiel harmonique dans lequel
un seul atome peut être piégé. Pour la formation de molécules, 2 atomes sont piégés dans des
pinces optiques différentes et on recouvre les deux (voir fig. 5.2). Ceci permet de contrôler
une seule réaction. Une seule molécule est ainsi formée. Ça n’a donc pas d’intérêt si l’objectif
est la formation d’un grand ensemble de molécules. Par contre, ça pourrait en avoir pour des
applications d’information quantique [171].
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Figure 5.2 – Principe de la formation d’une molécule à l’aide de pinces optiques
[170,171]
5.3 Hamiltonien d’une paire atomique dans un piège
harmonique
Le but de cette section est de dériver l’Hamiltonien de la paire atomique piégée dans le même
site. Dans un premier temps, nous voyons comment écrire le potentiel ressenti par les deux
atomes dans le piège. Dans un deuxième temps, nous voyons la séparation entre le mouvement
du centre de masse et celui relatif et les approximations résultantes.
5.3.1 Potentiel harmonique ressenti par un atome piégé à un site
Le piégeage des atomes par le réseau optique se base sur l’interaction entre le dipôle induit
des atomes et le champ électrique des lasers de piégeage. Le potentiel d’un réseau optique 3D
ressenti par l’atome (1 ou2) s’écrit
Vlat,(1,2) =
α(1,2)
0c
(
I latx sin2
(
2pi
λlatx
X(1,2)
)
+ I laty sin2
(
2pi
λlaty
Y(1,2)
)
+ I latz sin2
(
2pi
λlatz
Z(1,2)
))
, (5.1)
où α1,2 est la polarisabilité dipolaire dynamique de l’atome 1 ou 2 à la fréquence du laser du
piège, λlati et I lati sont les longueurs d’onde et les intensités des lasers (créant le réseau optique)
dans la direction i (x, y ou z) et X, Y et Z les déplacements de l’atome par rapport au centre
du site.
Pour montrer l’approximation harmonique autour d’un site, nous allons le faire dans une
direction (x). La première étape est de prendre la série de Taylor du sin2 autour de la position
du site (que nous fixons à X = 0) :
sin2
(
2pi
λlatx
X(1,2)
)
≈
(
2pi
λlatx
X(1,2)
)2
. (5.2)
Ceci donne
Vlat,(1,2),x ≈ α(1,2)I
lat
x
0c
(
2pi
λlatx
)2
X2(1,2). (5.3)
Ceci est à rapprocher du potentiel harmonique de type 12M(1,2)ω
2
trap,(1,2),xX
2
1,2. La fréquence
d’oscillation de l’atome dans le piège prend ainsi comme expression
ωtrap,(1,2),x =
2pi
λlatx
√√√√2α(1,2)I latx
M(1,2)0c
. (5.4)
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Le même raisonnement peut être appliqué le long des directions y et z et le potentiel ressenti
par chacun des atomes situé dans un site d’un piège optique 3D peut être écrit comme la somme
de trois potentiels harmoniques
Vlat,(1,2) =
1
2M(1,2)ω
2
trap,(1,2),xX
2
(1,2) +
1
2M(1,2)ω
2
trap,(1,2),yY
2
(1,2) +
1
2M(1,2)ω
2
trap,(1,2),zZ
2
(1,2). (5.5)
Dans la suite, on va considérer que les intensités et les longueurs d’onde des lasers sont les
mêmes. On a alors un réseau 3D isotrope
Vlat,(1,2) =
1
2M(1,2)ω
2
trap,(1,2)
(
X2(1,2) + Y 2(1,2) + Z2(1,2)
)
, (5.6)
où
ωtrap,(1,2) =
2pi
λlat
√√√√2α(1,2)I lat
M(1,2)0c
. (5.7)
Comme les polarisabilités et les masses sont données par la molécule cible 1, le paramètre
principal pour ajuster la fréquence du piège est l’intensité des lasers du piège. Dans la suite,
lorsqu’on parlera d’augmentation de la fréquence du piège, cela impliquera l’augmentation de
cette intensité. Il est important de noter sa dépendance en
√
I.
5.3.2 Séparation du mouvement relatif et du centre de masse
Les termes liés aux réseau optique (5.6) sont ajoutés à l’hamiltonien total (2.2). Cet hamil-
tonien peut s’écrire en fonction de la position du centre de masse et de la position relative des
atomes de la façon suivante 2 :
Hˆtrap =− ~
2
2M∇
2
~RCM
+ 12Mω
2
CMR
2
CM −
~2
2µ∇
2
~R
+ 12µω
2
relR
2
+ Vanharm(~RCM, ~R) + µ∆ω ~RCM. ~R + Hˆrot + Hˆel + HˆSO
. (5.8)
Les deux premiers termes représentent le mouvement du centre de masse dans le piège, avec
une fréquence ωCM =
√
M1ω2trap,1+M2ω2trap,2
m1+m2 . Les termes suivants décrivent le mouvement relatif
de la paire atomique en présence d’un piège de fréquence ωrel =
√
M2ω2trap,1+M1ω2trap,2
M1+M2 .
Ces deux mouvements sont en principe couplés par des termes anharmoniques Vanharm et
par un terme dynamique proportionnel à ~RCM. ~R. Le terme anharmonique peut être négligé si
nous supposons que les atomes sont piégés dans les états du piège les plus bas en énergie, ce qui
est le cas pour les températures ultra-froides considérées. Le terme dynamique peut être négligé
si la différence de fréquences ressentie par chaque espèce ∆ω = |ωtrap,1 − ωtrap,2| est faible. Les
carrés de celles-ci sont proportionnels à leur polarisabilité et à l’inverse de leur masse (voir eq.
(5.7). La condition pour négliger le terme dynamique est donc
ω2trap,1
ω2trap,2
= α1M2
α2M1
≈ 1. (5.9)
Dans notre cas, nous avons pris pour les fréquences les valeurs expérimentales utilisées dans le
groupe de F. Schreck : 2pi×65 kHz pour 84Sr et 2pi×110 kHz pour 87Rb. Saenz et al. [172–174] ont
étudié l’impact du terme dynamique. Ceux-ci montrent une faible influence du terme dynamique
1. Le changement d’isotope peut faire légèrement varier la fréquence du piège. Néanmoins, la possibilité de
contrôle sur la fréquence du piège est limitée.
2. Pour rappel, ~RCM = M1
~R1+M2 ~R2
M1+M2 , M =
M1+M2
2 et µ =
M1M2
M1+M2 .
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lorsque le rapport a
aω
est faible, où aω = 1√µωrel est la longueur caractéristique du mouvement
relatif dans le piège. Dans le cas que nous considérons, aω = 969 a.u. est beaucoup plus grande
que la longueur de diffusion (90.9 a0). Les effets du terme dynamique doivent donc être mineurs
et dans la suite, nous le négligeons. La séparation du mouvement du centre de masse et du
mouvement relatif peut alors être faite. Une autre conséquence de la faible valeur du rapport
de a
aω
est que le piège confinant n’induit pas une modification importante des états électroniques
fondamental et excités, au moins dans le domaine des courtes distances R.
5.4 États propres de deux atomes ultra-froids dans un
piège harmonique isotrope 3D
Il faut donc résoudre le problème du mouvement relatif dans un piège harmonique avec
l’hamiltonien
Hˆreltrap = −
~2
2µ∇
2
~R
+ 12µω
2
relR
2 + Hˆrot + Hˆel + HˆSO. (5.10)
Les problèmes électroniques et du couplage spin-orbite sont inchangés et sont résolus comme
dans la section 2. Il reste le problème du mouvement nucléaire à résoudre. Pour cela, la méthode
MFGH est utilisée comme dans les chapitres précédents. La principale différence à la situation
en l’absence d’un piège harmonique est que les états au-dessus de la limite de dissociation sont
désormais normalisés à 1, et non plus en énergie comme pour les états de collision. Après les
calculs MFGH, il n’est ainsi plus nécessaire de renormaliser à l’aide de la densité d’états. La
discrétisation de ces états dans la méthode MFGH qui était artificielle dans les cas précédents
est maintenant réelle et représente l’action du piège harmonique. Le modèle de l’oscillateur
harmonique isotrope 3D ”pur” permet de bien illustrer cette quantification. L’interaction entre
les atomes est alors négligée,[
− ~
2
2µ∇
2
~R
+ 12µω
2
relR
2
]
χ(~R) = Eχ(~R). (5.11)
Une méthode de résolution consiste à décomposer le problème de l’oscillateur 3D en le problème
de trois oscillateurs harmoniques 1D dans chaque direction x, y et z. Une autre façon est
de le considérer comme un problème à symétrie centrale en coordonnées sphériques (R,θ,φ).
L’isotropie du potentiel permet d’écrire la fonction d’onde comme le produit d’une fonction
radiale et une fonction angulaire
χ(R, θ, φ) = u(R)Y`m`(θ, φ). (5.12)
L’équation (5.11) devient[
− ~
2
2µ
d2
dR2
+ 2
R
d
dR
+ `(`+ 1)2µR2 +
1
2µω
2
relR
2
]
u(R) = Eu(R). (5.13)
Nous ne donnons pas la résolution dans cette thèse. Pour les lecteurs intéressés, nous ren-
voyons vers le livre de Cohen-Tanoudji [111]. Au final, les fonctions d’onde χ(~R) de l’oscillateur
harmonique isotropique 3D prennent la forme
χoscN,`,m`(R, θ, φ) =
√√√√√µ3ω3rel
4pi
2N+2`+3N !µ`ω`rel
2`(2N + 2`+ 1)!!R
`e−
µωrel
2 R
2
L
`+1/2
1/2(N)(µωrelR2)Y`,m(θ, φ), (5.14)
où les L`+1/2N/2 (µωrelR2) sont les polynômes de Laguerre, et N le nombre quantique lié au mou-
vement radial dans le piège qui permet d’identifier les états de même valeur de `. Les valeurs
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Figure 5.3 – Variation des énergies des états ` = 0 de deux atomes dans un piège harmonique
en fonction de la longueur de diffusion. L’énergie est en unité ωrel et la longueur de diffusion
est en unité
√
1
µωrel
[175].
propres pour l’énergie sont
EN = ~ωrel
(
2N + `+ 32
)
= ~ωrel
(
N + 32
)
, (5.15)
où N = 2N + ` est le nombre quantique qui caractérise les énergies des états motionnels du
piège. Dans la suite, nous utiliserons N pour noter les états du piège et v pour les niveaux liés
moléculaires. L’inclusion du piège harmonique induit donc bien une quantification des niveaux
d’énergie. De manière logique pour un potentiel harmonique, ceux-ci sont espacés par ~ωrel.
Pour une valeur fixe de l’onde partielle `, l’écart d’énergie entre les états est de 2~ωrel. L’état
de plus basse énergie du piège est celui que les atomes peuplent à basse température. L’énergie
de l’état de plus basse énergie 3 est 32~ωrel. Cet état est non dégénéré et est d’onde s (` = 0). De
manière générale, pour une énergie donnée et donc une valeur de N donnée, une dégénérescence
est donnée par
g(N ) = 12(N + 1)(N + 2). (5.16)
Les calculs MFGH effectués en présence du potentiel Vg(R) montrent un bon accord avec le
modèle du potentiel harmonique isotrope 3D. En particulier, l’écart ~ωrel entre les niveaux est
toujours observé. Par contre, la présence du potentiel d’interaction entre les atomes engendre un
déplacement en énergie. Pour une interaction répulsive (a > 0), les niveaux d’énergie subissent
un déplacement d’énergie positif qui tend vers ∆E = ~ωrel (voir la figure 5.3). Inversement, pour
une interaction attractive (a < 0), les niveaux d’énergie subissent un déplacement d’énergie
négatif qui tend vers ∆E = −~ωrel. Dans le cas du niveau d’énergie le plus bas du piège,
diminuer le rapport a
aω
peut induire qu’il passe en dessous de la limite de dissociation et devienne
un état moléculaire (c’est d’ailleurs une façon de voir la magnétoassociation) 4.. Cette influence
des interactions a été étudiée et montrée par Busch et coll. [175]. Dans leur papier, ils ont
modélisé l’interaction entre les deux atomes par un pseudopotentiel caractérisé uniquement par
la longueur de diffusion.
3. Le facteur 32 plutôt que
1
2 vient du fait qu’on considère un oscillateur harmonique 3D isotrope.
4. Ce résultat est valable si le potentiel V (R) est décrit par un potentiel de contact, qui ne possède qu’un
seul état lié pour a > 0. Pour un potentiel réel V (R), lorsque l’intensité des lasers croit, les états les moins
excités peuvent successivement devenir des états moléculaires.
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Figure 5.4 – Augmentation de la densité de probabilité à courte distance du premier état du
piège N = 0 lorsque la fréquence du piège est augmentée.
Au niveau des fonctions d’onde, augmenter la fréquence du piège induit une compression (aω
décroit). La densité de probabilité à courte distance est ainsi augmentée (voir figure 5.4). Or, le
processus d’association induit par la lumière dépend fortement du recouvrement avec le niveau
vibrationnel d’un état électronique excité. Comme ce dernier est localisé à courte distance, le
processus est facilité.
Nous avons auparavant affirmé qu’aux températures ultra-froides, les atomes occuperaient
le niveau du piège d’énergie la plus faible. Certaines conditions sur la température peuvent
être dérivées pour que cela soit bien le cas. Nous le faisons en prenant les états de l’oscillateur
harmonique isotrope 3D. Le déplacement engendré par l’interaction entre atomes n’a en effet pas
d’incidence sur les occupations des états. L’occupation des états du piège suit une distribution
boltzmanienne
PN =
g(N)e−βEN
Z
, (5.17)
où Z est la fonction de partition Z = ∑N g(N)e−βEN . Il faut que la population dans le premier
état (N = 0) soit plus importante que dans les autres,
P0
PN
= e
Nβ~ωrel
1
2(N + 1)(N + 2)
>> 1. (5.18)
Comme l’exponentielle prend le dessus sur le polynôme, on peut uniquement considérer P0
P1
,
P0
P1
= 13e
β~ωrel >> 1. (5.19)
On obtient ainsi comme condition sur la température
~ωrel
kBln(3)
>> T. (5.20)
Avec la fréquence de piège de ωrel = 2pi × 100 kHz utilisée dans ce travail, la température doit
être inférieure à 27 µK. Dans la suite, nous considérons donc que nous avons une tempéra-
ture inférieure à celle-ci. Dans le cas des expériences effectuées à Amsterdam. Ils partent d’un
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MOT à la température T = 1− 2µK. Un refroidissement évaporatif est ensuite appliqué pour
obtenir un condensat de Bose-Einstein. L’isolant de Mott est enfin crée à partir du condensat
en augmentant adiabatiquement la fréquence de piégeage. Après cette étape, tous les atomes
occupent le niveau du piège de plus basse énergie.
5.5 Prédiction d’un schéma STIRAP pour la formation
de molécules froides
Après avoir bien caractérisé le système sur lequel on va appliquer le transfert par STIRAP,
on peut ensuite passer à l’étude de celui-ci. La première chose lors de la modélisation d’un
schéma STIRAP est de déterminer les trois états : l’état initial, l’état intermédiaire et l’état
final. Dans la section précédente, il a été illustré qu’en dessous d’une certaine température,
il est possible d’avoir l’ensemble des paires d’atomes dans le premier état du piège N = 0
` = 0. Celui-ci est donc l’état initial du STIRAP, |i〉 ≡ φN=0,`=0g (R) |(X)2Σ+〉. L’état final
|f〉 dépend de l’état cible. L’objectif final est de peupler le niveau fondamental rovibronique
(v′′ = 0, Jg = 1/2), et dans un premier temps, ce dernier est donc pris pour l’état final,
|f〉 ≡ φv′′=0,Jg=1/2g (R) |(X)2Σ+〉. Il reste la détermination de l’état intermédiaire |e1〉. Celui-
ci est un niveau vibrationnel d’un état électronique excité, |e1〉 ≡ φv′,Jexc|Ωexc| (R) ||Ωexc|〉. Pour
déterminer quel état vibrationnel, il est d’abord nécessaire de définir les critères pour ce choix.
Dans les expériences, il est généralement requis d’avoir des transitions de pompe et de descente
avec des fréquences de Rabi de même ordre de grandeur et d’utiliser des intensités raisonnables.
Pour identifier les états intermédiaires les plus prometteurs, nous avons décidé de traiter les
deux transitions sur un pied d’égalité et de considérer que les contraintes sur les intensités des
deux lasers sont les mêmes. Ainsi, nos critères vont reposer sur le carré des éléments de matrice
du moment dipolaire de transition (TDME) : nous considérons les transitions de pompe et de
descente qui ont des TDME (|µie|2 = | 〈i| ~µ.ˆ0| |e1〉 |2 et |µef |2 = | 〈e1| ~µ.ˆ0| |f〉 |2) de même ordre
de grandeur, et avec une valeur suffisamment importante, typiquement plus grande que 10−6
u.a., afin de limiter l’intensité nécessaire pour le passage adiabatique. Cette valeur de 10−6 u.a.
a été fixée par convention à partir du critère d’adiabaticité. Pour remplir celui-ci, des TDME
inférieurs à 10−6 u.a. impliquent d’utiliser des intensités supérieures à 1000 W/cm2 pour des
impulsions de durée standard (de l’ordre de la dizaine de µs), ou alors d’utiliser des impulsions
d’une durée supérieure à la milliseconde. Les éléments de matrices |µie|2 sont calculés à partir
des résultats de la section 4.3.2. Les éléments de matrice |µef |2 sont eux calculés à l’aide de
l’équation (4.60). Cette différence vient du fait que l’état initial |i〉 ≡ φN=0,`=0g (R) |(X)2Σ+〉 est
calculé dans le cas de Hund (e) alors que l’etat final |i〉 ≡ φv′′=0,Jg=1/2g (R) |(X)2Σ+〉 est calculé
dans le cas de Hund (a).
Pour le transfert vers le fondamental vibrationnel |f〉 via un état intermédiaire |e1〉 qui est
un niveau vibrationnel appartenant aux états excités électroniques tendant vers les limites de
dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) (Fig. 5.5 (a)), les courbes des carrés des TDMEs
pour les transitions de pompe et de descente se croisent deux fois. Ces croisement concernent des
énergies de transitions (de pompe et de descente) respectivement de 12000 cm−1 et 14500 cm−1.
Les valeurs des carrés des TDME à ces croisements sont malheureusement très faibles (10−9 −
10−10 a.u.). Une conclusion similaire tient pour le transfert avec un état intermédiaire |e1〉 qui
est un niveau vibrationnel appartenant aux états excités électroniques tendant vers les limites
de dissociation 87Rb(5p 2P1/2,3/2)+84Sr(5s2 1S0), où les deux courbes se croisent une fois autour
de 8500 cm−1 (Fig. 5.5 (c)) avec une faible valeur (10−9 a.u.). Ces faibles valeurs aux croisements
viennent de la transition de pompe. Il est assez logique que le recouvrement entre la fonction
d’onde d’un état du piège et celle d’un état vibrationnel soit assez faible. A la fréquence de
piège ωrel = 2pi×100kHz, le confinement n’est pas assez important pour augmenter de manière
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Méthodologie des calculs pour la prédiction des schémas STIRAP
1. Calcul MFGH sur l’état électronique fondamental (X) 2Σ+ en présence du
potentiel harmonique confinant du piège dans le cas de Hund (e) pour les
états du piège en onde s, φN,`=0g et dans le cas de Hund (a) pour les états
rovibrationnels φv′′,Jg=1/2g ;
2. Calcul MFGH sur les états électroniques excités couplés par l’interaction spin-
orbite en présence du potentiel harmonique confinant du piège dans le cas de
Hund (a) ;
3. Calcul du carré des éléments de matrice entre l’état initial et les niveaux
rovibrationnels des états excités |µie|2 ;
4. Calcul du carré des éléments de matrice entre l’état final et les niveaux rovi-
brationnels des états excités |µef |2 ;
5. Détermination de l’état intermédiaire à partir des critères : |µie|2 ≈ |µef |2 >
10−6 u.a. .
Table 5.1 – Méthodologie des calculs pour la prédiction des schémas STIRAP.
significative ce recouvrement.
Néanmoins, en étant un peu moins ambitieux, il est possible de transférer la population vers
un niveau vibrationnel faiblement lié du fondamental. Les encadrés (b) et (d) de la figure Fig. 5.5
illustrent la situation où l’état final |f〉 du STIRAP est le niveau v′′ = −3 de l’état électronique
fondamental, |f〉 ≡ φvf=−3,Jg=1/2g (R) |(X)2Σ+〉. Les résultats sont différents en fonction de la
limite de dissociation : en passant par la limite de dissociation de l’excitation de l’atome de
strontium 5s2 1S0 → 5s5p 3P0,1,2 (encadré (b)), la formation de molécule par un STIRAP
semble toujours compliquée à réaliser à cause de la transition de pompe, alors que via la limite de
dissociation de l’excitation de l’atome du rubidium (encadré (d)), l’augmentation importante de
la transition de pompe près des limites de dissociation permet d’avoir des croisements avec des
valeurs intéressantes du carré des TDME (10−5 u.a.). De cette façon, nous avons pu trouver des
schémas STIRAP pour peupler les 5 derniers niveaux vibrationnels avec des états intermédiaires
proches des limites de dissociation 2P1/2 ou 2P3/2 (voir Table 5.2). On peut observer que la
faisabilité d’un STIRAP devient plus compliquée (avec des valeurs plus faibles des carrés des
TDME aux croisements) lorsqu’on a un état final plus profond. Ceci peut s’expliquer par le fait
que les fonctions d’onde vibrationnelles de l’état final sont de moins en moins localisées à longue
distance et se recouvrent de moins en moins bien avec l’état intermédiaire. Nous remarquons
que les énergies des transitions de pompe et de descente sont proches, moins d’1cm−1. L’origine
de ceci vient de la faible énergie de liaison des niveaux finaux (vf = −1,−2,−3,−4 et -5).
Cette faible différence entre les fréquences des deux lasers pourrait induire que les deux lasers
pourraient exciter les deux transitions et le sens contre-intuitif du STIRAP serait perdu. Une
autre difficulté dans les STIRAP prédits est que les niveaux intermédiaires étant proches de la
limite de dissociation 87Rb(5p 2P1/2)+84Sr(5s2 1S0), la transition atomique du rubidium d’une
largeur de 6 MHz (≈0.2 cm−1) peut perturber le processus. Idéalement, il faudrait utiliser un
niveau intermédiaire qui a une énergie de liaison bien supérieure à cette largeur de la transition
atomique. Parmi les schémas STIRAP que nous avons trouvés, seul celui formant des molécules
dans le niveau vf = −5 respecte cette condition. Malheureusement, c’est celui qui a les carrés
de TDME les plus faibles 5.
5. Heureusement, ceci sera compensé lors de la relaxation vibrationnelle. Comme nous le voyons dans la
section 5.7, le niveau vf = −5 est celui dont la relaxation vers vf = 0 est la plus simple.
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Table 5.2 – Caractéristiques des transitions optimales pour le schéma STIRAP dans un piège
via un niveau vibrationnel intermédiaire appartenant à un état électronique excité tendant vers
la limite de dissociation Rb(5p 2P1/2)+Sr(5s2 1S0). L’état initial est le premier niveau du piège
avec une énergie de 5 × 10−6 cm−1 (ou 150 kHz) au-dessus de la limite de dissociation du
fondamental Rb(5s 2S1/2)+Sr(5s2 1S0). Le niveau final est indiqué avec l’indice négatif vf en
partant de cette limite de dissociation Rb(5s 2S1/2)+Sr(5s2 1S0), avec une énergie de liaison Ef .
L’indice vibrationnel v1e et l’énergie de liaison Ee d’un certain nombre d’états intermédiaires
optimaux sont indiqués. Les fréquences ωP1 et ωD1 , et les carrés des éléments de matrice du
moment dipolaire de transition correspondant aux transitions de pompe et de descente, sont
aussi spécifiés. Les nombres entre parenthèses correspondent aux puissances de 10.
vf -1 -2 -3 -4 -5
Ef (cm−1) 1.3(-3) 2.58(-2) 1.147(-1) 3.112 (-1) 6.573 (-1)
v1e 161 201 199 198 197
3(12) 2(
1
2) 2(
1
2) 2(
1
2) 2(
1
2)
Ee (cm−1) 2.9 (-3) 2.0(-3) 7.16(-2) 1.755 (-1) 3.494 (-1)
ωP1 (cm−1) 12895.40 12657.80 12657.72 12657.62 12657.45
|µie|2 (a.u.) 3.4 (-2) 2.5(-4) 5.2 (-5) 1.6 (-6) 1.6 (-5)
ωD1 (cm−1) 12895.401 12657.82 12657.84 12657.94 12658.11
|µef |2 (a.u.) 6.8 (0) 4.2 (-4) 1.3 (-4) 3.8 (-6) 1.6 (-5)
Après ce STIRAP, les molécules formées sont faiblement liées. Ceci est analogue à ce qui
se passe pour la magnétoassociation. Il faut trouver des schémas permettant de transférer ces
molécules vers l’état vibrationnel fondamental absolu v′′ = 0. Il est possible de faire un second
STIRAP comme nous le verrons dans la section 5.7 de ce chapitre. Une alternative serait
d’utiliser des impulsions infrarouges comme nous le verrons dans le chapitre 7.
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Figure 5.5 – Carré des éléments de matrice du moment dipolaire de transition (TDME)
concernant les transitions de pompe et de descente d’un STIRAP qui vise à former des molé-
cules ultra-froides 87Rb84Sr en fonction de l’énergie de l’état intermédiaire choisi |e〉 (l’origine
d’énergie est fixée à la limite de dissociation de l’état électronique fondamental). Le niveau
initial est le premier état du piège. Les niveaux intermédiaires appartiennent aux états électro-
niques se dissociant vers les limites de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) (encadrés
(a) et (b)), et Rb(5p 2P1/2)+Sr(5s2 1S0)) (encadrés (c) et (d)). Le niveau final est v′′ = 0 pour
les encadrés (a) et (c), et v′′ = −3 pour les encadrés (b) et (d).
128
5.6 Simulation des schéma STIRAP pour la formation
de molécules
Après avoir identifié l’état intermédiaire le plus approprié, nous modélisons le transfert de
population par le STIRAP. Les simulations montrées correspondent à la formation de molécules
dans le niveau v′′ = −5. Comme dit précédemment, celui-ci permet d’éviter d’être perturbé par
l’excitation du rubidium. Le champ utilisé pour le STIRAP est constitué de deux impulsions
gaussiennes,
E(t) = EP1 exp
(
−(t− t
P1
mil)2
2τ 2P1
)
cos(ωP1t) + ED1 exp
(
−(t− t
D1
mil)2
2τ 2D1
)
cos(ωD1t), (5.21)
où E(P,D)1 sont les amplitudes, t(P,D)1mil sont les temps centraux des impulsions, τ(P,D)1 sont les
largeurs temporelles des impulsions et ω(P,D)1 sont les fréquences des impulsions (données dans
le tableau 5.2). Pour avoir le sens contre-intuitif du STIRAP, il faut bien entendu que tP1mil > tD1mil.
Les paramètres utilisés dans les simulations sont EP1 = ED1 = 5.0× 10−8 u.a. (correspondant à
une intensité de 475 W/cm2), tP1mil = 12.5µs, tD1mil = 7.5µs, et τP1 = τD1 = 2.8µs. La durée de
l’impulsion Tpulse est de 20 µs. Le champ correspondant est représenté dans la figure 5.6 (b).
Dans ces simulations, la fonction d’onde totale se décompose sur un ensemble d’états,
Ψ(t) =
∑
k
C˜k(t)e−
i
~Ekt |k〉 , (5.22)
ce qui donne un système d’équations couplées
i~
dC˜k
dt
= −∑
j
〈k|µ.ˆp |j〉 E(t)e i~ (Ek−Ej)tC˜j(t). (5.23)
Ce système d’équations est propagé à l’aide de l’algorithme de Runge-Kutta d’ordre 4. Le pas
en temps est de 24 fs (1000 u.a.).
Nous considérons d’abord une base de trois états : l’état initial |i〉, l’état intermédiaire |e1〉 et
l’état final |f〉. La dynamique des populations est montrée sur la figure 5.6 (a). Le premier point
d’analyse est que l’impulsion réussit bien à transférer entièrement la population initialement
dans l’état du piège de plus basse énergie vers l’état moléculaire. L’évolution monotone des
populations illustre l’adiabaticité du transfert. Un élément très important du STIRAP est la
population dans l’état intermédiaire qui doit être minimisée afin d’éviter l’émission spontanée.
La population maximale atteinte est de 0.4 % durant la simulation. Cette population dans l’état
Méthodologie des simulations du STIRAP et de ses extensions
1. Détermination des énergies Ek des états de la base à l’aide de calculs MFGH ;
2. Détermination des éléments de matrices du moment dipolaire 〈k|µ.ˆp |j〉 entre
les états de la base ;
3. Détermination de la forme du champ ;
4. Propagation du système d’équations (5.23) avec un algorithme Runge-Kutta
d’ordre 4 ;
5. Calcul des populations en prenant le module au carré des coefficients Pk =
|C˜k|2.
Table 5.3 – Méthodologie des simulations du STIRAP et de ses extensions.
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Figure 5.6 – Simulation de la création de molécules à l’aide d’un STIRAP. (a) Évolution des
populations. (b) Impulsions de pompe et de descente du STIRAP.
Amplitude (u.a.) Population maximale de l’état |v1e〉
1× 10−8 14%
2× 10−8 2.5%
3× 10−8 1.1%
4× 10−8 0.6 %
5× 10−8 0.4 %
6× 10−8 0.2 %
Table 5.4 – Évolution de la population maximale de l’état intermédiaire |v1e〉 en fonction des
amplitudes des impulsions de pompe et de descente (prises comme égales dans les simulations
EP1 = ED1).
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intermédiaire dépend évidemment de l’amplitude des impulsions. Ceci est illustré dans la table
5.4.
En augmentant les amplitudes, l’adiabaticité du processus est augmentée. Ainsi, l’occupation
du système dans l’état sombre est plus importante, impliquant une plus faible population dans
l’état intermédiaire.
Pour l’instant, nous avons considéré le système à trois états et négligé les effets des autres
états. Le laser de pompe pourrait pourtant coupler l’état intermédiaire avec les autres états du
piège N = 1, 2, 3, ... (en onde s). Ceci dépend bien sûr des désaccords ∆N et des fréquences de
Rabi ΩN pour les transitions entre les états N = 1, 2, 3, etc et l’état intermédiaire. Si le laser
est résonant avec la transition avec l’état N = 0, les désaccords de ces transitions alternatives
sont un multiple de 2ωrel, ∆N = 2Nωrel. Il est possible de de créer un système effectif de
trois états lorsque ∆N >> Ω2N (élimination adiabatique) [127]. Les autres états du piège,
éliminés adiabatiquement, sont inclus en induisant un décalage Stark de valeur Ω
2
N
4∆N sur l’état
intermédiaire, amenant à une diminution de l’efficacité du transfert et une valeur non-nulle du
désaccord à deux photons, essentielle pour le STIRAP. En plus, il faut tenir compte de la largeur
spectrale de l’impulsion laser de pompe qui peut être plus importante que ~ω. Nous avons fait
des simulations avec le même champ que précédemment mais en ajoutant progressivement des
états du piège dans la base.
La figure 5.7 montre la population obtenue dans l’état final en fonction du nombre d’états du
piège inclus dans le calcul. Nous remarquons une détérioration assez importante du transfert.
Ceci montre que dans le cas qui nous intéresse, l’inclusion des états du piège est nécessaire.
Le faible espacement des états du piège (~ωrel = 2pi × 100kHz) explique cet effet important
des autres états du piège. De plus, la fréquence de Rabi ΩN augmente avec N . Un parallèle
à la situation sans piège harmonique peut être fait. Dans celle-ci, le carré de la fréquence de
Rabi est proportionnel au vecteur d’onde k (lois de seuil de Wigner). Cette augmentation de
la fréquence de Rabi avec N implique que le nombre d’états du piège à inclure pour atteindre
la convergence est significatif. Au final, nous arrivons à une convergence à partir de N = 19.
De plus, la dynamique peuple désormais de manière importante l’état intermédiaire, passant
de 0.2 % à 7.9 %. Cette occupation de l’état intermédiaire peut induire des pertes par émission
spontanée (non incluse dans les simulations) et s’explique par la valeur non-nulle du désaccord à
deux photons δ. Nous avons aussi inclus dans la base le dernier état lié (v′′ = 66) de la molécule
de 87Rb84Sr ainsi que les états entourant l’état intermédiaire. Dans ce cas, nous avons remarqué
un effet négligeable sur le transfert par STIRAP. Ceci explique par le fait que le premier état
lié d’énergie de liaison de 27 MHz est plus éloigné en terme d’énergie. Même si le couplage avec
l’état intermédiaire est plus important, le désaccord important implique que ce dernier état
lié n’a pas d’influence sur l’efficacité du transfert. De même, l’écart entre l’état intermédiaire
v′ = 197 et le niveau v′ = 198 (de l’état électronique excité (2) |Ω|=1/2) est de 5 GHz (0.17
cm−1), n’impliquant pas un important déplacement Stark sur la transition de pompe.
Afin de résoudre ce problème de l’effet des autres états, il y a deux stratégies possibles : soit
augmenter la durée des impulsions lasers (diminuant la largeur spectrale de l’impulsion), soit
augmenter la fréquence du piège confinant ωrel. Nous avons étudié ces deux stratégies. Pour la
première, nous avons fait différentes simulations (avec la base étendue) pour différentes valeurs
de Tpulses : 20 (comme précédemment), 50, 100 et 200 µs. Les valeurs des largeurs temporelles
et des temps centraux sont fixées en gardant les mêmes ratio par rapport à Tpulses, c’est-à-dire
tP1mil = 0.625Tpulses, tD1mil = 0.375Tpulses et τP1 = τD1 = 0.14Tpulses. Les amplitudes utilisées sont
toujours égales à 3 × 10−8. Les populations finales obtenues dans les différentes simulations
sont montrées dans la Table 5.5. L’amélioration de la population finale est nette, ainsi que la
diminution du maximum de population dans l’état intermédiaire.
L’autre stratégie est donc de faire varier la fréquence du piège confinant. Nous l’avons changé
de 2pi×100 kHz à 2pi×400 kHz et nous avons effectué une simulation avec des impulsions de 20
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Figure 5.7 – Convergence de la population finale dans l’état final en fonction du nombre
d’états du piège inclus dans les simulations.
Durée Tpulse (µs) Population finale dans l’état |vf〉 Population maximale de l’état |e1〉
20 27.98 % 7.90 %
50 61.69% 7.12%
100 89.55 % 2.40 %
200 99 % 0.16 %
Table 5.5 – Influence de la durée des impulsions sur la population finale de |f〉 et la popu-
lation maximale de |e1〉. Les résultats viennent de simulations effectuées sur une base étendue
comprenant 20 états du piège.
µs. Nous obtenons des populations finales de 99.5 % dans l’état final. La population maximale
dans l’état intermédiaire est elle de 0.16 %. Nous constatons donc que les stratégies se valent
pour réduire l’impact des autres états du piège sur le transfert par STIRAP.
Utiliser un STIRAP permet ainsi de former des molécules tout en minimisant les pertes par
émission spontanée. Nous avons vu au chapitre précédent les failles que celles-ci amenaient à
la photoassociation. Dans le cas de la formation avec un STIRAP, toutes les paires atomiques
(localisées dans chaque site de l’isolant de Mott) forment des molécules dans un niveau vibra-
tionnel unique. Il n’y a donc pas de pertes d’atomes du piège et les molécules formées sont froides
dans leurs degrés de liberté, externe et interne. Cette méthode est donc une nette amélioration
de la photoassociation pour former des molécules. Par rapport à la magnétoassociation, elle
présente l’avantage de pouvoir être appliquée à toutes les molécules. C’est le cas par exemple
de molécules de Sr2, formées de cette façon par Schreck et coll. [94, 95].
5.7 Relaxation vibrationnelle à l’aide d’un STIRAP
5.7.1 Prédiction de schémas STIRAP pour la relaxation vibration-
nelle
Les molécules formées par le STIRAP dans la section précédente occupent un seul état
vibrationnel de l’état électronique fondamental. Néanmoins, cet état est un état vibrationnel
excité, plus précisement v′′ = −5. Ces molécules ont encore une énergie interne importante.
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Des collisions inélastiques pourraient induire que cette énergie des degrés de liberté internes
soit transférée vers les degrés de liberté externes ou que la molécule se dissocie 6. Il parait
donc clair qu’il faut transférer ces molécules faiblement liées vers l’état rovibrationnel le plus
profond (v′′ = 0, J = 1/2). Cette problématique est déjà présente pour la magnétoassociation,
et la méthode choisie est de faire un STIRAP [84–86,176]. C’est la voie que nous allons suivre.
Le processus global contiendrait donc deux STIRAP, le premier pour former les molécules dans
un état faiblement lié et le deuxième pour transférer ces molécules vers l’état fondamental
absolu.
Dans cette section, nous nous concentrons donc sur ce deuxième STIRAP. Comme précé-
demment, la première tâche est d’identifier les trois états impliqués. L’état initial de ce second
STIRAP est l’état final du premier STIRAP, dans ce cas-ci vi = −1,−2,−3,−4,−5 . L’état
final est le niveau fondamental rovibronique v′′ = 0. De nouveau, il faut déterminer le niveau
intermédiaire. Nous nous basons sur les mêmes critères que dans le chapitre 4, c’est-à-dire l’éga-
lité des carrés de TDME et une valeur plus grande que 10−6. Nous avons identifié trois schémas
STIRAP efficaces dans trois zones spectrales différentes.
Le premier schéma utilise les premiers niveaux vibrationnels de l’état (2)Ω = 12 tendant
vers la limite de dissociation Rb(5p 2P1/2)+Sr(5s2 1S0), correspondant à des des fréquences des
transitions de pompe et de descente dans les intervales 4570-4890 cm−1 et 5625-5945 cm−1
respectivement (Table 5.6, and Fig. 5.8 (a)). Comme déjà expliqué dans le cas de la photoas-
sociation, la possibilité d’utiliser les niveaux vibrationnels de plus basse énergie vient de la
position relative des courbes d’énergie potentielle, et de la position du point tournant intérieur
de la fonction d’onde vibrationnelle de l’état initial, situé près de la position d’équilibre des états
excités. La difficulté de trouver des lasers dans cette gamme de fréquences rend peu intéressant
ce schéma STIRAP.
Dans le deuxième schéma, l’état intermédiaire est un niveau vibrationnel du même état
(2)Ω 1
2
avec une fréquence de la transition de pompe ωP2 dans l’intervalle 7175-7590 cm−1 et
une fréquence de la transition de descente ωD2 dans l’intervalle 8230-8640 cm−1 (Table 5.6, et
Fig. 5.8 (a)). Ces niveaux vibrationnels sont proches du croisement évité entre les états (2) 2Σ+
et (1) 2Π, ce qui leur rend leurs propriétés intéressantes pour le STIRAP.
Le troisième schéma implique les niveaux vibrationnels de l’état (5)Ω 1
2
tendant vers Rb(5s 2S1/2)
+ Sr(5s5p 3P2) (Table 5.6, et Fig. 5.8(b)), avec une énergie de la transition de pompe ωP2 dans
l’intervalle 11200-11360 cm−1 et une énergie de la transition de descente ωD2 dans l’intervalle
12255-12415 cm−1. De nouveau, les propriétés de ces états viennent de la proximité d’un croise-
ment évité, ici entre (3) 2Σ+ et (2) 2Π. Le premier avantage de ce schéma est que c’est celui qui
a les valeurs les plus élévées pour les TDME. En plus, le deuxième avantage de ce schéma est
qu’il est possible d’utiliser un laser Ti :Sa. Dans la suite, nous utiliserons cet état intermédiaire
pour simuler le STIRAP 7.
Pour les trois schémas, nous trouvons que la valeur des TDME augmente lorsque le niveau
initial est plus profond. Il paraît assez naturel que le transfert vers v′′ = 0 est plus simple à
partir d’un niveau plus profond. La tendance est donc inversée par rapport à la formation de
molécules. Le choix de l’état v′′ = −5 dans cette séquence de deux STIRAP paraît donc encore
plus approprié.
Chen et coll. [47] ont proposé un autre schéma STIRAP utilisant le niveau vibrationnel
ve = 21 de l’état (2) 12 comme état intermédiaire en se basant sur d’autres critères que les
nôtres : le niveau intermédiaire est choisi comme celui qui a la plus grande valeur pour le
produit des carrés des TDME (réduits aux facteurs de Franck-Condon dans leur papier) pour
les transitions de pompe et de descente. Dans le cas où les carrés des TDME ont des valeurs
très différentes, cette méthodologie implique des intensités fort dissemblables entre les deux
6. l’énergie de liaison du niveau v′′ = −5 est de 6.5 cm−1
7. ainsi que pour les A-STIRAP et S-STIRAP.
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Figure 5.8 – Carré des éléments de matrice du moment dipolaire de transition (TDME)
concernant les transitions de pompe et de descente d’un STIRAP qui vise à former des mo-
lécules ultra-froides 87Rb84Sr, en fonction de l’énergie d’excitation pour l’état intermédiaire
choisi |e〉 (où l’origine d’énergie est la limite de dissociation de l’état fondamental électro-
nique). Le niveau initial est vi = −3. Les niveaux intermédiaires appartiennent aux états
électroniques tendant vers les limites de dissociation 87Rb(5s 2S1/2)+84Sr(5s5p 3P0,1,2) (panels
(a)), et Rb(5p 2P1/2)+Sr(5s2 1S0)) (panels (b)). Le niveau final est v′′ = 0.
lasers. Les chemins STIRAP déterminés dans notre travail sont plus intéressants si les gammes
d’intensité des deux lasers sont les mêmes. Par contre, s’il est possible d’avoir une intensité
beaucoup plus importante pour la transition de pompe, le schéma STIRAP de Chen et coll.
peut être plus approprié.
5.7.2 Simulation des schéma STIRAP pour la relaxation vibration-
nelle
Comme pour le premier STIRAP, nous simulons le transfert de population en propageant
l’équation de Schrödinger dépendante du temps. Nous considérons le troisième schéma présenté
dans la sous-section précédente car il est plus accessible pour les expérimentateurs. Nous prenons
v′′ = −5 pour l’état initial. L’impulsion a évidemment toujours la forme (5.21). Les paramètres
des impulsions sont : EP2 = ED2 = 4.0×10−8 u.a. (correspondant à une intensité de 306 W/cm2),
tP2mil = 12.5µs, tD2mil = 7.5µs et τP2 = τD2 = 2.8µs. Les impulsions (a) et la dynamique des
populations (b) sont représentées sur la figure. La population maximale dans l’état intermédiaire
est de 0.25 %. Les amplitudes utilisées pour ce deuxième STIRAP sont plus élevées que celles
pour le premier schéma. Ceci est juste le miroir des différences des carrés des TDME. Comme
pour le STIRAP précédent, nous avons regardé l’impact de l’inclusion dans la base des états
supplémentaires. Nous avons inclus dans la base les états v′′ = −4 et v′′ = −6 de l’état
électronique fondamental et les états v′ = 14 et v′ = 16 de l’état (5) |Ω|=1/2. Dans ce cas-ci,
l’inclusion de nouveaux états n’engendre pas de détérioration du transfert par STIRAP.
Grâce à cette séquence de deux STIRAP, l’objectif de former des molécules de RbSr dans leur
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Table 5.6 – Caractéristiques des transitions optimales pour les différents schémas STIRAP
permettant de transférer une molécule faiblement liée vers l’état vibrationnel fondamental ab-
solu v′′ = 0. L’indice vibrationnel ve et l’énergie de liaison Ee d’un certain nombre de niveaux
intermédiaires optimaux sont indiqués. Les fréquences Epump et Edump, et les carrés des éle-
ments de matrice du moment dipolaire de transition (TDME) correspondant aux transitions de
pompe et de descente, sont aussi spécifiés. Les nombres entre parenthèses correspondent aux
puissances de 10.
Niveaux initiaux
vi -1 -2 -3 -4 -5
Ei (cm−1) 1.3(-3) 2.58(-2) 1.147(-1) 3.112 (-1) 6.573 (-1)
Niveaux finaux
vf 0 0 0 0 0
Ef (cm−1) 1054.3406 1054.3406 1054.3406 1054.3406 1054.3406
Premier schéma STIRAP
v2e ((2) Ω = 12) 4 4 5 6 6
Ee (cm−1) 7926.4524 7926.4524 7847.7908 7769.4210 7769.4210
ωP2 (cm−1) 4731.3473 4731.3473 4810.3193 4889.0356 4889.0356
|µie|2 (a.u.) 2.1 (-7) 1.7 (-6) 4.5 (-6) 1.2 (-5) 2.0 (-5)
ωD2 (cm−1) 5785.6882 5785.6882 5864.3497 5942.7196 5942.7196
|µef |2 (a.u.) 6.1 (-6) 6.1 (-6) 2.4 (-5) 7.6 (-5) 7.6 (-5)
Deuxième schéma STIRAP
v2e ((2) Ω = 12) 40 40 39 37 37
Ee (cm−1) 5275.7563 5275.7563 5344.3918 5482.5236 5482.5236
ωP2 (cm−1) 7382.0436 7382.0687 7313.5220 7175.5865 7175.9330
|µie|2 (a.u.) 2.5(-7) 2.1 (-6) 1.4 (-6) 1.1 (-5) 1.9 (-5)
ωD2 (cm−1) 8436.3843 8436.3843 8367.7488 8229.6170 8229.6170
|µef |2 (a.u.) 1.8 (-6) 1.8 (-6) 3.8 (-6) 1.6 (-5) 1.6 (-5)
Troisième schéma STIRAP
v2e ((5) Ω = 12) 16 15 15 15 15
Ee (cm−1) 2795.0 2746.0131 2746.0131 2746.0131 2746.0131
ωP2 (cm−1) 11675.2972 11626.3119 11626.4005 11626.5954 11626.9390
|µie|2 (a.u.) 7.4 (-6) 2.0 (-5) 5.5 (-5) 1.1 (-4) 1.7 (-4)
ωD2 (cm−1) 12414.0104 12362.3483 12362.3483 12362.3483 12362.3483
|µef |2 (a.u.) 1.8 (-5) 9.8 (-5) 9.8(-5) 9.8 (-5) 9.8 (-5)
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Figure 5.9 – Simulation du transfert de population d’un état faiblement lié v = −5 vers le fon-
damental rovibronique à l’aide d’un STIRAP. (a) Évolution des populations. (b) Représentation
des impulsions de pompe et de descente du STIRAP.
fondamental rovibrationnel est atteint. Néanmoins, tous les problèmes ne sont pas forcément
résolus. La difficulté de cette séquence de deux STIRAP consécutifs est que dans le temps entre
ceux-ci, les molécules faiblement liées peuvent être perdues à cause d’un certain nombre de
processus. Dans la prochaine section, nous donnons des pistes de solutions.
5.8 S-STIRAP et A-STIRAP pour la formation directe
de molécules dans le niveau fondamental vibration-
nel
La séquence de deux STIRAP consécutifs présente ainsi un risque, différents phénomènes
pouvant se produire et dissocier les molécules. Une solution à ceci est de fusionner ces deux STI-
RAP. Dans la section 3, nous avons introduit les A-STIRAP et S-STIRAP. L’objectif de cette
section est donc de voir comment implémenter ces deux méthodes pour transférer directement
la population de l’état du piège vers le fondamental rovibronique.
Pour rappel, il y a cinq états : l’état du piège |N = 0〉, le premier niveau intermédiaire dans
un état excité |v1e〉, le niveau d’une molécule faiblement lié |v′′weak = −5〉, le deuxième niveau
intermédiaire dans un état excité |v2e〉 et l’état fondamental |v′′ = 0〉. Quatre impulsions sont
appliquées : la première impulsion de pompe entre |N = 0〉 et |v1e〉, la première impulsion de
descente entre |v1e〉 et |v′′weak = −5〉, la deuxième impulsion de pompe entre |v′′weak = −5〉 et
|v2e〉, et enfin la deuxième impulsion de descente entre |v2e〉 et |v′′ = 0〉. De manière générale, les
champs des A-STIRAP et S-STIRAP ont la forme
E(t) =EP1 exp
(
−(t− t
P1
mil)2
2τ 2P1
)
cos(ωP1t) + ED1 exp
(
−(t− t
D1
mil)2
2τ 2D1
)
cos(ωD1t)
+EP2 exp
(
−(t− t
P2
mil)2
2τ 2P2
)
cos(ωP2t) + ED2 exp
(
−(t− t
D2
mil)2
2τ 2D2
)
cos(ωD2t).
(5.24)
Afin d’éviter le problème venant des autres états du piège qui peuvent perturber le transfert de
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Figure 5.10 – Simulation de la formation de molécules dans leur état fondamental à l’aide
d’un A-STIRAP. (a) Évolution des populations. (b) Représentation des impulsions de pompe
et de descente du STIRAP.
population (comme nous l’avons vu pour le STIRAP), nous avons choisi la deuxième stratégie
discutée dans la section 5.6, c’est-à-dire que nous avons augmenté la fréquence du piège de
2pi×100 kHz à 2pi×400 kHz. Les simulations qui suivent ont été faites dans une base contenant
les cinq états impliqués dans le transfert mais également les états du piège de N = 1 à N =
19. Nous considérons d’abord le A-STIRAP. Le principe du A-STIRAP est de créer grâce
aux impulsions une évolution adiabatique suivant un état sombre, combinaison linéaire des
états "impairs", |N = 0〉,|v′′weak = −5〉 et |v′′ = 0〉 qui appartiennent tous à l’état électronique
fondamental, et qui ont un long temps de vie. Les deux impulsions de descente sont simultanées
et précèdent les deux impulsions de pompe. Les amplitudes utilisées sont 4×10−8 u.a. Les autres
paramètres sont les mêmes que ceux utilisés pour les STIRAP individuels : tP1mil = tP2mil = 12.5µs,
tD1mil = tD1mil = 7.5µs et τP1 = τP2 = τD1 = τD2 = 2.8µs. Les impulsions et la dynamique des
populations sont représentées sur la figure 5.10. La première observation est que le transfert de
population est efficace et complet. L’avantage du A-STIRAP est de minimiser les populations
dans les états excités et donc l’émission spontanée. Les populations maximales dans |v1e〉 et
|v2e〉 sont respectivement de 0.2 % et 0.4 %. Par contre, pour l’état |v′′weak = −5〉, le bilan est
plus contrasté avec une population maximale de 30 %. En fait, celui-ci a une composante dans
l’état sombre et il n’y a pas de raisons pour que sa population soit nulle lors du transfert.
L’amélioration de l’adiabaticité n’a ainsi pas d’impact sur cette population, contrairement à
celles des états |v1e〉 et |v2e〉 à courtes durées de vie. Néanmoins, ceci est quand même une
amélioration par rapport aux deux STIRAP consécutifs où toutes les molécules se trouvent
dans cet état et y restent pendant un temps conséquent. Évidemment, tout dépend du temps
de vie de cet état |v′′weak = −5〉. S’il est bien plus important que la durée du A-STIRAP (20
µs dans notre cas) mais de l’ordre de celui des 2 STIRAP consécutifs, alors le A-STIRAP est
clairement une option avantageuse.
Ces problèmes de la population dans l’état |v′′weak = −5〉 peuvent être résolus par l’autre
schéma, le S-STIRAP. Dans celui-ci, la première impulsion de pompe et la deuxième impulsion
de descente sont disposées comme dans un STIRAP de façon contre-intuitive. Les deux autres
impulsions P2 et D1 de durée plus longue sont présents durant toute la durée des impulsions
P1 et D2 et ont des intensités plus importantes. Ceux-ci servent d’échelle à la transition entre
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Figure 5.11 – Simulation de la formation de molécules dans leur état fondamental à l’aide
d’un S-STIRAP. (a) Evolution des populations. (b) Représentation des impulsions de pompe
et de descente du STIRAP.
l’état initial et l’état final. Les paramètres des impulsions sont les suivants : EP1 = 5.0 × 10−8
u.a., tP1mil = 12.5µs, τP1 = 4µs ; ED1 = 8.0× 10−8 u.a., tD1mil = 11µs, τD1 = 6µs ; EP2 = 8.0× 10−8
u.a., tP2mil = 9µs, τP2 = 6µs ; et ED2 = 5.0 × 10−8 u.a., tD2mil = 7.5µs, τD2 = 4µs. Les impulsions
(b) et la dynamique de population (a) sont représentées dans la figure 5.11. D’abord, l’état final
est bien peuplé entièrement à la fin, et l’évolution de sa population est monotone. Le transfert
par S-STIRAP minimise la population de tous les états intermédiaires. C’est de nouveau le
cas pour les états |v1e〉 (0.1 %) et |v2e〉 (0.8 %), mais la nouveauté est que la population dans
l’état |v′′weak = −5〉 l’est aussi à 2.7 %. Ainsi, si cet état est instable par des processus rapides,
le S-STIRAP est clairement la meilleure solution par rapport aux deux STIRAP consécutifs et
au A-STIRAP. Malheureusement, le S-STIRAP demande des intensités importantes pour les
impulsions intermédiaires. La minimisation des populations des états intermédiaires se base en
effet sur cela. Pour résoudre ce problème, une solution est d’allonger les impulsions.
5.9 Conclusion
Lors de ce chapitre, nous avons établi trois stratégies pour la formation de molécules de
87Rb84Sr dans leur niveau fondamental absolu (v”=0). La première est de faire séquentiellement
deux STIRAP. Le premier transfère les paires atomiques du premier état du piège vers un
des derniers états vibrationnels de l’état électronique fondamental. L’état intermédiaire est
un niveau vibrationnel proche de la limite de dissociation 87Rb(5p 2P1/2,3/2)+ 84Sr(5s2 1S0). Le
deuxième STIRAP transfère de l’état final du premier STIRAP, c’est-à-dire un des derniers états
vibrationnels de l’état électronique fondamental, vers le niveau fondamental absolu (v”=0).
L’état intermédiaire est alors le niveau v′ = 15 de l’état électronique (5) Ω = 12 .
La deuxième stratégie est de faire un A-STIRAP. Les transitions sont les mêmes que pour
les deux STIRAP.L’avantage du A-STIRAP est de pouvoir faire en une séquence le transfert
direct du premier état du piège au niveau fondamental absolu (v′′ = 0). Il permet également de
diminuer la population dans un des derniers niveaux vibrationnels de l’état électronique fonda-
mental. Celui-ci peut en effet être instable par différents processus. La dernière stratégie est le
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S-STIRAP qui permet d’annuler cette population dans un des derniers niveaux vibrationnels de
l’état électronique fondamental. Néanmoins, le S-STIRAP demande des amplitudes bien plus
importantes et le rend plus difficile à mettre en application.
Pour finir ce chapitre, il est utile de faire un point sur l’avancée du sujet de la thèse.
Par rapport au chapitre 4 sur la photoassociation, le STIRAP et ses extensions A-STIRAP
et S-STIRAP résolvent le problème de l’émission spontanée. Ainsi, on ne rencontre pas les
problèmes de pertes d’atomes ou de molécules vibrationnellement chaudes. Le STIRAP ne
résout néanmoins pas toutes les problématiques de cette thèse. Pour la formation de molécules,
une difficulté potentielle du STIRAP est qu’elle dépend des propriétés des états électroniques
excités. Par exemple dans le cas de RbSr, le premier état intermédiaire |v1e〉 est un niveau
vibrationnel très proche de la limite de dissociation Rb(5p 2P1/2)+Sr(5s2 1S0). Pour limiter
l’impact de la transition atomique, nous avons dû utiliser l’état v′′ = −5 qui avait des valeurs
du carré des TDME plus faibles. Deuxièmement, il reste toujours la question de la variation
de la longueur de diffusion. Or le contrôle de celle-ci est un défi en l’absence de résonance de
Feshbach magnétique. Dans les deux prochains chapitres, nous présentons une autre méthode
qui permet de traiter ces problématiques.
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Chapitre 6
Résonance de Feshbach auto-induite
assistée par laser
Dans le chapitre 4, nous avons vu que la photoassociation d’atomes froids pouvait être re-
liée à une résonance de Feshbach optique. Malheureusement, un des canaux de celle-ci avait
un temps de vie court, réduisant son efficacité pour les applications comme la formation de
molécules froides ou le contrôle de la longueur de diffusion des atomes. Dans ce chapitre, nous
proposons un nouveau type de résonance de Feshbach basée sur l’interaction avec un laser dont
les deux voies n’émettent pas par émission spontanée. Nous l’avons nommée résonance de Fesh-
bach auto-induite assistée par la lumière (”Laser Assisted Self-Induced Feshbach Resonance”,
ou LASIFR, en anglais). Dans la première section, nous illustrons les principes de la méthode
et comment la notion de couplage entre deux états rovibrationnels par un laser en spectroscopie
rotationnelle-vibrationnelle peut être étendue au cas d’un état de collision et un état rovibra-
tionnel. Nous expliquons également comment ce couplage peut être relié à ce nouveau type de
résonance de Feshbach. Dans la deuxième section, nous rentrons dans les détails et le forma-
lisme est présenté. Comme pour la photoassociation, des équations couplées indépendantes du
temps peuvent être obtenues à l’aide de la théorie de Floquet, et elles sont résolues. Dans la
section 3, nous dérivons la variation de la longueur de diffusion à l’aide des LASIFR, qui est
le résultat important de ce chapitre. Ensuite, dans la section 4, nous considérons la situation
d’une LASIFR en présence d’un piège confinant. Nous illustrons l’effet des LASIFR sur les
états du piège et en particulier l’augmentation de la densité de probabilité à faible distance. La
variation de la longueur de diffusion est également montrée dans cette situation. Enfin, dans la
section 5, nous discutons des situations où les LASIFR sont mises en présence d’une résonance
de Feshbach magnétique (MFR) ou d’une résonance de Feshbach optique (OFR). Nous discu-
tons si c’est possible d’améliorer la photoassociation. Également, nous discutons si les LASIFR
peuvent permettre d’augmenter la largeur de résonance de Feshbach magnétique qui serait au
sinon faible (par exemple des largeurs magnétiques de quelques mG pour les résonances de
Feshbach magnétiques mesurées dans 87Rb84Sr).
6.1 Principe général d’une LASIFR
Le point départ du concept d’une LASIFR est la spectroscopie moléculaire de rotation-
vibration. Celle-ci est basée sur des transitions radiatives entre deux états rovibrationnels de
l’état électronique fondamental. Elle est en fait uniquement possible si la molécule diatomique,
dans le cas présent possède un moment dipolaire électrique permanent, et si celui-ci varie avec la
distance internucléaire. Seules les molécules diatomiques hétéronucléaires sont ainsi concernées.
La première étape importante vers une LASIFR est l’application de ce couplage radiatif entre
un niveau vibrationnel et un état du continuum de dissociation du même état électronique. Si
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au départ la paire atomique occupe cet état du continuum, une association radiative stimulée
peut avoir lieu vers le niveau rovibrationnel (voir Fig.6.1 (a)). Ce principe de couplage a déjà
été considéré par Kotochigova [96]. La seconde étape importante est de se rendre compte que
de manière surprenante, ce mécanisme peut être relié à une résonance de Feshbach, les deux
niveaux couplés appartenant au même état électronique. En fait, comme pour les OFR, la
LASIFR apparaît naturellement dans la représentation habillée par les photons, d’où son nom.
Dans celle-ci, les canaux sont définis par les nombres quantiques du cas de Hund (e) (Jel, `,MJ)
plus le nombre de photons échangés avec le champ n
Au départ, les atomes occupent l’onde s dans l’état électronique fondamental caractérisé par
la valeur Jgel du moment angulaire électronique. L’association radiative stimulée peut être visua-
lisée dans l’espace habillé comme le couplage entre deux canaux : |Jgel, ` = 0, J,MJ , n = 0〉 ≡ |g1〉
et |Jgel, `′, J ′,M ′J = MJ + p, n = 1〉 ≡ |g2〉 (où p est la polarisation du photon). Nous verrons
dans la section suivante quelles valeurs `′ et J ′ peuvent prendre. Ces deux canaux couplés sont
montrés sur la figure 6.1 (b). La différence en énergie des deux canaux est égale à l’énergie du
photon échange avec le champ laser ~ωLASIFR. Le couplage entre les deux canaux est donné
par ~ΩLASIFR(R) = 12
√
2pi
0c
ILASIFRµg1g2(R), où µg1g2(R) est l’élément de matrice du moment
dipolaire électrique permanent incluant les facteurs angulaires (voir plus loin pour leur calcul),
et ILASIFR est l’intensité du laser induisant la LASIFR. La correspondance avec une résonance
de Feshbach magnétique ouvre la voie à de nouvelles applications pour ce couplage comme le
contrôle de la longueur de diffusion que nous explorons dans ce chapitre. La dépendance du
couplage en l’intensité est un avantage des LASIFR par rapport aux MFR. De plus, contraire-
ment aux OFR, les deux canaux couplés appartiennent à l’état fondamental électronique, et il
y a pas de perte d’atomes par émission spontanée. Pour être précis, comme le niveau rovibra-
tionnel couplé est généralement un niveau excité, il y a une émission spontanée. Néanmoins,
premièrement, le taux est beaucoup plus faible de plusieurs ordres de grandeur que dans le cas
d’un niveau appartenant à un état électronique excité,comme le taux dépend du cube de la
fréquence de transition, et deuxièmement, la relaxation par émission spontanée ne peut peupler
que des niveaux vibrationnels de plus basse énergie et pas des états du continuum, n’impliquant
pas de pertes d’atomes.
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Figure 6.1 – Schéma d’une résonance de Feshbach auto-induite assistée par laser (LA-
SIFR) dans la représentation (a) non-habillée et (b) habillée par les photons. Un laser couple
un niveau vibrationnel (bleu) et un état de collision (violet) de l’état électronique fonda-
mental. Dans la représentation habillée, les deux canaux |Jgel, ` = 0, J,MJ , n = 0〉 (noir) et
|Jgel, `′, J ′,M ′J = MJ + p, n = 1〉 (rouge) sont couplés par le laser terahertz. Le niveau vibra-
tionnel devient une LASIFR.
6.2 Formalisme pour une LASIFR
6.2.1 Equations couplées
Après avoir donné les idées globales sur la LASIFR, nous allons rentrer plus dans les détails
et présenter le formalisme. Nous considérons la collision entre deux atomes dans leur état
électronique fondamental caractérisé par le moment angulaire électronique Jgel. La fonction
d’onde collisionnelle est écrite dans la base du cas de Hund (e),
Ψcoll(~R, t) =
∑
`
Jg
el
+`∑
J=|Jg
el
−l|
J∑
Mj=−J
u`,J,MJ (R, t)
R
|Jgel, `, J,MJ , 〉 . (6.1)
Comme le laser THz n’engendre pas un changement d’état électronique, nous n’avons pas sommé
sur Jel. Par facilité d’écriture, nous n’explicitons pas Jel dans les composantes φ`,J,MJ (R). Nous
appliquons ensuite la théorie de Floquet, décrite dans le chapitre 4, où la fonction d’onde est
écrite dans une base habillée par le champ,
Ψcoll(~R, t) =
∑
`
Jg
el
+`∑
J=|Jg
el
−`|
J∑
Mj=−J
∑
n
φ`,J,MJ ,n(R)
R
|Jgel, `, J,MJ , , n〉 , (6.2)
où |Jgel, `, J,MJ , , n〉 = |Jgel, `, J,MJ , 〉 ⊗ |n〉. En introduisant dans l’équation de Schrödinger
dépendante du temps et en moyennant sur un cycle optique, le système d’équations couplées
143
suivant peut être dérivé :[−~2
2µ
d2
dR2
+ ~
2`(`+ 1)
2µR2 + n~ω − E
]
φ`,J,MJ ,n(R)
+
∑
`′
〈Jgel, `, J,MJ , | Hˆel + HˆSO |Jgel, `′, J,MJ , ′〉φ`′,J,MJ (R)
=12
√
2I
c0
∑
`′,J ′,M ′J
〈Jgel, `, J,MJ , | ~µ.ˆp |Jgel, `′, J ′,M ′J , ′〉
[
φ`′,J ′,M ′J ,n−1(R) + φ`′,J ′,M ′J ,n+1(R)
].
(6.3)
Les éléments de matrice pour Hˆel+ HˆSO ont été explorés dans la section 2.5.3, et nous avons vu
qu’ils étaient diagonaux dans le problème que nous considérons 1. Initialement, les atomes sont
dans l’onde s et n’ont pas échangé de photons avec le champ, soit n = 0. Pour des intensités
faibles (régime perturbatif) où les termes (de fréquence de Rabi)
1
2
√
2I
c0
〈Jgel, `′, J ′,M ′J , ′| ~µ.ˆp |Jgel, 0, J,MJ , 〉 sont beaucoup plus faibles que la fréquence du laser,
seule la contribution de l’émission stimulée vers l’état avec n + 1 photons est importante. Le
système d’équations (6.3) devient donc
[−~2
2µ
d2
dR2
+ Vg(R)− E
]
φ0,J,MJ ,0(R)
= 12
√
2I
c0
∑
`′,J ′,M ′J
〈Jgel, 0, J,MJ , | ~µ.ˆp |Jgel, `′, J ′,M ′J , 〉φ`′,J ′,M ′J ,1(R)[−~2
2µ
d2
dR2
+ ~
2`′(`′ + 1)
2µR2 + Vg(R) + ~ω − E
]
φ`′,J ′,M ′J ,1(R)
= 12
√
2I
c0
〈Jgel, `′, J ′,M ′J , | ~µ.ˆp |Jgel, 0, J,MJ , 〉φ0,J,MJ ,0(R)
. (6.4)
La somme sur les {`′, J ′,M ′J} peut être simplifiée. Pour cela, il faut déterminer les éléments
de matrice 〈Jgel, `, J,MJ , | ~µ.ˆp |Jgel, `′, J ′,M ′J , 〉. La démarche est la même que celle que nous
avions suivie pour les éléments de matrice de Hˆel + HˆSO : i) détermination dans le cas de
Hund (c) (référentiel moléculaire), puis ii) transformation vers le cas de Hund (e) (référentiel
du laboratoire).
La première étape est donc de calculer l’élément de matrice dans le cas de Hund (c). Comme
lorsque nous avions traité la photoassociation, nous écrivons le produit ~µ.ˆp comme
~µ.ˆp =
∑
q=0,±1
(−1)pD∗pq(φ, θ, 0)µq, (6.5)
où D∗pq(φ, θ, χ = 0) est une fonction de Wigner de rotation, p est la polarisation du photon,
et q correspond aux composantes parallèle (q = 0) et perpendiculaires (q = ±1) à l’axe inter-
nucléaire. Comme le moment dipolaire électrique permanent est aligné sur l’axe internucléaire,
seule la composante q = 0 est présente. C’est une différence par rapport à une excitation électro-
nique comme dans la photoassociation. Introduit dans l’élément de matrice et par application
de l’algèbre angulaire, cela donne
〈|Ω|Jgel , J,MJ , | ~µ.ˆp |Jgel, |Ω′|J
g
el , J ′,M ′J ′ , 〉 =(−1)MJ+|Ω|+p
√
2J + 1
√
(2J ′ + 1)
(
J 1 J ′
|Ω| 0 −|Ω|′
)
(
J 1 J ′
MJ p −M ′J
)
〈|Ω|Jgel |µ0 ||Ω′|J
g
el〉
.
(6.6)
1. Le potentiel est noté Vg dans la suite
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L’élément 〈Jel, |Ω||µ0 |Jel, |Ω|〉 est le moment dipolaire électrique permanent de l’état électro-
nique fondamental déterminé à partir du calcul de chimie quantique (voir section 2.3.5). À
partir de (6.6), nous obtenons les règles de sélection suivantes pour J et MJ :
— J ′ = J ± 1 si |Ω| = 0 et |Ω′| = 0 ;
M ′J ′ = MJ + p ;
— J ′ = J ; J ± 1 dans les autre cas ;
M ′J ′ = MJ + p ;
Le fait que le moment dipolaire permanent ait uniquement une composante parallèle à l’axe in-
ternucléaire implique que Ω doit être conservé. Également, le couplage radiatif agit uniquement
entre états de parité différente. Comme toutes les voies |Jel, `, J,MJ , 〉 ont la même configura-
tion électronique, la parité est donc déterminée par l’onde partielle `. Le changement de parité
implique donc la règle de sélection suivante sur ` et `′ : ∆` = ±1,±3,±5, ....
La deuxième étape est la transformation vers le cas de Hund (e). Pour cela, on applique la
transformation unitaire (2.64)
〈Jel, `, J,MJ , | ~µ.ˆp |Jel, `′, J ′,M ′J , 〉 =
√
(2`+ 1)(2`′ + 1)
∑
|Ω|,|Ω′|
√
2− δ|Ω|,0
√
2− δ|Ω′|,0(
Jel ` J
|Ω| 0 −|Ω|
)(
Jel l
′ J ′
|Ω|′ 0 −|Ω|′
)
〈|Ω|Jgel , J,MJ , | ~µ.ˆp |Jgel, |Ω′|J
g
el , J ′,M ′J ′ , 〉
. (6.7)
Nous appliquons la règle de sélection sur Ω et Ω′
〈Jel, `, J,MJ , | ~µ.ˆp |Jel, `′, J ′,M ′J , 〉 =
√
(2`+ 1)(2`′ + 1)
∑
|Ω|
(2− δ|Ω|,0)
(
Jel ` J
|Ω| 0 −|Ω|
)
(
Jel `
′ J ′
|Ω| 0 −|Ω|
)
〈|Ω|Jgel , J,MJ , | ~µ.ˆp |Jgel, |Ω′|J
g
el , J ′,M ′J ′ , 〉
.
(6.8)
En introduisant (6.6), l’équation (6.8) devient
〈Jel, l, J,MJ , | ~µ.ˆp |Jel, l′, J ′,M ′J , 〉 =
√
(2`+ 1)(2`′ + 1)(2J + 1)(2J ′ + 1)
∑
|Ω|
(2− δ|Ω|,0)
(
Jel ` J
|Ω| 0 −|Ω|
)
(
Jel `
′ J ′
|Ω| 0 −|Ω|
)(
J 1 J ′
|Ω| 0 −|Ω|
)
(
J 1 J ′
MJ p −M ′J
)
〈|Ω|Jgel |µ0 ||Ω′|J
g
el〉
.
(6.9)
Les règles de sélection dérivées pour `, J,MJ permettent de simplifier le système d’équations
(6.4). Les atomes initialement dans l’onde partielle s (` = 0) interagissent avec l’onde p (`′ = 1).
Pour Ω = 0, il y a deux valeurs possibles pour J ′, J ′ = J ± 1. Pour Ω 6= 0, trois valeurs
pour J ′ sont alors possibles, J ′ = J, J ± 1. Les niveaux rovibrationnels pour des valeurs de
J différentes ont des énergies différentes, et le laser sous-THz est mis en résonance pour une
valeur de J ′, permettant de réduire le problème à deux voies : |Jel, ` = 0, J,MJ , n = 0〉 ≡ |g1〉
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et |Jel, `′ = 1, J ′,MJ + p, n = 1〉 ≡ |g2〉 2. Le système (6.4) devient donc
[−~2
2µ
d2
dR2 + Vg(R)− E
]
φg1(R) = ΩLASIFR(R)φg2(R)[−~2
2µ
d2
dR2 +
~2`′(`′+1)
2µR2 + Vg(R) + ~ω − E
]
φg2(R) = ΩLASIFR(R)φg1(R),
(6.10)
où nous avons posé ΩLASIFR(R) = 12
√
2I
c0
〈g2| ~µ.ˆp |g1〉 = 12
√
2I
c0
µg1g2 .
Application à RbSr
Considérons le cas d’une paire d’atomes (87Rb,84Sr) dans son état électronique fondamental
(Jgel = 1/2). Nous prenons le cas d’une polarisation linéaire. Nous considérons donc le couplage
de l’onde s avec l’onde p. J ′ peut avoir 2 valeurs, J ′ = 1/2, 3/2. Pour J ′ = 1/2, les deux voies
sont donc |1/2, 0, 1/2, 1/2, 0〉 ≡ |g1〉 et |1/2, 1, 1/2, 1/2, n = 1〉 ≡ |g2〉. En calculant les symboles
3j, l’élément de matrice devient
〈g1| ~µ.ˆ0 |g2〉 =
√
3
3 〈
2Σ+|µ0 |2Σ+〉 . (6.11)
Nous obtenons dans ce cas les équations couplées
[−~2
2µ
d2
dR2 + V2Σ+(R)− E
]
φg1(R) = 13
√
I
2c0 〈2Σ+|µ0 |2Σ+〉φg2(R)
[−~2
2µ
d
dR2 +
~2
µR2 + V2Σ+(R) + ~ω − E
]
φg2(R) = 13
√
I
2c0 〈2Σ+|µ0 |2Σ+〉φg1(R)
. (6.12)
Pour J ′ = 3/2, les deux voies sont cette fois-ci |1/2, 0, 1/2, 1/2, 0〉 ≡ |g1〉 et |1/2, 1, 3/2, 1/2, n = 1〉 ≡
|g2〉. En calculant les symboles 3j, l’élément de matrice devient
〈g1| ~µ.ˆ0 |g2〉 =
√
2
3 〈
2Σ+|µ0 |2Σ+〉 . (6.13)
Nous obtenons dans ce cas les équations couplées
[−~2
2µ
d2
dR2 + V2Σ+(R)− E
]
φg1(R) = 13
√
I
c0
〈2Σ+|µ0 |2Σ+〉φg2(R)
[−~2
2µ
d
dR2 +
~2
µR2 + V2Σ+(R) + ~ω − E
]
φg2(R) = 13
√
I
c0
〈2Σ+|µ0 |2Σ+〉φg1(R)
. (6.14)
La voie J ′ = 3/2 semble donc plus intéressante que la voie J ′ = 1/2.
Pour une polarisation circulaire σ+, un avantage est qu’il y a une seule valeur de J ′ =
3/2 qui se couple avec la voie initiale. Les deux voies sont alors |1/2, 0, 1/2, 1/2, 0〉 ≡ |g1〉 et
|1/2, 1, 3/2, 3/2, n = 1〉 ≡ |g2〉. L’élément de matrice prend la valeur
〈g1| ~µ.ˆ0 |g2〉 =
√
2
3 〈
2Σ+|µ0 |2Σ+〉 . (6.15)
Les équations couplées deviennent alors
[−~2
2µ
d2
dR2 + V2Σ+(R)− E
]
φg1(R) = 1√3
√
I
c0
〈2Σ+|µ0 |2Σ+〉φg2(R)
[−~2
2µ
d2
dR2 +
~2
µR2 + V2Σ+(R) + ~ω − E
]
φg2(R) = 1√3
√
I
c0
〈2Σ+|µ0 |2Σ+〉φg1(R)
. (6.16)
L’utilisation d’une polarisation circulaire σ+ a donc un second avantage : un couplage plus
important. Dans la suite de ce chapitre, nous allons considérer les cas linéaire et circulaire
(pour J ′ = 3/2).
2. Les notations |g1〉 et |g2〉 ont été introduites par souci de simplification.
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6.2.2 Résolution du système d’équations couplées
La résolution du système d’équations couplées (6.10) suit celle dans la section 2.7. Nous
adaptons les solutions à la situation d’une LASIFR,φg1(R) = cos(δres)φ
0,E,reg
g1 (R) + sin(δres)∆φ0,E,irrg1 (R)
φg2(R) = − sin(δres)pi〈φ0,E,regg1 |ΩLASIFR|φ0,vresg2 〉Rφ
0,vres
g2
, (6.17)
où ∆φ0,E,irrg1 (R) =
−1
pi〈φ0,E,regg1 |ΩLASIFR|φ
0,vres
g2 〉R
∫∞
0 G(R,R′)ΩLASIFR(R′)φ0,vresg2 dR′ . A longue dis-
tance, ces fonctions se réduisent àφg1(R)
R→∞∼
√
2µ
pi~2k sin(kR + δbg + δres)
φg2(R)
R→∞∼ 0 . (6.18)
Le décalage en phase dû à la LASIFR prend la forme connue
tan(δres) =
−Γvresg1,g2/2
E − EvresLASIFR
, (6.19)
où
Γvresg1,g2 = 2pi
∣∣∣〈φ0,Eregg1 |ΩLASIFR |φ0,vresg2 〉R∣∣∣2 = piILASIFRc0
∣∣∣〈φ0,E,regg1 |µg1,g2 |φ0,vresg2 〉R∣∣∣2 (6.20)
est la largeur de la LASIFR. En régime perturbatif, elle est proportionnelle à l’intensité. Il est
donc possible de contrôler celle-ci expérimentalement. C’est une différence fondamentale avec
une MFR où la largeur est fixée et n’est pas contrôlable. Cette proportionnalité de la largeur
en l’intensité est aussi présente pour une OFR. Par rapport à celle-ci, une LASIFR n’a pas de
terme de perte à cause de l’émission spontanée. L’énergie de la LASIFR (dans la représentation
habillée) est
EvresLASIFR = E0,vresg2 − ~ω + Evresshift, (6.21)
où E0,vres2 est l’énergie du niveau rovibrationnel couplé au continuum. Comme la largeur, le
déplacement dû au couplage radiatif Evresshift est proportionnel à l’intensité.
Pour 87Rb84Sr, dans le cas d’une polarisation linéaire, les deux canaux couplés sont
|1/2, 0, 1/2, 1/2, 0〉 ≡ |g1〉 et |1/2, 1, 3/2, 1/2, n = 1〉 ≡ |g2〉. À partir de calculs MFGH sur l’état
électronique fondamental avec ` = 0 et ` = 1, nous avons obtenu les fonctions φ0,E,regg1 et φ0,vresg2 .
La largeur Γvresg1,g2 peut ensuite être calculée pour différentes énergies de collision E ou pour
différents niveaux vibrationnels. Ce dernier point crucial permet de faire le choix du niveau
rovibrationnel. Nous avons condidéré le niveau vres = 56 (du fondamental X2Σ+) avec une
énergie de liaison de 6.16 cm−1 (0.18 THz), qui est le niveau rovibrationnel qui se couple le plus
efficacement avec l’état initial (voir figure 6.2(a)).
La plus faible valeur de la largeur des LASIFR pour les niveaux proches de la limite de
dissociation peut s’expliquer par le fait que le moment dipolaire électrique permanent tend
lentement vers 0 à longue distance. Les plus grandes valeurs de la largeur des LASIFR sont
ainsi obtenues à des fréquences d’une dizaine de cm−1. Comme nous le verrons dans le chapitre
suivant, ceci est un avantage pour la relaxation vibrationnelle après la formation des molécules.
Une difficulté est de trouver des sources fiables et puissantes à ces fréquences. La largeur de
la courbe de la figure 6.2(a) indique néanmoins qu’il y a une certaine flexibilité dans le choix
du niveau vibrationnel résonant. Nous reviendrons sur ce point plusieurs fois dans ces deux
chapitres sur les LASIFR.
À côté de la dépendance en l’état résonant, il est aussi intéressant d’étudier la dépendance
de l’état de collision (voir la figure 6.2 (b)). À faible énergie, la largeur varie linéairement par
rapport au vecteur d’onde k =
√
2µE. Cette caractéristique est en fait générale aux résonances
de Feshbach et vient des lois de seuil de Wigner.
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Figure 6.2 – Variation de la largeur d’une LASIFR (polarisation linéaire) pour I=1000 W/cm2
en fonction de (a) l’énergie du niveau vibrationnel et (b) du vecteur d’onde caractéristique de
l’état de collision.
6.3 Contrôle de la longueur de diffusion inter-espèce à
l’aide d’une LASIFR
L’intérêt d’avoir une résonance de Feshbach est la possibilité de contrôler la longueur de
diffusion comme nous l’avons vu dans la section 2.7.3. Le fait que les deux états ont un temps
de vie infini (ou quasi-infini) est un avantage de la LASIFR dans cette optique. La longueur de
diffusion suit le comportement général (2.160) proche d’une résonance de Feshbach
a = abg
(
1− 1
kabg
Γvresg1,g2/2
EvresLASIFR − E
)
. (6.22)
En faisant varier la fréquence du laser sub-THz, il est donc possible de contrôler la longueur
de diffusion inter-espèce de manière similaire à la variation du champ magnétique autour d’une
MFR. Comme déjà dit, une différence notable est qu’il est possible de contrôler la largeur d’une
LASIFR en faisant varier l’intensité. Les LASIFR ont ainsi les avantages à la fois des MFR
et des OFR. Des premières, elles ne sont pas sujettes à l’émission spontanée. Des secondes, la
largeur de la résonance peut être contrôlée à l’aide de l’intensité du laser.
Précédemment (voir figure 6.2 (b)), nous avons vu que la largeur Γvresg1,g2 était linéaire en k. Le
quotient Γ
vres
g1,g2
2kabg , appelé également largeur réduite, est ainsi constant. La variation de la longueur
de diffusion est donc la même quelle que soit la température initiale du gaz atomique. Il faut
bien sûr qu’il soit dans le régime d’onde s.
Ce contrôle de la longueur de diffusion est montré dans le cas de 87Rb84Sr sur la figure 6.3,
pour différentes intensités et pour une polarisation linéaire (a) et circulaire (b). La méthodologie
suivie est expliquée dans la table 6.1. Pour rappel, la longueur de diffusion ”background” est de
90.5 u.a.. Comme démontré dans la section 7.2.1, l’utilisation d’une polarisation circulaire est
plus intéressante. Le contrôle de la largeur réduite à l’aide de l’intensité est clairement visible
sur la figure 6.3. Comme expliqué précédemment, la largeur réduite est en effet linéaire en
intensité. À 100 W/cm2 qui est une intensité réaliste pour les expériences, les largeurs obtenues
sont de 0.07 kHz et 0.20 kHz, pour une polarisation linéaire ou circulaire, respectivement.
Il faudrait donc un contrôle extrêmement précis de la fréquence du laser. Le contrôle de la
longueur de diffusion avec une LASIFR est donc un défi technologique, demandant soit une
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Méthodologie pour l’étude du contrôle de la longueur de diffusion inter-
espèce à l’aide d’une LASIFR
1. Calcul MFGH sur l’état fondamental X2Σ+ dans le cas de Hund (e) pour
` = 0 et ` = 1 (equation (2.98)).
2. Détermination de µg1,g2(R) à l’aide des équations (6.11), (6.13) ou (6.15) .
3. Calcul des éléments de matrices du moment dipolaire 〈φ0,E,regg1 |µg1,g2 |φ0,vresg2 〉R
par une intégration numérique.
4. Calcul de la largeur de la LASIFR en utilisant l’équation ( 6.20).
5. Calcul de la variation de la longueur de diffusion en utilisant l’équation (6.22
pour différentes valeurs du désaccord).
Table 6.1 – Méthodologie pour l’étude du contrôle de la longueur de diffusion inter-espèce à
l’aide d’une LASIFR.
intensité importante, soit une précision élevée sur le désaccord ∆LASIFR. Néanmoins, ceci n’est
pas impossible dans les années à venir, vu le développement des sources dans ce domaine
spectral.
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Figure 6.3 – Variation avec le désaccord ∆LASIFR de la longueur de diffusion pour une paire
de (87Rb,84Sr) aux intensités 100W/cm2 (noir), 1000 W/cm2 (rouge), 10000 W/cm2 (vert) et
100000 W/cm2 (bleu), en présence d’un laser de polarisation (a) linéaire ou (b) circulaire.
6.4 LASIFR dans un piège harmonique confinant
6.4.1 Inclusion du piège harmonique confinant
Après avoir étudié la LASIFR dans une situation où l’état initial de la paire atomique
est dans un continuum, nous considérons la situation d’une LASIFR en présence d’un piège
harmonique confinant, comme illustré sur la figure 6.4 3. Comme dans le chapitre 5, deux isolants
de Mott se recouvrent, chacun avec un atome par site. Le premier avantage du piège est d’avoir
toutes les paires atomiques occupant l’état du piège le plus bas. Deuxièmement, l’espacement
entre les états du piège permet d’isoler plus facilement l’état peuplé et de se retrouver dans
des situations modèles de quelques états vues dans le chapitre 3. Troisièmement, les densités
de probabilité de présence des atomes sont compressées par le piège. Ceci permet d’augmenter
l’élément de matrice entre l’état initial et l’état résonant (en ω3/4rel ).
Pour le contrôle de la longueur de diffusion, il faut s’assurer que cette dernière a toujours du
sens. Pour cela, il faut qu’elle soit inférieure à la longueur caractéristique du piège, aω =
√
~
µωrel
.
Dans le cas contraire, les états du piège ont des fonctions d’onde qui diffèrent fortement de celles
de deux atomes en collision. Le comportement linéaire de la fonction d’onde caractéristique pour
la détermination de la fonction d’onde n’est plus présent. Dans le cas de 84Rb87Sr, la longueur
caractéristique du piège est de 919 u.a pour ωrel = 2pi × 100kHz (que nous utilisons par la
suite).
Nous avons montré dans le chapitre 5 que l’inclusion du piège harmonique consiste en
l’ajout d’un terme harmonique additionnel dans l’Hamiltonien du mouvement relatif. Avant
que le laser LASIFR soit activé, nous supposons que les paires d’atomes (de Rb et Sr) occupent
le plus bas état translationnel du piège en onde partielle s. Cette condition est remplie pour une
température de quelques µK. Le sommet de la barrière centrifuge ` = 1 est situé à Rb = 172 u.a.
et a une hauteur de 92.2 µK. L’introduction du laser continu LASIFR de polarisation circulaire
implique un couplage entre le premier état du piège |1/2, 0, 1/2, 1/2, 0, N = 0〉 ≡ |g1, N = 0〉
3. De manière exagérée pour la fréquence du piège afin de bien illustrer l’impact de celui-ci.
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Figure 6.4 – LASIFR pour une paire d’atomes piégés dans un piège confinant. L’encadré (a)
correspond à la représentation (a) non-habillée alors que l’encadré (b) à celle habillée par les
photons. Un laser couple un niveau rovibrationnel avec le premier état du piège.
(donc initialement peuplé) et un état rovibrationnel du fondamental |1/2, 1, 3/2, 3/2, 1, vres〉 ≡
|g2, vres〉 4. Comme dans la section précédente, nous avons considéré le niveau vres = 56 (du
fondamental X2Σ+) avec une énergie de liaison de 6.16 cm−1 (0.18 THz), qui est toujours le
niveau vibrationnel qui se couple le plus avec l’état initial (voir figure 6.5 5). L’allure de cette
figure est équivalente à celle de 6.2. Ceci représente la similarité entre les fonctions d’onde de
l’état du piège et d’un état de collision proche du seuil, permettant de définir la longueur de
diffusion. Le cas de 39K87Rb est également représenté et il semble que celui-ci soit encore plus
adapté pour les LASIFR. L’allure pour les deux molécules est globalement la même et fut aussi
observée par Kotochigova ( [96]). Ceci suggère un comportement qui serait ”universel”.
L’intensité du laser continu est augmentée progressivement de 0 à la valeur voulue ILASIFR
afin que la population des paires atomiques occupe toujours un état propre de l’Hamiltonien
total. La fonction d’onde totale Ψi(R) a deux composantes φig1(R) et φig2(R), solutions des
équations couplées (correspondant à l’équation (6.4) où le potentiel du piège a été ajouté)

[−~2
2µ
d2
dR2 + Vg(R) +
1
2µω
2
relR
2 − E
]
φig1(R) = −ΩLASIFR(R)φig2(R)[−~2
2µ
d2
dR2 +
~2`′(`′+1)
2µR2 + Vg(R) +
1
2µω
2
relR
2 + ~ω − E
]
φig2(R) = −ΩLASIFR(R)φig1(R)
.
(6.23)
6.4.2 Résolution numérique et variation de la probabilité de densité
L’équation (6.23) est résolue numériquement grâce à la méthode MFGH présentée au cha-
pitre 2. La grille utilisée est de Rmin=5a0 à Rmax=5000a0, suffisamment large pour contenir le
premier état du piège |g1, N = 0〉. Les calculs ont été effectués pour différentes valeurs d’inten-
sité ILASIFR et de désaccord ∆LASIFR 6. Les états propres Ψi(R) obtenus à la fin du calcul ont
été classés par ordre croissant en énergie. La variation des énergies propres avec le désaccord
4. Nous prenons ∆` = 1 comme les termes angulaires étaient plus favorables, comme montré en 6.2.1.
5. Les facteurs angulaires n’ont pas été inclus dans les éléments de matrice pour cette figure.
6. Défini ∆LASIFR = (Evres + ~ωLASIFR)− Etrap0 .
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Figure 6.5 – Éléments de matrice du moment dipolaire | 〈X2Σ+, vres|µgg |X2Σ+, N = 0〉 | entre
le premier état du piège (N = 0) et les niveaux rovibrationnels de l’état électronique fonda-
mental, X2Σ+ pour 87Rb 84 Sr(noir) et X1Σ+ pour 39K87Rb (rouge). Les facteurs angulaires ne
sont pas inclus.
Méthodologie pour l’étude des LASIFR dans un piège harmonique confi-
nant
1. Résolution du système d’équation avec la méthode MFGH (6.23) pour diffé-
rentes valeurs d’intensité ILASIFR et de désaccord ∆LASIFR.
2. Les composantes sur la voie ouverte φg1 de la solution |Ψ123〉 pour un désac-
cord positif ou |Ψ124〉 pour un désaccord négatif sont tracées.
3. La longueur de diffusion est déterminée en prolongeant le régime linéaire entre
200 et 400 u.a.
Table 6.2 – Méthodologie pour l’étude des LASIFR dans un piège harmonique confinant.
(voir figure 6.6) montre que l’état propre occupé par les paires atomiques est |Ψ124〉 (resp. |Ψ123〉
) pour un désaccord ∆LASIFR négatif (resp. positif). La figure 6.7 représente la variation de la
densité de probabilité |Ψ123(R)|2 pour différentes valeurs d’intensité et de désaccord. A courte
distance, la composante φig2(R) sur la voie fermée augmente de manière importante lorsque
l’intensité est augmentée (à désaccord fixé ∆LASIFR = 0.01 MHz Fig 6.7 (a)), et lorsque le
désaccord est diminué (à intensité fixée ILASIFR = 12.5 W/cm2 Fig 6.7 (b)). Un comportement
similaire a déjà été observé au voisinage d’une résonance de Feshbach magnétique [177], et ceci
est la base de la photoassociation améliorée par une résonance de Feshbach (FOPA). L’avantage
d’une LASIFR est d’avoir deux paramètres de contrôle, l’intensité et le désaccord, alors que
pour une MFR, il y a uniquement la force du champ magnétique.
6.4.3 Variation de la longueur de diffusion
L’augmentation de l’élément de matrice pourrait être prometteuse pour le contrôle de la
longueur de diffusion. Les variations de densité de probabilité observées précédemment peuvent
152
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Detuning (MHz)
-5.0×10-6
0.0
5.0×10-6
1.0×10-5
En
er
gy
 (c
m-
1 )
Ψ 123
Ψ 124
Ψ 125
Figure 6.6 – Variation des énergies des premiers états du piège |g1, N〉 (ligne horizontale)
perturbés par le couplage avec le niveau rovibrationnel |g2, vres = 56〉 (ligne oblique), en fonction
du désaccord ∆LASIFR du laser LASIFR. L’intensité est de 100 W/cm2. À cause de l’interaction,
des croisements évités apparaissent à un désaccord nul pour le premier état du piège et à une
faible valeur positive pour les autres états du piège.
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Figure 6.7 – Densité de probabilité totale de l’état propre |Ψ123〉 calculé (a) au désaccord
fixe ∆LASIFR = 0.01 MHz, et pour différentes intensités ILASIFR=0 W/cm2 (noir), 100 W/cm2
(rouge), 500 W/cm2 (bleu), 1000 W/cm2 (orange) ; (b) à l’intensité fixe ILASIFR = 100 W/cm2,
et pour différents désaccords ∆LASIFR=10 MHz (noir), 1 MHz (rouge), 0.1 MHz (bleu),
0.01 MHz (orange). La densité de probabilité de l’état non-couplé |g, v = 56〉 est tracée en
vert.
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Figure 6.8 – Variation avec le désaccord ∆LASIFR de la longueur de diffusion pour une paire
de (87Rb,84Sr) dans un piège harmonique isotrope 3D de fréquence de ωR = 2pi× 100 kHz pour
deux intensités différentes ILASIFR =1000 W/cm2 (noir) et ILASIFR =5000 W/cm2 (rouge). Les
cercles sont les valeurs calculées alors que la ligne représente l’ajustement analytique. L’encadré
représente la LASIFR liée à la variation de la longueur de diffusion.
être reliées à la variation de la longueur de diffusion. Nous avons déterminé celle-ci à partir du
régime linéaire apparaissant à longue distance dans la composante φg1 î du canal ouvert comme
expliqué dans la section 2.6.2. La variation de la longueur de diffusion en fonction du désaccord
∆LASIFR pour deux intensités différentes (ILASIFR=200 W/cm2 et ILASIFR=1000 W/cm2) est
représentée sur la figure 6.8. Les largeurs réduites des résonances peuvent être déterminées à
l’aide d’un ajustement de l’équation (6.22) (abg = 80.8 a.u. est la longueur de diffusion en
absence de résonance 7) : Γ
vres
g1,g2
2kabg = 0.9 kHz pour ILASIFR=1000 W/cm
2 et Γ
vres
g1,g2
2kabg = 4.5 kHz pour
ILASIFR=5000 W/cm2. La largeur de la résonance est bien linéaire en l’intensité du laser. La
largeur réduite obtenue est équivalente à celle obtenue en absence du piège qui serait de 1 kHz
pour 1000 W/cm2 et 5 kHz pour 5000 W/cm2. Ceci peut s’expliquer de la façon suivante. Dans
un quasi-continuum, la largeur est proportionnelle au quotient du carré de l’élément de matrice
et de l’écart entre les états 8 ; Γvresg1,g2 =
2pi|〈φreg,Eg1 |µg1,g2 |φ0,vresg2 〉R|2
2~ωrel . Comme déjà dit plus haut, le carré
de l’élément de matrice est proportionnel à ω3/2rel . La largeur Γvresg1,g2 est donc proportionnelle à
ω
1/2
rel . En fait, nous retrouvons que Γvresg1,g2 est linéaire en k =
√
2µ32~ωrel. La largeur réduite
Γvresg1,g2
2kabg est ainsi indépendante de la fréquence du piège ωrel. Confiner les atomes dans un piège ne
permet donc pas d’améliorer le contrôle sur la longueur de diffusion. Pour agrandir la largeur
réduite, une piste pourrait venir de la mise en présence des LASIFR avec d’autres résonances.
C’est ce que nous discutons dans la prochaine section.
7. Elle est légèrement différente de celle en absence du piège. En effet, le piège a une action sur le dernier
état lié de la molécule et donc sur la longueur de diffusion.
8. En onde s, les niveaux sont espacés de 2 ~ωrel
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Figure 6.9 – Illustration de l’amélioration de la photoassociation à l’aide d’une LASIFR.
6.5 Discussion sur l’interférence d’une LASIFR avec d’autre
résonances
Nous terminons ce chapitre en discutant les situations où une LASIFR est en présence
d’autres résonances de Feshbach : optique, magnétique ou même une autre LASIFR. Pour cela,
nous considérons de nouveau que nous avons un continuum 9. Cette partie est une discussion
sur ces aspects qui devront être examinés plus en avant dans des travaux futurs.
6.5.1 Utilisation d’une LASIFR pour améliorer la photoassociation ?
Une application des LASIFR pourrait être l’amélioration du taux de photoassociation. C’est
le cas de la photoassociation en présence d’une MFR. Le phénomène est appelé ”Feshbach Opti-
mized Photo-Association” (FOPA) [177–183]. Elle résulte de l’interférence entre les résonances
de Feshbach magnétique et optique. La question est de savoir si on peut retrouver la même chose
en remplaçant la MFR par une LASIFR comme représenté sur la figure 6.9. Nous considérons
que l’intensité du laser LASIFR est bien plus grande que celle du laser de photoassociation afin
que le continuum soit essentiellement perturbé par son interaction avec la LASIFR. Comme
nous avons vu dans le chapitre 4, le taux de photoassociation dépend du carré de l’élément de
matrice |〈Ψcoll|ΩPA |Φexc,0v 〉|2. En utilisant les solutions (6.17), l’élément de matrice peut s’écrire
〈Ψcoll|ΩPA |Φexc,0v 〉 =
sin(δ)
piV LASIFRE
〈φ0,vresg2 | 〈g2|ΩPA |Φexc,0v 〉
+ sin(δ)
piV LASIFRE
P
∫
dE ′
V LASIFRE′ 〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉
E − E ′
+cos(δ) 〈φreg,Eg1 | 〈g1|ΩPA |Φexc,0v 〉
(6.24)
où nous avons posé V LASIFRE = 〈φreg,Eg1 |ΩLASIFR |φ0,vresg2 〉R. Les deux termes en
sin(δ)
piV LASIFRE
sont
rassemblés en définissant une nouvelle résonance qui a été modifiée par son interaction avec le
9. Même si les effets discutés sont aussi présents dans le cas d’un piège harmonique confinant.
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continuum : ΦLASIFRvres = φvresg2 (R) |g2〉+ P
∫
dE ′ VE′φ
reg,E
g1 (R)
E−E′ |g1〉. Ce qui donne
〈Ψcoll| ~µ.ˆ |Φexc,0v 〉 =
sin(δ)
piV LASIFRE
〈Φvres |ΩPA |Φexc,0v 〉
+cos(δ) 〈φreg,Eg1 | 〈g1|ΩPA |Φexc,0v 〉
. (6.25)
En prenant le module au carré, ceci fait apparaître un profil de Fano
∣∣∣〈Ψcoll| ~µ.ˆpopt |Φexc,0v 〉∣∣∣2 = ∣∣∣〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉∣∣∣2 (q + )21 + 2 , (6.26)
où
 = E − E
0
vres − ~ωLASIFR − Eshift
1
2Γvresg1,g2
(6.27)
est l’énergie reduite. Le paramètre d’asymétrie du profil de Fano s’écrit
q =
√√√√ 2
piΓvresg1,g2
〈Φvres |ΩPA |Φexc,0v 〉
〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉
. (6.28)
La grandeur
∣∣∣〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉∣∣∣2 correspond à la valeur de l’élément de matrice en l’ab-
sence de LASIFR. Pour 10  = −q, le taux de photoassociation pourrait s’annuler. À l’opposé,
pour  = 1/q un maximum du taux de photoassociation de valeur
∣∣∣〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉∣∣∣2 (1+
q2) peut être atteint.
Pour avoir une amélioration conséquente du taux de photoassociation, il faut que les trois
couplages radiatifs soient non-nuls. Malheureusement, en regardant de plus près, il y a une
complication à cause de la parité totale. Pour rappel, un couplage radiatif change la parité et
ne peut se faire qu’entre états de parité différente. Dans le cas qui nous intéresse, si initialement
les atomes ont une parité ”+”, le laser LASIFR induit un couplage avec un état de parité ”-”.
De même, le laser de photoassociation induit un couplage avec un état excité de parité ”-”. Par
contre, les deux états de parités ”-” ne peuvent pas être couplés entre eux par laser. L’élément
de matrice 〈φvresg2 | 〈g2| ~µ.ˆpopt |Φexc,0v 〉 est donc nul. Néanmoins, il reste un couplage indirect entre
les deux états à travers leur couplage avec le continuum
〈Φvres | ~µ.ˆpopt |Φexc,0v 〉 = P
∫
dE ′
〈φ0,vresg2 |ΩLASIFR |φreg,Eg1 〉R 〈φreg,E
′
g1 | 〈g1|ΩPA |Φexc,0v 〉
E − E ′ . (6.29)
Le continuum sert alors d’intermédiaire entre les deux états. Le facteur q prend alors la forme
q =
√√√√ 2
piΓvresg1,g2
P ∫ dE ′ 〈φ0,vresg2 |ΩLASIFR|φreg,Eg1 〉R〈φreg,E′g1 |〈g1|ΩPA|Φexc,0v 〉
E−E′
〈φreg,E′g1 | 〈g1|ΩPA |Φexc,0v 〉
. (6.30)
Dans ce cas, le facteur q est indépendant des intensités des deux lasers. En conclusion,
l’amélioration du taux de photoassociation à l’aide d’une LASIFR semble limitée.
6.5.2 LASIFR en présence d’une MFR
Le problème dans l’amélioration du taux de photoassociation avec une LASIFR est que
tous les couplages sont radiatifs. C’est une différence lorsque c’est fait avec une résonance de
10. Noter que le seul paramètre ajustable pour faire varier  est la fréquence du laser LASIFR.
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Figure 6.10 – Illustration d’une situation en présence d’une LASIFR et d’une MFR.
Feshbach magnétique où le couplage lié à la MFR conserve la parité. Ce schéma peut en principe
se retrouver si une résonance de LASIFR et une résonance MFR sont présentes (voir la figure
6.10). Le couplage radiatif de la photoassociation est remplacé par celui de la LASIFR. Nous
considérons d’abord que le continuum est couplé de manière plus importante avec la MFR
qu’avec la LASIFR. Dans ce cas, nous pouvons voir si la présence d’une MFR peut améliorer
le couplage avec la LASIFR.
La dérivation suit les mêmes étapes que celles faites en 6.2.3 et 6.7.1, et nous obtenons au
final 11
| 〈ΨMFRcoll |ΩLASIFR |g2〉 |φvresg2 〉 |2 = |V LASIFRE |2
(q + )2
1 + 2 , (6.31)
où
 = E − E
MFR
R
1
2ΓMFR
, (6.32)
et
q =
√
2
piΓMFR
〈ΦMFR|ΩLASIFR |g2〉 |φvresg2 〉
V LASIFRE
, (6.33)
|ΦMFR〉 étant la fonction d’onde de la résonance de Feshbach magnétique. De nouveau, un profil
de Fano apparaît. Comme pour le photoassociation, la présence d’une MFR peut permettre
l’amélioration d’une LASIFR. Une question importante est s’il y a un couplage direct entre la
MFR et la LASIFR. La parité ne l’empêche pas cette fois-ci. Une MFR appartient généralement
à un autre état fin ou hyperfin que celui de la LASIFR. Il faut donc que le couplage radiatif
change la structure fine/hyperfine de la molécule. Le photon ayant un moment angulaire de 1,
il peut en principe induire une transition ∆F = ±1. Ceci devra être étudié plus en détail dans
le futur.
Néanmoins, il faut rappeler que la motivation initiale de l’introduction des LASIFR est pour
les situations en l’absence de MFR, ou en présence de MFR avec une largeur faible. Dans ce
deuxième cas de figure, on pourrait retourner l’objectif, c’est-à-dire qu’au lieu d’améliorer une
11. |ΨMFRcoll 〉 sont les fonctions d’ondes de collisions en présence d’une MFR. Elles ont la forme donnée par
l’équation (2.139)
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Figure 6.11 – Illustration d’une situation en présence de deux LASIFR.
LASIFR à l’aide de la MFR, plutôt augmenter la largeur de la MFR grâce à une LASIFR. Ceci
pourrait être particulièrement intéressant pour le cas RbSr.
Enfin, pour l’instant, nous nous sommes positionnés dans une situation où la paire atomique
occupait initialement le continuum. La situation opposée peut aussi être intéressante, c’est-à-
dire la paire atomique occupe initialement un niveau rovibrationnel et un laser est appliqué,
le couplant avec le continuum et donc le photodissociant. Si l’habillage par le laser fait que
le niveau rovibrationnel est proche de la résonance de Feshbach magnétique, le spectre de
photodissociation a alors un profil de Fano. Le zéro de la largeur conduit à l’existence d’un ”état
lié dans le continuum” ou ”résonance à largeur nulle” (”Zero Width Resonance” (ZWR)) [184].
Cette valeur nulle du taux de la photodissociation est propre au niveau vibrationnel et les
autres niveaux vibrationnels de plus haute énergie peuvent être photodissociés. Cette ZWR
résulte de l’interférence des deux résonances. Ceci a été conceptualisé par Friedrich et al. [185].
Néanmoins, il existe d’autres stratégies pour obtenir une ZWR. Nous pouvons citer par exemple
le travail de O. Atabek et R. Lefebvre [186–189] où les ZWR apparaissent en présence d’un
laser à haute intensité. Ils ont proposé d’utiliser ces ZWR pour un refroidissement vibrationnel
des molécules [186–189]. Il serait intéressant d’étudier la possibilité de faire ce refroidissement
vibrationnel à l’aide d’une ZWR basée sur l’interférence de deux résonances. Néanmoins, nous
pouvons déjà prévoir la difficulté que les deux résonances risquent d’être peuplée à la fin du
processus.
6.5.3 Interférence de deux LASIFR
Enfin, la dernière possibilité est d’avoir deux LASIFR. Il y a donc deux lasers, chacun
couplant le continuum avec un état rovibrationnel de l’état électronique fondamental (voir la
figure 6.11). Au niveau théorique, il faut étendre la théorie de Floquet vue précédemment dans
une situation bichromatique. Ceci pose des difficultés car un champ constitué de deux fréquences
n’est pas périodique. Ce problème fut résolu par T. S. Ho et coll. [190]. La base est alors le
produit tensoriel de la base moléculaire |Jel, `, J,MJ , 〉 et de celle du champ |n1, n2〉, où n1(2)
est le nombre de photons de la fréquence ω1(2) échangés avec le champ. Dans le cas qui nous
intéresse, nous aurions trois canaux couplés : le canal initial |Jel, `, J,MJ , , 0, 0〉, le canal de la
1e LASIFR |Jel, `′, J ′,M ′J , , 1, 0〉, et celui de la deuxième LASIFR |Jel, `′, J ′,M ′J , , 0, 1〉. Si la
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deuxième (première) est faiblement couplée au continuum par rapport à la première (deuxième),
le même raisonnement que précédemment peut être fait et l’élément de matrice de la fréquence
de Rabi de cette deuxième (première) LASIFR sera un profil de Fano. Par contre, comme
tous les couplages sont radiatifs, le même problème qu’avec la photoassociation sera rencontré.
Les deux LASIFR ne sont pas couplées directement et seulement indirectement à travers leur
couplage avec le continuum. A nouveau, le zéro de ce profil de Fano pourrait être intéressant
afin de créer une ZWR et de protéger un niveau vibrationnel de la photodissociation.
6.6 Conclusion
Dans ce chapitre, nous avons présenté un nouveau type de résonance de Feshbach, la réso-
nances de Feshbach auto-induite assistée par laser. Elle apparait lorsqu’un niveau vibrationnel
de l’état électronique fondamental est couplé par un laser aux états du continuum de ce même
état électronique. Il faut passer à la représentation habillée par les photons pour visualiser cette
résonance de Feshbach. Dans les LASIFR, les deux voies appartiennent à l’état électronique
fondamental et ont un temps de vie assez long. De plus, la largeur de la résonance peut être
contrôlée à l’aide de l’intensité du laser. Les LASIFR peuvent être utilisées pour contrôler la
longueur de diffusion inter-espèce en faisant varier le désaccord de fréquence du laser. Nous
avons vu que confiner les atomes dans un piège ne permet pas d’améliorer le contrôle sur la
longueur de diffusion.
Pour le cas de RbSr, le meilleur couplage est obtenu pour une fréquence de 6.16 cm−1. Nous
avons également montré que la largeur de la résonance pour une polarisation circulaire est trois
fois plus grande pour une polarisation linéaire. Pour des intensités de 100-1000 W/cm2, les
largeurs réduites sont de l’ordre de quelques kHz. Ceci pose un réel défi technologique pour
l’observation et l’exploitation des LASIFR.
159
160
Chapitre 7
Formation de molécules à l’aide
d’impulsions à dérive de fréquence à
travers une LASIFR
Après avoir présenté de manière générale les LASIFR dans le chapitre 6, nous passons
désormais à la possibilité de les exploiter pour former des molécules froides. Dans la première
section, nous étudions la formation de molécules en faisant varier la fréquence du laser, utilisant
une impulsion à dérive de fréquence. La formation est d’abord considérée avec un modèle
Landau-Zener. Les limitations de ce modèle sont ensuite étudiées. Dans la deuxième section,
nous comparaison avec l’utilisation d’impulsion-pi afin de former des molécules ultra-froides. Ces
deux méthodes forment des molécules dans un niveau vibrationnel excité. Dans les 2 sections
suivantes, nous donnons deux stratégies possibles pour la relaxation vers l’état fondamental
absolu : le STIRAP (troisième section) et la séquence d’impulsions infrarouges (quatrième
section). Enfin, nous conclurons dans la cinquième section.
7.1 Formation de molécules par passage adiabatique via
une LASIFR
7.1.1 Principe général de la formation de molécules à l’aide d’un
impulsion à dérive de fréquence
La formation de molécules est basée sur le passage adiabatique entre deux états que nous
avons vu dans la section 3.4. Comme pour le STIRAP dans le chapitre 5 et la section 6.4, nous
nous plaçons dans la situation de deux isolants de Mott d’un atome par site d’un réseau optique
qui se recouvrent. Chaque paire atomique est ainsi indépendante. Les deux états du passage
adiabatique sont le premier état du piège et un niveau rovibrationnel de l’état fondamental
électronique (représentés sur l’encadré (a) de la figure 7.1). Pour faire ce passage adiabatique,
la fréquence du laser est changée au cours du temps. Une impulsion à dérive de fréquence est
donc appliquée. Dans la représentation habillée, les deux états se croisent comme représenté
en pointillé sur l’encadré (b) de la figure 7.1. Les états adiabatiques obtenus en introduisant
le couplage radiatif induit par le laser ont un croisement évité représenté en ligne pleine sur
cette même figure. Lorsque la fréquence est passée à travers la résonance, la nature de l’état
adiabatique change, et si le système reste bien dans le même état adiabatique tout le long
de la dynamique, des molécules sont formées dans l’état rovibrationnel. Le principe de cette
formation de molécules est le même que pour la magnétoassociation. Pour cette dernière, la
force du champ magnétique est variée au lieu de la fréquence d’un laser. La MFR autour de
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Figure 7.1 – Représentation schématique de (a) la formation de molécules hétéronucléaires à
l’aide de deux étapes, et (b) du passage adiabatique par une une impulsion à dérive de fréquence,
qui fait apparaître un croisement évité de largeur 2~ΩLASIFR.
laquelle se base la magnétoassociation est maintenant remplacée par une LASIFR que nous
avons présentée dans le chapitre précédent. En principe, cette méthode pourrait être utilisée
pour peupler directement le niveau fondamental rovibronique v = 0. Néanmoins, le couplage
de celui-ci avec le premier état du piège est généralement très faible, rendant impossible le
passage adiabatique. L’impulsion à dérive de fréquence forme ainsi plutôt des molécules dans
un niveau rovibrationnel excité de l’état électronique fondamental. Comme dans le chapitre 5,
il faut ensuite faire un transfert vers le niveau fondamental rovibronique. Une possibilité est de
faire un STIRAP (voir l’encadré (a) de la figure 7.1). Une autre possibilité est d’utiliser une
séquence d’impulsions infrarouges. Celle-ci couplée à la formation de molécules permet d’avoir
une processus d’ensemble qui se déroulent uniquement dans l’état électronique fondamental.
7.1.2 Equation d’évolution des populations des états
Le champ laser de contrôle dépendant du temps (amplitude et phase), nous décrivons la
dynamique avec l’équation de Schrödinger dépendante du temps[−~2
2µ ∇+ Vg(R) +
1
2µω
2
relR
2 + Vrad(t)
]
ψ(~R, t) = i~dψ(
~R, t)
dt
. (7.1)
Dans ce chapitre, afin d’améliorer la formation de molécules, la fréquence du piège ωrel est fixée
à 2 pi × 400kHz comme dans le chapitre 5. En développant dans une base du cas de Hund (e),
l’équation 7.1 devient
[−~2
2µ
d
dR2 + Vg(R) +
1
2µω
2
relR
2 − i~ d
dt
]
ψg1(R, t) = 〈g1| ~µˆp |g2〉 E(t)ψg2(R, t)[−~2
2µ
d
dR2 + Vg(R) +
~2
µR2 +
1
2µω
2
relR
2 − i~ d
dt
]
ψg2(R, t) = 〈g2| ~µˆp |g1〉 E(t)ψg1(R, t)
, (7.2)
où |g1〉 = |Jgel = 1/2, l = 0, J = 1/2,MJ = 1/2〉 et |g2〉 = |Jgel = 1/2, l = 1, J = 3/2,MJ = 1/2〉
pour une polarisation linéaire, ou |g2〉 = |Jgel = 1/2, l = 1, J = 3/2,MJ = 3/2〉 pour une pola-
risation circulaire. Les formules pour calculer l’élément de matrice µg1g2(R) = 〈g1| ~µˆp |g2〉 ont
été déterminées dans le chapitre 6. La résolution de l’équation (7.2) est faite dans la base des
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états propres φg1/g2,i(R) de l’Hamiltonien sans le couplage LASIFR définis par
[−~2
2µ
d2
dR2 + Vg(R) +
1
2µω
2
relR
2
]
φg1,i(R) = Eg1,iφg1,i(R)[−~2
2µ
d2
dR2 + Vg(R) +
~2
µR2 +
1
2µω
2
relR
2
]
φg2,i(R) = Eg2,iφg2,i(R)
. (7.3)
Cette résolution est faite avec la méthode MFGH expliquée dans le chapitre 2 en utilisant
une grille allant de Rmin = 5a0 à Rmax = 5000a0, recouvrant l’extension spatiale du premier
état du piège pour ωrel = 2pi×400 kHz (la plus faible valeur utilisée). Les états propres d’énergie
négative sont les niveaux rovibrationnels de la molécule identifiés par le nombre quantique v,
alors que les états propres d’énergie positives sont des états du piège identifiés par le nombre
quantique N . Dans le cas de 87Rb84Sr, le nombre de niveaux vibrationnels est de 66. Il y a en
principe une infinité d’états du piège. Évidemment, pour les simulations, nous avons dû nous
limiter. Nous avons pris 15 états du piège, l’inclusion d’autres états du piège n’amenant plus
des changements dans les résultats de dynamique.
La fonction d’onde totale ψ(R, t) est donc développée dans la base des états propres φv/N(R)
ψ(R, t) =
∑
i
Cg1,i(t)φg1,i(R) + Cg2,i(t)φg2,i(R). (7.4)
L’équation (7.2) devient un système d’équations couplées pour les coefficients {C}
i~
dCg1/g2,i
dt
= Eg1,iCg1/g2,i(t)−
∑
j
〈φg1/g2,i|µg1g2(R) |φg2/g1,j〉 E(t)Cg2/g1,j(t). (7.5)
Pour des raisons de stabilité numérique, nous avons passé l’équation (7.5) de la représentation
Schrödinger à la représentation d’interaction
i~
dC˜g1/g2,i
dt
= −∑
j
〈φg1/g2,i|µg1g2(R) |φg2/g1,j〉 E(t)e
i
~ (Eg1/g2,i−Eg2/g1,j)tC˜g2/g1,j(t). (7.6)
La population du niveau φg1/g2,i est évidemment calculée à partir du module au carré des
coefficients, Pg1/g2,i = |C˜g1/g2,i|2.
Initialement, nous considérons une température pour laquelle les paires atomiques occupent
le premier état du piège φg1,N=0, et ce choix fixe les conditions initiales sur les coefficients
Cg1,v(0) = 0, Cg1,N=0(0) = 1, Cg1,N 6=0(0) = 0 et tous les coefficients Cg2,i(0) = 0.
7.1.3 Impulsion sous-Thz à dérive de fréquence
L’équation (7.6) est valide quelle que soit la forme du champ, écrit comme 1
E(t) = A(t) cos (ω0t+ ϕ(t)) , (7.7)
où ω0 est la fréquence centrale et dépend du choix du niveau vibrationnel pour la résonance.
Elle est définie par
ω0 =
1
~
(Eg2,vres − Eg1,N=0) . (7.8)
Le choix du niveau vibrationnel est déterminé par la valeur de l’élément de matrice 〈φg2,v|µg1g2(R) |φg1,N=0〉R
qui est représenté sur la figure (6.5). Comme dans le chapitre précédent, le niveau choisi est
celui avec le plus grand élément de matrice, vres = 56. L’énergie de ce niveau est Evres=56 =
−6.16 cm−1 (184 GHz). L’élément de matrice 〈φg2,vres |µg1g2(R) |φg1,N=0〉R vaut 2.69 ×10−5 u.a.
pour une polarisation linéaire, et 4.66 ×10−5 u.a pour une polarisation circulaire. Le régime
1. Nous n’avons pas fait l’approximation RWA (voir chapitre 3) et nous avons gardé le cosinus.
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sous-THz de la fréquence centrale est une différence importante avec les impulsions à dérive de
fréquence utilisées pour la photoassociation [87–91]. Dans notre cas, la dynamique se déroule
dans l’état électronique fondamental et pas dans l’état excité.
Le contrôle est fait en variant dans le temps deux quantités : l’amplitude A(t) et la phase
ϕ(t). Différents schémas sont possibles en fonction de la variation temporelle de ces quantités.
Celui considéré dans ce chapitre est le passage adiabatique, où la fréquence est variée à travers
la résonance LASIFR en utilisant une impulsion à dérive de fréquence. Pour produire la dérive,
la phase est le paramètre clé. Pour une dérive linéaire, la phase prend la forme [191]
ϕ(t) = α2 (t− Tpulse/2)
2, (7.9)
où α = ∆ω
Tpulse
est le taux de dérive qui quantifie la variation de fréquence ∆ω = ω(Tpulse)−ω(0)
durant la durée de l’impulsion Tpulse. La frequence instantanée est définie comme ù
ω(t) = ω0 + α
(
t− Tpulse2
)
. (7.10)
Pour l’amplitude A(t), une impulsion gaussienne a été considérée,
A(t) = E0 exp
(
−(t− tmil)
2
2τ 2
)
, (7.11)
où E0 est l’amplitude maximale, tmil est le moment du milieu de l’impulsion et
√
2ln(2)τ est
la largeur temporelle à mi-hauteur de l’impulsion. Dans les simulations, ces deux derniers sont
fixés à partir de la valeur voulue de la durée de l’impulsion Tpulse : tmil = Tpulse2 et τ = 0.2 Tpulse.
Pour un niveau vibrationnel choisi, les impulsions considérées ont trois paramètres : la durée
de l’impulsion Tpulse, la variation de la fréquence ∆ω, et l’amplitude maximale E0. Dans les sous-
sections suivantes, nous faisons varier ces paramètres et étudions leur impact sur le transfert
de population.
7.1.4 Modèle de Landau-Zener
D’abord, nous considérons seulement le système à deux états constitué du premier état
φg1,N=0(R) du piège et du niveau vibrationnel cible φg2,vres(R), 2i~
dC˜0
dt
= −ΩLASIFR(t) cos
(
ω0t+ 12α(t− tmil)2
)
e
i
~ (E0−Eres)tC˜res(t)
i~dC˜res
dt
= −ΩLASIFR(t) cos
(
ω0t+ 12α(t− tmil)2
)
e
i
~ (Eres−E0)tC˜0(t)
, (7.12)
où ΩLASIFR(t) = −〈φg2,vres |µg1g2(R) |φg1,N=0〉R E0e−
(t−tmil)2
2τ2 est la fréquence de Rabi instanta-
née. Elle dépend du temps et c’est une différence par rapport au passage adiabatique vu dans
la section 3.4. Si l’approximation RWA et la transformation vers le repère tournant sont faites,
l’équation 7.12 devient i~
dC˜res
dt
= ~2ΩLASIFR(t)C0
i~dC˜0
dt
= ~2ΩLASIFR(t)Cres + ∆LASIFR(t)C0
, (7.13)
où ∆(t) = ω(t) − ω0 = 2α
(
t− Tpulse2
)
est le désaccord instantané. Celui-ci est nul à t = tmil,
et change de signe durant la dynamique. Si cette variation du désaccord est faite suffisamment
2. Pour faciliter l’écriture, nous avons posé C0 = Cg1,N=0,Cres = Cg2,vres ,E0 = Eg1,N=0 et Eres = Eg2,vres
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Méthodologie pour déterminer des impulsions optimales à partir du mo-
dèle de Landau-Zener
1. Calcul MFGH sur l’état fondamental (X) 2Σ+ dans le cas de Hund (e) pour
` = 0 et ` = 1 (equation (7.3)).
2. Détermination de µg1,g2(R) à l’aide des équations (6.13) pour la polarisation
linéaire ou (6.15) pour la polarisation circulaire.
3. Calcul de l’élément de matrice du moment dipolaire
〈φg2,vres |µg1g2(R) |φg1,N=0〉R par une intégration numérique.
4. Calcul de la probabilité de formation de molécules en utilisant le modèle de
Landau Zener(7.16).
5. Pour certaines valeurs de Tpulse et de |α|, la valeur de E0 est augmentée jusqu’à
avoir pres = 0.99 % .
Table 7.1 – Méthodologie pour déterminer des impulsions optimales à partir du modèle de
Landau-Zener.
lentement, un passage adiabatique, vu dans la section 3.4, a bien lieu. En toute généralité, la
condition d’adiabaticité est∣∣∣∣∣αΩLASIFR(t)− Ω˙LASIFR(t)∆LASIFR(t)Ω2LASIFR(t)
∣∣∣∣∣ <<
√
∆2LASIFR(t) + ~2Ω2LASIFR(t), (7.14)
où Ω˙LASIFR est la variation de la fréquence de Rabi. Au croisement où les deux états adiaba-
tiques sont les plus proches, la variation temporelle de la fréquence de Rabi est négligeable et
la condition (7.14) s’écrit plutôt
|α| << Ω2LASIFR,max. (7.15)
Le modèle de Landau-Zener vu dans la section 3.4 peut être appliqué pour déterminer la
probabilité de passage adiabatique et la formation de molécules,p0 = exp(−pi
Ω2LASIFR,max
2|α| )
pres = 1− exp(−piΩ
2
LASIFR,max
2|α| )
. (7.16)
Comme nous l’avions fait remarquer dans la section 3.4, les formules de Landau-Zener
(7.16) contiennent la condition d’adiabaticité (7.15). Le modèle de Landau-Zener montre que
la formation de molécules est plus efficace lorsque le taux de dérive diminue et l’amplitude
maximale augmente. Pour la diminution du taux de dérive, il est possible de le faire soit en
augmentant la durée de l’impulsion Tpulse, soit en diminuant la variation de fréquence ∆ω.
Dans les table 7.2 (pour une polarisation linéaire) et 7.3 (pour une polarisation circulaire), les
paramètres d’une série d’impulsions menant à une formation de molécules avec pres = 0.99
sont donnés. Le critère de comparaison des différents cas de figure est l’intensité maximale
nécessaire afin d’avoir ces 99 % de molécules dans l’état résonant. En comparant la ligne 1
et 2 (ou la ligne 3 et 4), il est illustré l’amélioration du processus en diminuant ∆ω. Entre la
ligne 1 et 3, l’amélioration du transfert en augmentant la durée de l’impulsion est dans ce cas
illustrée. Enfin, la dernière ligne montre le transfert vers un autre niveau vibrationnel, le v = 59,
d’énergie Evres=59 = −1.98 cm−1, et d’élément de matrice 〈φv|µgg(R) |φN=0〉R de 2.22 10−5 a.u.
La diminution de l’élément de matrice implique naturellement une augmentation de l’intensité
maximale nécessaire. Enfin, l’utilisation d’une polarisation circulaire permet de diviser par 3
les intensités.
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Tpulse(µs) |α| (MHz/µs) I0 (W/cm2) vres
100 1.0 ×10−2 30000 56
100 5.0 ×10−3 15000 56
10000 1.0 ×10−4 300 56
10000 5.0 ×10−5 150 56
10000 5.0 ×10−5 225 59
Table 7.2 – Valeurs des paramètres permettant un transfert de 99 % de population dans l’état
résonant à l’aide d’un passage adiabatique en partant du premier état du piège. τ : durée de
l’impulsion ; α : taux de dérive ; I0 : intensité maximale ; vres : nombre quantique vibrationnel
de la résonance. Le laser a une polarisation linéaire.
Tpulse(µs) |α| (MHz/µs) I0 (W/cm2) vres
100 1.0 ×10−2 20000 56
100 5.0 ×10−3 10000 56
10000 1.0 ×10−4 200 56
10000 5.0 ×10−5 100 56
10000 5.0 ×10−5 150 59
Table 7.3 – Valeurs des paramètres permettant un transfert de 99 % de population dans l’état
résonant à l’aide d’un passage adiabatique en partant du premier état du piège. τ : durée de
l’impulsion ; α : taux de dérive ; I0 : intensité maximale ; vres : nombre quantique vibrationnel
de la résonance. Le laser a une polarisation circulaire.
7.1.5 Etude des limitations du modèle Landau-Zener à l’aide de si-
mulations
Après avoir montré le principe de la formation de molécules à l’aide du modèle Landau-
Zener, nous donnons maintenant des simulations de ce transfert. L’objectif de ces simulations
est de montrer les limites du modèle Landau-Zener, induites par la forme de l’impulsion et
par la présence des autres états. Nous avons propagé le système d’équations (7.6) à l’aide de
l’algorithme Runge-Kutta d’ordre 4. Nous n’avons pas pris l’ensemble des états. Pour les états
du piège φg1,N , comme discuté précédemment, nous avons pris jusqu’à N = 14. Nous avons
également pris les deux derniers états liés φg1,v=64,65. Enfin, pour les états vibrationnels φg2,v,
nous avons pris trois états de part et d’autre de la résonance. Nous avons donc une base de 28
états : φg2,v=52−60, φg1,v=64,65 et φg1,N=0−14. Le pas de temps de toutes les simulations effectuées
dans ce travail est de 1000 u.a. (2.4 ps), afin d’avoir plus de deux points par oscillation du
champ.
Durée d’impulsion
Les populations dans le niveau vibrationnel résonant φg2,vres pour différentes durées d’impul-
sions sont montrées sur la figure 7.2. Tous les calculs sont faits avec E0 = 5×10−7 u.a. et ∆ω=-4
MHz. D’abord, sur l’encadré (a), les populations finales sont comparées avec celles obtenues avec
le modèle de Landau-Zener. La tendance d’amélioration en augmentant la durée de l’impulsion
est bien retrouvée dans les simulations. Néanmoins, certaines différences quantitatives appa-
raissent pour les dynamiques à temps plus courts, Tpulse =10, 25 et 50 µs. Celles-ci peuvent être
simplement expliquées par les limitations de deux hypothèses dans le modèle Landau-Zener.
De un, nous avons un couplage gaussien, et donc non-constant. De deux, nous avons une base
de plusieurs états et pas seulement de deux états. Le premier point est une vraie différence avec
la magnétoassociation où le couplage ne dépend pas du champ appliqué, et est ainsi constant
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Méthodologie des simulations de passages adiabatiques et d’impulsions-pi
1. Calcul MFGH sur l’état fondamental X2Σ+ dans le cas de Hund (e) pour
` = 0 et ` = 1 (equation (7.3)).
2. Détermination de µg1,g2(R) à l’aide des équations (6.13) pour la polarisation
linéaire .
3. Détermination des énergies Ek des états de la base à l’aide du calcul MFGH.
4. Détermination des éléments de matrices du moment dipolaire
〈φg1/g2,i|µg1g2(R) |φg2/g1,j〉.
5. Détermination des valeurs des paramètres du champ, Tpulse,E0 et ∆ω.
6. Propagation du système d’équations (7.6) avec un Runge Kutta 4.
7. Calcul des populations en prenant le module au carré des coefficients
Pg1/g2,i(t) = |C˜g1/g2,i|2.
Table 7.4 – Méthodologie des simulations de passages adiabatiques et d’impulsions-pi.
durant le passage adiabatique. Dans ce cas, l’accord avec le modèle Landau-Zener est quasi-
parfait [75]. Pour confirmer cette hypothèse, des simulations avec une amplitude constante
ont été faites et nous retrouvons bien les populations du modèle Landau-Zener. Ceci confirme
notre hypothèse que les différences observées viennent de la forme gaussienne du couplage. Sur
l’encadré (b), les dynamiques des populations sont illustrées. L’augmentation de l’adiabaticité
du transfert en augmentant la durée de l’impulsion est bien illustrée par la diminution des
oscillations dans les dynamiques. Cette lacune du modèle de Landau-Zener peut être corrigée
en utilisant le modèle d’Allen-Eberly [192] où le couplage n’est pas constant mais prend une
forme en sech. Le désaccord prend lui une forme en tanh qui est quasi-linéaire au niveau du
croisement.
Amplitude maximale
Les populations dans le niveau vibrationnel résonant pour différentes amplitudes maximale
sont montrées sur la figure 7.3. Toutes les simulations ont été effectués avec une durée d’impul-
sion fixée à 100 µs et une variation de fréquence fixée à ∆ω=-4 MHz. Les populations finales
pour des amplitudes inférieures à 1.0 ×10−6 a.u. montrent le comportement attendu du mo-
dèle Landau-Zener avec une augmentation de l’adiabaticité. Néanmoins, pour une amplitude
supérieure, une diminution de la population finale est observée, en désaccord avec le modèle
Landau-Zener. L’explication de ceci peut se trouver en analysant les dynamiques des popula-
tions sur l’encadré (b) de la figure. Un déplacement dû à l’effet Stark apparaît et est responsable
de la diminution. Ce déplacement du croisement résulte de la présence des autres niveaux et
de leur couplage radiatif avec les états φg1,N=0 et φg2vres . Les premiers états du piège φg1,N=1−5
et le dernier niveau vibrationnel φg1,v=65 jouent un rôle important dans ce déplacement. Par
contre, le déplacement Stark entre les deux états φN=0 et φvres impliqués dans la transition, n’a
pas d’influence comme il ne joue pas sur la position du croisement.
En fait, pour bien comprendre la diminution, il faut tenir compte de la forme gaussienne
de l’impulsion. Sans le déplacement, le croisement des énergies des deux états se déroule en
t = Tpulse/2 où l’amplitude est maximale. Par contre, lorsque le croisement est déplacé, la
transition ne se déroule à un temps supérieure à t = Tpulse/2 où l’amplitude maximale est plus
faible induisant une moindre efficacité du transfert. En plus, la variation temporelle du couplage
radiatif Ω˙ au croisement n’est plus négligeable, impliquant une diminution de l’adiabaticité du
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Figure 7.2 – Variation de la population dans le niveau vibrationnel résonant φg2,vres pour
différentes durées de l’impulsion. Encadré (a) : Populations finales calculées (cercles rouges) et
attendues par le modèle de Landau-Zener (carrés noirs) en fonction de la durée de l’impulsion.
Encadré (b) : Dynamique de la population pour des durées de l’impulsion de 10 µs (noir), 25
µs (roug), 50 µs (vert), 100 µs (bleu) et 250 µs (violet)
transfert (voir eq. (7.14)). Pour confirmer ce rôle des autres états, des simulations gardant
uniquement les deux états φN=0 et φvres ont été faites. Dans ce cas, aucune diminution de la
population finale n’a été observée.
Variation de fréquence
D’abord, nous discutons l’impact du signe de la dérive. Les résultats pour ∆ω = ±4 MHz
sont montrés sur la figure 7.4 (a). Les simulations ont été faites pour une durée de l’impulsion
de 100µs et une amplitude maximale de E0 = 5.0× 10−7 a.u.. Une différence substantielle entre
les deux apparaît très clairement alors que ce n’est pas le cas dans le modèle de Landau-Zener.
Une analyse de la dynamique pour ∆ω = 4 MHz montre une perte d’unitarité dans la somme
des populations dans l’état initial φN=0 et dans le niveau vibrationnel résonant φvres , indiquant
que les autres états du piège sont peuplés durant la dynamique. L’encadré (b) illustre ceci
avec la dynamique dans le niveau vibrationnel résonant et dans les états du piège N = 0 et
1. Le déroulement de la dynamique pour une dérive positive peut être schématisé de la façon
suivante : au départ, la population est dans l’état du piège φg1,N=0. Le niveau vibrationnel
résonant croise cet état initial et la population est transférée vers le niveau résonant. Alors
que les deux niveaux interagissent toujours, ce niveau résonant croise le deuxième état du piège
φg1,N=1. La population qui avait été transférée de φg1,N=0, l’est maintenant vers celui-ci. Au final,
la population a été transférée du premier état du piège au second et l’application de l’impulsion
à dérive de fréquence a engendré un réchauffement du gaz atomique. Ceci est également observé
dans la magnétoassociation entre une rampe positive ou négative de champ magnétique [73,75].
Dans le cas où ω = 0.25 MHz, il n’y a alors pas de croisement avec φg1,N=1 et la population
finale dans le niveau vibrationnel est de 98 %, proche de celle donnée par le modèle Landau-
Zener. L’utilisation d’une dérive positive est donc intéressante seulement lorsque la variation
de fréquence est inférieure à l’espacement entre les états du piège en onde s (l=0), c’est à dire
2 ~ωrel. Ceci est une forte contrainte sur la variation de fréquence.
Une dérive négative est donc plus intéressante qu’une dérive positive. Néanmoins, des dé-
viations par rapport au modèle Landau-Zener peuvent aussi être observées pour une dérive
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Figure 7.3 – Variations de la population dans le niveau vibrationel résonant φvres pour dif-
férentes valeurs d’amplitudes maximales. (a) : populations finales calculées (cercle rouge) et
attendues par le modèle de Landau-Zener (ligne noire) en fonction de l’intensité maximale.
(b) : Dynamique des populations pour des amplitudes maximales de 1.0 ×10−6 a.u. (noir), 5.0
×10−6 a.u. (rouge), 1.0 ×10−5 a.u. (vert), 5.0 ×10−5 a.u. (bleu), 1.0 ×10−4 a.u. (violet) et 5.0
×10−4 a.u. (turquoise).
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Figure 7.4 – Dynamique des populations pour ∆ω = ±4 MHz. (a) : Dynamique des niveaux
vibrationnels résonants pour ∆ω =-4 (noir) et +4 (rouge) MHz. (b) : Dynamique des popula-
tions dans le niveau vibrationnel résonant (rouge) et les états du piège N=0 (noir) et 1 (bleu)
pour ∆ω =+4 MHz.
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Figure 7.5 – Variations de la population dans le niveau vibrationnel résonant φvres pour
différentes valeurs de la variation de fréquence. (a) : populations finales calculées (rouge) par le
modèle de Landau-Zener(ligne noire) en fonction de la variation de fréquence. (b) : Dynamique
des populations pour des variations de fréquence de -80 MHz (noir), -90 MHz (rouge), -100
MHz (bleu) et -120 MHz (vert).
négative. Ceci est illustré sur la figure 7.5. Au delà de ∆ω=-60 MHz, des populations finales
inférieures à celles données par le modèle Landau-Zener sont obtenues. L’origine de ceci est
le dernier niveau lié φg1,v=65. Son énergie est de -27 MHz. Donc lorsque |∆ω| est supérieur à
-54 MHz, le niveau résonant φg2,v=56 croise le dernier niveau lié φg1,v=65. La population qui
d’abord est transférée du premier état du piège φg1,N=0 au niveau résonant φg2,v=56, est ensuite
transférée vers le dernier niveau lié φg1,v=65, comme montré sur la figure 7.5(b). Lorsque |∆ω|
est plus important, le croisement entre les niveaux φg2,v=56 et φg1,v=65 est à amplitude plus im-
portante et le transfert est plus efficace. La population finale dans l’état résonant est alors plus
faible, comme observé dans les simulations. En résumé, dans le cas d’une dérive négative, c’est
le dernier état lié qui met une contrainte sur les valeurs possibles de la variation de fréquence.
Enfin, le dernier point est l’apparition pour une dérive négative d’un maximum pour la
population finale, non prédit par le modèle de Landau-Zener (voir figure 7.6). L’explication
est comme pour l’amplitude, le déplacement Stark venant de la présence des autres niveaux.
Une différence avec le cas de l’amplitude est que la valeur du déplacement Stark n’est pas
augmentée de manière absolue mais l’est par rapport au |∆ω|. Quand le déplacement de Stark
est négligeable par rapport à |∆ω|, le croisement est au centre de la gaussienne alors que
quand ce n’est pas le cas, le croisement n’est plus au maximum de la gaussienne et l’efficacité
du transfert diminue. Sur l’encadré (b), la variation de la valeur relative du déplacement de
Stark est clairement visible. On peut résumer que l’intensité fait varier la valeur absolue du
déplacement de Stark alors que la variation de fréquence fait varier sa valeur relative. On peut
remarquer également que pour une faible valeur de |∆ω|, le système fait des oscillations de Rabi
avant le croisement évité.
Fréquence du piège
L’efficacité du transfert dépend de l’élément de matrice du moment dipolaire permanent
〈φg2,vres |µg1g2(R) |φg1,N=0〉R. C’est le seul paramètre moléculaire qui entre en jeu pour le pas-
sage adiabatique dans le modèle de landau-Zener. La première possibilité pour le faire varier
est de changer la fréquence du piège. En effet, augmenter la fréquence du piège implique un
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Figure 7.6 – Variation de population dans le niveau vibrationnel résonant φvres pour des
variations de fréquence différentes. Les simulations ont été faites pour une durée de l’impulsion
de 100µs et une amplitude maximale de E0 = 5×10−7 W/cm2. (a) : Populations finales calculées
(rouge) et attendues par le modèle de Landau-Zener (ligne noire) en fonction de ∆ω. (b) : La
dynamique de la population pour ∆ω=-4 (noir), -0.5 (rouge) et -0.25 (bleu) MHz.
confinement plus important de l’état du piège initial φN=0, amenant une augmentation du re-
couvrement avec le niveau vibrationnel résonant. Comme déjà dit dans le chapitre précédent, la
variation de cet élément de matrice avec la fréquence du piège est en ω3/4. Une augmentation de
l’élément de matrice amène ainsi à une amélioration de l’adiabaticité et donc de la population
finale obtenue. Ceci est montré sur la figure 7.7. Les simulations montrent qu’une impulsion
peu efficace pour un piège de fréquence de 100 kHz, peut induire un transfert adiabatique quasi
complet en multipliant la fréquence du piège par 4. Dans ce cas, les simulations suivent bien le
modèle Landau-Zener.
Etat résonant
Au lieu de changer l’état initial du piège, la variation de l’élément de matrice peut être faite
en modifiant le niveau vibrationnel résonant. Expérimentalement, ceci est fait en changeant
la fréquence centrale de l’impulsion ω0. La variation de l’élément de matrice en fonction du
niveau vibrationnel a été montrée précédemment sur la figure 6.5. Les états v = 51 − 60 ont
une valeur de cet élément de matrice supérieure à la moitié de la valeur maximale amenant une
grande liberté dans le choix du niveau vibrationnel en fonction des capacités expérimentales.
La comparaison de la dynamique pour vres = 56 et vres = 59 est montrée sur la figure 7.8.
Comme attendu, le transfert de population est moins efficace pour l’état vres = 59 pour lequel
l’élement de matrice est plus faible. Néanmoins, la perte d’efficacité n’est pas trop importante
et le transfert est quand même quasi-complet. Ceci illustre la flexibilité du mécanisme proposé
par rapport à l’état vibrationnel final.
171
0.0 2.0×10-5 4.0×10-5 6.0×10-5 8.0×10-5 1.0×10-4
Time (s)
0
0.2
0.4
0.6
0.8
1
Po
pu
la
tio
n
Figure 7.7 – Dynamique de la population dans le niveau vibrationnel résonant pour différentes
valeurs de la fréquence du piège : ωrel = 2pi× 100 (noir), 200 (rouge), 300 (bleu) et 400 (vert)
kHz. Les simulations ont été faites pour une durée de l’impulsion de 100 µs, une variation de
fréquence de l’impulsion laser de -4 MHz, et une amplitude maximale de 5 ×10−7 u.a..
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Figure 7.8 – Dynamique de la population dans le niveau vibrationnel résonant pour vres = 56
(noir) and vres =59 (rouge). Les calculs ont été faits pour une durée de l’impulsion de 100µs,
une variation de fréquence de -4 MHz, et une amplitude maximale de E0 = 5× 10−7 u.a..
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7.2 Comparaison avec les impulsions pi généralisées
Dans le chapitre 3, nous avons vu qu’une alternative au passage adiabatique est l’utilisation
des impulsions pi généralisées. Pour rappel, la fréquence centrale de l’impulsion est alors à
résonance (∆=0) à tout temps. L’amplitude a toujours une forme gaussienne
E(t) = E0 exp
(
−(t− tmil)
2
2τ 2
)
cos (ω0t) . (7.17)
Comme précédemment, nous fixons les valeurs de tmil et de τ par rapport à la valeur de la
durée de l’impulsion Tpulse : tmil = Tpulse2 et τ = 0.14Tpulse.
Le principe de l’impulsion pi est que l’intégrale temporelle de la fréquence de Rabi vaut un
multiple de pi. Dans le chapitre 3, pour une impulsion gaussienne, nous avons dérivé la condition
pour avoir un transfert complet,
E0τ = 2n+ 1〈φg2,vres |µg1g2(R) |φg1,N=0〉R
√
pi
2 . (7.18)
Nous donnons des couples (τ , E0) qui respectent la condition 3 (7.18) dans la Table 7.6 pour
une polarisation linéaire, et dans la Table 7.7 pour une polarisation circulaire. Comme pour
le passage adiabatique, les intensités nécessaires sont trois fois moins importantes pour une
polarisation circulaire. De plus, nous remarquons que les amplitudes sont inférieures à celles
utilisées pour le passage adiabatique. Ceci est un avantage pour les impulsions pi généralisées,
alors qu’obtenir des intensités importantes restent un challenge dans la zone spectrale des THz.
Dans la section précédente, nous avons vu que la présence des autres états du piège et du
dernier niveau rovibrationnel pouvait perturber le transfert de populations. Pour vérifier si ce
serait également le cas pour les impulsions pi, nous avons simulé le transfert de population avec
les différentes impulsions pi des tables 7.6 et 7.7. Nous obtenons à chaque fois un transfert com-
plet de la population. Sur la figure 7.9, le cas une durée de l’impulsion Tpulse = 100 µs, d’une
amplitude E0= 1.09 ×10−7 u.a., et d’une polarisation linéaire est illustré. Dans cet exemple, la
population finale dans l’état rovibrationnel est de 98.8 %. Nous en concluons que les perturba-
tions des autres états liés du piège et du dernier niveau rovibrationnel sont négligeables, et que
l’utilisation de l’équation (7.18) est adaptée pour déterminer les valeurs des paramètres d’une
impulsion gaussienne.
3. pour n = 1.
Méthodologie pour déterminer des impulsions pi optimales
1. Calcul MFGH sur l’état fondamental X2Σ+ dans le cas de Hund (e) pour
` = 0 et ` = 1 (equation (7.3)).
2. Détermination de µg1,g2(R) à l’aide des équations (6.13) pour la polarisation
linéaire ou (6.15) pour la polarisation circulaire.
3. Calcul de l’élément de matrice du moment dipolaire
〈φg2,vres |µg1g2(R) |φg1,N=0〉R par une intégration numérique.
4. Calcul de l’amplitude maximale E0 d’impulsions pi pour certaines valeurs de
τ à partir de l’équation (7.18).
Table 7.5 – Méthodologie pour déterminer des impulsions pi optimales
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Tpulse (µs) τ (µs) E0 (u.a.) I0 (W/cm2)
10 1.4 1.09 ×10−6 123987
20 2.4 5.44 ×10−7 30997
50 7.0 2.18 ×10−7 4959
100 14 1.09 ×10−7 1240
200 28 5.44 ×10−8 310
500 70 2.18 ×10−8 50
1000 140 1.09 ×10−8 12
10000 1400 1.09 ×10−9 0.12
Table 7.6 – Paramètres d’une impulsion gaussienne pour obtenir une impulsion pi généralisée.
Une polarisation linéaire est utilisée.
Tpulse (µs) τ (µs) E0 (u.a.) I0 (W/cm2)
10 1.4 6.56 ×10−7 41267
20 2.4 3.28 ×10−7 10317
50 7.0 1.31 ×10−7 1651
100 14 6.56 ×10−8 413
200 28 3.28 ×10−8 103
500 70 1.31 ×10−8 17
1000 140 6.56 ×10−9 4
10000 1400 6.56 ×10−10 0.041
Table 7.7 – Paramètres d’une impulsion gaussienne pour obtenir une impulsion pi généralisée.
Une polarisation circulaire est utilisée.
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Figure 7.9 – Évolution des populations dans le premier état du piège φg1,N=0 (noir) et dans le
niveau rovibrationnel φg2,vres (rouge). Les paramètres de l’impulsion utilisée dans la simulation
sont : Tpulse = 100 µs, E0= 1.09 ×10−7 u.a., et une polarisation linéaire.
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7.3 Relaxation vibrationnelle à l’aide d’un STIRAP
Les molécules formées à l’aide d’une impulsion à dérive de fréquence occupent un niveau
vibrationnel excité de l’état électronique fondamental, v = 56 dans le cas considéré précédem-
ment. Comme nous l’avons expliqué précédemment durant cette thèse, ceci n’est pas idéal pour
les applications. Il faut donc ajouter une étape de relaxation vers le fondamental rovibronique.
L’option la plus évidente pour cela est d’utiliser un STIRAP comme nous l’avions fait dans la
section 5.7. Pour déterminer l’état intermédiaire, les mêmes critères que dans la section 5 sont
utilisés. Sur la figure 7.10, les carrés des TDMEs pour les transitions de pompe et de descente
en utilisant les premiers niveaux de l’état (2)|Ω| = 1/2 sont représentés. L’amélioration de la
transition de pompe lorsque l’état initial est soit le premier état du piège (noir), soit le niveau
vibrationnel excité (rouge), est illustrée. Nous voyons ainsi l’intérêt de former d’abord les mo-
lécules avec l’impulsion de dérive de fréquence. Deux nouveaux croisements entre les carrés des
TDMEs de pompe et de descente apparaissent avec des valeurs du carré de l’élément de ma-
trice (voir table 7.8). En fonction des lasers disponibles, l’un ou l’autre de ces schémas STIRAP
pourrait être plus adapté. Nous remarquons que les valeurs des TDMEs sont plus élevées que
celles reportés dans la section 5.7. Le respect de la condition d’adiabaticité demande donc des
intensités moindres. La formation des molécules à l’aide de l’impulsion de dérive de fréquence
ou d’impulsions pi amène donc une relaxation vibrationnelle plus simple que si les molécules
sont formées par photoassociation ou par un STIRAP.
Comme dans le chapitre 5, nous avons simulé un schéma STIRAP conduisant à un transfert
de population totale (voir figure 7.1 (b)). Nous avons pris l’état intermédiaire du premier
croisement entre les carrés des TDMEs de pompe et de descente. Le champ prend la même
forme que précédemment dans le chapitre 5, (équation (5.21)). Les valeurs des paramètres
sont les suivants : EP = ED = 3.0 × 10−8 u.a. (correspondant à une intensité de 172 W/cm2),
tPmil = 12.5µs, tDmil = 7.5µs, et τP = τD = 4µs. Nous avons fait des simulations avec une base à 3
états ainsi qu’avec une base incluant plusieurs états autour des états initiaux et intermédiaires.
Nous n’avons pas observé d’effet des autres états non-impliqués dans le STIRAP, et le modèle
à 3 états peut suffire. La relaxation vibrationnelle à partir d’un STIRAP semble donc réalisable
à des intensités accessibles expérimentalement.
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Figure 7.10 – Modélisation d’un schéma STIRAP pour relaxer vibrationnellement des mo-
lécules occupant initialement l’état v = 56 vers le fondamental rovibronique v = 0. (a) :
Identification de l’état intermédiaire le plus adapté pour le STIRAP en traçant les éléments de
matrice du moment dipolaire de transition pour la transition de pompe (rouge) et la transition
de descente (bleu). Les TDMEs de la transition de pompe en partant du premier état du piège
sont aussi représentés en noir. (b) : Dynamique des populations durant le processus STIRAP.
Les populations de l’état initial sont en noir et celles de l’état final sont en rouge.
Table 7.8 – Caractéristiques des transitions optimales pour le schéma STIRAP via un niveau
vibrationnel appartenant à l’état (2)|Ω| = 1/2. Le niveau initial est le niveau vibrationnel v = 56
avec une énergie de liaison de 6.56 cm−1. Le niveau final est le fondamental rovibronique avec
une énergie de liaison de 1054.34 cm−1. L’indice vibrationnel ve et l’énergie de liaison Ee des
deux états intermédiaires optimaux sont indiqués. Les énergies Epump et Edump, et les carrés
des élements de matrice du moment dipolaire de transition correspondant aux transitions de
pompe et de descente, sont aussi spécifiés. Les nombres entre parenthèses correspondent aux
puissances de 10.
Premier état intermédiaire Second état intermédiaire
ve 161 201
Ee (cm−1) 2.9 (-3) 2.0(-3)
Epump (cm−1) 4971 6893
|µie|2 (u.a.) 7.7 (-5) 1.3 (-4)
Edump (cm−1) 6019 7941
|µef |2 (u.a.) 3.3 (-4) 2.9 (-4)
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7.4 Relaxation vibrationnelle à l’aide d’impulsions infra-
rouges
Après avoir considéré la descente à l’aide d’un STIRAP, nous avons étudié si pour une
molécule hétéronucléaire, il ne serait pas également possible d’utiliser une séquence d’impulsions
infrarouges. Ceci pourrait être intéressant dans des situations où les courbes d’énergie potentielle
des états excités sont particulièrement mal positionnées par rapport à celle de l’état électronique
fondamental, rendant un STIRAP compliqué. Une méthode dont la dynamique se passerait
uniquement dans l’état électronique fondamental serait alors intéressante. Même si la molécule
de RbSr n’est pas dans cette optique, comme on l’a vu dans la section précédente, nous allons
explorer néanmoins cette méthode pour celle-ci. L’état initial (v = 56) et l’état final (v = 0)
sont évidemment les mêmes que pour le STIRAP. Le transfert ne va pas se faire en couplant
directement ces deux états. L’élément de matrice du moment dipolaire permanent entre eux
est en effet trop faible, 4.40 × 10−9 u.a.. La descente se fera plutôt en passant par un certain
nombre d’états intermédiaires. La première étape est donc de déterminer ces états. Il faut une
chaîne d’états qui se couplent suffisamment mutuellement, mais il faut également limiter le
nombre d’états. Par contre, contrairement au STIRAP, il n’y a pas la contrainte de limiter les
populations dans l’état intermédiaire. En effet, dans ce cas, tous les états appartiennent à l’état
électronique fondamental. Pour trouver cette chaîne d’états, nous nous sommes basés sur les
éléments de matrice du moment dipolaire permanent entre les niveaux vibrationnels de l’état
électronique fondamentale. Au final, la chaîne d’états choisie est : 56→ 48→ 39→ 30→ 21→
16 → 11 → 7 → 3 → 0. Il y a donc 9 transitions. La différence du nombre quantique v entre
deux états d’une transition diminue le long de la chaîne. Ceci vient du fait que l’approximation
harmonique a une bonne validité autour de la position d’équilibre et que les règles de sélection
dans cette approximation sont ∆v = ±1. Les caractéristiques des différentes transitions sont
données dans la table 7.9.
Les fréquences des différentes transitions sont dans le regime THz. Ce régime pose un certain
nombre de défis pour la génération des impulsions. Dans la littérature, il existe deux grandes
possibilités [193–197] : soit des impulsions dans le domaine nanoseconde à l’aide de sources
gyrotron qui permettent d’tteindre des intensités de l’ordre de 106− 109 W/cm2, ou des impul-
sions dans le domaine femto-picoseconde à l’aide de ”photoconductive switches” qui peuvent
donner des plus fortes intensités 1011 − 1012 W/cm2 . Dans cette thèse, nous avons exploré la
première voie. Faire de même avec la deuxième voie serait une suite logique du travail fait dans
cette section.
Pour faire ce transfert à travers cette chaîne d’états, une des possibilités est de considérer
chaque transition indépendamment et de faire le transfert à l’aide d’une impulsion pi. Nous
donnons dans la Table 7.9 les amplitudes d’une impulsion pi dont la largeur temporelle vaut
1.4 ns. L’inconvénient de cette stratégie est le nombre d’étapes et le temps total pour effectuer
le transfert de l’état initial v = 56 à l’état final v = 0. Il est plus intéressant de rassembler
un certain nombre de transitions dans des séquences d’impulsions. Nous avons considéré 4
séquences d’impulsions : [56 → 48 → 39 → 30], [30 → 21 → 16 → 11], [11 → 7 → 3] et
[3→ 0]. La réduction du nombre de transitions par séquence vient de la diminution des PDMEs
(voir tableau 7.9), qui elle-même vient de l’augmentation de l’harmonicité. Pour déterminer ces
séquences d’impulsions, nous avons utilisé la théorie du contrôle optimal, présentée dans la
section 3.7. Comme dit dans celle-ci, le champ initial est crucial. Dans les 4 cas, le champ
initial a été écrit comme la somme d’impulsions sin2 centrées, une pour chaque transition :
E0(t) =
∑
i
Ai sin2
(
pit
τi
)
cos(ωit). (7.19)
Les amplitudes des impulsions initiales Ai sont fixées à 1.0×10−5 u.a. . Les durées des impulsions
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Table 7.9 – Caractéristiques des transitions sélectionnées dans les séquences d’impulsions
infrarouges, impliquées dans la relaxation vibrationnelle de l’état v = 56 vers le fondamental
absolu v = 0. Les éléments de matrice du moment dipolaire permanent (PDME) de la transition
sont indiqués. Les amplitudes E0 d’une impulsion pi (avec τ = 1.4 ns) pour faire un transfert
complet entre les deux états sont également mises.
Energie de transition (cm−1) PDME(u.a.) E0 (u.a.)
56→ 48 30.5 1.4 ×10−2 1.5 ×10−6
48→ 39 75.1 2.3 ×10−3 9.4 ×10−6
39→ 30 125.9 1.6 ×10−3 1.4 ×10−5
30→ 21 179.71 7.3 ×10−4 3.0 ×10−5
21→ 16 123.7 1.8 ×10−3 1.2 ×10−5
16→ 11 141 1.19 ×10−3 1.8 ×10−5
11→ 7 125.5 1.1 ×10−3 2.0 ×10−5
7→ 3 136.8 4.5 ×10−4 4.8 ×10−5
3→ 0 109.9 2.2 ×10−4 9.8 ×10−5
Méthodologie de la détermination de la séquence d’impulsions infrarouges
en utilisant la théorie du contrôle optimal
1. Calcul MFGH sur l’état fondamental X2Σ+ dans le cas de Hund (e) pour
` = 0 et ` = 1 (equation (7.3)).
2. Détermination de µg1,g2(R) à l’aide des équations (6.13) pour la polarisation
linéaire .
3. Détermination des énergies Ek des états de la base à l’aide du calcul MFGH.
4. Détermination des éléments de matrices du moment dipolaire
〈φg1/g2,i|µg1g2(R) |φg2/g1,j〉 .
5. Définition du champ initial E0(t).
6. Optimisation du champ par l’algorithme de Rabitz (voir section 3.8.3).
7. Dernière propagation avec le champ optimal.
Table 7.10 – Méthodologie de la détermination de la séquence d’impulsions infrarouges en
utilisant la théorie du contrôle optimal.
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τi sont fixées à 10 ns. Les fréquences ωi sont celles des transitions. Par exemple pour la séquence
[56→ 48→ 39→ 30], il y a 3 impulsions initiales de nombres d’onde 30.5, 75.1 et 125.9 cm−1.
La valeur de α a été optimisée afin d’avoir une contrainte suffisante sur l’amplitude du champ
sans empêcher l’optimisation de la population finale. Elle prend la valeur α = 1000. Après
environ 100 itérations de l’algorithme expliqué en 3.7, les champs optimaux sont obtenus. Pour
les 4 séquences d’impulsions, les populations des états et les champs optimaux sont représentés
sur les encadrés (a) et (b) des figures 7.11, 7.12, 7.13 et 7.14. Pour analyser les champs finaux
obtenus, nous avons fait leur transformée de Fourier et leur transformée de Gabor. Celle-ci est
définie :
G(t˜, ω) =
∫ ∞
−∞
E(t)epi(t−t˜)2eiωtdt (7.20)
Elle permet d’obtenir l’évolution temporelle de l’amplitude du champ à une fréquence ω. Les
transformées de Fourier des champs optimaux sont représentées sur les encadrés (c) des figures
alors que les transformées de Gabor pour certaines fréquences clés sont représentées sur les
encadrés (d).
Le premier point d’analyse est que l’objectif est bien atteint pour chaque séquence d’im-
pulsions. Les séquences d’impulsions permettent de transférer respectivement de v = 56 à
v = 30, de v = 30 à v = 11, de v = 11 à v = 3 et enfin de v = 3 à v = 0. Au niveau de
l’évolution des populations, il y a une nette différence entre la première séquence d’impulsions
[56→ 48→ 39→ 30] et les autres. Pour ces dernières, la dynamique est progressive à l’image
d’une dynamique adiabatique alors que pour la séquence [56→ 48→ 39→ 30], des oscillations
importantes des populations de l’état v = 39 apparaissent. Cette complexité de la dynamique
des populations se retrouve également dans la forme du champ. Une amélioration du champ
initial en ne mettant pas toutes les impulsions en même temps pourrait permettre d’avoir une
dynamique des populations plus simple.
Les changements du champ par l’optimisation pour la dernière séquence [3 → 0] sont par-
ticulièrement intéressants. Alors que dans le champ initial, nous avions inclus seulement une
impulsion avec comme fréquence celle de la transition entre les deux états, l’optimisation du
champ a ajouté une transition supplémentaire et le système passe par l’état v = 1. La première
raison de ce changement est la valeur des PDMEs : 2.2 ×10−4 u.a. pour la transition 3 → 0,
1.7 ×10−3 u.a. pour la transition 3 → 1, et enfin 2.8 ×10−2 u.a. pour la transition 1 → 0. Ce
choix est en plus avantagé par le fait que la fréquence de la transition entre les états v = 0 et
v = 3 correspond à la somme des fréquences des transitions entre les états v = 0 et v = 1, et
entre les états v = 1 et v = 3. Il est assez remarquable que le contrôle optimal ait pu identifier
cet avantage et modifier radicalement le champ de départ.
Les transformées de Fourier 4 des champs indiquent que ceux-ci ne sont formés que par
certaines fréquences, celles des transitions. Les amplitudes de chaque fréquence ne sont plus
les mêmes. L’optimisation a en effet augmenté de manière plus importante les amplitudes
pour les transitions qui ont un PDME plus faible. Par exemple, pour la sequence d’impulsions
[30 → 21 → 16 → 11], l’ordre croissant des amplitudes entre les transitions est 30 → 21,
16 → 11 et 21 → 16, ce qui est juste l’ordre inverse des PDME. Cette tendance est observée
pour chaque séquence d’impulsions. De nouveau, ce choix d’optimisation paraît assez naturel.
Au niveau des valeurs maximales de ces amplitudes, des valeurs de l’ordre de 3-5 10−5 u.a. sont
obtenues. Celles-ci sont du même ordre de grandeur. L’amélioration technologique importante
dans le domaine THz devrait rendre possibles ces impulsions dans un futur proche.
Les transformées de Gabor nous donnent une information sur l’ordre des impulsions. Pour
rappel, initialement, toutes les impulsions étaient centrées. Pour chaque séquence, l’optimisa-
tion déplace les impulsions afin que les transitions se fassent dans un ordre intuitif. Par exemple,
dans la séquence [11 → 7 → 3], l’impulsion de la transition 11 → 7 arrive légèrement avant
4. Les unités des amplitudes des transformées de Fourier et de Gabor sont mises dans une unité arbitraire
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Figure 7.11 – Champ optimal obtenu pour la séquence [3 → 0]. L’évolution des populations
est représentée sur l’encadré (a) avec v = 3 en bleu, v = 1 en rouge et v = 0 en noir. Le
champ est représenté sur l’encadré (b). La transformée de Fourier de celui-ci est représentée sur
l’encadré (c). Deux pics sont clairement distincts aux nombres d’onde 110 cm−1 et 73 cm−1.
Un troisième pic plus faible apparaît à 37 cm−1 . Les dépendances temporelles des amplitudes
du champ à ces nombres d’onde sont représentées sur l’encadré (d) avec 110 cm−1 en noir, 73
cm−1 en rouge et 37 cm−1 en bleu.
l’impulsion de la transition 7 → 3. Évidemment, les deux impulsions se recouvrent de ma-
nière importante. Dans le cas STIRAP, nous avons vu un sens contre-intuitif des impulsions.
Néanmoins, cette séquence se justifiait afin de ne pas peupler l’état intermédiaire. Or ce n’est
pas une contrainte que nous imposons, comme les états appartiennent à l’état fondamental.
En termes d’intensité, le sens intuitif des impulsions est moins demandeur que le sens contre-
intuitif. Ceci explique pourquoi l’optimisation de l’impulsion a privilégié le sens intuitif. De
nouveau, la transformée de Gabor de la séquence [56 → 48 → 39 → 30] est plus compliquée à
interpréter mais fait bien le lien avec la complexité observée pour le champ.
Enfin, il apparaît des nombres d’onde correspondant aux sommes ou aux différences des
nombres d’onde des transitions. Par exemple, dans la séquence [11 → 7 → 3], il apparaît très
clairement des contributions vers 70 cm−1 qui correspond à la différence des nombres d’onde
des transitions. Dans la séquence [30 → 21 → 16 → 11], il apparaît les nombres d’onde 56
cm−1 et 39 cm−1 correspondant aux différences entre la transition 30→ 21 et respectivement,
les transitions 21 → 16 et 16 → 11. Enfin pour la séquence [56 → 48 → 39 → 30], il apparaît
les nombres d’onde 156 cm−1 et 45 cm−1. La première correspond à la somme des fréquences
des transitions 56→ 48 et 39→ 30. La seconde correspond à la différence des nombres d’onde
des transitions 48→ 39 et 56→ 48.
Nous avons donc montré qu’avec 4 séquences d’impulsions optimisées, il était possible de
passer de l’état initial v = 56 au fondamental rovibronique v = 0. Nous avons ensuite regardé
pour le faire en une seule séquence d’impulsions. Le champ initial est une somme d’impulsions
gaussiennes
E0(t) =
∑
i
Aie
− (t−tmil,i)
2
2τ2
i cos(ωit). (7.21)
Dans ce cas, la durée de l’impulsion a été élargie à 15 ns (au lieu de 10 ns). Le champ initial
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Figure 7.12 – Champ optimal obtenu pour la séquence [11→ 7→ 3]. L’évolution des popula-
tions est représentée sur l’encadré (a) avec v = 11 en bleu, v = 7 en rouge et v = 3 en noir. Le
champ est représenté sur l’encadré (b). La transformée de Fourier de celui-ci est représentée sur
l’encadré (c). Deux pics sont clairement distincts aux nombres d’onde 126 cm−1 et 137 cm−1.
Deux pics plus faibles apparaissent à 67 cm−1 et 70 cm−1. Les dépendances temporelles des
amplitudes du champ à ces nombres d’onde sont représentées sur l’encadré (d) avec 137 cm−1
en noir, 126 cm−1 en rouge, 70 cm−1 en bleu et 67 cm−1 en vert.
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Figure 7.13 – Champ optimal obtenu pour la séquence [30 → 21 → 16 → 11]. L’évolution
des populations est représentée sur l’encadré (a) avec v=30 en noir, v=21 en rouge, v=16 en
bleu et v=11 en vert. Le champ est représenté sur l’encadré (b). La transformée de Fourier
de celui-ci est représentée sur l’encadré (c). Trois pics sont clairement distincts aux nombres
d’onde 123 cm−1,141 cm−1 et 180 cm−1. Les dépendances temporelles des amplitudes du champ
à ces nombres d’onde sont représentées sur l’encadré (d) avec 180 cm−1 en noir, 141 cm−1 en
rouge et 123 cm−1 en bleu.
est de nouveau construit en la somme d’impulsions de plusieurs transitions. Dans celle-ci, il y
a les transitions du tableau 7.9 à l’exception de la transtion 3 → 0 qui est remplacée par trois
transitions 3 → 2, 2 → 1 et 1 → 0. Il y a donc au total 11 impulsions dans le champ initial.
La population initiale de l’état v=56 est de 1. En plus, une faible population (10−5) est mise
dans les états (v=0,1,2,3,7,11,16,21,30,39,48) lors de l’optimisation du champ, c’est ce qu’on
appelle une graine. Le champ optimal obtenu est ensuite testé en absence de graine. Pour le
champ initial, nous nous sommes inspirés du processus S-STIRAP. L’impulsion de la transition
1 → 0 est mise en premier, tmil=6.0 ns et τ = 2.0ns ,alors que l’impulsion de la transition
56 → 48 est mise en dernier, tmil=10.8 ns et τ = 2.0ns. Les impulsions des autres transitions
sont centrées, tmil=7.2 ns et τ = 4.3ns. Nous avons effectué plusieurs essais qui diffèrent par les
valeurs des amplitudes Ai. Dans le premier essai, toutes les amplitudes initiales ont été fixées à
1.0 −4 u.a.. L’optimisation du champ a été faite avec α = 100. La dynamique des populations
avec le champ optimal obtenu est montrée sur la figure 7.15. Nous remarquons une dynamique
complexe.
Nous avons fait une première amélioration en mettant les amplitudes de la première tran-
sition v = 56 → v = 48 et la dernière transition v = 1 → v = 0 à 1.0 × 10−5 u.a.. En faisant
cela, nous nous rapprochons du schéma S-STIRAP. En effet, dans celui-ci, les amplitudes des
impulsions intermédiaires sont plus importantes que celles de la première et de la dernière.
L’optimisation a été faite pour α = 10 afin de légèrement relâcher la contrainte sur la valeur de
l’amplitude du champ. La dynamique des populations avec le champ optimisé est montré sur
la figure 7.16.
Nous avons continué d’optimiser le champ initial. D’abord, nous avons mis les amplitudes
des impulsions v = 2 → v = 1, v = 3 → v = 2, v = 48 → v = 39 et v = 30 → v = 39 à
1.0× 10−5 u.a.. Après optimisation (α = 10), la dynamique des populations est montrée sur la
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Figure 7.14 – Champ optimal obtenu pour la séquence [56→ 48→ 39→ 30]. L’évolution des
populations est représentée sur l’encadré (a) avec v = 56 en noir, v = 48 en rouge, v = 39 en
bleu et v = 30 en vert. Le champ est représenté sur l’encadré (c). La transformée de Fourier
de celui-ci est représentée sur l’encadré (c). Trois pics sont clairement distincts aux nombres
d’onde 30 cm−1,75 cm−1 et 126 cm−1. Deux pics plus faibles apparaissent à 45 et 156 cm−1.
Les dépendances temporelles des amplitudes du champ à ces nombres d’onde sont représentées
sur l’encadré (d) avec 126 cm−1 en noir, 75 cm−1 en rouge, 30 cm−1 en bleu, 156 cm−1 en vert
et 45 cm−1 en violet.
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Figure 7.15 – Dynamique des populations en appliquant le champ optimal obtenu à partir du
premier champ initial où toutes les amplitudes ont été fixées à 1.0 −4 u.a. .
figure 7.17. Enfin, la dernière amélioration vient en mettant l’impulsion de la première transition
à 1.0×10−6 u.a.. En comparant les différentes dynamiques, on peut observer l’augmentation de
l’adiabaticité du transfert. Une autre différence entre les champs est l’occupation des états du-
rant la dynamique. Sur la figure 7.19, nous avons représenté la somme des populations des états
impliqués dans les impulsions du champ initial, c’est à dire v = 0, 1, 2, 3, 6, 11, 16, 21, 30, 39, 48
et 56. Nous remarquons que pour les 2 premiers champs initiaux, la dynamique occupe de ma-
nière importante d’autres états, en particulier entre 2 ns et 7.5 ns. Une amélioration est obtenue
pour le troisième et le quatrième champ initial. Nous avons analysé le dernier champ optimal
avec la transformée de Fourier (7.20). Seules certains nombres d’onde apparaissent. Ceux-ci
correspondent aux transitions mises dans le champ initial. Les pics à 180 cm−1, 141 cm−1, 137
cm−1, 126 cm−1, 125 cm−1 et 75 cm−1 correspondent aux transitions 30→ 21, 16→ 11, 7→ 3,
39 → 30, 21 → 16 et 48 → 39, respectivement. Enfin, dans la zone spectrale [35-37] cm−1, il
y a un triplet correspondant aux transitions 0 → 1, 1 → 2 et 2 → 3. Sur la figure 7.20, nous
n’observons pas la première transition 56→ 48 à 30.5 cm−1. En fait, elle est bien présente mais
pour une amplitude bien plus faible. Ceci est une conséquence du champ initial. En général,
les amplitudes du champ optimal sont cohérentes avec les amplitudes du champ initial. Les
amplitudes des transitions 30→ 21, 16→ 11, 7→ 3 et 21→ 16 ont été fixées à 10−4 u.a. dans
le champ initial, et sont les plus importantes dans le champ optimal (≈ 200 unit. arb.). Les
amplitudes des transitions 48 → 39, 0 → 1, 1 → 2 et 2 → 3 fixées à 10−5 u.a. dans le champ
initial ont des amplitudes plus faibles (≈ 25 unit. arb.). Par contre, l’amplitude de la transition
39 → 30 a été augmentée. L’analyse du champ optimal pourrait être étendue à l’aide de la
transformée de Gabor.
Cette étude de relaxation vibrationnelle à l’aide de séquences d’impulsions infrarouges est
encore préliminaire et devra être améliorée. Néanmoins, nos premiers résultats ont montré
qu’il était possible de faire cette relaxation vibrationnelle. Nous avons étudié trois stratégies.
La première est de faire chaque transition séparément à l’aide d’une impulsion pi. La seconde
stratégie est de faire quatre séquences d’impulsions. Dans chaque séquence, en l’absence de
contrainte sur les populations intermédiaires, l’optimisation tend vers un ordre intuitif des
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Figure 7.16 – Dynamique des populations en appliquant le champ optimal obtenu à partir du
deuxième champ initial où les amplitudes des impulsions intermédiaires sont plus importantes
que celles de la première et de la dernière. Pour les autres impulsions, les valeurs des paramètres
sont les mêmes que pour le premier champ initial.
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Figure 7.17 – Dynamique des populations en appliquant le champ optimal obtenu à partir
du troisième champ initial où les amplitudes des impulsions v = 2 → v = 1, v = 3 → v = 2,
v = 48→ v = 39 et v = 30→ v = 39 sont mises à 1.0× 10−5 u.a.. Pour les autres impulsions,
les valeurs des paramètres sont les mêmes que pour le deuxième champ initial.
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Figure 7.18 – Dynamique des populations en appliquant le champ optimal obtenu à partir
du quatrième champ initial où l’impulsion de la première transition est mise à 1.0× 10−6 u.a..
Pour les autres impulsions, les valeurs des paramètres sont les mêmes que pour le troisième
champ initial.
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Figure 7.19 – Dynamique de la somme des populations des niveaux v =
0, 1, 2, 3, 6, 11, 16, 21, 30, 39, 48 et 56 en appliquant le champ optimal à partir des premier (noir),
second (rouge), troisième (vert) et quatrième (bleu) champs initiaux.
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Figure 7.20 – (a) Transformée de Fourier du champ optimal obtenu à partir du quatrième
champ initial.
impulsions. Enfin, la dernière stratégie est de faire une seule séquence d’impulsions. Dans ce
cas, le schéma S-STIRAP est rapproché. Évidemment, la complexité du champ augmente en
passant de la première à la troisième stratégie. Néanmoins, la seconde et la troisième stratégie
permettent de faire le transfert dans un temps beaucoup plus court. Le choix entre ces stratégies
dépend des capacités expérimentales de faire ces impulsions.
Par rapport à la relaxation vibrationnelle à l’aide d’un STIRAP présentée dans la section
7.3, cette méthode permet de se restreindre à une dynamique uniquement dans le fondamental
électronique et ne dépend pas des caractéristiques des états excités. Cette méthode n’a pas de
perte d’atomes alors que pour le STIRAP, il est toujours possible d’en avoir si le désaccord
à 2 photons n’est pas exactement nul. Par contre, les intensités nécessaires pour la relaxation
à l’aide des impulsions infrarouges sont plus importantes que dans le cas du STIRAP mais
elles sont aussi beaucoup plus courtes. Des impulsions infrarouges de durée de la dizaine de
µs pourraient avoir des intensités plus proches de celles du STIRAP. À l’opposé, explorer
l’utilisation d’impulsions femto-picoseconde pourrait être aussi une piste envisageable. En effet,
dans ces régimes, les intensités possibles sont bien plus importantes [193].
7.5 Conclusion
Dans ce chapitre, nous avons montré comment former des molécules ultra-froides à l’aide
d’impulsions laser de fréquence sous-THz. Nous avons d’abord considéré le passage adiabatique
entre deux niveaux en utilisant une impulsion à dérive de fréquence. Le modèle de Landau-
Zener permet de déterminer la valeur des paramètres pour avoir un transfert complet. Pour le
cas de RbSr, nous avons déterminé qu’il faut des longues impulsions de l’ordre de la dizaine
de ms afin d’avoir des intensités dans la centaine de W/cm2. Des simulations de la dynamique
ont montré que le signe du taux de dérive de fréquence est très important. Une impulsion où la
fréquence instantanée diminue durant l’impulsion (taux de dérive de fréquence négatif) permet
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d’éviter de peupler les autres états du piège. Pour une impulsion où la fréquence instantanée
augmente durant l’impulsion, il faut faire attention aux derniers niveaux vibrationnels. Enfin,
dans ces simulations, nous avons vu que le déplacement dû à l’effet Stark induit par les autres
états doit être pris en compte.
Pour former des molécules, nous avons vu que les impulsions pi sont une alternative crédible
au passage adiabatique. En fonction des contraintes expérimentales, l’un ou l’autre est à privi-
légier. Si la difficulté principale expérimentale vient des intensités à obtenir, les impulsions pi
sont plus appropriées que le passage adiabatique. Par contre, si la difficulté principale vient des
bruits sur les paramètres expérimentaux, le passage adiabatique plus robuste est à privilégier.
Dans un deuxième temps, dans ce chapitre, nous avons étudié la relaxation vibrationnelle
des molécules formées vers l’état rovibronique fondamental. Le STIRAP a d’abord été consi-
déré. Nous avons vu que les amplitudes pour les impulsions du STIRAP sont plus faibles que
celles dans le chapitre 5. Ceci est un argument pour la formation de molécules à l’aide d’im-
pulsions laser de fréquence sous-THz. Nous avons ensuite étudié la relaxation en utilisation
des impulsions infrarouges nanoseconde. Deux stratégies ont été élaborées. Premièrement, nous
avons quatre séquences d’impulsions. Dans chaque séquence, les impulsions sont disposées de
manière intuitive par rapport aux transitions. Deuxièmement, nous avons une seule séquence
d’impulsions. La disposition des impulsions se rapproche alors de celle dans un S-STIRAP.
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Chapitre 8
Etude des pertes d’atomes en présence
d’un laser de photoassociation focalisé
Dans ce chapitre, nous présentons notre interprétation des expériences de photoassociation
faites dans le groupe de Sadiq Rangwala, au ”Raman Research Institute” à Bangalore, en
Inde [198]. Le but de ces expériences est de créer un ensemble de molécules ultra-froides couplées
à une cavité ou un mélange atome-molécule couplé à la cavité. Ces systèmes sont prometteurs
pour l’étude de l’interaction entre molécules, ou pour élaborer une méthode non-destructrive
de détection des molécules dans certains états. Pour former les molécules dans la cavité, ils ont
utilisé la photoassociation à partir d’un MOT d’atomes de 85Rb 1. Néanmoins, ils ont observé
des pertes d’atomes importantes et non expliquées. Nous avons collaboré avec ce groupe afin de
comprendre ces pertes. Ce travail est toujours en cours et nous présentons les premiers résultats.
Dans la première section, nous présentons d’abord les résultats de ces expériences. Dans la
deuxième section, nous donnons un modèle cinétique qui permet d’interpréter les expériences.
Nous montrons que les pertes observées d’atomes résultent de la capacité d’un laser focalisé
à modifier la distribution spatiale des atomes. Dans la troisième section, nous donnons les
résultats de simulation Monte-Carlo afin de modéliser cet effet. Enfin, dans la section 4 nous
discuterons des améliorations de l’expérience pour éviter ces pertes et optimiser la formation
de molécules par photoassociation.
8.1 Présentation des résultats expérimentaux
Le but initial de ces expériences était d’étudier la photoassociation d’atomes froids dans
une cavité afin de créer des molécules [199]. L’intérêt de la cavité pour la photoassociation
est qu’elle permet d’augmenter l’interaction atome-lumière. Les expériences se font sur un
MOT d’atomes de 85Rb dont la taille est définie par l’écart type de sa distribution de densité
gaussienne, σMOT = 0.0125 cm. La première tâche des expériences fut d’observer une série
de résonances de photoassociation en l’absence (fig 8.1), et en présence de la cavité (fig 8.2).
Ces expériences mesurent la diminution de la fluorescence du MOT qui indique des pertes
d’atomes. La comparaison de la figure (fig 8.1) (c) et (8.2) montre que des plus grandes pertes
d’atomes sont observées en présence de la cavité, en accord avec l’augmentation de l’interaction
atome-lumière dans la cavité.
Dans un deuxième temps, l’évolution des pertes d’atomes en fonction de l’intensité a été
mesurée (en présence de la cavité) pour différentes résonances de photoassociation (voir figure
8.3). Chaque point de cette figure correspond à une expérience différente et la valeur de la
fluorescence du MOT représente le nombre stationnaire d’atomes durant cette expérience. Ces
1. Pour ce dernier chapitre, nous quittons donc le cas de RbSr.
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FIG. 2: The scans of the experiments which show 85Rb2 molecular resonances. The y-axis shows normalized
fluorescence from MOT atoms, the fluorescence is a measure of atom number in the MOT, and ∆ = ωpa − ωa is
detuning of PA laser from the cooling transition of 85Rb atom (3-4′ transition of D2 line [12]). Here, ωpa is the
frequency of PA laser and ωa is the frequency of the atomic transition. The wavelength of the PA laser is monitored
using a wavemeter.
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FIG. 3: The scan of an experiment which show 85Rb2 molecular resonance at -57.5 GHz when PA light is coupled to
the cavity. The corresponding free space spectroscopy is shown in figure 2(c).
III. DEPENDENCE OF ATOMIC NUMBER IN MOT ON THE INTENSITY OF FAR DETUNED
LIGHT
A. Far detuned light coupled to a cavity
To clearly understand the differences between PA process with and without cavity it is essential to know the
dependence of atom loss on the intensity of the far detuned (∼ few GHz) PA light. To understand this dependence we
performed experiments where the intensity of PA light was varied, and the corresponding change in MOT fluorescence
Figure 8.1 – Spectre expérimental qui montre les résonances de photoassociation de 85Rb en
l’absence de cavité. L’axe des ordonnées montre des fluorescences normalisées des atomes du
MOT. Cette fluorescence est une mesure du nombre d’atomes dans le MOT. ∆ est le décalage
de fréquence du laser de photoassociation par rapport à la transition atomique. Les graphes (a,
b, c, d) sont pour des désaccords de plus en plus grands (indiqués en abscisse). [198]
mesures indiquent que lorsque l’intensité augmente, la fluorescence de MOT diminue, puis aug-
mente et enfin chute brutalement. Or, on s’attendrait à une diminution monotone du nombre
d’atomes avec l’intensité et éventuellement une saturation. L’augmentation qui apparaît est
particulièrement contre-intuitive. Ce comportement est observé pour toutes les résonances de
photoassociation mais est néanmoins déplacé à plus haute intensité lorsqu’on s’éloigne de la
transition atomique. Des expériences pour des désaccords atomiques positifs ont été également
fait (voir fig 8.4). La fluorescen e atomique alors tendance à légèrement augmenter et puis
chute brutalement. De nouveau, le changement de la valeur du désaccord ne change pas quali-
tativement les observations mais modifie la position de la chute brutale.
Étrangement, ce comportement est aussi observé lorsque la fréquence du laser n’est pas
sur une résonance de photoassociation (voir la figure 8.5). Trois types de mesures ont été
faites : en résonance de photoassociation (point noirs), hors-résonance en décalant légèrement
la fréquence vers le rouge (par rapport à la résonance de photoassociation) (carrés rouges), et
hors-résonance en décalant légèrement la fréquence vers le bleu (par rapport à la résonance de
photoassociation) (triangles bleus). Par exemple pour la résonance de photoassociation à -57.91
GHz représentée sur l’encadré (c), des mesures ont été faites à cette fréquence (carrés noirs),
à -59.81 GHZ (cercles rouges) et -56.21 GHz. Les deux dernières ne sont plus résonantes avec
la transition de photoassociation comme montré dans l’encadré (c) de la figure 8.1. Des pertes
d’atomes importantes sont donc observées même en dehors d’une résonance de photoassociation.
La principale cause de pertes d’atomes ne vient donc pas de la photoassociation. En fait, les
pertes liées à la photoassociation correspondent uniquement à la différence entre la courbe à
résonance et celles hors-résonances de photoassociation.
Ce comportement pourrait venir de la présence de la cavité. Pour vérifier cela, les mêmes
expériences en absence de cavité ont été effectuées. Dans le but de reproduire le profil spatial de
la lumière dans une cavité, la lumière est focalisée au centre du nuage atomique. La largeur de la
tâche focale du faisceau est de 78 µm, qui est donc plus petite que la taille du nuage atomique.
C’est une différence notable par rapport aux expériences habituelles de photoassociation où le
faisceau laser recouvrait l’ensemble du nuage atomique. Les résultats sont représentés sur la
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FIG. 2: The scans of the experiments which show 85Rb2 molecular resonances. The y-axis shows normalized
fluorescence from MOT atoms, the fluorescence is a measure of atom number in the MOT, and ∆ = ωpa − ωa is
detuning of PA laser from the cooling transition of 85Rb atom (3-4′ transition of D2 line [12]). Here, ωpa is the
frequency of PA laser and ωa is the frequency of the atomic transition. The wavelength of the PA laser is monitored
using a wavemeter.
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FIG. 3: The scan of an experiment which show 85Rb2 molecular resonance at -57.5 GHz when PA light is coupled to
the cavity. The corresponding free space spectroscopy is shown in figure 2(c).
III. DEPENDENCE OF ATOMIC NUMBER IN MOT ON THE INTENSITY OF FAR DETUNED
LIGHT
A. Far detuned light coupled to a cavity
To clearly understand the differences between PA process with and without cavity it is essential to know the
dependence of atom loss on the intensity of the far detuned (∼ few GHz) PA light. To understand this dependence we
performed experiments where the intensity of PA light was varied, and the corresponding change in MOT fluorescence
Figure 8.2 – Spectre expérimental qui montre la résonance de photoassociation à un désaccord
de -57.5 GHz, en présence d’une cavité. L’équivalent en absence de cavité est montré sur la figure
8.1 (c). [198]
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FIG. 4: Dependence of MOT fluorescence on the intensity of light coupled to the cavity when the light is red
detuned w.r.t. the atomic transition. The MOT fluorescence for all the data points is normalized w.r.t. MOT
fluorescence without the cavity light. The detuning of cavity light mentioned in the plot legends is w.r.t. the cooling
transition of the atom.
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FIG. 5: Dependence of MOT fluorescence on the intensity of light coupled to the cavity when the light is blue
detuned w.r.t. the atomic transition.
was recorded. The data for these experiments show unexpected behavior which is complex. The atom number shows
non-monotonic behavior with respect to (w.r.t.) a monotonic increase in intensity. This behavior is not restricted to
the molecular PA resonances but is a generic feature of the system when the light is red detuned w.r.t. the atomic
transition whether or not on PA resonance as shown in figure 4. As can be seen in figure 4, the fluorescence first
decreases and then increases and drops suddenly as the intensity of laser light is further increased. The expected
behavior is monotonic decrease in fluorescence as the atom number decreases due to light-induced losses in atomic
ensemble. Qualitatively the behavior remains same for different detunings but the features shift towards high intensity
values. As seen in figure 5 the blue detuned light induces entirely different behavior. Initially the atomic fluorescence
shows slight tendency to increase and then drops suddenly. Similar to red detuned case, qualitatively the behavior
Figure 8.3 – Dépendance de la fluorescence du MOT en fonction de l’intensité du laser de
photoassociation couplé à une cavité. Le laser est décalé vers le rouge (désaccord négatif). La
fluorescence du MOT est normalisée par rapport à celle en l’absence du laser de photoassocia-
tion. [198]
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FIG. 4: Dependence of MOT fluorescence on the intensity of light coupled to the cavity when the light is red
detuned w.r.t. the atomic transition. The MOT fluorescence for all the data points is normalized w.r.t. MOT
fluorescence without the cavity light. The detuning of cavity light mentioned in the plot legends is w.r.t. the cooling
transition of the atom.
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FIG. 5: Dependence of MOT fluorescence on the intensity of light coupled to the cavity when the light is blue
detuned w.r.t. the atomic transition.
was recorded. The data for these experiments show unexpected behavior which is complex. The atom number shows
non-monotonic behavior with respect to (w.r.t.) a monotonic increase in intensity. This behavior is not restricted to
the molecular PA resonances but is a generic feature of the system when the light is red detuned w.r.t. the atomic
transition whether or not on PA resonance as shown in figure 4. As can be seen in figure 4, the fluorescence first
decreases and then increases and drops suddenly as the intensity of laser light is further increased. The expected
behavior is monotonic decrease in fluorescence as the atom number decreases due to light-induced losses in atomic
ensemble. Qualitatively the behavior remains same for different detunings but the features shift towards high intensity
values. As seen in figure 5 the blue detuned light induces entirely different behavior. Initially the atomic fluorescence
shows slight tendency to increase and then drops suddenly. Similar to red detuned case, qualitatively the behavior
Figure 8.4 – Dépendance de la fluorescence du MOT en fonction de l’intensité du laser de
photoassociation couplé à une cavité. Le laser est décalé vers le bleu (désaccord positif). La
fluorescence du MOT est normalisée par rapport à celle en l’absence du laser de photoassocia-
tion. [198]
7
as this molecular resonance is more detuned away from the atomic transition than the resonances of figure 7(a) and
figure 7(b). The observations of this section and figure 3 show that despite the presence of other competing processes
it is possible to create molecules efficiently using light coupled to a cavity.
(a) (b)
(c)
FIG. 7: Dependence of MOT fluorescence on the intensity of PA light coupled to the cavity near molecular
resonances. In all of the graphs, empty black squares show intensity scan exactly at the PA resonance, filled red
circles and empty blue triangles show intensity scans away from the molecular resonances but are red and blue
detuned w.r.t. molecular resonance respectively. The detunings for [red, on resonance, blue] are, (a) [-23.29 GHz,
-22.49 GHz, -21.50 GHz], (b) [-24.79 GHz, -24.19 GHz, -23.49 GHz], and (c) [-59.81 GHz, -57.91 GHz, -56.21 GHz].
The spectroscopy signal for the resonances in (a) and (b) is shown in figure 2(a) and for (c) is shown in figure 2(c).
Figure 8.5 – Dépendance de la fluorescence du MOT avec l’intensité du laser de photoasso-
ciation au voisinage d’une résonance de photoassociation. Sur tous les graphes, les carrés noirs
vides correspondent aux mesur s fait à résonance, alors que les cercles roug s pleins et les
triangles bleus vides correspondent aux mesures faites hors résonance, décalé respectivement
vers le rouge et le bleu. Les desaccords atomiques correspondants sont (a) [-23.29 GHz, -22.49
GHz, -21.50 GHz], (b) [-24.79 GHz, -24.19 GHz, -23.49 GHz], et (c) [-59.81 GHz, -57.91 GHz,
-56.21 GHz]. [198]
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FIG. 9: Dependence of MOT fluorescence on the intensity of free space detuned light (not coupled to a cavity). The
MOT fluorescence for all the data points is normalized w.r.t. MOT fluorescence without the detuned light. The
detuning of detuned laser light mentioned in the plot legends is w.r.t. the cooling transition of the atom.
C. Far detuned light in free space
PBS Laser
SMPMF
to wavemeter
APPISO
PBS
LA
SMPMF
VNDF TA
PD
LAAtomic ensemble
NDF
FIG. 8: This is the experimental arrangement for free space PA light. The photodiode (PD) is used for monitoring the
power of retroreflected light beam. NDF - neutral density filter, NDF - variable neutral density filter, PBS - polarizing
beam splitter, PD - photo diode, LA - plano convex lens, APP - anamorphic prism pair, ISO - optical isolator, to
amplify the power, SMPMF - single mode polarization maintaining fiber, λ/2 - half wave plate, λ/4 - quarter wave
plate.
In order to determine whether the effect we observe for far detuned intense light coupled to the cavity is an effect
due to the presence of a cavity or not we perform experiments similar to the experiments of the previous sections
but with free space light. In order to mimic the spatial profile of cavity light in free space, we focus the light at the
center of the atomic cloud. The experimental arrangement for this is shown in figure 8. A convex lens of 30 cm focal
length focuses the light at the center of the atomic ensemble, the 1/e2 radius of this light at the focus is ∼ 80 µm.
Figure 8.6 – Dépendance de la fluorescence du MOT avec l’i tensité du laser e photoasso-
ciation en absence d’une cavité. La fluorescence du MOT est normalisée à celle en l’absence
du laser de photoassociation. Le désaccord du laser de photoassociation est par rapport à la
transition atomique. [198]
figure 8.6. Le même comportement est observé. Ceci semble indiquer que les pertes observées ne
sont pas liées à la présence de la cavité mais plutôt au profil spatial de la lumière interagissant
avec le gaz atomique. Dans la prochaine section, nous allons voir comment on peut construire
un modèle qui peut interpréter ces expériences.
8.2 Interprétation des expériences à l’aide d’un modèle
cinétique
8.2.1 Équation cinétique de l’évolution du nombre d’atomes dans
un MOT
Initialement, les atomes de rubidium sont piégés dans un MOT. Il est donc d’abord nécessaire
de poser certaines caractéristiques du refroidissement et du piégeage des atomes dans le MOT.
Les atomes sont ralentis par l’interaction avec les lasers du MOT. Un coefficient de friction
caractérise ce refroidissement [200],
β = 8sMOT~
2k2∆MOT/γat
(1 + 4|∆MOT |2/γ2at + sMOT )2
, (8.1)
où sMOT = IMOT/Isat est le paramètre de saturation pour le laser du MOT, ∆MOT est le
désaccord atomique du laser du MOT, γat est le taux d’émission spontanée de l’état excité
atomique (il vaut 6 MHz dans ce cas).
Le champ magnétique quadrupolaire du MOT permet de piéger les atomes au centre du
piège. Ce piégeage peut être approximé par un potentiel harmonique de fréquence [200]
ωMOT =
dB
dr
µBβm/(~k), (8.2)
où dB
dr
est la pente de la variation linéaire du champ magnétique autour du centre du MOT et
µB est le magnéton de Bohr. Au centre du MOT, les collisions aléatoires des atomes avec les
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photons donnent une marche aléatoire des atomes à l’intérieur du MOT. Cette marche aléatoire
des atomes est caractérisée par une constante de diffusion [200]
DMOT = ~2k2
γatsMOT/2
1 + 4|∆MOT |2/γ2at + sMOT
. (8.3)
Les Nat atomes du piège se répartissent selon une densité d’atomes de forme gaussienne 2
nat(~r) =
Nat
(2piσ2MOT )3/2
exp
(
−x
2 + y2 + z2
2σ2MOT
)
= NatfG(~r), (8.4)
avec comme écart type (égal à 0.0125 cm dans les expériences présentées précédemment)
σMOT =
DMOT
3βmωMOT
. (8.5)
La densité fG est normalisée à 1,
∫
d3(~r)fG(~r) = 1, et est de forme gaussienne,
fG(~r) =
1
(2piσ2r)3/2
exp
(
−x
2 + y2 + z2
2σ2MOT
)
. (8.6)
Les énergies cinétiques des atomes dans le MOT peuvent être augmentées par des collisions
avec le gaz environnant et par des collisions entre les atomes eux-mêmes. Ces deux sources de
pertes sont généralement compensées par un approvisionnement d’atomes. L’équation cinétique
du nombre d’atomes ultra-froids dans le MOT s’écrit ainsi
dNat
dt
= L− γbackNat − βcoll
∫
d3~rf 2G(~r)N2at, (8.7)
où L est le taux de chargement des atomes, γback est le taux de perte à cause des collisions avec
le gaz environnant, et βcoll est le taux de perte à cause des collisions entre atomes du piège. Il
est possible de calculer analytiquement l’intégrale,
FG =
∫
d3~rf 2G(~r) =
1
(2
√
piσMOT )3
. (8.8)
À partir de la valeur expérimentale de σMOT , nous trouvons que FG = 11494 cm−3. L’équation
(8.7) devient
dNat
dt
= L− γbackNat − βcollFGN2at. (8.9)
Après un certain temps, le nombre d’atomes atteint une valeur stationnaire donnée par
Nst =
−γback +
√
γ2back + 4LβcollFG
2βcollFG
. (8.10)
Les valeurs des paramètres des mécanismes de perte ont été déterminées expérimentalement :
γback = 0.12s−1 and βcollFG = 3× 10−7s−1, donnant βcoll = 2.61 10−11 cm3 s−1. La valeur de L
est fixée afin d’avoir la valeur désirée du nombre stationnaire d’atomes. Dans les expériences
qui nous intéressent, le nombre d’atomes est fixé à 2 ×105. Ceci impose que L = 3.6× 104 s−1.
2. Le centre du piège est fixé en (0,0,0)
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8.2.2 Inclusion d’un laser de photoassociation
Un laser de photoassociation de fréquence ωPA est maintenant appliqué le long de la direction
Z du repère fixe du laboratoire 3. Les intensités lumineuses le long de x et y sont de forme
gaussienne,
IPA(x, y) = IPA0 exp
(−2(x2 + y2)
w2PA
)
, (8.11)
où IPA0 est l’intensité au centre de la gaussienne et wPA est la largeur à mi-hauteur du faisceau
laser au niveau du piège (qui vaut 78 µm dans ce cas-ci). La présence du laser de photoasso-
ciation induit deux effets majeurs :
— la photoassociation ;
— la modification du refroidissement et du piégeage des atomes dans le MOT.
Photoassociation à haute intensité
Le premier effet du laser de photoassociation est évidemment la photoassociation elle-même.
Celle-ci est uniquement présente si la fréquence du laser est résonante avec une transition de
photoassociation. Comme les expériences se font dans une cavité avec des intensités importantes,
nous présentons le comportement à haute intensité du taux de photoassociation (équation 4.25).
Nous rappelons que certaines contraintes ont été faites sur l’intensité pour sa dérivation. En
particulier, dans la théorie de Floquet, nous n’avons considéré qu’un seul bloc de Floquet. La
condition de validité sur l’intensité est
√
I
2c 〈φ0Jexcel ,lexc,Jexc,MexcJ ,−1|µtrans |φ
reg,E
Jg
el
,0,Jg ,MgJ ,0
〉 >> ωPA.
La fréquence du laser ω étant de l’ordre de plusieurs centaines de THz, la validité de cette
approximation est assurée dans les expériences.
Ceci rappelé, nous analysons donc la dépendance en intensité de l’équation (4.25),
KPA =
1
hQT
∫ ∞
0
dEe−E/kBT
γvΓ(E, I)
(E −∆0v − Eshift(E, IPA))2 + (γv+Γ(E,IPA))
2
4
. (8.12)
Il y a deux grandeurs qui dépendent de l’intensité : la largeur Γ et le déplacement Eshift. La
largeur
Γ(E, I) = piIPA
0c
| 〈ΦEg | ~µ.ˆp |Φexc,0v 〉 |2, (8.13)
due au couplage radiatif est linéaire en intensité. Le déplacement Eshift est défini comme la
transformée d’Hilbert de Γ (à un facteur pi près),
Eshift(E, IPA) = P
∫
dE ′
Γ(E ′, IPA)
E − E ′ =
piIPA
0c
P
∫
dE ′
| 〈ΦEg | ~µ.ˆp |Φexc,0v 〉 |2
E − E ′ . (8.14)
Comme la transformation d’Hilbert agit sur la dépendance en énergie et pas sur celle en inten-
sité, le déplacement est aussi linéaire en intensité.
A faible intensité pour laquelle Γ << γv, le taux de photoassociation est linéaire comme vu
dans la section 4.3. Lorsque l’intensité est augmentée au-delà du régime linéaire, le taux tend
vers une valeur maximale. Lorsque l’intensité est supérieure à celle correspondant au maximum
du taux de photoassociation, le taux ne tend pas vers une valeur constante mais diminue. En
effet dans le cas où Γ >> γv, on se retrouve avec
KPA ≈ γvΓ(E, I) . (8.15)
3. La polarisation linéaire de ce laser est donc pris le long de Z.
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Le taux de photoassociation diminue donc comme 1/I à haute intensité. Le taux de photoas-
sociation a donc un maximum en intensité. D’autres expériences [201] proches d’une résonance
de Feshbach magnétique ont déjà observé ce maximum. Dans ce cas, au lieu de la cavité, c’est
la résonance qui permet d’augmenter le couplage.
Influence du laser de photoassociation sur la distribution spatiale des atomes dans
le MOT
La présence du laser de photoassociation modifie la distribution spatiale des atomes dans le
MOT. Dans cette sous-section, nous allons voir les origines de cette modification.
Le premier effet du laser de photoassociation est que l’interaction avec le dipôle induit des
atomes crée un potentiel dipolaire
U(x, y) = ~Ω
2
at
2∆at
exp
(−2(x2 + y2)
w2PA
)
, (8.16)
où Ωat est la fréquence de Rabi de la transition atomique et ∆at est le désaccord par rapport à
la transition atomique. En fonction du signe du désaccord par rapport à la transition atomique,
le potentiel dipolaire est soit attractif (désaccord négatif), soit répulsif (désaccord positif). Le
deuxième effet du laser de photoassociation est qu’il augmente la température du gaz d’atomes
à cause de 2 processus :
— Les collisions avec les photons caractérisées par le coefficient de diffusion
D0 =
γatΩ2at~2k2
2∆2at
exp
(−2(x2 + y2)
w2PA
)
; (8.17)
— les fluctuations de la force dipolaire dans les directions x et y [200],
Dd(x, y) =
~2γats(x, y)
4
(
k2 + |α(x, y)|2
[
1 + 4∆
2
ats(x, y)3
γ2at
])
, (8.18)
où s(x, y) = Ω
2
at
∆2at
exp
(
−2(x2+y2)
w2PA
)
est le paramètre de saturation du laser de photoasso-
ciation dépendant de la position, et |α(x, y)|2 = |∇Ωat|2Ω2at
Donc, les coefficients de diffusion dans les directions x, y et z sont ainsi accrus : Dx/y =
DMOT +D0/3 +Dd/2 et Dz = DMOT +D0/3, impliquant l’augmentation de la taille du nuage
atomique (voir équation (8.5)).
Le dernier effet du laser de photoassociation est qu’il induit un décalage Stark sur la tran-
sition atomique du MOT. Le désaccord du laser MOT est ainsi modifié et devient dépendant
de la position,
∆′MOT (x, y) = ∆MOT +
Ω2at
∆at
exp
(−2(x2 + y2)
w2PA
)
. (8.19)
De même, le coefficient de friction β(x, y), la fréquence de piégeage du MOT ωMOT (x, y) et le
coefficient de diffusion DMOT (x, y) dépendent désormais de la position.
Ces trois effets modifient la distribution spatiale de sa forme initiale gaussienne fG à une
nouvelle forme, notée fPA. Cette modification dépend du désaccord par rapport à la transition
atomique. Dans la suite, nous verrons comment déterminer les nouvelles densités spectrales à
l’aide de calculs Monte-Carlo.
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Modèle cinétique en présence du laser de photoassociation
L’évolution du nombre d’atomes dans le MOT en présence du laser de photoassociation
inclut donc les termes de l’équation (8.9), en remplaçant fG par fPA qui a en plus un terme
liée à la photoassociation,
dNat
dt
= L−γbackNat−βcoll
(∫
f 2PA(~r, IPA, ωPA)d3~r
)
N2at−
(∫
KPA(IPA(~r), ωPA)f 2PA(~r, IPA, ωPA)d3~r
)
N2at.
(8.20)
Le taux de photoassociation KPA(IPA(~r) a été gardé dans l’intégrale spatiale à cause de sa
dépendance spatiale venant de celle de l’intensité. Nous posons
FPA(IPA, ωPA) =
∫
f 2PA(~r, IPA, ωPA)d3~r, (8.21)
et
βPA(IPA, ωPA) =
∫
KPA(IPA, ωPA)f 2PA(~r, IPA, ωPA)d3~r. (8.22)
L’équation (8.20) devient
dNat
dt
= L− γbackNat − βcollFPA(IPA, ωPA)N2at − βPA(IPA, ωPA)N2at. (8.23)
Si la fréquence du laser n’est pas sur une résonance de photoassociation (βPA(IPA, ωPA) = 0),
le nombre stationnaire d’atomes dans le MOT est donné par
NOFFPAst (IPA, ωPA) =
−γback +
√
γ2back + 4LβcollFPA(IPA, ωPA)
2βcollFPA(IPA, ωPA)
. (8.24)
Dans le modèle cinétique de l’équation (8.23), les pertes d’atomes observées dans les expériences
viennent de l’augmentation de FPA, et donc bien de la modification de la distribution spatiale
des atomes. Lorsque FPA > FG, le nombre stationnaire d’atomes est plus faible que celui en
l’absence du laser de photoassociation focalisé et une perte d’atomes est observée dans les
expériences. En utilisant cette équation (8.24), et à l’aide des valeurs expérimentales mesurées
pour ce nombre d’atomes NOFFPAst (IPA, ωPA), on peut déterminer la valeur de FPA
FPA(IPA, ωPA) =
L− γbackNOFFst
βcoll (NOFFst )
2 . (8.25)
Sur la figure 8.7, nous avons représenté l’évolution en fonction de l’intensité du rapport FPA/FG
pour trois différents désaccords atomiques.
Si le laser focalisé est sur une résonance de photoassociation, le nombre stationnaire d’atomes
est alors donné par
NONPAst (IPA, ωPA) =
−γback +
√
γ2back + 4L (βcollFPA(IPA, ωPA) + βPA(IPA, ωPA))
2 (βcollFPA(IPA, ωPA) + βPA(IPA, ωPA))
. (8.26)
La présence de la photoassociation engendre de manière logique une perte d’atomes supplémen-
taire par rapport à l’expérience où le désaccord atomique est proche mais n’est pas résonant.
En supposant que FPA ne change pas entre les deux expériences, il est possible de déterminer
βPA à partir des valeurs de NPAst mesurées
βPA =
L− γbackNPAst
(NPAst )2
− βcollFPA. (8.27)
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Figure 8.7 – Variation en fonction de l’intensité du rapport FPA/FG pour trois différents
désaccords atomiques. Le laser n’est pas sur une résonance de photoassociation.
0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 00
1 x 1 0 - 5
2 x 1 0 - 5
3 x 1 0 - 5
4 x 1 0 - 5
5 x 1 0 - 5
6 x 1 0 - 5
7 x 1 0 - 5
8 x 1 0 - 5
 
 
K PA
 (s-1
)
I n t e n s i t y  ( W / c m 2 )
 - 2 2 . 4 9  G H z - 2 4 . 1 9  G H z - 5 7 . 9 1  G H z
Figure 8.8 – Variation du taux de photoassociation βPA pour trois différents désaccords ato-
miques.
.
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Cette détermination de βPA est montrée sur la figure 8.8.
Pour la résonance de photoassociation à -57.91 GHz, le taux de photoassociation a un
comportement linéaire, caractéristique de la photoassociation loin de la saturation. Pour des
intensités inférieures à 80 W/cm2, ce régime linéaire est aussi observé pour les résonances de
photoassociation à -22.49 GHz et -24.19 GHz. Par contre, les valeurs entre 80-100 W/cm2 du
taux de ces deux résonances ne semblent pas en accord avec le comportement attendu. Ceci
est un des points à étudier dans la suite de cette thèse. Une explication possible est qu’à ces
intensités, les pertes dues à la photoassociation deviennent faibles par rapport à celles dues au
changement de distribution spatiale, impliquant une diminution de la précision sur le taux de
photoassociation.
8.3 Simulation Monte-Carlo de la densité atomique par
le laser focalisé
Nous avons vu dans la section précédente que les pertes d’atomes non attendues dans les
expériences venaient de la modification de la distribution spatiale. Pour un atome bougeant dans
le champ du laser du MOT et du laser de photoassociation, le problème de calculer la densité
et la distribution de moment est très compliqué à résoudre de manière analytique. Ainsi, une
simulation Monte-Carlo a été entreprise par Rahul Sawant du groupe du Prof. Rangwala [198].
Les équations stochastiques de ces simulations Monte-Carlo sont
dx(t) = px(t)
m
dt
dy(t) = py(t)
m
dt
dz(t) = pz(t)
m
dt
dpx(t) = −β(x, y, z)px(t)m dt−
[
ωMOT,m(x, y, z) + 4U
′(x,y)
w2PA
]
x(t)dt+ dW (x, y)
dpx(t) = −β(x, y, z)py(t)m dt−
[
ωMOT,m(x, y, z) + 4U
′(x,y)
w2PA
]
y(t)dt+ dW (x, y)
dpz(t) = −β(x, y, z)pz(t)m dt− ωMOT,m(x, y, z)z(t)dt+ dW (x, y)
, (8.28)
où dW(x,y) est un processus de Wiener sans dérive (bruit blanc) et avec une déviation standard
donnée par
√
2Dtot(x, y). Les figures 8.9 et 8.10 illustrent les profils de densité obtenus après
résolution de ces équations pour un désaccord négatif et positif, respectivement [202].
Dans le cas d’un désaccord négatif, les densités pour les directions x et y n’ont plus exacte-
ment une forme gaussienne. Elles ont un point point anguleux à X (ou Y )= ±wPA. Les densités
au centre du piège augmentent puis diminuent lorsque l’intensité augmente. L’augmentation
peut être expliquée par l’effet du potentiel dipolaire formé par le laser de photoassociation.
La formation d’un puits de potentiel au centre du piège engendre qu’un plus grand nombre
d’atomes s’y trouvent. La diminution qui apparaît à plus grande intensité peut être expliquée
par l’augmentation de la constante de diffusion des atomes. Dans la direction z, la distribution
des atomes garde sa forme gaussienne mais la largeur de celle-ci augmente. Ceci s’explique
par l’augmentation de la constante de diffusion causée par les collisions avec les photons (voir
equation(8.17) ).
Pour un désaccord atomique positif, l’augmentation de l’intensité du laser de photoassocia-
tion fait apparaitre un creux au centre des distributions atomiques dans les directions x et y.
Dans ce cas, le potentiel dipolaire induit la formation d’une barrière qui repousse les atomes.
L’augmentation de l’intensité est aussi accompagnée par un élargissement de la distribution ato-
mique. Ces distributions atomiques expliquent pourquoi une augmentation du nombre d’atomes
est observée dans les expériences où le désaccord atomique est positif.
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FIG. 14: Atomic density profile for different peak intensities of red-detuned light in the cavity, (a) for x-direction
and (b) for z-direction. The parameters used are Ir = 2, Γ/(2pi) = 6 MHz, ∆m/(2pi) = 12 MHz, λ = 780 nm,
B0 = 22 G/cm, µ = 0.1µB where µB is Bohr magneton, ∆cv = −10 GHz, and w0 = 78 µm. β3D and ζ3D obtained
from the calculations of this section and section ?? are multiplied by 3.4 and 0.64 respectively in order to obtain
the experimental values of σMOT = 0.125 mm and TMOT = 160µK for MOT size and temperature respectively. The
density profile in the y-direction is same as the density profile in x-direction due to symmetry in the equations.
FIG. 15: Atomic density profile for different peak intensities of blue-detuned light in the cavity, (a) for x-direction
and (b) for z-direction. The parameters used are same as mentioned in figure 14 with an exception of, ∆cv = +10
GHz.
V. PROBABLE CAUSE OF ATOM LOSS IN THE PRESENCE OF FAR DETUNED LIGHT
Although the experiments and analysis presented here offer some insight, they are not enough to completely explain
the intensity dependence we observe for the atom number in the presence of far detuned light. However, we can provide
some tentative explanations and future directions of investigations. In the presence of such a far (red) detuned light,
there can be inelastic collisions which transfer energy from internal states to the external motion of atoms [21, 22].
The main processes in such a case are, absorption and emission of photons at different points on excited state potential
energy curve of the molecule formed by the atoms, A+A+ ~ω → A∗2 → A+A+ ~ω′ [21, 22]. Here A are atoms, and∗ denotes excited state. ω is the light frequency in the presence of which collision is happening. ω′ is the frequency
of emitted photon. The difference in energy of absorbed and emitted photon (~[ω − ω′]) goes into external motion of
atoms. Second is fine structure changing collisions, A+A+~ω → A∗(P3/2)+A → A∗(P1/2)+A = A+A+~ω′ [21, 22].
The energy released in such a process is sufficient to eject the atoms out of the MOT. For 85Rb, cross-section for such
processes was measured using a low intensity (∼ 10 mW/cm2) seed laser [23] till the detuning of 0.5 GHz from the
atomic transition. The intensities and detunings in our case are one order of magnitude more than then the parameters
in [23] hence direct comparison is not possible. The theoretical analysis of such phenomena is very involved [21, 22]
and has not been performed here. If a loss rate which depends on intensity is found and is denoted by L[I(x, y),∆cv]
Figure 8.9 – Profil des densités atomiques pour différentes intensités du laser de photoasso-
ciation décalé vers le rouge (par rapport à la transition atomique), (a) pour les directions x et
y, et (b) pour la direction z. Les paramètres ren ent les valeurs : sm = 2,γat = 2pi × 6 MHz,
∆MOT = 2pi × 12 MHz, ∆at = −10 GHz et wPA = 78µm. [198]
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FIG. 14: Atomic density profile for different peak intensities of red-detuned light in the cavity, (a) for x-direction
and (b) for z-direction. The parameters used are Ir = 2, Γ/(2pi) = 6 MHz, ∆m/(2pi) = 12 MHz, λ = 780 nm,
B0 = 22 G/cm, µ = 0.1µB where µB is Bohr magneton, ∆cv = −10 GHz, and w0 = 78 µm. β3D and ζ3D obtained
from the calculations of this section and section ?? are multiplied by 3.4 and 0.64 respectively in order to obtain
the experimental values of σMOT = 0.125 mm and TMOT = 160µK for MOT size and temperature respectively. The
density profile in the y-direction is same as the density profile in x-direction due to symmetry in the equations.
FIG. 15: Atomic density profile for different peak intensities of blue-detuned light in the cavity, (a) for x-direction
and (b) for z-direction. The parameters used are same as mentioned in figure 14 with an exception of, ∆cv = +10
GHz.
V. PROBABLE CAUSE OF ATOM LOSS IN THE PRESENCE OF FAR DETUNED LIGHT
Although the experiments and analysis presented here offer some insight, they are not enough to completely explain
the intensity dependence we observe for the atom number in the presence of far detuned light. However, we can provide
some tentative explanations and future directions of investigations. In the presence of such a far (red) detuned light,
there can be inelastic collisions which transfer energy from internal states to the external motion of atoms [21, 22].
The main processes in such a case are, absorption and emission of photons at different points on excited state potential
energy curve of the molecule formed by the atoms, A+A+ ~ω → A∗2 → A+A+ ~ω′ [21, 22]. Here A are atoms, and∗ denotes excited state. ω is the light frequency in the presence of which collision is happening. ω′ is the frequency
of emitted photon. The difference in energy of absorbed and emitted photon (~[ω − ω′]) goes into external motion of
atoms. Second is fine structure changing collisions, A+A+~ω → A∗(P3/2)+A → A∗(P1/2)+A = A+A+~ω′ [21, 22].
The energy released in such a process is sufficient to eject the atoms out of the MOT. For 85Rb, cross-section for such
processes was measured using a low intensity (∼ 10 mW/cm2) seed laser [23] till the detuning of 0.5 GHz from the
atomic transition. The intensities and detunings in our case are one order of magnitude more than then the parameters
in [23] hence direct comparison is not possible. The theoretical analysis of such phenomena is very involved [21, 22]
and has not been performed here. If a loss rate which depends on intensity is found and is denoted by L[I(x, y),∆cv]
Figure 8.10 – Profil des densités atomiques pour différentes intensités du laser de photoasso-
ciation décalé vers le bleu (par rapport à la transition atomique), (a) pour les directions x et y,
et (b) pour la direction z. Les paramètres prennent les mêmes valeurs que précédemment sauf
∆at = +10 GHz. [198]
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Les simulations de Monte-Carlo permettent donc de reproduire la modification de la distri-
bution atomique causée par un laser focalisé. L’étape suivante de cette étude serait de calculer
FPA à partir du résultat de ces simulations Monte-Carlo puis de comparer les valeurs à celles
que nous avons obtenues en ajustant sur les expériences.
8.4 Conclusion
Dans ce chapitre, nous avons collaboré avec le groupe expérimental de Pr. Sadiq Rangwala
afin de comprendre les importantes pertes d’atomes dans leur expérience de photoassociation en
cavité. Nous avons identifié que la réponse à cette question avait pour origine que la largeur du
faisceau laser ne recouvre pas tout le nuage atomique. La distribution atomique dans le MOT
est ainsi modifiée par le potentiel dipolaire créé par le laser focalisé, ainsi que par l’augmentation
du coefficient de diffusion des atomes. Le changement de la distribution atomique induit une
modification des des taux de collisions entre atomes dans le MOT et des pertes correspondantes.
Ces pertes supplémentaires perturbent donc la formation de molécules ultra-froides dans la
cavité à l’aide de la photoassociation. Afin de compenser ces pertes, une piste de modification
de l’expérience serait la suivante (pour le cas de la résonance à -22.49 GHz) :
1. Se mettre hors résonance de photoassociation à -23.29 GHz et mesurer le nombre d’atomes
par la fluorescence du MOT ;
2. Ajuster la valeur du taux de chargement des atomes L afin de compenser les pertes dues
à la modification de la distribution spatiale ;
3. Se mettre à résonance de photoassociation à -22.49 GHz.
La diminution de la fluorescence du MOT mesurée représente alors les pertes d’atomes venant
uniquement de la photoassociation. Bien entendu, la procédure complète doit être faite pour
toute intensité.
Cette étude n’est pas complètement terminée. Dans la suite, il faudrait d’abord calculer
FG à partir des calculs Monte-Carlo et comparer la valeur avec celles obtenues par ajustement
sur l’expérience. La chute brutale du nombre d’atomes à très haute intensité devra aussi être
étudiée plus en détail, et voir ainsi si la cause est bien le déplacement Stark de la transition du
MOT.
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Chapitre 9
Conclusions et perspectives
9.1 Conclusions
Nous faisons d’abord un bilan plus général sur les méthodes de formation de molécules
ultra-froides à l’aide de laser. Ensuite, plus spécifiquement, nous conclurons sur le potentiel de
ces méthodes pour former des molécules ultra-froides de RbSr.
9.1.1 Contrôle laser de formation de molécules ultra-froides
Lors de cette thèse nous avons exploré différentes méthodes pour former des molécules à
l’aide de lasers. Nous avons commencé par la photoassociation. Cette méthode est en deux
étapes : d’abord la formation de molécules dans un état électronique excité puis une émission
spontanée. Après ces deux étapes, des molécules dans l’état électronique fondamental sont for-
mées. Néanmoins, ces molécules sont vibrationnellement chaudes. De plus, l’étape d’émission
spontanée engendre la perte d’atomes du piège. Durant cette thèse, nous avons aussi vu qu’un
laser de photoassociation focalisé pouvait engendrer une modification de la distribution ato-
mique et ainsi une variation des pertes par collisions entre eux. L’étude de ce phénomène a été
faite grâce aux expériences dans le groupe de S. Ragwala.
La deuxième méthode de formation de molécules ultra-froides considérée dans ce travail
utilise un STIRAP entre un état du piège et un niveau rovibrationnel afin d’éviter l’émission
spontanée. Dans cette thèse, nous avons donné un formalisme théorique à cette méthode. Un
point essentiel est l’occupation initiale d’un seul état du piège. Les autres états du piège peuvent
perturber le transfert par STIRAP. Pour éviter ceci, il faut utiliser de plus longues impulsions,
ou augmenter la fréquence du piège. Si ce STIRAP forme des molécules faiblement liées et ne
peuple pas le niveau fondamental rovibronique, un second STIRAP peut être envisagé. Afin
d’éviter des problèmes venant de la fragilité des molécules faiblement liées après le premier
STIRAP, les extensions à cinq états du STIRAP, le A-STIRAP et le S-STIRAP, peuvent être
utilisées pour former directement des molécules dans leur niveau fondamental rovibronique.
Une difficulté pour former des molécules ultra-froides avec le STIRAP et ses extensions peut
venir des caractéristiques des états électroniques excités. La troisième méthode que nous avons
considérée ne dépend elle que de l’état fondamental électronique. Elle est basée sur le passage
adiabatique induit par l’application d’une impulsion laser à dérive de fréquence. Nous avons
montré la validité du modèle Landau-Zener pour décrire ce transfert ainsi que ses limites.
En particulier, le modèle de Landau-Zener ne prédit pas l’importance du signe de la dérive
de fréquence. En effet, seul un signe négatif induit la formation de molécules. Dans le cas
inverse, l’impulsion à dérive de fréquence induit seulement un réchauffement du gaz atomique.
Utiliser des impulsions pi est une alternative au passage adiabatique. Elle est à privilégier lorsque
l’intensité du laser est une contrainte expérimentale importante. Les molécules formées par ces
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méthodes n’occupent pas le fondamental rovibronique mais un état vibrationnel excité. Mais
celui-ci est plus profond que celui formé après les méthodes précédentes (photoassociation ou
STIRAP) et n’est pas concerné par une dissociation à cause de collisions inélastiques. De plus, le
transfert de la population vers le fondamental rovibronique est plus simple. Pour cette descente,
nous avons en plus étudié l’utilisation de séquences d’impulsions infrarouges, afin d’avoir un
processus qui se déroule totalement dans l’état fondamental électronique.
Dans son principe, cette méthode de formation de molécules a beaucoup de points communs
avec la magnétoassociation. Cette ressemblance peut même être étendue à l’existence d’une
résonance de Feshbach associée, nommée résonance de Feshbach auto-induite assistée par laser.
Celle-ci apparait dans la représentation des molécules habillées par les photons. Elles présentent
à la fois les avantages des résonances de Feshbach magnétiques (temps de vie long des états
impliqués) et des résonances de Feshbach optiques (contrôle du couplage avec l’intensité du
laser). Sa limitation principale est qu’elle nécessite un moment dipolaire permanent variant
avec la distance internucléaire et ne peut donc s’appliquer qu’entre deux atomes différents. Elle
semble néanmoins un outil puissant et prometteur au contrôle de la longueur de diffusion inter-
espèce, spécialement lorsque l’utilisation de résonance de Feshbach magnétique est compliquée.
9.1.2 Formation de molécules de RbSr
Après avoir fait le bilan sur les méthodes utilisées lors de cette thèse, nous faisons maintenant
le point sur leur potentiel pour former des molécules de RbSr. D’abord, pour la photoassocia-
tion, la meilleure solution est d’utiliser un laser légèrement décalé de la transition atomique
du rubidium 5s2S1/2 →5p2P1/2,3/2. Les taux de photoassociation (10−12 − 10−11 cm3/s) sont
alors de l’ordre de ceux obtenus pour des molécules bialcalines. De plus, l’émission spontanée
en partant de ces états proches de la limite de dissociation est assez intéressante. Bien sûr,
elle induit une perte d’atomes mais elle présente l’avantage de ne peupler pratiquement qu’un
seul niveau vibrationnel de l’état fondamental électronique. Les molécules formées sont donc
vibrationnellement froides. À l’heure actuelle, la grosse difficulté pour mettre en œuvre expé-
rimentalement cette photoassociation proche de l’excitation atomique du rubudium est que les
expériences dans le groupe de F. Schreck à Amsterdam sont basées sur les transitions du stron-
tium. La photoassociation proche de celle-ci est malheureusement beaucoup plus compliquée.
Le maximum de taux de photoassociation est trois ordres de grandeur plus faible. De plus, la
relaxation par émission spontanée est très peu favorable, ayant une distribution vibrationnelle
très large.
Concernant la formation à l’aide d’un STIRAP, nous n’avons pas pu trouver de schéma
efficace pour transférer directement la population vers le fondamental rovibronique. Par contre,
il semble possible de former des molécules dans un des derniers niveaux liés du fondamental.
Comme pour la photoassociation, il faut utiliser un état intermédiaire proche de la limite de
dissociation Rb(5p 2P1/2,3/2)+Sr(5s2 1S0). Les simulations de ces schémas STIRAP indiquent
que des intensités élevées mais réalistes expérimentalement (≈ 500 W/cm2) doivent être utilisées
pour avoir l’adiabaticité du transfert. Une difficulté pourrait venir de la largeur de la transition
atomique du rubidium (5s2S0 → 5p 2P1/2,3/2. Comme expliqué précédemment, il faut ensuite
faire un second STIRAP pour transférer vers le fondamental rovibronique. Nous avons simulé
ce second STIRAP qui demande des intensités comparables au premier. Le STIRAP pour
stabiliser les molécules formées ne serait donc pas si simple dans le cas de RbSr. En dernier
lieu, nous avons également simulé la possibilité de faire un A-STIRAP et un S-STIRAP pour
former directement des molécules de RbSr dans le fondamental rovibronique. Dans le cas du
S-STIRAP, les intensités des impulsions intermédiaires sont importantes et son implémentation
semble plus compliquée à réaliser.
Enfin, pour la formation de molécules de RbSr avec une impulsion sous-THz à dérive de
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fréquence, nous avons montré avec un modèle Landau-Zener et des simulations, la faisabilité de
cette approche. La fréquence de la transition considérée dans ce travail est de 180 GHz (occupant
le niveau v = 56). La présence de source à cette fréquence n’est pas si évidente et nous avons
montré une certaine flexibilité de la méthode en considérant aussi le cas d’une fréquence de
50 GHz. Pour avoir des intensités expérimentalement réalistes (quelques centaines de W/cm2),
nous avons considéré un piège avec une fréquence de piégeage importante, ωrel = 2pi× 400kHz
et le temps du transfert doit être long, de l’ordre de la dizaine de millisecondes. La fréquence
balayée au cours de la dérive de fréquence est de quelques MHz afin d’avoir un transfert efficace.
Nous avons montré que des impulsions pi peuvent aussi être utilisées pour former des molécules
de RbSr. Les molécules formées dans le niveau v” = −10 peuvent ensuite être transférées vers
le fondamental rovibronique à l’aide d’un STIRAP ou d’une séquence d’impulsions infrarouges.
En conclusion, dans cette thèse, nous avons montré quatre différentes façons de former des
molécules de RbSr. Le STIRAP, le passage adiabatique à l’aide d’une impulsion à dérive de fré-
quence et les impulsions pi sont des méthodes plus satisfaisantes en soit que la photoassociation,
évitant des pertes par émission spontanée.
9.2 Perspectives
9.2.1 Perspectives pour la formation de molécules de RbSr
La première perspective pour former des molécules de RbSr à partir des résultats de ce travail
serait d’utiliser un laser légèrement décalé par rapport à la fréquence de la première excitation
du rubidium. Que ça soit pour la photoassociation ou le STIRAP, nous avons vu les promesses
de plutôt utiliser un laser décalé par rapport à la transition atomique 5s2S1/2 →5p2P1/2,3/2.
Comme ces lasers seraient les mêmes que ceux utilisés pour Rb2, ceci n’est pas a priori une
forte contrainte.
Deuxièmement, une piste pour former des molécules de RbSr pourrait venir des résonances
de Feshbach étroites observées dernièrement dans le groupe expérimental de F.Schreck [58].
Pour l’instant, ils travaillent sur la possibilité de les utiliser pour magnétoassocier ces molécules.
S’ils réussissent, ils formeraient les molécules dans un des derniers niveauxs liés. Les transferts
STIRAP que nous avons simulés en partant de ces états pour relaxer vers le fondamental
rovibronique, pourraient être alors utilisés.
Enfin, pour l’utilisation d’impulsions à dérive de fréquence sous-THz, les contraintes tech-
nologiques actuelles pourraient dans un premier temps retarder les avancées et son utilisation.
La formation de molécules de RbSr est la première étape dans la construction d’un simula-
teur quantique pour l’Hamiltonien réseau-spin. L’étape suivante serait de pouvoir contrôler les
collisions et les interactions entre les molécules de RbSr. Le premier objectif est de pouvoir aug-
menter le ratio entre la section efficace de collisions élastiques et celle de collisions inélastiques
et ainsi améliorer le refroidissement évaporatif pour former un condensat de Bose-Einstein de
molécules de RbSr. Pour contrôler ce ratio, une possibilité est d’utiliser un champ électrique
statique [203] ou un champ laser micro-onde [204]. Le deuxième objectif est de contrôler l’in-
teraction dipolaire entre les molécules. Ce contrôle est nécessaire dans la perspective de la
conception d’un simulateur quantique.
9.2.2 Perspectives pour les LASIFR
D’un point de vue expérimental, les perspectives les plus intéressantes pour les LASIFR sont
sans doute dans le contrôle de la longueur de diffusion inter-espèce. En effet en l’absence de
résonance de Feshbach magnétique, il manque pour l’instant une méthode pour ce contrôle. Les
LASIFR pourraient pallier cette absence. Ceci peut donc être un moteur dans le développement
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de la technologie pour des lasers sous-THz avec d’importantes intensités. De ce point de vue, les
sources gyrotrons utilisées en spectroscopie RMN pourraient être une piste à suivre [193–197].
D’un point de vue théorique, plusieurs points sur les LASIFR peuvent être explorés. D’abord,
dans la section 6.5 nous avons discuté différentes situations où les LASIFR et d’autres résonances
sont présentes. Il faudrait maintenant aller au-delà et les étudier de manière plus détaillée en
particulier pour l’augmentation des largeurs de résonances de Feshbach magnétiques ou la
création de résonances de largeur nulle.
Également, un point que nous n’avons pas exploré dans cette thèse est l’étude des LASIFR
dans un condensat de Bose-Einstein. Comme dans le cas de la photoassociation [165, 166], on
peut s’attendre à un phénomène d’amélioration de Bose de l’élément de matrice du moment
dipolaire permanent. Pour une intensité donnée, des largeurs plus importantes peuvent alors
être attendues.
Troisièmement, une question ouverte qui reste est l’application d’une LASIFR entre un
atome et un ion. Un problème potentiel dans cette étude est le comportement à longue distance
du moment dipolaire permanent obtenu par les calculs de chimie quantique sur des ions mo-
léculaires. En effet, ceux-ci montrent un comportement linéaire avec la distance internucléaire.
Une bonne compréhension de celui-ci serait donc la première étape à cette étude.
Enfin, dans le mécanisme présenté dans cette thèse, les LASIFR ne sont applicables seule-
ment qu’entre deux atomes différents. Un moyen d’étendre les LASIFR aux molécules homonu-
cléaires serait de considérer des transitions quadrupolaires, au lieu que dipolaires. Évidemment,
les intensités nécessaires devraient être encore plus élevées.
9.2.3 Perspectives pour le contrôle de réactions chimiques bimolé-
culaires au-delà du cas atome-atome
Lors de cette thèse, nous avons vu comment contrôler l’association entre deux atomes. Ceci
est la plus simple des réactions "bimoléculaires". La suite naturelle serait de considérer le contrôle
laser de réactions atome-molécule et molécule-molécule. Une première voie de recherche serait la
photoassociation atome-molécule. Une première étude [205] a été faite dans notre groupe dans
ce sens. Une deuxième voie de recherche serait l’utilisation dans le domaine ultra-froid de la
catalyse laser proposée par Shapiro et coll. [206–211]. Cette méthode pourrait rendre possible
de faire des réactions chimiques avec barrière, inaccessible normalement à des températures
ultra-froides. Également, nous avons vu l’importance des résonance de Feshbach dans le cas des
collisions atome-atome. L’étude de celles-ci dans le cas des collisions atome-molécule [212] et
molécule-molécule est cruciale dans l’optique de contrôler ces collisions.
Enfin, un des éléments importants de cette thèse fut de discretiser le continuum initial en un
ensemble de niveaux afin de faciliter le contrôle cohérent (à l’aide d’un STIRAP ou d’un passage
adiabatique ou d’une impulsion-pi). La réaction devient alors le passage d’un état discret à un
autre et le contrôle cohérent est alors beaucoup plus simple. Une étape suivante à cette thèse
serait de voir comment étendre ce principe à des réactions atome-molécule et molécule-molécule.
Une première étude dans ce sens a été faite par H. Terrier et al. [213].
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Titre : Controˆle par laser de la formation de mole´cules polaires paramagne´tiques ultra-froides
Mots cle´s : Mole´cules ultra-froides, controˆle cohe´rent, physique mole´culaire
Re´sume´ : La the`se se positionne dans le do-
maine des mole´cules ultra-froides, c’est-a`-dire des
mole´cules qui ont des vitesses correspondant a` des
tempe´ratures de l’ordre du µK. L’obtention de gaz
dilue´s mole´culaires a` ces tempe´ratures peut ouvrir
la porte a` des applications importantes en simulation
ou en informatique quantique. La the`se s’inte´resse
plus particulie`rement a` la formation de mole´cules di-
polaires e´lectriques et magne´tiques. Celles-ci sont
pre´sage´es pour eˆtre un syste`me ide´al dans l’optique
d’un simulateur quantique du syste`me re´seau-spin,
permettant de de´crire le magne´tisme dans les solides.
Nous avons choisi l’exemple de la mole´cule RbSr qui
fait l’objet actuellement d’une expe´rience a` Amster-
dam.
Nous avons donc explore´ plusieurs alternatives
base´es sur l’emploi de laser pour la forma-
tion de mole´cules RbSr ultra-froides Nous avons
d’abord conside´re´ la photoassociation dont le prin-
cipe est de coupler l’e´tat de collision initial avec
un e´tat rovibrationnel d’un e´tat e´lectronique ex-
cite´. L’e´tape d’e´mission spontane´e qui suit forme
des mole´cules dans l’e´tat e´lectronique fondamental.
Nous avons e´galement conside´re´ le proble`me des
pertes supple´mentaires d’atomes lorsque le laser de
photoassociation est intense et focalise´, mises en
e´vidence dans une expe´rience a` Bangalore.
Dans la suite de la the`se, nous avons explore´ des
me´thodes cohe´rentes. Nous avons montre´ que des
mole´cules faiblement lie´es de RbSr peuvent eˆtre
forme´es a` l’aide d’un STIRAP en partant de paires
d’atomes isole´es et confine´es dans un isolant de
Mott. Nous avons ensuite e´tudie´ leur stabilisation
vers le niveau le plus profond de l’e´tat fondamental
de la mole´cule a` l’aide d’un second STIRAP. Enfin,
nous avons e´tudie´ des me´thodes se de´roulant uni-
quement dans l’e´tat e´lectronique fondamental. La for-
mation est induite par l’utilisation d’une impulsion a`
de´rive de fre´quence induisant un passage adiaba-
tique ou a` l’aide d’une impulsion-pi. En plus, nous
avons de´couvert que cette me´thode formation peut
eˆtre relie´e a` une re´sonance de Feshbach dans la
repre´sentation habille´e par les photons, que nous
avons appele´e Re´sonance de Feshbach auto-induite´
assiste´e par Laser (LASIFR en anglais). Nous mon-
trons qu’elles sont un outil prometteur et puissant
pour le controˆle des proprie´te´s de me´lange de gaz
d’atomes ultra-froids, comme par exemple la longueur
de diffusion.
Title : Laser control of the formation of ultracold polar paramagnetic molecules
Keywords : Ultracold molecules, coherent control, molecular physics
Abstract : The thesis is positioned in the ultracold
domain, i.e molecules which have velocities corres-
ponding to microkelvin temperatures. The formation
of molecular diluted gas at these temperatures are
promising for important applications in quantum simu-
lation, quantum information or in precision measure-
ments. More particularly, the thesis is focused on the
formation of molecules which are polar and parama-
gnetic. Some recent works are predicted that these
molecules could be the ideal system for creating a
quantum simulator of the lattice-spin system, which
can describe the magnetism in solids. We have cho-
sen the example of RbSr molecules for whose a ex-
perience runs in Amsterdam.
We explored some alternatives based on the use of
lasers for the formation of ultracold RbSr molecules.
First, we considered the photoassociation whose the
principle is coupling the initial scattering state with a
rovibrational level of an excited electronic state. The
following spontaneous emission step creates mole-
cules in the electronic ground state. We also consi-
dered the problem of atom losses observed by experi-
ments in Bangalore, when a focused photoassociation
laser is applied.
In the rest of the thesis, we explored coherent me-
thods. Firstly, we showed a STIRAP sequence could
create weakly bound molecules from isolated atomic
pairs confined in a Mott insulator. Lastly, we explored
some of these methods where the dynamic occurs
only in the electronic ground state. The formation is in-
duced by the use of a chirped pulse or a pi-pulse. We
studied the factors of the transfer. Moreover, we disco-
vered this method is related to a new kind of Feshbach
resonances in the photon dressed picture, called La-
ser Assisted Self-Induced Feshbach Resonance (LA-
SIFR). We showed LASIFR present the advantages
of Magnetic and Optical Feshbach Resonances. They
are a promising and powerful tool for the control of
properties of quantum gas mixtures, like the interspe-
cies scattering length.
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