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Abstract 
Following Lhe Lenth anniversary of Stage Jll of the European r-.lonetary Union, this 
study asscsses the effccts of rnonetary policy shocks in the euro area in the period 
duriug which there is a common monetary policy in Europe. ln order to overcome the 
omit ted information problem of small-scale vector autoregression (VAR) models, we 
combine the VAR methodology with dynamic factor analysis, a recent time-series 
technique for lhe analysis of large data sets. Using the factor-augmented vector 
autoregressivc (FAVA R) approach of Bernanke et ai. (2005), we summarise the in-
formation conlaincd in a large set of macroeconomic time series with a smaU number 
of estimated factors anel use them as regresso1og in recursive VARs to evaluate the 
impact of the non-systematic componcnt of the ECB's actions. Overall, our results 
suggest that the inclusion of factors in the VAR allows us lo obtain a more coherent 
picturc of the cffects of monctary policy innovations, both by achicving rcsponses 
easicr to undcrstand from the theoretical point of view anel by inC"reasing the preci-
sion of such responscs. Moreover, to the extent that we include in the ecouometric 
modd a vcry widc sct of variables, which we bclicvc thc ECB effectively monitors, 
the likclihood of obtaini ng a contaminated measurement of policy shocks decreases. 
ln addition, this framework allows us to compute impulse- response functions for ali 
the variables included in the panei, thereby providing a more <'omplete anel accurate 
depiction of lhe effects of policy disturbances. However, thc extra informalion ge-
nerated by the FAVAR also delivers some puzzling responses, in particular those 
relating to lhe componcnts of inflation. 
Keywords: Factor models, Europcan r-.Ionetary Union, monetary policy shock, vector 
autoregressions, factor-augmentcd vector autoregressions, i1npulsc-response functions. 
JEL Classification: C32, 852, E58. 
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Resumo 
Após o décimo aniversá rio da Fase 111 da União Monetária Europeia, este estudo 
avalia os efeitos dos choques de política monetária na área do euro no período em que 
existe uma política monetária comum na Europa. Com vista a superar o problema 
de informação omitida dos modelos vectoriais autoregressivos {VAR) , este estudo 
combina a metodologia VAR com a análise factorial dinâmica, uma técnica recente 
para análise de amostras amplas. Com base na abordagem VAR aumentada de 
factores (FAVA R), introduzida por Bernanke et ai. (2005), a informação contida 
num conjunto vasto de séries temporais macroeconómicas é resumida num número 
reduzido de factores est imados, que são depois usados como regressares em VARs 
recursivos, para avaliar os efeitos da componente não sistemática das acções do BCE. 
Em termos gerais, os resultados do estudo sugerem que a inclusão de factores nos 
VAR perm ite oOtcr uma visão mais coerente dos efeitos das inovações de polrtica 
monetária, quer pela obtenção de respostas mais facilmente interpretáveis do ponto 
de vista teórico, quer pelo aumento da precisão dessas rcs post.as. Aclicionnlmente, 
na medida em que é incluído no modelo cconomótrico um conjunto muito amplo de 
variáveis, que o BCE à partida acompanha, a probabilidade de obter uma medida 
enviesada dos choques de política monetária diminui. Esta metodologia permite, 
também, calcular funções de resposta a impulso para todas as vari{weis incluídas 
na amostra, fornecendo, deste modo, uma visão mais completa e precisa dos efeitos 
dos choques de política monetária. Contudo, a informação adicional gerada pelos 
FAVA R também revela algumas respostas inquietantes, em particular as das dife-
rentes componentes da inflação. 
Palavras-Chave: Modelos (actoriais, União J\ lonetária Europeia, choque de política 
monetária, vectores aut.oregressivos, vectores autorcgrcssivos au••w••tados de fac-
tores, funções de resposta a impulso. 
Classificaçiio J EL: C32, E52, E58. 
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1 lntroduct ion 
Ovcr thc last two dccades. inH uential papers have convincingly used \'eclor autore-
gression (VAR) models with recursive identi ficat ion schemcs (hcnceforth recu rsive 
VA Rs) to idcnl ify anel assess lhe effects of monetary policy innovations on macroeco-
nomic varia bles. The great appeal of using recursive VARs to csti mate lhe effects of 
thc unant icipated component of cent ral banks) actions seems to be their ab ili ty to 
delivcr empírica! crcdiblc rcsponses of macroeconomic variables to a monctary po-
Jicy shock wi t h011t imposing burdensome restrictions on the dynamic st ructure of the 
model. This isso bccause the policy effects can be computed as the impulse- response 
functions obta incd by invert ing the VAR representat ion of t he data1 li nearly t rans-
forme<! to yield the rnoving average representation with rcspect to lhe moneta ry 
policy shock. 
However, it is a fact that VA R models are small-scale models, base<! on a limi ted 
infonna tion set, anel th is is often pointe<:l out as their major weakness for the analysis 
of monctary policy. ~ lonetary policy makers actua lly monitor a very wide set of 
macroeconomic variablcs bcfore deciding on the stance of their policy actions, and 
thereforc omi LLing rclevanl. information from the VAR a m1lys il; may hamper the 
validity of thc cmpirical results. Aclcli t ionally, impulse-rcsponsc fuuctions can only 
be generatec\ for the handful of varia bles included in the model, which represent a 
very small subset of the variablcs of interest to monetary authori t ies. However, due 
to dcgrees-of-frcedom problems, it is not feasible to include a large number of t ime 
serics in the model, anel thcrefore thc problem of omi tted va ri ablcs bias cannot bc 
solved within the standa rd VA R framework. 
Evidcnce cmcrging from a recent strand of cmpirical macrocconomic li terature 
suggcsts that in order to propcrly capt ure t he dynamics of the cconomy, significant 
advantages arise from resort ing to models specifically dcs igncd to handle a targc 
amount. of inform at.ion, thc so-calle<:t dyna mic factor models. Such modcls a tlow 
us to surnmmisc thc infonnation cont.ained in a large number of data scrics in a 
small number of est imated factors. Currently, the estimation of dynamic factor 
models resorts mainly to two different methods: principal components and maxi-
mum likclihood. Regarding the principal components method, two approaches have 
recently emerge<! for cx tracting information from large data sets. The first is a 
time-domain analysis, stems from Stock and Watson (1998, 1999, 2002a, 2002b), 
anel relics on the estimation of factors by static principal components. The second 
is a frequcu cy-domain approach, was introduced by Forni et ai. (2000, 2004, 2005), 
and relies on dynamic principal components. As regareis the estimation of factors 
by maximum likelihood, in the domain of time, important contributions are those 
of Doz et at. (2006, 2007) and Reis and Watson (2007). 
Bernankc ct ai. (2005) apply lhe Stock and Watson (1998, 1999, 2002a, 2002b) 
methodology to cxt ract the factors that summarise the information present in a 
large data set anel thcy include those factors in monetary VARs. The authors 
conclude that factor modcls are a natural solu tion to the degrccs-of-frcedom problem 
in the VAR analys is of monetary policy since they allow for condi tioning of t he VA R 
approach on rid1 informat ion sets without giving up the statistical ga insof restricting 
the analysis to a small number of regressors. The authors refer t.o their metllodology 
as the factor-augmcntcd VA R (FAVAR) approach. The amount of information that 
can be handled within Lhe FAVAR is very large and hence t he chance of misspccifying 
the econometric modcl used to assess the effects of moncta ry policy disturbances 
sign ifi cant\y decreascs. r.. lorcover, it makes possible to compute impulse responses 
of cach of t hc variablcs included in the panei to the policy shock. 
ln this paper, we are intercsted in evaluating if the inclusion of fact.ors in a 
VAR improves our understanding of the effects of euro arca monctary policy shocks, 
eithcr by changing thc shape of the responses of main macroeconomic variablcs to 
those shocks, or by decreasi ng the uncertainty about such responses. Althot1gh there 
are al rcady some applicatious of factor analysis to the assessmcnt of the cffects of 
monetary po\icy shocks in thc euro arca (c.g. Favero anel Marcel! i no, 2005; I3oiv in , 
Giannoni anel l\lojon, 2009; anel Blacs, 2009), nane of the pape1-s, at least to our 
knowledge, applies the FAVA R approach to the euro arca figures as from the launch 
of lhe single monetary policy in Europe (their samplc period typically begins before 
1999 anel, since there was not. a common monetary policy at the time, some coun-
tries are uscd as proxies or, alternatively, the figures are obtaincd by aggregating the 
countrirs' individual data). After commemorating the tenth anniversary of the Eu-
ropean t>.4onctary Union (EMU} we believe that we are beginning to have sufficient 
data to assess single monetury policy in thc euro arca in the pcriod in wbich it was 
truly common, and therefore we hope to contribute towards fi!ling thc gap we have 
found in thc litcrature. 
With thc purpose in minei of assessing if the extra information included in the 
econometri c modcl really matters, we follow Bernanke et ai. (2005) in using the 
Stock and \Vatson (1998, 1999, 2002a, 2002b} static principal components approach 
to extra.ct factors from a data set comprising 150 macroeconomic time scries for the 
euro arca anel then adding thosc latent factors as regressors in a VAR. \Vc procced 
by comparing our results to those of a standard five-dimensional VAR and conclude 
that the inclusion in the model of a very large set of variables, which potentially 
contain infonnation about the monetary policy shock, succeeds in delivering respon-
ses more easy to interpret from the economic point of view. ln particular, we show 
that lhe small-sca!e VAR generates a price puzzle, i.e. a countcrintuitive positive 
reaction of priccs to an incrcase in the official intcrest rate anel we also show that 
the decrcase of real Gross Domestic Product (GDP) is very persistent, a fact which 
is inconsistcnt with long-run money neutrality. ConvCJ-scly, in our FAVARspecifica-
t ions the price puzzle does nol appear, which seems to corrobora te thc explanation 
of Sims (1992} that lhe price puzzle results from imperfectly controlling within thc 
VAR for infonnation that the central bank may havc about lcading indicators of in-
Aation. Furthcrmore, the output response shows a consensual bump-shaped pattern. 
Anothcr uscful rcsult is that thc rcsponscs delivered by the diffcrent FAVA R specifi-
cations are more precise (have lower average standard deviations) than the responses 
delivered by t.he benchmark V AR. 
Taking advantage of the spccial featurcs of the FAVA R methodology, we procced 
by computing impulsc-response functions anel variance errar decomposition for a 
wider set of variables than those typically assessed in standard VAR.s. Our analysis 
dclivcrs threc main empí rica! results. First, the responses of t he majority of the 
variables to thc monctary policy shock are intui t ive. For instancc, an unexpected 
tightening in monetary policy results in a gradual decrease in industria l production, 
capacity utilisat ion, consumption expenditure, retail trade, business sentiment in-
dicators anel money ag&rregales in the short run, before reverting to the baseline 
scenario as the effects of th~ shock fade oul. Second, in line with lhe consensual 
finding in lhe literaturc that monetary policy affects the economy mostly lhrough 
its systcmatic bchaviour, we conclude that at the 6-month horizon, apart. from in-
tercst rates, thc contribution of the policy shock for the variables ' forecast errar 
variancc decomposition is lower than 5 per cent. After 60 months this contribution 
increases slightly, but even then the monetary policy shock does not explain more 
than 20 per cent of thc volatility of any variable. Third , the extra information 
generated by the FAVA R approach brings lo light some striking results as regards 
the responscs of exchange rates anel the components of the Hannonised Index of 
Consumer Prices (HICP). ln lhe first case, unless we shorten the sample period in 
arder to exclude thc most acute phase of the financial crisis in 2008, a rise in the 
official interest rate is associated with an initial depreciation of lhe euro, which is 
probably caused by thc euro arca monetary aulhority rcacting to changes in foreign 
interest rales. ln lhe second case, we find that the intuitive negative response of 
inftation is mainly driven by the component encrgy anel unprocesst.'<i food. 
The paper is structured as follows. Section 2 explains the reasons for l he study 
anel provides a survey on the background litcrature for the discussions to which we 
seek t.o contri butc. Section 3 clescribes the main mcthodological aspccts uscd as 
founelations for the em pirical application presentcd in Section 4. In Section 4, the 
cmpirical implement.ation evo\ves in two main stops. First, we present the results of 
our analysis, baseei on the estimation of impulse responses to the monetary policy 
shock anel on tbe assessment of Lhe fraction of the forecast CITOr variance of the 
variables that is attributable to monetary policy distu rbance. Second, we check our 
results fo r robustness to changcs in some of the assumptions of the model. Section 5 
draws the main conclusions and discusses some possible extensions of our work for 
future research. 
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2 Brief summary of the litera ture 
Following thc seminal works of Bernanke and Blindcr (1992) and Sims (1992) on the 
use of VA R modcls to identify anel estimate the effects of monetary policy innovations 
on macrocconomic variables, a large literature has devcloped conccntrating on the 
assessment of thc impact of unanticipated changes in monetary authorities' actions. 
Tndeed, since not ali variat.ions in central banks' policy can be accounted for as 
a reacLion to thc state of thc cconomy, V AR-baseei approaches focus on the non-
systematic component of monctru·y policy, rather than on the systematic one. The 
above-mentioned unaccounted changc in central banks' policy is widely formalised 
in literature with the notion of a monetru-y policy shock. 
Let us consider thc following monetary policy reaction function, i. c. the function 
that discloscs how central banks adjust short-term interest rates in response lo 
various elcments in the macrocconomy: 
,., = f(rl,) + ~· (1) 
where 1"1. is the monctary policy variable (the official short-tcrm interest rate), J(flt) 
is the policy rulc, i.e. the decision based on the monetary authorities' information 
set D11 nnd 1Jt is Lhe changc in 1·1 not baseei on the infonnation set flt. i.c. that 
does not rely on Lhe currenL or past state of Lhe economy. The second term on the 
right-haud sidc of Equation (1) is therefore the monetary policy shock. 
According to Christiano et ai. (1999), there may be at lcast thrce reasons for 
the non-systematic change in monctary policy: (i) the shift in monctary authority's 
preferences between uncmployment or economic growth anel inHation; (ii) the central 
bank's desire to avoid t he social costs of disappointing private agents' expectations 
(self-fulfi lling expectations}; anel (ii i) technical factors, in particular mea.<;;urement 
errors, givcn that the data available when the central bank makc:s its dccision is 
oftcn just prcliminary. 
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ln econometric litcrature we can find VAR models in three different formulations: 
reduced-form, recursive and structural. The identification of monetary policy shocks 
through VAR t.echniques has mostly been based on recursive VARs, although some 
studies have alternatively chosen to rely on structural VAR.s. Before we proceed 
detailing lhe main differcnces between the three fonnulations, we must briefly look 
al. the mcaning of identification in the language of econometrics. According to Stock 
anel Watson (2001), thc identificat ion problem relates to the need to distinguish be-
tweell cor relation and causntion in statistical relations. ldontify ing monetary policy 
shocks correct ly has important implications for macroeconomic analysis, in parti-
cular to gauge lhe role of monetary disturbances in the propagation of business 
cycles. Since policy shocks are a measure of a central bank's non-systematic action, 
they allow us to distinguish bet.ween t.he unanticipated behaviour of the monetary 
authority and its rcsponses to fluctuations in output, prices and so on. Therefore 
the accurate distinct ion between the two components of the central bank's action 
providos the basis for understanding future changes in thc monetary policy stance 
and for cvaluating its perfonna.nce. 
R educed- form VARs. A reduced-form VAR is an 11-equation, 11-variab\e linear 
modcl , in which each va.riablc is expressed as a linear funct ion of its own lagged 
va.lues, the past va lucs or the remaining n- 1 variables anel a serially uncorrcla.tcd 
enor term. Thcsc cquations can be estimated by orclinary Ieast squares (OLS), 
where thc ClTOr tenns represent the innovations to the variables, aftcr taking their 
past values into account. However, as the different. variables are usually correlated 
with each other, lhe error terms wi\1 also be correlated across equntions. 
Recm·sive VARs. ln this VAR fonnulation, some contemporaneous values are 
added as rcgressors, and thereforc the OLS estimation delivers residuais that are 
uncorrelated across equations. However, the results achieved depenei cruci<\lly on 
the ordcr of t he variables, as changing the arder of the vMiablcs changes the VAR 
12 
equat ions, lhe coefficienls anel lhe residuais. The recursiveness assumption makes 
use of thc Cholesky dccomposition of the variance-covari ance matrix of the estimaled 
residuais, a simplc algorithm for spli tting a symmetric positive-definite matrix into 
a lower triangu lar matrix multiplicd by its lranspose. The Cholesky decomposition 
implies a strict causal ordering of thc variables in thc VAR: the variable positioned 
last responds contemporancously to ali thc others, while none of thcse variables 
respond contemporaneously to thc variable ordered last; the next-to-last variablc 
responcls contemporanoously to ali variables except the last, whereas only the last 
variable responds contcmporaneously to it. A popular identifying assumption in 
VAR studies of l he monetary lransmission mechanism is that the monetary policy 
shock is orthogonal lo the variables in lhe pol icy rule, in the scnsc that economic 
variables in lhe central bank's information set do not respond contemporaneously 
to realisalions of lhe monetary policy shock. This assumption imposes the existence 
of a set of variables that are predetermined to the policy shock, e.g. it assumes 
that outpu t anel price decisions are made prior to the shock. This corresponds to 
ordcring t.hc monetary policy shock after output anel prices in a Cholesky decompo-
sition of clisturbanccs cstimatcd from a VA R on output, prices, a short-lenn interest 
rate anel otbcr policy variablcs, such as the levei of nonborrowed reserves or Lhe 
effectivc cxcbange rate. The at.tractiveness of the recursivc idcntification scheme 
re\ies on the possib ility of identifying the monetary pol icy shock without having 
to takc a stand on any of the other shocks in the economy, i.e. thc identification 
of the monelary policy innovation is the same, no matter how the otber innova-
tions are identified. Estimalion of VAR.s in this way has bccomc popular becausc it 
does noL impose cross-equation restrictions on the lagged coefficient matrices LhaL 
are implied by a particular structural model, which means that recursive VAR.s 
are a model-independent view of the data, i.e a clata-lecl, atheoretical or agnostic 
approach. 
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Structura l VAH.s. Unlike rccursive VAR.s, structural VARs are a theory-led 
apprO<'l<'h, in the scnsc that. they require numerous restrictions in order to give the 
system astructural interpretation or, in other words, to achieve identification. These 
identify iug rcstrict.ions can involve the entire VAR, so that ali the causallinks in the 
modcl are spcllcd out, or just a single equation, so that only a spccific causallink is 
identified. ldent.ificaLion of monetary policy shocks in a structural VAR can be found 
in thrcc rna in streams of literature. T he first relates to the imposition of restrictions 
on the contemporaneous rclationships betwecn variables. ln this case, economic 
theory is used to sort out the cont.emporaneous links among the variables, which 
means that while recursivc VARs use an arbitrary mechanical method to model 
contemporaneous correlation in the variables, structural VAR.s use cconomic theory 
to associate thcsc correlations with causal relationships (Stock and Watson , 2001 ). 
The sccond strat.egy imposes sign restrictions on the acceptable responses to shocks, 
for model identificat.ion (e.g. Uhlig, 2005). The third approach takes into account 
the longer-run properties, placing restrict ions on the long-run variance-covariance 
matrix of the error terms, sometimes without placing rcstrictions on t he contem-
poraneous rclationships among t.he variables. For instance, Blanchard anel Quah 
(1989) interprct fluctuations in output and unemployment as dueto two type of clis-
turbances: supply disturbances , hav ing a permanent effect on oul..put, anel demand 
innovations , which do not have a permancnt impact on output. We rcfcr thc render 
to Christiano et ai. {1999) for a criticai survey on the literatu rc on VAR identifying 
assumpt ions. 
Now that we havc described briefly the three VAR formulations, we think it is 
useful to highlight that if structural VAR.s can capture rich dynamic propcrties of 
multiple time series, thcir structural implications are only as sound as thcir identifi-
cation schcmes (in the sensc that different schemes may lcad to difrcrent condusions 
on t he effects of st ructural shocks). Besides this, abandoning lhe rccursivencss 
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assumption (a sei of theory-free restrictions) has a substantial cost: a broader set of 
cconomic relationships must be identified. Thcrefore, given the fairly simple econo-
metric mcthodology involved, the non-requiremeni of a complete struciural model 
of the economy, and Lhe reasonable assessments of the dynamic responses of key 
macroeconomic variablcs to monctary pol icy innovations empirically derived, VAR 
appronch with recursivo iclcntification schemes has becn a widely used too! over the 
las t decacles anel will also bc ihe approach underpinning ou r analysis. However, 
in rccursive VAH.s, Jike in structural VAR.s, omitting variables that contain rele-
vant informat.ion on the economic shocks may lead to a sit.uat.ion in which VAR 
innovations will not. , in general, span the space of the disturbances , anel therefore 
the shocks cannot. be deduced correctly from VAR innovations. The likely solu-
tion to mitigate this problem wouJd be to increase the amount of infonnation in 
the VAR, assuming that the large quantity of variables the monetary authorities 
actually monitor help them to isolate the macroeconomic shocks impacting on the 
economy. Howcvcr, increasing the number ofvariables in a VAR poses technical anel 
conceptual complications, as the number of unrestrictecl VAR coefficients increases 
in direct proportion to t.he square of the number of variables in the systcm. 
Taking advant.age of this caveat to the VAR approach, Bcrnankc ct al. (2005) in-
troduce ll!l innovaLive meLhod which they rcfer to as the Factor-Augmcnted V AR. 
{FAVAR) approach combining the standard VA R analysis with factor analysis 
for large data sets. Factor analysis secms to provide an useful way of exploiting 
thc knowlcdgc coming from rich data set.s when estimating shocks and propaga-
tion mechanisms, since the information from a large number of data series can be 
summarised by a small sct of latent factors. According to Stock anel Watson (2005), 
those unobserved factors produce the observed comovements of economic time se-
ries anel are driven by the macroeconomic shocks, i. e. the relevant shocks that have 
to be identified for the purpose of conducting policy analysis. With the F'AVAR 
approach, Bernankc et ai. (2005) claim to ovcrcome the main clrawbacks of Lhe VAR 
15 
methodology, in particular: (i) the small number of variables normally included in 
standard VARs is unlikely to span the information sets used by central banks, but 
thc inclusion of additional variables is strongly limited by degrees-of-freedom pro-
blems;1 thereforc if thc monetary authority has more information than that included 
in the VAR, lhe meac;urcment. of policy innovations is likely to be biased; (ii) lhe 
choice of a specific data serics lo represent general economic concepts such as real 
activity is often arbitrary; and (iii ) impulse responses (a quantitative measure of the 
dynamic effccts of policy changes on the economy) can only bc computed for the 
few variablcs inclucled in the model. 
Large-dimensional dynamic factor models have become popular in empirical 
macroeconomics in reccnt ycars, but the literature on dynamic factor analysis in 
economics goes back to Geweke (1977) and Sargent and Sims (1977). In a factor 
model, the data generating process of each variablc is thc sum of a common com-
ponent, driven by a small number of latent common factors, and an idiosyncratic 
componenL. Besides the aforementioned advantages of factor models, in parlicu-
lar the fact that they can cape with many variables without running into scarce 
degrees-of-freedom problems, allowing for exploitation of a ~<data-rich environmcnt" 
(Bernanke anel Boivin, 2003), anel therefore leading to more precise forccasts and 
macrocconomic analysis, we can highlight two additional argumcnts in favour of 
thesc modcls. On the one hand, idiosyncratic movements, which may include mea-
surement errors anel local/ specific shocks, can be eliminated, yielding a more reliable 
signal for policy makcrs anel preventing them from reacting to idiosyncratic distur-
bances. On the other hand, factor modellers can remain agnostic about the structure 
of the economy and do not necd to rely on overly tight assumptions. 
1 For instancc, thc well known VARsyslem of Bernankc a.nd i\ lihov (1998) conta.ins six wuiables, 
of which thrcc nrc policy variables, i.e. vuriables that are potentially uscfut a.s dircct indicalors of 
the stance of lhe monctary policy (the fe<l funds rote, nonborrowed reserves and total reserves), 
nnd three are non·J>Olicy variubles, i.e. economic vuriables thc rcsponscs of which to monctary 
policy shocks Lhe anLhors wnnt to idcnlify (real CDP, the CDP dcflutor and u spoL çommodity 
pricc index). Baycsiun VAH ruodcls allow increasing tire numbcr of vnrinblcs includcd, but. ~he 
systerrrs nornrully cont.ain lcss tlmn twcnLy variablcs {e.g. Leepcr ct al., l99G). 
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ln the literature, besides the application of dynamic factor models to monetary 
policy analysis, the field we are interested in, we can find at least three more fields 
of application for factor analysis: construction of economic indicators , forecasting 
and international business cycles analysis. Firstly, regarding the construction of 
economic indicators, lhe most known examples are the coincident business cycle in-
dicators constructcd both for the United States (US) anel the euro area, the Chicago 
Federal Reserve Nat.ional Activity Index (CFNA I) and the EuroCOIN, respectively. 
Thc CFNA I is a weightcd average of 85 monthly indicators, designed to better 
gauge overa\1 economic activity and infiationary pressures. It corresponds to the 
firsl. static principal component extractcd from a large macroeconomic data set, and 
the associated methodology relies on Stock and Watson (1999). The EuroCOlN was 
developed by Altíssimo et a\. (2001) and is formally elefined as the common com-
ponent of the CDP growth rate, baseei on dynamic principal components analysis. 
Seconelly, the unelcrlying idea on the application of factor analysis to the forecasting 
exercise is to use factors cstimated from a large panei of data to help forecasting 
the scrics of iutcrest, so that information in a large number of variablcs can bc 
used while kceping t he dimension of the foreeasting model smal\. ln the very wide 
stream of literaturc that follows this Une of research, we highlighL Lhe work of Stock 
and Watson (1998, 1999, 2002a, 2002b), Giannone atai. (2005) anel Boivin and Ng 
(2005), for the US, anel Angelini et ai. (2001) anel lvlarcellino et ai. (2003}, for t.he 
curo area. Fiually, lhe application of factor moelels to international bus iness cycles 
analysis has developcd considerably since the creation of thc El\·1 U in 19992 and the 
abanelon or an autonomous monetary policy by 16 countries, which directed <.'Onsi-
derable attention towards the study of the effecls of shocks of a common monetary 
policy in each 1ncmber's economy. ~larcellino ct ai. (2000), Brcitung anel Eickmeicr 
(2005), Eickmcicr (2006) anel Boivin, Giannoni anel rvlojon (2009), among others, 
evaluate lhe homogeneity and comovcments among EMU countrics by cst imating 
2 l\•lo!'c corrccU.v, thc bcginning of Stagc III of the EMU und thc launch of lhe euro. 
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factor models for lnrgc sets of macroeconomic variables. 
We now turn to Lhe application of dynamic factor models to monetary policy ana-
Jysis, the field we are focusing on. As previously mentioned, Bernanke et ai. (2005} 
address the problem of omitted variables bias inherent in many simple small-scale 
VAR modcls through the inclusion of factors in monetary VARs. They show that 
the inclusion of factors ameliorates the understanding of the effccts of monetary 
policy shocks, both through thc increasc in t hc precision of the cstimates and the 
delivcry of responscs easier to iuterpret from the economic point of view (elimina-
tion of some puzzles empi rically delivered by standard VARs). Nevertheless, th is 
study was not the first to use factor models in the assessment of the monetary 
transmission mechanism. ln fact, as a natural extension of the forecasting litera-
ture, Bernanke anel Boivin (2003) propose to exploit the use of a dynamic factor 
approach in the estimation of forward-looking Taylor rules in the US, in arder to 
mimic more closely the behaviour of central banks, whose decisions are likely to be 
baseei on a substantial amount of information. Giannone et ai. (2002), in their tum, 
proposc a ncw framework to analyse systematic and unsystematic monetary policy 
within the same econometric model. Taking into account that monetary authorities 
use ali data avai!able to ext ract information on current economic activity, Lhey use 
factor analysis to show that shocks can be identified structurally and the paramet.ers 
of monetary pol icy rulcs, conditional on those shocks, can bc cstimat.cd. F'ollowing 
the same line of rcsearch, F'avero et ai. (2005) evaluat.e the role of st.atic and dy-
namic principal components as instruments for the estimation of Taylor rules anel 
conclude that t.he inclusion of factors in the instrument set. improves in general the 
precision of thc estimates, both for t.he US anel the curo arca. Forni et ai. (2003, 
2008) provide a comparison beh.,.·een structural factor models anel structural VARs, 
attempt ing to show that factor modcls are better suited than VARs to prov ide a 
structural representation of the cconomy. T hey argue that dynarnic factor models 
allow for dist.inguishing idiosyncrat.ic disturbances (e.g. mcasurcnwnt errors), which 
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affcct. almost. cxclusivcly a specific variable, from st ructural common macroeconomic 
shocks, which are cross--sect ionally pervasive, in the sense that they affect ali the va-
riables in the system. ln these papers, the authors identify the main macroeconomic 
shocks in the US economy and estimate pol icy rules condi tional on the shocks. Sala 
(2003) studies t.l1e transmission of monetary policy shocks across European countries 
by cxtracting the common European monetary shock (iden tified with Lhat of Ger-
many) aiJd computing Lhe country-specific responses (for eight euro a.rea countries). 
Stock and Watson (2005) follow the !ine of investigat ion of Bernanke et al. (2005), 
also focusing on Lhe implications of dynamic factor models for VAR analysis, but go 
beyond it by considcring a varicty of identifications schemes, such as lime rest rictions 
(the scheme adopled by Bernanke et al., 2005). long-run restrictions, restr ictions on 
the factor loading matrixes and sign restrictions . Favero anel Marcellino {2005) con-
cent.rate on European data (France, German, Italy anel Spain) and use the elynamic 
factor model to evaluate both the determinants anel the effects of monetary policy, 
rcspectively th rough thc inclusion of the few est imated factors in the instnnnent set 
of a forward-looking Taylor rule anel in t.he set of regressors of a structural VAR. 
Finally, it is a lso worth mentioning that, besides the wicle li leral..ure on applica-
tion of factor analysis to the iclentification anel asscssment of monetar.v policy shocks, 
a more recent st,ream of lileraturc begins to use factor models to help in eles igning 
an optimal monetary policy in a "elata-rich envi ronment''. ln some of these papcrs, 
Dynamic Stochastic General Equilibrium (DSGE) models, augmentcd with mea-
surement crrors, make use of the elynamic factor app roach. I3oivin, Giannoni and 
r-. Iihov (2009) slightly change thc two-step method used by Bernanke et ai. (2005) 
to extract the common components anel elemonstrate, by means of lhe dynamic 
factor approach, that disaggregateel prices are sticky in responsc to macrocconomic 
and monetary disturbanccs but flexible in response to sector-speci fic shocks. Boivin 
anel Giannoni (2008) providc an evaluation of tbe welfa re bcnefits associateel with 
exploiting information beyond the hanelful of variables typically considcrcd in the 
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analysis of optimal monetary policy. The empirical framework considered consists 
of a fully specified OSCE model, i. e. a dynamic factor modcl where the structure 
of a OSCE model is assumed to govcrn the dynamics of the factors. lt should be 
noticed, howcvcr, that in contrast to the PAVAR approach, it is not possible to 
estimate impu lse- responsc functions of macroeconomic variables to policy shocks 
in OSGE models without imposing theory-based dyna.mic restrictions, since OSCE 
models are cxplic it about causal links and cxpectations. 
ln our work, we will follow Bernanke et ai. (2005) and will apply the factor-
augmcnted VAR approach to the identification and assessment of monetary policy 
shocks in the euro arca. Sincc a common monetary policy in the euro arca has only 
existed since 1999, lhe relcvance of our work relies on the pioneering application 
(at Jeast to our knowledge) of this methodology to thc post-1999 data for the curo 
arca per se (anel not to the aggregation of individual member-states' figures or to 
the utilisation of some countries M proxies for the entire euro arca). As a point 
of departure, we quot.e Boivin, Ciannoni and Mojon (2009), who, in an interesting 
remark, highligh t that. it is not because they believe that monetary policy shocks, 
per se, constitute an important source of business cycle fluctuations t hat they are 
intercsted in assessing Lhe effects of such shocks. Jt. is because tracing t,lte rcsponses 
of variables to unanl.icipa.ted changes, anel assuming that the central bank will sub-
sequently adapt its policy ru le to those responses, that impulsc-response functions 
to policy shocks provide a useful description of the systematic monetary po\icy rule. 
3 E conometric framework 
ln th is section, we describe the main methodological aspccts that provide the foun-
dations for our economctric applica tion. Before we procced with the descriplion, wc 
must first takc some Lime clarifying the distinction betwecn a sct of concepts, some 
of which we havc alrcady used in the literature revicw withouL explaining cxactly 
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their meaning. 
The first important distinction is between the classical ·strict1 exact and the 
approximnte formulation of a dyuamic factor model. The exact formulation en-
tails three restrictive assumptions on the idiosyncratic component of the variablcs: 
thcy have to be cross-sectionally independent, serially independent and uncorrelated 
with the conunon factors . ln its turn, the approximate factor model allows for some 
heteroskedasticity and limit.ed clependence of the idiosyncratic components (serially 
anel cross-sectiona.lly), as wcll as for some moderate correlation between the latter 
anel the factors (see, for inslance, Stock and Watson (1998, 2002a) and Bai and Ng, 
2002). 
The seconcl distinction t.o be made is between the static anel the dynamic repre-
sentation of a dynamic factor model. ln the latter, factors are assumed to evol\'e 
according to a time series process, i.e. factors can enter with lags or leads in the 
data gcncrating process of each variable. ln the former, factors appear without any 
lags, which mcans that factors only have a contemporaneous effect on the varia-
bles. 3 The static approach relies on the t ime-domain forecasting method of Stock 
and \•Vatson ( 1998, 1999, 2002a, 2002b), whose estimates are baseei on contcmpora-
neous covariances only, 1ncaning that they do not exploit the potential infonnation 
contained in the leading-lagging relations betwccn the elemcnts of the panei. The 
authors show that when both the number of variables anel the time dimension tend to 
infinity, thc spacc of factors is consistently est imated by static principal components, 
even in an approximatc factor model wi th factor loadings constant anel icliosyncratic 
errors that are seria lly anel (weakly) cross-sect.ionally correlated. ln its tu rn , the dy-
namic mcthod is mainly dueto Forni et ai. {2000, 2004, 2005) anel Doz ct ai. (2006. 
3\n ordcr to makc this tcrminology clcar and it might at first sccm quite mislcading it is 
requircd to note that lhe tcrm statíc in a dynamic factor moc\cl rcfcrs to thc slalic rclntionship 
betwccn the com mon com ponent nnd lhe vuriablc; howevcr, thc common componcnt itsclf can bc u 
dyn6mic proooss, i.c. cun cnJ>lure arbitrary lags of some fumlamcntal fuctors. As Forni ct nl. (2004) 
assc.rt, whcn nll vnriables are '·hi t' ' by thc comrnon shocks 6t thc sa mc ti wc, thc ma<\el is callcd 
stati<:; when different Vllriablcs me '·bit'' by diffcrent lags of the common shocks, lhe rmxlel is called 
dynamic. 
21 
2007). The latter use a time-domain approach, cstimated by a Caussian maximum 
likelihood method, while the former rely on a frequency·domain mcthod, estimated 
by dynamic principal componcnts, based on the dynamic covariance structure of the 
data. 
ln ou r study, we will follow the Stock and Watson (1998, 1999, 2002a, 2002b) 
principal componcnts static approach, according to which thc fi rst principal compo-
ncnts span the factor spacc even if the model is only approximate. 
3.1 T ime domain ana lysis of the dynamic factor model 
Pactor models rcprcscnt the vector of N time series as a linear combination of two 
unobservcd components, a common componcnt, driven by a small numbcr of factors, 
plus an idiosyncratic component, drivcn by N idiosyncratic factors. Let Xt be the 
N x 1 vector of stationary zero mcan variables under ana lysis, observed for time 
l = 1, 2, ... , T. ln the general formuJation of a dynamic factor model, cach element 
of the vector X11 = [X 11 , ..• ,XNt]\ for i= 1, 2, ... , N, can be represented as: 
X,,= >.,(L)f, +e,, (2) 
where / 1 is the qx 1 vector of common factors (q « N), whosc dy ttamic cfFects ou Xit 
are groupcd in .. \(L) = >.,o+À, 1 L+À;2 1}+ ... +À;pU', lag polynomials iu nonnegative 
intcger powcrs of L (whcre each >.,is a N x q matrix), anel er = [e11 , ... ,CN1]' is the 
N x 1 vector of idiosyncratic disturbances. An alternative fonnulat ion of Lhe model 
is: 
(3) 
whcre F, = [f{,Jt_ 1, •• ,J:_p]' is r· x 1, so that now r= (rJ+ 1) x q fadors drive 
thc vari ablcs, but thc factors have only a contemporaneous cffect on X1, with loa-
dings groupcd in thc N x.,. matrix A= [>.o,À 1, .. ,>.p], Lhe i-t.h row of A bcing 
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A, = [Ã,0 , .•. À1p]· Sincc thc association between factors and variables is only contem-
poraneous, lhe dynamic factor moclel is in its static formulation. 
Note that we cannot estimat.c Ft, but instcad wc can cstimate the common-
factor space, i.e. a r-dimensional orthogonal vector whose entries span lhe sarne 
linear space as lhe entrics of Ft. ln fact, the factors are not identified because for 
any invertible 1' x r matrix C, Equation {3) can be rewritten as 
(4) 
whcrc P1 is an altcrnative sct of factors. ln spite of thc iclcntification problem (which 
complicates lhe structural intcrprctation of the factors), Pr is just a linear trans-
fonnation of F,, anel thercfore both are equivalent in summarising lhe infonnation 
contained in Xt· 
ln lhe classical or cxact formulation of the factor model, lhe idiosyncralic com-
poncnts are assumcd to be serially and cross-sectionally independcnt anel the factors 
are assumcd to bc scrially uncorrelaled. ~Ioreover, E[Fte~] =O, i.e. the faclors anel 
lhe idiosyncratic components are required to be mutually orthogonal. However, the 
assu mptions of the cxact model may bc vicwed as too restrictive anel cven unrealistic 
in economic tcnns. ln this context, Chamberlain anel Rothschilcl (1983) showecl that 
a static factor modcl which allows for some degree of cross-sectional anel temporal 
dependence of thc idiosyncratic compouents, as well as for moderate correlation be-
tween the latter and thc factors, sti ll succecds to estimate consistently lhe factor 
space. ln t he authors Lerminology, this is an approximate specificalion of the factor 
modeJ. 
Stock anel Watson (1998) developed a nonparametric approach for lhe time do-
main anaJysis of the dynamic factor model based on the stalic principal componcnts 
of X1 .'1 The authors show, undcr Lhe finite lag assumption anel some nddit ional 
4 Th is means that lhe corrclation strnctures nnd distribulions of tiJe idiosyncrutic lern1s and Ll1c 
facl.ors und t.hc precise lag structurc by which Lhe faclors culcr are not. spcdfied pummctrically 
(Stock and Wutson, 1998). 
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technical assumplions, thaL the common space spanJH.>d by the dynamic factors F1 
can be estimatcd consistently by the principal components of the T x T covariance 
matrix of Xt , cven if some of the restrictivo assumptions of Lhe classical model are 
neglected. ln this way, consistency of the estimators requires the factors F1 to be 
orLhogonal, i.c. uncorrelaLed with each other, but they can be correlated intime and 
can also bc weakly correlated with the idiosyncratic componcnt.. ln t.his approxi-
mate factor modcl (in the tenninology of Chamberlain anel Rothschild , 1983} limited 
dcpendcncc of t he idiosyncratic disturbances is a l\owed in both dimensions. 
Thc starting point in the Stock and Watson (1998} approach is the estimation 
of Lhe factors Ft anel the loadings A. Let the estimaLors F1 be the minimisers of the 
least squares cri Lerion: 
N T 
VN:r(F, A) = (NT)-' L L (X,,- A,F,) 2 (5) 
where F = [F1 , •.• , F,, .. , Fr]' anel A; is the i-th row of A, subject to t he constraint 
T- 1 F ' F = T - 1 L,'{=, F,Ff = l q. 
Under Lhe hypothesis of k common factors, Stock anel Watson (1998} show 
Lhat Lhe least squares estimaLors of the facLors F = [F,, ... , P1, •.• , Fr]' are the 
k eigenvectors corrcsponding to the k largest eigenva\ues of the T x T matrix 
(N)- 1 r:,::1 Xt x•:, whcrc X;" = [X,1, ... , X;rJ'- The leasL squarcs cstimators of 
the loadings are t hen obtaincd from a linear regression (OLS) of lhe variabtes on 
the esti mated factors. Moreover, lhe least squares eslimators of lhe loadings are 
the k eigenveclors corresponding to lhe k largest eigenvalues of the N x N matrix 
(T)- 1 r:,; ... , X, X;. Thc auLhors prove that when the assumed number of fact.ors , k, 
is equal to the true number, r, the cnlries of Ft span the same linear space as thc 
entries of F1• When 1.: > r , therc are k- r estimated faclors Lhat me redundant 
linear combinations of the clcments of F,. When k < T, cousisLeuL estimation of 
a subspace of dimension k is prcscrved, becausc of Lhe orLhogonatit,y hypolhcsis. 
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Finally. the estimator of the common component can be obtained as Xt =A Fi_ and, 
consequen tly, tbe estimator of the idiosyncratic component is ê1 = X1 - X,. 
3.2 Determination of the number of (static) factors 
Stock anel Watson (1998) suggest dctermining the number of factors by minimising 
a particular infonnation criterion. Nevertheless, with their simulation experiments, 
they conclude that more standard cr iteria.like Ak..'like (AlC) or Baycs (BI C) pcrform 
better. This issuc was then further developed by Bai anel Ng (2002), also within 
the framework of largo cross-section anel large time elimensions, without imposing 
any restriction on thc rclation between N anel T. 5 Their simulations show that the 
cri teria they proposc, which basically moelify the AIC anel BlC criteria in arder lo 
take inlo account thc elivergence of both N anel T, have good finite sample propcrties 
anel that the results hold bolh uneler heteroskedasticity in the N anel T dimensions 
anel undcr weak serial and cross-section dependence. 
The two allernative classes of criteria proposed by Bai anel Ng (2002) are lhe 
following: 
PC(k) = lfN,r(FI'I•í\1'1) + kg(N,T) (6) 
(7) 
where VN;r(F(k)• Â(k)) denotes t.he sum of squared residuais from a k-factor moelel, as 
definO<! in Equat.ion (5), with F(k) and Â(k) being the esLirnated factors anel loadings. 
The information cr iteri a reftect the trade-off bet.wcen goodness-of-fit , on t.he one 
hand, anel overfit.ting, on thc other. The first term on righL-hand sido of Equat.ions 
(6) and (7) shows the goodness-of-fit; if the number of factors increases, the variance 
of the factors also incrcases anel t.he sum of squared res iduais decreascs. Hcncc, Lhe 
5It musL bc noticcd that. Lhe nmin re<1uiremcnt. for t.he consislcncc of faclors esLimuted by lhe 
Stock und Watson (1998) nonparumct.ric mcthodology was thnt N grt•w nt n fnstcr rntc thun '1', o 
rcstrict.ion thnt. was abnndoncd by Bni nnd Ng (2002). 
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information criteria have to be minimised in order to determine the number of 
factors. Thc penalty of overfitting, which is the second term on the right-hand side 
of Equations (6) anel (7), is an increasing function of N anel T. Therefore, the 
authors define these penalty functions, g(N, T), such that the criteria above allow 
to consistently estimate 1· (T being lhe value of k that minimises the criter ia). T hey 
show that under their hypothcsis anel assuming kmax;::: r, limN,T-+ooJJ(T = T) = 1 
if when N --7 oo anel T---; oo, (i) g(N, T ) --7 O anel (ii) min{N, 'l'}g(N, T) ---; oo. 
Assuming thc method of principal components as the one used to cstimate the 
factors, thc authors propose three specific formulations of g(N,T) applied both for 
PG(k) a nel I C(k): I) (W) ln (;;rT): 2) (W) ln(min{N,T}); a nel 3) '"f;;,·;;;!:;?;ll 
Thc authors show, with their simulat.ion experiments, that among the six resulting 
criteria, the ones that perform better anel are more stable a re the first anel second 
IC(k) specifications (!C1(k) anel / C2(k), respecti,·ely). In the liternture, the one 
t hat is commonly used for the determination of the number of factors both when US 
large data sets a nel cu ro arca large data sets are considered, anel which will similarly 
be the specirication we will use in our empírica! exercise described in Section 4, is 
thc second IC(k) specification: 
(8) 
3.3 The factor-augmented VAR 
3 .3.1 T he m od e l 
Let X 1 denote an N x 1 vector of cconomic time series, Y, a vector of J\1 x 1 obscrvablc 
macroeconomic variables that constiLutes a subsct of X 1 and F1 a k x 1 vector of 
unobserved faclors that capture most of the information contained in X 1• Accorcl ing 




where <J> (L) = 1 - cJl •(L)D = 1 - <1> 1 1.~- ... - <PdLd is a conformable lag polynomial 
of fin ite ordcr d in the lag operator L, <P; (j = 1, ... , cl) is lhe coefficient matrix and 
Vt is an error tenn with mean zero anel covariance matrix Q. Equation {9) is a V AR. 
modcl , which may contain a priori restrictions as in the VAR literature, but. which 
indudes both observable anel unobscrved variables. Bernanke et ai. (2005) refer to 
Equation {9) as a factor-augmented vector autoregression, or FAVA R. 
Since the factors are unobserved, Equation {9) cannot be estimated directly. 
However, we can inlcrpret the factors, in addition to the observed variables, as 
the common forces driving the dynamics of the economy. For concreteness, we can 
assume that lhe rclation between the "informationar· time scries X~o the observed 
variablcs Y1 and t.he factors F1 can be summarised in the following (static) represen-
tation or a dynamic factor modcl: 
(10) 
where 1\.l is a N X k matrix or factor loadings, Ali is N X i\1 and Ct is the vector 
of N x 1 error tenns weakly cross-sect.ionally and serially correlatcd and wi th mean 
zero. The specification of the dynamic factor model à la Stock anel 'Watson ( 1998) 
implies that X1 does not depcnd on the lagged values of Fi. , only ou lhe current 
ones (stalic rcprcsentation of thf' dynamic factor model). Since we assu me that 
AI+ k « N, the amount of in fo rmation that can be handlcd iu a FAVA R incrcases 
signiflcantly in comparison to standard VAR mO<Iels. 
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3.3.2 Jden t ificat io n o f the factors 
For t.he eslimalion of t.he PAVAR model (9)-(10) we will follow the t.wo-step principal 
components approach uscd in Bernankc et ai. (2005), which is a nonpararnetric way 
of estimating t.he conunon space spanned by the factors of X~, i.e. C(Ft, yt).6•7 ln 
the first step, C(J~, yt) is estimated using t he first k +AI principal components of 
Xt; in thc second stcp, Equation (9) is estimated with P1 replaced by F1• 
We will follow the work of Bernanke et ai. (2005) anel will not cxploit the fact that 
yt is obscrvablc in Lhe first step. However, as shown in Stock and Watson (2002b}, 
whcn N is large anel thc number of principal cornponents used is at lcast as large as 
t he truc numbcr of factors , the principal components consistently recovcr the space 
spanncd by both F1 anel )~. ln this way, obtaining f', implies determining the part 
of Ô(Pt, Yl.) that is not spanned by Y,, i.e. by removing yt from the space covercd by 
the principal componcnts. This will be clone in the se<:ond step, relying on a specific 
identifying assumplion that exploits the different behaviour of thc severa! variables 
includcd in X1 .8 For concreteness, t he matrix X1 is divided into slow-moving anel 
fast-moving scries. Thc former are those variables that are assumcd to be prede-
tennined as of thc currcnt pcriod, i. e. that do not respond contcmporancously to 
unanticipatcd changes in monetary policy (e.g. real variables). The lai.t.er are t.hose 
variables that are a llowcd to respond contemporaneously to policy shocks (e.g. assei. 
prices). ln arder to remove Lhe direct dependence of ê( Ft, )'t) on yt, the foothold 
is to obtain ê•(Ft) as an estimate of ali the common componcnts other than Y,. 
6 Bernauke et al. (2005) also tried an alternati ve approach making use of Buycsian likclihood 
mcthods and Cibbs sampling to estimate the factors and the dynamics simuhaneously. The anthors 
condude that thc ndvanlagcs of using this procedure (more com pnlalionally bnrdcnsomc) are 
modest, and thcrcfore we will only mnke use of thc principal com po ncnls appronch. 
7\Vc will use thc Slunc lcrm inology a.o; in Bcrnanke ct ai. (2005) and will rcfcr to C(f'i, Yt) as 
the common space spanned by thc factors of X 1, i.e. both by thc latcnt fnctors F1 and thc obscrved 
factors Y1• Although it might sccm quite abusive toclossify Y, also as a factor, thc rutionale behind 
this tcrm inology is that both F1 and Yt ha\'C pcrvasivc clfccts throughout thc cconomy and flrC 
thus considered coutmon <.:omponcnts of ali variablcs cntering the datu sct. 
8Jn a more reccnt papcr, Boivin, Ciannoni and l\ lihov (2009) i111pose the mnstmint 11mt \'1 is 
one of thc common components in thc flrst step, gu11rant cci ng that thc cst imated \atcttt factors ft 
recovcr thc common dyuumics not. captured by Yt. Thc aulhors compare thcir mcthodology with 
tlutt of Bcnmnke ct ai. (2005) oud conclndc tltnt thc result s are si milar. 
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Since slow-moving va ri ables are assume<! not to be affected contemporaneously by 
Y,, ê•(Ft) is obtai ncd by extracting principal components from this set of varia-
bles. Aftcrwarels, the estimated common components ê(F11 Yi.) are regressed on the 
estimated slow-moving factors ê•(Pt) and on the observed variables Yt= 
ê(F,, \'í) ~ aê•(F1) + b\'í + u, (li) 
Finally, P, iscalculatcd as ê(Ft. Yi.)-bYi. anel the VA H. in P, anel Yi isestimated: 
- [fr'] w(J~) l'< ~e, (12) 
where ~(L)= ~0 - iii 1L- ... -iiidLd is a matrix oforder d in the lagoperator '"''iii i 
(j =O, 1, .. , d) is the coefficient matrix anel Et is the vector of structural innovations 
within thc diagonal covar iance matrix. 
3.3.3 Identificat io n of the VAR 
ln the FAVA R approach, as in standard VARs, thc idcntification of the macroeco-
nomic shocks requircs idcntifying restrictions. We will follow Bernanke et ai. {2005) 
assuming a recursivc structure where the factors entering Equation (9) respond with 
a lag (i.c. do not respond within the period , here a month ) to unanticipatcd changes 
on thc monetary policy instrument,. We will assume a Cholesky idcntification scheme 
in which the policy variable, in our case the European Central Bank (ECB) repa 
rate,9 is ordered aftcr the factors, output anel prices anel will trcat, its innovations 
9Throughom thc text , wc will always refer to the policy ,·ariablc as !111! ECB rcpo rate. Ncn:-r-
thelcss it should bc clarificd that, in the empirical exercise, wc luwc followcd thc strategy usually 
uscd in thc VA ll litcraturc and havc preferred t.o use un effccti \"e rate instcad of lhe targct rate 
itself. ln this wo.y. wc havc considcrcd the Euro OvcrNight Index Averagc (EON IA) ns n t>roxy for 
thc "effcctive rcpo rate". Tim EONIA is I hc effcctive overnight rcfcrcncc rate for thc curo nrca and 
is compulcd os a wcightcd !Wcrage of ali overnigM unsecured lcndi ng trtlllSllctions undcrtakcn in 
tl1e interbauk murkcl., initiated wilhin the curo arca by thc banks bclongi ng to the contributing 
panei. T hc I~ON I A is thc iutcrbtmk mlc thot follows more closcly the ECB rcpo mte nud one of 
thc E:CB 's nims is to coni.!"ibut.e to the smooth palh of 1 h is mnrkct rntc. ln ou r su n1plc period, lhe 
EON IA was, ou uvcmgc, fivc bnsis poi nts higher thau the ECB rcpo rale. This rcduced sprcud 
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identification schemcs (e.g. long-run restrictions anel sigo rest.riclions) can also be 
implcmentcd in the FAVAR framework. Nevertheless, as we have discussed earlier, 
given Lhe non-rcquirement of a complete structural model of lhe e<:onomy and the 
reasonab le results dclivered, the recursive identification scheme has become popular 
in the ana lysis of monctary policy shocks through lhe VAR approach, anel thercfore 
we believe it is a crcdible point of dcparture for the iclcntification of the FAVA R. 
4 E m pirical a nalysis 
4 .1 T he da ta 
Our data set consists of a balanced panei of 150 rnonlhly macroe<:onomic time se-. 
rics for the 16-country euro area from 1999:1 to 2009:3. The choice of the slarting 
date reflects our desirc to maximise lhe sample length while considering that lhe 
assessment of a common monetary policy in lhe euro arca only makes real sense after 
the launch of the euro. The bulk of the data used in thc analysis was laken from 
the Eurostat database, with lhe ECB Statistical Data Warehouse anel the OECD 
database being alternative sources for some of the variables. The macroeconomic se-
ries were chosen [rom the fo llowing categories: real output and incarne; employment: 
prices; exchange rales; interest rates; stock priccs; money anel credit aggrcgatcs; in-
dustrial new orders anel turnover; reta i! sales anel turnovcr; bui lding pcrmits; balance 
of payments anel externa! t.rade; confidence indicators: anel some foreign va riables 
(US, Japan anel United !Gngdom's GDP, inflation anel int.ercst rates). Appendix A 
lists ali Lhe serics in Lhe data sct anel their transformat ion. 
The data wcrc proccssed in five stagcs. First, as seasonal patterns are often so 
large that they may hiclc ot.her characteristics of the data Lhat. are of intercsl. for 
reinforccs our idcn that thc 80N IA rate might. bc Lhe best proxy for t.hc policy vurinblc. 
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the analysis of cconomic trends, the series were seasonally adjusted, i.e. lhe seasonaJ 
effects of the scrics werc estimated anel remove<!. The approach we used relies on a 
multiplicative decompositionlhrough X-12-ARIMA, for ali positive series, anel on an 
additivc dccomposition for the remaining series. ln the multiplicative approach the 
adjuslment is madc by dividing the original series by the scasonal factor estimates, 
wh ilc in the add itivc approach the adjustcd series are the original series minus the 
seasonal factor estimates. 
Second, as we intendcd to work with a balance<! panei of monthly series, we had 
to disaggregate the qunrterly series into monthly ones, using the Eurostat statisti-
cal software Ecotrim. ln the econometric anel statistical litera.ture, two univariate 
approaches to disaggregale c<:onomic series observed at low frequency into compa-
tible higher fre<1uency data have been generally followed: (i) methods which do not 
involve lhe use of related series anel {ii) methods which makc use of the information 
coming from related indicators observe<! at the desired higher frcqucncy (for a re-
vicw of lhe mcthods, see Di Fonzo, 2003). Sincc lhe first approach only comprises 
purely mathematical methods, we have choscn the laiter as the most interesting 
for our purposes. 1-lowcver, instcad of selecting a small set of vnriables to help in 
thc disaggrcgation of cnch of thc quarterly variables (e.g. the GOP is usually di-
saggregated using as a relate<! indicator the industrial production index), wc havc 
followe<l Angelini et ai. (2006) in e.xploiting an interpolat ion method that makcs use 
of the factors estimatcd from a large data set. For concreteness, wc have modelled 
lhe largc amount of infonnation available in the monthly time series by means of a 
dynamic factor model (using a principal-component-based estimation proce<lure as 
described in Scction 3. 1) anel have used the estimated faciors as relate<! indicators 
for the interpolation process. Angelini et ai. (2006) dcmonstrate lhat this faclor 
approach generally outperforms more standard interpolation methods if (i) there is 
a large number of explanatory variables for the variablc to be interpolate<l, (ii) the 
variables to bc uscd for factor extraction have a limited idiosyncral,ic component and 
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{iii) there is a limitcd measurcment error for both the explanatory variables anel the 
variable to be int.crpolateel in the perioels in which the latter cannot be observed. 
For t.he case when related indicators are available, severa\ restrictions on the data 
generating process of the regression error have been proposed. We have followed the 
methoel proposed by Litterman ( 1983), according to which the moelcl is cstimated in 
first clifferences anel the regression crror follows an AR(l) process. 10 •11 The intuition 
behind this rnethod is t.hat the mont.hly estimatcs are based on two components: 
the first is a linear funct.ion of the monthly movements in the rclated indicat.ors anel 
the second is a clist.ribut.ion of the quarterly residuais so that the monthly values 
average to the quart.erly observations. 
Third, lhe serics werc transformed to account for stochastic or determinist.ic 
trends. The decision to take logarithms andf or first differences was based on unit 
root tests, so that the transforme<! series are approximately st.ationary. ln general, 
first differcnces of logarithms were taken for ali nonnegative scries that were not 
already in rates or perccntage units. The sarne transformation, inclueling degree 
of diffcrencing, was in general applied to all the series included in a specific group 
(e.g. first difference of logarithms was taken for ali price indexes). 
Fourth, following the common procedure in this type of analysis (c.g. Stock 
and Watson> 2005}, the t.ransformed seasonally adjusted series were scrcened for 
outliers anel observat.ions wiLh dcviations from the median exceeding six times the 
interquartilc range (in absolute tenns) were replacecl by thc median value of the 
preceding five observations. 
10Alternative methods have been proposcd by Chow and Lin (1971 ) and Fernúndez (198 1). ln 
the former, the regression error follows nn AR(!) process but the model is cstimatcd in leveis whilc 
in the latter the disturbance term fo\lows a. random walk. 
11 More specifically, wc have followed the stcps detailed next: first, 11.8 thc throry on dynamic 
factor mO<!els assumes tlmt the sct of "informationa\" variables contains only 1(0) scries, we have 
transforme<! the monthly scries to induce stationarity; second, as the estimalcd factors luwe mean 
zero and unit \"ariance but the vnriables to interpo\ate do not, we luwe followed Di Fon7.0 (2003) 
in performing thc fo\lowing transformation to the latter: 31n(y1) - 3ln(3), Yr bcing thc variable 
to be interpolated und 3 bcing thc mnnber of months in a quarter; a.nd third, as t.hc Li! tcrmnn 
(1983) disaggrcgntion mcthod applics first differcnces both to the explanatory varinblcs anel the 
dcpendent vorinblc, we havc use<\ as explanatory variables the nccumulated facwrs and not. the 
factors l.hcmsc.lvcs. 
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Finally, sincc the different scales of the time series could irnpair factor extraction, 
ali "informational" scrics uscd to compute the factors were standardiscd to have mean 
zero anel unit variancc. Thc VAR/ FAVA R estimation, however, was conducted using 
non-standardised observcd variables Y1. 
4 .2 Empirical im plementation 
As the baseline scenario of our FAVA R empírica! application, we assume that the 
only observablc variable is the policy instrument, i.e. the ECB repo rate (Rt), so 
that Y1 = R1 . Howcver, wc follow Bernanke et ai. (2005) in defining an altcrnative 
specification in which thc output (GOP) anel the inflation (H I CP) are also included 
in )'{, so that Yt = (CDP1, IIICP1, R1). ln addition, we considera second alternative 
formulation in which we adcl a nominal effective exchange rate (NEER) to the set 
ofobservable variables, so that Yt = (GDP,,HJCPt,R1,NEERt). We proceed by 
comparing the resu lts of the lince FAVAR specifications with those of a small-scale 
standard VAR model based on the ECB commodity price index, the real GDP, the 
HICP, the ECB repo rate anel thc nominal effective exchange ratc. 14~ Standard like-
lihood ratio tests are usccl to determine the lag-order of the modcls. Thc VA R turns 
out to be of ordcr threc, while the baseline FAVAR. anel both thc two nlternative 
FAVARs turn out to be of order two. Ali models are estimated with a constant 
anel a linear trencl. F'inally, wc set the number of factors in the f'AVAR specifica-
tions as seven, baseei on the information criterion TC2(k) proposed in Bai anel Ng 
(2002). Togethcr, t.hese seven factors explain 59 per cent of the joint-variance of the 
150 variablcs included in our large data set (with the first factor explaining around 
23 per cent of the variat ion on the data set and the first five factors explaining about 
ha lf of thc total vnriance, as depicted in Pigure 1). 
12 !n the litcro.turc wc can find both VARs where lhe nominal effedive cxcho.nge rate is uscd 
und VABs whcre thc real cffoctivc cxchnngc rate is prcfcrred. We havc decided to use thc nominal 
rate, just beco.usc it would also be our choicc if we would choose instcud a bilateral cxchonge rate 
(e.g. vis-à-vis lhe US dollnr). Ncvcrtheless, we hnve compareci OlH Vi\ R with onc including thc 
real efrective exchangc rute and thc resulls are roughly similar, bot.h in l.erms of lhe shnpe nnd t.he 
33 








We divide t he analysis of the results into three stages. First, we compare the 
impulse responses of the small-scale VAR with those of the FAVARs, showing that 
adding factors to benchmark VARs resolves the price puzzle. Second, we describe 
the impulse-responsc functions of severa! selected variables included in the FAVARs. 
Finally we look at the variance decomposition of the prediction errors. Afterwards, 
we check our rcsults for robustness to changcs in some of the assumptions of the 
model. 
4.2.1 VARs versus fact01·-augmented VARs 
Figure 2 displays Lhe impulse-rcsponse functions computed both for Lhe bcnchmark 
VAR model and Lhe thrce FAVA R specifications. The identificat ion of the monetary 
policy shock is obtaincd using a standard Cholesky decomposition. ln the bnseline 
and the first alternative FAVA R models, the policy interest rate is ordered last. ln 
the benchmark VAR and in the second altcrnative FAVA R formulation, the policy 
rate is ordercd before the nominal effective exchange rate, with this variable ordered 
last. The underlying assumption is that monetary policy shocks have no contempo-
raneous impact on output, prices and the factors, but they may affect the exchange 
rate immediately. Howcver, the short-term key interest rate does not respond con-
temporancously to changcs in the nominal effective exchangc raLe. This is a common 
magnitude of responscs. 
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hypothesis in standard VAR literature for the EMU (e.g. Peersman and Smcts, 2003} 
anel we fully believe it is appropriate for a large and relatively closed economy such 
as the curo arca as a whole. Responses of lhe GOP anel the H ICP are presented in 
percentagc deviations from t.he baseline (i.e. non-disturbed) scenario, while interest 
rate responscs are cxprcssed in percentage point deviations. ln the benchmark VAR 
modcl, a onc-standard-deviation monetary policy shock corresponds to a 13 basis 
points incrcase in the official interest rate, which is somewhat greater than in the 
FAVA R models: 10 basis points in our preferred specification anel 9 basis points in 
both altcrnativc oncs. 13 ln ali models , we standardise the monctary policy shock to 
correspond to a 25-basis-point innovation (hike) in the official interest rate. 
Figure 2: Impulse responses to a monetary tightening shock 
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Notes: Deviations from !hc hasclinc in perccniage, excepL for thc intcrcst rate, for which the ordi-
natc is in percentage points. Number of months after lhe monct.nry policy shock in lhe nbscissn. 
As Figure 2 displays, the benchmark VAR model suffers from what is commonly 
known in the literature as a price puzzle, i.e. the counterintuit ive positive rcaclion 
of prices to an incrcase in the official interest rate, atleast in lhe shorl. term. t>.lore-
over, the response of real GDP is very persistent, which is not in linc with the 
usual finding in the literature that the output follows a hump-shaped pattern in 
response to a monetary policy disturbance, before slowly returning to the baseline 
scenario. As Bernanke et ai. {2005} highlight, the persistence of lhe oul.put response 
is inconsistcnt with long-run money neutrality. 
l3 ]t must be noticcd that for ihe benchmark VAR. mO<Iel, our mouetury I>Olicy disturbnncc is 
wcll below the est.imate of 30 basis poims ob!ained by Peersmnn and Smel.s (2003) for the period 
!980- 1998, before thc lt\llllch of Lhe curo. 
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Converscly, in ali FAVA R specifications the price puzzle does not appear. Accor-
ding to the explanalion given by Sims (1992), the price puzzle mighl be caused by 
the misspecification of the monetary authority's information set, which means that 
the puzzle results from imperfectly controlling within the VAR for infonnation that 
the central bank may have about Jeading indicators of inftation. ln other words. 
t he explanation for the price puzzle is that the central bank prcemptively raises 
interest rates in anticipation of future inftation; however, in th is case, what has 
been labellecl ns a non-antícipated policy shock contains, in fact, a fraction of the 
systematic responsc of the monetary authority to higher expectecl inflation. To the 
extent that the additional infonnation processed by thc centraJ bank is not reftected 
in small-scale VARs, the measurement of policy innovations is likely to be "conla-
minated": what appears to the econometrician to be a pol icy shock is, in fact, the 
response of lhe central bank lo the extra information not included in the VAR. Sirns 
{ 1992) explanation of the price puzzle has led to the practice of including commodity 
price indexes inlo VARs, to attempt to control for future infl.ation. However, in our 
small VAR for the euro area, it does not seem to bc cnough. ln this contcxt, thc 
elisappearance of thc price pm:zle within the FAVA R approach might inelicate that 
our cstimateel factors, which summarise the infonnation contained in a large data 
set of macroeconomic variables, properly capture the information about prices that 
the central bank effectively monitors when cleciding on monetary policy. Further-
more, the response of output is more in line with theory, showing a hump-shapcd 
response anel eventually returning towards zero as the effects of the sho<"k fade out. 
The maximum impa.ct on output occurs ahnost 22 months after thc shock anel is 
0.55 per ccnt in the baseline FAVAR model anel 0.48 per cent and 0.57 per cent in 
lhe two altcrnativc versions. Also the impulse responses of lhe short-term interest. 
rate are consistent with Lhcory. The interest rate initially reftects its own shock anel 
falis in the first 24 months and then ret.urns to the baseline sccnario. 
lf the FAVA R approach scems to succeed on lhe delivcry of rcsponscs more ea.<;y 
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to understnnd from Lhe ccouomic point of view than the standard VAR methodology, 
Lhe analysis has to be completed with thc comparison of the precision of responses. 
Table 1 prescnts thc standard errors for the responses of interest. rate, GDP and 
infiation to a one-standard-deviation monetary policy innovation, for each of the 
four modcls undcr analysis. lt must be noticed that, as Bernanke et a i. (2005) high-
light, the two-step approach used to estimate the F'AVAR.s suffers from "generated 
regressors" in the second stcp. ln this way, the standard errors delivered by the 
usual econornctric packages tend to underestimate the degrce of uncertainty of res-
penses, since thcy are compute<! on the assumption that the rcgrcssors included in 
the VARare observe<!, which is not our case, as the factors are latcnt variables. To 
overcome th is caveat, lhe standard deviations for the F'AVARs (anel, for comparison 
purposes, also for the bcnchmark VAR) were calculated using a standard bootstrap 
procedure, with 5,000 replications. which accounts for the uncertainty in the fac-
tor estimation. The results depicted in Table 1 confirm that the benchmark VAR 
presents the lowest precision of responses for any of the three variables (but mostly 
for output anel inflntion). Thc additional infonnation deli vere<! by t.he factors scems 
to reducc the uncertainty of responses, the first alternative F'AVAR being t he one 
showing lower stAndard dcviations, followed by our baselil lC FAVA R specificati011. 
Table I: Uncertainty of impulse-response functions 
lntercst Hat.e CDP lllCP 
Bcnchmnrk VA !l 0.027 0.073 0 .044 
Baseline F'AVA!l 0.026 0.041 0.025 
Altcrnativc FAVA H I 0.022 0.038 0.023 
Altcrna.tive F'AVAH 2 0.027 0.1).14 0.024 
Notes: Standard crrors for lhe responses to a Cholesky (dcgrces-of-frcedom 
adjusted) one-stnudnrd-deviation monetary policy innovation (avcragE' ovcr 
60 pcriods nftcr t hc shock). Figures in bold rcprescnt the highcst dispersion 
among the four models. 
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4.2.2 FAVA R impulse- response functions 
As previously mentioned, one advantage of lhe FAVAR approach is that it makes it 
possible to construct impulse-response functions for any element of Xt. Following 
Equation (12) in Secl.ion 3.3.2, the impulse responses of the estimatcd factors and 
of thc variablcs obscrved included in Yt are computed as follows: 
(13) 
where 8(L) = [liJ(L)] - 1 = 80 - 81L- ... - 8hLh is a matrix of polynomials in order 
h in the lag operator IJ and J, (j =O, 1, ... , h) is the coeffident matrix. Since, using 
Equation (10), the estimator of X1 is X1 = íiJ Ft + í\Y}"t, impulsc-response functions 
of each variable included in X1 can be obtained as follows: 
(14) 
Figures 3 to 5 depict the impulse responses of a subset of 20 kcy variables to 
the monet,ary policy innovation for our baseline anel the two altcrnative PAVARs, 
respectively. Thc corrcsponding 90 per cent confidence intervals (dashed !ines) were 
calculated using a standard bootstrap procedurc with 5,000 iterations, as e.xplained 
earlier. lt must be stressed that although we only display responses for asma li subsct 
of variables, impulse responses can be generated for ali the variablcs included in the 
panei making use of Equation (14). This isso because ali the vari ables included in 
the data set can be represented as linear combinat ions of the estimated factors ( f't 
anel Yí) plus idiosyncratic noise. The responses in Figures 3 to 5 are very similar 
and have in general the intui tive sigu anel magnitude. Howcvcr, lherc are also some 
counterintuitive responses for some variables. We proceed with a brief description 
of the rcsponscs. 
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Figure 3: Impulse rcsponses to a monetary tightening shock for the baseline FAVA R 
(Yi = inlerest rate; seven factors) 
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nbscissa. 
An unexpected tightening in monetary policy results in <1. gradual dccrease in 
industrial production, which reaches its ma.'\imum effect aftcr around Lwo years, 
before reverLing to the baseline scenario. The shape of the response is similar Lo that 
of thc real GOP, but the magnitude is higher , since an unexpected 25-basis-point 
increase in thc official intercst rate has a maximum impact on indusLrial production 
of more than one per cent in ali the three formulations. When we split the industrial 
production index into durable consumcr goods and nondurable consumer goods, wc 
find out that this strong rcsponsc is mainly explained by the bchnviour of durable 
consumcr goods 1 since the impact of the monetary policy disturbancc on nondurable 
consumer goods is rather more modest. In its turn , capacity ulil isa.tion r('aches its 
ma:\imum decline roughly two years after the monctary tighteuing, after wbich it 
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Figure 4: Impulse responses to a monetary tightening shock for the first alternative 
FAVA R (Y, GDP, H I CP, interest rate; seven factors) 
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Notes: Pcrccntagc devia~ions from thc bascli ne for variables for which logarithms wcre takcn; 
pcrccntagc point deviations othcrwise. Number of months aftcr the monetary policy shock in the 
abscissu. 
eventually returns towards zero. Thc rcaction of consumption expenditurc is also in 
line wit..h theoretical C'Xpcctations, in thc sense that a higher short-tenn interest rate 
makes refinancing more expcnsive, leading to a decrcase in private consumption, with 
the maximum impact (0.2 per cem., in the bascline FAVA R) being reached around 
20 momhs after the shock. 1'1 Also as expected, total employment falis after the 
hawkish monetary policy disturbance but this movement is also not very persistent , 
anel starts to revcrt two years after the shock. 15 The behaviour of rctail Lrade and 
business senLiment indicalors is also in line with economic Lheory, sincc a rcstrictive 
monetary policy has a negative impact on these variables, but. that ('\'Cntually fades 
14 Although not rcportcd in Figures 3 to 5, the fali in consumption triggcrs n major redudion in 
consumer crcdit, lhe muximum effect being obscrved also around 20 montlts nfter t hc sl tock. 
15 Although not reportcd in Figures 3 to 5, the impulse responscs of Lhe uncmp\oy mcttl rale Hlso 
reach ~he maximu111 effc<"t (i n t.his cuse. !111 increase) in two years. 
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F'igurc 5: Impulse responses to a monetary tightening shock for the !:iCCond alterna-
tive F'AVAR (V, GDP, H I CP, int.erest rate, exchange rate; scven factors) 
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Notes: Percemagc deviaLions from thc baseline for variables for which logarithms wcre laken; 
percentage point dcvi1\Lions othcrwise. Number of mouLhs after Lhe monctary pol icy shock in Lhe 
abscissa. 
out. This is also ~rue for two of the indicators of inflation presenteei , thc produccr 
price index for industry anel the ECB commodity price index. Nevertheless, in spite 
of the expecte<! shapc of the response of the commodity price index, the magnitude 
of the response is much higher ~han expected, and therefore has to be interpreted 
with caution. 
Short-tcrm interest rates such as the 6-month Euribor follow the official interest 
rate very closely, while longer-tenn interest rates such as lhe 10-year Government 
bond yield, although lying closely to the path of the official rate, show responses 
of a minor magnit.ude. i'vloney aggregates go down in the medium term subj ecL to 
moneta ry lightening anel tend towards the zero line in the long run. The decline 
in moncy aggrcgaLcs refle<.:Ls the dccrease in demand for crcdit as a con~cquence of 
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the higher refinanc ing ('osts rcsulting from higher interest rates. It. should be noted, 
however , that ali Figures 3 to 5 reveal that there is a slight increase in the first 
four 'fivc months after the shock, anel only then does lhe expecte<! fali occur. Blaes 
(2009) finds a similar result for the analysis of monetary policy in the euro arca in 
the period 1986:4-2006:4 , although his results suggest that this slight increase not 
only occurs in the very short term, as in our case, but also in thc first fivc quarters 
after the shock, which scems to be a quite counterintuitive resutt. Thc autl1or argues 
that money growth is dampened by a restrictive monetary stance in the long ruo 
but thaL in Lhe short run money aggregates (e.g. M3) may incrcase dueto portfolio 
shifts (if the yield curve is flat , investments in short-tenn financial assets, which are 
part of M3, become more attractive than longer-term investment exposures, which 
are not part of money). 
The responses described above were, in general, also achieved by Bernanke et 
ai. (2005) for the US and portray an intuitive description of lhe macroeconomy 
reaction to an increase in the official interest rates. 1-iowever, our analysis for the 
euro area also rcvcals some counterintuitive impulse rcsponses for some variables. ln 
particular, the extra infonnation generated by the FAVAR. approach brings to light 
a striking resultas regareis t.hc responses of the components of the l-I I CP. ln fact , it 
seems that, t,he int.uitivc negative response of inflation (tot,al index) is mainly driven 
by the component encrgy anel unprocessed food, which shows a big dccrease aftcr 
the policy shock. Conversely, when we look at the response of the H ICP excluding 
energy anel unprocessed food , we see that after an in itial fali in the first five months 
following the shock , the prices start to increase. Although the magnitude of Lhe 
response is not very relevant (the maximum impact is of 0.03 per cenl, in the first 
alternative F'AVAR) , it constitutes a puzzle, since wc were expecting core inflalion 
to decrcasc aflcr a move to monetary tightening (this supposition was bascd on lhe 
idea that Lhe central bank can influence the core part of inflat ion with its monet.ary 
policy, but has littlc to say as regareis the remaining components of prices). 
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ln addition, wc obtain a disappointing response of the nominal cffcctive exchange 
rate and Lhe Euro, US dollar exchange rate {both defined in indirect quotation 16). 
ln fact, in ali FAVA R specifications. a rise in the official interest rate is associated 
with an initial deprcciation of the euro, and this is totally against the economic 
rationale that a highcr inlcrest rate makes investment more attractivc and therefore 
attracts capi tal infiows, causing the euro to appreciate. lt is interesting to note that 
this against~thcory resu lt was also achieved by Laganà and Mountford (2005) for 
the United l<ingclom and wc bclieve that the justification they give also applics for 
the euro area: this rcsult is probably caused by the euro area monetary authority 
reacting to changes in US (or other main trade partners) interest rates by changing 
lhe euro area offidal interest rate. 17 ln particular, we believe lhat some of our results 
may be distorted by the fact that our sample encompasses the most acute phase of 
the world financial crisis (after September 2008) that was fucllcd by the problems in 
the US subprimc market. ln fact , both the US Federal Reserve (FED) anel the ECB 
started to cut their official interest rates after the beginning of the turbu lence18 and 
during thi s pcriod the euro apprecia.tcd against thc US dollar, which is in fact an 
intui tive rcsponsc for t he easing of the US monetary policy {i.e. as expected, thc US 
clollar deprcciates as a rcsulL of Lhe decrease in US official interest rates). 
lt must also bc noticcd Lhat, in OcLober 2008, the ECB introduced a number 
of changes Lo its monetary policy framework. In particular, unti l this date, the 
ECB used to concluct its refinancing operations - J\lain Refinancing Operations anel 
Longer-Term Refinancing Operations - in variable rate tcnders in which thc amount 
16This means that the oost of onc unit of local currency (lhe euro) is givcn in units of forcign 
currcncy. ln thc indire<:t. quotation, an increase in the exchange rate rcprcscnts an apprecintion of 
thc euro. 
17Christiano ct ai. (1999) nlso spcnt some time analysing this issuc. According to thcir oon· 
clusions, idcntifying monetary policy shocks in an opcn cconomy typically leads to substantial 
complications rclativl' to the doscd cconomy case, sincc the central bank's actions not only rcs-
pond to thc stote of the domestic cconomy but. also to thc state of forcign cconomies, including 
forcign monctmy ]>olicy decisions. ln this sense, a deprcciation aftcr a tighlcni ng shock may rnean 
that this shock is "cont nm inated'" by the systematic rcaction of the moncta.ry authority to forcign 
monetary policy aud cxpected inflation. 
18Thc F'ED Stfl.r t.ed first., n.rouud Septembcr 2007, wit.h lhe ECB poslponing thc US{' of a restric-
tivo mouctar.v policy for almost. one ycar, unti! October 2008. 
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aJlottcd was that corresponding to the amount bid ai.. rates equal to or above the 
marginal /stop-out rate. After October 2008, the ECB star ted to providc an unlimi-
ted amount of funds through its refinancing opcrations, which it began to conduct 
via fixed rate teuders ata rate equal to the repa rate anel with full allotment. As the 
interbank money market practically stopped functioning during the financial crisis 
and as a conscqueuce of t.he cbange in the Eurosystem 's opcrational framework, t he 
ECB bccame the ccp referred counterparty", with credit institutions resorting heavily 
to its tenders to obtain the funcls needed , anel therefore short-term liquidity condi-
tions turned out to bc very ample. Consequently, the EONIA rate fcll considerably 
anel stopped mimicking so well the behaviour of the ECB repo rate. F'or the pur-
poses of our analysis it is worth verifying if the exclusion of the last six observations 
from our sample (i.e. considering only observations until September 2008) changes 
in a relevant way the impulse responses of the economic variables (anel in parti-
cular if it annuls the counterintuitive results of exchange rates). Figure 6 depicts 
the impulse responses for the same 20 variables, using our preferrcd F'AVAR speci-
fication (intcrcst nüc as Lhe only observed variablej seven facturs) for the period 
1999:1-2008:9. 
As cxpected, the last observations of our sample (encompassing thc intensificar-
tion of the financial crisis and tbe adoption, by the ECB, of some unconvcntional 
mensures within its monetary policy framework) seem to play a relevant role in the 
behaviour of the exchnnges rates. ln our reduced-sample FAVA R, the behaviour of 
exchange rates is more in line with economic theory, since a restrictive monetary 
policy stance is followed by an appreciation of the euro. lt. must be uoticed, however, 
that as in IJcrnanke ct ai. {2005), for the US, or in Shibamoto {2007), for Japan , 
the exchange rate exhibits delayed overshooting, i.e. the exchange rate rcacts to 
monetary policy with a delay. 19 
19 J;orni smd GambetLi (2008) fol!ow Forni ct al. (2000) and use a dynumic Slructurul factor 
modello analyse the cffccts of monetary policy in the US in the period 1973:3-2007:11. With this 
frarnework they sncce«l in mitigating the delayed overshooting puzzle, since in t.hcir modcl the 
maximum cffcct on thc cxchange ro.te is observed on impru:;t. 
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Figure 6: Impulse respouscs to a monetary tighten ing shock for the baseline F'AVAR 
until Septcmbcr 2008 
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Notes: Perceutoge deviations from the baseline for variablcs for which logurithms were tuken; 
percentoge point deviations othcrwisc. Nurnber of months after the moneiary pulicy shock in the 
abscissa. 
The rcsponscs of thc rcmaining variables do not changc in a significant way wheu 
we shorteJJ the samplc pcriocL As Figure 6 shows, the maximum effcct on GDP is 
achicvcd a bit lat.ter (around two and a half years aftcr the shock) anel the rcspouse 
of the HI CP is somewhat more sluggish, but it does not. prcscnt a price puzzle. 
Only thc rcsponsc of t-.13 seems to change in a more visible way, with the fali in the 
money aggrcgate only occurring in the long run (almost 20 months after the shock). 
However, for some of the variables (e.g. H1CP, t-.13), the prccision of the rcsponscs 
decreases when t.he smnple period is shorter . 
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4 .2.3 Va riance d ecomposit ion 
Forecast errar variance decomposition is another exercise frcquenlly performed (as 
a complement to impulse--rcsponse functions) when assessing the VAR results. lt 
consists of determining the portion of the forecasting errar of a variable, at any t, 
that is attri butablc to a given shock and it follows immediately from the coefficients 
in the moving average represcntation of the VAR system and the variance of the 
policy shoc:ks (Bcrnankc ct ai., 2005). lt must be noticed that the FAVA R approach 
potentially provi eles a more accurate variance decomposition than the VAR approach 
because t he rclative importance of the policy shock is assessed only to the portion 
of the variable explaincd aftcr rcmoving the idiosyncratic component. 
Let Xt+hlt be the opt.imal h-period ahead forecast of Xt+" on date t information 
anel Xt+h - Xt+hit the forc<:ast error. The h·action of the variance of thc forecast 




Tablc 2 reports thc rcsu lts for the same 20 macroeconomic variables analyscd 
previously for our preferrcd FAVA R specification, witb thc complete sample period. 
The first two columns of Table 2 report the contribution of the monetary policy 
shock for t he vnriance of the forecast errar of each of the variablcs, at the 6--month 
horizon anel the 60-month horizon, respectively. In arder to access Lhe goodness-of-
fit properties of the estimated factors, the last column of Table 2 reports the R2 of 
the regression of each of the 20 variables on the common factors ê(Ft. Y,), i.e. the 
fraction of each variable's variance that is explained by both F1 anel Y,. A high 
R2 indicates that. the common fadors nicely summarise the iufonnation contained 
in the variable, whcrcas a low H.2 means that the variable cannot. be adequately 
explaincd by the common factors anel implies that we must ha.ve lcss confidcnce in 
the impulse rcsponscs anel forecast errar variance clecomposition computcd. 
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Tablc 2: f'orecast error variance explaincd by the monetary policy shock 
Variablcs 
Varianoo Oecomposition R' 
6 mouths 60 months 
luterest !late 0.193 0.053 •1.000 
{0.069) {0.036) 
CDP 0.006 0.171 0.956 
(0.015) (0.076) 
III CP 0.004 0.039 0.836 
(0.015) {O.Of>Q) 
ludustrial Produ<:tion (lP) 0.007 0.142 0.804 
{0.016) (0.072) 
lP - Durnble Consumer Coods 0.005 0.096 0.667 
(0.0 !6) (0.058) 
lP - Nou-Durnble Conrsumer Goods 0.009 0.037 0.456 
(0.018) (0.0·10) 
6-month EURIBOil 0.169 0.050 0.973 
(0.055) (0.032) 
10-ycm Covcrnmcnt Boud Yield 0.133 0.0.\8 0.713 
(0.0<1.1) {0.027) 
M3 0.019 0.013 0.289 
(0.026) (0.037) 
Nominal Effcctivc Exchangc !late 0.024 0.004 0.933 
(0.026) (0.019) 
Exchange Rate (US D per EUR) 0.031 0.014 0.831 
(0.032) (0.035) 
ECB Commodity Pricc 1udcx 0.010 0.084 0.590 
(0.018) (0.056) 
Producer Pricc ludcx- lndustry 0.004 0. 170 0.867 
(0.015) (0.077) 
III CP- l~nergy aud Unproccssed Pood 0.005 0.081 0.853 
(0.017) (0.055) 
111 CP cxcl uding Encrgy aud Unproccssed Food 0.003 0.00 1 0.531 
(0.0 13) (0.022) 
Capt\cit.y Utilisa t.ion 0.003 0.146 0.68 1 
{0.012) (0.072) 
Consun1ption Gxpcnditure 0.008 0.103 0.816 
(0.0 17) (0.055) 
Employmcnt 0.003 0. 123 0.898 
(0.009) (0.061) 
Retai l 'T'radc 0.006 0.014 0.567 
(0.015) (0.028) 
Business Clin1atc lndicator 0.041 0.108 0.561 
{0.0-16) (0.078) 
Notes: Thc figures in thc colu mn undcr M6 monlhs" ("60 months") report thc fraction 
of the varinnce of thc forccast error, at the 6(60)-month horiwn, ex pla.incd by the 
monctary policy shock. Th~ last colum n rcports the fraction or lhe va.riance of cach 
variable explaincd by both F1 and Y1 . Standard errors are shown in 1mrcnthesis. •This 
is by construction, si ncc the interest rate is assumed to bc lhe only vnriable obscrvOO. 
47 
Therc is an agreement in the literature that monetary policy shocks account 
for only a very modcst percentage of the volatility of output anel for even less of 
the movements in Lhe price levei (e.g. Christiano et ai., 1999), so monctary policy 
affects the economy mostly through its systematic behaviour, rather than by surpri-
sing econornic agents. ln fact , looking at Table 2, we concluele that at the 6-month 
horizon, apart from iutercst rates, the contribution of the policy shock is lower than 
5 per cent. ln part icular, less than 1 per cent of the variance of both GDP anel HICP 
is accountcd for by the shock. After 60 months, the monctury policy shock cxplains 
around 17 per ccnt anel 14 per cent of the volatility of GDP anel industrial pro-. 
elucl.ion, respoct ivcly, and about 4 per cent of price volatility. ln addition, the shock 
accounts for 10 per ccnt and 12 per cent of the variance of the predict ion errar of 
consumption expenditure anel employment, respectively. Overall, these results sur-
prisingly suggest a non-negligible role for the unsystematic component of monetary 
pol icy in affecting the elynamics of both real and nominal variables. Bernanke et 
ai. (2005), in turn, find a more modest role for the policy innovations, since thcy 
conclude that apart from intcrest rates, the contribution of the monetary policy 
shock, at the 60-month horizon, ranges betwen O anel 10 per cent. ln part icular, 
the policy sbock explains 5 per cent, 4 per cent anel 7 per cent of the volatil it.y of 
indust rial production, consumer prices and employmenL, respectively. 
Ou the ot.her hanel, an analys is of the last column of Table 2 reveals that the 
common componcnl. cxplains an important portion of t he variance of some variablcs. 
Specifically, we obtain an R2 of 95.6 per cent, 80.4 per cent, 83.6 per cent., 89.8 per 
cent, 93.3 per cent anel 97.3 per cent for the GDP, industrial production, 1-I ICP, 
employment, nominal effecLive exchange rate and 6-month Euribor, respectively. 
However, there are also some variables fo r which the R2 is small, in particular the 
money aggrcgal.c ~13 (28.9 per cent). Jt is interesting to note that vcry similar 
conclusions were rcached by Bernanke et ai. (2005) and Sh ibamoto (2007) for the 
US anel Japan, respoctively. Over and against this, Laganà anel Mou ntforel (2005) 
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prcsent some differenL condusions for the United Kingdom, in particular they obtain 
only one R2 higher than 70 per cent (other than that of the interest rate, which 
is 100 per ccnt by construction) and they conclude thal the amount of variance 
explained by lhe common component. is signjficant for monetary variables. 
Beforc we proceed, we need Lo make clear that we are obviom;ly aware of the cri-
ticism usuatly made of the FAVA R approach, i. e. t hat the stat ic factors ru·e idcnt.ified 
only up to orthogonal rota tions and that this is a feature Lhat hampers their eco-
nomic interpretation (see Section 3.1 above}. Although the factors are not uniquely 
identified, from a thooreLical point of vicw, whcn the sample size has a large cnough 
N dimension ( 150 variablcs in ou r case), the estimated factors span Lhe sarne space 
as the true factors, and t hereforc even if the estimatcd factors do not coincide with 
the driving forces of t.hc economy, linear combinations of them do (r.. larcellino et ai., 
2000). With this caveat in mind, and stressing that this is not the main purpose 
of our paper, wc proceed with a tentative interpretation of the cstimatcd factors. 
Table 3 porlrays Lhe higher five coefficients of correlation between each of the seven 
factors and the var iablcs included in our data set. 
The first estimated factor mainly captures the real siele of the euro Area cconomy, 
as it shows a highcr-tllfln-90 per cent coefficient of correlat ion with real GDP and 
Gross Value Aclcled (GVA) as well as with real imports anel exports of goods anel 
services. The second anel Lhe fourth latent factors mostly capture cydical varia-
tions in inflation as displaycd by the high correlation with the deHator of private 
consumption, the labour costs anel the producer price index and wit h the GDP 
anel GVA dcHators, compensation per employee anel some components of lhe H I CP. 
The thirel est imated factor resemblcs very closcly the behaviour of nominal interest 
rates, showing a correlation close to 75 per cent with the Euribor rates. T he fifth 
and the seventh factors sccm to mi mie very closely the behaviour of exchange rat.cs 
anel foreign economic activity, as capturcd by the higher correlatiou wilh the nomi-
nal effective exchangc rate, t.be exchange rates vis-à-vis the US clollnr, the .Japanese 
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yen and the British pound anel the US, Japan and United I<ingdom real GDP. The 
in tcrpretation of the sixlh factor is less straightforward because it is the factor that 
presents lower correlation with the variables. The maximum coefficient of correlat ion 
is achieved with the variable retail trade and is of almost 59 per cent. 
Tablc 3: Corrclation between the factors and the data set 
Top-5 Coeffi cient of Correlation 
Exports 0.943'"' 
CDP 0.9tl2··· 
Factor l Cross Value Added 0.927"' 
lmports 0.922--· 
Labour Productivity - Total 0.888··· 
DC'fialor Private Consumption 0.765'" 
Labour Costs Construction 0.744'04 
Factor 2 Labour Productivity - Construction 0.711' ' ' 
Capacity Utilisalion 0.637"* 
Producer Price Index - Manufocturing 0.584--· 
6-month EUBIBOR 0.756··· 
3-month 8URIBOR 0.755· ·· 
Factor 3 1-year EURJBOH 0.748'" 
EONIA 0.725'" 
3-year Government Bond Yield 0.647'" 
Defiator GDP 0.657'" 
Defiator Cross Value Added 0.605'*" 
Factor 4 CompcnS/l.lion per Employee- Financiais 0.523'*' 
IJI CP cxcl uding 8nergy and Unprocessed Pood 0.514'" 
JIICP excluding F'ood 0.<169"' 
Exchonge Rt~tc (USO per EUR) 0.639• .. 
GD P USA 0.(120'" 
Factor 5 Nominal Effcctive Exchange Raie O.ô07••• 
Exchangc Rate (JPY per EUR) 0.5J]•u 
GDP Japon 0.50•J•n 
Rctall 'l'rade 0.588'" 
Labour Productivit.y - Other Services 0.538• .. 
Factor 6 Employmcnt - Other Services 0.509•n 
IIICP- Goods 0.499•n 
IIICP- 'Ibt/l.l 0.488"• 
Nominal Effecti\·c Exchange Rate 0.539 ... 
Exchnnge B1lle (CBP per USO) 0.528 ... 
Factor 7 CDP UK 0.519--· 
CDP USA 0.517•• · 
Exclmnge Rate (USD per EUR) 0.501··· 
... Denote statisticul significance at lhe 1% levei. 
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4 .2.4 Ro bustness check 
ln this scct.ion wc pcrform a robustness test of the results described in thc previous 
three sections for our prefcrred FAVAR specification. As a first step, the results 
prescntcd in Figure 3 are checked for robustnes.s to changes in the number of factors. 
Wc compute the impulse-response functions for a FAVAR spccification in which 
t he only observable varia.ble is Lhe interest rate - when the number of factors is 
reduced to thrce (the uumber of factors used in Bernanke et al. (2005), for tbe US). 
As a scconcl stcp, wc trcat the fed funds rate as an exogenous variable anel attempt 
to work out if lhe responscs change in a noteworthy \vay when we assume lhat there 
is no feedback from euro arca variables to US monetary policy stance. 
The exercisc of checking the sensitivity of the results to an alternativc number 
of factors is particularly important because, as Bernanke et a l. (2005) point out, 
although the Baj and Ng (2002) criterion to determine the number of factors accom· 
plishes thc purpose of statistical idcntification, it does not necessarily determine how 
many factors must be included in the VAR. This means lhat the criterion a llows us 
to determine thc numbcr of factors present in tbe data set but it does not effectively 
postulate how many of those factors should be inclucled in the V AR. ln this paper, 
we have decidccl to include in the VAR the optimal number of factors as given by the 
Bai and Ng (2002) criterion (seven). ln their turn, Bernankc et al. (2005) determine 
the number of factors in an ad hoc way, using in the VARa lower number of factors 
than that given by thc Bai anel Ng (2002) criterion. 20 Appendix B dcpicts t he results 
for ou r robustness exercise in which we inclucle three factors in thc VA R. F'irst, it can 
be seen that although we still obtain considerable R2 for GDP, industrial procluction, 
6--month Euribor, producer price index and employment, the number or variables 
increases, apart. from ~ 1 3, for which we obtain a low /?.2 . ln particular, wc obtain 
an R2 lower than 15 per cent for Lhe nominal effective exchange rate, thc exclwngc 
20Thc authors show thnl adding just onc factor to Lhe slandanl VA!l ch/l.ngcs ll1c rcspouses 
dramatictl lly, und thcrcfore it appears to be all that is nce<k>d. Th('y conclude t.hut udding up to 
seven faclors does not du1ugc t.hc FAVA R rcsulls. 
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rate vis-à-vis the US dollar , the HICP excluding energy and unprocessed food anel 
the retail trade. ln this way, lower confidence needs to be giveu both to impulse 
responses anel variance dccomposition computed for these variables. Sccond, we can 
see that the shape and magni tude of the responses for most of thc variables does not 
changc in a significant way. The only exception worth mentioning (apar t from the 
counterintuitivc responsc of M3, to whid1 we do not give much relcvance because 
of its low R2 ) is the behaviour of the HICP. ln fact , when we reduce the number 
of factors, thc price puzzle starts to be visible. This is not a surprise, especia lly if 
wc take into account that according to the tentative interpretation of lhe factors 
performed in Section 4.2.3, both the second anel the fourth latent factors seem to 
capture cyclical variat.ions in inftation anel we are not considcring the latler in this 
exercise. 
Finally, Appcndix C illustrates the results of a sccond check for robustness, in 
which we admit that the euro area macrocconomic variablcs do not respond to 
c.hanges in US monctary policy. As in the baseline FAVAR, we obtain a high R2 
for the majority of thc variables , anda low R2 for the money aggregatc. Although 
thc magnitude of lhe rcsponses does not change in a very rclevant. way, t.he shape 
of the responses is considcrably different, a.<> t he effects are very long-lasting. This 
is espedally visible for real variahles, a fact which scerns to be against thcoretical 
cxpectat.ions that the effects of the monetary policy shock eventually fnde out., with 
variables returning to thc ?.ero line in the medium tenn. T hese results ultimatcly 
reinforce the relevancc of our preferred specification and may signal that there is 
no need to add cxogcnous variables to the FAVAR (in opposition to what usually 
occurs with standa rd VAR.s); nevertheless, the effects of the inclusion of cxogcnous 
variables in FAVARs must be studied further in future research. 
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5 Conclusions 
ln this study, wc mO<Iel a large panei of macroeconomic time series with a dynamic 
factor model, summnrise Lhe information with a few estimated factors anel use them 
as regrcssors in rccursive VAR.s to assess the effects of monetary policy shocks in 
lhe euro arca. The rcason for this study comes from our awareness thal policy 
makers base their decisions about t.he stance of monetary policy on a much wider 
information sct t.han t.hal. iucluded in standard VAR models. 
Dynamic factor modcls are currently a cornerstone of macroeconomctric mo-
dclling anel their application to monetary policy analysis is a prominent line of 
rcsearch. ln particular, there are many applications of the factor-augmented VAR 
approach for the US and also some studies for Europe, though to a minor extent. 
Howevcr, no attcmpt had yet been made (to the best of our knowledge) to explore 
lhis mcthodology for the post-1999 figures of the euro arca per se. Our work is an 
attempt lo fi li this gap. Ou r purpose is to understand how far can we go by augmen-
ting thc small-scalc VAilmodels with the information captured by lhe factors, i.e. to 
assess if thcre are gains, both economic and statistical, whcn we includc the factors 
in the specification of Ute model. 
Overall, wc COitSider mtr results to be satisfactory. The impulsc-rcsponsc functions 
obtained are gcnerally in linc with lhe available literature anel seem to make scnse 
from an economic point of view. Moreover, more precise styliscd facts on the effects 
of monetary policy innovations seem to be delivered. ln particular, the comparison 
of the results of the FAVA R with those of a small-scale benchmark VAR revcals that 
the inclusion of the information captured by the factors into the modcl succeeds in 
mitigating the price puzzle, i.e. the countcrintuitive positive response of priccs to 
a monetary policy tightcning. Furthcnnore, the rcsponse of GOP is also more in 
line with theoretical expectations, since it depicts the usual hnmp-shaped pattern, 
in opposition to the persistent decrease that is delivered by thc bcnthmark VAR. 
ln addition, thc responscs obtained in any of the FAVA R formulnt.ions havc lower 
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standard dcviations Lhau the responses delivered by Lhe benchmark V AR. \Ve also 
obtain the consensual finding that, in the short run, monetary policy shocks account 
for only a very modest pcrcentage of the volatility of output and for even less of the 
movements in thc pricc levei, and that these percentages eventually increase slightly 
at longer horizons. 
lt musL be strcsscd , however, that ou r empirical application was naturally not free 
from problcms, wiLIJ some of the impulse responses obtaincd bcing quite puzzling. 
fn particular, wc finei that an unanticipated hawkish policy action is associa.ted 
with a deprcciation of the euro anel that the intui tive respousc of inflation is mainly 
driven by the componcnt energy and unprocessed food. As for the first case, we were 
already awarc that identifying monetary policy shocks in the euro arca with a sample 
period that includes several months of a worldwide financial crisis could bring us 
some complications. ln fact, during the crisis the ECB clearly responded not only 
to the state of the euro arca economy but also to the state of foreign economics in 
order to account for extcrnal dcmand developments, aud lherefore the responses to 
the shock may be "conLam inated" by the systematic reaction of the ECB to forcign 
monctary policy. ln the sccond case, Lhe puzzljng result is a consequence of thc ext ra 
infonnation provided by thc FAVAR (since, typically, only the J-l! CP is analyscd, 
not its components) and in this sense it provides a challenging direction for further 
work. 
On thc onc hand, Lhe problems we encountered in ou r study reflcct thc difilculties 
we faced in the compilation and treatment of the data. On Lhe othcr hand, they 
suggest that our work may be further improved in a number of dircctions. 
As for the first poinl, we nced lo recognise lhat the treatment of the data was 
quite extensive and ambitious, and that alternativc methodologies could probably 
havc bcen used in some of lhe steps (e.g. seasonal adjustment, disaggregation of 
quartcrly figures, stationarisation). Moreover, some of lhe conclusions would pr«? 
bably bc more accuratc if we had a longer sample period. 
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As for the liues for future research, we would Jjke to start by investigating al-
ternative estimation methods. For concreteness, we would like to depart from the 
Stock and Watson (1998, 1999, 2002a, 2002b} static approach and estimate our 
FAVA R based on the dynamic methodology of Forni et ai. (2000, 2004, 2005), using 
a dynamic principal components method, or Doz et ai. (2006, 2007), estimating the 
factors by maximum likelihood. Moreover, although we are quite confident of the 
merits of ihe rccu rsive scheme, we would like to investigatc the robustness of our 
rcsu!ts to alternative identification schemes, and in particular we would like to test 
Lhe idenLificat ion directly from imposing restrictions on the factor loadings (Stock 
and Watson, 2005). Furthermore, it would be interesting to develop our analysis 
within apure structural factor modcl (Forni et ai., 2008) in order to be able to assign 
the factors an effectivc cconomic interpretation. In addition, we would be intercstcd 
in extending our approach to the assessment of the effects of common monetary 
policy shocks among thc hetcrogeneous constituent countries of the euro arca. The 
analysis of thc different impacts in countries like Germany and Portugal would be 
of major interest. Pinally, we would like to depart from the subject of monctary 
policy shocks identification and step into the world of optimal monetnry policy rulcs, 
but st ilt relying 011 dynamic factor analysis. DSGE analysis being a ccutrnl piece of 
t he state of ar·t of macroeconometric modelling, we would like to vcuture along the 
line of research of Boivin anel Giannoni (2008) in exploiting dyuamic factor modcls 




A Data description a nd transformation 
The data set is compriscd of 150 macroeconomic time serics for the euro arca 
spanning lhe pcriod from 1999:1 to 2009:3. By euro arca we mcan thc 16 coun-
tries that adoptcd the curo up to the beginning of 2009. 
lt must bc noticed that for thc purpose of analysing monetary poticy in lhe 
euro arca with data for the curo arca as an entity (and not with data aggregated 
from the different member states' data sets) we had the choice of resorting to three 
different kinds of samples. First, a fixed-composition sample with the 11 countries 
that adopted the curo at thc beginning of 1999, and therefore that havc belonged to 
the euro arca in ali thc period under analysis. Second, a fixed-composition sample 
including thc 16 countries that share a common monetary policy nowadays (which 
means that thc fi~ures for the euro area in 1999 include, for instance, the Slovakia 
data, although this country only adopte<! the euro at the beginning of 2009). Finally, 
a changing-composition emo arca, which means that the figures for thc 1nember 
countries are only considered as from the moment of their entrance (in this case, 
thc euro area figures would only include Slovakia in 2009). The third possibil ity was 
immediatcly discarded sincc wc bclieve that the inclusion of tlie new countries could 
create a disturbauce in the data at the moment of the entrance that could jeopardise 
our analysis. Between the two fixed-composition paneis, our first choice would be 
the 11-country panei, since those countries actually h ave share<l a common monetary 
policy since 1999. However, a great fraction of the variables was not available for 
this panei. Therefore, the figures use<! in our work are thosc of a fixcd-composition 
16-country euro area. Although the figures include five counLries that did not share 
a common monetary policy in ali the period under rev iew, we believc that this will 
not impa.ir the conc\usions, givcn thc rather low weight of these couutri cs in Lhe 
total of the curo arca (on avcragc, in the period from l990: l to 2009:3, the wcight of 
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the fivc countries' GDP in t.hc curo arca GDP was around 3 per cent; if we exclude 
Greecc, which joined the euro arca in 2001, the weight decreases to 0.9 per ccnt.). 
The format of the data descript ion is as fo llows: thc first column has the series 
number, the sccond t.hc series acronym (when availablc, the acronym that appears in 
the source database), the third the series description, the fourth t.he t ransformation 
code anel the fift.h thc sou rce. As in Bernanke et al. (2005), lhe transformation codes 
are as follows: 1 no t ransfonnation; 2 first diffcrencc; 4 logarithm ; 5 first 
difference of logarit.hm. An asterisk next to the acronym denot.es a slow-moving 
variable in t.he estimation. 
Tablc 4: Data description anel transformation 
Nr. Acronym Description 













Industrial Production Index - Total (2005 100, 
WDSA) 
lndu:;trial Procludion Index - MIC Consumer 
Goods {2005=100, WDSA) 
Industrial Product.ion Index- ~ IJC Duro.blc Cou-
sumer Goods (2005= 100, \VDSA) 
Industrial Production Index- MIC non-D umblc 
Consumcr Goods (2005= 100, WDSA ) 
Ind ustrial Production Index- MIC lntermedinte 
Goods (2005= 100, WDSA) 
Industrial Production Index - MIG Energy 
(2005 100, WDSA) 
Industrial Production Index- ~ li C Cn]>ita! Goods 
{2005 100, WDSA) 
Industrial Production Index - Construct ion 
(2005 l 00, IVDSA) 
lnduslrinl Product.ion Index ~lanu facturing 
(2005 I 00, \VOS A) 
Levei of Capacit.y Utilisation - Jndustry Survey 
(% of capacity, SA) 
Gross Domestic Product at ~ l arkct Priccs 
(Chained- ~Iii. 2000 ~~UH., WDSA) 
Cross Value Added at Consta.nt Prices (CIHlincd 




















16 EX P* 
17 IMP* 
Employme nt. 
18 TOTEh iPL* 
19 ~~~IPL* 
20 SELFE~IPL* 
21 TOTEJ\1 PLA * 
22 TOTEMPLJ* 
23 TOTE~IPLC* 











Table 4 Cominued from prcvious page 
Description 
Private Final Consumption Expenditurc 
(Cimined- Mil. 2000 EUR, WDSA) 
Covcrnment Final Consumption Expcnditurc 
(Chaincd - Mil. 2000 EUR, WDSA) 
lnvcstmcnt - Cross Fixed Capital Formalion 
(Chaincd- ~ I ii. 2000 EUR, WDSA) 
EXJ)Orts of Coods anel Services (Chaincd - Mil. 
2000 EU R, IVDSA) 
lrnports of Coods and Scrviccs (Chai ned - to- Iii. 
2000 EUil, WDSA) 
'lbtal Em ployment (Thousands of persons, SA) 
l~mployecs (Thousands of pcrsons, SA) 










Total Emp\oyment - Agriculture (Thousands of 5 ECB SDW 
pcrsons, SA) 
'lbtal Employmcnt- lndustry (Thonsands of per-
sons, SA) 
Total Employment- Construction (Thousands of 
pcrsons, SA) 
'lbtal Employmcnt - Trade (Thousands of per-
sons, SA) 
'lbtal Employment - Financiais (Thonsands of 
pcrsons, SA) 
'Ibtal Employmcnt. - Ot.her Services (Thousnnds 
of persons, SA) 
Pcrson Based Labour Productivi ty 'lbtal 
(2000 100, constant prices, SA) 
Person Basec:l L.abour Productivity - Agricul1 ure 
(2000 100, consl!.lnt prices, SA) 
Pcrson Bnsed. Labour Produc1ivity - lndustry 
(2000 100, oonstant. prices, SA) 
Person Bascd Labour Productivity- Construc1ion 
(2000= 100, constant prices, SA) 
Person Based Labour Prodnctivity Trru:lc 
(2000 100. constunt prices, SA) 
Pcrson Bascd Labour Productivity - Financiais 
(2000 100. constn nt prices, SA) 
Pcrsou Bnsed Labour Productivity - Othcr Ser-
viccs (2000 I 00, constant prices, SA J 




EC B SDW 
ECB SDW 


































Table 4 Continued from previous page 
Descriplion 1'r. Source 
Heal Unit Labour Costs - Total (2000 100, Eurostat 
IVDSA) 
Unit Labour Costs, Deflator - Agricnlture 
(2000 100, SA) 
Unit Labour Costs, Deflator - lndustry 
(2000 100, SA) 
Unil Labour Costs, Deflator Construction 
(2000 I 00, SA) 
Unit. Labour Costs, Deflator- 1'rade (2000 100. 
SA) 
Unit Labour Costs, Deflator - F'iuancials 
(2000 100, SA) 
Unit Labour Costs, Deflator - Other Services 
(2000~ 100, SA) 
Compcnsation per Employee - Tola! Index 
(2000 100, SA) 
Compensation per Employee - Agriculture 
(2000 100, SA) 
Compcnsalion per Employee - lndustry 
(2000 100, SA) 
Compcnsntion per Employee - Constructiou 
(2000 100, SA) 
Comt>ensation per 8mployee- T'rade (2000 100, 
SA) 
Compcnsation per Employee - Finaucinls 
(2000 100, SA) 
Compcnsation per Emp]oyee - Ot her Services 
(2000 I 00, SA) 
IIICP- All ltems (2005 100, SA) 
ll!CP - Food and non-Alcoholic Be\'Crilges 
(2005 100, SA) 
III CP • Alcoholic 13everages, Tobacco and Nar-
cotics (2005 100, SA) 
IIICP- Clothing and Footwcar (2005- 100, SA) 
III CP- llousing \Vater, Electricity, C as and othcr 
t;ucls (2005 I 00, SA) 
lliCP- llcnlth (2005= 100, SA) 
II ICP- Transport (2005 100, SA) 
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Table 4 Continu<.od from previous pagc 
N,. Acronym Oescription 1'<. Sourcc 
57 SERV* IIICP- Services (2005-100, SA) Euroslat 
58 EFOODUNP* II I CP Encrgy and Unproccsscd Food Eurostal 
(2005 100, SA) 
59 OOXEFOOD* II ICP - Ovcrall Index cxcluding Encrgy, Food. Euroslat 
A !cohol anel Tobacco (2005= 100, SA) 
60 OOXGFOODUNP* JHCP- Ovcrall Index excluding Energy 1md Un- Eurostat 
processed Food {2005 100, SA) 
61 OOX JIOUS INC* HJCP- Overall Index excluding J-lousing, Watcr. Eurosttlt 
Elcctricity, Cas anel other Fuels (2005=100, SA) 
62 PP IM* Prodnccr Price Index r-.•lanufacturing Eurostat 
(2005 100, SA) 
63 PPI I* Producer Price Index - lndust.ry, Except Con- Eurostat 
sl ruction (2005, 100, SA) 
64 PPICAG* Producer Pricc Index ~I! C Capital Coods Eurostat 
(2005~ 100 , SA) 
65 PP II NG * Producer Price Index- r-. JI G lntcrmediate Goods Eurostat 
(2005 100, SA) 
6(; PPINDCOC* Producer Price Index - r-. II C non-Ourablc Con- Eurostat 
sumer Goods (2005= 100, SA) 
67 ECBCPI ECB Commodity Price Index Euro Denominatc<l ECB SDW 
Total non-Encrgy Commodity, use-wcighted 
(2000 100, SA) 
68 O IL Oil Pricc, Brenl Crude- 1 month forward (Levei ECB SOIV 
- EUR, SA) 
69 DCDP* lmplicit Price DcAator CDP (2000 100, Eurostat 
WDSA) 
70 DCVA* Jmplicit. Price DcAator CVA (2000 100, Eurostat 
WOSA) 
71 DPCEXP* lmplicit Price Deflator- Private Final Consump· J~U!'OSlfl.t 
tion Expenditure (2000 !00, W DSA) 
72 DCCEXP* lmplicit Price DeAator- GO\'ernmcnt Final Con- Eurostat 
sun1plion Expendit.ure (2000=100, \VDSA) 
73 DGF'KF* Jmplicit Price Dcflator- Gross Fixcd CaJ)it.al For- Eurostnt 
nmtion (2000=100, \VDSA) 
74 DEXP* lmplicit Pricc Deflator - Exporls (2000 100, Euroslat 
IVDSA ) 
75 Dlr-.JP* lmplicit Pricc Deftator - lmports (2000 100, Eurostat 
WOSA) 
Excha nge Rn.tcs 
76 EXR.US Foreign Exchnnge Rate: United Statcs of Amcr· Euroswt 
ica (USD per EUB- mont.hly average) 




78 EX RU I< 
79 EXBSW 
80 NEBB 
Intc rcst Rates 
81 llEFI 






88 S3i\IDRBP I 
89 SIOY.YLD REFI 
Stock Prices 
90 DJ B 50 -
9 1 O.JE 
92 0AX30 
93 CACIIO 
94 D.JE I -
95 OJE u -
00 DJE o -
97 DJ E CC -
98 DJE cs -
99 OJE Bl\.1 
100 DJE TEC/l -
Table 4 Conlinucd from prcvious page 
Descriptiou Tr. Source 
Forcign Exchange Rate: Japan (JPY per EUR- Euroslat 
rnouthly average) 
Foreign Exchonge Rate: United Kingdom (CBP 
per EUR- monthly average) 
Forcign Exchnnge Rate: Switzerland (CIIF per 
EUH - monthly average) 
Eurostat 
Eurostat 
Norlri nal Effective Exchange Rate, 21 group of 5 ECB SDW 
currencics (1999Ql 100) 
ECB Ofllcial Refinancing Opcrat.ion Rate (effcc- I~CB SDW 
tive, %, NSA) 
3-i\lonth Euro lnlcrbank Offered Rate(%, NSA) ECB SDW 
6-Month Euro lnterbank Offercd Rate (%, NSA) ECO SDW 
1-Ycar Euro lnterbank Offcrcd Rate(%, NSA) ECB SDW 
3- Year Euro Arca Government Benchmark Bond ECB SDW 
Yicld (%, NSA) 
5-Year Euro Area Governmcnt Benchmark Bond 
Yield (%, NSA) 
10-Year Euro Area Governrnent Benclrmark 13ond 
Yicld (%, NSA) 
Sprcud EURIBOB3i\ID- REFI 
Sprca.d IOY.YLD- REFI 
Dow Joucs Euro Stoxx 50 (200 1 100, NSA) 
Dow Jorres Eu ro Stoxx Broa.d (2001 100, NSA) 
Dcu tscher Akticni ndex (2001 = 100, NSA) 
Corrrpagnic des Agents de Change 1'10 lrrdex 
(200 I I 00, NSA) 
Dow Jones EtlrO Stoxx - Industriais (Poims, 
NSA) 
Dow Jones Euro Stoxx - Utililies (Points, NSA) 
Oow Joncs Euro Stoxx - Oil And Cas Encrgy 
(Points, NSA) 
Dow Jones Euro Stoxx - Consumer Goods 
(Points, NSA) 
Oow .Jones Euro Stoxx - Consumcr Scrviccs 
(Points, NSA) 
Oow Jones Euro Stoxx - Basic Materiais (Points, 
NSA) 

















Cont.inucs on rrcx1 pagc 
61 
Nr. Acronym 
10 1 D.JE_II 
102 D.JE TEL 
103 D.JE_ F' 
Table 4 Continucd from prcvious pagc 
Description 'f't. Source 
Dow .Jones Euro Stoxx - l leallhcare (Points. 
NSA) 
Dow Joncs Euro Stoxx - Tclecommunications 
(Points, NSA) 




M on ey and C red il Aggregales 
104 "' Moncy Aggrcgate ~li (End of Period (S1ocks), Eurostat ivlil. EU R, WDSA) 
105 J'vl2 rvloney Aggregale r-. 12 (End of Pcriod (Stocks), Eurostat. 
MiL EUR, WDSA) 
106 M3 Money Aggregate 1\IJ (End of Period (Stocks), Guroslat 
t-.lil. EUR, WDSA) 
107 l\ IFICRINTGC Credit to General Government Granted by l\ IFI Eurostat 
(End of Pcriod (Stocks), WJ. EUB, WDSA) 
108 l\ IFICRJNTOH Crcdit to 01her Rcsidents Crantcd by l\ IFI (End Eurostat 
of Pcriod (Stocks) , !\Iii. EUR, WOSA) 
109 CONSCREDIT Consumcr Crcdit (End of Period {Stocks), l\ lil. ECO SDIV 
l>Ull, SA) 
Ind ustria l New Orde rs a nd Tt1rnover 1 Ret a il Thrnover and Sa les 
110 ORDl\ 1 Industrial New Orders l\ lanufacturing Eurostat 
(2005 100, SA) 
III ORDCAC Industrial Ncw Ordcrs - MIG Capital Goods Eurostut 
(2005 100, SA) 
112 ORDDCOC Industrial New Orders- MJC Durublc Consumer Eurostot 
Coods (2005 100, SA) 
113 OBJ) INC Industrial Ncw Orders- MIC lntcrmcdiutc Coods Eurostat 
(2005 100, SA) 
114 !T il\1* Industrial '1\IT!lOVCT Index l\ lanufacturing Eurostllt 
(2005 100, SA) 
115 ITICAC* Industrial Turnovcr Index - l\ II C Capital Cood>i F:uroslnt 
(2005 100, SA) 
116 ITICOC* Industrial Turnover Index 1\'IIC Consumer Eurostat 
Coods {2005 100, SA) 
117 ITIDCOCD* Jndusltial Thrnovcr Index - l\IIC Durnblc Con- Eurostat 
sumer COO<Is (2005= 100, SA) 
118 ITII NC* Industrial Turnover Index - MIC lntcrmcdiate Eurostat 
Goods (2005 100, SA) 
119 IT INDCOC* Industrial '1\trnover Index - MIC Non-Durable l~urostat 
Consumer COO<IS (2005 100, SA) 
120 ITINBC* Industrial '1\trnover Index l\110 Energy l~uroslal 
(2005 100, SA) 




Table 4 Conlinued from previons page 
Dcscriplion 'l'r. Source 
Total1'urnover Index , Dcflated , Retail Trade Ex-
dndi ng Puel, Except of f\ lotor Vehicles anel r-.lo-
torcycles (2005, 100, WDSA) 
ECB SDW 
122 RSALJ:'SFOO D* Total Turno\·er Index, Deflated, Retail Sale ECB SDW 
of Food, !Jevcrages and Tobacoo (2005 100, 
WDSA) 
123 B.SA LESN FOOD* Total Turnover Index, DeOated, Rctail Sale of 5 ECB SD\V 
Non-Food Products (2005 100, WDSA) 
124 RSA LESTEX* Total 'l'urnover Index, Deflatcd, Retail Sole of 5 ECB SDW 
Texliles, Clothi ng, Footwcar and Leot.hcr Goods 




128 BU ILDC'OSTI* 
(2005 100, WDSA) 
Total '1\mJOvcr Index, Deflated, Rctoi\ Sale of 
Household Goods (2005= 100, WDSA) 
Passengcr Car Registrations (Absolute Value, 
WDSA) 
Building Pcrmits - Residelllial Buildings 
(2005 100, SA) 
Conslruction Cost Index - Residential Buildings 









132 EX1vl'll ADEIMP"' 
133 EX'lvr_'RADEEXP* 
134 TOTR8S INC"' 
Confidence ludicators 
135 BS- BCI 
136 BS-ESI-1 





BOP- Currcni Accouni (Net, i\lil. EU R, WDSA) 
130P- Capital Account {Nct, i\ li\. EU R, SA) 
BOP- Fi nancial Acoount {Net , Mil. EUR, SA) 
External1'rade- lmports- Ali Products, Pnrt.ncr: 
Ext.ra-EA 16 (Trade valuc, Mil. EU B, WDSA) 
l~xtcrnnl '['rade - Export.s- Ali Products, Parincr: 
Ext.m- EA 16 (Trade value, i\ Iii. EUil, WDSA) 
Forcign Ofllcial Reserves - lncl uding Gold {End 
of Period {Stocks), !\ Iii. EU R., SA) 
EA Business Climate lndicator (SA) 
&onomic Senti ment lndicator (SA) 
Consu mer Cont'idcnce lndicator (SA) 
Industrial Cont'idence lndicator (SA) 
Retnil Confidence lndicator (SA) 
Construction Confidcnce Jndicator (SA) 
Serviccs Cont'idence lndicator (SA) 
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'fable4 Conlinued from pre\·ious page 
N•. Acronym Description Tr. So1uce 
Foreign Variablcs 
142 CDPUSA* USA - CDP - Expcnditure Approach (Chained OECD 
Volume Estimates, ~ I ii. EUR, SA} 
143 CDPUK* UI< - CDP - Expenditure Approach (Chaincd OECD 
Volume Est.imates, ~Iii. EUR, SA} 
144 CO PJP* .Jnpan- CDP- Expenditure Approach (Chained OECD 
Volume Estimates, Mil. EU!l, SA) 
145 CP lUSA* USA - CP I - All ltems (2005 100) OECD 
146 CPIUK* UK- CPI - All ltcms (2005= 100) OECD 
147 CPI.JP* Japun- CP I - All ltems (2005= 100) OECD 
148 FFB USA- Fed Funds Rate (Effective, %, NSA) FED 
149 UI<OBR U K - Official Bank Rate (Target, %, NSA) 13oE 
150 JPCB Japun- Call Rate (Target, %, NSA) BoJ 
Notes: ECB SDW- ECB Statistical Data Warehouse; f..IIC- :O. lain Industrial Groups; WOSA -
\Vorking Day anel ScliSOnally Adjusted; SA - Seasonally Adjusted; NSA - Not Scasonally Adjusted; 
FED- Federal Reserve Systcm of the Uni ted States; BoE- Bank of England; BoJ - Bank of Japan. 
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B Robustness check: 
ln th is Appendix we list both lhe impulse-response functions and thc forecast crror 
variance decomposition for lhe FAVAR specification of our first robustncss case 
(interest rate as thc only observed variable; three factors). Standard likelihood ratio 
tests are uscd to determine the lag-order of thc model, which turns out to be of 
order two. The rnodcl is estimated with a constant and a linear trend. 
Figure 7: Impulse responses Lo a monetary tightening shock generated from a 
FAVAR with thrce factors anel the interest rate 
~~~~~~ 
o 11 1• li .. o " ,. .... 
~~~F=~~ 




Notes: Pcrccnlngc devinlions from the baseline for variables for which lognrit !uns were lnken; 
percelllagc poinL dcvinlions otherwise. Nnmbcr of months after the mouelary policy shock in Lhe 
ubscissa. 
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Table 5: F'orecast crror vari ance explained by the monetary policy shock FAVAR 
with three factors and the interes:t rate 
Variab1es 
Variance Docomposition 11' 
6 months 60 months 
lnterest ll11tc 0.282 0. 157 • 1.000 
{0.089) (0.082) 
CD P 0.008 0.371 0.927 
(0.014) (0.12 1) 
III CP 0.028 0.02 1 0.5-10 
(0.027) (0.072) 
lndusLrinl Production (lP) 0.004 0.403 0.787 
(0.013) {0.121) 
lP - Dmub1e Consumcr Goods 0.003 0.297 0.659 
(0.017) (O.ll9) 
lP - Non-Durablc Consumcr Coods 0.005 0.213 0.432 
{0.023) {0.121) 
6-montl1 EU BIBOB 0.276 0.156 0.919 
{0.087) (0.081) 
10-year Covernment Bond Yicld 0.282 0.155 0.649 
{0.080) (O.ON) 
~ 13 0.070 0.035 0.247 
(0.052) {0.075) 
Nominal Effcctivc Exclmnge Rate 0.009 0.253 0. 134 
(O.OM) (0.162) 
Exchangc Rate (USD per EUR) 0.030 0.013 0.041 
(0.086) (0.129) 
ECB Commodity Pricc Index 0.003 0.412 0.445 
(0.034) (0.134) 
Producer Price Index- lndusl.ry 0.015 0.167 0.826 
(0.018) (0.1 19) 
IIICP- Energy and Unprocessed Food 0.0 11 0.189 0.618 
(0.017) (0.125) 
111 CP excludi ng Encrgy and Unprocessed Food 0.412 0.167 0.079 
(0.171) (O.ll3) 
Capucit.y Uti1isut.ion 0.019 0.023 0.535 
(0.023) (0.079) 
Consun1pt.ion Expcnditure 0.002 0.221 0.761 
(0.0 1•1) (0.098) 
Employment 0.025 0.098 0.781 
(0.0:13) (0.122} 
Rctail 'f'rudc 0.044 0.287 0.001 
(0.158) (O.l iG) 
Business Climo.tc lndicat.or 0.017 0.3•16 0.490 
(0.000) {0. 110) 
Notes: The figures in the colmnn undcr "6 months" ("60 months") rcpon thc fmction 
of thc \'llriancc of Lhe forccast error, at. the 6(60)-month hori1.ou, cxplai ncd by lhe 
monctary I>Olicy shock. Th!:, lnst column reports the froction of thc variancc of cach 
variablc cxplaincd by both F1 nnd Yt. Standard errors are shown in parenthesis. ·This 
is by construct ion, since thc interest rate is assumed to be the only variab1c obscrvcd. 
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C Robustncss check: treating the fed funds rate as 
exogenous 
ln this Appendix we list both lhe impulse-response functions and the forccast errar 
variance dccomposition for the FAVAR specification of our second robustness case 
(intcrcst rate as the on ly observed variable; seven factors; fed funds rate as an 
exogenous variablc). According to standard likelihood ratio tests the lag-ordcr of 
thc modcl is two. The model is estimated wilh a constant anel a linear trend. 
Figure 8: lmpulse responses to a monetary tightening shock gencrated from a 
FAVAR with the fcd funds rate as an exogenous variable (Yi = interest rate; seven 
factors) 
~r--' ~~ ~ ·-_ ·_ .. ~~ - ~ h,..~_ ~. 
- - ~-- -r~ 
~~ -0.10 .010 
~Lll<H .. OUl<JoJ .. 0111•H .. 
:p~~~r:=: ;<;:~ .. 
O ll 1< H .. 
Notes: Pcreenlngc deviations from lhe bascline for variablcs for which logarithms werc iaken; 
percent.ngc point dcvinlions othcrwisc. Number of months after the moncinry policy shock in the 
abscissa. 
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Table 6: ForecasL crror variance explained by the monf'tary policy shock FAVA R 
with the the fed fuuds rate as an cxogcnous variable 
Variables 
Variancc Decomposition 11' 
6 months 60 months 
lnteresl Rate 0.241 0.093 ~1.000 
(0.079) (0.066) 
GDP 0.028 0.241 0.958 
(0.035) (0.112) 
III CP 0.002 0.12!) 0.842 
(0.016) (0. 107) 
Industrial Production (lP) 0.031 0.230 0.805 
(0.0•11) (0.10·1) 
I P - Dumble Cousumer Coods 0.021 0.16t\ 0.675 
(0.035) {0.087) 
lP- Non-Dumblc Consumer Goods 0.008 0.085 0.441 
(0.023) (0.069) 
6-month EUH.IBOB. 0.206 0.082 0.975 
(0.058) (0.050) 
10-year Covernmcnt f3ond Yicld 0.130 0.063 0.782 
(0.0·11) (0.036) 
~ 1 3 0.005 0.257 0.295 
(0.023) (0.120) 
Nominal Effectivc Exchange Rate O.DlO 0.036 0.93-.1 
(0.016) (0.035) 
Exchange Rate (US D per EUR) 0.0\5 0.007 0.828 
(0.023) (0.039) 
ECB CommodiLy Prke Index 0.064 0.123 0.623 
(0.049) {0.081) 
Prodnccr Price Index- lnduslry 0.003 0.311 0.879 
(0.015) (O.Hl6) 
IIICP- Encrgy nnd Unproccssed Food 0.009 0.205 0.866 
(0.019) (0.087) 
1/ICP cxduding l~ncrgy nnd Unprocessed F'ood 0.001 0.013 0.580 
(0.011) (0.0•16) 
Ct~pacity Utilisation 0.002 0.281 0.698 
(0.010) (0.102) 
Consun1ption Expcnditurc 0.020 0.127 0.821 
(0.025) (0.07 1) 
EmploynlCnt 0.026 0.194 0.910 
(0.030) (0.110) 
Retail Trude 0.002 0.025 0.570 
(0.013) (0.0-18) 
f3usincss Climatc Jndicator 0.055 0.202 0.571 
(0.066) (0.107) 
Notes: Thc figures in lhe oolumn under "6 months" ("60 mont hs" ) report thc fruction 
of the vnriance of the forecnst error, at the 6(60)-month horizon, explaincd by thc 
monetary 1>0licy shock. Th~ last oolnmn reports the fraction of the Vl:lriance of cach 
vnrisble expluincd by boi. h !:>,. and V,. Standard crrors are shown in parcnthcsis. •This 
is by oonstrnction, si nce the intercsl rate is assumcd to be thc only variablc obscrvcd. 
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