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Abstract
An information retrieval system can help users to retrieve documents relevant to the users’ queries. In recent years, some
researchers used averaging operators (i.e., Infinite–One operators, Waller–Kraft operators, P-Norm operators and GMA operators)
to handle “AND” and “OR” operations of users’ fuzzy queries for fuzzy information retrieval, but they still have some drawbacks,
e.g., sometimes query results do not coincide with the intuition of the human being. In this paper, we present new averaging
operators, called weighted power-mean averaging (WPMA) operators, based on the weighted power mean for dealing with fuzzy
information retrieval to overcome the drawbacks of the existing methods. Furthermore, we also extend the proposed WPMA
operators into the extended WPMA operators to handle weighted fuzzy queries for fuzzy information retrieval. The proposed
WPMA operators are more flexible and more intelligent than the existing averaging operators to handle users’ fuzzy queries for
fuzzy information retrieval.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In [4,7,8,12,18], some methods have been presented for information retrieval. In [1,9,10,15,16], the T -operators
(i.e., T -norms and T -cornorms) are used to handle fuzzy information retrieval problems. Although T -operators
support the ranking facility, they still have some drawbacks, e.g., sometimes query results do not coincide with the
intuition of the human being. In [11], Lee pointed out that three averaging operators (i.e. Waller–Kraft operators [21],
P-Norm operators [19] and Infinite–One operators [20]) have been proposed to achieve high retrieval effectiveness
for fuzzy information retrieval, where these three averaging operators can avoid the drawbacks of T -operators.
However, in [2], Chen and Chen pointed out that these three averaging operators still have some drawbacks, i.e.,
it is subjective and hard to determine appropriate values for the parameters of these averaging operators, respectively.
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Thus, in [2], Chen and Chen presented new averaging operators based on the geometric mean, called the geometric-
mean averaging (GMA) operators, to overcome the drawbacks of the Waller–Kraft operators, the P-Norm operators
and the Infinite–One operators.
However, we found that the GMA operators still have some drawbacks, i.e., in some specific situations, the retrieval
results do not coincide with the intuition of the human being. Thus, it is necessary to develop a new averaging operator
to overcome the drawbacks of the existing averaging operators for handling fuzzy information retrieval problems.
In this paper, we present new averaging operators, called weighted power-mean averaging (WPMA) operators,
based on the concept of the weighted power mean [22] to handle fuzzy information retrieval problems. We also prove
that the proposed WPMA operators are “positively compensatory” operators. In [10] and [11], Kim et al. pointed
out that operators which have the “positively compensatory” property could provide high retrieval effectiveness.
Moreover, we also use some examples to compare the proposed WPMA operators with the existing four averaging
operators presented in [2,19–21]. Furthermore, we also extend the proposed WPMA operators into the extended
WPMA operators to handle weighted fuzzy queries for fuzzy information retrieval. The proposed WPMA operators
are more flexible and more intelligent than the average operators presented in [2,19–21] for dealing with fuzzy
information retrieval.
The rest of this paper is organized as follows. In Section 2, we analyze the existing averaging operators and point
out their drawbacks. In Section 3, we present the weighted power-mean averaging (WPMA) operators based on the
concept of the weighted power mean to handle the “AND” and “OR” operations of users’ fuzzy queries for fuzzy
information retrieval. In Section 4, we extend the proposed WPMA operators into the extended WPMA operators to
handle weighted fuzzy queries for fuzzy information retrieval. The conclusions are discussed in Section 5.
2. Analysis of the existing averaging operators
In [13], Lee et al. pointed out that the Waller–Kraft operators, Infinite–One operators and P-Norm operators are
suitable to handle the AND and OR operations of the users’ queries for fuzzy information retrieval. However, in [2],
Chen and Chen pointed out that these three averaging operators still have some drawbacks described as follows (Note:
For more details of formulas (A1)–(A14), please refer to the Appendix):
(1) Each of these three operators is controlled by a parameter, but it is difficult to determine an appropriate value for
the parameter. If the user determines an inappropriate value for the parameter, then these averaging operators will
have the “single-operant dependent ” property or the “partially single-operand dependent” property. For example:
(i) Infinite–One operators:
If γ = 1, then formula (A3) becomes the operator of the logical product, and formula (A4) becomes the
operator of the logical sum. Thus, the Infinite–One operators will suffer from the “partially single-operand
dependent” property.
(ii) Waller–Kraft operators:
If z = 1, then formula (A5) becomes the operator of the logical product. If z = 0, then formula (A6)
becomes the operator of the logical sum. Thus, the Waller–Kraft operators will suffer from the “single-
operand dependent” property.
(iii) P-Norm operators:
If p = ∞, then formula (A7) becomes
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
= 1−Max[(1− ei1), (1− ei2), . . . , (1− eim)]
= Min[ei1, ei2, . . . , eim],
and formula (A8) becomes
F(di , qOR) = F(di , t1 OR t2 OR · · ·OR tm)
= Max(ei1, ei2, . . . , eim).
Thus, the P-Norm operators will suffer from the “single-operand dependent” property.
(2) While using the Infinite–One operators (i.e., formulas (A3) and (A4)), if r = 0 then both AND and OR operators
are equal to the arithmetic mean; while using P-Norm operators (i.e., formulas (A7) and (A8)), if p = 1, then both
AND and OR operators are equal to the arithmetic mean. Thus, the system cannot distinguish the AND operation
and the OR operation of the user’s queries.
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Example 2.1. Assume that there is a document d1, and assume that there are two queries q1 and q2, shown as follows:
d1 = {(statistics, 0.5), (mathematic, 0.9)} ,
q1 = statistics AND mathematic,
q2 = statistics OR mathematic.
If formula (A3) is used for the AND operation and formula (A4) is used for the OR operation and if r = 0, then
the degrees of satisfaction F(d1, q1) and F(d1, q2) of the document d1 with respect to the query q1 and q2 can be
evaluated, respectively, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic)
= 0.5+ 0.9
2
= 0.7,
F(d1, q2) = F(d1, statistics OR mathematic)
= 0.5+ 0.9
2
= 0.7.
From the above results, we can see that F(d1, q1) = F(d1, q2), i.e., the system cannot distinguish the AND operation
and OR operation of the user’s queries.
(3) While using Infinite–One operators (i.e., formulas (A5) and (A6)), because we only consider the Min and the Max
operators, it will cause the “unequal important problem”.
Example 2.2. Assume that there are two documents d1 and d2, and assume that there is a query q1, shown as follows:
d1 = {(statistics, 0.2), (mathematic, 0.7), (geometry, 0.8)} ,
d2 = {(statistics, 0.2), (mathematic, 0.3), (geometry, 0.8)} ,
q1 = statistics AND mathematic AND geometry.
If formula (A5) is used for the AND operation, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the
document d1 and d2 with respect to the query q1 can be evaluated, respectively, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic AND geometry)
= (1− z)×Min(0.2, 0.7, 0.8)+ z ×Max(0.2, 0.7, 0.8)
= (1− z)× 0.2+ z × 0.8,
F(d2, q1) = F(d2, statistics AND mathematic AND geometry)
= (1− z)×Min(0.2, 0.3, 0.8)+ z ×Max(0.2, 0.3, 0.8)
= (1− z)× 0.2+ z × 0.8,
where 0.5 ≤ z ≤ 1. From the above results, we can see that F(d1, q1) = F(d2, q1). However, by the intuition of the
human being, we will choose document d1.
In [2], Chen and Chen presented the GMA operators to overcome the above drawbacks. They pointed out that the
GMA operators not only can easily determine an appropriate value for the parameter α, but also coincide with the
intuition of the human being. However, the GMA operators also have some drawbacks. In the following, we use two
examples to illustrate the drawbacks of the GMA operators.
Example 2.3. Assume that there are two documents d1 and d2, and assume that there is a query q1, shown as follows:
d1 = {(t1, 0.56), (t2, 0.56)},
d2 = {(t1, 0.1), (t2, 0.9)},
q1 = t1 OR t2.
By using the GMA operators (i.e., formulas (A9) and (A10)), if parameter α = 1, then the degrees of satisfaction
F(d1, q1) and F(d2, q1) of the documents d1 and d2 with respect to the query q1 can be evaluated, respectively,
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shown as follows:
F(d1, q1) = 2− [(2− 0.56)× (2− 0.56)] 12 = 0.56,
F(d2, q1) = 2− [(2− 0.1)× (2− 0.9)] 12 = 0.55.
In this situation, the system will retrieve document d1, and it does not coincide with the intuition of the human being.
Example 2.4. Assume that there are two documents d1 and d2, and assume that there is a query q1, shown as follows:
d1 = {(t1, 0), (t2, 0.9), (t3, 0.9), (t4, 0.9)},
d2 = {(t1, 0.6), (t2, 0.6), (t3, 0.6), (t4, 0.6)},
q1 = t1 AND t2 AND t3 AND t4.
By using the GMA operators (i.e., formulas (A9) and (A10)), if the parameter α = 1, then the degrees of satisfaction
F(d1, q1) and F(d2, q1) of the documents d1 and d2 with respect to the query q1 can be evaluated, respectively, shown
as follows:
F(d1, q1) = [(1+ 0)× (1+ 0.9)× (1+ 0.9)× (1+ 0.9)] 14 − 1 = 0.62,
F(d2, q1) = [(1+ 0.6)× (1+ 0.6)× (1+ 0.6)× (1+ 0.6)] 14 − 1 = 0.6.
In this situation, the system will retrieve document d1, and it does not coincide with the intuition of the human being.
Because of the above drawbacks of the existing averaging operators, it is necessary to develop new averaging
operators for dealing with fuzzy information retrieval. In the next section, we will present new averaging operators,
called the weighted power-mean averaging (WPMA) operators, for dealing with fuzzy information retrieval to
overcome the drawbacks of the existing averaging operators.
3. Fuzzy information retrieval based on the weighted power-mean averaging operators
In [5], Chiclana presented the ordered weighted geometric operator. In [14], Liu and Chen presented the properties
of parametric geometric OWA operator. In this section, we present new averaging operators, called the weighted
power-mean averaging (WPMA) operators, for fuzzy information retrieval, shown as follows:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
=
[
1
m2
m∑
k=1
(2m − 2k + 1)e∗ikr
] 1
r
, (1)
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= 1−
[
1
m2
m∑
k=1
(2k − 1)(1− e∗ik)r
] 1
r
, (2)
where r ∈ {0.0001, 0.5}, ei j denotes the degree of strength of term t j in document di , e∗ik denotes the kth smallest
value of ei j ; the weight of the term in document di which is associated with the kth smallest value of ei j in the AND
query qAND is 2m − 2k + 1; the weight of the term in document di which is associated with the kth smallest value of
ei j in the OR query qOR is 2k − 1, 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ m, F(di , qAND) ∈ [0, 1] and F(di , qOR) ∈ [0, 1].
In the following, we use an example to illustrate how to use the proposed WPMA operators to calculate the degree of
satisfaction of a document with respect to a user’s query.
Example 3.1. Assume that there are two documents d1 and d2, and assume that there are two queries q1 and q2, shown
as follows:
d1 = {(statistics, 0.3), (mathematic, 0.9)} ,
d2 = {(statistics, 0.6), (mathematic, 0.5)} ,
q1 = statistics AND mathematic,
q2 = statistics OR mathematic.
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According to the above discussions, we can see that e∗ik is the kth smallest value of ei j , where ei j denotes the degree
of strength of term t j in document d j , ei j ∈ [0, 1], 1 ≤ i ≤ 2 and 1 ≤ j ≤ 2. Thus, the value e∗11 of document d1 is
0.3, the value e∗12 of document d1 is 0.9, the value e∗21 of document d2 is 0.5, and the value e∗22 of document d2 is 0.6.
Assume that the parameter r = 0.5, then because m = 2, we can use formula (1) to calculate F(d1, q1)and F(d2, q1),
respectively, shown as follows:
F(d1, q1) =
[
1
4
(
3× 0.30.5 + 1× 0.90.5
)]2
= 0.42,
F(d2, q1) =
[
1
4
(
3× 0.50.5 + 1× 0.60.5
)]2
= 0.52.
Furthermore, we can use formula (2) to calculate F(d1, q2) and F(d2, q2), respectively, shown as follows:
F(d1, q2) = 1−
[
1
4
(
1× (1− 0.3)0.5 + 3× (1− 0.9)0.5
)]2
= 0.8,
F(d2, q2) = 1−
[
1
4
(
1× (1− 0.5)0.5 + 3× (1− .0.6)0.5
)]2
= 0.58.
Because F(d1, q1) < F(d2, q1), the system will retrieve document d2, which coincides with the intuition of the human
being. Because F(d1, q2) > F(d2, q2), the system will retrieve document d1, which coincides with the intuition of
the human being.
In the following, we use two cases to discuss how the proposed WPMA operators are controlled by a parameter r .
Assume that there are four documents d1, d2, d3 and d4, and assume that there are two queries q1 and q2, shown as
follows:
d1 = {(t1, 0), (t2, 0)},
d2 = {(t1, 0), (t2, 1)},
d3 = {(t1, 1), (t2, 0)},
d4 = {(t1, 1), (t2, 1)},
q1 = t1 AND t2,
q2 = t1 OR t2.
Case 1: If the parameter r = 0.0001, then the degree of satisfaction F(d3, q1) of the document d3 with respect to
the query q1 and the degree of satisfaction F(d2, q2) of the document d2 with respect to the query q2 can be evaluated,
shown as follows:
F(d3, q1) =
[
1
4
(
3× 00.0001 + 1× 10.0001
)]10000
= 0,
F(d2, q2) = 1−
[
1
4
(
1× (1− 0)0.0001 + 3× (1− 1)0.0001
)]10000
= 1.
In the same way, we can calculate the values of F(d1, q1), F(d2, q1), F(d4, q1), F(d1, q2), F(d3, q2) and F(d4, q2),
respectively, as shown in Table 1. From Table 1, we can see that when r = 0.0001, the proposed WPMA operators
become the traditional Boolean operators. The operator graph of the proposed WPMA operators is shown in Fig. 1.
Case 2: If the parameter r = 0.5, then the degree of satisfaction F(d3, q1) of the document d3 with respect to the
query q1 and the degree of satisfaction F(d2, q2) of the document d2 with respect to the query q2 can be evaluated,
shown as follows:
F(d3, q1) =
[
1
4
(
3× 00.5 + 1× 10.5
)]2
= 0.0625,
F(d2, q2) = 1−
[
1
4
(
1× (1− 0)0.5 + 3× (1− 1)0.5
)]2
= 0.9375.
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Fig. 1. The operator graphs of the proposed WPMA operators (when r = 0.0001).
Fig. 2. The operator graph of the proposed WPMA operators (r = 0.5).
Table 1
Query results of the proposed WPMA operators (when r = 0.0001)
Documents Terms Queries
t1 t2 q1 = t1 AND t2 q2 = t1 OR t2
d1 0 0 0 0
d2 0 1 0 1
d3 1 0 0 1
d4 1 1 1 1
Table 2
Query results of the proposed WPMA operators (when r = 0.5)
Documents Terms Queries
t1 t2 q1 = t1 AND t2 q2 = t1 OR t2
d1 0 0 0 0
d2 0 1 0.0625 0.9375
d3 1 0 0.0625 0.9375
d4 1 1 1 1
In the same way, we can calculate the values of F(d1, q1), F(d2, q1), F(d4, q1), F(d1, q2), F(d3, q2) and F(d4, q2),
respectively, as shown in Table 2. From Table 2, we can see that when r = 0.5, the proposed WPMA operators are
compatible with the extended Boolean operators [19]. The operator graph of the proposed WPMA operators is shown
in Fig. 2.
In [11], Lee pointed out that an operator which has the “positively compensatory” property could provide higher
retrieval effectiveness. The “positively compensatory” operators are functions of the form p : [0, 1]× [0, 1] → [0, 1].
They must satisfy the following two properties:
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(1) p(x, x) = x ; i.e., p is an idempotent function.
(2) Min(x, y) < p(x, y) < Max(x, y), where x 6= y.
In the following, we assume that 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, and prove that the proposed WPMA operators satisfy the
following two properties.
Property 3.1. F(d, t1 AND t2) and F(d, t1 OR t2) are idempotent, where document d = {(t1, x), (t2, x)} , t1 and t2
are terms, and 0 ≤ x ≤ 1.
Proof. Based on formula (1), we can see that
F(d, t1 AND t2) =
[
1
4
(3× xr + 1× xr )
] 1
r
= [xr ] 1r
= x .
Based on formula (2), we can see that
F(d, t1 OR t2) = 1−
[
1
4
(1× (1− x)r + 3× (1− x)r )
] 1
r
= 1− [(1− x)r ] 1r
= 1− (1− x)
= x .
Thus, the proposed WPMA operators are idempotent. 
Property 3.2. Assume that there is a document d = {(t1, x), (t2, y)}, where t1 and t2 are terms, and 0 ≤ x ≤ 1 and
0 ≤ y ≤ 1. Then,
Min(x, y) < F(d, t1 AND t2) < F(d, t1 OR t2) < Max(x, y), where x 6= y.
Proof. (i) If x > y, then we can see that Min(x, y) = y and Max(x, y) = x . Furthermore, based on formula (1), we
can see that
F(d, t1 AND t2) =
[
1
4
(3× yr + 1× xr )
] 1
r
⇒
[
1
4
(3× yr + 1× yr )
] 1
r
<
[
1
4
(3× yr + 1× xr )
] 1
r
<
[
1
4
(3× xr + 1× xr )
] 1
r
⇒ F(d, t2 AND t2) < F(d, t1 AND t2) < F(d, t1 AND t1) (by formula (1))
⇒ y < F(d, t1 AND t2) < x (by Property 3.1)
⇒ Min(x, y) < F(d, t1 AND t2) < Max(x, y).
Based on formula on (2), we can see that
F(d, t1 OR t2) = 1−
[
1
4
(1× (1− y)r + 3× (1− x)r )
] 1
r
⇒ 1−
[
1
4
(1× (1− y)r + 3× (1− y)r )
] 1
r
< 1−
[
1
4
(1× (1− y)r + 3× (1− x)r )
] 1
r
< 1−
[
1
4
(1× (1− x)r + 3× (1− x)r )
] 1
r
⇒ F(d, t2 OR t2) < F(d, t1 OR t2) < F(d, t1 OR t1) (by formula (2))
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⇒ y < F(d, t1 OR t2) < x (by Property 3.1)
⇒ Min(x, y) < F(d, t1 OR t2) < Max(x, y).
Then, we prove “F(d, t1 AND t2) < F(d, t1 OR t2)” based on formulas (1) and (2), shown as follows:
F(d, t1 AND t2) =
(
yr + yr + yr + xr
4
) 1
r
<
(
y + y + y + x
4
)
<
(
y + x + x + x
4
)
= 1−
(
(1− y)+ (1− x)+ (1− x)+ (1− x)
4
)
< 1−
(
(1− y)r + (1− x)r + (1− x)r + (1− x)r
4
) 1
r = F(d, t1 OR t2).
From the above discussions, we can see that Min(x, y) < F(d, t1 AND t2) < F(d, t1 OR t2) < Max(x, y).
(ii) In the same way, if x < y, we can get
F(d, t1 AND t1) < F(d, t1 AND t2) < F(d, t2 AND t2), (by formula (1))
x < F(d, t1 AND t2) < y, (by Property 3.1)
F(d, t1 OR t1) < F(d, t1 OR t2) < F(d, t2 OR t2), (by formula (2))
x < F(d, t1 OR t2) < y, (by Property 3.1)
and F(d, t1 AND t2) < F(d, t1 OR t2) (by formulas (1) and (2)).
Thus, Min(x, y) < F(d, t1 AND t2) < F(d, t1 OR t2) < Max(x, y), where x 6= y. 
According to the above properties, we can see that the proposed WPMA operators have the “positively
compensatory” property. Moreover, they have neither the “single-operand dependent” property nor the “negatively
compensatory” property. Therefore, they can overcome the drawback of the T -operators. In the following, we use
some examples to compare the proposed WPMA operators with the existing averaging operators.
Example 3.2. From Example 2.1 we can see that there is a document d1, and there are two queries q1 and q2, shown
as follows:
d1 = {((statistics, 0.5), (mathematic, 0.9))} ,
q1 = statistics AND mathematic,
q2 = statistics OR mathematic.
Assume that we use formula (1) to handle the AND operation and use formula (2) to handle the OR operation of the
user’s query, respectively.
Case 1: If the parameter r = 0.5, then the degrees of satisfaction F(d1, q1) and F(d1, q2) of the document d1 with
respect to the query q1 and q2 can be evaluated, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic)
=
[
1
4
(
3× 0.50.5 + 1× 0.90.5
)]2
= 0.59,
F(d1, q2) = F(d1, statistics OR mathematic)
= 1−
[
1
4
(
1× (1− 0.5)0.5 + 3× (1− 0.9)0.5
)]2
= 0.83.
Because F(d1, q1) < F(d1, q2), we can see that the system can distinguish the AND operation and the OR operation
of the user’s queries q1 and q2, respectively.
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Case 2: If the parameter r = 0.0001, then the degrees of satisfaction F(d1, q1) and F(d1, q2) of the document d1
with respect to the query q1 and q2 can be evaluated, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic)
=
[
1
4
(
3× 0.50.0001 + 1× 0.90.0001
)]10000
= 0.58,
F(d1, q2) = F(d1, statistics OR mathematic)
= 1−
[
1
4
(
1× (1− 0.5)0.0001 + 3× (1− 0.9)0.0001
)]10000
= 0.85.
Because F(d1, q1) < F(d1, q2), we can see that the system can distinguish the AND operation and the OR operation
of the user’s queries q1 and q2, respectively.
In summary, we can see that either if r = 0.5 or r = 0.0001, then F(d1, q1) < F(d1, q2), i.e., the system can
distinguish the AND operation and the OR operation of the user’s queries.
Example 3.3. From Example 2.2, we can see that there are two documents d1 and d2, and there is a query q1, shown
as follows:
d1 = {(statistics, 0.2), (mathematic, 0.7), (geometry, 0.8)} ,
d2 = {(statistics, 0.2), (mathematic, 0.3), (geometry, 0.8)} ,
q1 = statistics AND mathematic AND geometry.
Assume that formula (1) is used for dealing with the AND operation, then
Case 1: If the parameter r = 0.5, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1 and
d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic AND geometry)
=
[
1
9
(
5× 0.20.5 + 3× 0.70.5 + 1× 0.80.5
)]2
= 0.39,
F(d2, q1) = F(d2, statistics AND mathematic AND geometry)
=
[
1
9
(
5× 0.20.5 + 3× 0.30.5 + 1× 0.80.5
)]2
= 0.28.
Because F(d1, q1) > F(d2, q1), the system will retrieve document d1.
Case 2: If the parameter r = 0.0001, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1
and d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, statistics AND mathematic AND geometry)
=
[
1
9
(
5× 0.20.0001 + 3× 0.70.0001 + 1× 0.80.0001
)]10000
= 0.35,
F(d2, q1) = F(d2, statistics AND mathematic AND geometry)
=
[
1
9
(
5× 0.20.0001 + 3× 0.30.0001 + 1× 0.80.0001
)]10000
= 0.27.
Because F(d1, q1) > F(d2, q1), the system will retrieve document d1.
From the above results, we can see that either if r = 0.5 or r = 0.0001, then the system will retrieve document d1.
It coincides with the intuition of the human being.
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Example 3.4. From Example 2.3, we can see that there are two documents d1 and d2, and there is a query q1, shown
as follows:
d1 = {(t1, 0.56), (t2, 0.56)},
d2 = {(t1, 0.1), (t2, 0.9)},
q1 = t1 OR t2.
Assume that formula (2) is used for dealing with the OR operation, then
Case 1: If the parameter r = 0.5, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1 and
d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, t1 OR t2)
= 1−
[
1
4
(
1× (1− 0.56)0.5 + 3× (1− 0.56)0.5
)]2
= 0.56,
F(d2, q1) = F(d2, t1 OR t2)
= 1−
[
1
4
(
1× (1− 0.1)0.5 + 3× (1− 0.9)0.5
)]2
= 0.78.
Because F(d1, q1) < F(d2, q1), the system will retrieve document d2.
Case 2: If the parameter r = 0.0001, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1
and d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, t1 OR t2)
= 1−
[
1
4
(
1× (1− 0.56)0.0001 + 3× (1− 0.56)0.0001
)]2
= 0.56,
F(d2, q1) = F(d2, t1 OR t2)
= 1−
[
1
4
(
1× (1− 0.1)0.0001 + 3× (1− 0.9)0.0001
)]10000
= 0.83.
Because F(d1, q1) < F(d2, q1), the system will retrieve document d2.
From the above results, we can see that either if r = 0.5 or r = 0.0001, then the system will retrieve document d2.
It coincides with the intuition of the human being.
Example 3.5. From Example 2.4, we can see that there are two documents d1 and d2, and there is a query q1, shown
as follows:
d1 = {(t1, 0), (t2, 0.9), (t3, 0.9), (t4, 0.9)},
d2 = {(t1, 0.6), (t2, 0.6), (t3, 0.6), (t4, 0.6)},
q1 = t1 AND t2 AND t3 AND t4.
Assume that formula (1) is used for dealing with the AND operation, then
Case 1: If the parameter r = 0.5, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1 and
d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, t1 AND t2 AND t3 AND t4)
=
[
1
16
(
7× 00.5 + 5× 0.90.5 + 3× 0.90.5 + 1× 0.90.5
)]2
= 0.29,
1810 W.-S. Hong et al. / Computers and Mathematics with Applications 53 (2007) 1800–1819
F(d2, q1) = F(d2, t1 AND t2 AND t3 AND t4)
=
[
1
16
(
7× 0.60.5 + 5× 0.60.5 + 3× 0.60.5 + 1× 0.60.5
)]2
= 0.6.
Because F(d1, q1) < F(d2, q1), the system will retrieve document d2.
Case 2: If the parameter r = 0.0001, then the degrees of satisfaction F(d1, q1) and F(d2, q1) of the documents d1
and d2 with respect to the query q1 can be evaluated, shown as follows:
F(d1, q1) = F(d1, t1 AND t2 AND t3 AND t4)
=
[
1
16
(
7× 00.0001 + 5× 0.90.0001 + 3× 0.90.0001 + 1× 0.90.0001
)]10000
= 0,
F(d2, q1) = F(d2, t1 AND t2 AND t3 AND t4)
=
[
1
16
(
7× 0.60.0001 + 5× 0.60.0001 + 3× 0.60.0001 + 1× 0.60.0001
)]10000
= 0.6.
Because F(d1, q1) < F(d2, q1), the system will retrieve document d2.
From the above results, we can see that either if r = 0.5 or r = 0.0001, then the system will retrieve document d2.
It coincides with the intuition of the human being.
4. Weighted fuzzy queries based on extended weighted power-mean averaging operators
In Section 3, we have considered non-weighted fuzzy queries for fuzzy information retrieval. In [11], Lee pointed
out that the retrieval effectiveness could be improved by assigning a weight to each index term in a user’s query. Let
us consider an example of a weighted Boolean query q, shown as follows:
q1 = (t1, w(q1)1) AND (t2, w(q1)2),
q2 = (t1, w(q2)1) OR (t2, w(q2)2),
where w(qh) j denotes the relative weight of the term t j in query qh, 1 ≤ h ≤ 2, 1 ≤ j ≤ 2, and w(qh) j ∈ [0, 1].
In the following, we extend the proposed WPMA operators shown in formulas (1) and (2) into the extended WPMA
operators, as shown in formulas (3) and (4), respectively:
F(di , q1) = F(di , (t1, w(q1)1) AND (t2, w(q1)2) AND · · · AND (tm, w(q1)m))
=
[
1
m2
m∑
k=1
We∗ik × e∗ik
r
] 1
r
, (3)
F(di , q2) = F(di , (t1, w(q2)1) OR (t2, w(q2)2) OR · · · OR (tm, w(q2)m))
= 1−
[
1
m2
m∑
k=1
W ′e∗ik ×
(
1− e∗ik
)r] 1r
, (4)
where q1 is a weighted AND query, q2 is a weighted OR query, w(qh) j denotes the relative weight of term t j in query
qh , ei j denotes the degree of strength of term t j in document di , e∗ik denotes the kth smallest value of ei j , 1 ≤ i ≤ n,
1 ≤ j ≤ m, 1 ≤ k ≤ m and 1 ≤ h ≤ l, n denotes the number of documents, m denotes the number of terms in a query
and l denotes the number of queries. The final query weight of the term in document di which is associated with the kth
smallest value of ei j in the weighted AND query q1 isWe∗ik , the final query weight of the term in document di which is
associated with the kth smallest value of ei j in the weighted OR query q2 isW ′e∗ik , r ∈ {0.0001, 0.5}, F(di , q1) ∈ [0, 1]
and F(di , q2) ∈ [0, 1]. In the following, we present a method to calculate the final query weight We∗ik of each term
in document di which is associated with the kth smallest value of ei j in a weighted AND query and the final query
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weight W ′e∗ik of each term in document di which is associated with the kth smallest value of ei j in a weighted OR
query, where 1 ≤ k ≤ m and m is the number of terms in a query, shown as follows:
Step 1: Transform the relative weight w(qh) j of term t j in query qh into the absolute query weight u(qh) j ,
respectively, where 1 ≤ h ≤ l, 1 ≤ j ≤ m, and
u(qh) j =
w(qh) j
m∑
j=1
w(qh) j
. (5)
Step 2: Let the value e∗ik be the kth smallest value of ei j , where 1 ≤ k ≤ m and m denotes the number of terms in a
query qh, 1 ≤ h ≤ l, ei j denotes the degree of strength of term t j in document di . For k = 1 to m, if e∗ik = ei j , then
let u∗(qh)k = u(qh) j , where 1 ≤ j ≤ m and m is the number of terms in a query qh .
Step 3: If query qh is a weighted AND query, then calculate the final query weight We∗ik of the term in document di
which is associated with the kth smallest value of ei j in the query qh , where 1 ≤ k ≤ m, shown as follows:
We∗ik =

[(
m∑
l=k
u∗(qh)l
)
× m
]2
−
[(
m∑
l=k+1
u∗(qh)l
)
× m
]2
, if 1 ≤ k ≤ m − 1(
u∗(qh)k × m
)2
, if k = m.
(6)
If query qh is a weighted OR query, then calculate the final query weight W ′e∗ik of the term in document di which is
associated with the kth smallest value of ei j in the query qh , where 1 ≤ k ≤ m, shown as follows:
W ′e∗ik =

[(
k∑
l=1
u∗(qh)l
)
× m
]2
−
[(
k−1∑
l=1
u∗(qh)l
)
× m
]2
, if 2 ≤ k ≤ m(
u∗(qh)k × m
)2
, if k = 1.
(7)
In the following, we use an example to illustrate how to use the proposed extended WPMA operators (i.e., formulas
(3) and (4)) to handle weighted fuzzy queries for fuzzy information retrieval.
Example 4.1. Assume that there is a document d1 and assume that there are two queries q1 and q2, shown as follows:
d1 = {(t1, 0.2), (t2, 0.6)},
q1 = (t1, 0.7) AND (t2, 1),
q2 = (t1, 0.6) OR (t2, 0.9).
Assume that we use formula (3) to handle the AND operation of the weighted AND query q1 and assume that the
parameter r = 0.5, then we must calculate the final query weight We∗1k of the term in the document d1 which is
associated with the kth smallest value of e1 j in the weighted AND query q1, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2.
Then, the degree of satisfaction F(d1, q1) of the query q1 with respect to the document d1 can be evaluated, shown as
follows:
Step 1. Becausew(q1)1 = 0.7 andw(q1)2 = 1, based on formulas (5), we can calculate u(q1)1 and u(q1)2, respectively,
shown as follows:
u(q1)1 =
0.7
0.7+ 1 =
7
17
,
u(q1)2 =
1
0.7+ 1 =
10
17
.
Step 2. Because e11 = 0.2 and e12 = 0.6, we can see that e∗11 = 0.2 and e∗12 = 0.6. Furthermore, because e∗11 = e11,
we let u∗(q1)1 = u(q1)1 = 717 ; because e∗12 = e12, we let u∗(q1)2 = u(q1)2 = 1017 .
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Step 3. For the query q1, based on formula (6), we can calculate the final query weight We∗1k of the term in the
document d1 which is associated with the kth smallest value of e1 j in the query q1, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2,
shown as follows:
We∗11 =
[(
7
17
+ 10
17
)
× 2
]2
−
[
10
17
× 2
]2
= 756
289
,
We∗12 =
[
10
17
× 2
]2
= 400
289
.
Then, based on formula (3), we can get
F(d1, q1) =
[
1
4
(
756
289
× 0.20.5 + 400
289
× 0.60.5
)]2
= 0.3142.
That is, the degree of satisfaction F(d1, q1) of the document d1 with respect to the query q1 is 0.3142. In the same
way, if we use formula (4) to handle the OR operation of the query q2 and assume that the parameter r = 0.5, then we
must calculate the final query weight W ′e∗1k of term in the document d1 which is associated with the kth smallest value
of e1 j in the query q2, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2. Then, the degree of satisfaction F(d1, q2) in the query q2
with respect to the document d1 can be evaluated, shown as follows:
Step 1. Because w(q2)1 = 0.6 and w(q2)2 = 0.9, based on formulas (5), we can calculate u(q2)1 and u(q2)2,
respectively, shown as follows:
u(q2)1 =
0.6
0.6+ 0.9 =
6
16
,
u(q2)2 =
0.6
0.6+ 0.9 =
9
15
.
Step 2. Because e11 = 0.2 and e12 = 0.6, we can see that e∗11 = 0.2 and e∗12 = 0.6. Furthermore, because e∗11 = e11,
we let u∗(q2)1 = u(q2)1 = 615 ; because e∗12 = e12, we let u∗(q2)2 = u(q2)2 = 915 .
Step 3. For the query q2, based on formula (7), we can calculate the final query weight W ′e∗1k of the term in the
document d1 which is associated with the kth smallest value of e1 j in the query q2, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2,
shown as follows:
W ′e∗11 =
[
6
15
× 2
]2
= 16
25
,
W ′e∗12 =
[(
6
15
+ 9
15
)
× 2
]2
−
[
6
15
× 2
]2
= 84
25
.
Then, based on formula (4), we can get
F(d1, q2) = 1−
[
1
4
(
16
25
× (1− 0.2)0.5 + 84
25
× (1− 0.6)0.5
)]2
= 0.5452.
That is, the degree of satisfaction F(d1, q2) of the document d1 with respect to the query q2 is 0.5452.
Example 4.2. Assume that there is a document d1 and assume that there are two queries q1 and q2, shown as follows:
d1 = {(t1, 0.6), (t2, 0.2)},
q1 = (t1, 0.7) AND (t2, 1),
q2 = (t1, 0.6) OR (t2, 0.9).
Assume that we use formula (3) to handle the AND operation of the weighted AND query q1 and assume that the
parameter r = 0.5, then we must calculate the final query weight We∗1k of the term in document d1 which is associated
with the kth smallest value of e1 j in the AND query q1, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2. Then, the degree of
satisfaction F(d1, q1) of the query q1 with respect to the document d1 can be evaluated, shown as follows:
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Step 1. Becausew(q1)1 = 0.7 andw(q1)2 = 1, based on formulas (5), we can calculate u(q1)1 and u(q1)2, respectively,
shown as follows:
u(q1)1 =
0.7
0.7+ 1 =
7
17
,
u(q1)2 =
1
0.7+ 1 =
10
17
.
Step 2. Because e11 = 0.6 and e12 = 0.2, we can see that e∗11 = 0.2 and e∗12 = 0.6. Furthermore, because e∗11 = e12,
we let u∗(q1)1 = u(q1)2 = 1017 ; because e∗12 = e11, we let u∗(q1)2 = u(q1)1 = 717 .
Step 3. For the query q1, based on formula (6), we can calculate the final query weight We∗1k of the term in the
document d1 which is associated with the kth smallest value of e1 j in the query q1, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2,
shown as follows:
We∗11 =
[(
10
17
+ 7
17
)
× 2
]2
−
[
7
17
× 2
]2
= 960
289
,
We∗12 =
[
10
17
× 2
]2
= 196
289
.
Then, based on formula (3), we can get
F(d1, q1) =
[
1
4
(
960
289
× 0.20.5 + 196
289
× 0.60.5
)]2
= 0.2527.
That is, the degree of satisfaction F(d1, q1) of the document d1 with respect to the query q1 is 0.2527. In the same
way, if we use formula (4) to handle the OR operation of the query q2 and assume that the parameter r = 0.5, then we
must calculate the final query weight W ′e∗1k of the term in document d1 which is associated with the kth smallest value
of e1 j in the query q2, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2. Then, the degree of satisfaction F(d1, q2) of the query q2
with respect to the document d1 can be evaluated, shown as follows:
Step 1. Because w(q2)1 = 0.6 and w(q2)2 = 0.9, based on formula (5), we can calculate u(q2)1 and u(q2)2,
respectively, shown as follows:
u(q2)1 =
0.6
0.6+ 0.9 =
6
16
,
u(q2)2 =
0.6
0.6+ 0.9 =
9
15
.
Step 2. Because e11 = 0.6 and e12 = 0.2, we can see that e∗11 = 0.2 and e∗12 = 0.6. Furthermore, because e∗11 = e12,
we let u∗(q2)1 = u(q2)2 = 915 ; because e∗12 = e11, we let u∗(q2)2 = u(q2)1 = 615 .
Step 3. For the query q2, based on formula (7), we can calculate the final query weight W ′e∗1k of the term in the
document d1 which is associated with the kth smallest value of e1 j in the query q2, where 1 ≤ j ≤ 2 and 1 ≤ k ≤ 2,
shown as follows:
W ′e∗11 =
[
9
15
× 2
]2
= 324
225
,
W ′e∗12 =
[(
9
15
+ 6
15
)
× 2
]2
−
[
9
15
× 2
]2
= 576
225
.
Then, based on formula (4), we can get
F(d1, q2) = 1−
[
1
4
(
324
225
× (1− 0.2)0.5 + 576
225
× (1− 0.6)0.5
)]2
= 0.4718.
That is, the degree of satisfaction F(d1, q2) of document d1 with respect to the query q2 is 0.4718.
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5. Conclusions
In this paper, we have presented the weighted power-mean averaging (WPMA) operators for fuzzy information
retrieval. We also use some examples to compare the proposed WPMA operators with the existing averaging operators
(i.e., P-Norm operators [19], Infinite–One operators [20], Waller–Kraft operators [21], and GMA operators [2]).
Furthermore, we also have extended the proposed WPMA operators into the extended WPMA operators to handle
weighted fuzzy queries for fuzzy information retrieval. The proposed WPMA operators are more flexible and more
intelligent than the averaging operators presented in [2,19–21] to handle users’ fuzzy queries for fuzzy information
retrieval due to the fact that the proposed WPMA operators have the following advantages:
(1) The proposed WPMA operators can handle weighted fuzzy queries for fuzzy information retrieval.
(2) The proposed WPMA operators can overcome the drawbacks of the existing averaging operators for fuzzy
information retrieval.
(3) The retrieval results of the proposed WPMA operators are much closer to the intuition of the human being than
the existing averaging operators.
(4) We can easily determine appropriate values for the parameters of the proposed WPMA averaging operators. If we
use the proposed WPMA operators to handle traditional Boolean query processing, then we can set the parameter
r = 0.0001; if we use the proposed WPMA operators to handle extended Boolean query processing, then we can
set the parameter r = 0.5.
In the future, we will extend the proposed WPMA operators for handling fuzzy number information retrieval
problems due to the fact that fuzzy numbers are useful to represent the user’s linguistic queries for fuzzy information
retrieval [3,6,17]. Furthermore, in the future, we also will develop an information retrieval system to demonstrate the
overall evaluation results of the proposed method.
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Appendix A. Weighted power means
In [22], the definition of the weighted power means is defined as follows.
Definition A.1. Assume that a and w are two positive n-tuples and r ∈ R, then the r th power mean M [r ]n
(
a, w
)
of a
with weight w is define as follows:
M [r ]n
(
a, w
) = ( 1
Wn
n∑
i=1
ari wi
) 1
r
, (A1)
where Wn = w1 + w2 + · · · + wn .
Since M [1]n = An and M [−1]n = Hn , in [22], Bullen et al. defined M [0]n = Gn and proved that the definition of the
weighted power mean is reasonable. Thus, the weighted power means form a natural extension of elementary means.
Furthermore, when r →∞,M [r ]n (a, w) = max a; when r →−∞,M [r ]n (a, w) = min a.
Appendix B. Information retrieval based on the conventional fuzzy set model
In [10], Kim et al. pointed out that an information retrieval system based on the conventional fuzzy set model is
defined by a quadruple 〈T, Q, D, F〉, where
(1) T is a set of index terms, T = {t1, t2, . . . , tm}, where these index terms are used for representing queries and
documents.
(2) Q is a set of queries, where query q ∈ Q is a Boolean expression composed of index terms t j , 1 ≤ j ≤ m, and
the logical operators “AND”, “OR” and “NOT”.
(3) D is a set of documents, D = {d1, d2, . . . , dn}, where each document di ∈ D is represented by
((t1, ei1), (t2, ei2), . . . , (tm, eim)), ei j denotes the degree of strength of term t j in document di , ei j ∈ [0, 1], 1 ≤
i ≤ n, and 1 ≤ j ≤ m.
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Fig. A.1. Creating the operator graph [13].
(4) F is an evaluation function,
F : D × Q → [0, 1], (A2)
which assigns a real value in the closed interval [0, 1] to each pair (d, q). It is a similarity measure between
document d and query q .
From [23], we can see that the weight ei j of term t j in document di is determined either subjectively by domain
experts or objectively by some algorithmic procedures, where 1 ≤ i ≤ n and 1 ≤ j ≤ m. One way for determining
the degree of strength ei j of term t j in document di objectively is to consider the frequency of occurrence of index
term t j in document di .
Appendix C. Some averaging operators for the AND and OR operations
In the following, we briefly review four existing averaging operators from [2,19–21], shown as follows:
(1) Infinite–One operators [20]: The AND operation of the Infinite–One operators is a linear combination of the
logical product and the arithmetic mean, shown as follows:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
= γ ×Min(ei1, ei2, . . . , eim)+ (1− γ )×
m∑
j=1
ei j
m
, (A3)
where 0 ≤ γ ≤ 1 and 1 ≤ i ≤ n. In the same way, the OR operation of the Infinite–One operators is a linear
combination of the logical sum and the arithmetic mean, shown as follows:
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= γ ×Max(ei1, ei2, . . . , eim)+ (1− γ )×
m∑
j=1
ei j
m
, (A4)
where 0 ≤ γ ≤ 1, 1 ≤ i ≤ n, 1 ≤ j ≤ m, F(di , qAND) ∈ [0, 1] and F(di , qOR) ∈ [0, 1].
(2) Waller–Kraft operators [21]: In the Waller–Kraft Operators, both the AND and OR operations are linear
combinations of the logical sum and the arithmetic mean, shown as follows:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
= z ×Min(ei1, ei2, . . . , eim)+ (1− z)×Max(ei1, ei2, . . . , eim), (A5)
where 0.5 ≤ z ≤ 1 and 1 ≤ i ≤ n;
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= z ×Min(ei1, ei2, . . . , eim)+ (1− z)×Max(ei1, ei2, . . . , eim), (A6)
where 0 ≤ z ≤ 0.5, 1 ≤ i ≤ n and 1 ≤ j ≤ m, F(di , qAND) ∈ [0, 1] and F(di , qOR) ∈ [0, 1].
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Fig. A.2. The operator graphs of the T -operators and the operator graphs of the averaging operators [2,10,13].
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(3) P-Norm operators [19]: The P-Norm operators are based on the concept of the Euclidean distance, shown as
follows:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
= 1−

m∑
j=1
(1− ei j )p
m

1
p
, (A7)
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
=

m∑
j=1
epi j
m

1
p
, (A8)
where 1 ≤ p ≤ ∞, 1 ≤ i ≤ n, 1 ≤ j ≤ m, F(di , qAND) ∈ [0, 1] and F(di , qOR) ∈ [0, 1].
(4) GMA operators [2]: The GMA operators are based on the concept of the geometric mean, shown as follows:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
=
[
m∏
j=1
(α + ei j )
] 1
m
− α, (A9)
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= (α + 1)−
[
m∏
j=1
(α + 1− ei j )
] 1
m
, (A10)
where α ∈ {0, 1} , 1 ≤ i ≤ n, 1 ≤ j ≤ m, F(di , qAND) ∈ [0, 1] and F(di , qOR) ∈ [0, 1]. The values of
F(di , qAND) and F(di , qOR) of the GMA operators are controlled by a parameter α, where α is either 0 or 1.
When α = 0, the GMA operators become formulas (A11) and (A12), and they are compatible with the traditional
Boolean operators:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
=
[
m∏
j=1
ei j
] 1
m
, (A11)
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= 1−
[
m∏
j=1
(1− ei j )
] 1
m
. (A12)
When α = 1, the GMA operators become formulas (A13) and (A14), and they are compatible with the extended
Boolean operators:
F(di , qAND) = F(di , t1 AND t2 AND · · · AND tm)
=
[
m∏
j=1
(1+ ei j )
] 1
m
− 1, (A13)
F(di , qOR) = F(di , t1 OR t2 OR · · · OR tm)
= 2−
[
m∏
j=1
(2− ei j )
] 1
m
. (A14)
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Appendix D. Operator graphs of the T -operators and the averaging operators
In [13], the operator graphs are used to analyze the properties of various operators. An operator graph can be used
to represent the characteristics of an operator. An operator graph is constructed for the given two-operand graphs,
where lines and dotted lines represent the operator and operand graphs, respectively. Fig. A.1 [13] shows how an
operator graph is constructed for the given operand graphs A and B, where the vertical axis denotes the degree of
membership and the horizontal axis denotes a set of objects. For example, the value γ is calculated by applying an
operator to the values of the two operands α and β, as shown in Fig. A.1 [13].
In [10,13], Lee et al. analyzed the operator graphs of the T -operators and the operator graphs of the three averaging
operators (i.e., Waller–Kraft operators [21], P-Norm operators [19] and Infinite–One operators [20]), respectively.
In [2], Chen and Chen also analyzed the operator graph of the GMA operators. In summary, the operator graphs of
these operators are shown in Fig. A.2.
Appendix E. Some behavioral properties of fuzzy operators
In [10], Lee et al. presented three behavioral properties of fuzzy operators, where we can analyze operator graphs
by using these three properties.
Definition A.2. An operator θ is called “single-operand dependent” if θ (x, y) is either x or y, where x ∈ [0, 1] and
y ∈ [0, 1]. It is called “partially single-operand dependent” when one of the following conditions is satisfied: (1)
θ(0, x) = θ(x, 0) = 0 or x , (2) θ(1, x) = θ(x, 1) = 1 or x .
Definition A.3. An operator θ is called “negatively compensatory” if θ(x, y) is less than Min(x, y) or is greater than
Max(x, y) for all x, y ∈ [0, 1].
Definition A.4. An operator θ is called “positively compensatory” if θ(x, y) is greater than Min(x, y) and is less than
Max(x, y) for all x, y ∈ [0, 1].
Based on the above definitions, we can see that in Fig. A.2(a), the logical sum and the logical product operators
have the “single-operand dependent” property; in Fig. A.2(b) the algebraic sum and the algebraic product operators
have the “partially single-operand dependent” property and the “negatively compensatory” property. In [13], Lee
et al. pointed out that the conventional fuzzy set model using T -operators (i.e., logical sum, logical product, algebraic
sum and algebraic product) to support ranking documents is not appropriate because they have properties which are
detrimental for making correct decisions in information retrieval (i.e., single-operand dependent, partially single-
operand dependent and negatively compensatory).
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