Abstract-Recently, sub-Nyquist sampling (SNS) based wideband spectrum sensing has emerged as a promising approach for cognitive radios. However, most of existing SNS-based approaches cannot effectively deal with the wireless channel fading due to the lack of space diversity exploitation, which would lead to poor sensing performance. To address the problem, we propose a multiantenna system, referred to as the multiantenna generalized modulated converter (MAGMC), to realize the SNS, where spatially correlated multiple-input multiple-output (MIMO) channel is considered. Based on the multiantenna system, two compressive subspace learning (CSL) approaches (mCSL and vCSL) are proposed for signal subspace learning, where wideband sectrum sensing is realized based on the signal subspace. Both proposed CSL approaches exploit space diversity, where the mCSL utilizes an antenna averaging temporal decomposition, and the vCSL (which is formulated based on a vectorization of sample matrix in the mCSL) uses a spatial-temporal joint decomposition. We further establish analytical relationships between eigenvalues of statistical covariance matrices in statistical sense in both multiantenna and single antenna scenarios. Space diversity and superiority over the single antenna scenario for both proposed CSL approaches are analyzed based on the derived analytical relationships. Moreover, the mCSL and vCSL based wideband spectrum sensing algorithms are proposed based on the system model of MAGMC and their computational complexities are given. The proposed CSL based wideband spectrum sensing algorithms can effectively deal with the wireless channel fading and simulations show the improvement on performance of wideband spectrum sensing over related works.
I. INTRODUCTION
T HE tremendous growth of wireless devices and services in recent years constantly raises requirements for new allocation of spectrum resources. However, the available unlicensed spectrum resources are getting scarcer. Moreover, the present static spectrum allocation policy, only allowing primary users (PUs) to access licensed bands, leads to the underutilization of spectrum [1] - [3] . These contradictory realities promote the emergence of cognitive radio (CR) [4] , [5] which allows secondary users (SUs) to opportunistically access the licensed spectrum when PUs are absent. The CR is considered as a promising technique to mitigate the spectrum shortage problem. Four procedures, including spectrum sensing, spectrum analysis, spectrum decision and spectrum mobility, constitute one cognitive cycle [6] , where spectrum sensing used to detect PU activities reliably [7] is an essential and critical function of CRs. In order to target more spectrum access chances, a broad frequency range needs to be sensed, which is generally known as the wideband spectrum sensing [6] , [8] , [9] .
One challenge for wideband spectrum sensing is the high sampling rate in accordance with the well-known Shannon sampling theorem which states that the sampling rate must be equal to or greater than twice of the highest frequency for band-limited signals [10] . Another challenge is the high power consumption for high rate signal sampling and high speed data stream processing, which is generally infeasible for energy-constrained CRs [11] . To address the challenges, several approaches [12] - [17] have been proposed and categorized into Nyquist sampling (NS) and sub-Nyquist sampling (SNS) groups according to the sampling rate. In the NS group, sequential scanning [12] and filter bank [13] have been developed to alleviate the sampling burden. The sequential scanning employs a tunable narrowband band-pass filter (BPF) to sense the local spectrum in sequence. On the contrary, the filter bank adopts a number of narrowband BPFs, centered on adjacent frequency bands, to enable parallel spectrum sensing. However, approaches in this group suffer from either long sensing latency or enormous hardware complexity. In the SNS group, benefiting from the compressed sensing theory [18] , several systems [14] - [17] have been proposed to realize the SNS. These systems use a relatively small number of hardware to simultaneously realize sampling for the whole sensing band. Based on these systems, wideband spectrum sensing approaches have received significant interests recently [19] - [22] . Even though the SNS based sensing approaches can overcome disadvantages of approaches in the NS group, their performances 0018-9545 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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may still be greatly affectted due to wireless fading and noise folding [23] , [24] . To enhance robustness against the wireless fading, space diversity is introduced. Cooperative wideband spectrum sensing [20] , [25] , [26] employing multiple CRs is an efficient strategy, where a global decision is obtained through combing local measurements or decisions. However, the main shortcoming of cooperative wideband spectrum sensing lies in the large communication overhead. Another promising approach employs the multiantenna technique to obtain different spatial realizations. Several works [27] - [31] have applied the multiantenna technique to narrowband spectrum sensing and the improvement on sensing performance has been verified by both theories and practices. The combination of multiantenna technique and wideband spectrum sensing based on SNS has been considered in [32] , [33] . Two recovery algorithms, which combine received signals from each antenna after and before SNS, respectively, are proposed in [32] . However, the performances of both algorithms work still poor when SNR is very low (e.g., −10 dB). Reference [33] extends the modulated wideband converter to the uniform linear array based modulated wideband converter by using the multiantenna technique. However, only the line of sight wireless channels are considered. Taking the widely used Multiple-Input Multiple-Output (MIMO) fading channel into consideration, we extend the SNS systems to the multiantenna scenario and propose a system, referred to as the multiantenna generalized modulated converter (MAGMC), to realize the SNS.
Subspace learning has been widely investigated and used in the field of multiantenna CR [30] , [31] , [34] - [37] . Several works [30] , [31] , [35] - [37] have combined subspace learning with the multiantenna technique for narrowband spectrum sensing. A typical procedure of these approaches is to first compute the eigenvalues of a statistical covariance matrix (SCM) obtained from NS samples and then use them to detect signals. However, these works do not consider the spatial correlations of the MIMO channel and are not suitable for the wideband spectrum sensing, either. Recently, subspace learning from compressive measurements (or SNS samples), also referred to as the compressive subspace learning (CSL), has attracted growing research interests [20] , [38] - [40] . Particularly, wideband spectrum sensing can benefit from CSL to improve the sensing performance. In references [15] , [16] , frame constructions in the so-called CTF block are realized by CSL, where signal subspace represented by the constructed frame enables an enhanced signal reconstruction and spectrum sensing. The reference [20] uses CSL to reduce communication traffic overhead and also shows the enhancement of sensing performance. However, the mentioned CSL approaches for wideband spectrum sensing do not exploit the space diversity, which may restrict their performances.
Motivated by the above discussions, by using the multiantenna technique, we introduce space diversity into CSL to further improve the sensing performance. The principle of this improvement is based on the fact that multiple channels experience different levels of fading and uncorrelated noise, which are combined to combat the performance degradation of CSL without space diversity. Based on this principle, the main contributions of this paper are summarized as:
r The MAGMC for wideband signal sampling and its model are proposed. The proposed system not only overcomes disadvantages of systems in the NS group (e.g., the long sensing period and high hardware complexity), but also resists against wireless fading and noise folding more efficiently than systems in the SNS group.
r Based on the MAGMC, two CSL algorithms (i.e., matrix form CSL-mCSL and vector form CSL-vCSL) are proposed for signal subspace learning by exploiting space diversity and considering spatial correlations of the MIMO channel. The signal subspace obtained by mCSL is a composite result over antennas, with its bases expanding only on time dimension, while the vCSL obtains the signal subspace with subspace bases jointly expanding on time and space.
r Analytical relationships in statistical sense w.r.t. wireless channel between eigenvalues of SCMs in both the multiantenna and the single antenna scenarios are derived for both proposed CSL algorithms. Space diversity influences (including the number of antennas and spatial correlations of the MIMO channel) are analyzed based on the derived analytical relationships.
r The mCSL and vCSL based wideband spectrum sensing algorithms are proposed based on the system model of MAGMC. Computational complexities of both algorithms are analyzed. Organization: The remainder of this paper is organized as follows. The considered CR system and problem formulation are introduced in Section II. The proposed multiantenna SNS system and its model are given in Section III. The mCSL and vCSL are proposed and analyzed in Section IV. The CSL based wideband spectrum sensing algorithms are given in Section V. Simulations are performed in Section VI and conclusions are made in Section VII.
Notation: Throughout the paper, we use boldface letter (e.g., x) to denote column vectors and boldface upper-case letter (e.g., X) for matrices denoting. The set of complex number and the complex normal distribution are denoted by C and CN . δ ml , ⊗ and * denote the Dirac delta function, Kronecker product and convolution, respectively. Additionally, (·)
and (·) † represent the Hermitian transpose, transpose, conjugate and Moore-Penrose pseudoinverse, respectively. vec(·), diag(·), blkdiag(·), eig(·) and trace(·) stand for a vector stacked by columns of a matrix, a diagonal matrix, a block diagonal matrix, a diagonal matrix with eigenvalues as its diagonal elements and trace of a matrix, respectively. We use · F , · 0 and · 0,2 to denote the Frobenius norm, l 0 norm and l 0,2 norm, respectively. The expectation of a random variable are represented by E {·}. | · | stands for the set cardinality and absolute value of complex numbers, ∪ and \ stand for the set union and complement.
II. CR SYSTEM AND PROBLEM FORMULATION
We consider an M -antenna CR that senses the wideband spectrum utilized by K PUs. The considered CR system is shown in Fig. 1 . The received signal at one antenna is a sum of noise and K faded PU signals. The noise n m (t) is assumed as the complex . Then the received signal of a CR can be denoted as
T represents a vector stacked by K PU signals at instant t; H = {h mk (t)} ∈ C M ×K is the channel gain matrix between K PUs and M antennas;
T indicates the AWGN vector, where elements ofn(t) are assumed to be independent and identically distributed. In addition, PU signals s k (t), (1 ≤ k ≤ K) are assumed to be independent with each other and also with the AWGN. In this paper, we consider the MIMO channel denoted by the Kronecker model [41] , which can be expressed as
where R t = E {H H H} and R r = E {HH H } are the transmitting and receiving correlation matrices, respectively. Both R t and R r are Hermitian. The independence between any two PUs makes the transmitting correlation matrix R t diagonal.H is a matrix with its elements independent identically distributed and following the Rayleigh distribution.
For the purpose of wideband spectrum sensing, we consider the sparsity of spectrum due to the underutilization. The total sensed bandwidth utilized by K PUs is limited to W Hz with each bandwidth of a PU signal no exceeding B Hz. In the considered CR system, each antenna receives a W Hz wideband signal that is a linear superposition of K different PU signals and the AWGN. In addition, we consider realizing this wideband spectrum sensing by the SNS, where the procedure of SNS can be characterized by a sensing matrix A ∈ C P ×Q (P ≤ Q). As a result, the SNS samples can be expressed as
where z, n ∈ C Q×1 are vectors constituted by the frequency domain coefficients and the SNS noise, respectively, and z is sparse. We define the spectrum support set S as the index set of partitioned disjoint bands on which the Fourier coefficients of PU signals are lying [42] . Each partitioned band of S is assumed to contain only one Fourier coefficient. By defining a nonnegative but small threshold γ, we have that
The spectrum support set S, laying on a union of subspaces, is unknown due to the spectrum mobility of PUs. The wideband spectrum sensing aims to simultaneously detect the existing of PU signals and their corresponding spectrum support set S from the SNS samples y. Recently, direct compressive detection of subspace signals have been widely investigated [43] - [45] . However, these works focus on a matched subspace detection problem (S is known in prior), while the direct detection problem for union of subspaces with unknown S is more challenging and remains unsolved. Therefore, instead of direct detection, a recovery stage for union of subspaces with unknown S is more practical. We view the wideband spectrum sensing problem as such a recovery problem, where both the spectrum support set S and PU signal estimations can be obtained by using some recovery approaches [46] . Based on the targeted spectrum support set S, the decision can be made by a binary hypotheses test as
where the PUs are considered to be present (H 1 ) at the ith spectrum support if i ∈ S; otherwise, the PUs are absent (H 0 ). The probabilities of detection and false alarm are two main performance metrics measuring the sensing performance of spectrum sensing. For each spectrum support i ∈ S, the probability of detection p i d is the probability that if the PUs are active on the spectrum support i, the SUs can detect them successfully. While the probability of false alarm p i f is the probability that the SUs falsely declare the existence of PUs even though there are no PU activities on the spectrum support i. LetS denote the complementary set of S such that S ∪S exactly consists of the whole index set of partitioned disjoint bands. Then, the probabilities of detection and false alarm of the spectrum support set S are defined as the averages of p i d and p i f over S andS, respectively, i.e.,
III. MULTIANTENNA GENERALIZED MODULATED CONVERTER

A. System Description
From the point view of system structure, RD [14] , MWC [15] and NYFR [17] have similar components. We represent them by a common structure, termed as the generalized modulated converter (GMC) in this paper, where a wideband receiving antenna, a signal mixer, a lowpass filter (LPF) and a low-rate ADC are mainly included. The GMC can be considered as a common system structure in the application of wideband signal sampling with a relatively low sampling rate. The system structure of GMC can be seen in Fig 2. The input signal x(t) is modulated and filtered by the mixing clock p(t) and the LPF H(f ), respectively, and then uniformly sampled at f s to output the samples y [p] . Different selections of the mixing clock and LPF reduce GMC to be different SNS systems. The RD uses a non-periodic pseudorandom sequence (PRS) as the mixing clock, while the MWC employs a periodic PRS with the frequency of f p . Both PRSs require the toggle frequencies working above the Nyquist rate. However, the NYFR adopts a periodic non-uniform pulse train generated at zero-cross-rising time instants of a linear frequency modulation (LFM) signal. The LFM signal is deterministic and linearly varies its frequency in the range of 2 , respectively. Different from MWC and NYFR, an integrator is used as the LPF for RD. The sampling rate of low-rate ADC is usually set the same as the frequency of mixing clock (also twice of the cut-off frequency).
By introducing multiantenna technique into the GMC system, we propose an MAGMC system that can be seen in Fig. 3 , where each GMC is equipped with an antenna. Parameters, including cut-off frequencies of LPFs and sampling rates of lowrate ADCs, are set the same as those in the GMC system. In particular, distances between adjacent antennas are required to be carefully designed for the purpose of achieving correlated signals and uncorrelated noises. This requirement is reasonable and feasible [30] , [47] , [48] .
B. System Model
The periodicity of the mixing clock makes the whole W Hz spectrum be partitioned into small spectrum slices. Let l be the index of a slice. We bound l in the range of [l min , l max ], where l max and l min denote the maximum and minimun indices, respectively. As shown in Fig. 4 (a), (
] consist of the spectrum slices in the range of ( 
The output of an LPF is a sum of signals coming from all spectrum slices. Besides, in the frequency domain, the Fourier transform of signal sampled before the low-rate ADC and the discrete-time Fourier transform of samples generated by the low-rate ADC are equal in accordance with the following equality
Based on (6) and the spectrum slice
, we propose a model of one antenna expressed in the frequency domain as
where c ml and p ml (f ) stand for a weight and an impulse response on the lth spectrum slice, respectively. Different definitions of c ml and p ml (f ) are discussed in the following. If we denote a parameter combination as C = (p ml (f ), c ml , T u ), then the proposed model (7) covers exsiting system models with different parameter combinations. Two choices are available. One is expressed as
where δ ml (f ) is the Dirac delta function; T p is the period of PRS, which is a reciprocal of
Tp dt is the Fourier expansion coefficient on the lth spectrum slice of the periodic PRS p m (t). The other is expressed as
where c is a constant; Δ ml (f ) represents the frequency domain impulse response on the lth spectrum slice of the NYFR mixing clock, ranging on the support
The frequency domain impulse response of NYFR mixing clock can be seen in Fig. 4(b) .
Remark 1: When choosing C as C 1 , the convolution of δ ml (f ) and
) invariable. Thus, (7) reduces to an antenna model of the MWC which is expressed as [15] 
On the other hand, the RD, employing a non-periodic PRS as the mixing clock, can be considered as a special case of the MWC when T p approaches +∞. Consequently, the model is a limit of (10) with 
). When C 2 is employed as the combination C, (7) turns into the model of NYFR as
In order to model the MAGMC, the model of one antenna can firstly be reformulated into matrix form following the compressed sensing theory [18] . The sensing matrix A ∈ C P ×Q (P ≤ Q) representing the SNS procedure is formulated by the multiplication of a measurement matrix Φ ∈ C P ×Q and a dictionary Ψ ∈ C Q×Q . In the spectrum sensing scenario, inverse discrete Fourier transform matrix is usually applied as the dictionary. In summary, the matrix form model of one antenna can be expressed as
where y m and z m represent the SNS sample vector and the Fourier transform coefficient vector, respectively. z m is sparse since the spectrum is normally underutilized in reality.ñ m denotes the SNS noise vector. Based on (12), we derive the MAGMC model in the matrix form as
where matrices Y, Z and N are constituted by vectors in the form of W = [w 1 , w 2 , . . . , w M ], w ∈ {y, z,ñ}.
IV. COMPRESSIVE SUBSPACE LEARNING
An M -antenna CR realized by the MAGMC system is employed to obtain the SNS samples. During a sensing period T s , we assume that the total sample streams are divided into D segments. Each segment contains M sample streams with P samples in each stream. The total partition and the dth segment are shown in Fig. 5 , where samples in the mth stream are denoted by the P SNS samples as a vector
A. Compressive Subspace Learning Algorithms
The proposed CSL algorithms, termed as mCSL and vCSL respectively, are derived based on different sample arrangements. Taking the dth sample segment into consideration, arranging the SNS samples into a matrix as (14) and learning the signal subspace from an SCM defined as
we derive the mCSL algorithm. In another way, the vCSL algorithm is developed by arranging the SNS samples into a vector by spatial ordering [49] as
and learning the signal subspace from an SCM defined as
The spatial ordering is an operation that stacks the samples shown in the red dash line cube in Fig. 5 
where R can be R Y or R y ; U s and U n are matrices constituted by signal and noise eigenvectors, respectively; Σ κ and Σ n are diagonal matrices with signal and noise eigenvalues as their diagonal elements, respectively. The eigenvalues satisfy 
The estimation of parameter κ can be realized by method proposed in [50] . In practice, the SCMs needs to be estimated. The estimations from finite SNS samples can be achieved by averaging a number of SCMs, i.e.,
whereȲ ( 
T , w ∈ {x, n}, w ∈ {x, n} into matrices as similar as that in (14) . The matrices are given as follows
where W ∈ {X, N}, with S, X, N being the PU signal, received signal and NS noise matrix, respectively. Then, we get the relationships as follows
Combining (21) and (22), we have
where N(d) = ΦN(d) denotes the time domain SNS noise matrix. Elements in matrix N(d) are the independent identically distributed AWGNs. For convenience, we reformulate H as
where 2) Vector Form Relationship: In the vector form analysis, the samples are arranged by spatial ordering. This kind of operation can be interpreted as the vectorization of matrices in the Matrix Form Relationship. By vectorizing both sides of (23), we obtain
Additionally defining y(d) = vec(Y(d)), s(d) = vec(S(d)), n(d) = vec( N(d)), we can rewrite (25) as
Elements ofñ(d) in (26) 
where R s k is defined as the same as that in (24), Rñ is a block diagonal matrix denoted as blkdiag(
as its diagonal elements. The last equality of (27) holds because of the block diagonal structure of R s .
C. Space Diversity Influence Analysis
Both the mCSL and vCSL use space diversity via multiple antennas. Next, we give analysis on space diversity influence for both algorithms. Since the CSL algorithms depend on eigenvalues of the SCMs, large eigenvalues help to discriminate the signal subspace from the noise subspace and promote the learning performance. How eigenvalues change with varying antennas is thus useful for our analyses.
First of all, we denote the receiving correlation matrix R r by μ . From (a1), we further obtain that the receiving correlation matrix R r is a Toeplitz matrix.
1) Matrix Form Analysis:
Under the assumptions (a1) and (a2), we can obtain based on the Kronecker model of MIMO channel that h k = σ t k R 1 2 rhk , whereh k is the kth column of matrixH and σ t k is the kth diagonal element of R 1 2 t . In order to establish the SCM in statistical sense for our analysis, the expectation of h rhk , the expectation of h
and the SCM of mCSL in statistical sense is obtained as
where
H is the expectation of SCM obtained based on noiseless SNS samples in the single antenna scenario.
Proof: The proof of (28) can be found in Appendix A. Combining (28) with (24), we can get
We further define s k by its Fourier coefficient vector c k , i.e., s k = F −1 c k , with F −1 being the inverse discrete Fourier transform matrix. Then, we can rewrite the part
As seen from the equality in (31), the term
H (d)} in the single antenna scenario, where the expectation is w.r.t. h k andx(d) represents an antenna received signal without noise. Furthermore, we define
as the expectation of SCM obtained based on noiseless SNS samples in the single antenna scenario. Therefore, the relationship in (30) can be rewritten as
which completes the proof of (29) . We can derive from (29) 
where Σ Y and Σ sa y are diagonal matrices, with their diagonal elements are eigenvalues of E h k {R Y } and E h k R sa y , respectively. As seen from (34), eigenvalues in the multiantenna scenario are a sum of noise power and Mμ 0 times amplification of the eigenvalues in the single antenna scenario. Dividing Σ Y by Mμ 0 , we control Σ Y at the same power level as Σ sa y . The noise term is also divided by Mμ 0 . In this way, the proposed mCSL can be considered as an antenna averaging scheme. This antenna averaging makes the mCSL more robust against noise than CSL in the single antenna scenario. We can also tell from (34) that, in statistical sense, the mCSL is not influenced by the correlation coefficients μ r , r = 0 between different antennas.
2) Vector Form Analysis: Next, we perform vector form analysis based on (27) and investigate the SCM in statistical sense. The following theorem gives the main results.
Theorem 2. Under the assumptions (a1), (a2) and the obtained
and the SCM of vCSL in statistical sense is obtained as
where T μ is the conjugation of R r . Proof: The proof of (35) can be found in Appendix B. Taking the expectation operation to R y in (27) w.r.t. h k and combining the results in (35) and (32), we then conclude (36) .
Additionally, with the property eig(A ⊗ B) = eig(A) ⊗ eig(B) [51] applying to (36) , we obtain the relationship between eigenvalues of E h k {R y } and E h k R sa y
where Σ y and Σ T μ are diagonal matrices with their diagonal elements are eigenvalues of the matrix T μ and E h k {R y }, respectively. As seen from (37), the eigenvalues in the multiantenna scenario are a sum of noise power and a Kronecker product of Σ T μ and Σ sa y in the single antenna scenario. It is obvious that the eigenvlues of matrix T μ determine the gains between eigenvalues in both secnarios, where the bigger eigenvalues of T μ result in the higher gains. For any arbitrary partially correlated antenna case, the gains introduced by matrix T μ are difficult to analyze. However, the partially correlated antenna cases lie between two extreme special cases-fully correlated antennas and fully uncorrelated antennas. The two special cases result in the matrix T μ being simplified to the matrix of ones E and the identity matrix I, respectively, and simplify the analysis of gains. Therefore, we consider the two special cases. We further denote P s as the number of non-zero eigenvalues in Σ sa y , thus P − P s is the number of remaining zero eigenvalues. When T μ = E, Σ T μ has one non-zero eigenvalue M and M − 1 zero eigenvalues. The number of eigenvalues in Σ y is the same as those in Σ sa y , while the values are λM times bigger. When T μ = I, Σ T μ has M non-zero eigenvalues one. The number of eigenvalues in Σ y is MP s with their values being one, which means the eigenvalue amplifications are not introduced by T μ . Therefore, in the multiantenna scenario, all T μ of partially correlated antenna cases yield a performance improvement over the single antenna scenario.
V. CSL BASED WIDEBAND SPECTRUM SENSING
The wideband spectrum sensing is performed based on the extracted SNS samples obtained from the CSL algorithms. As mentioned in Section II, the wideband spectrum sensing is formulated as a spectrum support recovery problem. Therefore, a recovery stage is necessary. We choose greedy algorithm for the low computational complexity. Further, we consider blind recovery without the prior information on the wireless fading channel and the transmitted signals.
A. CSL Based Wideband Spectrum Sensing
Based on the system model of MAGMC in (13) and the extracted SNS samples in (18) , the blind recovery problem can be expressed aŝ
where represents the pre-specified bound for the noise. For (38), the simultanous orthogonal matching pursuit (SOMP) is used to achieve a feasible solution, where the extracted SNS samplesŶ(d) comes from vCSL. We term this vCSL based wideband spectrum sensing algorithm as vCSL-SOMP. Different from the vCSL, the mCSL outputs a vector. As a result, the frequency domain coefficients recovered based on the output of mCSL also form a vector. More specifically, the matricesŶ(d) and Z in (38) becomeŷ c (d) and z. Then we have the following optimization problem
The SOMP used to achieve a feasible solution of (39) reduces to the orthogonal matching pursuit (OMP). Therefore, we get the mCSL based wideband spectrum sensing algorithm, termed as mCSL-OMP. Let S omp , and S somp be spectrum supports obtained by the mCSL-OMP and vCSL-SOMP, respectively. Then the recovered signal spectrum can be obtained aŝ
where Θ S is a sub-matrix of Θ with columns indexed by support set S ∈ {S omp , S somp };ŷ can beŷ c (d) orŶ(d) according to the concrete selection of S. Procedures of the mCSL-OMP and the vCSL-SOMP are listed in Algorithm 2.
For both recovery algorithms, we assume the sparsity order of spectrum is known as ξ, which can be estimated in practice [52] . The sparsity order is used as the stop criteria for solving both optimization problems. As a result, both the recovered spectrum supports have only ξ non-zero values. After the spectrum support set S is recovered, the wideband spectrum sensing can simply be accomplished with a conclusion that the PUs are active on spectrum support set S and the remaining spectrum supports can be used for SU communications. 
B. Computational Complexity Analysis
The computational complexities of both algorithms mainly come from three stages, which are the statistical covariance matrix estimation (SCME), the EVD and the spectrum & supports recovery (SSR).
The SCME is a sum of vector outer products. The number of sum operations is D and the computational complexity of an outer product is quadratic to the vector dimension. Therefore, the computational complexities of SCMEs are O(DM P 2 ) for the mCSL-OMP and O(DM 2 P 2 ) for the vCSL-SOMP. The computational complexity of EVD for a square matrix is cubical to the number of matrix rows (or columns). As a result, the computational complexities of EVDs are O(P 3 ) for the mCSL-OMP and O(M 3 P 3 ) for the vCSL-SOMP. In the SSR stage, the computational complexities of SSRs are O(ξP Q) for the mCSL-OMP and O(ξM P Q) for the vCSL-SOMP. The computational complexities are summarized in Table I .
VI. SIMULATION RESULTS
In this Section, we perform simulations to verify the proposed mCSL, vCSL and wideband spectrum sensing algorithms. Experiment settings are first given and then simulation results are analyzed and discussed.
A. Experiment Settings
The whole range of the sensed wideband spectrum is set as [0, 5]GHz utilized by K active PUs with E k , B k and f k being the energy, the bandwidth and the carrier frequency of the kth PU. The modulation of each active PU is assumed as BPSK. Therefore, the sum of PU signals can be expressed as [53] , where i and k are indices of the transmitted symbols and active PUs, respectively. I i is the transmitted symbol of a PU and randomly generated as 1,2 in equal probability. In the simulations, three active PUs are assumed, i.e., K = 3. The energies and bandwidths are set as E k = {1, 1, 1} and B k = {20, 20, 20}MHz, respectively. The carrier frequencies are randomly generated in the range of [0, 5]GHz. We also give simulations for different values of K.
We use an M -antenna CR and employ the widely used exponential correlation model R r = toeplitz (1, μ, . . . , μ M −1 ) to describe the receiving correlation matrix with μ being the antenna correlation coefficient. The default absolute value of μ is set as 0.5. Different absolute values of μ and M will be shown in simulations. In addition, we assume the channel gains are fixed during a sensing period.
The MAGMC is configured with a compression ratio of sampling rate as 10. In a sensing period, 1000 SNS samples are produced and divided into D = 50 segments with P = 20 in each segment. Different selections of compression ratio, number of segments D and number of samples P during a fixed sensing period will be discussed. In addition, all simulation results are averaged over Monte Carlo realizations. For each realization, random PU signals, MIMO channel and noise are generated.
B. Noise Suppression Performance
We configure each branch of the MAGMC as NYFR system in this part. Following experiment settings mentioned above, we demonstrate the noise suppression for a sample segment by time-frequency images (TFIs). In Fig. 6 , the noiseless TFIs corresponding to 4 antennas are displayed in the first row, where different energies of the three received PU signals shown in the noiseless TFIs are caused by the wireless channel fading. The corresponding noisy TFIs (the SNR of antenna receiving signal is −10 dB) are displayed in the second row, where we can see that the PU signals are buried by noise due to the wireless channel fading and cannot be directly distinguished. After noise suppression by using the vCSL, the corresponding denoised TFIs are shown in the third row. Compared with the corresponding noisy and noiseless TFIs, the denoised TFIs show clear energy features and achieve approximate energy magnitudes to the corresponding TFIs. In Fig. 7, (a) demonstrates the denoised TFI by the mCSL when the SNR of antenna receiving signals is −10 dB. The denoised TFI is a composite result over multiantenna signals, leading to dissimilar energy magnitude compared with any one of the noiseless TFIs. However, the positions of PU signals in the denoised TFI are the same as those in noiseless TFIs, which can still be exploited for wideband spectrum sensing. The remaining (b), (c) and (d) demonstrate the noisy, noiseless and denoised TFIs on condition that the SNR of antenna receiving signals is −5 dB. From the above analysis, it can be concluded that both the vCSL and mCSL have the ability for wireless channel fading resistance and both can be used for wideband spectrum sensing enhancement.
C. Wideband Spectrum Sensing Performance
We also investigate the performance of wideband spectrum sensing with different values of several parameters. The parameters include the number of antennas M , the antenna correlation coefficient μ, the number of sample segments D and the number of SNS samples in one sample segment P . Finally, we compare the proposed algorithms with traditional related works. In the following of this part, each branch of the MAGMC is configured as the RD system. Without loss of generality, we set the threshold γ as zero to obtain the probability of detection.
1) Wideband Spectrum Sensing Performance Versus the Number of Antennas and the Antenna Correlation Coefficient:
In antenna number simulations, we vary M from 1 to 10. Other parameters are set as |μ| = 0.5, D = 50 and P = 20. Probability of detection in three SNR levels are plotted in Fig. 8(a) . As seen from the figures, with the growing number of antennas, both the mCSL-OMP and the vCSL-SOMP can increase the probability of detection. The growing number of antennas means more SNS samples for the vCSL-SOMP and higher antenna channel averaging ability for the mCSL-OMP. It can also be seen that the performance improvement becomes less obvious with the growing number of antennas. Another conclusion is that the vCSL-SOMP achieves a higher probability of detection than the mCSL-OMP because the vCSL exploits both antenna auto-and cross-correlations and learns an estimated SCM in larger matrix dimension than the mCSL, which provides a more exact approximation to the signal subspace.
In correlation coefficient simulations, we keep M = 2 and vary |μ| from 0 to 1. Curves for probability of detection of the proposed algorithms and the CSL-OMP are displayed in Fig. 8(b) . For the vCSL-SOMP, a large antenna correlation coefficient leads to a low probability of detection. This is due to the fact that high correlation coefficients reduce the space diversity in fixed wireless channels, which is useful for the SOMP based spectrum recovery. In the meantime, for the mCSL-OMP, all range of antenna correlation coefficients achieve almost the same probability of detection. Moreover, the vCSL-SOMP achieves better performance than the mCSL-OMP when the antenna correlation coefficients is lower than about 0.9. Both of the proposed algorithms outperform the single antenna CSL-OMP.
2) Wideband Spectrum Sensing Performance Versus Segment Number, SNS Sample Number, and the Trade-Off: In segment Fig. 9(a) . It is clear that the more sample segments are used for averaging, the higher probability of detection is achieved. A large value of D implies a small error of SCME defined in (19) . Then, we fix D at 30 and vary P from 20 to 60. The resulting sensing periods vary from 0.6 μs to 1.8 μs. Curves of probability of detection are plotted in Fig. 9(b) . The figures show that the growing number of SNS samples within a sample segment can increase the probability of detection. This is due to the fact that the growing number of SNS samples results in a dimension increase of the estimated SCMs, which promotes a more exact approximation to signal subspace by both the mCSL and vCSL.
How to choose D and P in a fixed sensing period is of great interesting. We provide an analysis of the choice based on the algorithm computational complexity and errors (SCME error and signal subspace approximation error). The total number of SNS samples is assumed as Δ in a fixed sensing period, where Δ = D × P . Then computational complexities of the vCSL-SOMP and mCSL-OMP are O(ΔM 2 P + M 3 P 3 + ξM P Q) and O(ΔMP + P 3 + ξP Q), respectively. It can be seen that the computational complexities monotonically increase with P . Further, the sample segment number D decreases with the increase of P , leading to a growth of the SCME error. On the other hand, the computational complexities reduce with the decrease of P when the number of segments D increases. However, this will lead to a growing approximation error to signal subspace since the dimension of estimated SCM is reduced. From the above analysis, the medium values of D and P are recommended in order to balance the algorithm computational complexity and errors.
3) Wideband Spectrum Sensing Performance Comparison Between the Proposed and Traditional Algorithms: In this part, two traditional algorithms are simulated for comparisons. One is the CSL based wideband spectrum recovery without exploiting space diversity (termed as CSL-OMP). The other is the wideband extension of SL based narrow band multiantenna spectrum sensing (termed as maCSL-Rayleigh). We set D = 50, P = 50 for all single and multiantenna systems and M = 3, |μ| = 0.50 for multiantenna systems. The sensing periods are the same for all algorithms, which are compared in terms of sampling rate compression ratios (Fig. 10) , number of PUs (Fig. 11) and SNRs (Fig. 12) . In compression ratio comparisons, the sub-Nyquist sampling rate varies from 1/10 to 1/3 of the Nyquist sampling rate. It can be seen in Fig. 10 that the proposed algorithms achieve higher probability of detection than the traditional algorithms and large compression ratio degrades the probability of detection. In comparisons of the number of PUs, the tested number varies from 4 to 32, which corresponds to a range of spectrum sparsity level from 1% to 8%. It is clearly shown in Fig. 11 that all probabilities of detection decrease when the number of PUs increases and the proposed algorithms achieve better sensing performance than the traditional ones. In SNR comparisons, the one exploiting space diversity but not using the CSL (termed as the multiantenna SOMP-MA-SOMP) is added for comparison. For all algorithms with P = 50, we can see from Fig. 12 that, the proposed algorithms achieve higher probabilities of detection than the maCSL-Rayleigh, CSL-OMP and MA-SOMP. Especially, significant performance improvements over the CSL-OMP and MA-SOMP are achieved. The above comparisons are based on the same sensing time. Next, we increase sensing times of all algorithms except the vCSL-SOMP such that all CSL based algorithms have a unified SCM dimension. Computational complexities of both the mCSL-OMP and maCSL-Rayleigh with P = 150 are identical, and are higher than that of the vCSL-SOMP with P = 50 which has an equal computational complexity with the CSL-OMP with P = 150. As seen from Fig. 12 , although the long sensing period is adopted, sensing performances of both the CSL-OMP and the MA-SOMP with P = 150 are not comparable to that of the proposed vCSL-SOMP with P = 50. For P = 150, the proposed mCSL-OMP achieves higher probability of detection than the maCSL-Rayleigh, and mCSL-OMP and maCSL-Rayleigh exhibit superiority over the vCSL-SOMP under low SNR conditions (< −14 dB). In contrast, the vCSL-SOMP achieves a slightly higher probability of detection than the mCSL-OMP and maCSL-Rayleigh when the SNR is above −14 dB.
We finally give the receiver operating characteristic (ROC) curves of the proposed and traditional CSL algorithms in a common sensing period. As shown in Fig. 13 , the probability of false alarm varies in the range of 0 ∼ 2 × 10 −3 and the corresponding probability of detection increases with the probability of false alarm. For both tested SNR levels, the proposed vCSL-SOMP and mCSL-OMP algorithms show their better characteristics than the traditional CSL algorithms.
From the above analyses, we can conclude that the proposed algorithms achieve better performance of wideband spectrum sensing than traditional algorithms.
VII. CONCLUSION
In this paper, we have studied the problem of wideband spectrum sensing from sub-Nyquist samples with the consideration of spatially correlated MIMO channel. An MAGMC system has been proposed to exploit the space diversity. Afterwards, we have proposed the mCSL and vCSL algorithms to realize signal subspace learning using the SNS samples. Both algorithms take use of the space diversity and spatial correlations of the MIMO channel. Space diversity and superiority over the single antenna scenario have been analyzed based on derived analytical relationships for the eigenvalues of SCMs. Based on the system model of MAGMC, the mCSL and vCSL based wideband spectrum sensing algorithms and their computational complexities have been proposed and given. Simulations have shown that the proposed algorithms, outperforming traditional works, could effectively resist against the wireless channel fading and improve the performance of wideband spectrum sensing.
