Abstract. We consider the general class of strongly Fejér monotone mappings and some of their basic properties. These properties are useful for a convergence theory of corresponding iterative methods which are widely used to solve convex problems. Especially, we study the relation between these mappings and their relaxations.
The geometrical background of the introduced concepts is given in [9] . Iterative methods generated by Fejér monotone mappings are widely used to solve convex problems (see, e.g., [3, 6, 7, 10] ). The following convergence result illustrates the importance of strongly Fejér monotone mappings g since they fulfil at least the first two conditions.
Theorem 1.8. Under the assumptions a) g € Fr(M) b) g asymptotically regular c) g' = I -g demiclosed (I the identity) the iterative method (xk) defined by

X k+I € g(xk) converges weakly to an element x' in M.
Additional conditions ensure also strong or even geometric convergence of the method.
Classes of strongly Fejér monotone mappings
We start with mappings g Q -P(Q) which are slight generalizations of contractive operators (operators with Lipschitz norm q € [0, 1)). 
Definition 2.1. A mapping g : Q -P(Q) is said to be
holds. Schott Proof. Let x be a weak fixed point of g E l?. Choosing y = x in (4) yields z = x such that x is a strong fixed point. Let x' be a weak fixed point of g, too. Choosing y = x' in (4) supplies Ix' -x qIIx',-4 which is only possible for x' = x, since q E [0, 1). Hence M = {x} contains all weak fixed points of g. Moreover, in view of (4) and the triangle inequality we get the estimates llv -z il !^ II -x li + li z -x li (1 + q) II -xli and lI -x1i2 -li z -x1I 2 2(1-q2 ) Mv -xI12 1-q2 2 l-q
Theorem 2.2. A Fejér q-contractive mapping g :-IF(Q) has exactly one weak fixed point x which is even a strong one (i.e. F_(g) = F(g) = {x}). Beside,, g is a-strongly M-Fejér monotone with M = {x} and a = a(q)
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ilv -zii = j-; 1: -iv -zll Consequently, g is a-strongly M-Fejér monotone with the given a and M I
The function a = a(q) is strictly monotone decreasing with a(0) 1 and the left limit a(1 -0) = 0. So a produces only the range (0, 11. But observe the relation a(g) 2 a(q) for g E F. There are mappings g E lF with a(g) = a(q), but indeed, there are also such mappings with a7.(g) > 1 2 a(q) for each q > 0. By the way, the F-index can become arbitrarily great if q tends to 1 (see [9] ).
The reversion of Theorem 2.2 is not true. A mapping g which is a-strongly M-Fejér monotone with a = a(q) and M = {x} need not to be Fejér q-contractive (see [9] ). Now we turn to special classes of non-expansive operators g : Q -Q. Definition 2.3. An operator g : Q -Q is said to be a-strongly non-expansive for a > 0 (in notation:
where g' denotes the complement I -g of g. Besides, g is called strongly non-expansive (in notation: g E La) if g is a-strongly non-expansive for some a > 0.
Remark 2.4. The limit case a = 0 in (5) characterizes non-expansive operators g (operators with Lipschitz norm less or equal to 1). If the fixed point property is added (i.e. F(g) 0), then we speak of regularly non-expansive operators g (in notation: g € Lr) which are also regularly M-Fejér monotone with M = F(g) (see Remark 1.3 and, for the proof, [8] ). Observe that F(g) is convex and closed.
Sometimes it is useful to specify the fixed point set M F(g) of operators g € L° with F(g) 54 0. Then we write g € L'(M). This appears in accordance with the notation F°(M) in Definition 1.2. At all, it will turn out that the aspects we are interested in contain a great analogy between both classes of mappings. Therefore results for the second case are often omitted or only outlined in the following.
Fejér q-contractive operators need not to be a-strongly non-expansive and vice versa (see [9] ).
Evidently, the sets of strongly non-expansive operators fulfil the relations LcL0 cL3 cLO for/3>a>0. There are examples with a.(g) > a(g) (see [9] ). 
Auxiliary results
First we list some auxiliary statements which are useful to show the results of the next two sections. An important part will play the functional d H x H -R defined for a E R by (6) which is related to (2) in Definition 1.2 and to (5) in Definition 2.3.
Lemma 3.1. The functional d in (6) has the equivalent form
Proof. The assertion is an immediate consequence of the identity JJU -v12
Next let V be a linear space. We define for two elements u, v E V and A E R the affine combination
which is related to the relaxation (1) 
Proof. It is easy to check the above identities by use of the definition (7) U Now, returning to a Hilbert space H, we study for fixed but arbitrary elements u,v E H the non-negative function (8) which describes the distance of straight line points from 0. Because of Lemma 3.2/e) and norm properties -(A) is convex. Observing that H is strictly normed, ,'(A) is even strictly convex if and only if u and v are linearly independent. In this case there exists a unique positive minimum at
This can easily be checked if the quadratic function
s(A) =s(A;u,v) :=r2(};u,v)
instead of r(A) is considered which has the same minimizing argument. So A(u, v) is the zero of the derivative
If v = cu is satisfied for a number c, then
For u 54 v, that is c 0 1, r(A) has a unique minimum, too, and it is attained at
A check shows that this value is the specification of (9). Finally, r(A) 11u arizes for u = v. The properties of r(A) can also be revealed, if Lemma 3.2/g) is applied and quadratic completion is joined. By use of (9) we get
and for u 54 v the minimal value 
for the left part, where A-A. For u 0 v the inequality sign in (10) can be replaced by the strict one.
Further, we can show important relations combining the functions r(A) in (8) and d° in (6), the latter considered in dependence on the superscript a. Proof. Using the properties g) and d) in Lemma 3.2 for w.\ and w, respectively, we obtain for r 2 (A) = r2 (A; u, v) = ll w A(u , v )11 2 the transformations
This is the first assertion. The second assertion is a simple consequence I But, using (9) and considering The next result shows how the superscript of d is influenced by changing the second argument from v to w. Besides, 5 will play the part of a perturbation. Proof. At first suppose b = 0. Then we start with the right-hand side of the formula and substitute v = u + 1 uv, from (7). Using Lemma 3.1 this leads to 
Norm relations for relaxations
We want to characterize the considered mappings g : Q -P(Q) by certain norm relations of corresponding relaxations. Therefore we choose a mapping g E Fr(M) and study for arbitrary elements of the non-empty set Jg = {(x,y,z):
the properties of the specialized functions
where ZA = wA(y, z) E 9,\(y), arizing from (8) with u = y -x and v = z -x. Namely, by Lemma-3.2/b) and c) we obtain. The properties listed in Lemma 4.6 are described in [1: p. 85 -86] for special relaxations, namely for so-called transfer operators g,\ of simultaneous projectors g which belong to F' (see [9] and Example 6.4). (9) and (13)). This suggests that perhaps the equality is satisfied for the index c = c4(g). Indeed, the next theorem will show this. Proof. By (11) we obtain c*(y_x,z_x)+1 = 2A*(y_x,z_x) for all (x,y,z) € J9.
Now observe r(0)
Now the assertion follows if we take the infimum over these elements. Namely, consider a. 
(y -x,g(y) -g(x)) = w A (y,g(y)) -wA(x,g(x)) = g A( y ) -gA(x).
The excluded case g'(y) = g'(x) supplies again the uninteresting constant function r(A) = i -x ii . Observe that for x E F(g) we arrive at r(A) = I1 ZA -x li with zA = g,\(y) such that for g € Lr the family of functions r in (15) is an extension of the previously studied family of functions r in (12). Taking the special values r(0) = ii -x1l and r(1) = 11g(y) -g(x)il the inequality r(1) < r(0) holds for all (x,y) € J. Further, we can define the characterizing number
In this characterization Q x Q can be used instead of J. Now we could list analogous results replacing formally F,. = F° by iL.°, r by L°, Jg by J, J9° by Q x Q, r in (12) by r in (15), a.(g) by a(g), A.(g) by A(g) and so on. But we need not suppose a non-empty fixed point set. Here we restrict us to a short selection. For instance, Theorem 4.1 can be reformulated as follows. Then
The analogue of Corollary 4.5/a) reads for a = 1: 
Operators g with this property on the right-hand side of the equivalence play an important part in the fixed point theory and are called there firmly non-expansive (see [4: p. 41 -44] ). So these operators turn out to be in our context nothing else than strongly non-expansive (with L-indices at least 1).
Finally, corresponding to Theorem 4.7, the equation
holds for g E L°. Because of Theorem 4.7 and the index relation 4(g) a.(g) from Lemma 2.9 we get as a byproduct A(g) A.(g).
Determination of parameters for relaxations
As seen above, relaxations supply characterizations of mapping classes F and L, respectively. But they also open the possibility to change between these classes. This is interesting if mappings with a certain a are needed. We investigate this possibility below. Again we formulate the results for F. The transformation to L' can be realized without difficulties. Proof. We consider a mapping g Q -+ P(Q). In view of (7), (1) follows if the parameters satisfy , the conditions given in this theorem. Now, if (x, y, z) e J. is related to (x, y, zA) E J., then a bijective mapping between these two triple sets is established. Considering the characterization (14) of g E IF° and M = F_(g) = F_(gA) this corresponds to the first assertion. Choosing 6 > 0 in Lemma 3.5 the statement
for the above listed elements shows also the index result. Namely, assume that /3 + 6 = a. 
Applications
The following examples illustrate the theory. (see [9] ). Hence, results of Sections 4 and 5 can be applied to g PM E L(M).
Example 6.3 (Relaxations). We consider the mapping g(y) = g(y) = y -t6(y)
with tb given in (17). If we study the relaxed form for a:=min{a, : i = in the parallel case (see [9] ). Finally, we start from the projectors P1 onto Mi and the corresponding relaxations Observe that g then represents for parallelly generated g a so-called transfer operator of simultaneous projectors (see [1] ).
