Recently, a terminal attractor based associative memory (TABAM) with optical implementation techniques was published in Applied Optics (August 10, 1992). Herein perfect convergence and correct retrieval of the TABAM are demonstrated via computer simulation by adaptively setting the threshold values for the dynamic iteration for the unipolar binary neuron states using terminal-attractors and an inner-product approach. The simulations are completed by (1) exhaustive tests with all of the possible combinations of stored and test vectors in small-scale networks, and (2) Monte Carlo simulations with randomly generated stored and test vectors in large scale networks with a MIN ratio = 4 (M: the number of stored vectors and N: the number of neurons up to 256). The feasibility of optoelectronic implementation is discussed. The avalanche of intensive research interests in neural networks was initiated by the work of Hopfield' in which the associative memory is modeled with a neural synaptic interconnection matrix and encompasses an interesting computation scheme using recursive nonlinear thresholding. However, further investigation reveals23 that the storage capacity of the Hopfield model is quite limited due to the number of spurious states and oscillations. In order to alleviate the problems associated with spurious states, the concept of terminal attractors was introduced by Zak4. However, the theory of the terminal attractor-based associative neural net model proposed by Zak asserts that a synapse matrix, which is different from the Hopfield matrix, is needed. It has been proven that this new matrix, which is very complex and time-consuming to compute, is able to eliminate spurious states, increase the Several techniques for optical implementation were proposed, including a feasibility demonstration using an inner-product approach7 based on the electrically addressed liquid crystal television spatial light modulator (LCTV SLM)8.
The avalanche of intensive research interests in neural networks was initiated by the work of Hopfield' in which the associative memory is modeled with a neural synaptic interconnection matrix and encompasses an interesting computation scheme using recursive nonlinear thresholding. However, further investigation reveals23 that the storage capacity of the Hopfield model is quite limited due to the number of spurious states and oscillations. In order to alleviate the problems associated with spurious states, the concept of terminal attractors was introduced by Zak4. However, the theory of the terminal attractor-based associative neural net model proposed by Zak asserts that a synapse matrix, which is different from the Hopfield matrix, is needed. It has been proven that this new matrix, which is very complex and time-consuming to compute, is able to eliminate spurious states, increase the speed of convergence, and control the basin of attraction4'5. However, because the synapse has changed, the Zak model is completely different from the Hopfield model. The impact of the terminal attractor on the Hopfield model cannot be determined based on Zak's model. Several techniques for optical implementation were proposed, including a feasibility demonstration using an inner-product approach7 based on the electrically addressed liquid crystal television spatial light modulator (LCTV SLM)8.
In this paper, a unipolar inner-product TABAM (UIT) anda cross-talk reduced innerproduct TABAM (CR11) are presented as unipolar neuron models which are more suitable for optical implementations9. The cross-talk reduced model provides a mechanism to assign the input state vector to the correct basin of the stored vector and uses the terminal attractor to accelerate the convergence. In addition, this model does not require any training time, making it ideal for optoelectronic implementation. In both the U1T and CRIT, a dynamical logistic function is developed by incorporating an adaptive thresholding technique.
Using the unipolar system makes it difficult to implement subtraction optically. To avoid subtraction, an adaptive thresholding technique is used. Before the adaptive thresholding technique is discussed, the TABAM6 model is briefly reviewed. In the model, one assumes that the ith component of the state vector x at time t+1 may be written as a SPIE Vol. 2430 Optical Neural Networks (1994) / 73 function of t xAt+i)=E'ur am(t)+J, 
(2)
Instead of implementing the subtraction in Eq. (2) optically, an adaptive threshold function is used in conjunction with a modification of Eq. (2) as follows:
We refer to the model of Eq. (3) as the UIT. In Eq. (3), a logistic function, as illustrated in Fig. 1 , with an adaptive threshold, 0(t), is used to perform the nonlinear transform such that the output assumes quasibinary states, which are defined when the a in the logistic function becomes a very large number but is still finite. For this case, 0(t) is set to: proposed as follows:
Eq. (5) indicates that the crosstalk between the nonorthogonal stored vectors is exponentially weighted and reduced by the term ôm(z). The size of the basin of terminal attractors is controlled by the value of f in öm(t). Using the model, the retrieved state vector is first placed in a correct basin, then the corresponding terminal attractor forces the state vector converge rapidly to the bottom of the basin. This model does not require training time and is more suitable for optoelectronic implementation since the stored vectors can be used directly. The threshold may be set in a manner similar to that used in Eq. (4) as following:
For a unipolar system, t Hamming distance is found to be f {g(x1(g)) _u7]2 = g(x;(t)) -'i=f { _g(x;(1))xoRii]. (7) In order to test the effectiveness of the UIT and CRIT models using the adaptive threshold, two computer simulation codes are developed. The XOR logic operation is used to detect the Hamming distance between the state vector, x(t), and the stored vectors can be computed by using XOR as shown in Table 1 . Eq. (7) provides a similarity measure between g(xQ)) and Vtm and is equivalent to the inner product of a bipolar system. Based on the above algorithm, two computer simulation programs are used to test the feasibility of the models: (1) an exhaustive test program for simulating every possible stored and input vectors in small-scale networks of UIT and CRIT, and (2) a Monte Carlo simulation code for testing randomly generated stored and input vectors in large-scale networks of CRIT.
In the first program, the number of neurons and stored states selected is small. The the stored vector to which it converges is the smallest. The accuracy can be determined in all cases except those in which the input vector has a Hamming distance equal to two or more stored vectors. In this case, it is impossible to decide to which of the stored states the input should converge, but because the Hamming distances are equal, the choice is inconsequential.
The simulation results of the U1T (Eq. (4)) and CRIT (Eq. (7)) are presented in Table II . The 95.7% convergence accuracy of M =.3 and N = 4 of the UIT is due to the cross-talk effect.
The inaccuracy is removed by the CRIT as shown in Table II .
For the second program, a Monte Carlo simulation code is developed in a Sun Sparc 2 workstation to simulate a CRIT network with a set of randomly generated stored vectors (all of which are different) and to test the network with a set of randomly generated input vectors to measure the accuracy of correct convergence. As shown in Table III The output images following the XOR operations can be focused and detected by a photodetector. The intensity ratio of the two signals should be 9:4. A computer can be dynamically used to perform the logistic function computations outlined by Eqs. (3) and (5).
The result obtained for UIT before taking the threshold is:
7.7 6.4
5.5 7.7 and the threshold 0 of the logistic function is 3.9 (when one sets 3 = 1.0). After taking the threshold, the result converges to stored vector no. 1 which indicates an accurate retrieval.
This threshold output will remain in the same state during the iterative process. On the other hand, the. result obtained for the CRIT before thresholding is:
2.3 1.8 2.0 2.3
After thresholding with 1.1, the dynamical system then converges to the correct state and remains in the same thresholded output state forever.
From the example, it seems that the current limitation of implementing the proposed scheme is the computation speed of solving the neuron updating and thresholding equations in a digital computer. A new hybrid optoelectronic device needs to be developed in order to make the proposed technique more useful for high-performance neurocomputing. 
