ABSTRACT This paper proposes a novel hybrid intelligent approach to solve the dynamic optimization problem of activation rules for automatic generation control (AGC) based on multiobjective reinforcement learning (MORL) and small population-based particle swarm optimization (SPPSO). The activation rule for AGC is to dynamically allocate the AGC regulating commands among various AGC units, and subsequently, the secondary control reserve of those units can be activated. Therefore, the activation rule for AGC is vital to ensure the overall control performance of AGC schemes. In this paper, MORL is applied to provide a customized platform for interactive self-learning to maximize the long-run discounted reward, i.e., minimize the generation cost, regulating error, and emission from a long-term viewpoint. SPPSO is utilized to effectively and efficiently obtain the optimality of activation rule with a fast convergence speed to fulfill the real-time requirement of AGC activation. Furthermore, a novel analytic hierarchy processbased coordination factor is introduced to identify the optimum multi-objective tradeoff in various power system operation scenarios. At last, the validation of the proposed hybrid method has been demonstrated via comprehensive tests using practical data from the dispatch center of China Southern Power Grids.
I. INTRODUCTION
Automatic generation control (AGC) plays an essential role for restoring the system frequency and minimizing power flow deviations over network interchanges [1] by regulating the generation outputs of AGC units to accommodate the supply and demand imbalance. A critical issue concerning AGC scheme is the activation rules representing how the real-time central regulating commands are optimally allocated to each dispatchable generating unit, and thus the secondary control reserves of those units can be activated [2] . Therefore, the activation rule for AGC is vital to the overall control performance enhancement of AGC schemes, and can be viewed as a real-time nonlinear multiobjective optimization problem considering the generation cost, regulating performance, and emission because of the air pollution and environmental considerations. Consequently, this paper focuses on investigating new and advanced activation rule for AGC to solve the dynamic multiobjective optimal allocation of AGC generation signal among various types of AGC providers.
Over the years, various mathematical and intelligent control strategies such as optimal control [3] - [4] , robust control [5] - [8] , distributed control [9] - [11] , soft computing model [12] - [16] , and reinforcement learning [19] - [23] have been developed in literatures as existing AGC solutions. However, despite many works on AGC strategies, optimal activation rule for AGC signal are rarely investigated. In practice, the activation is usually simplified by using either fixed participating factor or one equivalent AGC unit in each control authority. This simplification indeed reduces the implementation efforts but cannot ensure the optimal performance, considering multiple AGC participating units exist and may vary from time to time. Moreover, previous experiments in dispatch centers of China Southern Power Grid (CSG) as well as the analysis in [2] showed that different activation rules may lead to different quality of control. In fact, the current practice to handle the activation rule is to utilize either the pro-rata rule, in which the AGC regulation participating factor for each unit is determined proportional to the adjustable reserve capacity of the unit [2] , [23] , or the merit-order list [24] , in which the AGC units with the lowest energy price [25] should be prioritized. The pro-rata rule has been widely accepted by power utilities in Switzerland, France [2] and China [23] . Nevertheless, this method cannot address the cost and emission concerns involved in dispatching the AGC units, thus leading to non-optimal results. Power utilities in Germany and Italy [2] adopt merit-order list to activate their secondary control. However, this method cannot ensure the optimal performance either [2] . In [26] and [27] , regulating performance of AGC participating units for the provision of the frequency regulation service was considered in AGC signal allocation process. Yet, these efforts fail to address emissions of providers. As presented in [28] , power utilities all over the world are facing ever increasing pressures on emission reduction due to e.g. Industrial Emissions Directive in Europe and other countries, which reinforces the need of low emission resources.
In general, the primary difficulty to determine the activation rule comes from real-time requirement since the energy management system (EMS) usually use 2-8 seconds for the decision cycles of the AGC system [1] , [26] . Besides various technical and economic constraints [1] , the requirements of system reliability and security [22] , together with external environmental uncertainties [13] , make the activation rule problem involving multiple objectives hardly solvable by conventional or heuristic optimization techniques [29] - [30] . Recently, the authors proposed in [31] a novel hierarchical Q-learning algorithm for such problem, which proved to have competitive performances comparing to other methods.
In recent years, a new branch of RL theory, multiobjective reinforcement learning (MORL), has received increased attentions and been successfully applied in a variety of fields, including collaborative decision support systems, distributed control, robotic teams and economics [32] . Previous applications have demonstrated that MORL can provide a customized platform for interactive self-learning rules to mitigate the environmental uncertainties and to maximize the discounted rewards from the long-term viewpoint. In this paper, the rewards are interpreted as regulating performance, generation cost and emission associated with AGC signal allocation process. Based on our achievements in [31] , this work is further devoted to investigate an optimal activation rule framework and a hybrid intelligent approach based on MORL and SPPSO that can enhance the AGC performance and dynamic optimization efficiency. The main contributions of this paper include: (1) The formulation of optimal activation rule with considerations of regulating performance, generation cost and emission; (2) Transformation of the response of participating providers to AGC instructions into Markov Decision Processes (MDPs); (3) The development of a hybrid intelligent approach based on MORL and SPPSO, which is suitable to solve the MDPs, and the establishment of the framework for activation rule optimization. The proposed hybrid approach has been thoroughly tested and benchmarked on CSG model under various operational scenarios.
A. BASIC RL ALGORITHM
As originally inspired from animal intelligence, RL is a novel algorithm for enabling agents to learn an optimal policy by trial-and-error interactions with an unknown environment [33] . Due to the advantages such as model free, RL has been growing rapidly and developed into a major branch of machine learning for solving sequential decision making problems.
Generally, RL features four basic elements: a model of the environment, a reward function, value functions and an action policy [33] . Here, the model of the environment is characterized as a group of system states termed as state space S. The reward function converts the observed states into a single number to better express the desirability of previous executed action. The value function represents the discounted sum of the future sequence of rewards starting from the state and the action policy thereafter. Lastly, the action policy specifies a stimulus-response rule to choose and execute an appropriate action based on value functions as to maximize the expected long-term rewards in each state-action pair. The RL based multi-step Q(λ), R(λ) and correlated equilibrium based CEQ(λ) has been applied in [19] - [21] by the authors as to mitigate the effect of long-time delay of thermal plants and to provide a satisfactory AGC performance over various operation scenarios, where the activation rule optimization, however, has not been considered at all. 
B. MULTIOBJECTIVE RL
Significantly different from basic RL algorithms, MORL has two or more objectives to be optimized by the learning agent, where each objective has its own reward signal. Given N objectives, the basic architecture of MORL is shown in Fig.1 , where r i (1≤ i ≤ N ) denotes the ith indicator of the agent's reward offered by the external unknown environment. Obviously, this basic architecture describes the case of a single agent that is simultaneously faced with a set of different objectives.
With respect to any objective, there always exists a corresponding state-action value function in the form of Q lookup table to express the long-term desirability of the state-action pairs. The state-action (s, a) value function, that is Q function, can be updated based on various rules to satisfy Bellman Equations, such as single agent Q-learning algorithm adopted in this paper, as follows,
where α denotes the learning rate parameters. If α decays appropriately while obeying the usual stochastic approximation conditions [33] and meanwhile all state-action pairs (s, a) are encountered infinitely, then the Q lookup table can be converged. Consequently, the optimal action policy could be finalized and executed based on the converged Q lookup table.
Regarding to the entire set of objectives, the state-action value function can be defined in a vector form, as follows
where MQ(s, a) is the vectored state-action value function. The definition of optimal policy π * for MORL is similar to the optimal policy definition of single-agent RL [34] , as follows
Apparently, the multiobjective optimization problem of maximizing MQ(s, a) can be solved using single-policy approaches and multiple-policy approaches [34] . The former strives to obtain the best single policy that satisfies the preference among multiple objectives, as specified according to the problem domain. The latter seeks to find a group of policies that approximate the Pareto front in order to provide diversity within the policy space. As for the activation rule, the optimal policy that minimizes the objectives is determined every 4 seconds in one AGC decision cycle. Therefore, a single-policy approach called weighted-sum approach [35] , is applied in this paper. The weight termed as coordination factor is determined using preset preference information applying analytic hierarchy process (AHP) approach [36] .
II. PROBLEM FORMULATION A. OVERVIEW OF AGC IMPLEMENTATION
In today's AGC schemes, the activation rule and the control pulses of each control authority for interconnected power grids are generally determined and generated by a central grid facility, i.e. power dispatch center [11] . In this center, the control authority's AGC scheme is always materialized by two main control modules: optimal AGC controller and activation rule determination, as depicted in Fig.2 . The former module is a closed-loop feedback control unit as to optimize the solution of total regulating command P C in response to uninstructed deviations from scheduled. To date, extensive AGC schemes [3] - [22] , including several RL based AGC strategies under Control Performance Standard (CPS), have been proposed to generate the optimal overall command P C over various operation scenarios. However, the AGC control system in real-life's power utilities are commonly established based on the PI control methodologies and most power dispatch centers in China have adopted an improved-PI based AGC control system developed by Nanjing Automation Research Institute (NARI) [23] .
The second module is to optimize the participation factors for each secondary control reserve (SCR) provider according to the activation rule. The overall AGC command P C is weighted with the obtained participation factors, resulting in a set of reference signal P Ci , each of which will be transmitted to the SCADA system of a remote SCR provider and trigger the change of its production [2] . However, to the best of the authors' knowledge, there are few published papers to tackle the activation rule optimization problem.
It should be stressed that AGC, in which the activation rule is involved, is distinguished from the economic dispatch (ED) because of different time horizons and control objectives they have. The AGC is an EMS function operated in a manner of seconds to mitigate uninstructed deviations that manifests in area control error (ACE) [27] , according to the capacity margin procured in day-ahead market and hour-ahead market. While, ED is performed every 5-15 minutes to distribute the system base load economically amongst all available resources based on the dispatch instructions issued by realtime market [27] . In the case studies of the paper, the AGC decision cycle is set to 4 seconds in the CSG power system model. Adopting AGC decision cycle as 4s does not mean AGC system will dispatch control command to each SCR providers at every 4s because load cannot change at that rate due to the turbine and generator inertia. Actually, the SCR provider will not receive any dispatch signal whenever ACE is within an acceptable MW range.
B. ACTIVATION RULE OBJECTIVES
In the proposed activation rule optimization architecture, multiple objectives have been considered and designed. The primary objective is to minimize the regulating cost of all participating units and can be represented as follows
where C i denotes the regulating cost function of the ith AGC unit, and pf i is its participating factor, P C is the overall AGC reference signal, M is the number of participating units. The second objective should be considered in activation rule problem is the AGC regulating performance, which has the potential to improve operational and economic efficiency of the power grid. In this paper, the regulating performance for all participating units is interpreted as to minimize the integral of time multiplied absolute errors (ITAE), that is
where P Gi is real-time output of the provider i, T i denotes the time required for the ith provider to follow its reference signal. In [27] , the performance of a provider for the provision of the frequency regulation service is quantified by ramping ability and the accuracy for following the AGC dispatch signal. In this paper, those two abilities are measured by ITAE since smaller ramp rate or worse accuracy correspond to an increasing ITAE error. Due to the concerns over global warming and air pollution, policy makers are promoting low emission technologies and developing national emissions limits since 1990 [37] . Power utilities have been required to reduce emissions from their units [38] . This emission reduction pressure faced by power utilities are increasing ever high since the start of several Directives Controlling Emissions, including e.g. the Kyoto Protocol, the Large Combustion Plant Directive and the National Emissions Ceilings Directive [28] . Considerable researches were reported to minimize emission in ED [38] . However, little has been done in relation to AGC dispatch. As demonstrated in our case studies, the emission of AGC participating units can be reduced by 5%-10% by adopting the proposed hybrid activation rule compared to the conventional pro-rata method, which indicates a valuable improvement in this regard. Therefore, the activation rule optimization objective concerning emission reduction can be formulated as follows
where E i denotes the discharged emission function. It is clear that those three objectives may conflict with each other. With respect to regulating performance, the typical time delay in AGC for thermal units ranges from 0.5-2 minutes since the command for turbine-boiler control system is executed slowly with large time constants. While, liquefied natural gas (LNG), hydro units and other sustainable units with power electronic interfaces can follow the reference signal with a far less time delays. Regarding the regulating cost of same type units, units with smaller capacity generally exhibits low efficiency and high cost. As for different types of unit, the engineering practice reveals that the regulating costs per unit are sized from LNG down to thermal, hydro and wind turbine [29] . With concern over emission, sustainable units are given priority to take part in the regulating activities compared to fossil-fueled units because of their lower emissions. Therefore, a preference tradeoff among the three conflicting objectives should be preset as to optimize the overall performance in current system state, as specified in section IV.
C. ACTIVATION RULE CONSTRAINTS
The following constraints are required to be considered in the optimal activation rule problem:
D. PARTICIPATING FACTOR CONSTRAINTS
All the participating factors should be set within its lower and upper limits and meanwhile their sum should be equal to 1. This is to guarantee the sum of the reference signal for all SCR providers should be equal to the overall AGC dispatch signal P C , as follows
On the other hand, engineering practice manifests that the participating factor of a certain SCR provider should be set 0 if the provider is still involved in responding to dispatch signal from previous AGC decision cycles. The criterion for this involvement is determined as
where ξ i denotes any appropriate small positive number. This is to say, if (9) is satisfied, AGC system will not dispatch any command to the ith SCR provider even when ACE is beyond the acceptable range and needs to be reduced and managed. SCR providers with fast ramping ability may contribute more frequently in response to AGC commands because of their high operational flexibility.
1) CAPACITY CONSTRAINTS
The real power generated by SCR providers should be bounded within their minimum and maximum capacity,
where P min Gi and P max Gi are the minimal and maximal adjustable capacities of the ith provider, P Gi denotes its corresponding output power.
2) GOVERNOR DEAD BAND CONSTRAINTS
Speed governor dead band will inevitably produce a delay in unit response [39] if the absolute value of the given reference power for certain provider is lower than its dead band value, resulting in a worse AGC performance because of the time criteria used in ITAE. Therefore, as to mitigate the effect of governor dead band on unit response, the given reference for the ith provider to follow should be greater or equal to its dead band limit, described as follows
where P Di denotes the dead band limit for the ith provider. 
III. PROPOSED HYBRID INTELLIGENT ALGORITHM
It is obvious that the activation rule performance depends only upon the present decisions, not on the sequence of decision events that preceded it. This indicates Markov property is satisfied for the activation rule optimization problem. In other words, the activation rule problem can be successfully transformed into a dynamic MDP that can be solved using MORL. It has been mathematically proved in [33] that RL pursues to maximize the discounted reward from the long-term perspective, that is optimization of the overall AGC performance given the reward is related to the performance. Therefore, that implies the converged Q function for all providers specifies their abilities to follow the AGC dispatch signal. However, considering all the providers and all objectives, the Q functions can be formulated as a high-dimension problem space, whose objectives cannot be minimized using conventional optimization method due to its non-differential attributes. Therefore in this research, SPPSO is applied to efficiently obtain the optimality of high-dimension Q-function spaces. Meanwhile, the real-time requirement of the activation rule problem can also be satisfied due to its very fast execution speed. The proposed hybrid approach based on MORL and SPPSO not only can provide the AGC controller with capability of self-learning by experiencing the consequences of actions, but also would be flexible in accommodating various control scenarios and control objectives for solving this challenging activation rule optimization problem. In every AGC cycle, the activation rule optimization section observes the current system state, updates the Q-functions, then seek to find the optimal policy, that is combination of participating factors, using SPPSO. Therefore, the design of optimal activation rule involves system state and action space discretization, the definitions of reward function, the design of objection function and SPPSO exploitation as to fully explore the benefits of proposed hybrid algorithm. The proposed overall control structure based on MORL and SPPSO is presented in Fig.3 .
A. SYSTEM STATE AND ACTION SPACE DISCRETIZATION
From the analysis in [40] , it is clear that frequency restoration process decisively depend on the imbalance between supply and demand. Then, the state space S of MORL algorithm is described in this paper by a set of ranges to which the imbalance belongs. The power imbalance P Im can be real-time estimated as [40] ,
where R sys is the equivalent droop characteristics, D is the equivalent damping coefficient, and f is the frequency bias. In our previous work [31] , participating factors were adopted as the action variable. However, they are discretized values rather than ranges since specific signal is required for each provider to follow. Obviously, the participation factor can make AGC activation simple, but further optimization of the activation rule becomes difficult. In other words, the participating factors can only be chosen from a preset discretized action space, limiting the possibility of achieving further optimized performance. Therefore, in this paper, the control adjustment per unit for each SCR provider, defined as the ratio of regulating power each AGC decision cycle to its acceptable maximum power, is adopted as the action variable. The relationship between participating factor and the control adjustment per unit is described as
where dP i is the control adjustment per unit for provider i, and P maxi is its maximum regulation power. Because it is pf i × P C that decides the reference signal for each provider to follow, therefore dP i can be defined as a manner of ranges. This indicates the participating factors are more accurately expressed because the participating factors are not confined to a set of discretized values but a continuous and controllable variable that can be adaptively optimized. Thereafter, the state and action space should be reasonably quantized since the degree of state and action space discretization can have a decisive influence upon the optimization performance of the AGC signal allocation process. By means of space discretization, the state-action space is classified into a set of finite regions, termed as state-action pairs. A small number of state-action pairs would degrade the AGC performance because of the given low-resolution solution. Nevertheless, the real-time requirement with the decision cycle of 4 seconds may not be satisfied when there exists a too large number of state-action pairs. Therefore, discretization of the system state and action space should be appropriately determined. The specific state and action spaces for the activation rule optimization are detailed in the case studies in Section V.
B. REWARD FUNCTION
The choice of an reward function for each objective is essential for the implementation of the MORL algorithm to the activation rule optimization, so that the Q-functions can be iteratively converged using (1) . In [19] , a piecewise relaxed reward function was proposed to avoid the over-compliant problem in existing AGC strategies. In [21] , multi-criteria piecewise reward function under CPS was presented to effectively enhance the overall AGC control performance. However, those previous defined reward functions in [19] - [21] cannot directly implemented in activation rule since they involve different units and use fixed participating factors in each control authority for simplification, which cannot reflect the practical operation scenarios. Therefore, in order to apply MORL in activation rule, the reward function should be defined in a decentralized manner, i.e. defined on the basis of the regulating performance per each provider, rather than a centralized manner in [19] - [21] , as follows,
where R obj1−i , R obj2−i and R obj3−i are the immediate reward functions of the ith provider for each objective. The reward functions in (14)- (16) are normalized by pf i × P C so that the rewards can be measured per MW and thus the accumulated performance per WM for each provider can be learned accordingly. Smaller value of R obj1−i , R obj2−i and R obj3−i corresponds to high regulating cost, worse ITAE, or a lot of emissions per MW for the ith provider, larger ones imply better regulating performance per MW. The immediate rewards of ith provider are calculated whenever the provider has just completed its reference command, and so its Q-functions can be iteratively converged. The Q-functions for all providers can be obtained in a similar manner. Obviously, the Q-functions for each provider account for its long-term regulating performance per MW.
At each AGC decision cycle, the optimal AGC controller generates an overall command P C . Subsequently, the participation factors are optimized in the activation rule module as to achieve the minimization of the cost, regulating error and emissions, based on the objective function, available providers and their respective long-term regulating performance per MW, i.e. Q-functions. The action with larger Q value is more likely to be assigned with a larger participation factor so that the objective can be minimized.
C. OBJECTIVE FUNCTION
Comprehensive performance evaluation criteria are well established and presented in section III. As to guarantee the quality of proposed approach, the participating factors are optimized to account for cost, response performance, and emission simultaneously, which can be considered as a multi-objective optimization problem. The proposed hybrid approach adopts MORL to provide a customized platform for interactive self-learning rules as to maximize the long-run discounted reward for each objective.
A multi-objective function is developed based on the MORL platform and well-established performance evaluation criteria, as described
where Q obj1−i , Q obj2−i and Q obj3−i are the Q functions of the ith provider for objective Obj 1 , Obj 2 and Obj 3 , respectively, τ obj1 , τ obj2 and τ obj3 are the corresponding coordination factors, which can be used as a trick to express preference information [34] . The Q functions can be obtained using Q learning rules specified in (1) according to the given rewards (14)- (16) . Apparently, the relative importance between objectives depends on the system states. When the frequency bias and area control error (ACE) suffer serious deviations, the transient response performance should be given priority to pursue by the AGC controller. In this paper, the criterion for the deviations is determined by whether the ACE is bounded within the Balancing Authority ACE Limit (BAAL) [41] or not. The BAAL has been released recently to replace the CPS2 in North America to limit the balancing authority's unscheduled power flow, defined as follows
where B i is the frequency bias setting for a balancing authority, and ε 1 is a targeted frequency bound for the power system. On the other hand, due to the concerns with respect to global warming and air pollution, there has been a reduction of national emissions levels assigned by policy makers [28] .
Therefore, system operator's primary objective is to minimize the system emissions when it is still beyond the assigned levels. Otherwise, the system operator's cardinal rule is rightly to minimize the regulating cost for each regulating authority. With the aid of those preference information, the preference condition can be determined in the form of qualitative language, as presented in Fig.4 . Therefore, the coordination factors can be determined using the qualitative language applying analytic hierarchy process (AHP) approach in [36] . The AHP method divides the relative importance for pairs of objectives into 6 grades, and each grade is assigned an appropriate value, as described in Table 1 , in which the c ij is the relative importance of objective i to objective j. From the relative importance matrix, the coordination factor of objective i (i ∈ 1, 2, 3) can be determined as follows,
Particle swarm optimization is a heuristic and population based stochastic search method that aims to mimic the behavior of flocks of birds or fishes, and has proved to be an efficiency and robust optimization algorithm. However, PSO requires large number of particles and thus involves significant amount of computation time [42] . This will undoubtedly cause a serious problem for real-time optimization systems such as activation rule optimization problem, which call for fast convergence. Therefore SPPSO is applied herein for objective function optimization as to further avoid burden on time and satisfy the real-time requirement. The SPPSO is a classical PSO algorithm but with a minimized population. In classical PSO, each particle consisting of velocity and position represents a potential solution to the problem. The particles changes the position within the search space via keeping track of previous best position and the corresponding fitness. Given the previous best position with the smallest objective function of the ith particle p b i , the best position of all the particles in the swarm p b g , then the velocity and position of the particles are updated as the following equations,
where x i (k) and υ i (k) are the current position and velocity of the ith particle at instant k, a 1 and a 2 are two acceleration constants standing for the particle's desirability to move toward p b i and p b g , ψ is the inertia weight which takes control of exploration and exploitation of the search space, κ 1 and κ 2 are two random numbers within [0, 1] .
SPPSO takes advantage of the concept of regeneration to vest the particles the ability of keep performing the search with a small population. After every N R iterations, all the particles except for the best ones are regenerated with random velocities and positions. The choice of the value of N R plays a key role in realizing an efficient SPPSO algorithm since a low value of N R will drive the particles to move erratically, and a higher value will delay the search process [43] . The regeneration process benefits the particles in avoiding the dilemma of local minima and achieving faster convergence speed compared to conventional PSO.
E. PROCEDURES OF THE HYBRID ALGORITHM
The proposed hybrid algorithm devotes to optimize the participating factors with respect to objective function (17) on the established activation rule determination architecture using SPPSO. The main procedures of the developed hybrid intelligent algorithm are illustrated as follows,
Step 1) Initialize the Q-functions, reward, learning parameters, PSO optimization parameters and AGC decision cycle [19] - [21] . Set the initial system state, preference condition and establish the optimal AGC controller [23] .
Step 2) At each time interval, divide all the AGC providers into two groups based on the criterion (9), the first group consist of the units in which (9) is satisfied and their participating factors are set to 0. The second group includes the other providers which have just completed their previous regulating command.
Step 3) For each provider in second group, do I) Evaluate its transient response performance, regulating cost, and emission. II) Obtain an immediate reward from (14)- (16) . III) Compute the system state using (12) . IV) Update the Q function according to (1) .
Step 4) Calculate the BAAL value (18) , determine the preference condition applying AHP approach, and compute the coordination factors using (19).
Step 5) Set the iteration Counter N L =0 and N R .
Step 6) Randomize a population of particles in the search space.
Step 7) WHILE sufficient good fitness or maximum number of iterations has not been reached, do a) For each particle, evaluate the particle's objective function and desired fitness function. Step 9) According to the optimized participating factors, allocate the optimal reference command to each unit.
IV. CASE STUDIES A. MODEL DESCRIPTION
The performance of the proposed hybrid approach for activation rule optimization has been comprehensively evaluated through practical CSG power system simulator, which was previously developed and validated by Guangdong (GD) power dispatch center. The topology of CSG network can be found in [44] . The CSG system contains four provincial control areas, GD, Guangxi (GX), Yunnan (YN) and Guizhou (GZ), interconnected by five parallel HVDC-HVAC transmission systems. The HVDC systems are established as a first-order constant-power model. In the established CSG model, there has 35 generators in GD area, 16 in GX, 19 in YN, 13 in GZ. The generator model for fossil-fuel fired (thermal), LNG, hydro generators [45] and wind turbine (WT) [46] are included and presented in Fig.5 . Each generator output depends on the governor and the set-point of regulating command from the AGC controller according to their respective optimized participating factors. The typical parameters of AGC units in GD area are partly shown in Table 2 .
In addition, the frequency bias coefficient B i are set to −255 in GD, −35 in GX, −37.5 in YN and −40 in GZ. The equivalent inertia constant H , equivalent damping coefficient D, and tie-line synchronizing coefficient T are tabulated in Table 3 . Other relevant system data and parameters are detailed in [29] . In CSG simulator, the AGC controller adopts NARI's improved PI control system [47] , which has been implemented in the EMS system of CSG dispatch center. The control system classifies the ACE into four operating areas, including the dead band, normal, near-emergency, and emergency area respectively. In each operating area, a well-tuned proportional and integral power component as well as a CPS based power component comprises the total regulating power P C . The CPS parameters are set as the same in [19] .
B. LEARNING SCENARIO DESCRIPTION
The proposed hybrid algorithm for activation rule should be scheduled to experience a series of off-line trial-anderror procedures termed as pre-learning process before its onsite operation [8] . As a preconditioning technique, the prelearning technique involves numerous exploration iterations in system state space to consummate the Q functions, which describe the long-term operating performance for each provider. GD is selected as the research area to elaborate the pre-learning process. Herein, the system state variable by means of (12) , that is the estimated power imbalance, is discretized to the following 12 range: (−∞, −500], (−500, , accounting for HVDC-HVAC fault, generator tripping, network events and load disturbances in real system, respectively. However, in this paper, the power imbalance triggered by all the faults are transformed into load disturbances with the same amplitude for simplification. Similarly, the action space [−1, 1] for each provider is divided evenly into 20 intervals in each system state. As a result, the total number of state-action pairs of a certain AGC unit for each objective is 240.
The pre-learning process starts with a power imbalance sampling, followed by determining the load disturbance accounting for the imbalance, and applying the disturbance to the GD power model. The load disturbance leads to an unacceptable ACE which needs be taken care by the AGC controller. Hence, at each AGC decision cycle, the rewards can be computed and the Q functions can be updated accordingly as presented in section IV-E. Given the power imbalance equals −629.51MW, Fig.6 , in which one point indicates one Q function update, illustrates the detailed participating frequency for all AGC providers in GD area. It can be seen that each Q function updates itself approximately 6.77 steps in the entire AGC process, which takes 51.92 seconds to run. The simulations are carried out with an Intel(R) Core i7-3612QM 2.1-GHz CPU and 16.00 GB of RAM. The power imbalance sampling should be repeated in the pre-learning process until the all the concerning Q functions have been converged. The termination criterion for the Q-function convergence in the pre-learning process can be determined using the matrix 2-norms of Q-function differences q k+1 (s, a) − Q k (s, a) 2 ≤ ϑ where ϑ is a given small precision factor [19] . Fig.7 demonstrates the 2-norms Q-function convergence of AGC provider G7, G19 and G28 for objective Obj 2 during the pre-learning process. Following the initialization rules in [33] , all the Q-functions are initialized as zero matrix and the learning rate α is set to 0.1 with an decrease rate of 0.00001. In addition, ϑ is adopted as 0.3 and the governor dead band for all providers is set to 0.5 MW. As seen from Fig.7 , all the three estimated Q-functions tend to be stable after going through approximately 10000 Q-learning steps, implying the optimal strategy has been learned. At this time, the Q functions of other providers for each objective have also been converged. The average computation time over 10 trials for pre-learning process was 21.05 hours with a minimal of 20.64 hours and a maximum of 21.39 hours. Furthermore, all AGC providers are required to be online in every imbalance sampling. Otherwise, the pre-learning process will take more time since the regulating performances for the providers have not been learned in the offline state.
All parameters, such as Q-function matrix, should be stored after the completion of the pre-learning process, and then the proposed hybrid algorithm for activation rule optimization can be put into normal operation thereafter. Furthermore, the MORL will continue to make steady online optimization and so the behaviors of the proposed hybrid algorithm can be improved by interaction with the real power system. 
C. PARAMETER SENSITIVITY ANALYSIS
The performance of the hybrid algorithm mostly depends on several parameters, such as discrete numbers of stateaction space, number of particles in SPPSO swarm, and N R . A series of sensitivity analysis regarding those parameters was conducted as to fully explore the potential of the proposed algorithm. In Table 4 , the regulating performance and the mean execution time of the proposed algorithm over 20 trials are presented for a varying discrete number of stateaction space. The Q functions have been learned as specified in section V-B. In addition, the values of parameters used in this simulation are set as follows: τ obj1 = τ obj2 = τ obj3 = 1/3, a 1 = a 2 = 2, ψ = 0.7, N R = 6. The disturbance adopts step load disturbance with the amplitude of 100MW and the number of particles in SPPSO is set to 4. The results from Table 4 demonstrate that small number of state-action pair could lead to worse AGC performance because of the low-resolution solution that it could offer only. Furthermore, the performance of the hybrid algorithm increases no more but leads to an expected increase in execution time of the algorithm, when the number of state and action space are larger than 12×20. Table 5 lists the regulating performance of the hybrid algorithm and its computation time over 20 trials for a varying number of particles and N R . The number of state and action space adopts 12×20, and other parameters remain unchanged. It can be seen that the regulating performance of hybrid algorithm will not increase if the number of particles is larger than 4 and N R > 6. Meanwhile, the mean execution time of the algorithm will increase 30% approximately. Therefore, taking the real-time requirement for activation rule optimization and the regulating performance variation trends into account, the number of particles and N R in SPPSO adopt 4 and 6 respectively. In summary, this group of well-tuned parameters are employed in the following experiments.
D. STUDY ON COORDINATION FACTORS
The regulating performance of the hybrid algorithm can be appropriately adjusted using coordination factors in (17) since they reflect the preference of the system operators. As to validate the effects of different coordination factors on algorithm performance, simulations with different preference conditions under a typical step load disturbance with the amplitude of 400MW were carried out. Here, the output of WT is stochastically determined according to the annual wind profile applying output curve [48] , and its tuning range in AGC cycle is limited to [−20%, 5%] to its initial output power. It is assumed that the output of WT remains constant in AGC regulation process. The results are comprehensively compared with practical used pro-rata method and meritorder method presented in [2] . Fig.8 shows the plot of the frequency response of the entire participating units under four preference conditions. The detailed regulating cost and emission are tabulated in Table 6 . Merit-order I, II, III indicates the list of secondary reserve providers are sorted based on energy prices, ramp rate capabilities and emissions, respectively. The results from the experiment imply that the proposed hybrid algorithm works better than classical pro-rata method not only on the dynamic transient response performance but also on regulating cost and emissions under all four preference conditions. This is because the regulating objectives are further optimized according to the given generator information in Q table. In addition, merit order I exhibits worst transient response but leads to an minimal regulating cost among all the tested activation rule determination approaches. This can be explained by the coal-fired thermal units, which have lower energy cost but worse ramping abilities. Furthermore, it can be readily observed from Fig.8 that merit-order II perform better in transient response than the proposed method under condition C, D but worse than that under condition A, B. This is owing to the truth that there exists more participating units with high ramp rate in the proposed algorithm under condition A, B than merit-order II in each AGC decision cycle. Meanwhile, meritorder III exhibits a slightly worse regulating performance on response than merit-order II due to their sorting list in difference. Furthermore, it can be concluded that each meritorder list has relatively worse performances on two control objectives because of only one objective that it concerns.
On the other hand, the proposed algorithm performs best in transient response under preference condition D than other three preference conditions because more LNG units are required to participate in the AGC cycle for emission mitigation. In addition, the proposed algorithm has exhibited minimal regulating cost in preference condition B since more coal-fired units with less regulating cost are given priority in the AGC tuning process. Furthermore, the preference condition A possesses minimal emissions compared to other conditions due to the provided higher weight in objective function (17) on emissions. Obviously, the proposed method under each condition usually provides a compromise solution in which two objectives are relatively optimal according to the preset preference information. Consequently, the dynamic performance of AGC could be online regulated through coordination factors adjustment in AGC decision cycle. 
E. STATISTICAL EXPERIMENTS ON CSG SYSTEM
In addition, the long-term performance of activation rule should be completely evaluated based on statistical results of comparative experiments, in which CSG simulators have been implemented with the preset disturbance scenarios over 24-hours [21] . The adaptability and dynamic optimization of the proposed approach can be examined and analyzed under the representative stochastic load disturbance [49] . The performance of the proposed hybrid method has been benchmarked and compared with real-world pro-rata and merit-order method. The obtained statistics with assessment period of 10-min for GD, GX, GZ, and YN power grid on various AGC performance indices are presented in Tables 7-10 , where | f | and |ACE| are the averages of absolute values of frequency deviation and ACE over the entire simulation period, BAAL is the daily compliance percentage. It is clear from the statistical experiments that the proposed hybrid approaches are more adaptable to the changing scenarios, and revealing its superior online self-learning capability than the classical pro-rata and merit-order methods. In comparison with the parallel pro-rata activation rule, the proposed hybrid method can take full account of the preference information and current system states, and thus their regulating performance can be improved accordingly. In addition, the hybrid method under anyone condition generally stayed ahead of the merit-order method in the regulating performance on two optimized objectives, which is consistent with the conclusions in section V-D. Furthermore, as supported from Table 7 -10, the regulating performance of the proposed method on each objective can be adjusted adaptively via preference condition selection, demonstrating the high flexibility of the proposed method.
As presented in [21] , communication and computation infrastructures with high design flexibility are the core technologies required in future smart dispatch center. An intelligent automatic generation control framework with grid-to-grid coordination has been proposed in [21] . However, the activation rule for secondary control reserve has not been considered, which may render the advanced control framework unable to be implemented in real power grids because of the changing scenarios that the grid faced. Therefore, the hybrid optimal activation rule method using MORL and SPPSO has been proposed herein to achieve a performance-adaptive control framework. As outlined in Fig.3 , the framework consists of six subparts, including preference state determination, system state estimation, performance evaluation, reward calculation, Q function update, SPPSO algorithm. It can be concluded that only the performance evaluation subpart may need extra infrastructure investment since the other five subparts can be completely fulfilled using real-time dataset and software equipment already existed in EMS. As described in section IV-E, the performance evaluation subpart is designed to calculate the energy cost, ITAE, and emission objectives for the providers in second group. However, the computation of energy cost has already been existed in most current dispatch centers including CSG. In addition, the necessary data used to calculate ITAE (15) have also been accessible. Similarly, the discharged emission of each provider can be evaluated using the existed database and communication infrastructure. Therefore, no extra control infrastructure investment but the development cost is required to implement the hybrid activation rule approach, making the proposed method more practical in real power grids.
V. CONCLUSIONS
In this paper, a novel hybrid intelligent algorithm combining MORL and SPPSO is developed and successfully applied for dynamic optimization of activation rule, which is critical to AGC performance enhancement. A novel objective function based on coordination factor accounting for regulating cost, transient performance and emission is constructed to obtain optimal AGC regulating performance. The coordination factors are designed according to the preference information applying analytic hierarchy process. The effectiveness of the proposed hybrid intelligent algorithm has been comprehensively validated via comparative tests with several well-established benchmarks using practical CSG dataset. The proposed approach provides a customized platform of activation rule problem with high flexibility because of the self-learning attributes that MORL algorithm could offer. In addition, it has been demonstrated that the realtime requirement has also been satisfied using the proposed approach.
