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Abstract
Simplex algorithm is better than brute force exploration of all sets of
constraints because it explores only feasible and maximal sets. However,
simplex behaves like brute force on degenerated sets.
This paper offers a way to improve simplex such that degenerated
vertices are tackled like the problem itself i.e. by exploring only feasible
and maximal sets of this sub problems instead of brute force.
Of course, offered algorithm is exponential (like brute-force or sim-
plex), but, it extends the advantage of simplex over brute force on degen-
erated vertices.
1 Introduction
Linear programming is the very studied task of optimizing a linear criterion
under linear equality and inequality constraints.
This problem has been first tackled by exponential algorithms like simplex
[4] or perceptron [11].
Today, this problem is tackled by polynomial time algorithms like ellipsoid
method [7, 5], log barrier method [9], or recently, Chubanov method [3].
This paper offers a new algorithm for linear programming which is clearly ex-
ponential (and, thus, not competitive with [7, 9, 3]) But, the algorithm extends
simplex advantage over brute force to degenerated vertices.
One could argue that considering exponential algorithm is not relevant. Yet,
[1] recently shows that log barrier method is not strongly polynomial. So, con-
sidering old school algorithm can increase the families of linear program which
admit strongly polynomial algorithm (currently limited to linear program with
-1/0/1 matrix A [12], linear program with two variables per inequality [6],
Markov chain [10], system having binary solution [2]).
Importantly, exiting a vertex is as hard as linear programming itself [8]. Yet,
the interest of this algorithm is exactly to tackle linear programming in the form
of vertex exiting. The main contribution is to offer a simplex for homogeneous
linear programs. This allows to tackle degenerated vertices as sub problem
instead of brute force.
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Notation
Set of N dimensional vectors is written QN , and, set of matrix of size M ×N is
written QM×N . If A is a matrix, or, x a vector, then, Ai or xi is the i component
of A or x (a N dimensional vectors for A and a scalar for x). The size of a vector
x is written |x|, the size of a matrix A (in number of rows) is written |A|, and
the size of a set I is also written |I|. If u, v are two N dimensional vectors, uv
is the scalar product of the vectors i.e. uv =
∑
n∈{1,...,N}
unvn. If A ∈ QM×N is
a matrix and x ∈ QN is a vector, then Ax is the matrix-vector product of A
and x. 0, 1 are the vectors with all components being 0 or 1. Norm of a vector
is written ||x|| = √xx. The kernel of a matrix A i.e. {x / Ax = 0} is written
Ker(A).
2 Context
2.1 Equivalence on linear programming
The native form of linear program is the task of solving min
x / Ax≥b
cx for given
A ∈ QM×N a matrix, b ∈ QM and c ∈ QN some vectors.
But it is well known that solving min
x / Ax≥b
cx is equivalent to solve a system
of inequality Hx ≥ h due to primal dual theory. As Hx ≥ h is equivalent to
solve min
x,t / Hx+t≥h,t≥0
t on which it is possible to consider primal dual again,
one can always assume that some solution exists, and, that the task is to find
it. Then, this last problem Hx ≥ h is equivalent to solve a system of strict
inequality Gx > g: as maximal determinant of a sub matrix is a polynomial in
the binary size of the matrix, any solution of Hx + t ≥ h, t ≥ 0,−t ≥ −ε for
a decidable ε can be converted into a solution by greedy projection. Finally,
Gx > g is equivalent to Ax > 0 because
(
G −g
0 1
)(
x
t
)
> 0.
This way, any linear programming solver can assume without restricting the
generality to have an input A ∈ QM×N , with the task of producing x ∈ QN such
that Ax > 0, with the prior that such x exists. This is also trivially equivalent
to produce x ∈ QN such that Ax ≥ 1.
Then, it is classical that one could remove extra variables until kernel of
A is null: if there exists x, χ such that Aχ = 0, χ 6= 0 and Ax > 0, then,
A(x − xχχχχ) = Ax > 0, and, χ(x − xχχχχ) = 0. So, one could just find y such
that Ay > 0 after injecting x1 = − 1χ1
∑
n={2,...,N}
χnxn into Ay > 0 (this does
not change the form of the problem).
Finally, if A{1,...,|A|}\Ix > 0, AIx = 0, and, AIy > 0, then, one could form a
solution by combining x and y. Indeed, even if A{1,...,|A|}\Iy may not be strictly
positive, it will be possible to deal with it by adding λx which does not modify
AIy. So, with all this reduction, one could consider reduced homogeneous linear
feasibility only.
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Definition: reduced homogeneous linear feasibility
Linear programming is equivalent to the task of find x ∈ QN such that
Ax ≥ 0, Ax 6= 0 given A ∈ QM×N with Ker(A) = {0}, and, with the prior
that there exists y such that Ay > 0.
2.2 Complexity of state of the art algorithm
Today, there is polynomial algorithm to solve linear programming. Yet, this
paper focus on vertex exploration (which may be structurally exponential as
there is an exponential number of vertices in common case). Typically, it is
well known that if there is a vector x such that Ax ≥ 1, then, there is a set of
indexes I such that the solution of AIy = 1 verifies Ay ≥ 1.
Brute force algorithm (see 1) consists to explore all sets of indexes I to check
if solution of AIy = 1 verifies Ay ≥ 1. Yet, brute force algorithm (see 1) wastes
a lot of time considering infeasible, or, not maximal I.
Algorithm 1 brute force algorithm
// given A a reduced homogeneous linear feasibility instance
// return x such that Ax > 0
brute force(A) =
1: for I ⊂ {1, ...,M} do
2: if ∃x / AIx = 1 then
3: if x / Ax > 1 then
4: return x
Simplex is an improvement of this brute force exploration (despite being
exponential) because simplex considers only feasible and maximal sets instead
of all sets. In other words, simplex manages to makes test line 2 and 3 of
algorithm 1 entering into loop line 1 critically reducing the number of explored
sets (even if still exponential).
This feasible and maximal sets are vertices (These concepts of vertex and/or
simplex will be formalized for homogeneous case bellow). And, precisely, simplex
merge line 1,2,3 only when vertices are non degenerated vertices [8].
So, simplex outperforms brute force on family of linear program with small
number of vertices and non degenerated vertices (on this family it even outper-
forms polynomial method). But, simplex behaves like brute force on degenerated
vertex: vertex with size of I larger than N .
The contribution of this paper is to formalize simplex in homogeneous case.
This way, exiting a degenerated vertex can be done by calling the algorithm on
the vertex instead of using brute force. In other words, the advantage of simplex
over brute force is extended to degenerate simplex.
One can argue that the three (brute force / simplex / the offered one) are
all useless, as, only polynomial algorithms matter. Yet, there is a family of
problem on with the offered algorithm is strongly polynomial (which may not
being covered by state of the art polynomial methods [1]). This is a weak
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interest as this family is not characterized, but, it exists. Also, the offered
idea may still be useful into some polynomial algorithms. Finally, simplex is
still useful in common solver. As the offered algorithm has the good feature of
extending simplex advantage over brute force to degenerate vertices, it may be
interesting.
3 The recurrent simplex
Algorithm 2 project on a vertex
// given A a reduced homogeneous linear feasibility instance
// and, x ∈ QN with min
m∈{1,...,M}
Amx = −1
// return a vertex y, I with ||y|| ≥ ||x||, or, fail on a solution
project to vertex(A, x) =
1: while True do
2: I = {m ∈ {1, ..., |A|} / Amx = −1}
3: if Ker(AI) = {0} then
4: return x, I
5: else
6: select v ∈ Ker(AI) and makes xv ≥ 0
7: if Av ≥ 0 then
8: fail on v
9: else
10: l = argmax
λ
min
i∈I
Ai(x+ λv)
11: x = x+ lv
3.1 Vertices
As it is a central notion in this paper, the concept of vertex in the case of
homogeneous linear system is introduced both formally, and, by an algorithm
which project a point into a vertex:
Definition: Vertex
Given A ∈ QM×N , a set of index I ⊂ {1, ..., |A|} is called a vertex if and
only if ∃x ∈ QN such that AIx = −1, A{1,...,|A|}\Ix > −1, and,
Ker(AI) = {0}. A point x can be projected into a vertex by
algorithm 2.
Importantly, the number of vertices is bounded by an exponential number
in N,M . So, exploring vertices is a convergent (even if exponential) process if
vertices are never explored twice. The difficulty is to move from vertex to vertex
without looping.
Importantly also, the line 6 of algorithm 2 is well defined: if v ∈ Ker(AI),
then, −v ∈ Ker(AI), and thus, either xv ≥ 0 or (−v)x ≥ 0.
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3.2 Simplex in homogeneous case
An easy vertex is a set I such that matrix AI is square. This way, one can
consider A−1I . If one i ∈ I verifies (A−1I )ix ≥ 0, then, x = x + δ(A−1I )i, allows
to exit the vertex (||x|| strictly increase so vertex are never explored twice).
Algorithm 3 simplex algorithm (homogeneous case)
// given A a reduced homogeneous linear feasibility instance
// return x such that Ax ≥ 0 and Ax 6= 0
// for simplicity, ∀m ∈ {1, ...,M}, ||Am|| = 1
simplex(A) =
1: x, I = project to vertex(A,−A1)
2: if |A| = |I| then
3: return −x
4: while True do
5: if x, I is an easy vertex then
6: v = (A−1I )i with xv ≥ 0
7: else
8: use brute force to find J, v such that AJv = 1, AI\Jv = 0, xv ≥ 0
9: if Av ≥ 0 then
10: return v
11: else
12: l = argmax
λ
min
m∈{1,...,|A|}
Am(x + λv)
13: x = x+ lv
14: x, I = project to vertex(A, x)
So, when all vertices are easy vertices, algorithm is linear in the number of
vertices with a strongly polynomial factor. This complexity is still exponential
(there is an exponential number of vertices), but, strongly polynomial for family
of instances with a strongly polynomial number of vertices. Unfortunately, when
size of I is well larger than N , exiting the vertex is hard [8]. Typically, standard
simplex (see pseudo code 3) uses brute force for that.
3.3 Recurrent simplex
The basic idea of the offered algorithm is to call the algorithm itself instead of
using brute force in step 8 of algorithm 3.
This idea (see pseudo code 4) may seem trivial. But, the contribution of
this paper is to offer a conversion of the simplex framework for homogeneous
feasibility allowing to use the algorithm itself to exit hard vertex.
Using native linear program (so called canonical form) does not allow to use
the simplex itself to exit a vertex.
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Algorithm 4 recurrent simplex algorithm
// given A a reduced homogeneous linear feasibility instance
// return x such that Ax ≥ 0 and Ax 6= 0
// for simplicity, ∀m ∈ {1, ...,M}, ||Am|| = 1
recurrent simplex(A) =
1: x, I = project to vertex(A,−A1)
2: if |A| = |I| then
3: return −x
4: while True do
5: if x, I is an easy vertex then
6: v = (A−1I )i with xv ≥ 0
7: else
8: v = recurrent simplex(A) with A = AI injecting xy = 0
9: v = v + δx such that min
m∈{1,...,M}
Am(v + δx) = −1
10: if Av ≥ 0 then
11: return v
12: else
13: l = argmax
λ
min
m∈{1,...,|A|}
Am(x + λv)
14: x = x+ lv
15: x, I = project to vertex(A, x)
4 Discussion
4.1 Exiting a vertex
Exiting a vertex is finding v such that Av > 0 and xv = 0 when Ax = −1
and Ker(A) = {0}. At first glance this is not trivially equivalent to linear
programming (contrary to finding v such that Av > 0). But, [8] proves that
exiting a vertex is equivalent to all linear program. This stands in the case of
reduced homogeneous linear feasibility.
Let A a reduced homogeneous linear feasibility instance. Then, let consider(
A −1
0 1
)(
x
t
)
> 0 (this is again a reduced homogeneous linear feasibility
instance). Exiting the vertex (0 1) is exactly solving the initial problem.
So, as proven in [8], any algorithm working by increasing minimal constraint
satisfaction in strongly polynomial time is either strongly polynomial or expo-
nential because exiting degenerated vertices is as hard as the global problem.
Yet, the main claim of this paper is that if simplex is better than brute force,
then, it may be better to use simplex instead of brute force to exit degenerated
vertex during simplex iterations. In a way, this algorithm is somehow optimal
considering [8] for a vertex based algorithm (not strongly polynomial).
Typically, basic simplex may use brute force to solve
(
A −1
0 1
)(
x
t
)
>
6
0 if it reaches (0 1) while the offered algorithm will just use basic simplex on
Av > 0 .
This is made possible by tackling directly a form of linear program which
allows recursion.
4.2 Recurrent perceptron
Currently, it is possible to design an algorithm which is linear in the number of
feasible sets i.e. sets I such that ∃x, λ ∈ QN×Q with AIx = λ1, A{1,...,|A|}\Ix >
λ1 (λ < 0 otherwise x is a solution).
Algorithm 5 recurrent perceptron
// given A a reduced homogeneous linear feasibility instance
// (auxiliary inputs being 0,0, {1, ...,M} and an empty dictionary)
// return x such that Ax ≥ 0 and Ax 6= 0
recurrent perceptron(A, y, φ, I,History) =
1: x =
∑
i∈I
Ai
2: while True do
3: ψ = min
i∈I
Aix
4: J = argmin
i∈I
Aix = {i ∈ I, Aix = ψ}
5: if ψ ≥ 0 then
6: return x
7: select δ such that J = argmin
m∈{1,...,M}
Am(y + δx)
8: if J ∈ History then
9: z, ϕ = History[J ]
10: select ǫ such that φ+ ǫψ > ϕ
11: v = y +min(δ, ǫ)x− z
12: else
13: ϕ such that ∀(z, γ) ∈ History.items(), γ ≤ ϕ or φ ≤ γ
14: select ǫ φ+ ǫψ > ϕ
15: z, ϕ = y +min(δ, ǫ)x, φ+min(δ, ǫ)ψ
16: History[J ] = z
17: v = recurrent perceptron(A, z, ϕ, J,History)
18: if AIv ≥ 0 then
19: return v
20: else
21: l = max
λ
min
m∈I
Ai(x+ λv)
22: x = x+ lv
An offered algorithm for this purpose is called recurrent perceptron (see
seudo code 5), because, like the perceptron it relies on positive linear combina-
tion of the vectors from A. Such positive linear combination x can not verify
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Ax ≤ 0: it can not be strictly negative just because xx ≥ 0, but, it can not be
null because by assumption there is a solution y so yx > 0.
The main disadvantage is that using project to vertex is impossible because
it does not maintain this assumption. This way, this algorithm walks on feasible
sets, and, uses bisector like in project to vertex only when observing a feasible
sets for the second time.
Yet, a set is never added twice to history, and, there could not be too much
operation without adding something to history (otherwise the algorithm has
converged because J strictly increases).
So, the complexity is effectively linear in the number of feasible sets (with
a strongly polynomial factor). Precisely, it is almost linear due to the need to
query the dictionary.
Unfortunately, there may be exponentially more feasible sets, than, vertices
which are maximal feasible sets (contrary to what is claimed in hal-02399129v2).
Indeed, seen [8], there is not way to process degenerated sets in strongly poly-
nomial times (otherwise the whole algorithm is). Remembering that there is
already an exponential number of vertices, this second algorithm is not that
interesting.
It is only efficient when the number of feasible sets is small. Yet, it is not
clear, how this number could be low. Possibly, it never is. Maybe, it could
be low if almost all vectors belong to the same manifold (but A still being full
rank). For this reason, this algorithm seems less efficient than recurrent simplex.
Also, there is little hope that combining recurrent perceptron, and, recurrent
simplex is possible seeing [8]).
5 Conclusion
This paper offers a new algorithm for linear programming which is not poly-
nomial, and, thus not interesting as it compared to ellipsoid, log barrier or
Chubanov methods.
But, this algorithm extends the advantage of simplex over brute force on
degenerated vertices (where simplex behaves like brute force). This idea could
be interesting into a larger algorithm.
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appendix
Directly dealing with feasibility problem can be done by Chubanov method or
log barrier. For log barrier, let consider
F (v) =
∑
i,j∈{1,...,M}
AiAjvivj −
∑
m∈{1,...,M}
log(vm)
This function is clearly self concordant with F ( 1||A1|| , ...,
1
||AM ||
) ≤M+log(L)
with L the binary size of the input.
Damped newton method can be applied on F allowing to build F (vk) −
F (v∗) ≥ ε with k ≤ O(M + log(L) + log log(ε)).
Yet, ||∇F || ≤ ε⇒ ∀m ∈ {1, ...,M}, | 1vm −
∑
i∈{1,...,M}
AiviAm| ≤ ε
Let write x =
∑
i∈{1,...,M}
Aivi, either, Amx ≥ 0 (it is good) or Amx < 0, but,
in this case it means that both 1vm ≤ ε and Amx ≤ ε. Yet, exists µ such that
xx ≥ µvv ≥ µε with µ polynomial in L. So, it is possible to find x, i, δ, ε, e such
that Ai
x
δ = 1 + e and A
x
δ ≥ −e1 with e ≤ 2−L.
But, at this point, let just consider
(
A 1
0 1
)
(z t) ≥ uniti ( right side is
0 except for i where it is 1).
Starting with z, t = x, e, one could then greedily decreases t while ensuring(
A 1
0 1
)
(z t) ≥ uniti until reaching a point such that
AIx ≥ (uniti)I
A{1,...,M}\Ix ≥ (uniti){1,...,M}\I
t ≥ 0
And, I such that Ker(AI) = {0}.
Thus, z, t are the solution of a linear system of equation: t can be computed
by cramer rule t = det(At)det(A) .
But, numerator of t is an integer, so either t = 0 or t > 1det(A) . But, t is
initialized by e, so, t > 1det(A) is impossible. So, t = 0, and, thus, one reaches
x such that Ax ≥ 0, Ax 6= 0. This is a polynomial solution to the reduced
homogeneous feasibility problem.
Importantly, the algorithm uses to purify a solution is not the algorithm that
project onto a vertex 2.
Also, the claim that (vA)(Av) ≥ µvv come from the fact thatKer(A) = {0},
so, one can consider min
vv=1
(vA)(Av) which can not be 0. An other way is that
this is a definite positive matrix. So, vAv ≥ Sp−(A)vv the minimal eigen value
of A (which is strict positive). Currently, computing µ exactly is not decidable,
but, good approximation can be achieved in polynomial time. This also imply
that there exists rational lower bound of µ with polynomial binary size.
Interestingly, tackling the reduced homogeneous system allows to remove the
need to update the cost function during execution: when considering min
Ax≥b
cx,
newton method is not used on G(x) = cx − ∑
m∈{1,...,M}
log(Amx − bm) but on
10
Gθ(x) = θcx−
∑
m∈{1,...,M}
log(Amx− bm) with θ being larger and larger during
the execution. Indeed, starting with a very large θ may be an issue (complexity
depend on G(x0)), but, just considering θ = 1 may not lead to a solution. An
example, if the goal is just to produce Ay ≥ 0 and cy < 0 with Ac > 0, one may
consider G(x) = (cx−1)2− ∑
m∈{1,...,M}
log(Amx), but, if Amy is very close to 0,
the optimal solution of the G optimization problem may not verify cz < 0. This
is removed when considering F (v) =
∑
i,j∈{1,...,M}
AiAjvivj−
∑
m∈{1,...,M}
log(vm),
because, barriers does not lock Amx > 0 (it can be almost arbitrary close to 0 in
the desired solution) - here barrier just locks vm > 0. At the end, as ||∇F || ≤ ε,
either Amx is positive (and maybe vm is arbitrary close to 0 but it is not an
issue), or, Amx < 0, and, in this case, both vm is large and Amx low even if
negative. Combination of the two allows to reach a solution after purification.
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