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Abstract
This study is inspired by the recent development of “virtual material testing laboratory”
in which the main equipment is a full field crystal plasticity modeling tool. Ample exam-
ples have demonstrated its applications to sheet forming operations. In those applications,
the mechanical anisotropy originated from the crystallographic texture can be adequately de-
scribed, such as r-values and earing. Formability is another important property in sheet metal
forming, which has yet not been equipped in these virtual laboratories. Though theoretical
models for formability can be dated back to 1885 due to Conside`re, all popular models at
the moment suffer from their respective limitations. In this study, we explore the feasibility
of applying full field crystal plasticity model for calculating forming limit diagram, avoiding
using additional assumptions or models for determining the forming limits.
1 Introduction
1.1 Forming limit diagram
In sheet metal forming, it is popular to use forming limit diagrams (FLDs) to guide forming
operations. A schematics of FLD is shown in Fig. 1a pioneered by Keeler [1] and Goodwin [2]. An
FLD basically maps “safe” and “failure” areas of the applied principle strains, εmajor and εminor,
along certain strain paths (see Fig. 1b). In Fig. 1a, the safe area is below the critical strain and
the failure area is above it. The critical strain in Fig. 1a is not the strain for fracture, but the
strain at which the localized necking occurs. The strain for fracture is usually above the localized
necking, and approximately linearly depends on εminor with a negative slope [3]. When the strain
path is close to equi-biaxial tension condition, i.e. εmajor=εminor, fracture might occur without any
localized necking event [4].
An FLD is valid only when the strain path is linear. If the strain path is changed or non-linear,
the FLD will shift [5, 6, 7]. The strain path effect is pertinent when the shape of the formed
component is complex or it undergoes multiple forming steps. Ignoring the strain path effect gives
an inaccurate measure of the forming limits.
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There are two microstructural aspects regarding the strain path effect: the first one is the
crystallographic texture evolution which changes the shape of the yield locus, and in turn it
influences the final FLD [8, 9]; the second aspect is the development of dislocation patterns during
plastic deformation which cause cross effect or Bauschinger effect upon strain path change (see the
seminal work by Teodosiu and co-workers [10, 11]). Physically based models incorporating those
two microstructural aspects have been developed to model the strain path effect [6, 7, 12, 13].
The strain path effect also gave rise to the development of stress-based FLD [14, 15, 16, 17, 18] in
which the critical stress for localized necking is not sensitive to the strain path change. Despite the
advantage of the stress based FLD over the conventional strain based FLD, accurate measurement
of stress is rather challenging, whereas measuring strain can be very accurate. Thus, the use of
stress based FLD has not yet become a common engineering practice.
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Figure 1: (a) A schematic of a forming limit diagram (FLD). (b) Strain paths on a FLD.
1.2 Theoretical models for forming limits
Theoretically modeling FLD has been an active topic, and there are three popular families of
theoretical models, i.e. the maximum force criteria (MFC), the Marciniak-Kuczyn´ski model (MK),
and the bifurcation theory (BT). Comprehensive reviews can be found in [19, 20, 21, 22]. Here,
we give a brief sketch of them.
1.2.1 Maximum force criteria (MFC)
Among the maximum force criteria (MFC) family, the first model can be traced back to Conside`re
[23] who proposed the well-known Conside`re criterion, specifically for uniaxial tensile deformation
, i.e.
df1 =0 (1a)
or
dσ1
dε1
=σ1 (1b)
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where f1 is the force in the tensile direction; and σ1 and ε1 are the corresponding respective Cauchy
stress and strain.
This 1D formulation by Conside`re was later adopted by Swift [24], and extended to 2D case,
i.e. biaxial loading, which is more relevant to sheet metal forming. Swift’s hypothesis reads:
df1 = 0 and df2 = 0 (2a)
or
dσ1
dε1
= σ1 and
dσ2
dε2
= σ2 (2b)
Swift’s hypothesis is, however, rarely supported by experimental observations [21]. Both Conside`re
and Swift’s criteria consider the case of diffuse necking.
Also based on Conside`re’s idea, Hill proposed a criteria for localized necking [25]. In Hill’s
criterion, two conditions should be fulfilled when a localized necking occurs. The first condition is
that the direction of the band where localized necking occurs is the same to the direction where
the elongation is zero; the second condition is that in the normal direction of the localized band
the force becomes extremum. These two conditions read:
dεtt =0 (3a)
and
dfn =0 or
dσn
dεn
= σn (3b)
where n and t are the normal direction of the band and the direction along the band, respectively.
The MFC were further brought forward by Hora and co-workers [26, 27] based on the fact
that localized necking takes place in plane strain condition. At the onset of localized necking, the
deformation path represented by the incremental strain ratio should become zero, namely:
β =
dε2
dε1
=0 (4)
Thus the criterion is
∂σ1
∂ε1
+
∂σ1
∂β
∂β
∂ε1
=σ1 (5)
Though there are the numerical issues with Hora’s criterion when straight line segments exist on
the yield surface [28], they are not directly caused by Hora’s criterion itself, but by the yield surface
description [29]. Recently, Hora’s criterion has been reformulated to be more flexible with the yield
functions, also extended to include strain rate sensitivity and anisotropic hardening effects [29].
1.2.2 Marciniak-Kuczyn´ski model (MK-model)
The Marciniak-Kuczyn´ski model (MK-model) [30] is physically intuitive. It assumes a pre-existing
geometrical imperfection in the sheet metal, and it gradually evolves to localized necking as the
deformation progresses. The imperfection is usually modeled as a thin band, and geometrically
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characterized by (i) its orientation relative to the principle directions of the sheet metal and (ii)
its reduced thickness [31].
The basic assumption in the MK-model implicitly separates the sheet metal into two regions, i.e.
the region inside the band and the region outside the band. During deformation, two conditions
are to be fulfilled [32]: (i) the continuity of the strain rate along the band; (ii) the mechanical
equilibrium on the interface between the above mentioned two regions.
Localized necking occurs when a criterion (usually empirical) is met by comparing the kinematic
evolutions in those two regions. This criterion can be the ratio of the strain rates in the major
principal direction or the thickness direction, or the ratio of the equivalent strain rates [21], and it
can also be the ratio of the principal strains [31].
Since those criteria which detect the occurrence of localized necking only involve the kinematic
evolution, the constitutive law is independent of the localized necking. Hence, the MK-model can
be coupled with any constitutive laws, which lets the MK-model gain its flexibility in terms of
modeling.
The postulate of a pre-existing geometrical imperfection in the MK-model is often criticized for
being arbitrary, and the prediction is very sensitive to the two assumed geometrical characteristics
of the pre-existing geometrical imperfection. The numerical value of the band orientation can be
chosen in such a way that it corresponds to the minimum forming limit for a given strain path,
and those minimum corresponding forming limits have been shown to be in good agreement with
experiments (see for example in Ref. [33]). The value of the reduced thickness, on the other
hand, can never be chosen in such a systematical way, and usually it is obtained by fitting the
experiments. Even by fitting the same experiments, the obtained reduced thickness depends on
the employed constitutive law [33], indicating the reduced thickness is hardly a physical quantity.
1.2.3 Bifurcation theory (BT)
The bifurcation theory (BT) is theoretically and mathematically rigorous and sound [34, 35, 36,
37, 38]. Its essence is to inspect the stiffness matrix. It has certain similarities to the MK-model
that a localized necking occurs also in a thin band rendering two regions inside and outside the
band. The occurrence of the band and its geometrical characteristics are the predictions of BT,
whereas in MK-model, the geometrical characters are assumed as model parameters.
Due to the similarities between BT and the MK-model, BT has shown to be the upper limit of
MK-model, i.e. when the thicknesses inside and outside the band are the same [21]. This actually
implies that the prediction by BT is likely to be overestimated, if assuming a reduced thickness
would allow a good agreement with experiments.
In principle, BT can be coupled with any constitutive laws. Coupling with rate dependent
constitutive laws would, however, gives an unrealistic prediction, e.g. the stress level when the
localized necking occurs could be unrealistically high [39]. An interested reader can also refer to All
the instances are shown in the Supplementary Materials for the mathematical origin that coupling
BT with a rate dependent constitutive law would give an unrealistic prediction.
1.3 Previous studies of using crystal plasticity for FLD prediction
According to the methods of realizing polycrystal simulations, the previous studies can be further
cast into two groups: mean field and full field models.
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1.3.1 Mean field models
In the group of mean field models, the classical Taylor model [40, 41, 42, 43, 44, 45, 46, 47, 48, 39]
and the viscoplastic self-consistent model [49, 33, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60] are
often applied. Essentially, a crystal plasticity formulation together with a numerical homogeniza-
tion scheme provides the stress-strain relation of a polycrystalline material, i.e. a constitutive
description. As mentioned above, both the MK-model and BT are very flexible in terms of the
constitutive law. Hence, these mean field polycrystal models are usually coupled with the MK-
model [40, 41, 42, 43, 44, 45, 46, 47, 48, 39, 49, 33, 50, 52, 51, 53, 54, 57, 55, 56, 58, 59, 60] or BT
[39, 57, 59].
1.3.2 Full field models
As for the group of the full field model, it has been so far exclusively based on crystal plasticity
finite element method in 2D [61, 62, 63] and 3D [64, 65, 66], and applying full field crystal plasticity
models for FLD prediction deserves some discussion.
It should be firstly pointed out that the primary purpose of applying any full field models is to
reveal the physical process at a lower length scale. In the case simulating the localized deformation,
the element size should be in general smaller than the size of the localized deformation. On the
other hand, MFC and BT are both at the length scale of the components. It is in principle feasible
to apply the MFC and BT in conjunction with the full field model, but it may lose all the essence
of applying the full field models in the first place.
For sheet metal forming simulations, it is tempting to use 2D models, but there are some issues.
The first issue is the 2D representation of a polycrystalline material. In some previous studies,
e.g. [61, 63], only one orientation is assigned to each integration point, meaning through the sheet
thickness, there is only one grain. This kind of 2D representation of a polycrystalline sheet is not
only unrealistic, but also the observed localization is exaggerated [67, 68]. A more realistic 2D
realization is to assign a grain aggregate to each integration point as in [62].
The second issue is the fulfillment of the plane stress condition for sheet metal forming. It should
be firstly pointed out that the single crystalline crystal plasticity formulation is not compatible
with plane stress condition (see Section 8.3 in Ref. [69] for more detailed clarification). While,
in the studies of [61, 63], only the out-of-plane normal stress is restricted to be zero, and there is
no mentioning of any additional constrains on the shear stress components and the shear strains.
Thus, it is not clear whether the plane stress condition is strictly fulfilled in these previous studies.
To avoid the above issues in 2D models, it is more appropriate to use 3D models with proper
boundary conditions to fulfill the macroscopic plane stress condition. In the previous studies with
3D models [64, 65, 66], full field crystal plasticity 3D models are all coupled with the MK-model, i.e.
introducing a geometrical imperfection in a finite element method mesh. Direct coupling the MK-
model with finite element method is rather straightforward, but this kind of simulations requires
considerable computational resources. For example, in Ref. [64], a few hundred simulations were
performed varying the orientation angle and depth of the initial geometrical imperfection. Thus,
simplifications are sometimes made to reduce the computational effort [65, 66].
1.4 Motivation and scope of this study
The idea of introducing a geometrical imperfection in those above mentioned previous studies with
3D models [64, 65, 66] is to trigger a localization event. On the other hand, a localization event can
be also triggered by microstructural heterogeneity, and polycrystalline materials are intrinsically
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heterogeneous. Hence, without a geometrical imperfection, a localized deformation event should
naturally take place in a full field crystal plasticity simulation of a polycrystalline material, as
already observed in many previous studies, e.g. in 2D plane strain simulations [70, 71, 72, 73, 74,
75, 76] or 3D uniaxial tension simulations [77, 78].
To simulate localized deformation, it is not necessary to introduce an initial geometrical im-
perfection to prompt localized deformation when using full field crystal plasticity models. More
importantly, the geometrical characteristics of the initial imperfection assumed in the MK-model
are not measurable quantities, whereas microstructural can be always measured and characterized
by modern analytic techniques.
Motivated by “virtual material testing laboratory” [79, 80, 81, 82, 83, 84] and “integrated
computational materials engineering” (ICME) [85] where physically and mechanistically based
models are applied to minimize parameter fitting from experiments, the aim of this study is at
assessing the feasibility of using full field polycrystalline crystal plasticity models for the prediction
of FLD. The localization event is to be triggered by microstructural heterogeneity, instead of
assuming an initial geometrical imperfection.
We confine our focus here on the right hand side of the FLD of face centered cubic (fcc) metals.
The rest of the text is organized as the follows: in Section 2, we describe the employed crystal
plasticity finite element method and the simulation setup. In Section 3, we compare the simulated
FLDs by using 3D full field crystal plasticity model with a previous simulation study by Yoshida
et al. [47] where the MK-model in conjunction with Taylor model was employed. In Section 4, we
compare our simulations with a measured FLD from Ref. [43]. In Section 5, some limitations of
this study are discussed, and finally this study is summarized in Section 6.
2 Methodology
2.1 Crystal plasticity
In this study, crystal plasticity finite element method (CP-FEM) is applied. CP is to incorporate
the microscopic plastic deformation mechanisms into continuum mechanics, and CP-FEM is to
use FEM as a numerical solver to solve mechanical equilibrium equations for the solids whose
constitutive behavior is formulated by CP. The subject of CP-FEM is very well documented in
[69, 86], here a brief description is provided.
2.1.1 Kinematics
In the present crystal plasticity formulation, the deformation gradient, F, is decomposed into a
plastic part and a elastic part,
F = FeFp (6)
where Fp is the plastic deformation gradient, and Fe is the elastic deformation gradient. The
above decomposition is to firstly deform the solid to an intermediate configuration transformed by
Fp from the reference configuration. During this transformation, the solid is deformed plastically,
thus being stress free. For convenience, Fp contains a rotation part which is equivalent to the
rotation matrix of the crystallographic orientation. Consequently, the intermediate configuration
corresponds to the crystal frame.
The transformation from the intermediate configuration to the current configuration is carried
by Fe. It contains the elastic stretching and a rotation part. The elastic stretching part is very close
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to a unity tensor for metals. The rotation part is to transform from the crystal frame to the sample
frame. Thus, the rotation part in Fe is the inverse of the rotation matrix of the crystallographic
orientation.
With Eq. (6), it is easy to show that
L = Le + FeLpFe
−1 (7)
where L is the velocity gradient corresponding to F, and Le and Lp are the respective velocity
gradients for Fe and Fp. The plastic velocity gradient, Lp, is a function of the stress measure at
the intermediate configuration and the current microstructure,
Lp = f (S, S1, S2, · · · ) (8)
where S is the second Piola-Kirchhoff stress, and Si are the state variables describing the mi-
crostructure. Eq. (8) is essentially a constitutive law, and a specific form of it employed in this
study will be given in the next section.
2.1.2 Constitutive law
In this study, we confine ourselves with the fcc crystal structure and only consider the dislocation
slip as the plastic deformation mechanism. In this case, the specific form of Eq. (8) is
Lp =
12∑
α=1
γ˙α (mα ⊗ nα) (9)
where γ˙α is the shear rate on the slip system α, and its shear direction is mα, shear plane normal
is nα. The dyadic product, mα ⊗ nα, is termed as Schmid tensor.
As proposed in Ref. [87], γ˙α depends on the resolved shear stress, τα on the shear plane, and
the shear resistance, ταc , of this slip system,
γ˙α = γ˙0
∣∣∣∣ταταc
∣∣∣∣ 1m sgn (τα) (10)
where γ˙0 and a are material parameters.
τα is obtained by projecting S on the corresponding Schmid tensor,
τα = S : (mα ⊗ nα) (11)
in which S is related to the elastic deformation gradient, Fe, by
S = C : (FeTFe − I)/2 (12)
where C is the elastic stiffness tensor.
In this constitutive description, the microstructure is solely characterized by the slip resistance
on the slip system, ταc , and it saturates towards τ
α
∞ due to slip activity on systems β,
τ˙αc = h0
(
1− τ
α
c
τα∞
)w
hαβ
∣∣γ˙β∣∣ (13)
where hαβ is a 12×12 matrix in which 1.0 is for the case when α and β are coplanar slip systems,
and 1.4 otherwise. h0 and w are material parameters.
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2.2 Crystal plasticity finite element method (CP-FEM)
The CP-FEM simulations are realized by incorporating a CP simulation package, i.e. DAMASK
(Du¨sseldorf Advance MAterials Simulation Kit) [88, 89, 90], with a commercial FEM simulation
software, LS-DYNA [91]. The interface between DAMASK and LS-Dyna is created via the user
defined material property subroutine in LS-Dyna. The algorithm is briefly described as the follows.
At the the beginning, LS-DYNA passes a new deformation gradient, F and a new time step,
∆t into the user defined material subroutine. By using a guessed Fp and Eq. (6), the elastic
deformation gradient, Fe is obtained, which in turn is used to evaluate the second Piola-Kirchhoff
stress, S (Eq. (12)). Then, a Lp is obtained by the using the constitutive law described in the
preceding section together with the newly evaluated S. With the knowledge of Lp, the guessed Fp
is updated by using its rate, i.e. F˙p = LpFp and the given ∆t. The updated Fp is then used to
update S, then update Lp, which goes on to make a new update on Fp. This loop continues until
the variables, Fp, S, and Lp, are consistent with each other for the given F and the given time
step ∆t.
20×20×5
40×40×5
Figure 2: Two meshes used for the simulations. 20×20×5 means there are 20 elements along the
width, 20 along the breadth, and 5 in thickness.
Besides the above consistent loop, another consistent loop is also performed during the process
of obtaining Lp by using the given S. With the specific constitutive law in the preceding section,
γ˙α and τ˙αc are to be consistent with each other at the end of this consistent loop. In general, the
obtained Lp is to be consistent with the state variable Si in Eq. (8) for any given constitutive laws
at a given S.
At the end of these consistent loops, the newly updated S and Fp are used to obtain the first
Piola-Kirchhoff stress, P, by
P = FFp
−1SFp
−T (14)
One may notice that the above expression is different from the usual conversion between P and
S, which is simply P = FS. As described in Section 2.1.1, S is the stress measure in the interme-
diate configuration transformed from the reference configuration by Fp. Thus, S should be firstly
transformed back from the intermediate configuration to the reference configuration.
Afterwards, the Cauchy stress, σ, can be easily obtained by the usual conversion between P
and σ.
σ =
1
det (F)
PFT (15)
Then σ is returned to LS-DYNA.
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Figure 3: Periodic boundary condition applied on (a) x−y (see Eq. (16)), (b) z−x (see Eq. (17)),
and (c) y − z (see Eq. (18)) planes, and (d) three control nodes.
It should be pointed out that σ can be directly obtained by pushing-forward S with Fe, i.e.
σ = 1
det(F)
FeSFe
T, and the two-step procedure (Eqs. (14) and (15)) described here is not necessary.
The main reason for this two-step procedure is that within DAMASK the mechanical equilibrium
equation is operated on P in the reference frame, and it is provided by DAMASK as an output
variable. Thus, σ required by LS-DYNA is obtained here by using the P from DAMASK and the
F from LS-DYNA.
2.3 Simulation setup
Sheet metals under biaxial tension is modeled. We use two meshes as shown in Fig. 2. The dimen-
sions of the meshes are 4 mm× 4 mm× 1 mm and 8 mm× 8 mm× 1 mm (width×breadth×thickness).
The element size is 0.2 mm × 0.2 mm × 0.2 mm, which renders the total number of elements to be
20×20×5 = 2000, and 40×40×5 = 8000, respectively. Full integration element with 8 integration
9
points is used. A single orientation is assigned to each integration point.
Periodic boundary condition (PBC) is applied to the above meshes to mimic an infinitive sheet
metal under biaxial tension in x and y directions (see Fig. 2 for the coordinate system). PBC is
applied to the faces normal to x or y axis. The PBC is described as follows [92, 93]:
• PBC on x-y plane: in Fig. 3a, the nodes A, B, D, and C are on an arbitrary plane whose
normal is parallel to the z axis. The node NAB is an arbitrary node on A–B, and its
equivalent node on C–D is NCD. The node NAC is another arbitrary node on A–C, and
its equivalent node on B–D is NBD. The displacements, u, of these nodes should fulfill the
following relations:
uNAB − uA = uNCD − uC (16a)
uNAC − uA = uNBD − uB (16b)
uB − uA = uD − uC (16c)
• PBC on z-x plane: in Fig. 3b, the nodes E, F, H, and G are on an arbitrary plane whose
normal is parallel to the y axis. The node NEG is an arbitrary node on E–G, and its
equivalent node on H–F is NFH. The displacements, u, of these nodes should fulfill the
following relations:
uNEG − uE = uNFH − uH (17a)
uG − uE = uH − uF (17b)
Since the simulation is meant for sheet metals, nodes on E–F are not equivalent to the nodes
on G–H.
• PBC on y-z plane: in Fig. 3c, the nodes are constrained by the following conditions,
uNIK − uI = uNJL − uJ (18a)
uK − uI = uL − uJ (18b)
Fig. 3d shows three control nodes, O, X, and Y. The translation and rotation of O is fully
constrained. Prescribed displacements are applied to the nodes X and Y along the respective x
and y position directions. The prescribed displacements on X and Y follow the relation that
uY =L0
((
1 +
uX
L0
)ρ)
− L0 (19)
where L0 is the initial width or breadth of sheet unit cell (see Fig. 2). This leads to
ln
(
uY
L0
+ 1
)
= ln
(
uX
L0
+ 1
)ρ
εminor =ρ · εmajor (20)
where ρ prescribes the strain path, e.g. ρ = 0.0 for plane strain tension, and ρ = 1.0 for equal
biaxial tension.
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3 Simulated texture dependence of FLD in comparison
with a previous simulation study in Ref. [47]
In this section, we focus on the FLDs of some typical texture components in fcc metal, and
compare the simulated FLDs with a previous simulation study by Yoshida et al. [47] in which
FLD is modeled by using the MK-model in conjunction with Taylor model.
3.1 Simulation input: material parameters and orientation distribu-
tions
Six orientation distributions are considered: random, cube, Goss, copper, brass, and S. The latter
five texture components are scattered around their ideal orientation by 15◦, as shown in Fig. 4. For
each texture component, five instances are created for each mesh. In Fig. 4, only one instance is
shown for each mesh, and in total 10 instances for each distribution. The pole figures of the other
instances can be found in the Supplementary Materials. The materials parameters in Eqs. (10),
(12) and (13) are listed in Table 1. Those parameters are from [94] for pure aluminium.
Table 1: Material parameters in Eqs. (10), (12) and (13). These parameters are from [94] for pure
aluminium. Note α = 1, . . . , 12. ταc0 is the initial shear resistance of the slip system α.
∗ if α and
β are coplanar slip systems. ∗∗ if α and β are not coplanar slip systems.
ταc0 31 MPa γ˙0 0.001 C11 106.75 GPa
τα∞ 64 MPa m 0.05 C12 60.41 GPa
w 2.25 C44 28.34 GPa
h0 75 MPa
hαβ 1.0
∗
1.4∗∗
3.2 Identifying deformation localization and forming limit
Strictly speaking, there is no quantitative measure for localized deformation or necking. Thus, in
this section, we discuss the measure employed in this study for quantifying localized deformation.
Here, the localized deformation is quantified from a statistical point of view. To illustrate, we
show two examples for one of the random texture distribution instances in Figs. 5 and 6, where
the evolutions of the cumulative probability functions (CPFs) of ε11 and ε22 are shown.
In Fig. 5a when ρ = 0.0 (plane strain tension and see Eq. (20)), at early stage of deformation, the
distribution of ε11 approximately follows the normal distribution. This is because the mean value,
εmean11 , is approximately the same to the median value, ε
median
11 . As the deformation progresses,
εmean11 and ε
median
11 deviate from each other, indicating the distribution becomes more and more
asymmetric.
As εmean11 and ε
mean
11 deviates apart, the population of ε11 below ε
median
11 starts to evolve slowly,
while the population above it advances quickly. Eventually, εmean11 is mainly driven by the popula-
tion above εmedian11 . These observations are consistent with the formation of a localized deformation
in the direction of ε11 (see the contour plots of ε11 accompanying Fig. 5a).
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random cube Goss copper brass S
RD RD RD RD RD RD
TD TD TD TD TD TD
(111) (111) (111) (111) (111) (111)
(a) mesh 20×20×5
random cube Goss copper brass S
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(b) mesh 40×40×5
Figure 4: Orientation distributions in the simulations for the meshes (a) 20×20×5 and (b)
40×40×5. The texture components are scattered by 15◦ around their ideal orientations. RD
(rolling direction) coincides with x, and TD (transverse direction) coincides with y in Figs. 2
and 3. Note that 5 distribution instances for each orientation distribution and each mesh are used,
and here we only show 1 instance for each mesh as examples. All the instances are shown in the
Supplementary Materials. The orientation generation was realized by using the method described
in [95, 96, 97]. The pole figures are created by using ATEX [98]
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Figure 5: Evolution of the cumulative probability functions of (a) ε11 and (b) ε22 under plane
strain tension, i.e. ρ = 0.0 (see Eq. (20)). The orientation distribution is random and the mesh is
20×20×5.
Fig. 5b shows that εmean22 and ε
median
22 are always close to zero, which is consistent with the
boundary condition of the plane strain tension (ρ = 0.0). Though, as the deformation progresses,
the distribution of ε22 becomes wider, yet there is no indication of localized deformation.
In Fig. 6 for ρ = 1.0 (equi-biaxial tension), the mean values of ε11 and ε22 both deviate from their
respective median values. In comparison with the plane strain tension in Fig. 5a, the deviations
of the mean from the median values start at the earlier stage of the deformation.
Based on the observations in Figs. 5 and 6, we use the ratios, εmeanii /ε
median
ii (i=1 or 2), as
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Figure 6: Evolution of the cumulative probability functions of (a) ε11 and (b) ε22 at equi-biaxial
tension condition, i.e. εmajor=εminor, i.e. ρ = 1.0 (see Eq. (20)). The orientation distribution is
random and the mesh is 20×20×5.
the measure for observing the evolution of localized deformation. As illustrated in Figs. 5 and 6,
εmeanii /ε
median
ii = 1 indicates (approximately) homogenous deformation, and when it deviates from
1, the deformation becomes localized.
The localization evolution (εmeanii /ε
median
ii vs. εmajor) of the orientation distributions, random,
cube, and Goss, are shown in Fig. 7 as examples. At the early stage of deformation, the de-
formation is usually approximately homogenous, except for the cases of random and Goss at ρ
= 1.0 where localization takes place from the beginning of the deformation, yet the localization
progresses slowly. At some point, the deformation is mainly carried by localization, indicated by a
slope change from ∼0 to nearly infinitive. The transition from homogeneous deformation to local-
ized deformation is continuous, and this continuous transition is consistent with the experimental
observations made in Ref. [99].
Since the transition from homogeneous to localized deformation is continuous, it is difficult to
define a forming limit criterion. Hence, we follow Drucker’s stability criterion [100, 101, 62, 102]
which states that the deformation instability occurs when the strain softening takes place, i.e. the
forming limit is at the maximum stress on the stress-strain curve.
Fig. 7 shows the macroscopic stress (Σij) vs. εmajor of random, cube, and Goss, where Σij is
the average over all the integration points. The maximum stresses are in general occurs when
εmeanii /ε
median
ii = 1.05∼1.10, implying that even the localization has been already initiated, the
strain hardening is still not exhausted in the localized volume so that the deformation is not fully
carried by the localized volume.
3.3 Simulated texture dependence of forming limit diagrams
With the forming limit criterion being defined in the preceding subsection, the simulated FLDs of
the texture components are shown in Fig. 8, and the mean and extrema values are shown in Fig. 9.
Though from a statistically point of view, all the orientation distribution instances for a given
orientation distribution are the same (see Fig. 4 and the Supplementary Materials), the calculated
FLDs still exhibit a certain scatter shown in Figs. 8 and 9. Yet, all the orientation distribution in-
stances still follow the same FLD trend for a given orientation distribution. The scatter introduced
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Figure 7: Top rows show the εmeanii /ε
median
ii (i=1,or 2) vs. εmajor for random (right), cube (middle)
and Goss (left) orientation distributions at (a) plane strain tension (ρ=0.0) and (b) equi-biaxial
tension (ρ=1.0). The bottom rows show the macroscopic stresses Σij vs. εmajor where the solid
circles marks the maximum stresses. Each line corresponds to an orientation distribution instance
and all simulations were performed with mesh 20×20×5.
by using different distribution instances is not entirely surprising, as the localized deformation is
a local event which probably highly depends on the local spatial orientation distribution.
Fig. 9 also shows the calculated FLDs by using mesh 40×40×5 are slightly lower than those
by 20×20×5. A possible reason is the application of PBC. If a localized deformation band is to be
formed, the orientation or the shape of the band should fulfill the applied PBC. Thus, PBC may
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Figure 8: Simulated right hand side of FLDs of different orientation distributions. The results of
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impose certain restriction to the localized deformation. In a larger unit cell, there is more freedom
for the localized deformation band to adopt its orientation or shape which is less restricted by the
imposed PBC.
The texture dependence revealed in Figs. 8 and 9 is that (i) cube has the best formability, and
it is the only orientation distribution whose forming limit increases when ρ increases; (ii) random,
copper, and S have comparable formability to each other, and all of them are better than Goss
and brass; (iii) Goss has the poorest formability.
The texture dependence in Figs. 8 and 9 is actually in good agreement with Fig. 4(f) in Ref.
[47]. This agreement is surprising for the main reason that the origin of the localized deformation
in this study is the microstructural heterogeneity, while in Ref. [47] (MK-model in conjunction
with Taylor model) it is a pre-defined geometrical imperfection. It seems the governing effect is
only the crystallograhpic texture.
This unexpected agreement can be perhaps rationalized as the follows. During the early stage
of deformation, small grooves (similar to geometrical imperfection) on the surface develop due to
the heterogeneous deformation at the grain scale. The geometrical orientations and the depths
of these grooves can be random. Only some of them are able to grow eventually to a volume of
localized deformation which carries the overall deformation.
It should be pointed out some inconsistencies regarding the FLDs of random and cube texture
in the literature. For random texture, the trend in this study shown Figs. 8 and 9 agrees with the
trend in Refs. [47, 49] (MK-model with Taylor model) that εmajor at ρ = 1.0 (equi-biaxial tension)
is slightly lower than that at ρ = 0.0 (plane strain tension). With the same method, it shows
the εmajor at ρ = 1.0 is almost the same as that at ρ = 0.0 in Ref. [44, 45]. By using another
polycrystal homogenization method, i.e. VPSC with MK-model, it reveals that εmajor at ρ = 1.0 is
higher than that at ρ = 0.0 [49, 33]. For cube texture with 15◦ scatter, the simulated formability
in this study is better than that of random, which agrees with simulations by using MK-model
with Taylor model [47, 44, 49]. Yet, the random is shown to exhibits better formability than cube
when MK-model is applied in conjunction with VPSC [49].
In Ref. [49], these inconsistencies are attributed to the texture evolution by using different
homogenization models (Taylor model and VPSC). For aluminium alloys rolling texture of predic-
tions, it has been shown that in the case of AA1200, Taylor model (full constraint) gives better
prediction than VPSC, yet in the case of AA5182, VPSC is only slightly better than Taylor model
[103]. On the other hand, CP-FEM in general gives better prediction than Taylor model and VPSC
[103, 104]. Hence, these inconsistencies might not be fully attributed to the texture evolution by
using different polycrystalline models.
4 Simulated FLD of AA6111-T4C in comparison with ex-
periment in Ref. [43]
In this section, we simulate the FLD of an aluminium alloy 6111-T4C, and compare the simulation
with the experiment in Ref. [43].
4.1 Simulation input: material parameters and orientation distribu-
tions
The materials parameters of AA6111-T4C are obtained by fitting the tensile stress-strain curve
(Fig.3d in Ref. [43]). Two sets of materials parameters are obtained and listed in Table 2. The
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simulated tensile stress-strain curves together with the experiment are shown in Fig. 10. The main
difference between those two sets of parameters is the strain rate sensitivity, i.e. m = 0.0125
for parameter set 1 and m = 0.001 for parameter set 2. For both sets, the initial hardening (h0)
parameters are similar, and the initial critical resolved shear stresses (ταc0) and saturation shear
stresses (τα∞) are the same.
Table 2: Two sets of the material parameters in Eqs. (10), (12) and (13) by fitting the stress-strain
curve of AA6111-T4C (Fig. 3d in Ref. [43]). Note α = 1, . . . , 12. ταc0 is the initial shear resistance
of the slip system α. ∗ if α and β are coplanar slip systems. ∗∗ if α and β are not coplanar slip
systems.
parameter set 1
ταc0 62 MPa γ˙0 0.001 C11 106.75 GPa
τα∞ 152 MPa m 0.0125 C12 60.41 GPa
w 1.2 C44 28.34 GPa
h0 412 MPa
hαβ 1.0
∗
1.4∗∗
parameter set 2
ταc0 62 MPa γ˙0 0.001 C11 106.75 GPa
τα∞ 152 MPa m 0.001 C12 60.41 GPa
w 1.2 C44 28.34 GPa
h0 400 MPa
hαβ 1.0
∗
1.4∗∗
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Figure 10: Comparison of the stress-strain curves of AA6111-T4C between the experiment in Ref.
[43] and CP-FEM by using (a) the parameter set 1 and (b) the parameter set 2 in Table 2.
The measured crystallographic texture of AA6111-T4C from Refs. [16, 43] is shown in Fig. 11.
The measured texture exhibits a typical fcc recrystallization texture, i.e. approximately 20∼30 %
cube texture with the rest being random texture. The orientation distribution input is generated
by using the method presented in Ref. [105]. Again 5 orientation distributions instances are
17
RD
TD
RD RD
RD RD RD
TD TD
TD TD TD
measured simulation input
Figure 11: Measured pole figure of AA6111-T4C in Ref. [43] and the pole figures of 5 orientation
distribution instances used as simulation input. The orientation distribution simulation input is
generated by using the method presented in Ref. [105], and the pole figures are created by using
ATEX [98].
created as the simulation input, and their pole figures are also shown in Fig. 11. The simulations
were conducted only with the mesh 20×20×5 with or without PBC.
4.2 Comparison between simulated and measured FLDs of AA6111-
T4C
With the simulation input described in the preceding subsection, the simulated FLDs of AA6111-
T4C are shown in Fig. 12. It is expected that a higher strain rate sensitivity (parameter set 1 in
Table 2) would lead to a better formability than that of a lower strain rate sensitivity (parameter
set 2 in Table 2). While the trend of the simulated FLDs by using these two sets of parameters
are quite different.
With parameter set 1, εmajor at ρ = 0.0 (plane strain tension) is slightly higher than that at
ρ = 1.0 (equi-biaxial tension), and this trend is similar to the trend shown in Figs. 8 and 9 in
Section 3 for random texture. This is probably due to two reasons: (1) though the orientation
distribution exhibits cube texture (see Fig. 11), there is still ∼70 % volume fraction of random
texture; (2) the strain rate sensitivity of parameter set 1 (m = 0.0125) is at the same order of
magnitude as that used for Figs. 8 and 9 (m = 0.05).
The simulated forming limits without PBC is lower than those with PBC. The difference
between the FLDs with and without PBC is nonetheless not significant, and the general trend of
the simulated FLDs is not changed.
Among the employed materials parameters and imposed boundary conditions, a better agree-
ment between simulation and experiment can be achieved by using parameter set 2 (low strain rate
sensitivity) without PBC. The agreement is, however, only qualitative that εmajor slightly increases
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Figure 12: Comparison between measured (solid orange circles) and simulated (solid green squares)
FLDs by using (a) parameter set 1 and (b) parameter set 2 in Table 2. It only shows the mean
and extrema values of different orientation distribution instances. Simulations with PBC are on
the left hand side and the simulations without PBC are on the right hand side in (a) and (b). In
each figure, the simulations with the other boundary condition are shown as gray squares.
from ρ = 0.0 up to ρ = 0.75, but drops at ρ = 1.0. Quantitatively, the simulated εmajor at the
forming limit at ρ = 0.0 is higher than the experiment by ∼20 %, and at ρ = 1.0 it is lower than
the experiment by ∼20 %.
There are some limitations within this study, and they are discussed in the next section which
might help with improving the quantitative prediction.
5 Limitations of this study
Here we discuss three major limitations in this study.
The first limitation is the absence of ductile damage formulation in the constitutive description.
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In an experimental study on IF (interstitial free) and DP (dual phase) steel [106], it shows that in IF
steel damage is initiated by deformation localization due to the lack of damage nucleation sources.
While in DP steel, the damage initiates and accumulates before localization where martensite acts
as damage nucleation sites. Hence, ductile damage plays a significant role in localization in DP
steel. In aluminium alloys, the unwanted but inevitable coarse intermetallic particles often act as
damage nucleation sites [107]. Thus, it is reasonable to extrapolate from the study in Ref. [106]
that ductile damage also plays a significant role in the localized deformation in aluminium alloys.
The second limitation is that the number of through-thickness orientations/grains is fixed to be
10, and the grain size is to be 100 µm. This assumed grain size is at the limit of the rule of thumb
that the surface roughness is not visible after forming operation if the grain size is below ∼100 µm
[108]. Varying the number of through-thickness grains is, however, not considered in this study.
In a simulation study where the localization of columnar grains under plane strain condition (2D
model) is investigated [75], it shows that the limiting strain increases as the number of through-
thickness grains increases, and the limiting strain saturates when the number of through-thickness
grains exceeds a certain number. We conjecture that the forming limit decreases if the through-
thickness grains are less than 10, yet it is not clear how this affects the forming limits on different
strain paths.
The third limitation is FEM itself, as it requires considerable computational power. Though
in this study DAMASK is implemented in such way that it is compatible with the share memory
parallel version of LS-DYNA, and each simulation could be finished within a reasonable time
frame, it still requires a lot of computational resources. Hence, it is cost prohibitive to address
the influence of some simulation parameters, such as the number of though-thickness grains, the
representative volume size, and the in-grain mesh. An better alternative would be the spectral
method based solver [94, 109], particularly given the recent demonstration of its capability of
including free surface in the model [110].
6 Summary
We demonstrate that it is feasible to apply 3D CP-FEM models to simulated FLDs without
assuming any initial geometrical imperfection. The intrinsic microstructral heterogeneity in poly-
crystalline model is sufficient to trigger the localization event in the simulations.
The localized deformation is monitored by the statistical distributions of the principle strains.
The observed localization is connected to the stress softening effect, thus the maximum stress
appeared on the stress-strain curve is proposed as the criterion to identify the forming limit.
FLDs are simulated for 6 typical fcc texture components. The simulated texture dependence
is in good agreement with a previous simulation study by Yoshida et al. [47] where the MK-
model in conjunction with Taylor model is employed. Though based on different physical origins
of localization, it is argued that the surface roughness or grooves induced by the early stage plastic
deformation of polycrystalline materials could serve as the geometrical imperfection assumed in
the MK-model. Thus, the crystallographic texture becomes the dominant effect on the resulting
FLD.
FLD of AA6111-T4C is also simulated with a real texture as input, and the simulated FLD is
compared with the experiment by Wu et al. [43]. Only a qualitative agreement can be achieved
within this study. The simulated εmajor of the forming limit at ρ = 0.0 (plane strain tension) is
higher than the experiment by ∼20 %, and at ρ = 1.0 (equi-biaxial tension) it is lower than the
experiment by ∼20 %. The limitations within this study are discussed which might be subjected
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to future studies and improve the quantitative prediction.
Acknowledgments
The author would like to thank Dr. Martin Diehl and PD Dr. Franz Roters at Max-Planck-Institut
fu¨r Eisenforschung, Du¨sseldorf, Germany for the initial discussion on incorporating DAMASK
and LS-DYNA. The author would also like to express his gratitude to Dr. Tobias Erhart at
DYNAmore GmbH, Stuttgart, Germany for the discussion of user defined subroutines in LS-
DYNA. Prof. Peidong Wu at McMaster University, Canada is very much appreciated for his
generosity of providing the author with the experimental data. This work has been supported by
the European Regional Development Fund (EFRE) in the framework of the EU-program ”IWB
Investition in Wachstum und Bescha¨ftigung O¨sterreich 2014-2020”, and the federal state Upper
Austria.
Reference
References
[1] Keeler S P 1968 Circular grid system – a valuable aid for evaluating sheet metal formability
SAE Technical Paper 680092 SAE International Warrendale, PA dOI: 10.4271/680092 URL
http://papers.sae.org/680092/
[2] Goodwin G M 1968 Application of strain analysis to sheet metal forming problems in
the press shop SAE Technical Paper 680093 SAE International Warrendale, PA dOI:
10.4271/680093 URL http://papers.sae.org/680093/
[3] Hosford W F and Duncan J L 1999 JOM 51 39–44 ISSN 1543-1851 URL https://doi.
org/10.1007/s11837-999-0221-5
[4] LeRoy G H and Embury J D 1978 Forming limit diagram for aluminum alloy 5154-o Forma-
bility: Analysis, Modeling and Experimentation ed Ghosh A K and Hecker H L (AIME) pp
183–207
[5] Graf A F and Hosford W F 1993 Metallurgical Transactions A 24 2497–2501 ISSN 1543-1940
URL https://doi.org/10.1007/BF02646528
[6] Van Houtte P, Hiwatashi S, Hoferlin E, Peeters B and Teodosiu C 2003 Physics-based mate-
rial modelling of the deformation process in deep drawing of IF steel Proceeding of IF steel
2003 ed Takechi H (The Iron and Steel Institute of Japan) pp 82–91
[7] Van Houtte P, Van Bael A and He S 2007 AIP Conference Proceedings 908 159–
164 (Preprint https://aip.scitation.org/doi/pdf/10.1063/1.2740805) URL https:
//aip.scitation.org/doi/abs/10.1063/1.2740805
[8] Marciniak Z 1978 Sheet Metal Forming Limits (Boston, MA: Springer US) pp 215–235 ISBN
978-1-4613-2880-3 URL https://doi.org/10.1007/978-1-4613-2880-3_9
21
[9] Lian J, Barlat F and Baudelet B 1989 International Journal of Plasticity 5 131
– 147 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/pii/
0749641989900260
[10] Teodosiu C and Hu Z 1998 Microstructure in the continuum modelling of plastic ansotropy
Proceedings of the 19th Risø International Symposium on Materials Science: Modelling of
structure and mechanics from microscale to product ed Carstensen J V, Leffers L, Lorentzen
T, Pedersen O B, Sørensen B F and Winther G (Risø National Laboratory, Roskilde, Den-
mark) pp 149–168
[11] Teodosiu C, Duval J L and Haddadi H 2002 Modelling the microstructural evolution during
large plastic deformations IUTAM Symposium on Micro- and Macrostructural Aspects of
Thermoplasticity ed Bruhns O T and Stein E (Dordrecht: Springer Netherlands) pp 55–68
ISBN 978-0-306-46936-7
[12] Hiwatashi S, Bael A V, Houtte P V and Teodosiu C 1997 Computational Materials Science
9 274 – 284 ISSN 0927-0256 selected papers of the Sixth International Workshop on Compu-
tational Mechanics of Materials URL http://www.sciencedirect.com/science/article/
pii/S0927025697000694
[13] Hiwatashi S, Bael A V, an Houtte P and Teodosiu C 1998 International Journal of Plasticity
14 647 – 669 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/
pii/S074964199800031X
[14] Stoughton T B 2000 International Journal of Mechanical Sciences 42 1 – 27 ISSN 0020-7403
URL http://www.sciencedirect.com/science/article/pii/S0020740398001131
[15] Stoughton T B and Zhu X 2004 International Journal of Plasticity 20 1463–1486 ISSN
07496419 URL http://linkinghub.elsevier.com/retrieve/pii/S0749641903001591
[16] Wu P, Graf A, MacEwen S, Lloyd D, Jain M and Neale K 2005 International Journal of
Solids and Structures 42 2225–2241 ISSN 00207683 URL http://linkinghub.elsevier.
com/retrieve/pii/S0020768304005013
[17] Yoshida K, Kuwabara T and Kuroda M 2007 International Journal of Plasticity
23 361–384 ISSN 07496419 URL http://linkinghub.elsevier.com/retrieve/pii/
S0749641906001112
[18] Stoughton T B and Yoon J W 2012 International Journal of Solids and Structures
49 3616–3625 ISSN 00207683 URL http://linkinghub.elsevier.com/retrieve/pii/
S0020768312003332
[19] Banabic D, Bunge H J, Po¨hlandt K and Tekkaya A E 2000 Formability of Metal-
lic Materials Engineering Materials (Berlin, Heidelberg: Springer Berlin Heidelberg)
ISBN 978-3-642-08750-9 978-3-662-04013-3 URL http://link.springer.com/10.1007/
978-3-662-04013-3
[20] Banabic D, Barlat F, Cazacu O and Kuwabara T 2010 International Journal of Material
Forming 3 165–189 ISSN 1960-6206, 1960-6214 00129 URL http://link.springer.com/
10.1007/s12289-010-0992-9
22
[21] Abed-Meraim F, Balan T and Altmeyer G 2014 The International Journal of Advanced
Manufacturing Technology 71 1247–1262 ISSN 0268-3768, 1433-3015 URL http://link.
springer.com/10.1007/s00170-013-5530-8
[22] Banabic D (ed) 2016 Multiscale Modelling in Sheet Metal Forming ESAFORM Bookseries
on Material Forming (Cham: Springer International Publishing) ISBN 978-3-319-44068-2
978-3-319-44070-5 URL http://link.springer.com/10.1007/978-3-319-44070-5
[23] Conside`re M 1885 Annales des ponts et chausse´es. Me´moires et documents relatifs a` l’art
des constructions et au service de l’inge´nieur 574–775 URL http://gallica.bnf.fr/ark:
/12148/bpt6k4085432/f573.item
[24] Swift H 1952 Journal of the Mechanics and Physics of Solids 1 1 – 18 ISSN 0022-5096 URL
http://www.sciencedirect.com/science/article/pii/0022509652900021
[25] Hill R 1952 Journal of the Mechanics and Physics of Solids 1 19–30 ISSN 0022-5096 01321
URL http://www.sciencedirect.com/science/article/pii/0022509652900033
[26] Hora P, Tong L and Reissner J 1996 A prediction method for ductile sheet metal failure in
FE-simulation Numisheet’96 pp 252–256
[27] Hora P, Tong L and Berisha B 2013 International Journal of Material Form-
ing 6 267–279 ISSN 1960-6206, 1960-6214 URL http://link.springer.com/10.1007/
s12289-011-1084-1
[28] Aretz H 2004 Modelling and Simulation in Materials Science and Engineering 12 677 ISSN
0965-0393 URL http://stacks.iop.org/0965-0393/12/i=4/a=009
[29] Manopulo N, Hora P, Peters P, Gorji M and Barlat F 2015 International Journal of Plastic-
ity 75 189–203 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/
pii/S0749641915000327
[30] Marciniak Z and Kuczyn´ski K 1967 International Journal of Mechanical Sciences 9
609 – 620 ISSN 0020-7403 URL http://www.sciencedirect.com/science/article/pii/
0020740367900665
[31] Banabic D 2010 Computer Methods in Materials Science 10 225–237 URL www.cmms.agh.
edu.pl/abstract.php?p_id=292
[32] Banabic D, Comsa D S, Eyckens P, Kami A and Gologanu M 2016 Advanced Models for the
Prediction of Forming Limit Curves (Cham: Springer International Publishing) pp 205–300
ISBN 978-3-319-44070-5 URL https://doi.org/10.1007/978-3-319-44070-5_5
[33] Signorelli J, Bertinetti M and Turner P 2009 International Journal of Plasticity 25 1–25 ISSN
07496419 URL http://linkinghub.elsevier.com/retrieve/pii/S0749641908000247
[34] Rudnicki J W and Rice J R 1975 Journal of the Mechanics and Physics of Solids 23 371–394
[35] Sto¨ren S and Rice J R 1975 Journal of the Mechanics and Physics of Solids 23 421–441 URL
http://www.sciencedirect.com/science/article/pii/0022509675900046
23
[36] Rice J R 1976 The localization of plastic deformation Proceedings of the 14th International
Congress on Theoretical and Applied Mechanics vol 1 (Delft: North-Holland Publishing Co.)
pp 207–220
[37] Rice J and Rudnicki J 1980 International Journal of Solids and Structures 16 597–605 ISSN
00207683 URL http://linkinghub.elsevier.com/retrieve/pii/0020768380900190
[38] Forest S and Lorentz E 2004 Local approach to fracture 311–371
[39] Yoshida K and Kuroda M 2012 International Journal of Solids and Structures
49 2073–2084 ISSN 00207683 URL http://linkinghub.elsevier.com/retrieve/pii/
S0020768312001576
[40] Zhou Y and Neale K W 1995 International Journal of Mechanical Sciences 37 1–20
[41] Wu P D, Neale K W and Giessen E V d 1997 Proceedings of the Royal Society of London A:
Mathematical, Physical and Engineering Sciences 453 1831–1848 ISSN 1364-5021, 1471-2946
URL http://rspa.royalsocietypublishing.org/content/453/1964/1831
[42] Savoie J, Jain M, Carr A R, Wu P D, Neale K W, Zhou Y and Jonas J J 1998 Materials
Science and Engineering: A 257 128–133
[43] Wu P D, Neale K W, Van der Giessen E, Jain M, MacEwen S R and Makinde A 1998
Metallurgical and Materials transactions A 29 527–535
[44] Wu P, MacEwen S, Lloyd D and Neale K 2004 Materials Science and Engineering:
A 364 182–187 ISSN 09215093 URL http://linkinghub.elsevier.com/retrieve/pii/
S0921509303006968
[45] McGinty R D and McDowell D L 2004 Journal of Engineering Materials and Technology 126
285 ISSN 00944289 00024 URL http://MaterialsTechnology.asmedigitalcollection.
asme.org/article.aspx?articleid=1427220
[46] Inal K, Neale K and Aboutajeddine A 2005 International Journal of Plasticity
21 1255–1266 ISSN 07496419 URL http://linkinghub.elsevier.com/retrieve/pii/
S0749641904001421
[47] Yoshida K, Ishizaka T, Kuroda M and Ikawa S 2007 Acta Materialia 55 4499–4506 ISSN
13596454 URL http://linkinghub.elsevier.com/retrieve/pii/S1359645407002583
[48] Wang H, Wu P, Boyle K and Neale K 2011 International Journal of Solids and Struc-
tures 48 1000–1010 ISSN 00207683 URL http://linkinghub.elsevier.com/retrieve/
pii/S0020768310004403
[49] Signorelli J and Bertinetti M 2009 International Journal of Mechanical Sciences
51 473–480 ISSN 00207403 URL http://linkinghub.elsevier.com/retrieve/pii/
S0020740309000630
[50] Neil C J and Agnew S R 2009 International Journal of Plasticity 25 379 – 398 ISSN 0749-
6419 URL http://www.sciencedirect.com/science/article/pii/S0749641908000764
24
[51] Serenelli M, Bertinetti M and Signorelli J 2010 International Journal of Mechanical Sci-
ences 52 1723–1734 ISSN 00207403 URL http://linkinghub.elsevier.com/retrieve/
pii/S0020740310002171
[52] Yang M, Dong X, Zhou R and Cao J 2010 Materials Science and Engineering: A
527 6607–6613 ISSN 09215093 URL http://linkinghub.elsevier.com/retrieve/pii/
S0921509310006969
[53] Serenelli M, Bertinetti M and Signorelli J 2011 International Journal of Solids and Struc-
tures 48 1109–1119 ISSN 00207683 URL http://linkinghub.elsevier.com/retrieve/
pii/S002076831000449X
[54] Signorelli J, Serenelli M and Bertinetti M 2012 Journal of Materials Processing Technology
212 1367–1376 ISSN 09240136 URL http://linkinghub.elsevier.com/retrieve/pii/
S0924013612000489
[55] Kim J H, Lee M G, Kim D and Barlat F 2013 Computational Materials Science
72 107–115 ISSN 09270256 URL http://linkinghub.elsevier.com/retrieve/pii/
S0927025613000724
[56] Bertinetti M A, Schwindt C D and Signorelli J W 2014 International Journal of Mechani-
cal Sciences 87 200–217 ISSN 0020-7403 URL http://www.sciencedirect.com/science/
article/pii/S0020740314002148
[57] Franz G, Abed-Meraim F and Berveiller M 2013 International Journal of Plasticity 48 1–
33 ISSN 0749-6419 00039 URL http://www.sciencedirect.com/science/article/pii/
S0749641913000302
[58] Schwindt C, Schlosser F, Bertinetti M, Stout M and Signorelli J 2015 International Journal
of Plasticity 73 62–99 ISSN 07496419 URL http://linkinghub.elsevier.com/retrieve/
pii/S0749641915000145
[59] Akpama H K, Ben Bettaieb M and Abed-Meraim F 2017 International Journal of Plastic-
ity 91 205–237 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/
pii/S0749641917300566
[60] Gupta A, Bettaieb M B, Abed-Meraim F and Kalidindi S R 2018 International Journal of
Plasticity 103 168 – 187 ISSN 0749-6419 URL http://www.sciencedirect.com/science/
article/pii/S0749641917305521
[61] Wu P D, MacEwen S R, Lloyd D J and Neale K W 2004 Modelling and Simulation in
Materials Science and Engineering 12 511 ISSN 0965-0393 URL http://stacks.iop.org/
0965-0393/12/i=3/a=011
[62] Viatkina E, Brekelmans W and Geers M 2005 Journal of Materials Processing Technol-
ogy 168 211–218 ISSN 09240136 URL http://linkinghub.elsevier.com/retrieve/pii/
S0924013604013135
[63] K I, HM S and RK M 2008 Journal of Engineering Materials and Technology 130 021003
URL http://materialstechnology.asmedigitalcollection.asme.org/article.aspx?
articleid=1428149
25
[64] Lloyd J T and Priddy M W 2017 Acta Materialia 129 149–158 ISSN 1359-6454 URL http:
//www.sciencedirect.com/science/article/pii/S1359645417301349
[65] Kim J H, Lee M G, Kang J H, Oh C S and Barlat F 2017 International Journal of Plas-
ticity 93 26–45 ISSN 07496419 URL http://linkinghub.elsevier.com/retrieve/pii/
S0749641917301948
[66] Mohammed B, Park T, Kim H, Pourboghrat F and Esmaeilpour R 2018 Materials Science
and Engineering: A 725 250 – 266 ISSN 0921-5093 URL http://www.sciencedirect.com/
science/article/pii/S0921509318305264
[67] Zeghadi A, Forest S, Gourgues AF, Bouaziz O 2007 Philosophical Magazine 87 1401 – 1424
URL https://www.tandfonline.com/doi/full/10.1080/14786430601009509
[68] Zeghadi A, Forest S, Gourgues AF, Bouaziz O 2007 Philosophical Magazine 87 1425 – 1446
URL https://www.tandfonline.com/doi/full/10.1080/14786430601009517
[69] Roters F, Eisenlohr P, Hantcherli L, Tjahjanto D, Bieler T and Raabe D 2010 Acta Materialia
58 1152–1211 ISSN 13596454 00599 URL http://linkinghub.elsevier.com/retrieve/
pii/S1359645409007617
[70] Inal K, Wu P D and Neale K W 2002 Modelling and Simulation in Materials Science and
Engineering 10 237 ISSN 0965-0393 URL http://stacks.iop.org/0965-0393/10/i=2/a=
310
[71] Inal K, Wu P D and Neale K W 2002 International Journal of Solids and Structures 39
983–1002
[72] Inal K, Wu P D and Neale K W 2002 International Journal of Solids and Structures 39
3469–3486
[73] Neale K W, Inal K and Wu P D 2003 International Journal of Mechanical Sciences 45
1671–1686 ISSN 0020-7403 URL http://www.sciencedirect.com/science/article/pii/
S002074030300225X
[74] Wu P D, Lloyd D J, Jain M, Neale K W and Huang Y 2007 International Journal of Plasticity
23 1084–1104 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/
pii/S0749641906001549
[75] Yoshida K 2014 International Journal of Mechanical Sciences 83 48–56 ISSN 00207403 URL
http://linkinghub.elsevier.com/retrieve/pii/S0020740314001040
[76] Wu Y, Shen Y, Chen K, Yu Y, He G and Wu P 2017 Journal of Alloys and Compounds
711 495–505 ISSN 0925-8388 URL http://www.sciencedirect.com/science/article/
pii/S0925838817311350
[77] Kim J B and Yoon J W 2015 International Journal of Plasticity 73 3–23 ISSN 0749-6419
URL http://www.sciencedirect.com/science/article/pii/S0749641915001096
[78] Hu P, Liu Y, Zhu Y and Ying L 2016 International Journal of Plasticity 86 1–25 ISSN
07496419 URL http://linkinghub.elsevier.com/retrieve/pii/S0749641916301012
26
[79] Raabe D, Klose P, Engl B, Imlau K P, Friedel F and Roters F 2002 Advanced Engineering Ma-
terials 4 169–180 ISSN 1527-2648 URL http://dx.doi.org/10.1002/1527-2648(200204)
4:4<169::AID-ADEM169>3.0.CO;2-G
[80] Kraska M, Doig M, Tikhomirov D, Raabe D and Roters F 2009 Computational Materials
Science 46 383 – 392 ISSN 0927-0256 URL http://www.sciencedirect.com/science/
article/pii/S0927025609001256
[81] Helm D, Butz A, Raabe D and Gumbsch P 2011 JOM 63 26–33 ISSN 1047-4838, 1543-1851
URL https://link.springer.com/article/10.1007/s11837-011-0056-8
[82] Zhang K, Holmedal B, Hopperstad O, Dumoulin S, Gawad J, Bael A V and Houtte P V
2015 International Journal of Plasticity 66 3 – 30 ISSN 0749-6419 plasticity of Textured
Polycrystals In Honor of Prof. Paul Van Houtte URL http://www.sciencedirect.com/
science/article/pii/S0749641914000357
[83] Butz A, Pagenkopf J, Baiker M and Helm D 2016 Journal of Physics: Conference Series
734 032107 URL http://stacks.iop.org/1742-6596/734/i=3/a=032107
[84] Zhang H, Diehl M, Roters F and Raabe D 2016 International Journal of Plasticity 80
111 – 138 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/pii/
S0749641916000036
[85] Konter A W A, Farivar H, Post J and Prahl U 2016 JOM 68 59–69 ISSN 1543-1851 URL
https://doi.org/10.1007/s11837-015-1704-1
[86] Roters F, Eisenlohr P, Bieler T R and Raabe D 2010 Crystal plasticity finite element meth-
ods: in materials science and engineering (Weinheim: Wiley-VCH) ISBN 978-3-527-32447-7
oCLC: 699657776
[87] Peirce D, Asaro R and Needleman A 1983 Acta Metallurgica 31 1951 – 1976 ISSN 0001-6160
URL http://www.sciencedirect.com/science/article/pii/0001616083900147
[88] https://damask.mpie.de/ DAMASK: the Du¨sseldorf Advanced MAterial Simulation Kit
[89] Roters F, Eisenlohr P, Kords C, Tjahjanto D, Diehl M and Raabe D 2012 Procedia IUTAM
3 3 – 10 ISSN 2210-9838 iUTAM Symposium on Linking Scales in Computations: From
Microstructure to Macro-scale Properties URL http://www.sciencedirect.com/science/
article/pii/S2210983812000028
[90] Roters F, Diehl M, Shanthraj P, Eisenlohr P, Reuber C, Wong S, Maiti T, Ebrahimi A,
Hochrainer T, Fabritius H O, Nikolov S, FriA˜¡k M, Fujita N, Grilli N, Janssens K, Jia N,
Kok P, Ma D, Meier F, Werner E, Stricker M, Weygand D and Raabe D 2019 Computational
Materials Science 158 420 – 478 ISSN 0927-0256 URL http://www.sciencedirect.com/
science/article/pii/S0927025618302714
[91] http://www.lstc.com/products/ls-dyna livermore Software Technology Corporation
[92] van der Sluis O, Schreurs P, Brekelmans W and Meijer H 2000 Mechanics of Materials 32
449 – 462 ISSN 0167-6636 URL http://www.sciencedirect.com/science/article/pii/
S0167663600000193
27
[93] Li S and Wongsto A 2004 Mechanics of Materials 36 543 – 572 ISSN 0167-6636 URL http:
//www.sciencedirect.com/science/article/pii/S0167663603000620
[94] Eisenlohr P, Diehl M, Lebensohn R and Roters F 2013 International Journal of Plasticity
46 37 – 53 ISSN 0749-6419 microstructure-based Models of Plastic Deformation URL http:
//www.sciencedirect.com/science/article/pii/S0749641912001428
[95] Helming K 1998 Materials Science Forum 273-275 125–132 URL https://www.
scientific.net/MSF.273-275.125https://www.scientific.net/MSF.273-275.125
[96] Zhao Z, Roters F, Mao W and Raabe D 2001 Advanced Engineering Materials 3 984–
990 URL https://onlinelibrary.wiley.com/doi/abs/10.1002/1527-2648(200112)3:
12%3C984::AID-ADEM984%3E3.0.CO;2-L
[97] Raabe D and Roters F 2004 International Journal of Plasticity 20 339–361 ISSN 0749-6419
owen Richmond Memorial Special Issue URL http://www.sciencedirect.com/science/
article/pii/S0749641903000925
[98] Beausir B and Fundenberger J J 2017 Analysis tools for electron and x-ray diffraction, atex
- software www.atex-software.eu Universite´ de Lorraine - Metz
[99] Volk W and Hora P 2011 International Journal of Material Forming 4 339–346 ISSN 1960-
6214 URL https://doi.org/10.1007/s12289-010-1012-9
[100] Hill R 1958 Journal of the Mechanics and Physics of Solids 6 236 – 249 ISSN 0022-5096
URL http://www.sciencedirect.com/science/article/pii/0022509658900292
[101] Drucker D C 1959 Journal of Applied Mechanics 26 101–106
[102] Ga¨nser H P, Werner E and Fischer F 2000 International Journal of Mechanical Sciences
42 2041 – 2054 ISSN 0020-7403 URL http://www.sciencedirect.com/science/article/
pii/S0020740399000570
[103] Van Houtte P, Li S and Engler O 2004 Continuum Scale Simulation of Engineering Mate-
rials: Fundamentals – Microstructures – Process Applications (Wiley-VCH Verlag GmbH &
Co.KGaA) chap 22 Taylor-Type Homogenization Methods for Texture and Anisotropy, pp
459–472
[104] Houtte P V, Li S, Seefeldt M and Delannay L 2005 International Journal of Plasticity 21
589 – 624 ISSN 0749-6419 URL http://www.sciencedirect.com/science/article/pii/
S0749641904000610
[105] Eisenlohr P and Roters F 2008 Computational Materials Science 42 670 – 678 ISSN 0927-
0256 URL http://www.sciencedirect.com/science/article/pii/S0927025607003035
[106] Tasan C, Hoefnagels J, ten Horn C and Geers M 2009 Mechanics of Materials 41 1264
– 1276 ISSN 0167-6636 URL http://www.sciencedirect.com/science/article/pii/
S0167663609001331
[107] Lassance D, Fabre`gue D, Delannay F and Pardoen T 2007 Progress in Materials Science 52
62 – 129 ISSN 0079-6425 URL http://www.sciencedirect.com/science/article/pii/
S0079642506000399
28
[108] Yamada H 1960 Journal of Japan Institute of Light Metals 10 185–192
[109] Shanthraj P, Eisenlohr P, Diehl M and Roters F 2015 International Journal of Plasticity 66
31 – 45 ISSN 0749-6419 plasticity of Textured Polycrystals In Honor of Prof. Paul Van Houtte
URL http://www.sciencedirect.com/science/article/pii/S0749641914000709
[110] Maiti T and Eisenlohr P 2018 Scripta Materialia 145 37 – 40 ISSN 1359-6462 URL http:
//www.sciencedirect.com/science/article/pii/S1359646217305717
29
