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Abstract
Maximum surjective constraint satisfaction problems (Max-Sur-
CSPs) are computational problems where we are given a set of vari-
ables denoting values from a finite domain B and a set of constraints
on the variables. A solution to such a problem is a surjective map-
ping from the set of variables to B such that the number of satisfied
constraints is maximized. We study the approximation performance
that can be achieved by algorithms for these problems, mainly by in-
vestigating their relation with Max-CSPs (which are the correspond-
ing problems without the surjectivity requirement). Our work gives
a complexity dichotomy for Max-Sur-CSP(B) between PTAS and
APX-complete, under the assumption that there is a complexity di-
chotomy for Max-CSP(B) between PO and APX-complete, which has
already been proved on the Boolean domain and 3-element domains.
1 Introduction
The constraint satisfaction problem (CSP) is an important computational
problem in NP where the task is to decide whether there exists a homomor-
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phism from a given input relational structure A to a fixed template relational
structure B, denoted by CSP(B). This problem has many applications in
various fields of computer science, such as artificial intelligence and database
theory. It is conjectured that CSP(B) for any finite structure B is either in P
or NP-complete [7]. This conjecture has been proved for the Boolean domain
[16] and 3-element domains [3].
The optimization version of CSP(B), denoted by Max-CSP(B), consists
in finding a function from A to B satisfying the maximum number of con-
straints in A (see, e.g., [5]). It is conjectured that for any finite B, Max-
CSP(B) is either in PO or APX-complete [5]. This conjecture has been
proved for the Boolean domain [5] and 3-element domains [9].
The surjective version of CSP(B), denoted by Sur-CSP(B), consists in
finding a homomorphism using all available values in B (see, e.g., [2]). Some
problems of the form Sur-CSP(B) have been proved to be NP-hard, such as
Sur-CSP(Cref
4
) [13]; some have unknown computational complexity, such as
Sur-CSP(C6) [6] and the No-Rainbow-Coloring problem [1].
In this article we are interested in the combination of the above two
branches of research, that is, the maximum surjective constraint satisfaction
problem for B, denoted by Max-Sur-CSP(B), which consists in finding a
surjective function from A to B satisfying the maximum number of con-
straints in A. There are many natural computational problems of the form
Max-Sur-CSP(B). For example, given a graph with red and blue edges, we
might ask for a non-trivial partition of the vertices into two sets such that the
sum of the number of red edges between the two sets and the number of blue
edges inside the first set is minimized. This corresponds to the Max-Sur-
CSP(B) where B is the relational structure on the Boolean domain with two
binary relations: equality and disjunction. We will see this problem later,
which is known the Minimum-Asymmetric-Cut problem.
It is easy to see (see Proposition 7) that all Max-Sur-CSPs are in the
complexity class APX. Our main result is a complexity dichotomy for Max-
Sur-CSP(B) on the Boolean domain and 3-element domains: every such
problem is either APX-complete or has a PTAS (Polynomial-Time Approx-
imation Scheme). Interestingly, unlike Max-CSP(B), there are finite struc-
tures B such that Max-Sur-CSP(B) is NP-hard but has a PTAS.
The article is organized as follows. In Section 2, we formally introduce
Max-Sur-CSPs. In Section 3, we show that Max-Sur-CSP(B) is in APX
for any finite B, by providing a constant-ratio approximation algorithm. In
Section 4 and 5, we compare the approximation ratio of Max-Sur-CSP(B)
2
with that of Max-CSP(B). This comparison leads to the inapproximabil-
ity or approximability for Max-Sur-CSP(B), which depends on the desired
approximation ratio. In Section 6, we conclude that if there is a complexity
dichotomy for Max-CSP(B) between PO and APX-complete, there is also
a complexity dichotomy for Max-Sur-CSP(B) between PTAS and APX-
complete. An immediate consequence of this observation is the complexity
dichotomy for Max-Sur-CSP(B) on the Boolean domain and 3-element do-
mains. In Section 7, we discuss for which structures B the Max-Sur-CSP(B)
problem is in PO and pose several open problems.
2 Preliminaries
Let σ be some finite relational signature, which consists of m relations
R1, ..., Rm of arity k1, ..., km respectively. When m = 1, we write R for
R1 and k for k1. Consider only finite σ-structures A = (A,R
A
1
, . . . , RAm) and
B = (B,RB
1
, . . . , RBm), where A and B are underlying domains, and R
A
i and
RBi are relations on A and B respectively, i ∈ {1, . . . , m}. A homomorphism
from A to B is a function h : A → B such that, (a1, . . . , aki) ∈ R
A
i im-
plies (h(a1), . . . , h(aki)) ∈ R
B
i , for every i ∈ {1, . . . , m}. Define |A| to be
|A|+ |RA
1
|+ · · ·+ |RAm|.
The constraint satisfaction problem CSP(B) takes as input some finite A
and asks whether there is a homomorphism h fromA to the fixed template B.
The surjective constraint satisfaction problem Sur-CSP(B) is defined simi-
larly, only we insist that the homomorphism h be surjective. The maximum
constraint satisfaction problem Max-CSP(B) asks for a function h from A
to B, such that the number of constraints in A preserved by h is maximized.
The maximum surjective constraint satisfaction problem Max-Sur-CSP(B)
is defined similarly, only we insist that the function h be surjective. Without
loss of generality, we assume that |A| ≥ |B| in Max-Sur-CSP(B), otherwise
there is no surjective function from A to B.
Example 1. Define the relational structure B on the Boolean domain with
two binary relations: equality and disjunction.
Sur-CSP(B) is in P, since it has a simple polynomial-time algorithm as
follows. Define a connected component to be the maximal set of variables
connected together by the equality relation. If there exists some connected
component without any disjunction relation between its variables, then we
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assign 0 to all its variables and 1 to all other variables. Otherwise there is
no surjective assignment.
We call Max-Sur-CSP(B) the Minimum-Asymmetric-Cut problem. In
fact, if there is only the equality relation, this problem reduces to theMinimum-
Cut problem. The disjunction relation makes this cut asymmetric.
Example 2. Define the relational structure B on the domain B = {0, . . . , 5}
with the binary relation
RB = {(x, y) : x− y mod 6 = ±1}.
This structure is traditionally denoted by C6 in graph theory. The com-
plexity of the list homomorphism problem on this structure has been studied
in [6]. The complexity of Sur-CSP(C6) is still open [2].
Example 3. Define the relational structure B on the domain B = {0, 1, 2, 3}
with the binary relation
RB = {(x, y) : x− y mod 4 = 1 or 0}.
This structure is denoted by Cref
4
.
Sur-CSP(Cref
4
) has been proved to be NP-complete [13].
Example 4. Define the relational structure B on the domain B = {0, 1, 2}
with the ternary relation
RB = {0, 1, 2}3\{(x, y, z) : x, y, z distinct}.
Sur-CSP(B), also known as the No-Rainbow-Coloring problem, has open
complexity [1]. We call Max-Sur-CSP(B) the Minimum-Rainbow-Coloring
problem.
An optimization problem is said to be an NP optimization problem [5]
if instances and solutions can be recognized in polynomial time; solutions
are polynomial-bounded in the input size; and the objective function can be
computed in polynomial time. In this article, we consider only maximization
problems of this form, i.e., NP maximization problems.
Definition 1. A solution to an instance I of an NP maximization problem
Π is r-approximate if it has value V al satisfying V al/Opt ≥ r, where Opt is
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the maximal value for a solution of I.1 A polynomial-time r-approximation
algorithm for an NP maximization problem Π is an algorithm which, given
an instance I, computes an r-approximate solution in time polynomial in |I|.
We say that r is a polynomial-time approximation ratio of an NP maximiza-
tion problem Π if there exists a polynomial-time r-approximation algorithm
for Π.
The following definitions can all be found in [5], only with a different
convention of the approximation ratio.
Definition 2. An NP maximization problem is in the class PO if it has an
algorithm which computes the optimal solution in polynomial time; and is in
the class APX if it has a polynomial-time r-approximation algorithm, where
r is some constant real number in (0, 1].
Definition 3. We say that an NPmaximization problem Π has a Polynomial-
Time Approximation Scheme (PTAS) if there is an approximation algorithm
that takes as input both an instance I and a fixed rational parameter ǫ > 0,
and outputs a solution which is (1 − ǫ)-approximate in time polynomial in
|I|. The class of optimization problems admitting a PTAS algorithm is also
denoted by PTAS.
Definition 4. An NP maximization problem Π1 is said to be AP-reducible to
an NP maximization problem Π2 if there are two polynomial-time computable
functions F and G and a constant α such that
1. for any instance I of Π1, F (I) is an instance of Π2;
2. for any instance I of Π1, and any feasible solution s
′ of F (I), G(I, s′)
is a feasible solution of I;
3. for any instance I of Π1, and any r ≤ 1, if s
′ is an r-approximate
solution of F (I) then G(I, s′) is an (1− (1− r)α− o(1))-approximate
solution of I, where the o-notation is with respect to |I|.
An NP maximization problem is APX-hard if every problem in APX is
AP-reducible to it. It is a well-known fact (see, e.g., [5]) that AP-reductions
compose, and that if Π1 is AP-reducible to Π2 and Π2 is in PTAS (resp.,
APX), then so is Π1.
1There are other conventions to define the ratio of an approximate solution, e.g.,
max{V al/Opt,Opt/V al} in [5] and 1 − V al/Opt in [15]. These conventions are equiv-
alent for maximization problems.
5
3 Max-Sur-CSP(B) is in APX
In this section, we first provide a simple algorithm to show that every Max-
CSP(B) is in APX. Then we adapt this algorithm in order to show that every
Max-Sur-CSP(B) is also in APX.
Proposition 5. Max-CSP(B) is in APX for any finite B.
Proof. We compute a function h from A to B randomly, i.e., for every a ∈ A,
choose h(a) uniformly at random from B. Every ki-tuple in R
A
i is preserved
by h with probability
|RB
i
|
|B|ki
. Thus we get a randomized r-approximation
algorithm, where r = mini
|RB
i
|
|B|ki
is the expected ratio over all random choices.
This algorithm can be derandomized via conditional expectations [14]. In
fact, it suffices to select at each step the choice with the largest expected
number of satisfied constraints. The expected number of satisfied constraints
under some partial assignment can be computed in polynomial time. In
this way, we obtain a deterministic r-approximation algorithm which runs in
polynomial time. Thus Max-CSP(B) is in APX.
Since the function h so obtained is not necessarily surjective, the algo-
rithm presented in the proof does not show that Max-Sur-CSP(B) is in
APX. To resolve this problem, the idea is to fix some function values of h at
the beginning, and to choose the other function values randomly. We start
by the simple case where the signature σ consists of only one relation. We
have the following lemma:
Lemma 6. For any 0 < r < |R
B|
|B|k
, there exists a randomized r-approximation
algorithm for Max-Sur-CSP(B) which runs in polynomial time.
Proof. Consider the following algorithm, which we call Approx. First, sort
the elements in A in increasing order of their degrees, which is defined to be
the total number of occurrences among all tuples in all relations in A. Then
construct an arbitrary bijective function on the set of the first |B| elements
in A into the set B. Finally, extend this function onto the whole set of A
by choosing the other function values uniformly at random. This algorithm
runs in polynomial time, and always returns a surjective solution. Let us
analyze its approximation performance.
Let V al be the number of preserved k-tuples in RA in our solution, and
Opt be the maximum possible number of preserved k-tuples in RA. Since
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the sum of degrees of all elements in A is k|RA|, the sum of the |B| smallest
degrees is at most k|RA| · |B|
|A|
. So there are at least (|RA| − k|RA| · |B|
|A|
) k-
tuples in RA which are not incident with any of the first |B| elements in A.
Every such k-tuple is satisfied with probability |R
B|
|B|k
under uniformly random
choices. So we have:
E[V al]
Opt
≥
1
Opt
(
|RA| − k|RA| ·
|B|
|A|
)
·
|RB|
|B|k
≥
(
1− k ·
|B|
|A|
)
·
|RB|
|B|k
(since Opt ≤ |RA|),
where k, |B| and |RB| are constant, only |A| is decided by the input in-
stance. Thus for any 0 < r < |R
B|
|B|k
, we have a randomized polynomial-time r-
approximation algorithm: follow the Approx algorithm when |A| > k|B|
1−r
|B|k
|RB|
,
and tabulate the solution otherwise.
In general, σ consists of m relations R1, . . . , Rm with arity k1, . . . , km
respectively. A similar analysis leads to:
E[V al]
Opt
≥
1
opt
(∑
i
|RAi | −
(∑
i
ki|R
A
i |
) |B|
|A|
)
·
(
min
i
|RBi |
|B|ki
)
≥
(
1− kmax ·
|B|
|A|
)
·
(
min
i
|RBi |
|B|ki
)
(since Opt ≤
∑
i
|RAi |).
Thus we have a randomized polynomial-time r-approximation algorithm, for
any 0 < r < mini
|RB
i
|
|B|ki
.
Proposition 7. Max-Sur-CSP(B) is in APX for any finite B.
Proof. We apply again the derandomization via conditional expectation to
get a deterministic polynomial-time r-approximation algorithm, for any 0 <
r < mini
|RB
i
|
|B|ki
.
4 Inapproximability for Max-Sur-CSP(B)
In this section, we show thatMax-Sur-CSP(B) is harder thanMax-CSP(B)
for the same B, in the sense that the approximation ratio of Max-Sur-
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CSP(B) cannot exceed the approximation ratio of Max-CSP(B); and that
the APX-hardness of Max-CSP(B) implies the APX-hardness of Max-Sur-
CSP(B).
Theorem 8. Let r ∈ (0, 1]. If Max-CSP(B) is not polynomial-time r-
approximable, neither is Max-Sur-CSP(B).
Proof. Suppose there is a polynomial-time r-approximation algorithm for
Max-Sur-CSP(B). We will prove that there is also a polynomial-time r-
approximation algorithm for Max-CSP(B), which causes a contradiction.
Given an instance A of Max-CSP(B), construct an instance A′ of Max-
Sur-CSP(B) as following: extend the underlying domain A to A′ by adding
|B| new elements, and keep RA
′
i to be the same as R
A
i , for every i ∈ {1, .., m}.
The optimum of Max-Sur-CSP(B) with the instance A′ equals that of
Max-CSP(B) with the instance A. Any r-approximate solution of Sur-
Max-CSP(B) with the instanceA′ is also an r-approximate solution of Max-
CSP(B) with the instanceA. SinceA is arbitrary, we thus have a polynomial-
time r-approximation algorithm for Max-CSP(B).
Proposition 9. If Max-CSP(B) is APX-hard, Max-Sur-CSP(B) is also
APX-hard.
Proof. Given an instance A of Max-CSP(B), construct an instance A′ of
Max-Sur-CSP(B) as in the above proof. The optimum of Max-Sur-
CSP(B) with the instance A′ equals that of Max-CSP(B) with the instance
A. So we have an AP-reduction from Max-CSP(B) to Max-Sur-CSP(B),
where the constant α in the definition of the AP-reduction is 1. Since AP-
reductions compose, we then proved the proposition.
Corollary 10. Max-Sur-CSP(C6) is APX-hard and, under the unique
games conjecture2, any polynomial-time approximation ratio of Max-Sur-
CSP(C6) is at most αGW (=0.878. . . ).
Proof. Max-CSP(C6) is exactly the same problem as Max-Cut. From
the APX-hardness of Max-Cut, we have the APX-hardness of Max-Sur-
CSP(C6) by Proposition 9. The best approximation ratio of Max-Cut has
been proved to be αGW , under the unique games conjecture [12]. We then
deduce from Theorem 8 that any polynomial-time approximation ratio of
Max-Sur-CSP(C6) is at most αGW .
2A formal description of this conjecture could be found in [11].
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5 Approximability for Max-Sur-CSP(B)
In this section we describe a PTAS for Max-Sur-CSP(B), given that Max-
CSP(B) is in PO. The generalized result is stated in the following theorem.
Theorem 11. Let r ∈ (0, 1]. If Max-CSP(B) is polynomial-time r-approximable,
Max-Sur-CSP(B) is polynomial-time (r − ǫ)-approximable, for any ǫ > 0.
Proof. Let Approx1 be a polynomial-time r-approximation algorithm for
Max-CSP(B). Consider first the following randomized algorithm:
Approx2(A)
1 h← Approx1(A)
2 if h is surjective
3 then return h
4 else h∗ ← h
5 for each b ∈ B such that y is not an image of h∗
6 do T ← {x ∈ A | ∃ y ∈ A\{x}, s.t. h∗(x) = h∗(y)}
7 if T = ∅
8 then return No Solution.
9 x← an element in T chosen uniformly at random
10 h∗(x) ← y
11 return h∗.
Let us analyze the performance of this algorithm. Let V al and V al∗ be
the number of satisfied constraints in h and h∗ respectively. Let Opt and
Opt∗ be the optimum of Max-CSP(B) and Max-Sur-CSP(B) respectively.
Obviously, Opt∗ ≤ Opt.
When h is surjective, we have h∗ = h and
E[V al∗]
Opt∗
≥
E[V al]
Opt
.
When h is not surjective, it is more complicated. Let δ be the number of
elements in B which are not images of h. For a given tuple (x1, . . . , xk) in A
k
and another given tuple (b1, . . . , bk) in B
k, define p to be the probability that
h maps (x1, . . . , xk) to (b1, . . . , bk) and p
∗ to be the probability that h∗ maps
(x1, . . . , xk) to (b1, . . . , bk). Let T = {x ∈ A | ∃ y ∈ A\{x}, s.t. h(x) = h(y)}
and t = |T |. Obviously t > |A| − |B|. For every x ∈ T , the algorithm
above will not modify h∗(x) if there is no other variables in A with the
same function value h(x); otherwise it will modify h∗(x) with probability
δ
t
< |B|
|A|−|B|
. Let Q be the conditional probability that h∗ does not map
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(x1, . . . , xk) to (b1, . . . , bk), given that h maps (x1, . . . , xk) to (b1, . . . , bk).
We have:
Q ≤
∑k
i=1 P[The algorithm modifies h
∗(xi)]
≤ k · P[ The algorithm modifies h∗(x), for an arbitrary x ∈ T ]
< k ·
|B|
|A| − |B|
,
which implies that p∗ >
(
1− k ·
|B|
|A| − |B|
)
p.
The second line of the inequality above holds because the function value of
h∗ is modified with the same positive probability at every variable in T , and
with probability 0 at every variable outside T .
Thus we have
E[V al∗]
Opt∗
≥
E[V al∗]
Opt
>
(
1− kmax ·
|B|
|A| − |B|
)
E[V al]
Opt
,
where kmax is the maximal arity of all relations.
So whether h is surjective or not, we always have:
E[V al∗]
Opt∗
>
(
1− kmax ·
|B|
|A| − |B|
)
E[V al]
Opt
.
Hence for any ǫ > 0, we can achieve a randomized (r − ǫ)-approximation
algorithm for Max-Sur-CSP(B): first, precalculate the optimal assignment
for every input relational structure whose domain size is less than N0 =
⌊
r|B|kmax
ǫ
⌋ + |B|. The running time of this part depends only on ǫ, but
not on |A|. Then for a given relational structure A, output a precalculated
solution if |A| ≤ N0; and execute Approx2 with the instance A otherwise.
The algorithm Approx2 can be derandomized by enumerating all pos-
sible choices in line 9. This enumerating procedure runs in time polynomial
in |A|, since there are polynomially many combinations of choices, and each
combination of choices corresponds to a polynomial number of steps in the
running time. Thus the derandomized algorithm still runs in time polyno-
mial in |A|. So we get a deterministic polynomial-time (r−ǫ)-approximation
algorithm for Max-Sur-CSP(B).
Proposition 12. If Max-CSP(B) is in PO, then Max-Sur-CSP(B) is in
PTAS and is not APX-hard, unless P = NP .
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Proof. Max-CSP(B) being in PO implies that it has a polynomial-time ap-
proximation algorithm with approximation ratio 1. Theorem 11 then leads to
the PTAS-containment. On the other hand, we already know that there are
problems in APX but not in PTAS, unless P=NP (see, e.g., [8]). These prob-
lems cannot be AP-reduced to Max-Sur-CSP(B), otherwise Max-Sur-
CSP(B) could not be in PTAS. So Max-Sur-CSP(B) is not APX-hard,
unless P=NP.
Corollary 13. The Minimum-Asymmetric-Cut problem, Max-Sur-CSP(Cref
4
),
and the Minimum-Rainbow-Coloring problem are all in PTAS.
Proof. For each of the three problems above, if the function h is not required
to be surjective, we can assign 1 to every variable so that all constraints are
satisfied. Thus the corresponding Max-CSP(B) problem is in PO. We then
conclude by applying Proposition 12.
6 Complexity dichotomy for Max-Sur-CSP(B)
In this section, we first propose a conditional complexity dichotomy for Max-
Sur-CSP(B) between PTAS and APX-complete. This condition has already
been proved on the Boolean domain and 3-element domains.
Theorem 14. If there is a complexity dichotomy for Max-CSP(B) between
PO and APX-complete, there is also a complexity dichotomy for Max-Sur-
CSP(B) between PTAS and APX-complete.
Proof. This result is a combination of Proposition 9 and Proposition 12.
6.1 On the Boolean domain
Definition 15. A constraint R is said to be
• 0-valid if (0, ..., 0) ∈ R.
• 1-valid if (1, ..., 1) ∈ R.
• 2-monotone if R is expressible as a DNF-formula either of the form
(x1 ∧ ... ∧ xp) or (y1 ∧ ... ∧ yq) or (x1 ∧ ... ∧ xp) ∨ (y1 ∧ ... ∧ yq).
A relational structure B is 0-valid (resp. 1-valid, 2-monotone) if every con-
straint in B is 0-valid (resp. 1-valid, 2-monotone).
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Khanna and Sudan have proved that if B is 0-valid or 1-valid or 2-
monotone then Max-CSP(B) is in PO; otherwise it is APX-hard (Theorem 1
in [10]). In fact, when B is 0-valid (resp. 1-valid), it suffices to assign 0 (resp.
1) to all variables; and when B is 2-monotone, we can reduce this problem
to Min-Cut, which can be solved efficiently using e.g., the Edmonds-Karp
algorithm. Together with Theorem 14 , we have the following result.
Theorem 16. Let B = {0, 1}. If B is 0-valid or 1-valid or 2-monotone then
Max-Sur-CSP(B) is in PTAS; otherwise it is APX-hard.
Using a similar idea as in the proof of Theorem 1 in [10], we have the
following lemma.
Lemma 17. If B is 2-monotone, then Max-Sur-CSP(B) is in PO.
Proof. We reduce the problem of finding the maximum number of satisfi-
able constraints to the problem of finding the minimum number of violated
constraints. This problem, in turn, can be reduced to the s − t Min-Cut
problem in directed graphs. Recall that there are three forms of 2-monotone
formulas: (a) x1∧ ...∧xp, (b) y1∧ ...∧yq, and (c)(x1∧ ...∧xp)∨ (y1∧ ...∧yq).
Construct a directed graph G with two special nodes F and T and a
different node corresponding to each variable in the input instance. Let ∞
denote an integer larger than the total number of constraints. We first select
two constraints C ′ and C ′′, such that C ′ is of the form (a) or (c), and C ′′
is of the form (b) or (c). Intuitively, C ′ is to ensure that there exists some
element assigned to 1, and C ′′ is to ensure that there exists some element
assigned to 0. For a fixed pair C ′ and C ′′, we proceed as follows for each of
the three forms of constraints :
• For a constraint C of the form (a), create a new node eC and add an
edge from each xi to eC of cost ∞. Add also an edge from eC to T .
This edge is of cost ∞ if C is selected as C ′, and of unit cost otherwise.
• For a constraint C of the form (b), create a new node eC and add an
edge from eC to each yi of cost ∞. Add also an edge from F to eC .
This edge is of cost∞ if C is selected as C ′′, and of unit cost otherwise.
• Finally, for a constraint C of the form (c), we create two nodes eC and
eC and connect eC to each xi and connect eC to each yi as described
above. If C is selected both as C ′ and C ′′, then add an edge from eC to
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T of cost∞ and an edge from F to eC of cost∞; otherwise if C is only
selected as C ′, then add an edge from eC to T of cost ∞; otherwise if
C is only selected as C ′′, then add an edge from F to eC of cost ∞;
otherwise add an edge from eC to eC of unit cost.
From the correspondence between cuts and assignments, by setting variables
on the T side of the cut to be 1 and variables on the F side of the cut to be
0, we find that the cost of a minimum cut separating T from F , equals the
minimum number of constraints that are violated, under the condition that
C ′ and C ′′ are selected to ensure the surjectivity. We only need to go over
all possible combinations of C ′ and C ′′ to achieve the maximum surjective
solution.
We close this section by providing certain Max-Sur-CSP(B) problems
which belong to a complexity class different from that of any Max-CSP(B)
problem on the Boolean domain or 3-element domains, under the assumption
that P6=NP.
Lemma 18. There exist finite relational structures B such that Max-Sur-
CSP(B) is NP-hard but in PTAS.
Proof. Let B be the relational structure on the Boolean domain with the
following relation
RB = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (0, 1, 0)}.
This relation is not weakly positive, not weakly negative, not affine, and
not bijunctive3, so Sur-CSP(B) is NP-hard (which follows from Theorem
4.10 in [4]). Since there is a trivial reduction from Sur-CSP(B) to Max-
Sur-CSP(B), we have the NP-hardness of Max-Sur-CSP(B). On the other
hand, Max-CSP(B) is in PO, since we can assign 0 to every variable to satisfy
all constraints. So Max-Sur-CSP(B) is in PTAS by Proposition 12.
Remark 19. In fact, such B on the Boolean domain is not unique. Any
0-valid or 1-valid or 2-monotone relational structure which is not weakly pos-
itive, not weakly negative, not affine, and not bijunctive satisfies the desired
property. There also exist relational structures on larger domains with this
property, such as Cref
4
in Example 3.
3Their definitions can be found in [4].
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6.2 On 3-element domains
Jonsson, Klasson, and Krokhin has proved the complexity dichotomy for
Max-CSP(B) between PO and APX-hard on 3-element domains (Theorem
3.1 in [9]). Together with Theorem 14, we have the following result.
Theorem 20. Let B be any finite relational structure on a 3-element domain.
Max-Sur-CSP(B) is either in PTAS or APX-hard.
Remark 21. The detailed statement of this complexity dichotomy needs con-
cepts of cores and supermodularity, see, e.g., [9].
7 Further research
For Max-CSP(B), define its approximation threshold r0 to be the supremum
of the set of polynomial-time approximation ratios of Max-CSP(B). For
any r > r0, Max-Sur-CSP(B) is not polynomial-time r-approximable (by
Proposition 8); and for any r < r0, Max-Sur-CSP(B) is polynomial-time
r-approximable (by Proposition 11). What is the complexity of Max-Sur-
CSP(B) when the desired approximation ratio is r0?
Open Problem 1. Let r0 be the approximation threshold of Max-CSP(B).
Is Max-Sur-CSP(B) polynomial-time r0-approximable?
Consider a special case of the above problem, where r0 is 1, which means
that Max-CSP(B) is in PO.
Open Problem 2. Given thatMax-CSP(B) is in PO. Is Max-Sur-CSP(B)
in PO?
In fact, we failed to give an answer, even for some concrete finite structures
B on small domains:
Open Problem 3. Are the Minimum-Asymmetric-Cut problem and the
Minimum-Rainbow-Coloring problem in PO?
The difficulty of the above problems lies in the classification of the Max-
Sur-CSP(B) problems which are in PTAS.
Open Problem 4. If P6=NP, is there a complexity trichotomy for Max-
Sur-CSP(B) among PO, PTAS but NP-hard, and APX-hard, for any finite
structure B on the Boolean domain or 3-element domains?
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