We give a linear-time algorithm for computing the medial axis of a simple polygon P, This answers a long-standing open question|previously, the best deterministic algorithm ran in O(n log n) time. We decompose P into pseudo-normal histograms, then in uence histograms and xy monotone histograms. We can compute the medial axes for xy monotone histograms and merge to obtain the medial axis for P.
Introduction
The medial axis of a simple plane polygon P goes by many names, including symmetric axis or skeleton. One of the more picturesque is the grass re transform: Imagine igniting all boundary points of P . If the ame burns inward at a uniform rate, then the quench points where the ame meets and extinguishes itself de ne the medial axis. Equivalently, the medial axis is the locus of all centers of circles inside P that touch the boundary of P in two or more points.
The medial axis was proposed and named by Blum 3] in 1967 article entitled, \A transformation for extracting new descriptors of shape." The pattern recognition literature uses it heavily as a one-dimensional structure that represents two-dimensional shape 7, 14, 16] ; it has also been used in solid modelling 18], mesh generation 8], pocket machining 9], etc.
To a computational geometer, the medial axis of an n-gon P is a Voronoi diagram 2, 15] whose sites are the open edges and the vertices of the boundary. In 1982, Lee 13] developed an O(n log n) algorithm to compute the medial axis.Since that time, it has been an open question to determine the time required to compute the medial axis. Up to this year there were two signi cant milestones: In 1987 Aggarwal et al. 1] rst published an algorithm that can compute the medial axis of a convex polygon P in linear time. In 1991 Devillers 5] rst published a randomized algorithm for the medial axis that runs in O(n log n) expected time. We extend Wang and Chin's decomposition to compute the medial axis of a simple polygon P . Our algorithm decomposes P into normal histograms, then into in uence histograms, and xy monotone histograms. It computes the Voronoi diagrams of xy monotone histograms, and merges to obtain the medial axis of P . After reviewing de nitions and known results about Voronoi diagrams and histogram decompositions in Section 2, we describe the new steps in reverse order: In Section 3, we extend the algorithm of Aggarwal et al. 1] to compute the Voronoi diagram of selected edges and vertices of an xy-monotone histogram. In the process, we simplify part of the analysis. In Section 4, we compute the Voronoi diagram of a histogram by decomposing it into in uence histograms and xy monotone histograms. We conclude in Section 5.
Klein and Lingas have recently extended their work on histogram decompositions to obtain the medial axis of P in expected linear time 12] . Their algorithm adds edges to close of all histogram polygons and applies randomization twice: once to compute the medial axis of all edges of a histogram polygon, and again when non-P edges are removed and the medial axes are merged. The rst is strongly predicated on the fact that all edges a ect the medial axis, so it is unclear how to directly make it deterministic. Addition and deletion of edges also adds to the programming complexity.
Preliminaries
Let P be a simple polygon with n vertices, fp 1 ; p 2 ; : : : ; p n g. The boundary @P consists of these vertices and the edges (open line segments) between consecutive vertices. We assume that the vertices and edges of P are in general position, which can be simulated by (actual or conceptual) perturbation of the input.
The Medial Axis and Voronoi Diagram of P
The Voronoi diagram 2, 15] of a set of sites is the partition of the plane into connected regions having the same set of closest sites. This partition consists of Voronoi cells, edges, and vertices, as in Figure 1 . The medial axis of P is the locus of all centers of circles contained in P that touch @P in two or more points. Thus, the medial axis consists of Voronoi vertices and Voronoi edges. The only Voronoi edges that are not part of the medial axis are the bisectors of an edge and an incident vertex. We will, therefore, concentrate on computing the Voronoi diagram V (P ) in this abstract, and obtain the medial axis by removing these Voronoi edges.
The constrained Voronoi diagram of a set of sites on the boundary of P is the Voronoi diagram in which distance is measured along a shortest path inside P . All of our Voronoi diagrams should be considered constrained Voronoi diagrams, even though we typically omit the word \constrained." In our algorithms, the re ex vertices are always sites, so the shortest paths are line segments.
Algorithms to merge Voronoi diagrams have been important since Shamos and Hoey 17]. See also Kirkpatrick 10] Let subsets of vertices and edges S 1 , S 2 , and S = S 1 S 2 be the sites in Q 1 , Q 2 , and Q respectively. Given the Voronoi diagrams of S 1 in Q 1 and S 2 in Q 2 , one can obtain the Voronoi diagram of S in Q in time proportional to the number of Voronoi edges that intersect e and the number of new edges added. An NH is an xy-monotone histogram if, after putting the base along the x axis, the y coordinates of non-base vertices are monotone increasing or monotone decreasing.
Histograms

Decomposing P into Pseudo-Normal Histograms
Klein and Lingas' algorithm for the constrained Voronoi diagram 11] is based on decomposing a polygon P into PNHs, computing their Voronoi diagrams (via , and then merging. In the full paper, we note that only two calls to a linear-time trapezoidation algorithm are needed. Figure 3 shows a polygon P decomposed into thirteen PNHs. PNH 1 is associated with the vertical base e missing its upper corner; PNH 2 with the horizontal base e 0 is missing its left corner, etc. The decomposition can be represented as a tree whose nodes are PNHs and whose edges represent adjacency of two PNHs. Lemma 2.3 An n-vertex simple polygon P can be decomposed into a set of PNHs having a linear number of vertices.
It has been proved that the Voronoi diagrams of two PNH's do not interfere with each other as long as these two PNH's are (i) at the same depth not facing each other, or (ii) with their corresponding depths more than two apart. Although the proof given by Klein and Lingas is only for vertex sites, the proof can be easily extended to include edge sites.
Lemma 2.4 (Klein and Lingas 11, Thm 4.6]) Given the Voronoi diagrams
for the PNHs in a decomposition of an n-vertex simple polygon P , the Voronoi diagram for P can be computed in linear time.
The task that remains is to compute the constrained Voronoi diagram of selected vertex and edge sites inside a normal histogram. Monotonicity in both x and y not only implies that the boundary of H does not leave the bounding box of the diagonals that join consecutive sites in x coordinate order, but also that the Voronoi diagram inside the box is completely determined by the endpoints of the diagonals. In fact, we replace portions of the boundary that are not sites with these diagonals. To avoid a degenerate case, if an edge and its lower endpoint are both sites, we consider them as a unit.
In the full paper, we sketch a randomized incremental construction that can solve both problems in expected linear time. For deterministic algorithms, we adapt the work of Aggarwal et al. 1].
Deterministic Algorithms
The Figure 5 shows two histograms with possible markings. Recall that if an edge and its lower endpoint are both sites, we consider them as a unit|otherwise symbolic perturbation would be needed so that two open edge sites with the same (non-site) endpoint could not be co-circular with two other sites. Marks on the concave chain at left are constrained only by rules 1 and 2, while the reds at right are forced by the empty circles. Proof: By rule 2, a constant fraction of the sites are marked blue. We compute their Voronoi diagram recursively and let T be the tree of Voronoi edges that start between blues sites that are separated by reds. Now, the \neighborhood" of a leaf is the portion of the Voronoi edge that is farther from the blue sites that de ne it than from the red site that is being inserted. Lemma 3.2 says that adjacent neighborhoods are disjoint, so Lemma 3.3 says that a constant fraction of the red sites with disjoint, constant-size neighborhoods can be found. These red sites can be merged into the blue diagram in constant time apiece.
Finally, a constant fraction of the sites remain red; we again compute their Voronoi diagram recursively and merge it into the blue Voronoi diagram|we can do this in linear total time if we merge connected portions starting and ending on the histogram boundary.
We can deterministically compute the Voronoi 
Finding the Voronoi Diagram of a Normal Histogram
The key property of the histogram decomposition of Klein and Lingas is that the in uence of a site is limited|the Voronoi cell of site does not extend beyond parents, children, or siblings of histograms containing the site. Following Wang and Chin 19], we show that limiting in uence is also key to computing the Voronoi diagram of an NH. Let H be an NH with horizontal base edge e. We can identify the sites of H whose in uence extends across the base edge by considering circles centered at the base edge that are empty of sites. Lemma 4.1 In an NH H, the sites whose Voronoi cells extend below the base line are those that can be touched by a circle centered at the base edge and empty of other sites.
We assume that H has been decomposed e
Fig. 8: Trapezoids in an IH
into a linear number of horizontal trapezoids, which is the result of our decomposition into PNHs or of running Chazelle's algorithm 4]. We call the horizontal segments introduced by trapezoidation chords. The dual graph of the trapezoidation of H is a tree rooted below the base edge whose edges correspond to chords, as illustrated in Figure 8 . The in uence region of H is the union of all circles centered at the base edge whose interiors do not intersect a site. The in uence histogram, IH, consists of all horizontal trapezoids that intersect the in uence region. 1 We nd the IH by exploring dual tree of the trapezoidation and maintaining stacks of sites whose Voronoi cells may intersect the base. Proof: All circles in this algorithm will be centered on the base edge e. Any two such circles intersect in at most one point above the base line. Let C s denote the largest circle that crosses a chord s and whose interior does not contain a site on or below s. If C s exists, it either touches sites to the left and right of its center, or is centered at a (non-site) endpoint of e, or is in nite. The rst case corresponds to the intersection of e with the bisector of the two sites touched, as can be seen in Figure 7 .
We compute all such largest circles. Let s be the trapezoid above s and let t and u be the at most two other chords of s as illustrated in Figure 9 . Include s in the output. If the segment of C s above s is contained in s then this branch of the IH is complete. If C s crosses chord t but does not contain a site in s then let s = t and continue. Otherwise, we need to re-establish the invariants, as at the right of Figure 9 .
First, the new sites in s may be closer to e than sites in L or R|new Voronoi cells may crowd out old ones. If the largest circle determined by the next-to-top site in L and sites in s does not contain the top site in L, then pop the top of L. The rst site to remain on the stack certi es that all sites beneath also remain, since stacked sites appear in the same order as their Voronoi cells intersect e. Handle R similarly.
Next, we look at the new empty circles crossing chords t and u|if there are none, then the branch of the IH ends here. If only one chord is crossed, then we push the new sites whose Voronoi cells intersect e on the L and/or R stacks and continue. Otherwise, both chords are crossed, as in Figure 9 ; some site, call it f , touches C t on the right and C u on the left. We continue building the IH across t using circle C t and stack L and a new stack R 0 that contains site f alone. Building IH across u uses C u , R, and a new L 0 containing only f . Site f will not be popped o these stacks because among the empty circles between C t and C u there must be one that touches f directly above the center|this circle, tangent to t and u, certi es that the Voronoi cell of f in histogram H intersects the base edge e. Thus, the branches can be computed independently and the invariants can be maintained.
The IH contains all sites whose Voronoi cells intersect the base edge. It may also contain other sites, but they can be grouped into xy monotone histograms. Proof: Sketch: Each time the dual of the IH branches|and a circle is replaced by two|we know a vertical segment to the base edge contained in the Voronoi cell of the site forcing the branch. Cut the histogram along this segment. We are left with pairs, a histogram and a circle that intersect all of its horizontal trapezoids. Thus, the histograms are bitonic and can be cut into two xy monotone histograms. Compute the Voronoi diagrams of a bitonic histogram by merging the diagrams of its xy monotone histograms. Merge bitonic histograms by simply rejoining along the vertical cuts.
If we decompose an NH, H, into a tree of in uence histograms, we can compute its Voronoi diagram in linear time. From this theorem, with the lemmas from Section 2.3, we obtain the nal result.
Corollary 4.5 The Voronoi diagram of the vertices and edges of a polygon P can be computed time proportional to the number of vertices in P .
Conclusion
We have given an optimal linear-time algorithm for computing the Voronoi diagram or medial axis of a simple polygon.Several problems for simple polygons can be solved in linear time based on this result: computing the largest inscribed circle, building a query structure for the closest boundary point, and determining the bu er zone of all points within " of a simple polygonal curve. This algorithm also applies to other L p metrics and constant-complexity convex distance functions.
