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Abstract
The stability properties and dynamic behavior of steady and quasi-steady detonation theories are investi-
gated through linear stability analysis and numerical simulation. A general, unsteady, three-dimensional
formulation of the reactive Euler equations in a shock-fitted reference frame is derived. The formulation is
specialized to three configurations: planar one-dimensional detonation, radially symmetric one-dimensional
detonation, and two-dimensional detonation in a rectangular channel. High-order convergent numerical sim-
ulation schemes for these configurations are derived and used to study the linear and nonlinear stability of
detonations.
Shock-fitted numerical simulation is used to study the two-dimensional instability of steady solutions to
the Zel’dovich, von Neumann, and Do¨ring (ZND) model of detonation. It is demonstrated through several
methods of analysis that the dependence of instability growth rates and oscillation frequencies on the initial
disturbance wavelength, as predicted by linear stability theory, is quantitatively reproduced by shock-fitted
simulations. Agreement with the theorized temporal and spatial structure of the instability is demonstrated
by a functional expansion of the solution perturbations, obtained from simulation data, in terms of the linear
stability eigenfunctions. Three regimes of unstable behavior - linear, weakly non-linear, and fully non-linear
- are explored and characterized in terms of the power spectrum of the normal detonation velocity.
Using solutions obtained from Detonation Shock Dynamics (DSD) theory, the behavior of cylindrically
and spherically expanding symmetric detonations is studied by one-dimensional shock-fitted numerical simu-
lation. We consider idealized models of gaseous and condensed phase detonation, as well as a realistic model
calibrated for the high explosive PBX-9501. We study the behavior of detonations initialized with solutions
of DSD as they expand radially. The various models and calibrations exhibit regimes of hydrodynamic sta-
bility, in which the detonation evolves slowly in time and agreement with DSD theory is good, and regimes
of instability, which in some cases leads to failure of the detonation wave.
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Chapter 1
Introduction
Detonation is a mode of combustion in which a shock wave passes through a reactive material, almost
instantaneously compressing and heating it, which then causes chemical or nuclear reactions to be initiated
in the wake of the shock. These reactions, in turn, rapidly release energy that sustains the shock wave.
Despite nearly a century of research, much remains to be discovered about the fundamental physics of
detonation.
During World War II, Zel’dovich, von Neumann, and Do¨ring independently developed a theory that
incorporates all of the essential components of detonation, which is now known as ZND theory. Under the
assumptions of ZND theory, a one-dimensional solution can be obtained in which the detonation is steady in
a coordinate frame moving with the shock. Although this theory is able to predict with reasonable accuracy
certain gross aspects of detonation, such as the average detonation speed and peak pressure, it has very
significant limitations. Chief among these limitations is that the ZND solution is hydrodynamically unstable
in many cases and thus is not physically realizable in real systems.
It has long been known that detonations in gases are hydrodynamically unstable and exhibit a complex,
three-dimensional structure that varies in time. Depending on the particular gaseous mixture, pressure, and
temperature, the detonation structure may be regular and periodic in time. In other cases, the detonation
may be highly irregular and perhaps even chaotic. This wide continuum of behavior, ranging from periodic
to chaotic, is the result of a coupled, highly nonlinear process involving fluid dynamics and reaction kinetics
that is exceedingly difficult to analyze.
Perhaps our best hope of understanding the complex behavior of detonations is to study how it develops
from the steady, planar solution of ZND theory, a base state which is well understood. The first rigorous
attempt at analyzing the hydrodynamic stability of the ZND solution was made in 1964 by Erpenbeck
[12], who formulated a linear stability analysis based on a Laplace transform method. Erpenbeck used this
method to determine point wise stability or instability for a range of parameter values in the detonation
model. The main result of Erpenbeck’s work was the determination of an approximate neutral stability
curve for a simple detonation model. In 1966, the first numerical simulations of one-dimensional detonation
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were performed by Fickett & Wood [14]. The results obtained were in general agreement with the neutral
stability curve of Erpenbeck and marked the first direct evidence for the hydrodynamic instability of ZND
solutions. The next major advancement in detonation stability theory was the normal mode linear stability
analysis of Lee & Stewart [24] in 1990. Unlike the earlier stability analysis of Erpenbeck, Lee & Stewart’s
normal mode formulation resulted in a system of equations that was more easily amenable to solution by
computer and which could be generalized in a relatively straightforward way to more complex detonation
models; in fact, the formulation and numerical method have been used in virtually every subsequent work
in the field. Solutions of the normal mode linear stability analysis yield the linearized growth rates and
oscillation frequencies of the hydrodynamically unstable modes, if any exist, as well as the spatial and
temporal variation of the disturbances relative to the ZND solution.
Until quite recently, these linear stability solutions eluded quantitative verification by numerical simu-
lation. As will be discussed in this thesis, shock-fitting schemes for the numerical simulation of detonation
have recently been developed and have enabled such verification. Shock-fitting has a number of advantages
over the commonly used shock-capturing numerical methods. Chief among these advantages is that the lead
shock of the detonation is treated as a true discontinuity, enabling high-order convergence of the numerical
solution and allowing the position, speed, and acceleration of the shock to be computed directly.
Detonations in condensed high explosives are generally thought to be hydrodynamically stable, as they
do not exhibit the complex and time dependent structure that is pervasive in gaseous detonations. However,
it has been observed that the shock surface in hydrodynamically stable detonations is curved, and that
this curvature has a significant retarding effect on the detonation speed. This causes the detonation to
propagate locally at speeds less than the Chapman-Jouguet speed, which is the minimum steady detonation
speed predicted by ZND theory.
Detonation Shock Dynamics (DSD) is an asymptotic theory of detonation derived in the limits of small
shock curvature and slow time variation, originally developed by Bdzil & Stewart [2] in the 1980s and further
developed by a number of researchers since that time. DSD can be viewed as a generalization of ZND theory
to detonations with finite shock curvature; in the limit of zero shock curvature, DSD yields solutions that
are identical to that of ZND theory. Solutions of DSD theory yield a unique value of shock curvature for
a particular normal detonation speed, as well as the spatial structure of the solution as in ZND theory.
However, as in the case of ZND theory, the existence of such solutions does not guarantee that they are
hydrodynamically stable. The hydrodynamic stability of DSD solutions is a focus of this thesis, where it is
studied by shock-fitted numerical simulation and by a general formulation of the linear stability problem.
The thesis is organized as follows. In Chapter 2, a formulation of the reactive Euler equations in the
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shock-attached frame is used to study the two-dimensional instability of weakly unstable detonations through
direct numerical simulation. The results are shown to agree with the predictions of linear stability analysis.
Comparisons are made with linear perturbation growth rates and oscillation frequencies as a function of
transverse disturbance wavelength. The perturbation eigenfunctions predicted by linear stability analysis
are directly validated through numerical simulation. Three regimes of unstable behavior - linear, weakly
nonlinear, and fully nonlinear - are explored and characterized in terms of the power spectrum of the normal
shock velocity for a Chapman-Jouguet detonation with weak heat release.
In Chapter 3, a shock-fitting formulation and corresponding numerical algorithm for the radially sym-
metric reactive Euler equations is developed and used to study the precise dynamics of spherically and
cylindrically expanding detonations. The one-dimensional shock-fitting formulation and numerical method
are developed for a general incomplete equation of state and system of chemical reactions. Detonation
dynamics are computed for an idealized gaseous explosive, an idealized condensed phase explosive, and a
condensed explosive with a realistic equation of state. Both hydrodynamically stable and unstable cases are
considered. The results of numerical simulations are related to the predictions of DSD theory.
In Chapter 4, the formulation of a linear stability analysis of quasi-steady detonation solutions governed
by DSD is presented. The formulation is derived for a general incomplete equation of state and system
of chemical reactions. It is assumed that the underlying quasi-steady solution, which necessarily exhibits
time dependence on an asymptotically slow time scale, is steady relative to an asymptotically fast time
scale on which hydrodynamic instabilities evolve. Complications that arise when these time scales are not
well-separated are described and the limitations they impose on the present theory are discussed.
In Chapter 5, a modified single step reaction rate model for detonations is described and its effect on
the linear and nonlinear stability of detonation is analyzed. This regularized rate model, for detonations
with fractional reaction order, is shown to have the same limiting behavior as the conventional unregularized
model while avoiding certain non-physical effects and a singularity in a partial derivative of the reaction rate
that is problematic for linear stability analysis.
3
Chapter 2
Two-dimensional shock-fitted
simulations
A formulation of the reactive Euler equations in the shock-attached frame is used to study the two-
dimensional instability of weakly unstable detonation through direct numerical simulation. The results
are shown to agree with the predictions of linear stability analysis. Comparisons are made with linear per-
turbation growth rates and oscillation frequencies as a function of transverse disturbance wavelength. The
perturbation eigenfunctions predicted by linear stability analysis are directly validated through numerical
simulation. Three regimes of unstable behavior - linear, weakly nonlinear, and fully nonlinear - are explored
and characterized in terms of the power spectrum of the normal shock velocity for a Chapman-Jouguet
detonation with weak heat release.
2.1 Introduction
Numerical simulations of detonation have been conducted by many researchers over the years. The earliest
simulations of one-dimensional pulsating detonation were performed by Fickett & Wood [14] in 1966. In
1978, Taki & Fujiwara [37] performed the first two-dimensional simulations of cellular detonation. As
computational capacity has increased, simulations have been made that incorporate higher grid resolution
and more detailed models. Despite the significant advances made, however, many fundamental problems
remain to be investigated further. In particular, the physical nature of the detonation instability, nonlinear
growth of the instability, physical mechanisms of cell formation, and the nature of cell dynamics demand
further elucidation theoretically as well as by way of accurate numerical simulation. Our present paper is
concerned primarily with the latter.
Recently, methods of simulating shocks and detonations in a reference frame attached to the shock surface
have been developed [21, 17]. Rather than attempting to capture the evolving shock front numerically, as in
conventional simulations, these shock-attached frame methods map the shock surface to a fixed location in
the computational domain and solve for the shock state as part of the numerical solution. These methods
allow a sharp representation of the lead shock, avoid the numerical smearing inherent in shock capturing
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methods, and can be much more accurate than conventional methods of simulation. These methods are
ideal for the study of detonation stability since they are posed in the same frame of reference as considered
in linear stability analysis, which allows for direct comparison of theoretical and numerical results. The
method was proposed by Kasimov & Stewart [21], who presented a one-dimensional shock mapping scheme
that used a first-order accurate method-of-characteristics approach to advance the solution near the shock
front and a UNO shock capturing scheme in the region behind the shock. Henrick et al. [17] presented an
alternative formulation of the reactive Euler equations in the shock attached frame, based on the shock-
change equation. Their numerical method is fully fifth-order accurate in time and space through the use of
high-order finite-difference approximations in the near-shock region and a fifth-order WENO scheme in the
downstream region. The high rate of convergence enabled very accurate calculations of growth rates and
frequencies of the transition to instability in one dimension. The doctoral thesis of Henrick [18] contains a
shock-fitting formulation in general curvilinear coordinates and a few simulation results for two-dimensional
condensed-phase detonation are reported. Cai and co-workers [7, 8] developed related ideas, combining
the solution of a shock-evolution equation with a numerical solution of the post-shock flow by the Fourier
spectral and finite difference methods.
A large body of work on the analysis of detonation stability has appeared in the literature, which we
briefly summarize here. For a comprehensive review, refer to Stewart & Kasimov [34]. The study of
detonation stability began with the work of Erpenbeck in the 1960s [11, 12]. His formulation of the linear
stability problem made use of a Laplace transform method to determine point wise stability. The work of
Lee & Stewart [24] solved the linearized one-dimensional detonation stability problem using a normal-mode
approach that has been used in virtually every subsequent study, including generalizations to two dimensions
[4, 33], bounded cylindrical geometry [20], multi-step reaction mechanisms [29], and non-ideal equations of
state [31, 32].
Only a small number of studies on the transition to instability in detonation have appeared in the
literature, and even in those studies the focus is not on the transitional behavior itself. Bourlioux et al. [5],
considered numerical simulations of the transition to instability, in which the spatial perturbations observed
in one-dimensional simulation were visually compared with the eigenfunctions of linear stability analysis.
The time evolution of the perturbations was not considered and the authors did not describe the relationship
of the complex valued eigenfunctions of linear stability analysis to the real-valued perturbations observed in
simulation, as the focus of this work was, in the authors’ words, “the nonlinear development of instability
for detonations.” A similar visual comparison of the one-dimensional perturbations and eigenfunctions was
presented in a later article by Bourlioux & Majda [4]. Again, this article was primarily concerned with
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nonlinear detonation structure and behavior. Ng et al. [27] examined the neutral stability boundaries
through numerical simulation. The main focus of this work was on the nonlinear behavior, this time in the
context of nonlinear dynamics and the transition to chaos.
To date, no simulation results have appeared in the literature to validate the growth rate and frequency
predictions of two-dimensional linear stability theory, nor has there been quantification of the eigenfunctions
predicted by linear stability theory. This is primarily due to the tremendous resolution required to accurately
measure these features using conventional methods of simulation based on shock capturing. In contrast,
numerical simulations using the shock-fitting scheme described in the present work resolve these features
very accurately even with moderate resolution. Numerical simulations are performed to verify the results
of linear stability analysis and to examine the transition to instability, including a method of analyzing the
behavior of detonation instability in terms of the power spectrum of the normal shock velocity as a function
of time.
2.2 Problem formulation and numerical methodology
2.2.1 Governing equations
We analyze detonation waves within the framework of the reactive Euler equations, which we describe next
in both non-conservative and conservative form. The non-conservative form is used to derive an auxiliary
system of shock evolution equations that form the central part of the numerical formulation in the shock-
attached frame. The Euler equations in conservative form are integrated in the reaction zone away from the
lead shock.
Euler equations and Rankine-Hugoniot conditions
Multi-dimensional shock and detonation waves are described by the reactive Euler equations of inviscid gas
dynamics (e.g. Fickett & Davis [13]). In non-conservative form, the equations are
∂v
∂t
+ u · ∇v − v∇ · u = 0, (2.1)
∂u
∂t
+ u · ∇u + v∇p = 0, (2.2)
∂p
∂t
+ u · ∇p+ ρc2∇ · u = ρc2σω, (2.3)
∂λ
∂t
+ u · ∇λ = ω, (2.4)
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where v is the specific volume, ρ = 1/v is the density, u is the particle velocity in the laboratory frame, p
is the pressure, c is the frozen sound speed, σ = −e,λ/
(
ρc2e,p
)
is the thermicity coefficient, e is the mass-
specific internal energy of the medium given by an equation of state e(p, v, λ), ω(p, v, λ) is the reaction rate,
and λ is the reaction progress variable which varies from 0 in the unburned fuel to 1 in the burned products.
For simplicity of presentation, the formulation is limited to a two-species mixture and a one-step chemical
reaction, although the generalization to more complex systems is straightforward.
We first investigate the evolution of shock fronts that are described by the Euler equations. This analysis
rests on a careful treatment of the Rankine-Hugoniot conditions, which can be written as
M = −ρaDn = ρsUns, (2.5)
P = pa +M2va = ps +M2vs, (2.6)
Dτ1 = Uτ1s, Dτ2 = Uτ2s, (2.7)
H = ea + pava + 12M
2v2a = es + psvs +
1
2
U2ns, (2.8)
where Dn is the speed of the shock normal to itself, Dτ1 and Dτ2 are the tangential velocity components
of the incoming flow for an observer moving with the shock, and Un, Uτ1, Uτ2 are the components of the
post-shock particle speed relative to the shock. Subscripts a and s identify the ambient state immediately
ahead of the shock and the state immediately behind the shock, respectively. We also introduce the variables
M for mass flux, P for momentum flux, and H for energy flux, which are conserved across the shock in a
steady wave.
In the ideal gas, the internal energy is e = pv/ (γ − 1) − λQ, where γ is the ratio of specific heats and
Q is the heat of reaction; the thermicity coefficient is now σ = (γ − 1)Q/c2. We can now explicitly solve
equations (2.5), (2.6), and (2.8) for the primitive variables as functions of the conserved variables, M, P,
and H as follows [22]
vs =
γ
γ + 1
P
M2 (1− δs) , ps =
P
γ + 1
(1 + γδs) , Uns =Mvs, (2.9)
where
δs =
√
1− hM
2
P2 H, h =
2
(
γ2 − 1)
γ2
. (2.10)
Notice that P = pa +M2va and H = ea + pava +M2v2a/2 are functions of the normal mass flux across the
shock, M, and therefore the post-shock state is a simple function of M. This fact is true in any dimension
and gives us a simple and powerful tool to analyze the shock evolution in multi-dimensional detonations as
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demonstrated below.
Euler equations in conservative form
The conservative form of the reactive Euler equations with a one-step chemical reaction is
∂Y
∂t
+
∂F(Y)
∂x
+
∂G(Y)
∂y
= S(Y) (2.11)
where the vectors representing the state variables Y, x-fluxes F, y-fluxes G, and the source term S are
Y =

ρ
ρu1
ρu2
ρE
ρλ

, F =

ρu1
p+ ρu21
ρu1u2
u1 (ρE + p)
ρu1λ

, G =

ρu2
ρu1u2
p+ ρu22
u2 (ρE + p)
ρu2λ

, S =

0
0
0
0
ρω

. (2.12)
In the ideal gas, the mass-specific total energy E is the sum of the internal, chemical, and kinetic energies
E =
pv
γ − 1 − λQ+
u21 + u
2
2
2
. (2.13)
A one-step, irreversible Arrhenius reaction rate law is employed for the chemistry model
ω = k (1− λ) exp
(
−Ea
pv
)
, (2.14)
where k is the pre-exponential rate constant and Ea is the activation energy.
As is customary in linear stability analysis of this simple detonation model, we take the half reaction
zone length, `1/2, to be the characteristic length scale. This is accomplished by defining the reaction rate
constant k such that λ = 1/2 occurs at x = 1 using a numerical quadrature:
k =
∫ 1/2
0
U (λ)
(1− λ) exp
(
Ea
pv
)
dλ. (2.15)
The degree of overdrive for a detonation wave, f , is defined as f = (D/DCJ)
2, where D is the steady
detonation speed and DCJ =
√
c2a + (γ2 − 1)Q/2 +
√
(γ2 − 1)Q/2 is the Chapman-Jouguet speed for a
steady, self-sustained detonation.
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2.2.2 Governing equations in the shock frame
Shock kinematics
Next we identify M for an arbitrary shock surface in terms of the surface geometry. Let Φ (x, y, z, t) = 0
be the equation of the shock surface. The evolution of the surface in space is governed by the equation
dΦ/dt = 0, which can be written as
∂Φ
∂t
+ D · ∇Φ = 0, (2.16)
where D is the surface velocity vector. Note that the velocity components of the moving surface are not
intrinsically defined and are dependent on the choice of a mapping which defines Φ. Depending on how we
choose to map a given point on the surface at time t to another point on the surface at t+ dt, the velocity
components at this point on the surface will be different. For example, we can choose to define the motion
as occurring normal to the surface, in which case D = Dnn and there will be no tangential component
of the velocity. The situation is different if we choose to map the surface only along, say, the x-direction.
Then D = Dxex and there is no y-component of the mapping, but now both the normal and tangential
components of the surface velocity are non-zero. This latter case is relevant to detonation in a channel that
is considered below. The unit outward normal to the surface is given by n = −∇Φ/ |∇Φ|, and therefore the
normal mass flux across the surface is
M = ρa|∇Φ|
∂Φ
∂t
. (2.17)
By means of (2.17) and (2.9), the post-shock state variables are related to the geometric properties of the
shock expressed by the function Φ.
One more equation is needed in order to determine the shock state completely since both Φ and M are
unknown. The second equation is the dynamic compatibility relation at the shock, which we derive next.
Shock dynamic condition
We differentiate the post-shock state variables, ps and us, in time and relate their derivatives to the flow
gradients at the shock by means of the Euler equations. The time derivative of pressure following the shock
is given by
dp
dt
∣∣∣∣
s
=
(
∂p
∂t
+ D · ∇p
)∣∣∣∣
s
. (2.18)
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Using the energy equation, (2.3), to eliminate the partial derivative of pressure with respect to time in favor
of the spatial derivatives, we find that
dp
dt
∣∣∣∣
s
=
[
(γ − 1)Qρω − ρc2∇ · u− (u−D) · ∇p]∣∣
s
. (2.19)
Similarly, using the momentum equation, (2.2), to eliminate the partial derivative of velocity with respect
to time, we find
du
dt
∣∣∣∣
s
=
(
∂u
∂t
+ D · ∇u
)∣∣∣∣
s
= (−v∇p− (u−D) · ∇u)|s . (2.20)
We can now eliminate the gradient of pressure from equations (2.19) and (2.20) to leave only the velocity
derivatives. Noticing also that
dp
dt
∣∣∣∣
s
=
∂ps
∂t
,
du
dt
∣∣∣∣
s
=
∂us
∂t
, (2.21)
we find
∂ps
∂t
− ρsUs · ∂us
∂t
=
[
(γ − 1)Qρω − ρc2∇ · u + ρU · (U · ∇) u]∣∣
s
, (2.22)
where U = u−D is the particle velocity relative to the shock.
Equation (2.22) together with (2.17), which when rearranged, can be written as
∂Φ
∂t
−Mva |∇Φ| = 0, (2.23)
comprise a system of two partial differential equations for M and Φ, which can be solved provided the
gradient of the post-shock velocity vector is known. Recall that the post-shock state variables are determined
explicitly in terms of M and Φ.
Equation (2.22) is a generalization of the one-dimensional shock-change equation introduced by Chen &
Gurtin [9]. One can find a similar equation in [28], but to our knowledge the equation has not been used
previously as part of a numerical algorithm. Such an algorithm, presented below, consists of simultaneous
solution of the shock-evolution system on the shock and the Euler system behind the shock, which are
coupled through the velocity gradient tensor ∇u evaluated at the shock from the downstream side.
Governing equations for detonation in a channel
We now specialize the shock evolution system to a two-dimensional planar detonation propagating in a
channel in an ideal-gas mixture with simple-depletion kinetics. The purpose is to illustrate the specific
10
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Figure 2.1: Shock surface in 2D.
details of the evolution system and the numerical algorithm for the coupled solution of the system and the
Euler equations.
Consider a detonation propagating from right to left in a channel as shown in Figure 2.1. Define the
level set function as Φ = x − xl, where xl = −D0t − φ (y, t) is the shock position in the laboratory frame
(denoted by superscript l) and x is the abscissa of the shock-attached frame. Thus x = 0 is the location of
the shock at any time t. Using Φ,t = D0 + φ,t and ∇Φ = i + φ,yj, the unit normal and tangent vectors to
the shock surface are
n = − i + φ,yj√
1 + φ2,y
, τ =
−φ,yi + j√
1 + φ2,y
, (2.24)
while the incoming flow velocity in this frame is −D = − (D0 + φ,t) i. From the Rankine-Hugoniot conditions
(2.9) we find
ps = −γ − 1
γ + 1
pa +
2va
γ + 1
M2, vs = va
(
γ − 1
γ + 1
+
2
γ + 1
γpa
M2va
)
, (2.25)
Us =
Mva√
1 + ψ2
(
vs
va
+ ψ2
)
, Vs =
Mvaψ√
1 + ψ2
(
vs
va
− 1
)
, (2.26)
where Us and Vs are the velocity components along x and along y measured in the frame of the shock and
ψ = φ,y is the shock slope. After collecting all the terms in (2.22) and (2.23), we find the following shock
evolution system
∂y
∂t
+
∂f
∂y
= s, (2.27)
where
y =
 M
ψ
 , f =
 0
−va
√
1 + ψ2M
 , s =
 s
0
 , (2.28)
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and
s = s (M, ψ,q) = Rs −As
A0
, (2.29)
A0 =
2
γ + 1
Mva
(
3 +
γpa
M2va
)
, Rs = (γ − 1)Qρsωs, (2.30)
As = ρs
[(
c2s − U2s
)
q11 +
(
c2s − V 2s
)
(q22 + ψq21)− UsVs (q12 + q21 + ψq11)
]
. (2.31)
Here qij = ∂ui/∂xj are the components of the velocity-gradient tensor evaluated at the shock ((x1, x2) =
(x, y)). Equation (2.27) is exact and, provided that q is known, is closed. Of course, q is not known in
general, but can be approximated from a previous time step in a numerical algorithm, as described below.
Note that since (2.27) is a hyperbolic system on the shock, its numerical integration imposes time step
limitations that depend on the eigenvalues of the Jacobian matrix J = ∂f/∂y, which are λ1 = 0 and
λ2 =Mvaψ/
√
1 + ψ2.
Away from the lead shock, the Euler equations are integrated in their conservative form, which is pre-
served under the coordinate transformation to the shock-attached frame
∂Y
∂t
+
∂
∂x
[
F +Mva
√
1 + ψ2Y + ψG
]
+
∂G
∂y
= S. (2.32)
This follows using
∂
∂xl
=
∂
∂x
,
∂
∂yl
=
∂
∂y
+ ψ
∂
∂x
,
∂
∂tl
=
∂
∂t
+ (D0 + φ,t)
∂
∂x
=
∂
∂t
+Mva
√
1 + ψ2
∂
∂x
. (2.33)
2.2.3 Discretization and numerical implementation
The governing equations for the flow variables in the shock attached frame (2.32) and shock evolution
equations (2.27) were discretized on a two-dimensional finite volume grid and a one-dimensional finite volume
grid, respectively. Spatial fluxes of the flow variables and the flux in the shock slope equation were computed
using the fifth-order WENO scheme of Jiang & Shu [19]. A third-order TVD Runge-Kutta scheme, developed
by Gottlieb & Shu [16], was used for temporal discretization. The numerical fluxes at the x-face nearest the
shock require special treatment, as we do not want to compute the flux interpolants using data from ahead
of the shock. In this case, the interpolant weights corresponding to the stencils that extend ahead of the
shock are set to a very small value so that the reconstructed fluxes are based only on the solution within
the computational domain.
The spatial discretization scheme is shown schematically in Figure 2.2. The figure illustrates that the
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Figure 2.2: Spatial discretization. Shock surface is gray. Finite difference stencils for x and y velocity
derivatives at shock are denoted by black and white circles, respectively.
shock mapping variables,M and ψ, are stored in a one-dimensional grid along the y coordinate. The velocity
gradient tensor in the mass flux equation is computed using one-sided and centered finite differences in the
x and y directions, respectively. The cell-centered grid points used to compute the velocity gradients in the
shock-normal direction are indicated by filled black circles, while the points used to compute the velocity
gradients in the shock-tangential direction are indicated by open circles.
In the event that strong transverse shocks form along the detonation front, as in cellular detonation,
the velocity will be discontinuous across these shocks and the finite difference scheme used to compute the
velocity gradients will become inaccurate or fail completely. This is an inherent limitation of the shock
kinematic equation (2.27) as it is formulated here.
The boundary conditions at the left edge of the domain are determined from solution of the Rankine-
Hugoniot relations (2.26). Boundary conditions on the right edge are constant extrapolation, where the
state at the right-most grid cells are copied into ghost cells along the right edge. The boundary conditions
at the upper and lower edges of the domain can either be periodic or reflective (symmetry) conditions.
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2.3 Results
2.3.1 Goals and tools
The following sections describe the method by which the detonation dynamics will be analyzed during the
transition from nearly steady flow through the linear and fully nonlinear regimes of instability. Our goal
here is to quantitatively verify the results of linear stability analysis and to make use of the unique features
of the shock-fitting formulation to develop a method of analyzing the transverse detonation instability not
only in the linear regime but also in the subsequent nonlinear regime.
Initial conditions
One of the primary goals of this work is to directly observe and verify the results of linear stability analysis. As
with all calculations of stability, the results presented in this work are very sensitive. For example, the steady
state solution is typically 5 to 10 orders of magnitude larger than the perturbations we seek to compute.
Very small numerical errors in the initial conditions or spurious waves due to the boundary conditions can
cause a loss of precision that would severely distort or completely mask the true perturbation. If the initial
condition is the only significant source of numerical error, the physically correct perturbation will eventually
dominate and become clearly distinguished from the numerical noise. However, if the perturbation growth
rate is very large then the solution may have already reached the nonlinear regime by the time this happens.
Obtaining a very accurate initial condition which is free of numerical noise is thus an essential requirement
for observing the linear instability behavior.
The initial data comes from the steady, one-dimensional ZND solution evaluated pointwise at grid cell
centers through numerical integration. While it is possible to compute cell averaged quantities through a
numerical quadrature of the conserved variables, it was found that this introduced significant errors in the
solution. The most severe errors occur in the tail of the reaction zone and are due to a loss of precision in
the numerically integrated ZND solution. This was observed to occur even when very small error tolerances
were specified for the numerical integration.
If the model parameters correspond to a one-dimensionally stable detonation, a more precise initial
condition can be computed through simulation. In this case, a one-dimensional simulation is initialized with
the ZND solution and advanced in time until it becomes steady, meaning that oscillations in the detonation
speed become much smaller than the magnitude of the initial perturbation to be imposed. This results in
a much more accurate initial condition since the solution is numerically steady. The numerical steady state
differs from the exact steady state given by the ZND solution due to the numerical discretization. That
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is, since the discretized equations differ slightly from the exact equations, at a given grid resolution the
numerically steady solution is not quite identical to the exact steady solution.
In linear stability theory the transverse domain is usually unbounded, resulting in a continuum of dis-
turbance wavelengths. In a domain of finite width, only a discrete set of disturbance wavelengths that are
compatible with the domain size can exist. In a reflective wall channel the compatible wavelengths, wi, are
integer fractions of twice the channel width, W , and are given by wi = 2W/i, where i = 1, 2, 3, . . . The
expression relating transverse disturbance wavelength wi to disturbance wavenumber ki is ki = 2pi/wi.
In order to make direct comparisons with linear stability analysis, we specify an initial perturbation
that is the sum of very small magnitude sinusoidal displacements to the initially planar shock surface. This
perturbation affects the shock-attached frame solution through the equation for ψ. Expressions for the
perturbed shock location and shock slope are, respectively,
φ (y, t = 0) =
N∑
i=1
i cos (kiy) , (2.34)
ψ (y, t = 0) = −
N∑
i=1
iki sin (kiy) , (2.35)
where i are the displacement magnitudes and the wavenumbers ki are selected such that they are compatible
with the domain width. This choice of initial perturbation allows individual frequencies to be excited while
leaving other modes undisturbed, which is very useful for the study of linear stability.
Dispersion relations from detonation speed profiles
The shock-attached frame formulation provides a metric by which we can measure and characterize the
detonation instability: the normal detonation speed at the lead shock surface. This metric has been used in
previous studies such as Kasimov & Stewart [21] and Henrick et al. [17]. Linear stability analysis predicts
that the normal shock speed of a detonation with a single unstable mode corresponding to a transverse
disturbance of wavenumber k will evolve with the form
D (y, t) = D0 +D′ exp (αt+ iky) , (2.36)
where D′ is the size of the initial perturbation about the steady detonation speed and α is the complex
growth factor. The real part of α, denoted by αR, is the perturbation growth rate, while the imaginary part
of α is the perturbation frequency of oscillation in time, denoted by αI .
Conveniently, one direct result of the shock-attached frame simulation is a record of the normal detonation
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speed versus time at all grid cells along the y coordinate. Following the method of Henrick et al. [17], the
disturbance growth rate and frequency can be determined by a nonlinear least squares fit of the detonation
speed versus time to the equation
D (y, t) = D0 +D′ exp
(
αRt
)
sin
(
αIt+ β
)
sin (ky) , (2.37)
where β is the phase of oscillation of the instability at t = 0.
The fitting process can be simplified by using data at a single y location, rather than fitting data across
the entire domain width. This removes the y dependence of the fit solution and reduces the number of fit
parameters to 5: D0, D′, αR, αI , β. The fit equation simplifies to
D (t) = D0 +D′ exp
(
αRt
)
sin
(
αIt+ β
)
. (2.38)
We can construct dispersion relations for a given set of model parameters by conducting a large number
of simulations each with a different initial transverse disturbance frequency. The curve fitting procedure
outlined above can then be applied to each set of simulation results to determine the growth rate and
oscillation frequency corresponding to each disturbance frequency.
Perturbation eigenfunctions
Another result obtained from linear stability analysis is a complex-valued family of perturbation eigenfunc-
tions for specific volume, velocity, pressure, and reaction progress for each unstable mode. Linear stability
analysis predicts that the transition to instability occurs through the exponential, oscillatory growth of a
discrete set of these eigenfunctions. For a specified set of model parameters and a transverse disturbance at
a single wavenumber k with N unstable modes, the solution will evolve as
q (x, y, t) = q0(x) +
N∑
i=1
q′i(x) exp (αit+ iky) , (2.39)
where q(x, y, t) is the time-dependent solution, q0(x) is the steady ZND solution, and q′i(x) is the complex
eigenfunction of variable q corresponding to unstable mode i. Considering only the real part of the solution,
we can rewrite this as
q (x, y, t) = q0(x) +
N∑
i=1
exp
(
αRi t
)
sin(ky)
[
qRi cos
(
αIi t
)− qIi sin (αIi t)] . (2.40)
16
This provides a relatively simple way to verify that the observed perturbations exist as predicted by linear
stability analysis. The real-valued perturbations seen in numerical simulation are simply the difference of
the time dependent solution and the steady solution. From stability theory, we know that the space on which
the unstable perturbations exist is spanned by the eigenfunctions qi(x). At a fixed time and position along
the y-coordinate, each perturbation can be decomposed into a linear combination of the real and imaginary
parts of the eigenfunctions. After rearranging (2.40), we have
q(x)− q0(x) =
N∑
i=1
(
Aiq
R
i +Biq
I
i
)
. (2.41)
The eigenfunctions are numerically evaluated at the cell centers of the simulation grid along x where the
simulation solution is obtained so that the coefficients Ai and Bi can be determined through a linear least
squares solution of the eigenfunction expansion given by (2.41). Although the form of the expansion does
not explicitly enforce it, we expect Ai and Bi to be related by the expression given in (2.40). That is, Ai
and Bi should be exponentially growing, oscillatory functions of time and the phase of Ai in time should
lead that of Bi by a quarter cycle (αIi /pi).
Spectral analysis
The discrete Fourier transform is a useful tool for analyzing the spectra of a periodic signal. For the
purposes of this section, we view the normal detonation velocity as a one-dimensional signal in the transverse
direction (along the y coordinate). We again assume a sinusoidal initial perturbation consisting of appropriate
wavelength(s) as described previously, such that the requirement that the signal be periodic is immediately
satisfied for periodic boundary conditions and can also be satisfied for reflecting wall boundary conditions
by properly windowing the data.
At a fixed time, the normal detonation velocity obtained from numerical simulation can be decomposed
into Fourier modes through a discrete Fourier transform in the y domain to obtain the transform coefficients
ai and bi corresponding to the wavenumbers ki. In terms of the inverse Fourier transform, we have
D (y, t) = a0(t) +
N∑
i=1
ai(t) cos (kiy) + bi(t) sin (kiy) . (2.42)
The power coefficient Ci(t) = a2i (t) + b
2
i (t) is a measure of the energy of wavenumber ki at time t. By
computing the power coefficients Ci(t), we can determine if the disturbance energy of each frequency is
growing or decaying in time. As will be demonstrated, Ci(t) can be related to the growth rate of disturbances
in the linear regime and to the detonation cell size in the nonlinear regime.
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Figure 2.3: Pressure at t = 250 in shock-capturing simulation (left) and shock-attached simulation (right).
2.3.2 Validation of shock-attached methodology
The shock-attached frame simulation code was validated by comparing against results from a conventional
shock-capturing code using the same numerical methods (fifth-order WENO and third-order TVD Runge-
Kutta). The initial data was again the steady ZND solution, but in the shock-capturing code an initial
perturbation to the shock location could not be used. Instead, in both codes the initial perturbation was
made by reducing the reaction progress variable by ten percent from its ZND value in a square region within
the reaction zone.
In the weakly unstable cases that were examined, the results computed by these two methods were in
very close agreement. Contour plots of the pressure at t = 250 for the case γ = 1.2, Q = 0.4, f = 1.0,
and Ea = 50, using 30 grid cells per unit length, are shown in Figure 2.3. The two methods of simulation
exhibited identical cell spacings and periods of oscillation. The main source of discrepancy between the
solutions is due to slightly delayed onset of instability in the shock-capturing simulation, leading to the
minor phase lag shown in Figure 2.3.
2.3.3 Verification of linear stability analysis
Dispersion relation
A weakly unstable two-dimensional detonation with particularly simple unstable behavior was one of the
cases examined by Short & Stewart [33], and is used as a point of comparison here to verify the simulation
results. The model parameters are γ = 1.2, Q = 0.4, f = 1.2, and Ea = 50. This case is one-dimensionally
stable and two-dimensionally unstable over a small range of transverse disturbance wavenumbers.
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Figure 2.4: Dispersion relations. Linear stability (solid line), simulation (circles). Model parameters: γ =
1.2, Q = 0.4, f = 1.2, Ea = 50.
Simulations were performed in channels of width 2.1 to 7.8 with reflecting wall boundary conditions at
a resolution of 30 grid cells per unit length. In each simulation, the longest admissible wavelength was
perturbed (w = 2W ). The resulting transverse disturbance wavenumbers cover the entire unstable range
for this case. Dispersion relations constructed from the computed growth rates and frequencies are shown
in Figure 2.4. The agreement with linear stability theory is very good.
In order to test a more complex dispersion relation, another case was studied with the model parameters
γ = 1.2, Q = 50, f = 1.8, and Ea = 50. Now there exist three unstable modes, with the third mode having
a very small growth rate compared to that of the first two. All three modes were captured in simulations,
run at a resolution of 40 grid cells per unit length. Again, as shown in Figure 2.5, the numerically computed
eigenvalues are in very good agreement with theoretical predictions.
Eigenfunctions of the linear stability problem
We now consider the linear stability eigenfunctions of a Chapman-Jouguet detonation with model parameters
γ = 1.2, Q = 0.4, f = 1, and Ea = 50. This case is one-dimensionally stable and two-dimensionally unstable
over a small range of transverse disturbance wavenumbers.
A shock-attached frame simulation of this case was computed on a domain of length 12 and width 6 in a
channel with reflective wall boundary conditions. A uniform resolution of 30 grid cells per unit length was
used for the computational grid. An initial disturbance with wavelength 12 (k ≈ 0.5236) and magnitude
10−7 was made to the shock location. At this disturbance frequency, linear stability analysis predicts a single
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Figure 2.5: Dispersion relations. Linear stability (solid line), simulation (circles). Model parameters: γ =
1.2, Q = 50, f = 1.8, Ea = 50.
unstable mode.
The perturbations were computed at t = 26.75 from simulation results at the 136 grid cells closest to the
lead shock at y ≈ 1.483. At this time the instability remained well within the linear regime. An eigenfunction
expansion (2.41) of each perturbation was computed using the linear stability eigenfunctions evaluated at
the centers of these grid cells. The perturbations and their expansions demonstrate very good agreement,
as shown in Figure 2.6.
The time evolution of the expansion coefficients A and B at y ≈ 1.483 is shown in Figure 2.7. As expected,
the oscillation phase of coefficient A leads that of coefficient B by a quarter cycle. The magnitudes of the
expansion coefficients grow exponentially in time at the rate predicted by linear stability analysis. The
coefficients of the transverse velocity perturbation are out of phase with those of the other variables by a
quarter cycle.
2.3.4 Spectral analysis of mode selection
Here we consider the same Chapman-Jouguet detonation as in the previous section with model parameters
γ = 1.2, Q = 0.4, f = 1, Ea = 50 in a reflecting-wall channel of width 11 and length 30 with a uniform
resolution of 30 grid cells per unit length. The dispersion relations for this case are shown in Figure 2.8 along
with the four linearly unstable transverse disturbance wavenumbers on the curves that are compatible with
the domain width. Modes 1 and 3 have virtually identical growth rates (αR1,3 ≈ 0.373), while mode 2 has the
largest growth rate (αR2 ≈ 0.499) and mode 4 has the smallest growth rate (αR4 ≈ 0.0152). The oscillation
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Figure 2.7: Eigenfunction expansion coefficients vs. time. Coefficient of real part, A (solid line). Coefficient
of imaginary part, B (dashed line). Magnitude of coefficients (dotted line).
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parameters: γ = 1.2, Q = 0.4, f = 1, Ea = 50.
frequencies of these modes are αI1 ≈ 0.208, αI2 ≈ 0.338, αI3 ≈ 0.482, and αI4 ≈ 0.639. To convert these
numbers to Erpenbeck scales, in which the simulations are carried out, one needs to multiply them by the
scaling factor, r = kErp/kLS (r = 1.1512 for the present parameters), which is the ratio of the rate constants
in Erpenbeck scales and linear stability scales. In the example considered here, an initial disturbance to the
shock position of magnitude 10−6 was made at the wavenumbers corresponding to modes 1 and 3.
The time evolution of the power spectrum coefficients of the four linearly unstable modes are shown in
Figure 2.9. We neglect the DC component, corresponding to the average normal detonation speed across
the channel, as this case is not one-dimensionally unstable. In this figure, we can identify three regimes of
behavior. In the linear regime, from t = 0 to approximately t = 330, we clearly see exponential growth
of the power coefficients of the linearly unstable modes. In the weakly nonlinear regime between t = 330
and t = 400, the modes begin to interact and the disturbance growth rates are modulated. After t = 400,
nonlinear mode selection begins and the modes which initially dominated the solution are overtaken by the
mode 2 disturbance.
The spiked appearance of the power coefficient curves is due to the oscillatory growth of the normal
detonation speed disturbance as a function of time. The local power coefficient minima on each curve
correspond to the disturbance of the corresponding mode having zero amplitude. The spacing of two local
minima is equal to a half period of the disturbance oscillation in time (pi/ωi). For example, the spacing of
local minima for mode 1 is much larger than the spacing of minima for mode 2. This corresponds to a lower
frequency of oscillation in time for mode 1 (αI1 ≈ 0.239) than for mode 2 (αI2 ≈ 0.388), as predicted by linear
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Figure 2.9: Power coefficients of linearly unstablemodes.
stability analysis.
Spectral analysis of linear behavior
An expanded view of the power spectrum in the linear regime is shown in Figure 2.10. In this regime
the power coefficients of each unstable mode grow exponentially in time, which is easily seen by observing
that the upper envelope of each power coefficient curve increases linearly on the semi-logarithmic scale. As
expected, modes 1 and 3 grow at almost identical rates, while mode 2 grows at a significantly faster rate.
In the linear regime, the disturbance modes grow independently of each other and do not appear to
interact. The time dependent solution is thus a superposition of the unstable disturbances. As expected,
the modes which were excited by the initial disturbance, modes 1 and 3, have the largest initial power
coefficients with values of approximately 10−15. The other linearly unstable modes, 2 and 4, have initial
power coefficients of approximately 10−30 and are non-zero only because of numerical noise.
The growth rate of mode 4, which appears to be equal to that of mode 2, warrants additional discussion.
Based on linear stability analysis, mode 4 is expected to have the smallest growth rate among the unstable
modes. It turns out that the large growth rate of mode 4 is actually caused by nonlinear interaction, the
onset of which occurs at very small disturbance magnitude. Interestingly, this nonlinearity does not appear
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Figure 2.10: Power coefficients in linear regime.
to affect the other unstable modes. Further discussion of this issue is presented at the end of this section.
Spectral analysis of weakly nonlinear behavior
As shown in Figure 2.12, the exponential growth of the disturbances continues up to about t = 330. At this
time the modes begin to interact and their power coefficients begin to stabilize. At this stage, the nonlinear
mode interactions serve primarily to modulate growth of the instability. The oscillation frequency in time of
each mode, indicated by the spacing of the local power coefficient minima, does not change much from the
oscillation frequency seen in the linear regime. The oscillation frequency in time is a characteristic feature
of each mode and does not appear to differ between the linear and nonlinear regimes.
At approximately t = 340, weak transverse shock waves begin to form and detonation cells quickly
appear. At this time, there are clearly one and a half cells across the channel, corresponding to the mode
3 disturbance which dominates the solution here. The cellular structure is shown in Figure 2.11. It should
be noted that the appearance of transverse shocks results in discontinuities in the shock slope and normal
detonation velocity, which means that the power coefficients of all modes (not just the linearly unstable
modes) will have significant magnitude. However, the power coefficients of these other modes remain smaller
than those of the linearly unstable ones throughout the weakly nonlinear regime due to the transverse shocks
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Figure 2.11: Pressure contours in the weakly nonlinear regime at t = 350.
being rather weak.
Spectral analysis of fully nonlinear behavior
The nonlinear regime is characterized by the presence of transverse shocks, leading to the well known
phenomenon of cellular detonation. As shown in Figure 2.14, the nonlinear interactions have a dramatic
effect on the power spectrum. In this example, mode 2 is seen to undergo an extremely rapid amplification
around t = 425, exceeding the growth rate seen in the linear regime, and it quickly dominates the solution.
During this period of transition, two of the transverse shocks weaken and merge together, resulting in a
transition from one and a half cells across the channel to a single cell as shown in Figure 2.13. This agrees
with the transition from mode 3 (one and a half cycles across the channel) having the largest power coefficient
to mode 2 (one cycle across the channel) having the largest power coefficient. Interestingly, modes 1 and 3,
which were seen to dominate the power spectrum through the linear and weakly nonlinear regimes, exhibit
an exponential decrease in their power coefficients starting around t = 500.
As mentioned in the previous section, the presence of discontinuities in the normal detonation velocity
results in all modes having significantly large power coefficients. Unlike the weakly nonlinear regime, in the
fully nonlinear regime we now see linearly stable modes with larger power coefficients than modes 1, 3, and
4. However, mode 2 continues to have the largest power coefficient through the end of the simulation.
Early onset of nonlinearity
In order to examine the anomalously large growth rate of mode 4 in the linear regime, another simulation was
performed with the same parameter values. In this simulation, an initial disturbance to the shock position
26
280 300 320 340 360 380 400
10−6
10−5
10−4
10−3
C 1
280 300 320 340 360 380 400
10−6
10−5
10−4
10−3
C 2
280 300 320 340 360 380 400
10−6
10−5
10−4
10−3
Time
C 3
280 300 320 340 360 380 400
10−6
10−5
10−4
10−3
Time
C 4
Figure 2.12: Power coefficients in weakly nonlinear regime.
x
y
 
 
0 5 10 15 20 25 30
2
4
6
8
10
1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.7
Figure 2.13: Pressure contours in the nonlinear regime at t = 500.
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Figure 2.14: Power coefficients in fully nonlinear regime.
of magnitude 10−16 was made at the wavenumbers corresponding to modes 1 through 4. This perturbation
is essentially at the level of machine precision.
The time evolution of the power spectrum coefficients of the four linearly unstable modes and several
of their overtones is shown in Figure 2.15. In this figure, we can again identify three regimes of behavior.
In the linear regime, from t = 0 to approximately t = 450, we clearly see exponential growth of the power
coefficients of the linearly unstable modes. In the weakly nonlinear regime between t = 450 and t = 700, the
modes begin to interact and the disturbance growth rates are modulated, albeit weakly. After t = 700 the
behavior is fully nonlinear.
In the linear regime, the power coefficients of each unstable mode grow exponentially in time, which is
seen by observing that the upper envelope of each power coefficient curve increases linearly on the semi-
logarithmic scale. As expected, modes 1 and 3 grow at almost identical rates, while mode 2 grows at a
significantly faster rate.
The disturbance modes grow independently of each other in the linear regime and do not interact. The
time dependent solution is thus a superposition of the unstable disturbances. As expected, the four unstable
modes dominate the initial growth, while higher modes are essentially absent. Modes 1, 2, and 3 exhibit
linear growth until around t = 650 to t = 700, when the dynamics becomes completely nonlinear.
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The peculiar growth of mode 4 in Figure 2.15 warrants additional discussion. One can see a significant
change in the growth rate of mode 4 at around t = 450 from the value that agrees closely with the linear
stability analysis to a much larger value that later dominates over modes 1 and 3. We think the reason
behind this increase in the growth rate of mode 4 is the nonlinear interaction of mode 4 with modes 1 and 2.
The third harmonic of mode 1 has a frequency of 0.621 and the second harmonic of mode 2 has a frequency of
0.672, which are close to the fundamental frequency 0.644 of mode 4. We can see that the transition occurs
when the overtones begin to grow after about t = 450. After this time, what appears as mode 4 is actually
a combination of mode 4 and the harmonics of modes 1 and 2. A careful look at the power coefficient of
mode 4 shows that before the transition, it is a clear single mode, while after the transition, the alternating
maxima indicate the existence of at least two interacting modes of similar frequencies. The regime in which
the higher frequencies start growing quickly is weakly nonlinear.
2.4 Conclusions
We have formulated a shock-fitting algorithm for shock and detonation waves in multiple dimensions and
illustrated the method with numerical simulations of two-dimensional detonation in a shock-attached frame.
A parallel computer program based on this formulation, specialized to a two-dimensional rectangular chan-
nel, was used to verify the dispersion relations predicted by two-dimensional linear stability analysis of a
29
simple detonation model through direct numerical simulation. The perturbations observed in numerical sim-
ulation were shown to quantitatively agree with the linear stability eigenfunctions through an eigenfunction
expansion of the perturbations. Using this expansion method, the temporal and spatial variations of the
complex-valued eigenfunctions were also shown to agree precisely with linear stability theory. Finally, a
method of analyzing detonation dynamics and instability in terms of the power spectrum of the normal det-
onation velocity was described and applied to a weakly unstable detonation in the linear, weakly nonlinear,
and fully nonlinear regimes of behavior. This method of analysis was used to demonstrate that the temporal
oscillation frequencies predicted by linear stability analysis persist even in the fully nonlinear regime for a
weakly unstable detonation.
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Chapter 3
Radially symmetric shock-fitted
simulations
We present a shock-fitting formulation and corresponding numerical algorithm for the radially symmetric
reactive Euler equations and use it to study the precise dynamics of spherically and cylindrically expanding
detonations. The one-dimensional shock-fitting formulation and numerical method are developed for a
general incomplete equation of state and system of chemical reactions. We compute detonation dynamics
for a gaseous (ideal) explosive, an idealized condensed explosive, and a condensed explosive with a realistic
equation of state. Both hydrodynamically stable and unstable cases are considered. The results of numerical
simulation are related to the predictions of Detonation Shock Dynamics (DSD), an asymptotic theory of
quasi-steady, weakly curved detonations.
3.1 Introduction
The behavior of a detonation is determined by the dynamics of the lead shock wave and the chemical
reactions initiated by the shock as it passes through explosive material. These two processes are intimately
related and nonlinearly coupled. The detonation behavior is very sensitive to the lead shock strength and
therefore accurate determination of the shock state is essential for the numerical simulation of detonation.
As the lead shock passes through explosive material, small errors in the solution at the shock are amplified
as the material reacts and passes through the detonation wave.
Shock-fitting methods have recently received interest as a tool for studying the linear and nonlinear
hydrodynamic instability of detonations through numerical simulation. Rather than capturing the evolving
shock front numerically, as in conventional simulations based on shock-capturing numerical methods, shock-
fitting methods map the shock surface to a fixed location in the computational domain and solve for the
shock state as part of the numerical solution. This gives a sharp representation of the lead shock and is
much more accurate than shock-capturing methods, which at best introduce first-order errors at shocks.
In this paper, we present a formulation and corresponding numerical algorithm for shock-fitting simulation
of the radially symmetric reactive Euler equations and use it to study the precise dynamics of spherically
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and cylindrically expanding detonations in a gaseous (ideal) mixture, an idealized condensed explosive, and
a condensed explosive with a realistic equation of state. Both hydrodynamically stable and unstable cases
are considered. In all cases, we relate the results of numerical simulation to predictions of asymptotic theory
of quasi-steady, weakly curved detonations.
We briefly summarize the literature on shock-fitting methods applied to research on detonation stability.
The first such work that we are aware of, and which appears to have received little recognition, is by Cai
et al [8], who used a shock-fitting method to determine stability boundaries for one-dimensional, planar
detonations of various overdrive factors. Their scheme involved a complex shock evolution equation and a
multi-domain pseudospectral spatial discretization of the reactive Euler equations. More recently, Kasimov
& Stewart [21] developed a one-dimensional shock-fitting scheme that used a first-order accurate method of
characteristics approach to advance the solution near the shock front and a UNO shock capturing scheme
in the region behind the shock. Henrick et al [17] presented an alternative formulation of the reactive Euler
equations in the shock-attached frame, based on a scheme derived from the shock-change equation (see Fickett
& Davis [13]). Their numerical method is fully fifth-order accurate in time and space through the use of
high-order finite differences in the near-shock region and a fifth-order WENO scheme in the downstream
region. This high rate of convergence enabled very accurate calculations of linear instability growth rates and
oscillation frequencies in one dimension, as well as the construction of a numerical bifurcation diagram for the
nonlinear dynamics of unstable detonations. The doctoral thesis of Henrick [18] contains a generalization
of this shock-fitting formulation to curvilinear coordinates. Taylor et al [38] developed a general, three-
dimensional shock-fitting formulation and applied it to the study of detonation instability in two-dimensional,
rectangular channels. The authors were able to verify the linear dispersion relations and eigenfunctions
predicted by linear stability theory for initially planar, ZND detonations.
Although it has proven to be a very useful tool for research on detonation stability, the shock-fitting
approach has found limited application to other problems in detonation science. We point out that due to
its shock-front-centric nature, the method is a natural fit for comparison with Detonation Shock Dynamics
(DSD), an asymptotic theory of detonation derived from the reactive Euler equations in the limits of small
shock curvature and slow time variation (see Bdzil & Stewart [3] for a recent review of DSD). In its most basic
form, DSD predicts a relation between the normal detonation speed, Dn, and the shock curvature, κ, which
we shall refer to as a quasi-steady relation. This relation is the locus of solutions to the first-order asymptotic
DSD equations which have exactly zero instantaneous shock acceleration. There exist more complex theories
of DSD in which asymptotically higher order terms are retained. For example, the higher order asymptotic
DSD theory of Kasimov & Stewart [22] predicts the shock acceleration D˙n as a function of the shock speed
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and curvature, i.e. D˙n(Dn, κ). Using shock-fit simulations, we can develop similar relationships between D˙n,
Dn, and κ with an important difference that these results now satisfy the reactive Euler equations exactly
(of course, within the numerical approximation) and do not involve any asymptotic ideas of smallness of
higher order derivatives. These direct numerical results can then be compared with DSD. This capability is
extremely valuable, as it provides the most direct means by which DSD theory can be tested.
All existing shock-fitting methods have been developed for a detonation model consisting of a polytropic
equation of state with constant ratio of specific heats and a one-step, irreversible reaction. In the present
work, we generalize the work of Taylor et al [38] to develop a one-dimensional shock-fitting formulation
and numerical method that are suitable for radially symmetric detonations and for a general equation of
state and system of reactions. This new shock-fitting method is applied to the problem of cylindrically
and spherically expanding detonations with initial conditions obtained from DSD using both idealized and
realistic models of detonation.
In Watt & Sharpe [40], a series of one-dimensional shock-capturing numerical simulations of cylindrically
and spherically expanding detonations was conducted, in a few cases using DSD solutions on the upper
branch of the quasi-steady relation as initial conditions. This work followed a prior article by Watt &
Sharpe [39] in which a linear stability analysis of quasi-steady DSD solutions was performed for a detonation
model that exhibits a quasi-steady relation with turning points. The authors’ linear stability analysis lead
them to conclude that symmetrically expanding, quasi-steady detonations become more unstable as the
shock curvature increases (shock radius decreases) and that a hydrodynamically stable planar detonation
necessarily becomes unstable sufficiently close to the upper turning point. These conclusions were reached
based on analysis of the upper branch of the quasi-steady relation. Solutions on the middle and lower
branches were not considered in the numerical simulations or linear stability analysis.
This chapter is organized as follows. In section 3.2 we develop the shock-fitting formulation, the numerical
method, and the initial conditions for our numerical simulations. We also describe the three detonation
models used in our simulations. In section 3.3, we show the results of shock-fit numerical simulations using
various calibrations of these detonation models and relate them to predictions of DSD theory.
3.2 Problem formulation and numerical methodology
Detonation waves are analyzed within the framework of the reactive Euler equations in both conservative
and non-conservative form. The non-conservative form is used to derive an evolution equation for the normal
mass flux across the shock. The Rankine-Hugoniot conditions are used to determine boundary conditions
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at the shock and to numerically approximate terms in the mass flux equation that cannot be evaluated
analytically for a general equation of state. A numerical scheme is developed to solve the reactive Euler
equations in the shock frame in conservative form.
3.2.1 Governing equations
Euler equations in conservative form
One-dimensional detonation waves with cylindrical or spherical symmetry are described by the reactive Euler
equations of inviscid gas dynamics. In conservative form, the equations are
∂u
∂t`
+
∂F(u)
∂r
= R(u, r) + S(u), (3.1)
where
u =
[
ρ, ρu, ρE, ρY1, · · · ρYN
]T
,
F(u) =
[
ρu, ρu2 + p, (ρE + p)u, ρuY1, · · · ρuYN
]T
,
R(u, r) =
[
−ρuj/r, −ρu2j/r, − (ρE + p)uj/r, −ρuY1j/r, · · · −ρuYN j/r
]T
,
S(u) =
[
0, 0, 0, ρω1, · · · ρωN
]T
.
The independent variables are time t and radius r. The dependent variables are density ρ, radial velocity
u, pressure p, and species mass fractions Yi, where the subscript i is an index indicating the chemical
species ranging from 1 to N . For a mixture of Ns species, there are N = Ns − 1 independent equations.
The parameter j indicates if the geometry is cylindrically symmetric, in which case j = 1, or spherically
symmetric, in which case j = 2. The mass-specific total energy E is the sum of the internal energy and the
kinetic energy
E = e(p, v, Yi) +
u2
2
. (3.2)
The mass-specific internal energy e is given by an incomplete equation of state of the form e(p, v, Yi), where
the specific volume v is equal to 1/ρ. The chemical species production rates are denoted by ωi and have the
general form, ωi(p, v, Yk), k = 1, . . . , N .
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Euler equations in primitive variables
In primitive variables, the reactive Euler equations with cylindrical or spherical symmetry are
∂ρ
∂t
+ u
∂ρ
∂r
+ ρ
∂u
∂r
= −ρuj/r, (3.3a)
∂u
∂t
+ u
∂u
∂r
+
1
ρ
∂p
∂r
= 0, (3.3b)
∂p
∂t
+ u
∂p
∂r
+ ρc2
∂u
∂r
= ρc2
N∑
i=1
σiωi − ρc2uj/r, (3.3c)
∂Yi
∂t
+ u
∂Yi
∂r
= ωi, i = 1, . . . , N, (3.3d)
where the frozen sound speed c and thermicity coefficient σi are defined as
c2 =
p+ e,v
ρ2e,p
, (3.4)
σi = − e,Yi
ρc2e,p
. (3.5)
The terms e,p, e,v, and e,Yi are the partial derivatives of the internal energy with respect to pressure, specific
volume, and mass fraction of species i, respectively.
The Rankine-Hugoniot conditions
Define the normal mass flux M, momentum flux P, and energy flux H as
M = ρU, (3.6a)
P = p+ ρU2, (3.6b)
H = e+ p
ρ
+
U2
2
, (3.6c)
where U = u−Dn is the normal velocity relative to the shock and Dn is the speed of the shock normal to
itself. The Rankine-Hugoniot conditions require that each of the fluxes are equal immediately upstream and
downstream of the shock. In primitive variables, the Rankine-Hugoniot conditions are
M = −ρaDn = ρsUs, (3.7a)
P = pa +M2va = ps +M2vs, (3.7b)
H = ea + pava + 12M
2v2a = es + psvs +
1
2
U2s , (3.7c)
Yia = Yis. (3.7d)
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The subscripts a and s indicate evaluation in the ambient region upstream of the shock and immediately
behind the shock, respectively. The ambient state is assumed to be stationary in the laboratory reference
frame, such that ua = 0 and Ua = −Dn.
If the mass flux and ambient state are known, the three equations (3.7a–c) can be reduced to a single
equation in vs by expressing Us and ps in terms of M, P, and vs
Us = Mvs, (3.8)
ps = P −M2vs. (3.9)
Substitution of these expressions into (4.5c) yields a single nonlinear equation for vs,
e (ps, vs, Zis) = H−Pvs + M
2
2
v2s , (3.10)
where P and H are evaluated using expressions involving the ambient state in (4.5b) and (4.5c). The right-
hand side of (3.10) has the form of a quadratic in vs. If the equation of state has similar dependence on
v, then (3.10) will be a quadratic equation and can be solved analytically. For a general equation of state,
however, the solution must be determined numerically.
3.2.2 Governing equations in the shock frame
Change of coordinates from the laboratory frame to the shock frame
The shock radius rs in laboratory coordinates is given by
rs(t) = rs(0) +
∫ t
0
Dn(τ) dτ. (3.11)
A coordinate transformation from the laboratory frame coordinate r to the shock frame coordinate n can
be developed such that the shock is always located at n = 0 and the detonation structure is in the region
n ≤ 0 for an expanding detonation (Dn > 0). This transformation is given by n = r − rs(t), under which
the laboratory frame partial derivatives become
∂
∂r
=
∂
∂n
,
∂
∂tl
=
∂
∂t
−Dn ∂
∂n
=
∂
∂t
+Mva ∂
∂n
. (3.12)
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Euler equations in the shock frame
The Euler equations are integrated in their conservative form, which is preserved under the coordinate
transformation to the shock frame
∂u
∂t
+
∂
∂n
[F(u) +Mvau] = R(u, r) + S(u). (3.13)
This follows from the definitions in (3.12). Note that the geometric source term R(u, r) depends on the
laboratory frame coordinate r = n+ rs(t).
Shock dynamic condition for a general equation of state
The coordinate transformation above introduces a new unknown, the normal mass flux across the shock
M(t). In this section, an evolution equation for M(t) is derived in order to close the system of equations.
An analogous derivation can be found for multidimensional detonation in Taylor et al. [38]. Here we begin
with the total derivatives of velocity and pressure moving with the shock, which are, respectively,
Du
Dt
∣∣∣∣
s
=
[
∂u
∂t
+D
∂u
∂r
]∣∣∣∣
s
, (3.14)
Dp
Dt
∣∣∣∣
s
=
[
∂p
∂t
+D
∂p
∂r
]∣∣∣∣
s
. (3.15)
Using the momentum equation (3.3b) to substitute for ∂u/∂t and the energy equation (3.3c) to substitute
for ∂p/∂t yields
Du
Dt
∣∣∣∣
s
=
[
−1
ρ
∂p
∂r
− (u−D) ∂u
∂r
]∣∣∣∣
s
, (3.16)
Dp
Dt
∣∣∣∣
s
=
[
ρc2
N∑
i=1
σiωi − ρc2uj/r − ρc2 ∂u
∂r
− (u−D) ∂p
∂r
]∣∣∣∣∣
s
. (3.17)
Combining these two equations to eliminate ∂p/∂r results in
[
Dp
Dt
− ρ (u−D) Du
Dt
]∣∣∣∣
s
=
[
ρc2
N∑
i=1
σiωi − ρc2uj/r − ρc2 ∂u
∂r
+ ρ (u−D)2 ∂u
∂r
]∣∣∣∣∣
s
. (3.18)
Note that the total derivatives of pressure and velocity moving with the shock are identically the partial
derivatives in time of the shock pressure and velocity (∂ps/∂t and ∂us/∂t, respectively). Using the definition
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of the shock frame velocity U = u−Dn, (3.18) can be rewritten as
∂ps
∂t
− ρsUs ∂us
∂t
=
[
ρc2
N∑
i=1
σiωi − ρc2uj/r − ρ
(
c2 − U2) ∂u
∂r
]∣∣∣∣∣
s
. (3.19)
Substitution for ρsUs =M and application of the chain rule to ps(M(t)) and us(M(t)) results in
dM
dt
=
[
ρc2
∑N
i=1 σiωi − ρc2uj/r − ρ
(
c2 − U2) ∂u∂r ]∣∣∣
s
dps
dM −M dusdM
. (3.20)
which is an ordinary differential equation (ODE) for the normal mass flux in terms of the shock state, shock
radius, derivatives of the shock pressure and velocity with respect to the normal mass flux, and the velocity
gradient at the shock.
Expressions for dps/dM and dus/dM in the denominator of (3.20) cannot be determined analytically
for a general equation of state. This would require an analytical solution of the Rankine-Hugoniot conditions
(4.5a-4.5c), which, as described earlier, is not known for a general equation of state. The velocity gradient
behind the shock is also not known in general. However, these derivatives can be approximated numerically,
as described in the following section.
3.2.3 The numerical solution algorithm
The governing equations in the shock frame are solved using a method of lines approach with a finite volume
discretization. The shock-fitted reactive Euler equations (3.13) are discretized on a one-dimensional finite
volume grid. Spatial fluxes of the flow variables are computed using the fifth-order WENO scheme developed
by Jiang & Shu [19]. The numerical fluxes near the shock require special treatment to avoid computing flux
interpolants using data from ahead of the shock. In this case, the interpolant weights corresponding to
stencils that extend ahead of the shock are set to a very small value so that the reconstructed fluxes are
based only on the solution within the computational domain. Differential equations for the shock radius
(r˙s = Dn) and normal mass flux (3.20) are integrated in time together with the reactive Euler equations
using the third-order TVD Runge-Kutta scheme of Gottlieb & Shu [16].
The spatial discretization scheme is shown schematically in Figure 3.1. The velocity gradient at the
shock in the mass flux ODE is computed using a fifth-order one-sided finite difference. The six cell-centered
grid points used to compute the velocity gradient are indicated by filled black circles in the figure. It should
be noted that if strong internal shocks appear in the solution near the detonation front, as can happen
when the detonation is highly unstable, the velocity will be discontinuous across the internal shock and the
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Figure 3.1: Spatial discretization. Shock surface is gray.
finite difference used to compute the velocity gradient will become inaccurate or fail completely. This is an
inherent limitation of the shock dynamic equation (3.20) as it is formulated here. We note, however, that
internal shocks do not form in any of the simulations described in the present work.
Boundary conditions on the Euler variables at the shock, on the right edge of the domain, are determined
from solution of the Rankine-Hugoniot conditions. An outflow boundary condition is used on the left edge
of the domain and is implemented using constant extrapolation, where the state at the left-most grid cell is
copied into ghost cells along the edge.
The terms dps/dM and dus/dM, which appear in the denominator of the ODE for the normal mass
flux (3.20), are approximated numerically by centered differences. Given the current solution for the normal
mass flux, (3.10) is solved with small positive and negative perturbations made to the normal mass flux.
In our simulation code, the perturbation magnitude is M · 10−6. Identifying the positively and negatively
perturbed normal mass fluxes as M+ and M−, solution of equation (3.10) yields the perturbed specific
volumes at the shock v±s , from which the perturbed shock velocities u
±
s = U
±
s + Dn and pressures p
±
s can
be computed using (3.8) and (3.9). The centered difference approximations are
dps
dM ≈
p+s − p−s
M+ −M− ,
dus
dM ≈
u+s − u−s
M+ −M− . (3.21)
3.2.4 Initial conditions
The initial conditions for the numerical simulations are approximate solutions of the reactive Euler equations
obtained from Detonation Shock Dynamics (DSD). These DSD solutions always satisfy the Rankine-Hugoniot
conditions exactly, even though they are derived from asymptotic theory. We note that the shock-fitting
equations, specifically the ODE for the normal mass flux across the shock and the shock boundary conditions,
are quite sensitive to the state at and immediately behind the shock. In our shock-fitting scheme, there is no
numerical dissipation across the shock. Even relatively minor disagreements between the initial conditions
and the governing equations at the shock will manifest themselves in the simulation results and usually
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result in numerical instability. In a shock-capturing simulation, such small errors in the initial conditions
would just be damped out by numerical dissipation.
Detonation Shock Dynamics
In the limit of small curvature κ, the one-dimensional reactive Euler equations written in a reference frame
moving with the shock and truncated at O(κ) are
∂Yi
∂n
= − 1
U
∂Yi
∂t
+
ωi
U
, i = 1, . . . , N, (3.22a)
∂M
∂n
= −κρ (U +Dn)− ∂ρ
∂t
, (3.22b)
∂P
∂n
= −κρU (U +Dn)− ∂M
∂t
− ρD˙n, (3.22c)
∂H
∂n
= − 1
U
∂H
∂t
+
1
M
∂p
∂t
− D˙n, (3.22d)
where D˙n is the acceleration of the shock normal to its surface. See Yao & Stewart [43] for a rigorous
derivation of these equations. In cylindrically and spherically symmetric coordinates, the shock curvature is
given by κ = j/rs. The independent variables are time t and distance relative to the shock n, defined such
that the shock is always located at n = 0 and the reaction zone is in the region n ≤ 0.
In the limit of slow time variation, the N + 3 partial differential equations (3.22a–d) reduce to N + 2
ODEs in space and a constraint on the energy flux,
dYi
dn
=
ωi
U
, i = 1, . . . , N, (3.23a)
dM
dn
= −κρ (U +Dn) , (3.23b)
dP
dn
= −κρU (U +Dn) , (3.23c)
H = constant, (3.23d)
that hold between the shock surface and a terminal point downstream known as the generalized Chapman-
Jouguet (CJ) point.
An alternative form of the energy equation gives rise to
dU
dn
=
Φ
η
, (3.24)
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Figure 3.2: Typical quasi-steady shock speed-curvature relations. (a) Monotonic (state insensitive). (b)
Turning points (state sensitive).
where the thermicity parameter Φ and sonic parameter η are defined as
Φ = −κc2 (U +Dn) + c2
N∑
i=1
σi ωi, (3.25)
η = c2 − U2. (3.26)
Boundary conditions at the shock are obtained from the Rankine-Hugoniot conditions (3.7a–d), upon
specification of the upstream state and the normal detonation speed. The boundary conditions at the
generalized CJ point n∗ require that the thermicity parameter Φ and sonic parameter η vanish simultaneously,
such that
Φ∗ = η∗ = 0, (3.27)
where the subscript ∗ denotes evaluation at the generalized CJ point.
The Dn-κ eigenvalue problem
The system of ordinary differential equations (3.23a–c, 3.24) and boundary conditions (3.7a–d, 3.27) consti-
tute a nonlinear eigenvalue problem for κ given Dn and the ambient state ρa, pa, and Yia. More specifically,
it is a nonlinear two-point boundary value problem with Dirichlet boundary conditions specified at the shock
and the generalized CJ point. The location of the generalized CJ point, n∗, is not known a priori and must
be found as part of the solution. The method of solution used in the present work is described in Appendix
B.
Solutions of this problem yield quasi-steady relations between Dn and κ of two types, which can be
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classified by the presence or absence of turning points. A monotonic Dn-κ relation, which does not have
any turning points, is shown in Figure 3.2.a, while a typical Dn-κ relation which has two turning points is
shown in Figure 3.2.b. In general, relations with turning points result from detonation models that exhibit
strong sensitivity to the thermodynamic state (e.g. exponential dependence on temperature in an Arrhenius-
type reaction rate expression), whereas monotonic relations result from models which are relatively state
insensitive. At each point on the Dn-κ curve, the spatial structure of the solution can be computed by
numerical integration of equations (3.23a–c, 3.24). Such a solution, in combination with Dn and rs = j/κ,
is used as an initial condition for the shock frame simulation.
The ODEs (3.23a–c, 3.24) hold only from the shock to the generalized CJ point. These equations do not
describe the state after the CJ point. There is not a unique solution in this region without specification of
additional conditions on the downstream flow. In the present work, the state of the downstream region is
taken to be uniform and equal to that at the generalized CJ point.
The non-uniqueness of the downstream initial condition is cause for concern from the standpoint of
numerical simulation. However, if one is interested in the dynamics of the shock and the reaction zone,
rather than the downstream flow, the following observation assures us that the issue of non-uniqueness is
not as serious as it might appear at first. In a quasi-steady, self-sustaining, curved detonation, there must
exist a limiting forward characteristic along which the quasi-steady flow is acoustically isolated from the
downstream flow. This limiting characteristic, or separatrix, has been studied theoretically by Stewart &
Kasimov [35] and numerically by Kasimov & Stewart [21]. The lead shock behavior will be independent
of the initial condition on the flow downstream of the generalized CJ point until the forward characteristic
emanating from the generalized CJ point reaches the lead shock. This independence breaks down if the
downstream initial condition generates a shock, in which case the lead shock behavior is independent of the
downstream initial condition only until the secondary shock overtakes the lead shock. We note that the
particular choice of downstream initial condition used in the present work does not generate a shock in any
of the cases considered here.
3.2.5 Detonation models
Three detonation models are used in our shock-fitted numerical simulations. Each model consists of an
equation of state (EOS) and a reaction rate law. The first two models are relatively simple and are often used
in theoretical studies of detonation. The third model is more complex and is used for realistic, engineering-
level calculations of high explosives. The particular calibration used here is for the solid explosive PBX-9501.
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Idealized gas phase detonation model
The idealized gas phase detonation model consists of a binary mixture of gases governed by a polytropic
EOS undergoing a single-step, irreversible reaction subject to an Arrhenius rate law. The equation of state
and reaction rate are
e(p, v, Y1) =
pv
γ − 1 − Y1Q, (3.28)
and
ω1(p, v, Y1) = k (1− Y1)ν exp (−Ea/pv) , (3.29)
where Y1 is the reaction product mass fraction, which varies from zero at the shock to one in the fully burned
region downstream.
The five model parameters are reaction heat release Q, ratio of specific heats γ, reaction rate constant k,
reaction order ν, and activation energy Ea. The CJ half-reaction zone length scaling is used to determine k
in the present work, such that Y1 = 0.5 at n = −1. Thus, k is not a free parameter and instead is determined
by numerical integration as
k =
∫ 0.5
0
U (Y1)
(1− Y1)ν exp (−Ea/pv)dY1. (3.30)
An analytical solution of the Rankine-Hugoniot conditions (3.10) exists for this equation of state and is
given by
vs =
γ − 1
γ + 1
va +
2γpa
γ + 1
1
M2 , (3.31a)
ps = −γ − 1
γ + 1
pa +
2M2va
γ + 1
. (3.31b)
Using this solution, the denominator of the normal mass flux ODE (3.20) simplifies to
dps
dM −M
dus
dM =
6Mva
γ + 1
+
2γpa
γ + 1
1
M . (3.32)
These analytical expressions can be used instead of their numerical approximations to solve the governing
equations in the shock-attached frame.
43
Idealized condensed phase detonation model
This model consists of the same two-species polytropic EOS shown in equation (3.28) and a pressure-
dependent reaction rate given by
ω1(p, Y1) = k (1− Y1)ν pm. (3.33)
The five model parameters are Q, γ, k, ν, and pressure exponent m. Again, the CJ half-reaction zone
length scaling is employed for this model throughout the present work, so k is not a free parameter. Since
this detonation model also uses a polytropic EOS, it has the same analytical Rankine-Hugoniot solution
shown in equations (3.31a–b) and simplified denominator for the mass flux ODE shown in equation (3.32).
PBX-9501 calibration of Wescott-Stewart-Davis EOS
The EOS described in Wescott et al. [41] is a binary mixture equation of state for detonation reactants
and products, denoted respectively by subscripts r and p. The contributions of the reactant and product
equations of state are linearly weighted by the product mass fraction Y1,
e(p, v, Y1) = (1− Y1) er(pr, vr) + Y1ep(pp, vp), (3.34)
as is the specific volume of the mixture,
v = (1− Y1) vr + Y1vp. (3.35)
The partitioning of pressure and specific volume between the reactant and product is determined by closure
conditions which are discussed below.
Both the reactant and product equations of state have the form
e(p, v) = es(v) +
v
Γ(v)
(p− ps(v)) , (3.36)
where es and ps are prescribed functions of v that are associated with reference states determined from
experiment. Appendix A gives the specific fitting forms used for the reactant and product equations of
state, along with the set of parameters used to model PBX-9501. This calibration is taken from Lambert et
al. [23].
Rather than using pressure and temperature equilibrium closure conditions, as in the original formulation
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by Wescott et al. [41], closure conditions of pressure equilibrium and constant ratio of partial volumes are
employed here, such that
p = pr = pp, (3.37)
Φ = vr/vp. (3.38)
The temperature equilibrium closure condition is computationally expensive and requires the solution of a
nonlinear system of equations every time the internal energy or pressure is evaluated. As shown by Stewart
et al. [36], when using temperature equilibrium closure, Φ typically has values within a small range between
0.88 and 1. Since the equation of state is not very sensitive to Φ, good accuracy can be obtained at greatly
reduced computational expense by setting a constant value for Φ. In this work, Φ is explicitly set according
to the product mass fraction
Φ =
 1.00 if Y1 = 00.95 if Y1 6= 0 (3.39)
The PBX-9501 model uses a pressure-dependent reaction rate equation,
ω1(p, Y1) = k (1− Y1)ν
(
p
pCJ
)m
. (3.40)
3.3 Results
3.3.1 Results for idealized gas phase model
We chose a parameter set similar to that in Watt & Sharpe [39], where the authors performed a linear
stability analysis and numerical simulations of the idealized gas phase detonation model with parameter
values of Q = 50, γ = 1.2, and ν = 1, with the governing equations nondimensionalized in upstream scales
such that ρa = pa = 1 and the reaction rate constant k determined by the CJ half-reaction zone scaling. In
the series of simulations performed by Watt & Sharpe [40], the activation energy Ea was varied between 20
and 27. Here we consider only the lowest activation energy of 20. The CJ half-reaction zone length scaling
yields k ≈ 16.440. The quasi-steady relation determined from DSD is shown in Figure 3.3.a in the Dn-κ
plane and in cylindrically symmetric coordinates in Figure 3.3.b. The linear stability analysis of Watt &
Sharpe [39] predicts the neutrally stable radius on the upper branch of the quasi-steady curve to be rs = 104
for this case. That is, solutions with a shock radius less than 104 are predicted to be linearly unstable, while
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Figure 3.3: Quasi-steady relation for idealized gas phase model. (a) Shock speed vs. curvature. (b) Shock
speed vs. radius (cylindrical symmetry).
those with larger radius are predicted to be linearly stable.
Four simulations near the predicted neutral stability point were performed using initial conditions on
the upper branch at initial shock radii of 90, 104, 120, and 150; the respective initial detonation speeds are
approximately 5.65, 5.88, 6.03, and 6.20. In each simulation, the domain was 30 half-reaction zone lengths
long with a resolution of 30 grid cells per unit length. The shock evolution in the Dn-rs plane is shown
in Figure 3.4.a, while the time evolution of the detonation speed and its deviation about the quasi-steady
speed Dn(κ) are shown in Figure 3.4.b and 3.4.c, respectively.
In all four of the simulated cases, which start on both sides of the predicted radius of neutral stability,
the shock speed is seen to immediately deviate from the quasi-steady relation. Similar behavior was also
observed in the simulations of Watt & Sharpe [40]. The initial deviation is not due to intrinsic hydrodynamic
instability. Rather, it is due to a difference between the initial acceleration in the simulations and the
acceleration that would be necessary to follow the quasi-steady relation. When this acceleration difference is
large, as it is here, it acts as a nonlinear perturbation to the detonation. Recall that DSD theory is derived in
the limit of slow time variation, with the result that the shock acceleration of solutions on the quasi-steady
relation is asymptotically small. In the four simulations shown here, the initial acceleration magnitude is
less than 10−4 (see Figure 3.4.b). In contrast, the acceleration needed to follow the quasi-steady relation is
much larger, as shown in Table 3.1. The acceleration along the quasi-steady relation is computed as
D˙n = Dn
dDn
drs
. (3.41)
The maximum deviation of the detonation speed about the quasi-steady relation scales with the initial
acceleration difference, as shown in Table 3.1. The hydrodynamic instability is a secondary and much less
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Figure 3.4: Simulation results (solid lines) for cylindrically expanding detonations with idealized gas phase
model. Initial conditions on upper branch of quasi-steady relation (dashed line). (a) Shock speed vs. radius.
(b) Shock speed vs. time. (c) Deviation of shock speed from quasi-steady relation vs. time.
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Initial shock radius 90 104 120 150
(a) D˙n(κ) along quasi-steady relation 0.1245 0.0705 0.0468 0.0272
(b) max |Dn(κ)−Dn(t)| 0.2798 0.1690 0.1133 0.0664
(c) Ratio of (a)/(b) 0.4447 0.4170 0.4125 0.4101
Table 3.1: Shock acceleration and maximum speed deviation from quasi-steady relation.
significant effect, serving only to slightly amplify or reduce the large perturbation caused by the initial
acceleration difference.
Given that there is no way to avoid the large, nonlinear initial disturbance to the solution relative to
the quasi-steady relation, it is difficult to judge the accuracy of Watt & Sharpe’s linear stability analysis.
It appears that it would be futile to attempt to reproduce the linearized growth rates predicted by their
analysis in a numerical simulation, in contrast to what has been done for 1D and 2D ZND detonations by
Henrick et al. [17] and Taylor et al. [38], because it is impossible to impose an initial perturbation that is
small enough to be considered linear. One could resort to analyzing the envelope of nonlinear oscillations
in the vicinity of the neutrally stable radius, as was done by Watt & Sharpe [40], but such a result applies
only to nonlinear stability and has no direct relevance to linear stability.
The frequency of oscillation is relatively insensitive to the curvature, a result first found by Watt &
Sharpe. This is easily seen in Figure 3.4.c, where it is shown that the local extrema of the detonation speed
disturbance relative to the quasi-steady relation occur at nearly identical times when the simulation results
are overlaid.
We also performed a series of simulations with initial conditions on the middle branch. The results
of four of these simulations are shown in Figure 3.5, with initial shock radii of 90, 110, 150, and 200,
corresponding to initial detonation speeds of approximately 4.57, 4.24, 3.89, and 3.64, respectively. As in
the previous simulations, the initial shock acceleration in these simulations is nearly zero. After some delay,
the shock speeds up slowly before it rapidly accelerates and drastically overshoots the quasi-steady speed on
the upper branch. The shock then decelerates and approaches the quasi-steady curve monotonically from
above. Examination of Figure 3.5.b shows that both the initial delay and the overshoot increase as the initial
radius increases along the middle branch, or, equivalently, as the initial detonation speed decreases.
The jump from the middle branch to the upper branch corresponds to an ignition event in which slow,
distributed burning behind a fast moving shock wave rapidly accelerates and couples to the shock front,
forming a strong detonation wave. The behavior of the forward characteristics in the middle branch sim-
ulation with an initial shock radius of 150 is shown in Figure 3.6.a. The forward characteristic emanating
from the generalized CJ point at n ≈ −20.95 is shown as a thick line, which quickly moves away from
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Figure 3.5: Simulation results (solid lines) for cylindrically expanding detonations with idealized gas phase
model. Initial conditions on middle branch of quasi-steady relation (dashed line). (a) Shock speed vs. radius.
(b) Shock speed vs. time.
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Figure 3.6: Change in detonation structure during transition from middle branch to upper branch for
cylindrically expanding detonation with idealized gas phase model with initial radius of 150. (a) Forward
characteristics in the shock frame. (b) Product mass fraction in the shock frame (pure reactant is black,
pure product is white).
the shock and out of the domain, indicating that the shock dynamics are independent of the downstream
initial condition. In order to improve the visualization, many more characteristics are plotted in the region
just ahead of the generalized CJ point than are plotted upstream and downstream. Figure 3.6.b shows the
product mass fraction Y1 as a function of time and space in the shock frame, with the mass fraction varying
from black (pure reactant) to white (pure product). The reaction zone length, as measured by the distance
from the shock to the location where Y1 = 0.99, decreases from an initial value of 18.27 to a minimum of
2.528 at t = 39.67 before slowly increasing to its steady CJ value of 4.898 at very large time.
3.3.2 Results for idealized condensed phase model
We study two calibrations of the idealized condensed phase model. The first calibration involves a state-
insensitive reaction rate and exhibits a monotonic quasi-steady relation. Parameters for the second calibra-
tion are selected such that the quasi-steady, curved detonation is hydrodynamically unstable.
State-insensitive model
We now use the following parameters, which were previously considered by Aslam et al. [1], for an idealized
model of condensed phase detonation in which the reaction rate has no sensitivity to the thermodynamic
state. The parameter values areQ = 4 mm2 µs−2, γ = 3, ν = 0.5, m = 0, ρa = 2 g cm−3, and pa = 10−4 GPa.
The CJ half-reaction zone length scaling yields k = 2.5147 µs−1. The resulting quasi-steady Dn-κ relation
from this model is monotonic and is shown in Figure 3.7 as a dashed curve.
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Figure 3.7: Quasi-steady relation (dashed line) and simulation results (solid lines) for spherically expanding
detonations with state-insensitive condensed phase model.
A series of numerical simulations were conducted using initial conditions on the quasi-steady relation at
different initial radii in spherically symmetric coordinates. A resolution of 30 grid cells per mm was used
in each simulation. The simulation grid was set up to include the region from the initial shock radius to
r = 0.5 mm. The results of three of these simulations, with initial shock radii of 15 mm, 30 mm, and 45 mm,
corresponding to initial detonation speeds of 5.26 mmµs−1, 6.01 mmµs−1, and 6.41mmµs−1, respectively,
are shown as solid lines in Figure 3.7. The results indicate that the detonation is hydrodynamically stable,
as evidenced by a lack of oscillations. As shown in the figure, the simulated detonations quickly converge
to a manifold in Dn-κ space that is close to the quasi-steady relation determined from DSD theory, even at
relatively large values of κ. As κ goes to zero, this Dn-κ manifold asymptotes to the quasi-steady relation
predicted by DSD.
State-sensitive model
We next consider a state-sensitive model of a condensed explosive. The choice of a parameter set follows
the work of Short et al. [30], who conducted a linear stability analysis of the idealized condensed phase
model with fractional reaction order. This analysis, performed in the strong shock limit pa = 0, shows that
the nondimensional parameter values γ = 3, Q = 0.0625, ν = 0.5, m = 5.9, and ρa = 1 lead to a very
weakly stable one-dimensional CJ detonation. The strong shock limit results in an upstream sound speed of
zero. Instead of using an upstream pressure of zero, a value of pa = 10−7 is used in the present work, which
leads to Q ≈ 0.0624999625 and a finite upstream sound speed. The CJ half-reaction zone length scaling
yields k ≈ 30.9938. The quasi-steady Dn-κ relation computed for this model is shown in Figure 3.8.a. An
alternative view of this relation in Dn-rs coordinates with spherical symmetry is shown in Figure 3.8.b.
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Figure 3.8: Quasi-steady relation for state-sensitive condensed phase model. (a) Shock speed vs. curvature.
(b) Shock speed vs. radius (spherical symmetry).
A series of shock-fitted numerical simulations were performed in spherical coordinates, initialized at
different points on the upper branch of the quasi-steady relation. These simulations were performed on
a domain of length 200 using a grid resolution of 30 cells per unit length. The results of four of these
simulations are shown in Figure 3.9, with initial shock radii of 3000, 3100, 3200, and 3300. The results
show that the hydrodynamic instability of this model can become so strong at large curvature that it causes
the detonation wave to completely fail. Initial conditions with 3068 < rs < 3116 or rs > 3259 result in a
stable oscillation about the upper branch, while initial conditions with rs < 3068 or 3116 < rs < 3259 result
in large oscillations that lead to failure of the detonation wave. Note that the failure boundaries are very
sensitive to the initial conditions and grid resolution, as one should expect in the vicinity of a critical point.
The values of the critical radii are therefore approximate. However, it appears that there are at least two
disjoint regions along the upper branch which lead to detonation failure and thus a unique critical initial
radius that separates detonations that fail from those that propagate successfully does not seem to exist.
Within the stable region at 3068 < rs < 3116, the large oscillation that occurs early in the simulation
does not reach a minimum that is low enough to cause the detonation to fail. A detailed illustration of this
effect is shown in Figure 3.10 for initial shock radii of 3065 and 3070. Although the early time evolution
in these simulations is very similar, the slight difference in oscillation phase results in drastically different
outcomes.
A second series of simulations was conducted with this model, this time using initial conditions from the
middle branch of the quasi-steady relation. The results are shown in Figure 3.11 for simulations initialized
with shock radii of 2700 and 2800. There is a minimum initial radius, rs ≈ 2723, at which the detonation
accelerates to the upper branch and oscillates stably. Below this critical initial radius, the detonation
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Figure 3.9: Simulation results (solid lines) for spherically expanding detonations with state-sensitive con-
densed phase model. Initial conditions on upper branch of quasi-steady relation (dashed line).
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Figure 3.10: Simulation results (solid lines) for spherically expanding detonations with state-sensitive con-
densed phase model showing divergence of shock evolution near critical initial shock radius of rs ≈ 3068.
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Figure 3.11: Simulation results (solid lines) for spherically expanding detonations with state-sensitive con-
densed phase model. Initial conditions on middle branch of quasi-steady relation (dashed line).
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Figure 3.12: Simulation results for spherically expanding detonation with state-sensitive condensed phase
model and initial shock radius of 2700. (a) Forward characteristics in the shock frame. (b) Shock speed vs.
time.
undergoes a very large acceleration, overshoots the upper branch of the quasi-steady relation, then rapidly
decelerates and fails as the shock pressure drops and the reaction is extinguished.
As discussed earlier, the computed shock dynamics are uniquely defined only up to the time at which the
forward characteristic emanating from the generalized CJ point in the initial condition reaches the shock.
Figure 3.12.a shows several of the forward characteristic curves for the detonation initialized with the middle
branch solution at rs = 2700. The thick line is the characteristic emanating from the generalized CJ point
at n ≈ −78.5, which reaches the shock at t ≈ 991. Figure 3.12.b shows the time history of the detonation
speed. Clearly, the detonation has already failed by the time that the initial condition imposed downstream
of the generalized CJ point begins to influence the shock.
A forward characteristic analysis was also made for the simulation initialized with the middle branch
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Figure 3.13: Simulation results for spherically expanding detonation with state-sensitive condensed phase
model and initial shock radius of 2800. (a) Forward characteristics in the shock frame. (b) Shock speed vs.
time.
solution at rs = 2800. The results are shown in Figure 3.13.a. Due to the acceleration of the shock early in
the detonation’s evolution, the forward characteristic emanating from the generalized CJ point at n ≈ −83.6
moves away from the shock and out of the computational domain at t ≈ 1378, at which time the detonation
has reached a radius of approximately 4090. As shown in Figure 3.13.b., the detonation has settled into a
stable oscillation well before this time. The limiting characteristic, which separates the characteristics that
move away from the shock from those that run into it, appears to originate from n ≈ −57.
3.3.3 Results for PBX-9501
The quasi-steady relation determined from DSD for the PBX-9501 model is shown in Figure 3.14. A large
number of simulations were conducted with this model in both cylindrical and spherical coordinates, using
initial conditions from the upper and middle branches. In each simulation, a uniform resolution of 400 grid
cells per millimeter was used. Varying domain lengths were used to ensure that the initial solution from the
shock to slightly beyond the generalized CJ point were included in the initial condition.
Four of the simulation results in spherically symmetric geometry are shown in Figure 3.15. The initial
detonation speeds are 8.0 mmµs−1, 7.4 mmµs−1, 6.5 mmµs−1, and 5.5 mmµs−1, corresponding to initial
shock radii of approximately 2.63 mm, 2.20 mm, 2.92 mm, and 5.25 mm. The PBX-9501 model is hydro-
dynamically stable and very strongly damped, despite having a quasi-steady relation with turning points,
which in the idealized models generally indicates hydrodynamic instability or weak damping of oscillations.
In contrast to the behavior of the idealized gas phase model and the state-sensitive idealized condensed
phase model, the shock speed here does not oscillate. Instead, the shock quickly and stably approaches a
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Figure 3.14: Quasi-steady relation for PBX-9501 model.
manifold near the quasi-steady upper branch, even in simulations that are initialized on the middle branch.
The behavior of the forward characteristics in the simulation with an initial detonation speed of 5.5 mmµs−1
is shown in Figure 3.16.a. The forward characteristic emanating from the generalized CJ point at n ≈
−1.02 mm is shown as a thick line, which quickly moves away from the shock and out of the domain, in-
dicating that the shock dynamics are independent of the downstream initial condition. An abrupt change
occurs at t ≈ 0.68µs as the shock speed approaches that of the upper branch (refer to Figure 3.15.b for
the time history of the shock speed). The reaction zone length dramatically decreases as the reaction rate
near the shock increases. Figure 3.16.b shows the change in reaction zone length, as visualized by plotting
the product mass fraction Y1 as a function of time and space in the shock frame, with the mass fraction
varying from black (pure reactant) to white (pure product). In the initial condition on the middle branch,
the reaction is extremely slow and the product mass fraction at the generalized CJ point is 0.402. By the
end of the transition from the middle branch to the upper branch, the reaction zone length is only 0.14 mm,
as measured by the distance behind the shock at which Y1 = 0.99.
The shock speed and acceleration are calculated as part of the numerical solution in our shock-fitting
scheme. This information can be used to develop a response surface for D˙n(Dn, κ) given a sufficient number
of simulations to accurately sample the Dn-κ plane. Response surfaces for the shock acceleration computed
from simulations in cylindrical and spherical coordinates are shown in Figure 3.17.a and Figure 3.18.a,
respectively, along with a few of the shock trajectories plotted as black lines. Each plot is constructed
from the results of 60 simulations initialized with the quasi-steady solution between Dn = 4.6 mmµs−1 and
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Figure 3.15: Quasi-steady relation (dashed line) and simulation results (solid lines) for spherically expanding
detonation with PBX-9501 model. (a) Shock speed vs. radius. (b) Shock speed vs. time.
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Figure 3.16: Change in detonation structure during transition from middle branch to upper branch for
spherically expanding detonation with PBX-9501 model with initial detonation speed of 5.5 mmµs−1. (a)
Forward characteristics in the shock frame. (b) Product mass fraction in the shock frame (pure reactant is
black, pure product is white).
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Figure 3.17: PBX-9501 results from cylindrically symmetric simulations. (a) Shock acceleration
D˙n [mmµs−2]. (b) Shock jerk D¨n [mmµs−3].
Dn = 8.7 mmµs−1.
Several interesting features can be seen in these plots. The shock acceleration is very small near the
quasi-steady curve and increases as the curvature decreases at fixed Dn. At small values of curvature with
shock speeds well below the quasi-steady upper branch, the shock acceleration takes on quite large values
and changes very quickly with Dn. Comparing the cylindrical simulation results with the spherical results
shows that, for a given Dn-κ point to the left of the quasi-steady curve, the shock acceleration is lower in
the cylindrical case.
In the asymptotic DSD theory of Kasimov & Stewart [22], the higher derivatives of acceleration are
taken to be asymptotically small, e.g. D¨n = o(D˙n, κ), and a unique value of the shock acceleration D˙n
can be determined for each point in Dn-κ space. Such a relation for D˙n(Dn, κ) is not unique in a solution
of the complete reactive Euler equations, in which the full spectrum of temporal dynamics is necessarily
retained. The difference in shock acceleration between Figure 3.17.a and Figure 3.18.a reflects the non-zero
derivative of shock acceleration, D¨n, known as jerk, which is plotted for the two geometries in Figure 3.17.b
and Figure 3.18.b. In those regions where the shock acceleration is in good agreement between the two cases,
the shock jerk is relatively small, satisfying the asymptotic limit of DSD. Towards the left edge of each plot,
where the acceleration deviates significantly between the two cases, the jerk has a relatively large magnitude.
Good agreement between DSD and numerical simulation should not be expected in regions where the jerk
magnitude is large.
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Figure 3.18: PBX-9501 results from spherically symmetric simulations. (a) Shock acceleration
D˙n [mmµs−2]. (b) Shock jerk D¨n [mmµs−3].
It is important to note that the region of Dn-κ space that is most important for a hydrodynamically
stable, self-sustaining detonation is near the upper branch at small curvature, since this is the region of state
space where such a detonation spends the majority of its time. It is shown in Figures 3.17 and 3.18 that
the shock acceleration and jerk are quite small in this region, meaning that the quasi-steady assumption of
DSD should be accurate and one can expect higher-order DSD theory to yield good predictions of the shock
acceleration.
3.4 Conclusions
We have developed a shock-fitting algorithm for radially symmetric detonations and used the scheme to in-
vestigate the dynamics of spherically and cylindrically expanding detonations for both idealized and realistic
detonation models. In particular, we investigated the relationship of the numerical simulations with the
predictions of Detonation Shock Dynamics theory. The shock-fitting scheme is applicable to quite general
detonation models incorporating complex equations of state and systems of reactions.
We presented the first numerical simulations of the reactive Euler equations that demonstrate the in-
stability of the middle branch of quasi-steady DSD solutions with turning points. These simulations show
that the nature of the quasi-steady relation in the Dn-κ plane is that, in the limit of slow time variation,
it separates a region of shock acceleration on the left of the quasi-steady relation from a region of shock
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deceleration on the right. This agrees qualitatively with the D˙n-Dn-κ theory of Kasimov and Stewart [22],
as well as a number of studies on detonation initiation from hot spots and blast waves (e.g. Eckett et al
[10]).
60
Chapter 4
Linear stability of DSD solutions
We present the formulation of a linear stability analysis of quasi-steady detonation solutions governed by
Detonation Shock Dynamics (DSD), an asymptotic theory of detonation in the limits of slow time variation
and small shock curvature. The formulation is derived for a general incomplete equation of state and system
of chemical reactions. We assume that the underlying quasi-steady solution, which necessarily exhibits
time dependence on an asymptotically slow time scale, is steady relative to an asymptotically fast time
scale on which hydrodynamic instabilities evolve. Complications that arise when these time scales are not
well-separated are described and the limitations they impose on the present theory are discussed.
4.1 Introduction
Reduced theories for quasi-steady, weakly curved detonation have been developed that rely on two asymptotic
limits in space and time. The spatial limit takes the reaction zone length to be small relative to the
radius of curvature of the shock front, and the temporal limit assumes that the time scale on which the
detonation evolves is much slower than the particle transit time through the reaction zone. These asymptotic
theories, collectively known as Detonation Shock Dynamics (DSD), have been successful in capturing and
expressing the physics of detonation [3]. A central result of DSD theory is that an intrinsic relationship exists
between the shock curvature, κ, and the quasi-steady normal detonation speed, Dn. Numerical methods
have been developed based on these Dn-κ relations that are capable of accurately simulating detonation
fronts at greatly reduced computational cost relative to direct numerical solution of the complete governing
equations [1]. These methods are used extensively for the development and computational testing of explosive
devices. Unfortunately, it is possible to obtain DSD solutions in regimes where the detonation dynamics
violate the underlying asymptotic assumptions of quasi-steadiness and small curvature and/or the solutions
are hydrodynamically unstable. Each point on the Dn-κ relation corresponds to a mathematical solution
of the quasi-steady detonation problem in the slow-time, weak-curvature asymptotic limit. That such a
mathematical solution exists is a necessary, but not sufficient, condition for the solution to be realizable.
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One must also demonstrate that the solution is hydrodynamically stable, typically by means of a linear
stability analysis.
There is a large body of research on linear stability analysis of steady detonation solutions from the
Zel’dovich, von Neumann, and Do¨ring (ZND) theory of detonation. The study of the hydrodynamic insta-
bility of detonation began with the work of Erpenbeck in the 1960s [11, 12]. His formulation of the linear
stability problem made use of a Laplace transform method to determine point-wise stability. Lee & Stewart
[24] solved the linearized one-dimensional detonation stability problem using a normal mode approach that
has been used in virtually every subsequent study. A comprehensive review of the literature was conducted
by Stewart & Kasimov [34]. More recently, Gorchkov et al [15] formulated a linear stability analysis for an
arbitrary incomplete equation of state and systems of chemical reactions. Their formulation is as general
as possible, with the only restrictions having to do with the avoidance of singularities in the reaction rate
expressions that arise in certain reduced one-step reaction schemes (see the discussion in Short et al [30]).
Understanding of the hydrodynamic stability of quasi-steady detonation solutions derived from DSD is
much less mature. The doctoral thesis of Yao [42] and a later article by Watt & Sharpe [39] analyzed the
linear stability of quasi-steady detonations to one-dimensional perturbations. Their research considered an
idealized model for detonation based on a polytropic equation of state and a single-step, irreversible Arrhenius
rate law. Both works formulated a linear stability analysis under the assumption that the unstable modes, if
they exist, grow on a much faster time scale than the time scale on which the quasi-steady solution evolves;
that is, the quasi-steady solution is constant in time relative to growth of the instability. No justification of
this assumption was presented in either work, nor were the implications of this assumption discussed.
In the present work, we formulate a linear stability analysis of quasi-steady detonation for an arbitrary
incomplete equation of state and systems of chemical reactions. As in the analyses of Yao and Watt & Sharpe,
the underlying quasi-steady solution is assumed to be constant in time, while the hydrodynamic instability
is assumed to evolve on an asymptotically fast time scale. This assumption, while greatly simplifying the
stability analysis, imposes substantial restrictions on the applicability of the results.
This chapter is organized as follows. In section 4.2 we summarize the governing equations for quasi-
steady detonations with small curvature. In section 4.3 we describe the equations and boundary conditions
for the quasi-steady solution which forms the base state for the linear stability analysis. We also describe
our method of solving for the quasi-steady solution. In section 4.4 we formulate the linear stability analysis
and describe a numerical shooting method to be used to solve the resulting boundary value problem. In
section 4.5 we discuss the limitations and restrictions of the linear stability analysis.
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4.2 The governing equations
The system of equations governing weakly-curved detonation in the shock-attached frame is
∂Yi
∂nˆ
=
ωi
U
− 1
U
∂Yi
∂tˆ
, (4.1a)
∂M
∂nˆ
= −∂ρ
∂tˆ
− κρ (U +Dn) , (4.1b)
∂P
∂nˆ
= −∂M
∂tˆ
− ρD˙n − κρU (U +Dn) , (4.1c)
∂H
∂nˆ
= − 1
U
∂H
∂tˆ
− D˙n + 1M
∂P
∂tˆ
, (4.1d)
with density ρ, specific volume v = 1/ρ, pressure p, shock curvature κ, species mass fractions Yi, and species
rates of production ωi, where i = 1, . . . , N is an index indicating the species. In a mixture of Ns species,
N = Ns − 1 is the number of independent equations since mass conservation requires
∑Ns
i=1 Yi = 1. The
normal detonation speed and acceleration are Dn and D˙n, respectively, and U = u − D is the velocity in
the shock-attached frame. The fluxes are mass flux M = ρU , momentum flux P = p + ρU2, and energy
flux H = e + pv + U2/2. The shock-relative spatial coordinate is nˆ, defined such that the shock is located
at nˆ = 0 and the detonation structure is in the region nˆ ≤ 0.
The detonation model consists of an incomplete equation of state of the form e(p, v, Yi), which gives the
mass-specific internal energy e, and a system of chemical species production rates with the general form
ωi(p, v, Yk).
After some manipulations we obtain the governing equations in primitive variables, a form that is more
convenient for linear stability analysis
∂Yi
∂tˆ
+ U
∂Yi
∂nˆ
= ωi, (4.2a)
∂v
∂tˆ
+ U
∂v
∂nˆ
− v ∂U
∂nˆ
= κv (U +Dn) , (4.2b)
∂U
∂tˆ
+ U
∂U
∂nˆ
+ v
∂p
∂nˆ
+ D˙n = 0, (4.2c)
∂p
∂tˆ
+ U
∂p
∂nˆ
+ ρc2
∂U
∂nˆ
= ρc2
N∑
i=1
(σiωi)− κρc2 (U +Dn) . (4.2d)
The thermicity coefficient σ of species i and the sound speed c are
σi = − e,Yi
ρc2e,p
, (4.3)
c2 =
e,v + p
ρ2e,p
. (4.4)
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The Rankine-Hugoniot conditions relate the speed of a shock wave to the state immediately upstream
and downstream of the shock. In primitive variables, the Rankine-Hugoniot conditions are
M = −ρaDn = ρsUs, (4.5a)
P = pa +M2va = ps +M2vs, (4.5b)
H = ea + pava + 12M
2v2a = es + psvs +
1
2
U2s , (4.5c)
Yia = Yis. (4.5d)
The subscripts a and s indicate evaluation in the ambient region upstream of the shock and immediately
behind the shock, respectively. The ambient state is assumed to be stationary in the laboratory reference
frame, such that ua = 0 and Ua = −Dn.
4.3 The quasi-steady solution
In the linear stability analysis, we will consider small perturbations about the quasi-steady solution. In this
section, we describe the equations and boundary conditions governing the quasi-steady solution as well as
our method for solving the resulting nonlinear eigenvalue problem.
4.3.1 Governing equations for the quasi-steady solution
In the limit of slow time variation, the N + 3 PDEs (4.2 a–d) governing detonation with small curvature
reduce to a system of N + 2 ODEs in space and a constraint on the energy flux,
dYi
dnˆ
=
ωi
U
, (4.6a)
dM
dnˆ
= −κρ (U +Dn) , (4.6b)
dP
dnˆ
= −κρU (U +Dn) , (4.6c)
H = constant. (4.6d)
An alternative form of the energy equation gives rise to
dU
dn
=
Φ
η
, (4.7)
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where the thermicity parameter Φ and sonic parameter η are defined as
Φ = −κc2 (U +Dn) + c2
N∑
i=1
σi ωi, (4.8)
η = c2 − U2. (4.9)
4.3.2 Boundary conditions on the quasi-steady solution
Boundary conditions on Yi, M, P, and U at the shock are obtained from the Rankine-Hugoniot conditions
(4.5a–d), upon specification of the upstream state and the normal detonation speed. The boundary condi-
tions at the generalized CJ point n∗ require that the thermicity parameter Φ and sonic parameter η vanish
simultaneously, such that
Φ∗ = η∗ = 0, (4.10)
where the subscript ∗ denotes evaluation at the generalized CJ point.
4.3.3 Numerical solution
The system of ordinary differential equations (4.6a–c, 4.7) and boundary conditions (4.5a–d, 4.10) constitute
a nonlinear eigenvalue problem for κ given Dn and the ambient state ρa, pa, and Yia. More specifically, it
is a nonlinear two-point boundary value problem with Dirichlet boundary conditions specified at the shock
and the generalized CJ point. The location of the generalized CJ point, n∗, is not known a priori and must
be found as part of the solution.
We use a logical bisection algorithm to solve for the Dn-κ relation. Described briefly, the essential idea is
that integrals of the ODEs (4.6a–d and 4.7) either encounter a sonic point (η = 0), indicating that the guess
for κ is too small, or the integrals diverge, indicating that κ is too large. Using knowledge of this behavior,
we can find an arbitrarily small interval of κ that is guaranteed to contain the solution for a given value of
Dn. Appendix B contains a complete description of the bisection algorithm.
Solutions of this nonlinear eigenvalue problem yield quasi-steady relations between Dn and κ of two types,
which can be classified by the presence or absence of turning points. At each point on the Dn-κ relation,
the spatial structure of the quasi-steady solution can be computed by numerical integration of equations
(4.6a–c, 4.7). It is this quasi-steady solution, in primitive variables v, U , p, and Yi, that serves as the base
state for the linear stability analysis.
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4.4 The linear stability analysis
4.4.1 Governing equations for the perturbations
Under the assumption that the quasi-steady solution evolves on a much slower time scale than does the
hydrodynamic instability, such that the quasi-steady solution can be treated as constant in time on the
fast time scale, the governing equations (4.2) can be expanded in normal modes of the form q(t, n) =
q∗(n) + q′(n) exp(αt). Here q∗(n) represents the components of the quasi-steady solution and q′(n) exp(αt)
represents the components of the linear perturbation. The variable α is complex valued, where the real
part αR is the growth rate of the instability and the imaginary part αI is the frequency of oscillation of the
instability.
A detailed account of the expansion and linearization of the governing equations is shown in Appendix
C. The final result is a system of N + 3 complex-valued ODEs with variable coefficients.
A
dq′
dn
+ (α+ C + κB) q′ + αdφ′ + ακeφ′ + α2fφ′ = 0, (4.11)
where
q′ =

v′
U ′
p′
Y ′1
...
Y ′N

, d =

− dvdn
−dUdn
− dpdn
−dY1dn
...
−dYNdn

, e =

−v
0
ρc2
0
...
0

, f =

0
1
0
0
...
0

(4.12)
A =
 A3×31 03×N
0N×3 UIN×N
 ,A3×31 =

U −v 0
0 U v
0 ρc2 U
 , (4.13)
66
C =
 C3×31 C3×N2
CN×33 C
N×N
4
 , (4.14)
C3×31 =

−dUdn dvdn 0
dp
dn
dU
dn 0
av
dp
dn ap
 , C3×N2 =

0 0 · · · 0
0 0 · · · 0
aY1 aY2 · · · aYN
 , (4.15)
CN×33 =

−ω1,v dY1dn −ω1,p
−ω2,v dY2dn −ω2,p
...
...
...
−ωN,v dYNdn −ωN,p

, CN×N4 =

−ω1,Y1 −ω1,Y2 · · · −ω1,YN
−ω2,Y1 −ω2,Y2 · · · −ω2,YN
...
... · · · ...
−ωN,Y1 −ωN,Y2 · · · −ωN,YN

(4.16)
B =
 B3×31 B3×N2
0N×3 0N×N
 , (4.17)
B3×31 =

− (U +Dn) −v 0
0 0 0
(U +Dn) bv ρc2 (U +Dn) bp
 , (4.18)
B3×N2 =

0 0 · · · 0
0 0 · · · 0
(U +Dn) bY1 (U +Dn) bY2 · · · (U +Dn) bYN
 (4.19)
The definitions of matrix elements av, ap, aYi , bv, bp, and bYi are given in Appendix C.
4.4.2 Perturbation boundary conditions at the shock
The boundary conditions for the perturbations at the shock are determined from linearization of the Rankine-
Hugoniot conditions (4.5). Since the Rankine-Hugoniot relations do not involve κ, the result here is equivalent
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to that of Gorchkov et al [15].
v′ =
va
D
(
U
D
+ 1− au
)
α, (4.20a)
U ′ = auα, (4.20b)
p′ =
D
va
(
U
D
+ 1 + au
)
α, (4.20c)
Y ′i = 0 (4.20d)
where
au =
(
1 +
U
D
)
vapa + evva + epρaD2
vap+ evva − epρaD2 . (4.21)
4.4.3 Perturbation boundary conditions at the generalized CJ point
A condition must be imposed at the generalized CJ point to ensure that solutions of the linearized equations
are bounded. The condition to be imposed results from linearization of the forward characteristic equation
in the frame of the generalized CJ point, which is
dp
dt`
+ ρc
du
dt`
+ κρc2u = ρc2
Ns∑
i=1
(σiωi) on
dx`
dt`
= u+ c. (4.22)
A rigorous derivation of this equation can be found in Stewart & Kasimov [35].
After linearization and expansion in normal modes, the resulting boundary condition is
αρcU ′ + αp′ + dV V ′ + dpp′ +
Ns∑
i=1
(dYiY
′
i ) + κbV V
′ + κρc2U ′ + κbpp′ +
Ns∑
i=1
(κbYiY
′
i )
−α dp
dn
φ′ + α2ρcφ′ − αρcdU
dn
φ′ + ακρc2φ′ = 0, (4.23)
where
dV =
1
e,p
Ns∑
i=1
(
−e,pV e,Yiωi
e,p
+ e,Yiωi,V + e,V Yiωi
)
, (4.24a)
dp =
1
e,p
Ns∑
i=1
(
−e,ppe,Yiωi
e,p
+ e,Yiωi,p + e,pYiωi
)
, (4.24b)
dYi =
1
e,p
Ns∑
k=1
(
−e,pYie,Ykωk
e,p
+ e,Ykωk,Yi + e,YkYiωk
)
, (4.24c)
and bV , bp, and bYi are given Appendix C. Note that this result assumes that the equation of state and
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rates of species production are continuous, smooth and generally “well behaved”, which is usually the case
for the equation of state and for chemical kinetics derived from realistic systems. A specialized boundary
condition would need to be derived for any model equations which exhibit singularities in the first or second
partial derivatives of the equation of state or rates of species production, as such singularities may give rise
to unbounded spatial modes in the linear stability analysis.
4.4.4 Numerical solution
The system of ODEs (4.11) subject to boundary conditions (4.20 and 4.23) can be solved by a shooting
method. The shooting method involves a 2D root solve for the real and imaginary parts of the eigenvalue α.
In each iteration of the root solve, the complex-valued system of ODEs is integrated in space from the shock
to the generalized CJ point n∗, previously determined from the quasi-steady solution, and the radiation
condition is evaluated. The radiation condition serves as a residual function which the root solver seeks to
reduce to zero. A similar procedure can be used to iterate on other combinations of 2 variables, such as
model parameters, in order to determine other features of the instability such as neutral stability curves.
4.5 Discussion
As mentioned earlier, the present linear stability analysis is derived under the assumption that the instability
evolves on a fast time scale, tf , relative to the slow time scale on which the quasi-steady solution evolves,
ts; e.g. tf  ts. This assumption should be reasonably accurate so long as the time scales remain very
widely separated, and it makes the problem much more tractable. A linear stability analysis of the complete
problem, which would retain the time dependence of the underlying quasi-steady solution, is a much more
complicated and difficult problem.
Of course, the approximate treatment of the present work cannot be expected to give precise solutions
to the complete problem. The instability growth rates, oscillation frequencies, curvature at neutral stability,
and other results of the analysis will be at best first approximations to the exact solution. Consider, for
example, determination of the curvature at neutral stability. Assume that a given detonation model is stable
to one-dimensional perturbations in the zero-curvature (planar) case, but it is known to become unstable at
finite curvature. The present linear stability analysis will predict that at some particular value of curvature
the instability growth rate is exactly zero, corresponding to the point of neutral stability. However, at this
supposed point of neutral stability the assumed separation of time scales does not exist, as the time scale of
the instability is infinitely large (since tf ∼ 1/αR). The exact point of neutral stability occurs when the rate
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at which the detonation is accelerating exactly matches the rate at which the instability is growing; in terms
of the results of the present analysis, this should occur when αR has a small positive value. Optimistically,
one can say that the present analysis will thus underestimate the curvature of neutral stability.
A limitation of a linear stability theory for the complete problem, which retains time dependence of
the quasi-steady solution, based on Dn-κ theory (as opposed to higher order theories relating D˙n-Dn-κ,
for instance) is that one cannot assume evolution of the detonation along the Dn-κ relation near turning
points of that relation and thus there is no sensible time-dependent base state about which to linearize. The
idealization which is commonly made is that the detonation evolves through a succession of quasi-steady
states along the Dn-κ relation; that is, a detonation starts at a given point on the upper branch of the Dn-κ
relation and follows that relation to the left as it expands outward. While this is a reasonable idealization at
very small curvature near the CJ detonation speed, where the detonation speed and curvature change very
slowly in time, it is not reasonable in the vicinity of the turning point. The Dn-κ relation is the locus of
solutions to the asymptotic governing equations where the shock acceleration D˙n is exactly zero. However,
in the vicinity of a turning point the shock acceleration necessary to follow the Dn-κ curve is large; at a
turning point it is infinite. Thus, one cannot rely upon the Dn-κ relation to express the time dependence of
the quasi-steady detonation near a turning point.
4.6 Conclusions
We have formulated a one-dimensional linear stability analysis of quasi-steady detonation solutions governed
by DSD theory for a general incomplete equation of state and system of chemical reactions. The analysis
ignores the time dependence of the underlying quasi-steady solution, assuming that it is steady relative to
the time scale of the hydrodynamic instability.
70
Chapter 5
Regularization of single-step reaction
models for detonation
A modification to single step reaction rate models for detonation with fractional reaction order is proposed
with the result that the reaction zone, which has finite extent in the original reaction model, is of infinite
extent. It is shown that the limiting behavior of this regularized reaction model is equivalent to that of the
original, unregularized model, while avoiding the non-physical effects present in the original model. The
effect of regularization on the steady detonation structure is described. A linear stability analysis of the
regularized model is performed and compared with the results of the unregularized model. The importance
of the reaction rate regularization to linear stability analysis is discussed. The nonlinear behavior of the
regularized model is compared to the unregularized model and shown to be equivalent in the limit of the
regularization parameter increasing to infinity.
5.1 Introduction
The linear stability of planar detonation has been studied extensively, beginning with a series of papers by
Erpenbeck in the 1960’s [11, 12]. An alternative formulation of the linear stability problem using normal
modes, posed by Lee & Stewart [24], provided a more computationally tractable method and has led to a
number of extensions and generalizations such as multi-dimensions [4, 33], bounded cylindrical geometry
[20], multi-step reaction mechanisms [29], and non-ideal equations of state [30, 32]. Refer to the recent
review article by Stewart and Kasimov [34] for a comprehensive summary of work in this field.
Highly accurate verification of linear stability analysis results has recently been made possible through
the development of shock-fitted simulation methods. Originally developed by Kasimov & Stewart [21] in
2004 for one-dimensional detonation simulations using a first-order accurate numerical scheme, shock-fitted
methods have been extended to fifth-order accuracy in time and space by Henrick et al [17] and to two-
dimensional geometry by Taylor et al [38]. These methods obtain solutions of unprecedented accuracy by
explicitly solving for the dynamics of the lead shock, avoiding the smearing and clipping inherent in shock-
capturing methods. Shock-fitted methods have enabled verification of linear stability results beyond locating
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neutral stability boundaries, including features such as the disturbance growth rate, oscillation frequency, and
perturbation eigenfunctions. In addition, these methods have been used to study the nonlinear dynamics
of unstable detonations, including the onset of chaotic pulsations [17], beating instabilities [30], and the
transition to cellular detonation [38].
The early studies of linear stability used a polytropic gas equation of state and single-step Arrhenius
reaction rate law and examined the effect of changing the detonation overdrive f , reaction heat release Q,
activation energy E, and transverse disturbance frequency k, but ignored the reaction order ν. This was due
to mathematical complications in determining the proper closure condition for the stability analysis when
ν < 1. Liang et al [25] presented linear stability results for reaction order above and below one, applying
the method of Short & Stewart [33] without any consideration of these complications.
In this work it is demonstrated that the choice of a fractional reaction order, resulting in a finite reaction
zone length, leads to several objectionable physical results and a singularity in the linear stability analysis.
A single-parameter regularization of the single step reaction model is proposed which yields a reaction zone
of infinite extent, avoids the singular term in the linear stability analysis, and which exhibits linear and
nonlinear behavior similar to that of the unregularized model.
5.2 Problem formulation and numerical methodology
5.2.1 Euler equations in conservative form
The governing equations for the inviscid one-dimensional flow of a detonation wave with a single-step chemical
reaction are the reactive Euler equations
∂u
∂t
+
∂F(u)
∂x
= S(u), (5.1)
where the vectors representing the conserved variables u, x-fluxes F, and source term S are
u =

ρ
ρu
ρE
ρλ

, F =

ρu
ρu2 + p
(ρE + p)u
ρuλ

, S =

0
0
0
ρω

. (5.2)
The density is ρ, velocity is u, pressure is p, total energy per unit mass is E, chemical reaction rate is ω,
and the reaction progress variable is λ which varies from 0 in the unreacted fuel to 1 in the completely
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burnt products. The total energy E is the sum of the mass-specific internal energy e given by an incomplete
equation of state and the kinetic energy
E = e(p, v, Yi) +
u2
2
. (5.3)
The polytropic equation of state used throughout the present work is
e =
pv
γ − 1 − λQ, (5.4)
where γ is the ratio of specific heats and Q is the reaction heat release.
We consider two reaction models in this study. The first, referred to as the unregularized model, is the
commonly employed single step, irreversible Arrhenius reaction rate
ω = k (1− λ)ν exp
(
−Eaρ
p
)
, (5.5)
where k is the scaled reaction rate constant, ν is the reaction order, and Ea is the activation energy.
The second reaction model is called the regularized model. It is identical to the regularized model except
that the reaction order is now a function of λ, with behavior that is governed by a single parameter m
ω = k (1− λ)ν∗ exp
(
−Eaρ
p
)
,
ν∗ = ν + (1− ν)λm. (5.6)
As is customary in linear stability analysis of this simple detonation model, we take the half reaction
zone length, `1/2, to be the characteristic length scale. This is done for the unregularized model by setting
the reaction rate constant, k, such that the point where λ = 1/2 occurs at x = 1,
k =
∫ 1/2
0
U (λ)
(1− λ)ν exp
(
Eaρ
p
)
dλ, (5.7)
and analogously for the regularized model by replacing ν with ν∗.
The degree of overdrive for a detonation wave, f , is given by
f =
(
D
DCJ
)2
(5.8)
where D is the steady detonation speed and DCJ is the Chapman-Jouguet speed for a self-sustained deto-
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nation wave.
5.2.2 Shock attached frame formulation
The reactive Euler equations can be written in a reference frame attached to the lead shock of a detonation
wave by making a change of coordinates from the lab frame coordinate x to the shock-relative coordinate n.
The formulation used here is a simplified version of that presented in Chapter 3, which results in a system
of PDEs for the shock-fitted reactive Euler equations (3.13) and an ODE for the time evolution of the mass
flux M across the shock (3.20). In the present work, only planar detonations are considered and so the
geometric source terms are zero. We only consider a polytropic equation of state, which allows the use of an
analytical solution for the Rankine-Hugoniot conditions (3.31a) and simplification of the normal mass flux
ODE (3.32). The resulting system of equations is
∂u
∂t
+
∂
∂n
[F(u) +Mvau] = S(u), (5.9)
and
∂M
∂t
=
(γ + 1)
[
(γ − 1)Qρω − ρ (c2 − U2) ∂u∂n]∣∣s
6Mva + 2γpa/M , (5.10)
where subscript s denotes the shock state and subscript a denotes the upstream, or ambient, state. The
particle velocity in the shock frame is U = u−D.
The state at the shock is determined from the Rankine-Hugoniot conditions given the upstream state
and the mass flux across the shock. The resulting expressions for the shock state are
vs =
1
ρs
=
γ − 1
γ + 1
va +
2paγ
(γ + 1)M2 , (5.11)
Us = Mvs, (5.12)
ps = −γ − 1
γ + 1
pa +
2vaM2
γ + 1
, (5.13)
λs = λa. (5.14)
5.2.3 Linear stability analysis
The linear stability of one-dimensional planar detonation is analyzed using a normal mode expansion of the
reactive Euler equations written in primitive variables. The following summary follows the work of Short &
Stewart [33]; the reader is referred there for additional details of the formulation. The governing equations
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are first specialized to a shock attached frame, such that
n = x+Dt− ψ (t) , (5.15)
where ψ is the displacement relative to the steady shock location. A normal mode expansion,
z = z∗ (n) + z′ (n) exp (αt) (5.16)
ψ = ψ′ exp (αt) , (5.17)
where
z =
[
v U p λ
]T
, (5.18)
of the governing equations in the shock attached frame results in a linear system of ODEs for the complex-
valued perturbations with variable coefficients,
A
dz′
dn
+ (α+ C) z′ − α dz
dn
= 0. (5.19)
The coefficients in A and C are functions of the steady solution,
A =

U −v 0 0
0 U v/γ 0
0 γp U 0
0 0 0 U

, (5.20)
C =

−U,x vx 0 0
p,x/γ U,x 0 0
(1− γ)Q [ω,v − ρω] ρ p,x γU,x + (1− γ)Qρω,p (1− γ)Qρω,λ
−ω,v λ,x −ω,p −ω,λ

. (5.21)
Because the reaction progresses monotonically, the independent variable can be changed from distance
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behind the shock, n, to the more convenient reaction progress coordinate, λ,
A
ω
U
dz′
dλ
+ (α+ C) z′ − α ω
U
dz
dλ
= 0. (5.22)
Boundary conditions at the shock are obtained by linearizing the Rankine-Hugoniot relations subject to
a small perturbation to the shock location. The perturbations at the shock are
v′ =
4α
(γ + 1)D2M
, U ′ =
2
(
1 +D2
)
α
(γ + 1)D2
, p′ = − 4γMα
(γ + 1)
, λ′ = 0, (5.23)
where all quantities are evaluated at the shock. The quantity M is the shock-frame Mach number, defined
as M = U/c, where c =
√
γpv is the speed of sound.
The boundary condition at the end of the reaction zone can be interpreted as a requirement that the
perturbations are bounded or that acoustic waves are not allowed to propagate forward into the reaction
zone. Both interpretations lead to the same complex-valued condition, which is
U ′ − v
γc
p′ = 0, (5.24)
all quantities are evaluated at the end of the reaction zone (λ→ 1).
5.2.4 Discretization and numerical implementation
The results presented in this work were obtained through direct numerical solution of the reactive Euler
equations in the shock-attached frame and through numerical solution of the linear stability equations for
planar detonation. The implementation of these solvers is briefly described here.
Shock-attached frame simulation
The reactive Euler equations in the shock-attached frame (5.9) were solved using the numerical method
described in Chapter 3. Briefly, the scheme uses a fifth-order WENO scheme due to Jiang & Shu [19] for the
spatial discretization along with the third-order TVD Runge-Kutta time integration scheme of Gottlieb &
Shu [16] to solve the system of equations using a finite volume approach. The velocity gradient behind the
shock, which appears in the mass flux equation, was computed using a fifth-order one-sided finite difference.
This method is not robust in the presence of internal shocks since the finite difference approximation will
become inaccurate or fail completely in such a situation.
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Linear stability analysis
A Fortran program was written to solve the linear stability problem following the approach described by
Short & Stewart [33]. The program uses a shooting method to obtain solutions of the boundary value
problem. The stability ODEs are integrated in reaction (λ) coordinates from the shock to the far field,
where the radiation condition is evaluated. The solver iterates on two detonation parameters until the
radiation condition residual is decreased below a user-specified tolerance. Neutral stability curves and
dispersion relations are computed by local continuation; the independent parameter is changed slightly and
a new solution is solved for using the previous solution or a linear extrapolation based on previous solutions.
The program uses the ordinary differential equation solver VODE [6] and the HYBRD root solver from the
Minpack project [26]. The program was validated against results published in references [24] and [33].
5.3 Results
In this section we present results for the regularized and unregularized models with regard to the effect of
regularization on the steady ZND solution, differences in their linear stability behavior and verification of
same through shock-fitted simulation, and the effect on the nonlinear dynamics of this detonation model.
5.3.1 Steady structure
The most noticeable effect of regularization with ν < 1 is that the reaction zone length becomes infinite,
rather than having a finite length as in the unregularized model. This is demonstrated in Figure 5.1, where
the reaction zone length for the unregularized model with ν = 0.5 is approximately 1.1571 `1/2.
5.3.2 Linear stability analysis
In the unregularized model, a singularity occurs in the partial derivative of the reaction rate with respect to
λ when ν < 1:
lim
λ→1
ω,λ = lim
λ→1
−kν (1− λ)(ν−1) exp
(
−Eaρ
p
)
= −∞, ν < 1. (5.25)
This term appears twice in matrix C (5.21), where it can cause serious problems in solving the ODEs. In
contrast, the regularized model has no singularity. In the unregularized model, this term is
ω,λ = −kν (1− λ)(ν−1) exp
(
−Eaρ
p
)
, (5.26)
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Figure 5.1: Distribution of λ as a function of n. Unregularized model (lines), regularized model with ν = 0.5
(symbols). Parameters: γ = 1.2, Q = 50, f = 1, E = 50.
whereas in the regularized model it is
ω,λ = k exp
(
−Eaρ
p
)[
m (1− ν) (1− λ)ν∗ ln (1− λ)− ν∗ (1− λ)(ν∗−1)
]
. (5.27)
The regularized model’s limiting behavior as λ approaches 1 is that of the unregularized model with ν = 1,
which has no singularity. A comparison of ω,λ for the regularized and unregularized models, both with
ν = 0.5, is shown in Figure 5.2. Note that the regularized model more closely matches the unregularized
model as m increases. Also, the transition from ν = 0.5 to ν = 1 behavior in the regularized model occurs
over a more narrow region as m becomes large.
In order to compare the linear stability of the regularized and unregularized reaction models, twelve
unstable eigenvalues of the case γ = 1.2, Q = 50, f = 1, Ea = 50 were computed. The results of this
comparison are shown in Table 5.1. These eigenvalues were derived from those listed in Lee & Stewart
[24]. The eigenvalues in Table 5.1 are expressed in nondimensional form using upstream scales in order to
be consistent with simulation results given in the next section. Note that the results of Lee & Stewart are
written in post-shock scales and thus have different numerical values than the eigenvalues shown here.
5.3.3 Verification of growth rates and frequencies
In this section, we compare numerical simulation results to the growth rate and frequency determined from
linear stability analysis for both reaction models. In the case of the regularized model, the effect of increasing
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Figure 5.2: Comparison of ω,λ with ν = 0.5. Unregularized model (line), regularized model (symbols).
Parameters: γ = 1.2, Q = 50, f = 1, Ea = 50.
Unregularized Regularized, ν = 0.5 Unregularized
ν = 1 m = 0.01 m = 1 m = 100 m = 10000 ν = 0.5
αR αI αR αI αR αI αR αI αR αI αR αI
0.096 0.00 0.096 0.00 0.094 0.00 0.091 0.00 0.090 0.00 0.089 0.00
1.745 0.00 1.745 0.00 1.779 0.00 1.966 0.00 2.015 0.00 2.019 0.00
1.765 4.11 1.766 4.11 1.822 4.09 2.062 4.06 2.097 4.03 2.098 4.02
1.774 7.83 1.775 7.83 1.861 7.83 2.194 7.80 2.217 7.75 2.213 7.75
1.677 11.42 1.679 11.42 1.806 11.45 2.246 11.38 2.250 11.32 2.245 11.32
1.535 14.99 1.537 14.99 1.713 15.04 2.271 14.94 2.248 14.86 2.243 14.87
1.348 18.55 1.350 18.55 1.575 18.62 2.246 18.46 2.186 18.38 2.187 18.39
1.141 22.11 1.143 22.11 1.420 22.19 2.207 21.96 2.108 21.90 2.117 21.91
0.915 25.66 0.918 25.66 1.246 25.76 2.136 25.45 2.004 25.43 2.018 25.42
0.678 29.21 0.681 29.21 1.062 29.33 2.052 28.92 1.900 28.95 1.909 28.94
0.431 32.76 0.435 32.77 0.868 32.90 1.947 32.39 1.792 32.47 1.786 32.45
0.178 36.32 0.182 36.32 0.668 36.47 1.827 35.84 1.681 35.97 1.656 35.96
Table 5.1: Unstable eigenvalues. Parameters: γ = 1.2, Q = 50, f = 1, Ea = 50.
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Regularized Unregularized
m = 100 m = 1000 m = 10000
N1/2 α
R αI αR αI αR αI αR αI
30 0.0380836 0.530087 0.0498661 0.504602 0.0489752 0.495191 0.0478605 0.493224
40 0.0380521 0.530081 0.0499483 0.504609 0.0497449 0.495341 0.0485483 0.493050
60 0.0380321 0.530074 0.0500101 0.504580 0.0498406 0.494765 0.0488353 0.492390
80 0.0380303 0.530074 0.0500177 0.504583 0.0499348 0.494826 0.0485467 0.492183
100 0.0380239 0.530127 0.0499898 0.504569 0.0499878 0.494586 0.0487780 0.491787
120 0.0380206 0.530070 0.0499840 0.504567 0.0500055 0.494502 0.0484999 0.491654
160 0.0380188 0.530067 0.0500177 0.504582 0.0500429 0.494428 0.0481053 0.491332
200 0.0380380 0.530075 0.0500090 0.504573 0.0500408 0.494411 0.0482182 0.491178
LSA 0.0380281 0.530100 0.0500144 0.504513 0.0500469 0.494470 0.0472781 0.490418
Table 5.2: Unstable eigenvalues. Parameters: γ = 1.2, Q = 50, f = 1, Ea = 22, ν = 0.5.
m is examined through simulations with m = 102, m = 103, and m = 104. The simulation parameters were
γ = 1.2, Q = 50, f = 1, Ea = 22, and ν = 0.5. Each of these cases has a single unstable eigenvalue
and exhibits smooth, exponential, oscillatory growth of this unstable mode from the steady ZND initial
condition to saturated nonlinear oscillations. No artificial perturbation is imposed; the initial disturbance
is due to numerical noise in the numerically integrated ZND solution that is used as the initial condition.
Each simulation was run until a nonlinear limit cycle was reached.
The growth rate and frequency of oscillation were obtained from simulation results through the following
curve fitting procedure. First, the maximum deviation of the detonation speed relative to the steady ZND
speed was computed. Beginning at the time when the detonation speed perturbation reached 0.1% of this
value and ending when it first exceeded 1% of this value, a least squares fit of the detonation speed as a
function of time was computed to the equation
D(t) = D0 +D′ exp
(
αRt
)
sin
(
αIt+ β
)
, (5.28)
where αR is the disturbance growth rate and αI is the frequency of oscillation. The remaining fit parameters
are the numerical steady detonation speed D0, the magnitude of the initial speed disturbance D′, and the
phase of oscillation of the instability at t = 0, β. The simulation results are shown in Table 5.2 as a function
of the number of grid cells per unit length N1/2, while the results from linear stability analysis are shown in
the last row of the table.
The growth rate and frequency results for the regularized model agree very well with linear stability
theory. In contrast, the results for the unregularized model show quite a bit of scatter, especially in the
growth rate.
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Figure 5.3: Bifurcation diagram of local detonation maxima (black) and minima (red). Regularized model
with m = 50, γ = 1.2, Q = 50, f = 1, Ea = 25.
5.3.4 Nonlinear dynamics
In order to investigate the effect of the regularization model on the nonlinear dynamics of one-dimensional
detonation, bifurcation diagrams of the detonation speed extrema were constructed from numerical simu-
lation results for the unregularized model and for the regularized model with m = 50 and m = 100, at a
resolution of 25 points per `1/2. In each case, simulations were conducted at 1000 evenly-spaced values of
ν between 0.5 and 1. Similar to [17] and [27], the local maxima and minima of the detonation speed are
plotted as functions of ν. The bifurcation diagrams are shown in Figure 5.3, Figure 5.4, and Figure 5.5.
The bifurcation diagrams of the unregularized model and the regularized model with m = 100 are quite
similar, whereas the regularized model with m = 50 undergoes a given bifurcation at smaller ν relative to
the unregularized model.
5.4 Conclusions
A single-parameter reaction rate equation for detonations modeled by a single step reaction. This regularized
model avoids problems that occur with the commonly-employed single step reaction model when the reaction
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Figure 5.4: Bifurcation diagram of local detonation maxima (black) and minima (red). Regularized model
with m = 100, γ = 1.2, Q = 50, f = 1, Ea = 25.
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order, ν, is less than one. The behavior of one-dimensional detonations modeled with the regularized rate
model was compared against that of the unregularized rate model in terms of linear stability analysis, the
linear regime of instability, and the nonlinear regime of pulsating instability. The results show that, in the
limit of the regularization parameter becoming large, the two models behave similarly.
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Chapter 6
Summary and conclusions
The focus of this thesis is the development of numerical simulation techniques and linear stability theory
that will advance our understanding of the hydrodynamic instability of detonations. The thesis is divided
into three parts. In the first part, shock-fitting formulations and numerical methods for two-dimensional and
radially symmetric detonations were developed, appearing respectively in Chapter 2 and Chapter 3. In the
second part, Chapter 4, a linear stability analysis of DSD detonation solutions was formulated. In the third
part, shock-fitted numerical simulations and linear stability analysis were used to study a regularization
scheme for detonation models that incorporate a single step reaction with fractional reaction order.
The thesis chapters are briefly summarized here. In Chapter 2, a shock-fitting formulation of the reactive
Euler equations was used to study the two-dimensional instability of weakly unstable detonations through
direct numerical simulation with a simple binary mixture equation of state and single step reaction. The
results were shown to agree with the predictions of linear stability analysis. Three regimes of unstable
behavior - linear, weakly nonlinear, and fully nonlinear - were explored and characterized in terms of the
power spectrum of the normal shock velocity. In Chapter 3, a shock-fitting formulation and corresponding
numerical algorithm for the radially symmetric reactive Euler equations was developed and used to study the
dynamics of spherically and cylindrically expanding detonations. The shock-fitting scheme and numerical
method were developed for a general incomplete equation of state and system of chemical reactions. Deto-
nation dynamics were computed for an idealized gaseous explosive, an idealized condensed phase explosive,
and a condensed explosive with a realistic equation of state and the results were related to the predictions
of DSD theory. In Chapter 4, a linear stability analysis of quasi-steady detonation solutions governed by
DSD theory was formulated, under the assumption that the underlying quasi-steady DSD solution is steady
relative to an asymptotically fast time scale on which the instabilities evolve. The formulation was derived
for a general incomplete equation of state and system of chemical reactions. In Chapter 5, a modified single
step reaction rate model for detonations was described and its effect on the linear and nonlinear stability of
detonation was analyzed using shock-fitted numerical simulations and linear stability analysis.
Although the shock-fitting simulation results of the present work only deal specifically with relatively
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simple detonation models, such as those using single step reaction mechanisms, generalization of the shock-
fitting methodology to more complex and realistic models should be straightforward. Such generalizations
will enable researchers in the field to verify the accuracy of the numerous linear stability analysis results
that have appeared in the literature. Prior to the work described in this thesis, there was no method by
which the dispersion relations and associated results of multi-dimensional linear stability analysis could be
independently verified. Hopefully, verification by numerical simulation will become a prerequisite for the
publication of new linear stability results. It should also be possible to use the shock-fitting methodology
to compute linear stability results for very complex models, using realistic thermodynamic and chemical
kinetics models, that have so far proven to be intractably complicated for linear stability analysis.
Our understanding of the hydrodynamic stability of DSD theory is at present much more limited than
that of ZND theory. The linear stability analysis of DSD solutions formulated in this thesis represents a first
step towards improving that situation. By assuming a wide separation between the slow time scale of the
quasi-steady solution and the fast time scale of the hydrodynamic instability, the stability analysis is greatly
simplified and its numerical solution is made tractable. In situations where the steady detonation solution
is linearly stable, but only slightly so, solutions of this stability analysis will provide a reasonably accurate
approximation to the critical curvature above which the DSD solution is unstable. Such results will be of
use to researchers who perform DSD-based simulations of high explosives, as it will allow them to judge the
validity of their simulations. For instance, a researcher should have greater confidence in the correctness of a
simulation if the maximum local shock curvature calculated during the simulation is well below the critical
curvature obtained from stability analysis. However, the present linear stability analysis represents only a
first approximation to the complete problem. In situations where a wide separation of time scales cannot
be assumed, such as when the critical curvature approaches the curvature of a turning point of the Dn-κ
relation, a linear stability analysis which incorporates time dependence of the quasi-steady solution must be
used. It is likely that such a theory will be quite difficult to formulate and solve.
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Appendix A
Wide-ranging EOS description for
PBX-9501
A.1 Equation of state for detonation products
The equation of state for the products is
ep(pp, vp) = esp(vp) +
vp
Γp(vp)
(
pp − psp(vp)
)
, (A.1)
and
pp(ep, vp) = psp(vp) +
Γp(vp)
vp
(
ep − esp(vp)
)
, (A.2)
where pp is the pressure of the products, ep is the specific internal energy of the products, vp is the specific
volume of the products, and the superscript s indicates that the function is defined at the point passing
through the CJ state (the principal isentrope). The fitting forms are given by
psp(vp) = pc
[
1
2 (vp/vc)
n + 12 (vp/vc)
−n
]a/n
(vp/vc)
k+a
k − 1 + F (vp)
k − 1 + a , (A.3)
F (vp) =
2a (vp/vc)
−n
(vp/vc)
n + (vp/vc)
−n , (A.4)
Γp(vp) = k − 1 + (1− b)F (vp), (A.5)
esp(vp) = Ec
[
1
2 (vp/vc)
n + 12 (vp/vc)
−n
]a/n
(vp/vc)
k−1+a , (A.6)
Ec =
pcvc
k − 1 + a, (A.7)
where pc, vc, a, b, k, and n are calibrated by fits to experimental data.
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ρ0 (g cm−3) c0 (mm µs−1) q (kJ g−1) Cp (J kg−1K−1) pCJ(GPa)
1.844 2.339 5.85 1130 36.3
a k vc (cm3 g−1) pc (GPa) n b
0.7965 1.30 0.8314 3.738 1.758 0.7
A (mm µs−1) B C Z Γ0r
2.339 2.737 1.45 -0.03076 0.7989
k (µs−1) ν m
110 0.93 3.5
Table A.1: Parameters for the Wescott-Stewart-Davis EOS calibrated to PBX-9501.
A.2 Equation of state for the reactants
The equation of state for the reactants is
er(pr, vr) = esr(vr) +
vr
Γr(vr)
(pr − psr(vr)) , (A.8)
and
pr(er, vr) = psr(vr) +
Γr(vr)
vr
(er − esr(vr)) , (A.9)
where the pressure on the principal isentrope for the reactants is
psr(vr) = pˆ
 3∑
j=1
(4By)j
j!
+ C
(4By)4
4!
+
y2
(1− y)4
 , (A.10)
with y = 1 − vr/v0 and pˆ = ρ0A2/4B. The constants A and B are determined from experimental shock
Hugoniot data. Further,
esr(vr) = e0 + v0
∫ y
0
psr(y¯)dy¯, (A.11)
Γr(y) = Γ0r + Zy, (A.12)
Γ0r = βc
2
0/Cp, (A.13)
Z =
(
Γsc − Γ0r
)
/ymax, (A.14)
ymax =
2
Γp(ymax) + 2
, (A.15)
where Γsc = Γp(ymax) guarantees that the shock compression limit for the products is the same as the
reactants.
88
Appendix B
On solving the Dn-κ relation
In this appendix we describe the procedure used to solve for Dn-κ relations.
Integrals of the quasi-steady reduced Euler equations exhibit behavior that can be used as the basis of
a logical bisection method, which allows us to find an arbitrarily small interval of curvature values κ that
contains the solution for a given normal detonation speed Dn. This provides us with a robust numerical
scheme that can be used with general incomplete equations of state and reaction rate models to solve for
Dn-κ relations.
The Master equation, along with the mass, momentum, and species mass fraction equations from the
reduced Euler equations are
dU
dn
=
Φ
η
, (B.1)
dM
dn
= −κρ (U +Dn) , (B.2)
dP
dn
= −κρU (U +Dn) , (B.3)
dYi
dn
=
ωi
U
, (B.4)
where the thermicity parameter Φ and sonic parameter η are defined as
Φ = −κc2 (U +Dn) + c2
N∑
i=1
σi ωi, (B.5)
η = c2 − U2. (B.6)
The mass and momentum ODEs are not independent from the Master equation, but are auxiliary equa-
tions that allow us to calculate the primitive state from the fluxes without having to use a root solver.
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At the shock, the solution must satisfy the Rankine-Hugoniot conditions
M = −ρaDn = ρsUs, (B.7a)
P = ρaD2n + pa = ρsU2s + ps, (B.7b)
H = ea + pa
ρa
+
D2n
2
= es +
ps
ρs
+
U2s
2
, (B.7c)
Yia = Yis. (B.7d)
The boundary conditions at the generalized CJ point n∗ require that the thermicity parameter Φ and
sonic parameter η vanish simultaneously, such that
Φ∗ = η∗ = 0, (B.8)
where the subscript ∗ denotes evaluation at the generalized CJ point.
The system of equations (B.1-B.4) along with boundary conditions (B.7 a–d) and (B.8) constitute a
nonlinear eigenvalue problem for κ given Dn and the ambient state. Given an incomplete equation of state
e(p, v, Yi), expressions for the rate of change of the species mass fractions ωi(p, v, Yj) and the ambient state,
the eigenvalue problem is fully specified. The solution algorithm proceeds as follows
1. Read Dn
2. Set κmin and κmax, such that κmin < κ < κmax
3. Set κtmp = (κmin + κmax) /2
4. Integrate equations (B.1-B.4) from the shock to the far field, until one of these conditions is met:
(a) η∗ = 0,
(b) Φ changes sign from positive to negative, or
(c) Maximum number of integration steps allowed is reached
5. If η∗ = 0, set κmin to κtmp
6. If Φ changed sign from positive to negative, set κmax to κtmp
7. If maximum number of integration steps allowed is reached, return an error message and stop
8. If (κmax − κmin) < abs + rel max (κmin, 0), stop
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9. Go to step 3.
The algorithm described above will either return an interval κmin ≤ κ ≤ κmax guaranteed to contain the
solution κ within the specified tolerances abs and rel or an error message indicating that too many steps
were taking during the integration.
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Appendix C
Derivation of the linear stability
equations
The system of equations for linear perturbations to the quasi-steady, weakly-curved detonation solution are
derived from the governing equations through a series of steps described below.
C.1 Outline of the derivation
1. State the governing equation in the unperturbed shock frame
2. Change coordinates to the perturbed shock frame
The spatial coordinate in the perturbed shock frame is
n = nˆ− φ (t) . (C.1)
In the perturbed shock frame, the unperturbed frame partial derivatives become
∂
∂tˆ
→ ∂
∂t
− dφ
dt
∂
∂n
, (C.2)
∂
∂nˆ
→ ∂
∂n
. (C.3)
3. Linearize about the steady state and retain O () terms
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The steady state and linear perturbations are defined to be
v → v + v˜,
U → U + U˜ ,
p → p+ p˜,
Yi → Yi + Y˜i,
Dn → Dn + dφ˜dt ,
D˙n → d
2φ˜
dt2
,
φ → φ˜. (C.4)
Linearization of the species production rates and internal energy result in
ωi → ωi + ωi,v v˜ + ωi,pp˜+ 
N∑
k=1
ωi,Yk Y˜k, (C.5)
e → e+ e,v v˜ + e,pp˜+ 
N∑
k=1
e,Yk Y˜k. (C.6)
Linearization of the expression ρc2 yields
ρc2 → v (e,v + p)
e,p
+ 
[
e,v + p+ ve,vv
e,p
− v (e,v + p) e,vp
e2,p
]
v˜
+ 
[
v (e,vp + 1)
e,p
− v (e,v + p) e,pp
e2,p
]
p˜
+ 
N∑
i=1
[
ve,vYi
e,p
− v (e,v + p) e,pYi
e2,p
]
Y˜i. (C.7)
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Linearization of the thermicity term in the energy equation produces
ρc2
N∑
i=1
σiωi → − 1
e,p
N∑
i=1
e,Yiωi
+ 
[
1
e,p
N∑
i=1
(
e,pve,Yiωi
e,p
− e,Yiωi,v − e,vYiωi
)]
v˜
+ 
[
1
e,p
N∑
i=1
(
e,ppe,Yiωi
e,p
− e,Yiωi,p − e,pYiωi
)]
p˜
+ 
N∑
k=1
[
1
e,p
N∑
i=1
(
e,pYie,Ykωk
e,p
− e,Ykωk,Yi − e,YkYiωk
)
Y˜i
]
. (C.8)
4. Expand using assumed functional forms
The normal mode expansions of the perturbations are
v˜ = v′ (n) exp (αt) ,
U˜ = U ′ (n) exp (αt) ,
p˜ = p′ (n) exp (αt) ,
Y˜i = Y ′i (n) exp (αt) ,
φ˜ = φ′ exp (αt) . (C.9)
C.2 Specific volume
1.
∂v
∂tˆ
+ U
∂v
∂nˆ
− v ∂U
∂nˆ
= κv (U +Dn) (C.10)
2.
∂v
∂t
+ U
∂v
∂n
− v ∂U
∂n
− κv (U +Dn)− dφdt
∂v
∂n
= 0 (C.11)
3.
∂v˜
∂t
+
dv
dn
U˜ + U
∂v˜
∂n
− dU
dn
v˜ − v ∂U˜
∂n
− κ (U +Dn) v˜ − κv
(
U˜ +
dφ˜
dt
)
− dv
dn
dφ˜
dt
= 0 (C.12)
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4.
αv′ + U
dv′
dn
− vdU
′
dn
− dU
dn
v′ +
dv
dn
U ′ − κ (U +Dn) v′ − κvU ′ − αdvdnφ
′ − ακvφ′ = 0 (C.13)
C.3 Normal velocity
1.
∂U
∂tˆ
+ U
∂U
∂nˆ
+ v
∂p
∂nˆ
+ D˙n = 0 (C.14)
2.
∂U
∂t
+ U
∂U
∂n
+ v
∂p
∂n
+ D˙n − dφdt
∂U
∂n
= 0 (C.15)
3.
∂U˜
∂t
+
dU
dn
U˜ + U
∂U˜
∂n
+
dp
dn
v˜ + v
∂p˜
∂n
+
d2φ˜
dt2
− dU
dn
dφ˜
dt
= 0 (C.16)
4.
αU ′ + U
dU ′
dn
+ v
dp′
dn
+
dp
dn
v′ +
dU
dn
U ′ − αdU
dn
φ′ + α2φ′ = 0 (C.17)
C.4 Pressure
1.
∂p
∂tˆ
+ U
∂p
∂nˆ
+ ρc2
∂U
∂nˆ
= ρc2
N∑
i=1
(σiωi)− κρc2 (U +Dn) (C.18)
2.
∂P
∂t
+ U
∂p
∂n
+ ρc2
∂U
∂n
− ρc2
N∑
i=1
(σiωi) + κρc2 (U +Dn)− dφdt
∂p
∂n
= 0 (C.19)
3.
∂p˜
∂t
+
dp
dn
U˜ + U
∂p˜
∂n
+
dU
dn
(
ρc2
)
()
+ ρc2
∂U˜
∂n
−
(
ρc2
N∑
i=1
σiωi
)
()
+κρc2
(
U˜ +
dφ˜
dt
)
+ κ (U +Dn)
(
ρc2
)
()
− dp
dn
dφ˜
dt
= 0 (C.20)
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4.
αp′ + ρc2
dU ′
dn
+ U
dp′
dn
+ avv′ +
dp
dn
U ′ + app′ +
N∑
i=1
(aYiY
′
i ) + κ (U +Dn) bvv
′
+κρc2U ′ + κ (U +Dn) bpp′ + κ (U +Dn)
N∑
i=1
(bYiY
′
i )− α
dp
dn
φ′ + ακρc2φ′ = 0 (C.21)
where
av =
[
e,v + p+ ve,vv
e,p
]
dU
dn
+
[
U
dp
dn
+ κρc2 (U +Dn)
]
e,vp
e,p
+
1
e,p
N∑
k=1
(e,Ykωk,v + e,vYkωk) (C.22)
ap =
[
v (e,vp + 1)
e,p
]
dU
dn
+
[
U
dp
dn
+ κρc2 (U +Dn)
]
e,pp
e,p
+
1
e,p
N∑
k=1
(e,Ykωk,p + e,pYkωk) (C.23)
aYi =
[
ve,vYi
e,p
]
dU
dn
+
[
U
dp
dn
+ κρc2 (U +Dn)
]
e,pYi
e,p
+
1
e,p
N∑
k=1
(e,Ykωk,Yi + eYkYiωk) (C.24)
bv =
e,v + p+ ve,vv
e,p
− v (e,v + p) e,vp
e2,p
(C.25)
bp =
v (e,vp + 1)
e,p
− v (e,v + p) e,pp
e2,p
(C.26)
bYi =
ve,vYi
e,p
− v (e,v + p) e,pYi
e2,p
(C.27)
C.5 Mass fractions
1.
∂Yi
∂tˆ
+ U
∂Yi
∂nˆ
= ωi (C.28)
2.
∂Yi
∂t
+ U
∂Yi
∂n
− ωi − dφdt
∂Yi
∂n
= 0 (C.29)
3.
∂Y˜i
∂t
+
dYi
dn
U˜ + U
∂Y˜i
∂n
− ωi,v v˜ − ωi,P p˜−
N∑
k=1
(
ωi,Yk Y˜k
)
− dYi
dn
dφ˜
dt
= 0 (C.30)
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4.
αY ′i − ωi,vv′ +
dYi
dn
U ′ − ωi,P p′ −
N∑
k=1
(ωi,YkY
′
k) + U
dY ′i
dn
− αdYi
dn
φ′ = 0 (C.31)
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