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Abstract
Frame aggregation is one of the IEEE802.11n wireless networks features. In frame aggregation multiple frames are combined and
then sent. However sending a large number of frames in one aggregation frame in an error-prone environment will result in massive
frame loss and retransmission. Thus a prior knowledge about the state of the channel will help in selecting the proper aggregation
size that would utilize the channel bandwidth and improve the system performance. In this paper, we introduce an algorithm that
adjusts the aggregation size based on the ACK bitmap without adding any extra headers or messages for determining the network
conditions. Simulation results show that the Acknowledgment Bitmap can be used as an indicator of the network conditions to
create adaptive frame aggregation schemes.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Frame aggregation in IEEE802.11n[1] provides significant advantages in terms of throughput by transmitting a large
number of frames in a single large frame. The IEEE 802.11n standard defines two types of aggregation, Aggregate
Media Access Control (MAC) Service Data Unit (A-MSDU) and Aggregate MAC Protocol Data Unit (A-MPDU).
Different frame aggregation schemes and frame aggregation classification are addressed in[2].
However, it is not recommended to send large frames in wireless links of high bit error rate caused by the changing
signal strength and the interference. In such an erroneous environment the frame size and bit error rate will have
an obvious effect on the frame error rate. Without selective retransmission, if one bit of the frame is corrupted the
whole frame will be discarded, thus, large frames are likely to be corrupted and then discarded more than small
frames. However, sending a bulk of small frames will result in a large aggregation headers overhead [3]. Therefore,
in an erroneous environment there exists a trade-off between the overhead and frame error rate. By sending a large
frame, the header overhead decreases but the frame error rate increases, on other hand fragmenting the large frame
into smaller frames will decrease the error rate probability but increase the headers. More analysis on the effect of
frame length and frame error rate on the throughput is addressed in [4–6]. Thus, having a frame size that fits with the
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Fig. 1. The Bit Error Density (BED) of the ACK Bitmap
capability of the underling wireless environment becomes essential. This paper presents an algorithm that adjust the
aggregation size according to the state of the wireless environment based on the received ACK bitmap.
The paper is organized as follows: section 1 introduces the compressed block ACK and gives an overview of
related frame adaptation works. section 3 describes in details the adaptation algorithm while Section 4 presents the
performance evaluation and results discussion. Finally, the conclusion is drawn in section 5.
1.1. Compressed Block ACK
The compressed block ACK is a variation of the block acknowledgment introduced by IEEE802.11n in order to
acknowledge multiple frames in a single ACK frame. The acknowledgement frame contains a bitmap field of 64 bits.
Each bit acknowledges one frame of the received bulk of frames. The corrupted frames will be indicated by zero
in the bit map while the successfully received frame will be indicated by one relative to the start sequence number.
The corrupted frames will be retransmitted in subsequent transmissions. Thus, the main idea behind our proposed
algorithm is to use the contents of the ACK bitmap as an indicator of the link quality.
1.2. Bit Error Density of The ACK Bitmap
The network environment has a considerable impact on the frame error rate. Any frame subject to at least one bit error
will be considered as an erroneous frame and will be discarded by the receiver. Thus, in erroneous channels large
frames are more likely to be dropped than the small frames since the probability of bit corruption in large frames is
more than that in small frames.
During aggregation, the subframes constituting the superframe will be acknowledged in the ACK bitmap. The
density of zeros in this ACK bitmap might be used as a clear indicator of the channel condition. To illustrate this,
we have conducted simulation experiments under different bit error rate (BER) and different frame sizes. In this
experiment, we have adopted the memory-less error model to generate random errors in the wireless network. Based
on the received ACK bitmap, we have depicted the ratio of the zeros in the ACK bitmap to the total used bits in the
bitmap. We call this ratio the Bit Error Density (BED). Figure 1 shows the BED under different BER and different
MSDU sizes.
The figure shows that the ACK bitmap could reflect the wireless environment precisely and the BED can express
the frame error rates in changing network conditions. As can be seen from the figure, the frame error rate is highly
influenced by the frame length as well as the network conditions. Thus, for clear channels sending large frames is
preferable while small frames are preferable in highly erroneous channels.
In a real wireless environment, the station’s signal strength might be degraded due to noise encountered form
interference from the neighboring devices or fading effects. Nevertheless, the noise and signal strength are PHY pa-
rameters and are unknown to the MAC layer, the MAC layer may obtain these parameters by means of link adaptation
406   Anwar Saif and Mohamed Othman /  Procedia Computer Science  52 ( 2015 )  404 – 411 
messages from the receiver or cross layering. However, applying link adaptation will add extra messages while cross
layering violates the network layering principle. Thus, using available information at the MAC layer to build a deci-
sion about the wireless environment will be beneficial in adjusting the aggregation size. Consequently and according
to the behavior shown in figure 1, the ACK bitmap could be used to predict the status of the wireless environment. By
early prediction of the wireless network condition, the aggregation size could be adjusted dynamically to preserve the
performance by either increasing or reducing the aggregation size based on the current wireless network condition.
2. Related Work
Unlike adaption at the transport level where the size of congestion window is adjusted according to the the network
congestion[7–9], the adaptation at the MAC level concerns about the optimality of the frame length that will produce
good performance at a changing network condition. Many analytical and simulation works have been carried out
in order to estimate the optimal frame size that would increase the throughput and reduce the delay under different
network conditions. As an early attempt, the authors in [10] showed an adaptive technique for estimating the proper
frame size based on the packet error rate. However, this technique addresses the problem by fragmenting the large
IP packets into smaller chunks and associating them with large headers for de-fragmentation at the receiver side.
Furthermore, the channel estimation is done at the receiver, thus, other headers carrying the adaptation information
are required to be fed back to the sender.
Other schemes that adopted the link adaptation techniques in order to adjust the network transmission parameters
are addressed in [11–16]. However, in such schemes it is difficult to estimate the signal strength without assistance from
the receiver via feedback link adaptation control messages or extra headers in the existing messages. Additionally,
none of these approaches was designed to manipulate the frame aggregation of the next generation high-speed wireless
networks. Only a few approaches have addressed the dynamic adjustment of the 802.11n aggregation size based on
the network conditions.
The authors in [5] followed the same trend as the previous approaches and suggested an optimal aggregation size
for achieving high throughput under different BER. They defined a static pre-determined curve that maps the optimal
aggregation size to the corresponding BER depending on the signal strength. However, this approach lacks accuracy
due to the static and pre-defined mapping table and still requires a link-assistance by means of message exchange
between the sender and receiver. The authors in[17,18,20] take into account the network conditions to dynamically select
the appropriate aggregation type among the available schemes (A-MSDU, A-MPDU, and two-level aggregation) and
do not adjust the aggregation size. In the scheme proposed in [17], selecting the aggregation type relies on the frame
expiry time and the number of retransmission attempts.
The proposed dynamic scheme in[20] adopted the model proposed in [21] in order to estimate the optimal frame
length. Additionally, the selection among the aggregation schemes (A-MSDU, A-MPDU, and A-PPDU) is based on
their performance under the current network conditions and the distribution of the arrival rate. The authors in[18]
use the ACK bitmap and the application frame error rate to estimate the aggregation size. This scheme relies on the
application frame error rate, which is application dependent and difficult to obtain at this level of aggregation. Fur-
thermore, this scheme adjusts the frame size without taking into account the number of frames that can be aggregated.
Additionally selecting the two-level aggregation as the proposer aggregation scheme may lead to high aggregation
and de-aggregation processing overheads. The gathering error-free block(GEB) scheme proposed in[19] divided the
payload of the frame to small chunks and used the ACK bitmap to acknowledge those chunks. But, this ACK bitmap is
not used for predicting the channel condition. Furthermore, the scheme was limited to only legacy wireless networks.
Authors in [23] suggested an adaptive transmission scheme with dynamic aggregation and fragmentation which
aims for best adaptive TXOP allocation and real time scheduling. This scheme relies on fragmenting the frame into
smaller frames, such fragmentations requires more headers to be transmitted along with the data.
A frame aggregation scheduler that considers specific QoS requirements for multimedia applications is proposed
[24]
. This scheme dynamically adjusts the aggregated frame size based on frames access category defined in 802.11e
standard. But employing A-MSDU with its shortages in retransmitting the subframes will affect the performance.
Shin et.al [25] have proposed a link-adaptation mechanism. The proposed mechanism is based on a cross-layer
interaction between the MAC and PHY later. Cross layering volatiles the layering principles and might not be prefer-
able.
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Sumeet and and Vinay[26] presented a MAC protocol that dynamically reduces the slot time in order to reducing
the channel access overhead. This approach works only with the wireless infrastructure mode and ignores the ad-hoc
mode.
In this paper, we propose an algorithm that dynamically adjusts the aggregation size based on the received ACK
bitmap. Neither extra messages nor additional headers are required to be exchanged between the sender and receiver.
3. The Aggregation Size Adaptation Algorithm
The main idea behind the algorithm is to use the on hand information at the MAC layer to build a decision about
the status of the wireless network. This information can be used to tune some transmission parameters such as the
aggregation size.
Our proposed algorithm relies on the ACK bitmap to adjust the aggregation size. The algorithm periodically checks
the received ACK and calculates the BED from the number of zero bits (bz) and the total number of used bits (bt ) in
the ACK bitmap. Thus, the BED of any received ACK can be calculated as in Equation (1).
BED =
bz
bt
(1)
The maximum number of frames that can be aggregated in 802.11n is 64 frames. Thus, the compressed block
acknowledgment bitmap is set to 64 bits where each bit will acknowledge one frame. To calculate the zero density,
only the used bits in the CBA are considered and not the total available bits. For example, if n is the number of
aggregated subframes and m is the number of zeros in the bitmap that represents the corrupted subframes, (m ≤ n),
the bit error density in this bitmap will be calculated by dividing m by the total used bits n and not by the upper bound
which is 64.
The current BEDi of the currently received ACK bitmap will be compared with the previous (BEDi−1) of the
previous ACK bitmap. If BEDi happens to be greater than the BEDi−1 (BEDi > BEDi−1), it means the network
condition is getting worse, the aggregation size will be decreased by a certain calculated granularity (g). If the
network condition is getting better (BEDi < BEDi−1), the aggregation size will be increased by that granularity factor.
Otherwise, the network is stable, the current aggregation size will be kept unchanged.
To improve the algorithm and avoid the false decision and fast fluctuation in the aggregation size due to the sudden
change in the wireless condition, the value of the BED can be determined by examining multiple successive received
ACK bitmaps rather than single ACK.
The aggregation size will be either incremented or decremented by an adjustment factor called the granularity factor
(g). The maximum aggregation size (Aggmax) is bounded by the aggregation size defined in IEEE802.11n standard
which is either 64 MSDUs or 64KB. The g factor is calculated based on the average queue size in bytes (Qavg) and
the maximum aggregation size (Aggmax) see Equation (2).
g =
⌈
Aggmax
Qavg ∗128
⌉
(2)
The value of g is a scalar value depends on the size of the majority MSDUs in the queue. The scalar 128 is selected
to ensure that only one MSDU will be added if the majority of MSDUs has a large size and add many MSDUs if
the majority has a small size. Thus, the aggregation size will be adjusted by only one if the majority of the MSDUs
are large. For example, an average MSDU size of 1500 will cause the aggregation size to be adjusted to equip/de-
equip one MSDU while an average MSDU size of 128 will adjust the aggregation to equip/de-equip 4 MSDUs. see
Table 1. Based on the value of g and the old aggregation size (A), the new aggregation size ( ´A) will be adjusted as in
Equation (3).
´A =
⎧⎪⎨
⎪⎩
min(Aggmax,A+g ·Qavg) if BEDi < BEDi−1
max(Qavg,A−g ·Qavg) if BEDi > BEDi−1
A if BEDi = BEDi−1
(3)
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Table 1. The Average MSDU Size in Queue and Corresponding Granularity Factor(g)
Average MSDUS Size (Bytes) Value of g
2000 1
1500 1
1024 1
512 1
256 2
128 4
100 5
64 8
4. Performance Evaluation
For evaluation, the performance of the proposed adaptive algorithm is compared with the fixed algorithm proposed
in [22]. The maximum aggregation size, for both schemes, can be increased to the maximum number of subframes
that can be acknowledged in the compressed block ACK, in this case 64 subframes taking into account the maximum
aggregation szie of 64KB. In the fixed aggregation size scheme, increasing the aggregation size without taking into
account the wireless environment would lead to negative impact on the performance. Thus, by adopting the adaptation
mechanism, the aggregation size could be dynamically adjusted in order to fit with the current wireless condition
leading to a better channel utilization.
4.1. Simulation Setup
To evaluate the performance of the adaptive aggregation scheme, two experiments were conducted using the chain
topology in which each node send to the next node and the last send send to the first node in the chain. The experi-
ments are conducted with different number of stations and different MSDU sizes. The first experiment explores the
performance under different subframe sizes while the second explores the effect of increasing the number of con-
tending stations. To simulate different network conditions, we generated a variable BER ranges from zero BER in
clear wireless network to a highly erroneous network of 10−4 BER. The simulation is performed using NS2 network
simulator [27] with a data rate of 300 Mbps and queue length of 50. The simulation run for 60 seconds.
4.2. Results and Discussions
Figures 2(a) and 2(b) show the throughput performance of the adaptive scheme in comparison to the fixed aggregation
scheme under a different number of stations and different MSDU sizes. Figure 2(a) shows that for none contended
network, only two stations, and large MSDU of 1024 bytes, the throughputs of both schemes are high and reach
about 175 Mbps and 130 Mbps, respectively, showing an improvement gain of about 35%, see figure 3(a). In such
an environment, the system throughput is affected by the bit errors while collision has a small impact. Naturally,
the system throughput will degrade as long as the network becomes more contended and collisions will happen more
frequently.
Increasing the number of stations will lead to higher collisions and, consequently, decrease the throughput. When
the number of stations increased to 20, the adaptive and fixed schemes throughput decreased to 116 Mbps and 95
Mbps, respectively, with a throughput gain of 22%. This improvement comes from the self-adaptive function of the
adaptive scheme. It utilizes the network bandwidth by adjusting the aggregation size as long as it detects a change in
the BED of the ACK bitmap. If the BER density is large, the adaptive scheme will decrease the aggregation size in
order to minimize loss probability and number of retransmissions.
Figure 2(b) demonstrates how the throughput of the adaptive and fixed schemes are influenced by the size of the
aggregation unit. In an almost collision free network of only 5 stations with a moderated packet size of 512 bytes, the
throughput reached about 168 Mbps and 132 Mbps for the adaptive and fixed schemes, respectively. A throughout
409 Anwar Saif and Mohamed Othman /  Procedia Computer Science  52 ( 2015 )  404 – 411 
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
2 5 10 15 20
Th
ro
ug
hp
ut
[M
bp
s]
No. of Stations
Adaptive, MSDU = 1024
Adaptive, MSDU = 512
Adaptive, MSDU =256
Adaptive, MSDU = 128
Fixed, MSDU = 1024
Fixed, MSDU = 512
Fixed, MSDU =256
Fixed, MSDU= 128
(a) Throughput vs. No. of Stations
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
128 256 512 1024
Th
ro
ug
hp
ut
[M
bp
s]
 MSDU Size 
Adaptive, n=5
Adaptive, n=10
Adaptive, n=15
Adaptive, n=20
Fixed, n=5
Fixed, =10
Fixed, n=15
Fixed, n=20
(b) Throughput vs. MSDU Size
Fig. 2. Throughput of Adaptive Aggregation Scheme vs. The Fixed Scheme
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Fig. 3. Throughput Gain of Adaptive Scheme over the Fixed Scheme
gain of about 27% was obtained, which kept decreasing with the increasing number of stations, see figure 3(b). The
gain was about 18% in a relatively contended network of 20 stations under the same aggregation unit of 512 bytes. A
fixed throughput gain of about 7% was obtained when the MSDU was set to 128 bytes under a different number of
stations.
This behavior can be elaborated upon as follows: as long as the MSDU gets smaller, it becomes difficult to ag-
gregate a large number of MSDUs. Moreover, limiting the number of MSDUs to only 64 gives upper bound for the
maximum aggregation size. For example, only 8 KB aggregation size can be obtained if we aggregate 64 subframes
of size 128 byes. However, it is difficult to reach this aggregation size due to delay and frame arrival constraints.
From the previous discussion observations we conclude that, taking into account the stations density as an addi-
tional criterion in determining the aggregation size as it would improve the system’s performance in terms of through-
put and delay.
5. Conclusion
In this work we have shown the benefits of using the information stored in the ACK Bitmap to adjust the aggregation
size. The density of zeros and ones in the ACK bitmap gives a clear indication of the current state of the network. We
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have adopted this information. We have implemented an aggregation scheme that adaptively adjust the aggregation
size based on the ACK Bitmap and compare its performance with fixed aggregation scheme. Simulation results show
the significance of the adaptive scheme in increasing the throughput compared to the fixed scheme.
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