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Resumen—Dada una secuencia binaria generada con una fun-
cio´n filtro no lineal aplicada sobre un registro de desplazamiento
lineal o LFSR (Linear Feedback Shift Register), siempre es
posible generar la misma secuencia a partir de cualquier otro
LFSR de la misma longitud mediante el uso de otra funcio´n filtro.
El problema au´n sin resolver es el ca´lculo de la funcio´n filtro
equivalente para cada LFSR. En este trabajo se analiza el caso en
el que se utiliza un LFSR recı´proco para generar un equivalente
de un filtrado no lineal de partida mediante el ca´lculo de la
relacio´n especı´fica entre ambas funciones filtro. Adema´s, desde un
punto de vista criptogra´fico, el me´todo aquı´ desarrollado permite
determinar filtrados equivalentes inseguros de otros que son
aparentemente seguros. Este resultado puede considerarse como
una demostracio´n de que, para que un generador de secuencia
cifrante pueda llegar a ser considerado totalmente seguro, debe
cumplir diferentes propiedades, algunas de las cuales son au´n
desconocidas.
Palabras clave—Criptografı´a de clave secreta (Secret key cry-
ptography), Generador pseudoaleatorio (Pseudorandom generator),
Cifrado en flujo (Stream cipher), Filtrado no lineal, LFSR.
I. INTRODUCCIO´N
Un cifrado en flujo esta´ compuesto por un generador de
secuencia cifrante cuya secuencia pseudoaleatoria de salida
se suma mo´dulo 2 con los bits del texto en claro. Dado que
la operacio´n de cifrado es muy ra´pida, se considera que los
cifrados en flujo son en general ma´s eficientes que cualquier
otro tipo de cifrado. Esta es la razo´n principal por la que
resultan especialmente adecuados para las comunicaciones
inala´mbricas como las de telefonı´a mo´vil, Wi-Fi o Bluetooth.
Una de las formas ma´s habituales de construir generadores
de secuencia cifrante es mediante el uso de un generador pseu-
doaleatorio conocido como registro de desplazamiento lineal o
LFSR (Linear Feedback Shift Register) [9], cuya secuencia de
salida es la imagen de una funcio´n lineal aplicada sobre sus
estados sucesivos. Si se cumplen determinadas condiciones,
esta estructura produce secuencias con caracterı´sticas muy
deseables para uso criptogra´fico. En particular, si su polinomio
caracterı´stico es primitivo, la secuencia generada, llamada m-
secuencia, tiene algunas propiedades muy u´tiles, tales como un
perı´odo grande y una buena distribucio´n estadı´stica de ceros
y unos. Sin embargo, la secuencia producida por un LFSR
nunca debe utilizarse como secuencia cifrante en un cifrado
en flujo porque la linealidad inherente de la estructura podrı´a
ser fa´cilmente utilizada para romper el cifrado.
Figura 1. Filtrado No Lineal
Un interesante generador de secuencia cifrante basado en
un LFSR es el filtrado no lineal, que produce una secuencia
cifrante a partir de la salida de una funcio´n booleana no lineal
aplicada sobre los estados de un LFSR. En particular, un
filtrado no lineal consta de dos partes (ver Fig. 1):
1. Un LFSR de longitud L, con polinomio caracterı´stico
P (x) = xL+c1 ·xL−1+···+cL−1 ·x+cL de coeficientes
binarios que, a partir de un estado inicial IS (Initial
State), genera una secuencia de salida {an}.
2. Una funcio´n booleana no lineal F : GF (2)L → GF (2),
llamada funcio´n filtro, cuyas variables de entrada son
los L bits de los sucesivos estados del LFSR, y cuya
imagen es la secuencia binaria {Zn}.
Aunque las secuencias producidas por LFSR esta´n bien
estudiadas, no puede decirse lo mismo de las secuencias
obtenidas con filtrados no lineales.
Este trabajo trata sobre la relacio´n entre los diferentes filtra-
dos no lineales que producen exactamente la misma secuencia.
El objetivo principal es mostrar que, aunque el estudio de
las propiedades de un generador puede llevar a la conclusio´n
de que las propiedades de la secuencia generada son buenas,
a veces esa deduccio´n puede ser erro´nea. En particular, este
trabajo muestra que dos estructuras con niveles de seguridad
aparentemente diferentes pueden producir la misma secuencia
cifrante. De hecho, este resultado puede verse como una
demostracio´n de que el nivel de seguridad real de un generador
es siempre el nivel de seguridad del elemento ma´s de´bil de la
clase de generadores equivalentes.
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La organizacio´n de este trabajo es de la siguiente forma. La
seccio´n II incluye una breve revisio´n de algunos trabajos rela-
cionados. En la seccio´n III, tras los preliminares necesarios, se
aborda el problema del recuento general de filtrados no lineales
equivalentes, ası´ como un estudio de la relacio´n entre ellos.
Despue´s, la seccio´n IV presenta una breve explicacio´n de la
propuesta, que esta´ basada en el nuevo concepto de filtrados
recı´procos, e introduce un nuevo me´todo para el ca´lculo
de equivalentes de´biles de filtrados no lineales mediante un
ejemplo dida´ctico. Finalmente, la seccio´n V describe algunas
conclusiones y posibles lı´neas futuras de investigacio´n.
II. TRABAJOS RELACIONADOS
Una herramienta bastante u´til para estudiar secuencias bina-
rias es el algoritmo de Berlekamp-Massey [12], que determina
el LFSR ma´s corto que permite generar cualquier secuencia
binaria finita de entrada. La longitud de dicho LFSR se co-
noce como complejidad lineal de la secuencia. Algunas cotas
generales, tanto inferiores como superiores, de la complejidad
lineal de las secuencias filtradas han sido publicadas en [10]
y [5], mientras que cotas ma´s ajustadas pero para casos
especı´ficos pueden encontrarse en [16] y [17].
El proyecto eSTREAM [3] representa el esfuerzo ma´s
importante en cuanto al disen˜o de cifrados en flujo. Fue un
proyecto de varios an˜os que tenı´a como objetivo promover el
disen˜o de sistemas de cifrado en flujo eficientes adecuados
para su adopcio´n generalizada. Como resultado fueron esco-
gidos siete generadores de secuencia cifrante con dos perfiles
diferentes, software y hardware. Uno de ellos, el llamado
SOSEMANUK, es un generador basado en un LFSR donde
la longitud del LFSR utilizado es 10 y el contenido de cada
etapa es un elemento de GF (232). Dicho generador responde
a principios de disen˜o similares a los del generador SNOW
2.0, predecesor del generador SNOW 3G, que constituye el
nu´cleo de los algoritmos de proteccio´n de la confidencialidad
y de la integridad en la cuarta generacio´n de comunicaciones
de telefonı´a mo´vil, LTE y LTE-Advanced, [19].
Existen varias referencias bibliogra´ficas interesantes de ata-
ques criptogra´ficos contra filtrados no lineales.
El primer ataque de correlacio´n ba´sico contra un filtrado no
lineal fue publicado en [18]. En e´l, las correlaciones entre la m-
secuencia {an} producida por el LFSR y la secuencia filtrada
{Zn} son utilizadas para construir un generador equivalente
consistente en una combinacio´n no lineal de varios LFSR.
Los principales inconvenientes de ese ataque son la enorme
cantidad de tiempo requerido para calcular las correlaciones
necesarias, y el requisito de que la funcio´n filtro F debe
tener una alta correlacio´n con una funcio´n afı´n. Tras definir
la no linealidad de una funcio´n booleana como la distancia de
Hamming mı´nima entre esa funcio´n y una funcio´n afı´n, una
consecuencia pra´ctica del ataque de correlacio´n ba´sico es que
todo disen˜ador debe elegir siempre funciones filtro altamente
no lineales para los filtrados no lineales. Luego, el concepto
subyacente a los ataques de correlacio´n ba´sicos fue mejorado,
proponie´ndose el ataque de correlacio´n ra´pido descrito en [13].
Dos desventajas comunes de las diferentes versiones de esos
ataques son el gran nu´mero de bits de secuencia cifrante
interceptados que son necesarios para llevarlos a cabo, y la
suposicio´n de que la funcio´n filtro no es altamente no lineal.
Un ataque general de inversio´n fue propuesto en [8] contra
cualquier funcio´n filtro. Como consecuencia, se obtuvo una
caracterizacio´n sencilla de los filtrados que son resistentes
contra dicho ataque de inversio´n. Por otra parte, los trabajos
[6] y [4] propusieron el llamado ataque por decimacio´n contra
cualquier generador de secuencia cifrante basado en un LFSR.
La idea es considerar una secuencia decimada de la secuencia
cifrante interceptada de manera que la secuencia decimada
pueda ser generada a partir de una secuencia generada por el
LFSR decimada. Sin embargo, segu´n [16] si la longitud L del
LFSR es un nu´mero primo, entonces el ataque por decimacio´n
no proporciona ninguna ventaja.
En los u´ltimos an˜os se han publicado varios ataques alge-
braicos contra cifrados en flujo. En ellos, el atacante utiliza
los bits de la secuencia interceptada para establecer un sistema
no lineal de ecuaciones polino´micas en funcio´n de los bits
generados por el LFSR. El principal problema con respecto
a este tipo de ataques es que, como se muestra en [7], el
problema para obtener la solucio´n de un sistema no lineal
de ecuaciones multivariantes es NP-duro, incluso si todas las
ecuaciones son de segundo grado y el cuerpo subyacente es
GF (2). Para hacer frente a este problema, se propuso el
conocido como me´todo algebraico XL [2] que permite resolver
un sistema no lineal de ecuaciones cuadra´ticas para algunos
filtrados no lineales. Con el fin de incrementar la resistencia
frente a este ataque, la funcio´n filtro debe ser no so´lo altamente
no lineal, sino tambie´n tener una gran distancia con respecto
a aproximaciones de pequen˜o grado algebraico.
Los ataques basados en el equilibrio tiempo-memoria-datos
(time-memory-data tradeoff) [1] pueden evitarse fa´cilmente en
los filtrados no lineales mediante el uso de LFSR de gran
longitud. Hay otro ataque interesante, llamado de suposicio´n
y determinacio´n (guess and determine) [14], que explota la
relacio´n entre los valores internos (tales como la recurrencia
lineal en el LFSR), y la relacio´n utilizada para construir la
secuencia cifrante a partir de esos valores internos. Como su
nombre indica, este ataque trata de adivinar algunos valores
internos para luego usar las relaciones mencionadas y determi-
nar otros valores internos. Despue´s de un ataque de ese tipo,
el cifrado se considera roto cuando un estado interno completo
ha podido ser determinado a partir de valores adivinados. Este
tipo de ataque puede evitarse mediante la eleccio´n adecuada
del polinomio del LFSR.
Uno de los trabajos ma´s estrechamente relacionados con el
presente es [11], donde se propuso un ataque por transfor-
macio´n lineal contra un filtrado no lineal. La idea detra´s de
ese ataque es transformar el generador dado en un filtrado no
lineal equivalente con el mismo LFSR pero con una funcio´n
filtro ma´s adecuada para algunos de los ataques mencionados.
Otro trabajo reciente es [15], donde se define una clase
de equivalencia de los filtrados no lineales, demostrando que
un nu´mero importante de propiedades criptogra´ficas no son
invariantes entre los elementos de la misma clase de equiva-
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lencia. Los propios autores reconocen que la determinacio´n
del cifrado equivalente ma´s de´bil de dicha clase es una tarea
muy difı´cil debido a que el taman˜o de la clase de equivalencia
es muy grande. El presente trabajo no estudia dicha clase
de equivalencia completa, sino so´lo uno de sus elementos,
que hemos identificado que en muchos casos conduce a un
generador equivalente ma´s de´bil que el filtrado de partida.
En conclusio´n, cada ataque contra el filtrado no lineal suele
conducir a nuevas conclusiones sobre propiedades deseables
del LFSR y/o de la funcio´n filtro. En consecuencia, uno
de los principales temas de investigacio´n con respecto a
los filtrados no lineales es sobre co´mo construir una buena
funcio´n booleana para aumentar la resistencia contra los
ataques mencionados. Este trabajo se ocupa de esta cuestio´n ya
que demuestra que las propiedades del generador no siempre
garantizan la seguridad de las secuencias producidas.
III. ESTUDIO GENERAL DE FILTRADOS EQUIVALENTES
En esta seccio´n se obtiene el nu´mero de filtrados equiva-
lentes y luego se analiza la relacio´n entre ellos.
Dado un filtrado no lineal consistente en un LFSR con
polinomio caracterı´stico P1(x) y funcio´n filtro F1(x), siempre
es posible generar la misma secuencia con cualquier otro
LFSR de la misma longitud y otra funcio´n filtro.
Si α es una raı´z del polinomio caracterı´stico P1(x) a la vez
que un elemento primitivo de GF (2L) y (k, 2L − 1) = 1,
entonces se tiene que αk es tambie´n un elemento primitivo de
GF (2L). Por tanto, se concluye que hay φ(2L−1) elementos
primitivos de GF (2L). En particular, los L conjugados de
cualquier elemento (que son las sucesivas potencias cua-
dradas), por ejemplo, α, α2, α4, α8, ..., α2
L−1
, son elementos
primitivos de GF (2L) adema´s de raı´ces del mismo polinomio,
que puede calcularse mediante la expresio´n
∏L−1
i=0 (x − α2
i
)
en GF (2L).
Por tanto, hay φ(2L − 1)/L polinomios primitivos de
GF (2L), cada uno con L raı´ces que son todos los conjugados
de un elemento primitivo. Puesto que cada uno de estos
polinomios define un LFSR de longitud L, hay Φ(2L − 1)/L
LFSR diferentes de longitud L, cada uno correspondiente a un
conjunto de conjugados de un elemento primitivo de GF (2L).
En conclusio´n, dado que cualquier secuencia obtenida con
un filtrado no lineal puede ser generada mediante una funcio´n
filtro sobre cada LFSR, entonces hay Φ(2L−1)/L filtrados no
lineales diferentes que pueden ser utilizados para generarla.
La relacio´n entre dos elementos primitivos, α y β, raı´ces
de dos polinomios caracterı´sticos de dos LFSR diferentes
de longitud L viene dada por la expresio´n β = αk siendo
mcd(k, 2L − 1) = 1 y k 6= 2i· j (mod 2L − 1) con i, j > 0.
Esta informacio´n sobre la relacio´n entre los polinomios
caracterı´sticos P1(x) y P2(x) de dos LFSR podrı´a ayudar
a definir la relacio´n entre las dos funciones filtro F1(x) y
F2(x) que forman parte de los dos generadores equivalentes
que producen la misma secuencia filtrada.
Como se puede ver en la tabla I, los casos k = 1 y
k = 2L−1 − 1 siempre determinan diferentes conjuntos de
raı´ces conjugadas que definen diferentes LFSR. De hecho, los
Tabla I
EJEMPLOS DE RECUENTO DE FILTRADOS EQUIVALENTES
L 3 4 5 6
2L − 1 7 15 31 63
N. filtrados 2 2 6 6
k por filtro 1,2,4 1,2,4,8 1,2,4,8,16 1,2,4,8,16,32
3,5,6 7,11,13,14 3,6,12,24,17 5,10,20,40,17,34
5,10,20,9,18 11,22,44,25,50,37
7,14,28,25,19 13,26,52,41,19,38
11,22,13,26,21 23,46,29,58,53,43
15,30,29,27,23 31,62,61,59,55,47
polinomios correspondientes a las raı´ces α y β = α2
L−1−1
son siempre recı´procos.
Cualquier m-secuencia {an} puede escribirse en funcio´n de
las raı´ces del polinomio caracterı´stico del LFSR mediante la
funcio´n traza, de modo que an = Tr(αn) =
∑L−1
i=0 α
n2i . En
consecuencia, dada una secuencia {an} generada por un LFSR
con polinomio P1(x) y raı´z α, y otra secuencia {bn} generada
por otro LFSR con polinomio P2(x) y raı´z β tal que β = αk,
se tiene que an =
∑L−1
i=0 α
n2i y bn =
∑L−1
i=0 α
kn2i . Esto se
muestra con un ejemplo en la tabla II.
Si dos filtrados definidos por los correspondientes poli-
nomios y funciones filtro (P1(x), F1(x)) y (P2(x), F2(x))
generan la misma secuencia, entonces se tiene que:
F1(an, an+1, ..., an+L−1) =
= F1(
L−1∑
i=0
αn2
i
,
L−1∑
i=0
α(n+1)2
i
, ...,
L−1∑
i=0
α(n+L−1)2
i
) =
F2(bn, bn+1, ..., bn+L−1) =
= F2(
L−1∑
i=0
αkn2
i
,
L−1∑
i=0
αk(n+1)2
i
, ...,
L−1∑
i=0
αk(n+L−1)2
i
).
La forma algebraica normal de una funcio´n booleana permi-
te escribir la secuencia generada por un filtrado (P1(x), F1(x))
en funcio´n de una raı´z α del polinomio P1(x) y coeficientes
binarios, de la siguiente manera:
F1(an, an+1, ..., an+L−1) =
= c0an + · · ·+ cL−1an+L−1 + c0,1anan+1+
+ · · ·+cL−2,L−1an+L−2an+L−1 + · · ·+
+c0,1,...L−1anan+1 · · · an+L−1 =
= c0
L−1∑
i=0
αn2
i
+ · · ·+ cL−1
L−1∑
i=0
α(n+L−1)2
i
+
+c0,1
L−1∑
i=0
αn2
i
L−1∑
i=0
α(n+1)2
i
+ · · ·+
+cL−2,L−1
L−1∑
i=0
α(n+L−2)2
i
L−1∑
i=0
α(n+L−1)2
i
+
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Tabla II
EJEMPLOS DE RELACIONES ENTRE RAI´CES, POLINOMIOS Y m-SECUENCIAS
Raı´ces Polinomio m-secuencia
α, α2, α4, α8, α16 x5 + x4 + x3 + x2 + 1 {an}
α15, α30, α29, α27, α23 recı´proco= x5 + x3 + x2 + x+ 1 {bn} inverso de {an}
α3, α6, α12, α24, α17
∏4
i=0(x− α3·2
i
) = x5 + x4 + x2 + x+ 1 {cn}
(α3)15 = α14, α28, α25, α19, α7 recı´proco= x5 + x4 + x3 + x+ 1 {dn}inverso de {cn}
α5, α10, α20, α9, α8
∏4
i=0(x− α5·2
i
) = x5 + x3 + 1 {en}
(α5)15 = α13, α26, α21, α11, α22 recı´proco= x5 + x2 + 1 {fn} inverso de {en}
+ · · ·+c0,1,...L−1
L−1∑
i=0
αn2
i
L−1∑
i=0
α(n+1)2
i · · ·
L−1∑
i=0
α(n+L−1)2
i
.
Por tanto, si la expresio´n se divide en cosets (conjuntos de
enteros E · 2i mod(2L − 1) con 0 ≤ i ≤ L− 1), entonces la
funcio´n se puede expresar como:
F1(an, an+1, ..., an+L−1) =
=
L−1∑
i=0
Ccoset1α
n·coset1·2i + Ccoset2αn·coset2·2
i
+ · · ·
con Ccosetj ∈ GF (2L).
Los pesos de los cosets cuyos coeficientes son distintos de
cero en la expresio´n anterior proporcionan informacio´n sobre
el orden de la funcio´n. En particular, si se conoce la relacio´n
β = αk entre dos filtrados (P1(x), F1(x)) y (P2(x), F2(x))
que generan la misma secuencia, entonces:
F2(bn, bn+1, ..., bn+L−1) =
=
L−1∑
i=0
Dcoset1α
n·coset1·2i +Dcoset2αn·coset2·2
i
+ · · ·
con Dcosetj ∈ GF (2L).
Entonces, los cosets que aparecen en ambas expresiones
esta´n vinculados de manera que para cada coset cosetv en la
primera expresio´n, existe otro coset cosetw en la segunda:
L−1∑
i=0
Ccosetvα
n·cosetv·2i =
L−1∑
i=0
Dcosetwα
n·cosetw·2i .
IV. FILTRADOS RECI´PROCOS
A partir de los resultados mostrados en la seccio´n anterior,
si se consideran dos LFSR con polinomios recı´procos P1(x)
y P2(x), se pueden obtener dos conclusiones.
1. Si se aplica la misma funcio´n filtro F (x) a ambos LFSR,
se generan secuencias diferentes. Se puede utilizar el
algoritmo de Berlekamp-Massey sobre las secuencias
filtradas resultantes y a partir de las factorizaciones de
los polinomios obtenidos, se concluye que siempre se
corresponden exactamente con los mismos cosets.
2. Para generar la misma secuencia con esos LFSR, se
deben utilizar dos funciones filtro diferentes F1(x) y
F2(x). Dado que la factorizacio´n del polinomio obtenido
con el algoritmo de Berlekamp-Massey corresponde a
los cosets complementarios especulares en los grupos
definidos por cada uno de los LFSR, sobre el orden de
las funciones filtro influyen los pesos de esos cosets. En
particular, se puede concluir que orden(Fi) = max(L-
(peso de cada clase lateral vinculado a la factorizacio´n
del polinomio de la secuencia)).
Por tanto, si existe un filtrado que produce una secuencia en
la que la factorizacio´n del polinomio so´lo corresponde a cosets
de peso > L/2, entonces existe un filtrado equivalente que es
menos fuerte ya que tiene orden < L/2. Con respecto a este
filtrado equivalente, es bien sabido que el LFSR es recı´proco
del original. Sin embargo, descubrir co´mo es la funcio´n filtro
es ma´s complejo.
Por otra parte, si una funcio´n filtro tiene orden ∼ L/2, dado
que el orden viene dado por el ma´ximo de los pesos de los
cosets asociados a la factorizacio´n, entonces existe un filtrado
equivalente de orden ≥ L/2, pues ese grado viene dado por
el ma´ximo de los pesos de los cosets. En consecuencia, si se
usa un LFSR recı´proco, se sabe que su peso es al menos L−
L/2. Esto puede verse como una demostracio´n de la conocida
recomendacio´n de uso de funciones filtro de orden ∼ L/2.
De todo lo anterior se puede concluir que para cualquier
filtrado, siempre puede obtenerse un filtrado equivalente para
generar la misma secuencia, llamado filtrado recı´proco. Con el
fin de determinar el filtrado recı´proco para cualquier filtrado
conocido, el procedimiento propuesto incluye los siguientes
cuatro pasos ba´sicos:
1. Determinar las relaciones entre las raı´ces de los polino-
mios caracterı´sticos del LFSR inicial y su recı´proco.
2. Expresar ambas m-secuencias mediante la funcio´n traza.
3. Calcular los coeficientes de los cosets en la expresio´n
de la funcio´n filtro.
4. Elegir los coeficientes adecuados para construir la fun-
cio´n filtro recı´proca.
Este procedimiento se ilustra con un ejemplo dida´ctico.
Ejemplo:
Dado un LFSR de longitud L = 5, polinomio caracterı´stico
P1(x) = x
5 + x3 + 1, y estado inicial IS1 = (1, 0, 0, 0, 0), se
aplica la funcio´n filtro de orden 4:
F1(a0, a1, a2, a3, a4) =
= a0a1a3a4 + a0a2a3a4 + a0a1a4 + a0a1a3 + a1a3a4+
+a0a3a4 + a1a2 + a1a3 + a2a4 + a0a2 + a0a3 + a1 + a2 + a3
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para producir la secuencia filtrada de periodo 25 − 1:
0010110110101101110000100101011.
El LFSR recı´proco tiene polinomio caracterı´stico P2(x) =
x5 + x2 + 1, cuya raı´z β se relaciona con la raı´z α de P1(x)
segu´n la expresio´n β = α2
5−1−1 = α15. Adema´s, gracias al
inverso modular de 15 (mod 31), puede obtenerse la relacio´n
inversa α = β29.
Al mismo tiempo, las m-secuencias {an} y {bn} obtenidas
de P1(x) y P2(x), respectivamente, pueden expresarse me-
diante sus expresiones traza:
an = α
n + α2n + α4n + α8n + α16n
bn = β
n + β2n + β4n + β8n + β16n.
En consecuencia, las funciones filtro F1 y F2 pueden
expresarse en funcio´n de los φ(25 − 1)/5 = 6 cosets
{15, 11, 7, 5, 3, 1}. En particular, el coeficiente C15 correspon-
diente al coset de orden ma´ximo 4 puede conseguirse mediante
el test de presencia de raı´ces [16], mientras que los coeficientes
C7 y C11 correspondientes a los cosets de orden 3 pueden
calcularse mediante agrupacio´n de te´rminos:
C15 = α
6, C7 = α
24, C11 = α
4.
A partir de estos valores se puede concluir que no existen
ma´s cosets de menor peso en la expresio´n de la funcio´n filtro
F1. Por tanto,
F1 = C15α
15n+C215α
30n+C415α
29n+C815α
27n+C1615α
23n+
+C7α
7n + C27α
14n + C47α
28n + C87α
25n + C167 α
19n+
+C11α
11n + C211α
22n + C411α
13n + C811α
26n + C1611α
21n.
Si se sustituye α = β29 en esa expresio´n, la funcio´n filtro
F2 que genera la misma secuencia se puede expresar como:
F2 = C15β
29·15n + C215β
29·30n + C415β
29·29n+
+C815β
29·27n + C1615β
29·23n + C7β29·7n + C27β
29·14n+
+C47β
29·28n + C87β
29·25n + C167 β
29·19n + C11β29·11n+
+C211β
29·22n + C411β
29·13n + C811β
29·26n + C1611β
29·21n =
= C15β
n + C215β
2n + C415β
4n + C815β
8n + C1615β
16n+
+C7β
17n + C27β
3n + C47β
6n + C87β
12n + C167 β
24n+
+C11β
9n + C211β
18n + C411β
5n + C811β
10n + C1611β
20n.
En consecuencia, se puede concluir que en esta expresio´n
so´lo aparecen los cosets 1, 3 y 5. Por otra parte, sus coefi-
cientes D1, D3 y D5 vienen dados por:
D1 = C15 = α
6 = β29·6 = β19
D3 = C
2
7 = α
24·2 = α17 = β29·17 = β28
D5 = C
4
11 = α
4·4 = α16 = β29·16 = β30.
Dado que el peso ma´ximo de los cosets en esa expresio´n
es 2, se analizan los te´rminos no lineales de orden 2 en la
Tabla III
COEFICIENTES DE LOS COSETS 3, 5 Y 1 PARA TODOS LOS POSIBLES
TE´RMINOS DE ORDEN 2
D3 D5 D1
b0b1 β19 β30 β16
b0b2 β7 β29 β
b0b3 β β19 β17
b0b4 β14 β27 β2
b1b2 β22 β4 β17
b1b3 β10 β3 β2
b1b4 β4 β24 β18
b2b3 β25 β9 β18
b2b4 β13 β8 β3
b3b4 β28 β14 β19
expresio´n de F2. Como antes, para cada te´rmino no lineal de
orden 2, se pueden obtener los coeficientes D3 y D5 mediante
el test de presencia de raı´ces, mientras que el coeficiente D1
correspondiente al coset de peso 1 puede calcularse agrupando
te´rminos, como se muestra en la tabla III.
Una versio´n interesante del problema de la mochila discreta
definido mediante los coeficientes de la tabla III es entonces
resuelto de manera que para cada una de las dos primeras
columnas correspondientes a los cosets de peso ma´ximo, se
calculan los elementos cuya suma coincide con el correspon-
diente coeficiente conocido. En particular, la solucio´n muestra
que los coeficientes correspondientes a los productos b0b2,
b1b2, b1b3, b1b4 y b3b4 dan dos valores:
D3 = β
7 + β22 + β10 + β4 + β28 = β28
D5 = β
29 + β4 + β3 + β24 + β14 = β30.
Este resultado aplicado sobre la u´ltima columna implica que,
para obtener la suma final D1 = β19, tienen que incluirse los
elementos lineales b1 + b2 + b4 en la funcio´n filtro F2:
D1 = β + β
17 + β2 + β18 + β19 + β + β2 + β4 = β19.
Por tanto, se obtiene la expresio´n final de la funcio´n filtro
equivalente:
F2(b0, b1, b2, b3, b4) =
= b0b2 + b1b2 + b1b3 + b1b4 + b3b4 + b1 + b2 + b4.
Esta funcio´n aplicada sobre el LFSR recı´proco con poli-
nomio caracterı´stico P2(x) = x5 + x2 + 1 y estado inicial
IS2 = (1, 0, 0, 1, 0), produce la misma secuencia que el
filtrado de entrada
0010110110101101110000100101011.
F2 es una funcio´n de orden 2 con el mismo nu´mero de
te´rminos de orden 2 y de orden 1 que F1, pero sin te´rminos
de orden 3 ni de orden 4. Por tanto, desde un punto de vista
criptogra´fico, el atacante podrı´a lanzar un ataque ma´s eficaz
contra F2 que contra F1, aunque ambos filtrados generan
exactamente la misma secuencia.
Por tanto, este ejemplo muestra que el me´todo propuesto se
puede aplicar sobre cualquier filtrado conocido para producir
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un filtrado equivalente, que en el caso del LFSR recı´proco es
de un orden inferior. Esta es una demostracio´n de que para
algunos generadores aparentemente seguros pueden existir
equivalentes ma´s de´biles, y lo que es ma´s importante, que
estos equivalentes pueden ser calculados.
V. CONCLUSIONES Y TRABAJOS FUTUROS
Este trabajo ha abordado el problema del ca´lculo de filtrados
no lineales equivalentes que producen la misma secuencia que
un filtrado conocido. En particular, se presenta el ana´lisis
de un caso en el que un LFSR recı´proco se utiliza para
definir un filtrado equivalente. De hecho, en esas condiciones
existen relaciones especı´ficas entre ambas funciones filtro que
permiten la definicio´n de un me´todo especı´fico para calcular
la funcio´n filtro equivalente de una de partida. El estudio
concluye que el generador equivalente puede tener un nivel de
seguridad inferior al del filtrado original. Por tanto, el me´todo
propuesto permite la construccio´n de equivalentes ma´s de´biles
que los filtrados de partida. En conclusio´n, este trabajo muestra
que dos estructuras con niveles de seguridad aparentemente
diferentes en funcio´n de sus propiedades, pueden de hecho
producir exactamente la misma secuencia cifrante, por lo que
en realidad ambos generadores debe ser considerados tan
inseguros como el ma´s de´bil de los dos.
Dada la dificultad del tema, todavı´a quedan muchas cues-
tiones abiertas. En particular, una de ellos es el desarrollo
de me´todos o´ptimos para la eleccio´n de los coeficientes
correspondientes que aparecen en la u´ltima fase del me´todo
propuesto. Adema´s, un estudio similar al que se muestra en
este trabajo, pero sobre otros equivalentes que no se basen
en el LFSR recı´proco, podrı´a ser u´til para llevar a cabo
potenciales ataques contra los filtrados no lineales.
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