Leveraging the power of nowadays graphics processing units for robust power grid simulation remains a challenging task. Existing preconditioned iterative methods that require incomplete matrix factorizations can not be effectively accelerated on GPU due to its limited hardware resource as well as data parallel computing. This work presents an efficient GPU-based multigrid preconditioning algorithm for robust power grid analysis. An ELL-like sparse matrix data structure is adopted and implemented specifically for power grid analysis to assure coalesced GPU device memory access and high arithmetic intensity. By combining the fast geometrical multigrid solver with the robust Krylov-subspace iterative solver, power grid DC and transient analysis can be performed efficiently on GPU without loss of accuracy (largest errors < 0.5 mV). Unlike previous GPU-based algorithms that rely on good power grid regularities, the proposed algorithm can be applied for more general power grid structures. Experimental results show that the DC and transient analysis on GPU achieves more than 25X speedups over the best available CPU-based solvers. An industrial power grid with 10.5 million nodes can be accurately solved in 12 seconds.
INTRODUCTION
The design and verification of today's extremely largescale power grid is truly challenging. Power grids are typically modeled as RC networks with up to tens of millions of nodes, which can not be easily solved by robust direct matrix solvers due to excessive runtime and memory costs.
In recent years, a variety of research has focused on tackling large-scale power grid analysis problems [1, 2, 3] , among which iterative solvers are preferred for achieving good scalabilities in runtime and memory consumption. Recently, there has been ever increasing interest in circuit simulations on data parallel computing platforms, such as graphics processing units [2, 3] . In [2] , a CPU-GPU hybrid multigrid (HMD) algorithm is proposed to solve 3D irregular power grid structures, where the dominant geometrical multigrid operations are accelerated on GPU. In [3] , a 2D Poisson solver using GPU-based FFT acceleration is proposed for solving 2D structured power grids. However, the above GPU algorithms are mostly suitable for solving power grids with good regularities, which can limit their applications in general power grid analysis. For instance, bad power grid designs having incorrect grid connections (such as isolated nets or shorted nets) may not be easily handled using the prior GPU-based power grid analysis algorithms.
Until recently, good progresses have been made in accelerating sparse matrix-vector operations on GPUs [4, 5] , showing that more than 10G FLOPS (floating point operations per second) throughput can be achieved on the latest GPU models. However, efficient sparse matrix-vector operation on GPU does not immediately lead to faster power grid simulations if compared with the state of art direct solvers. For instance, running the conjugate gradient (CG) algorithm on GPU may easily bring 10X to 20X speedups over the CPUbased CG solver. Unfortunately, without an effective preconditioner, even accelerated on GPUs, running power grid analysis using such a plain CG solver can still be slower than using a good direct matrix solver (e.g. Cholmod [6] ), especially when dealing with ill-conditioned problems. On the other hand, preconditioned conjugate gradient (PCG) algorithms using incomplete matrix factors can not be efficiently accelerated on GPUs, which is mainly due to GPU's very limited on-chip shared memory resources and data parallel computing scheme.
In this work, we propose a GPU-specific multigrid preconditioned iterative solver for robust (accurate) and efficient (fast convergence) power grid analysis. To allow efficient memory accessing and streaming data processing on GPUs, we adopt an ELL-like sparse matrix structure [7] that is particularly suitable for data-parallel power grid analysis, which enables rather efficient sparse-matrix product computation as well as the iterative relaxation operations (heavily used in the multigrid preconditioning procedure). We show that the by including multigrid preconditioning step into the Krylov-subspace iterative solver, power grid simulation can converge robustly in a few iterations, which therefore can be applied for general power grid analysis.
BACKGROUND

Power Grid Analysis
Power grid DC analysis for an n-node circuit can be formulated using the following linear system [1] :
where the conductance matrix G ∈ R n×n is a symmetric positive definite (SPD) matrix representing all interconnected resistors, x ∈ R n×1 is the vector including all node voltage unknowns, while b ∈ R n×1 is an input vector including all excitation sources. The most accurate and robust way to solve such a system is to use the direct methods such as LU or Cholesky factorization algorithms, which can be rather expensive and memory inefficient for large scale circuits. Alternatively, iterative methods [1, 2] are memory efficient, thus preferred for attacking the very large power grid analysis problems.
On the other hand, transient analysis solves the dynamic system at multiple time points, taking into account energystorage circuit components such as capacitors and inductors:
After applying the backward Euler's (BE) method, we obtain an alternative linear system equation for time step t:
where h denotes the time step size. If direct methods are used, one-time matrix factorization is performed, while the solution of the following time steps can be obtained by reusing the matrix factors.
Basics of GPU Computing
Nowadays GPU computing for non-graphics applications becomes increasingly popular due to the significant performance boosts brought by the latest technologies. A recent GPU model integrates more than 200 streaming processors (SP) onto a single chip, achieving more than 700G FLOPS peak performance, while greater than 100Gb/s offchip memory bandwidth can be observed. The above performance is much higher than the ones from the best available general purpose processors such as the quad-core CPUs. However, GPU's on-chip memory resource limitation as well as data parallel computing scheme make its programming rather challenging. We compare different memory resources of typical GPUs in Fig. 1 , where the texture memory refers to the cached global memory that may lead to better memory access latency than the global memory access. To improve GPU computing efficiency, the following key factors should be considered:
1. Data decomposition and sharing: A GPU kernel should perform similar operations on different sets of data, minimize the dependencies among different tasks, avoid excessive global data sharing, use more read-only data sharing than the read-write data sharing to minimize synchronization times, avoid shared memory bank conflicts, and maximize the arithmetic intensity (defined as the total GPU computations per memory access).
2.
Control Flow : A GPU algorithm should avoid thread branching (divergence), allow efficient parallel implementation that usually exploits formulating the original problems into multi-level hierarchical problems, and assure coalesced memory access. 
Power Grid Analysis On GPU
Prior Approaches
Efficient power grid analysis on GPU requires good handling of irregular power grid data structures. As mentioned in Section 2.2, coalesced memory accessing and performing similar operations on different data sets are necessary for improving GPU's computing efficiency and minimizing the divergent threads. However, realistic power grid designs can be irregular and the resultant sparse matrix structures may not be regular too, so it is important to represent the irregular grid structure using regular data structures on GPU for improving the overall computing performance. Prior works on GPU-based power grid analysis [2, 3] exploit regular or regularized power grid structures for efficient GPU computation: a hybrid multigrid scheme is proposed in [2] to solve coarse level regular grid problem on GPU and correct the original irregular grid solution on CPU, while the work in [3] can be only applied to structured 2D power grid problems.
Proposed Approach
Although traditional Krylov-subspace iterative methods such as conjugate gradient method are very robust (always converge to the correct solution) and suitable for parallel computing, the number of CG iterations for power grid analysis can be still high, which may limit its application to large circuit problems. On the other hand, power grid analysis using existing preconditioned conjugate gradient solver [1] with incomplete matrix factors as preconditioners can converge faster in a few hundreds iterations. However the matrix factors that include many non-zeros elements can not be efficiently stored and processed on GPU's shared memory (shared memory size is up to 32KB per streaming multipro- a a a a a cessor), which is therefore not suitable for GPU acceleration.
To gain high parallel computing efficiency and accuracy, a multigrid-preconditioned conjugate gradient method (MG-PCG) has been proposed for groundwater flow simulation problems (elliptic PDE equations) [8] , which outperforms the plain multigrid solver in terms of convergence rate and accuracy. Since multigrid methods have been shown to be well suited for GPU accelerations [2] , in this work we propose a GPU-based MGPCG algorithm specifically for robust power grid analysis, and show that our algorithm can be efficiently accelerated on GPU. More importantly, this preconditioned iterative solver is more robust than the prior hybrid multigrid algorithm (HMD) [2] , which retains near-SPICE accuracy after only a few iterations. In Fig. 2 , we show the DC analysis results for an industrial power grid design with 1.6 million nodes. The residual versus the number of iterations are shown for both the MGPCG and HMD solvers. From the figure, it can be observed that the MG-PCG solver converges to highly accurate solution in a much faster way, retaining two orders of magnitude better accuracy when compared with the HMD solver.
MGPCG SOLVER ON GPU
Sparse Matrix Operations on GPU
Each of the power grid nodes typically connects to a limited number of neighboring nodes (a node usually has no more than four neighbors). It is also observed that most of these grid nodes have similar numbers of neighboring nodes. The above observations allow us to efficiently store the sparse conductance matrix G that is obtained from power grid nodal analysis using an ELL-like [7] sparse matrix structure. As shown in Fig. 3 , once given the maximum degree of freedom of all the nodes, we can use three one-dimensional vectors to fully represent the original conductance matrix: one vector stores the inverse of diagonal matrix elements, one stores the off-diagonal element values and the rest stores the neighboring node indices. With the above sparse matrix structure, matrix-vector operations can be performed rather efficiently on GPU with very good memory access pattern [4] . Since GPU memory prefers the vector sizes to be multiple of 16, we add dummy elements to the ends of all the vectors (represented by "P" in Fig. 3 and Fig. 4) . We demonstrate the GPU device memory access patterns during Jacobi iterations in Fig. 4 execution steps (time points), consecutive GPU threads will access consecutive memory addresses, which exactly follows the coalesced memory access principle (Section 2.2). We store the inverse of diagonal elements instead of the original diagonal elements, since the multiplication operation on GPU is less expensive than the division operation (used heavily in GPU multigrid preconditioning). It is observed in our experiments that using the above data structure, up to 3X better performance (throughput) can be achieved when compared with the implementations using other sparse matrix formats such as the compressed sparse row (CSR) format.
Prolongation
Level 0 Restriction
Multigrid Preconditioning on GPU
As demonstrated in Fig. 5 , the basic idea behind the multigrid preconditioning method is to use the original irregular power grid as the finest grid (level 0) in the multigrid hierarchy, and adopt a set of regularized 2D grids as the coarser to coarsest level grids (level 1 to level 3). The regularized 2D grids can be obtained in several ways such as the ones introduced in [2] . Then the finest grid (level 0 grid) will be handled using efficient sparse matrix structure on GPU (proposed in Section 3.1) while the 2D coarser to coarsest grids (level 1 to level 3 grids) are handled directly as graph-
Algorithm 1 Multigrid Preconditioning Algorithm
Input: The sparse conductance matrix G f ∈ R n×n for the original power grid (Grid f with n nodes), the coarse grid Gridc with m nodes, the coarse-to-fine grid prolongation operator V f c ∈ R n×m , the fine-to-coarse grid restriction operator V c f ∈ R m×n , the coarse grid geometrical multigrid solver [2] that computes the solution xc = mgsolve(fc) where the input and output vectors are fc and xc ∈ R m×1 , the original grid rhs vector b f ∈ R n×1 , the initial solution guess x (0) f ∈ R n×1 , the maximum number of iterations K, the number of weighted Jacobi iterations s, as well as the error tolerance tol.
Output:
The solution x f for all grid nodes of Grid f .
1: Do s times relaxations on Grid
Do s times post relaxations on Grid f to update x ics pixels on GPU. In this way, we can eliminate most of the inefficient device memory access operations, avoid thread branchings, minimize the global data dependencies and increase the arithmetic intensity of multigrid operations for all the multigrid levels. The level 0 multigrid operations are performed using GPU-based sparse matrix-vector operations (Fig. 4) , while the other multigrid operations (level 1 to level 3) are performed in a geometrical multigrid fashion (treat each grid node as a graphics pixel) that can achieve very high throughputs on GPU(over 100G FLOPS performance).
Denoting the finest power grid (level 0 irregular 3D grid in Fig. 5) by Grid f and the next coarser grid (level 1 regular 2D grid in Fig. 5) by Gridc, the multigrid preconditioning algorithm is described in Algorithm 1. It should be noted that there can be many configurations (controlling parameters) for the multigrid preconditioning step. The most important controlling parameters include the number of Jacobi relaxations for the original grid s and the number of V cycles for the multigrid solver mgsolve. For different power grid analysis problems, the user can adjust these key parameters empirically. It is also expected that we automatically extract the optimal controlling parameters by using GPU performance modeling and optimization approaches. Due to the scope of this paper, we will not discuss the details about the parameter setting issue.
It should be emphasized that developing an algebraic multigrid (AMG) preconditioner on GPU is impractical due to the significant unbalanced workload during the computation. Another limiting factor is that the sparse matrix structures for different AMG levels can change significantly, which does not allow to use the ELL-like matrix format to gain efficiency. On comparison, the workload of the proposed preconditioning algorithm can be well balanced among different
Algorithm 2 Multigrid preconditioned CG (MGPCG) algorithm
Input: The sparse conductance matrix G ∈ R n×n for the original power grid with n nodes, the multigrid preconditioner that computes the approximate solution x = MGP recond(b) (Algorithm 1) where the input and output vectors are b and x ∈ R n×1 , the rhs vector b ∈ R n×1 , the maximum number of iterations K, as well as the error tolerance tol. Output: The solution for all grid nodes.
1:
7:
if r (k+1) < tol then 10:
exit the loop and return the solution x (k+1) ; 11:
end if 12:
13:
14: GPU cores. Our algorithm does not use sparse matrices during the coarse grid operations.
The MGPCG Algorithm
A preconditioned conjugate gradient method that uses incomplete matrix factors as preconditioners to improve the convergence rate of CG is proposed in [1] . While the incomplete Cholesky factorization method has shown potentials of providing good preconditioners for power grid analysis, such preconditioning technique may not be suitable for GPU-based parallel computation, since there is not enough memory space on GPU for storing and processing the matrix factors (preconditioners). Additionally, the irregular matrix factors may cause excessive random memory accesses on GPU. Instead of using the "black-box" incomplete factorization methods, it has been shown in [8] , by combining the faster but less robust multigrid solver with the slower but more robust conjugate gradient method, a more robust and highly parallelizable power grid solver can be created.
In this work, we propose a multigrid preconditioned conjugate gradient (MGPCG) solver on GPU for fast and robust power grid analysis. More specifically, we do not form an explicit preconditioner but rather use a GPU-based multigrid solver as an implicit preconditioner. As shown in our experiments, with such a GPU-accelerated multigrid preconditioner, power grid analysis requires significantly less number of iterations for converging to a satisfactory accuracy level. The number of required MGPCG iterations is much smaller than the traditional conjugate gradient iteration method as well as the hybrid multigrid iteration method [2] . The multigrid preconditioned conjugate gradient algorithm has been described in Algorithm 2 with more details. From our extensive experiments, it is observed that in most cases, the MGPCG solver can converge in 10 iterations (largest errors < 0.5 mV). It can be expected that if mixed precision multigrid algorithms [9] are adopted for the MGPCG solver, further convergence improvement can be made (GPU based solver mainly uses single-precision computations). The cost of each MGPCG iteration mainly comes from the multigrid preconditioning step. After analyzing the runtime of the multigrid preconditioning step, we found that the mgsolve time is similar to the Jacobi relaxation time. Consequently, we only need to optimize these two GPU kernels to achieve better performance.
EXPERIMENTAL RESULTS
Various experiments have been conducted to validate the proposed GPU-based multigrid preconditioned conjugate gradient (MGPCG) algorithm. A set of industrial power grids [10] (details are shown in Table 1 ) are used to test our MG-PCG power grid solver. GPU-based MGPCG results are compared with several other GPU-based and CPU-based solvers: the GPU-based conjugate gradient (CG) solver, the GPU-based diagonal preconditioned conjugate gradient (DPCG) solver, the GPU-based hybrid multigrid (HMD) solver [2] , and the CPU-based direct matrix solver CHOLMOD (Cholesky factorizations) [6] . All algorithms have been implemented using C++ and the GPU programming interface CUDA [11] . The hardware platform is a Linux PC with Intel Core 2 Quad CPU running at 2.66 GHz clock frequency and an NVIDIA's Geforce GTX 285 GPU (with 240 streaming processors). All running time results are measured in seconds.
Power Grid DC Analysis
We demonstrate the effectiveness of the multigrid preconditioned conjugate gradient (MGPCG) method proposed in Algorithm 2. In our experiments as shown in Table 2 , we assure that the largest errors for all circuits are much smaller than 0.5 mV when applying the traditional CG method, the DPCG method, the MGPCG and the HMD methods. A significant reduction in the number of iterations are observed on all power grid designs when using the multigrid preconditioning technique. To obtain highly accurate results, the GPU-based MGPCG solver takes much less computation time than the GPU-based hybrid multigrid solver for all test cases. More importantly, our MGPCG method is more robust than the previous GPU-based algorithms. As shown in Table 2 , our MGPCG solver can achieve very fast convergence (five to ten iterations), while the previous HMD solver can not converge to the desired accuracy in 30 iterations for CKT4 and CKT5.
From the experiments we can also find that the numbers of MGPCG iterations are almost constant, not varying significantly with circuit size. On the other hand, for larger circuits such as CKT4 and CKT5, the traditional CG solver and the diagonal preconditioned CG (DPCG) solver may take 500X to 1000X more iterations to converge. It should be emphasized that the multigrid preconditioning technique can be efficiently implemented for the massively parallel computing platforms such as GPUs, while the other preconditioning techniques that are based on incomplete matrix factorizations can not be implemented for the GPU computing platform.
Power Grid Transient Analysis
In this work, we use typical gate/decoupling capacitance values [12] in the power grid transient analysis. Loading current waveforms are modeled using the pulse-like functions while the switching activities are randomly assigned for different circuit blocks.
While the MGPCG solver for DC problems uses 30 to 50 Jacobi iterations for the smoothing step (Algorithm 1), in transient analysis, we only use 10 Jacobi iterations in each preconditioning step to reduce the simulation cost. We run the transient analysis using the MGPCG algorithm and assure it converges to the SPICE accuracy level at each time step. As shown in Table 3 , the average MGPCG iteration number for each time step is between one and two. For the experiments with various current loading settings, we observe that the MGPCG solver always converges fast, using only one or two MGPCG iterations. Comparing the transient analysis results with the best available direct solver (CHOLMOD) solver results, GPU-based MGPCG solver can achieve up to 23X speedups, while retaining near-SPICE accuracy. The transient analysis waveforms for CKT5 is shown in Fig. 6. 
DC Analysis for Large Power Grids
The proposed MGPCG algorithm can solve more general power grid problems. In this section, we test our algorithm on a variety of large scale power grid designs. Some of the designs do not have regular grid patterns (partial grids extracted from multi-layer power grid designs), and some grids are not correctly connected (with floating or disconnected nets). The circuit size ranges from 4.7 million to 10.5 million. These test cases can not be handled by prior GPU based power grid analysis algorithms, but can be easily solved using the proposed method. The maximum errors of our iterative solver are much smaller than 0.5mV . Details of all experiments are demonstrated in Table 4 . As observed, even for these "bad" power grid designs with multi-million nodes, the proposed algorithm can scale well and achieve up to 28X speedups when compared with the state of art direct solver.
CONCLUSIONS
We propose an efficient GPU-based multigrid preconditioning algorithm for robust power grid analysis. An ELLlike sparse matrix data structure is adopted and implemented specifically for power grid analysis to assure coalesced GPU device memory access and good arithmetic intensity. By integrating the fast geometrical multigrid preconditioning step into the robust Krylov-subspace iterative algorithm, power grid DC and transient analysis can be performed efficiently on GPU without loss of accuracy. Unlike previous GPU-based algorithms that rely on good power grid regularities, the proposed algorithm can be applied for more general power grid structures. Extensive experimental results show that we can achieve more than 25X speedups over the best available CPU-based solvers for DC and transient power grid simulations. A 10.5 million industrial power grid DC analysis problem can be solved in 12 seconds.
