Although the energetic balance of forces stabilizing proteins has been established qualitatively over the last decades, quantification of the energetic contribution of particular interactions still poses serious problems. The reasons are the strong cooperativity and the interdependence of noncovalent interactions. Salt bridges are a typical example. One expects that ionizable side chains frequently form ion pairs in innumerable crystal structures. Since electrostatic attraction between opposite charges is strong per se, salt bridges can intuitively be regarded as an important factor stabilizing the native structure. Is that really so? In this chapter we critically reassess the available methods to delineate the role of electrostatic interactions and salt bridges to protein stability, and discuss the progress and the obstacles in this endeavor. The basic problem is that formation of salt bridges depends on the ionization properties of the participating groups, which is significantly influenced by the protein environment. Furthermore, salt bridges experience thermal fluctuations, continuously break and re-form, and their lifespan in solution is governed by the flexibility of the protein. Finally, electrostatic interactions are long-range and might be significant in the unfolded state, thus seriously influencing the energetic profile. Elimination of salt bridges by protonation/deprotonation at extreme pH or by mutation provides only rough energetic estimates, since there is no way to account for the non-additive response of the protein moiety. From what we know so far, the strength of electrostatic interactions is strongly contextdependent, yet it is unlikely that salt bridges are dominant factors governing protein stability.
Introduction
The stability and functionality of proteins is the result of the delicate balance between different types of non-covalent interactions and thermodynamic forces. Among them, electrostatic interactions were the first considered as a factor responsible for stabilizing the folded protein. Already in the first decades of the 20-th century it was recognized that proteins exhibit properties reminiscent of the properties of water-soluble, charged colloid particles with a compact structure. Protein stabilization by electrostatic interactions became the dominating concept after the work of Linderstrøm-Lang (1), who published in 1924 his seminal theory providing for the first time quantitative explanation/description of proton titration curves and pH-induced denaturation. The ideas of Linderstrøm-Lang are the basis of the present understanding of electrostatic interactions, although they were introduced even before all amino acid types constituting proteins were known. In the following decades, in parallel with the rapidly accumulating information on the spatial structure of proteins, the importance of hydrogen bonds in stabilizing regular secondary structure elements and tertiary folds was identified (2, 3) .
In his famous review published in 1959 Kauzmann emphasized the fact that about half of the amino acids found in proteins have hydrophobic, non-polar side chains, and argued that the hydrophobic effect is the major factor stabilizing proteins (4) .
Although more than 40000 protein structures are deposited in the Protein Data Bank at present, and this number grows exponentially, a wide spectrum of questions related to the stability and the functionality of proteins awaits answers. The quantitative assessment of the contribution of weak non-covalent bonds to protein folding and stability is a major goal of modern protein science, yet in many cases the interpretation of available data is controversial (5) .
In this chapter we present approaches aiming at estimation of the contribution of electrostatic interactions, particularly of salt bridges, to the unfolding free energy, and discuss the present-day views about their role in protein stability and function. The very nature of charge-charge interactions poses difficulties in quantitative description and defining their importance. In contrast to the other types of non-covalent interactions they are short-range and long-range and depend on ionization equilibria, which in turn are governed by electrostatic interactions themselves. The correct understanding of the interplay of electrostatic interactions with all other non-covalent interactions is of prime importance in developing robust strategies for rational design of proteins with desired properties for medical and biotechnological applications. The material presented is largely focused on theoretical approaches. Computational studies of electrostatic interactions enjoy growing popularity since they provide the unique opportunity to analyze pair-wise interactions in atomistic detail and to delineate discrete energy terms, information which is not available from "wet" experiments.
Definitions, concepts and formalism

Electrostatic interactions and salt bridges
In protein science, the term electrostatic interactions is used as an generic term in referring to interactions between charged groups, whose ionization state depends on pH and on the specific environment, including the interactions with the partial charges of polar but nonionizable groups (dipoles). When protonated, the imidazole group (histidine), amino groups (ε-amino group of lysine and the N-terminal amino group), and the guanidinium group (arginine) are positively charged. Carboxyl groups (aspartic acid, glutamic acid, the C-terminal carboxylate), the thiol group (cysteine), and the hydroxyl group of the phenol ring (tyrosine) are negatively charged in their deprotonated forms. Usually, charged groups tend to be accessible to the solvent. In many cases, oppositely charged groups are close to each other, thus forming ionic pairs or salt bridges. A salt bridge is defined as a hydrogen bonded pair of charges of opposite sign. Obviously, the formation of a salt bridge depends on the protonation state of the partners and hence on pH. It should be noted that charge-charge attraction or repulsion could be significant even if the geometrical centers of the functional groups are separated by distances larger than 4 Ǻ, the distance usually used to identify a salt bridge. Long-range electrostatic effects are important not only for the stability of proteins but also for their functionality (ligand binding, substrate tunneling, catalysis, etc).
Folding/unfolding equilibrium and electrostatic interactions
The stability of a protein molecule at given conditions is defined by the difference in the free energies between its unfolded (denatured) and folded (native) states. The same is valid for the electrostatic term of the free energy:
∆G U,el and ∆G F,el are the electrostatic free energies corresponding to the unfolded and folded state of the protein, respectively. It is commonly accepted that ∆G el originates mainly from the changes in interactions ionizable groups are involved in. Perhaps the most prominent manifestation of the influence of electrostatic interactions (and salt bridges in particular) in protein stability is the phenomenon of pH-induced denaturation (see Section 4). Assuming that only the electrostatic interactions are changed by pH variation, Eq. 1 can be written as:
where
is the average number of protons bound to the protein in the unfolded (U) and in the folded (F) state, respectively, whilst θ ι is the degree of protonation of titratable site i, often referred to as titration curve of this site. The total number of titratable (ionizable) sites is N. Equation 2 can be obtained in terms of protonation/deprotonation equilibria (6) or from a statistical mechanics treatment (7) . The bottom line is that the quantitative evaluation of the role of electrostatic interactions in the stabilization of the native protein structure requires knowledge, experimentally obtained or theoretically predicted, of the ionization equilibria in both, the unfolded and the folded state. The experimental approaches to the problem are discussed in Section 4.
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Ionization equilibria
The ionization behavior of each titratable site is described by the proton dissociation constant, often designated as K a , which is linked to the free energy according to
. ∆G a can be dramatically influenced by the rest of the protein moiety. (Henceforth, we omit the subscripts a for clarity of notation). In other words, individual, chemically identical titratable sites experience the influence of different environments and could have very different ionization properties. The most relevant factors regulating the ionization equilibria are listed in Table 1 . For the moment we consider a fixed spatial organization of titratable sites (single conformer). The very important influence of the conformational flexibility (factor 4 in Table 1 ) will be discussed in Section 3.1.2. The influence of the desolvation (factor 1 in Table 1 ) on the ionization equilibrium constant of a given site can be evaluated by the thermodynamic cycle illustrated in Fig. 1 
The difference
is the desolvation energy (factor 1 in Table 1 ), which represents the difference of
, the free energies of transfer of the titratable site (as a model compound) from the solution to its location in the protein in the deprotonated state and in the protonated state, respectively. As defined here, sol G ∆ is related to the process of deprotonation of a given group, rather than to its ionization. For groups which become ionized upon protonation the desolvation energy has the opposite sign.
[ Table 1 here]
[ Table 2 here] Among alternatives,
according to Eq. 4 is most frequently evaluated computationally using continuum electrostatics models. In these models the protein molecule is presented as a material with low dielectric constant immersed in the high dielectric medium of the solvent. For this system the Poisson-Boltzmann equation is solved (14, 15) . The following assumptions are implicit in the continuum electrostatics calculations. (i) The protein is represented by a single conformer. Any conformational changes that may occur upon ionization are neglected. (ii)
is electrostatic in nature, which simplifies the model and is reasonable in the context of (i). (iii) The interaction between any couple of charges does not depend on the presence of other charges. In such a way, the different contributions to the electrostatic energy can be considered separately. In other words, the total electrostatic energy is assumed to be an additive sum of independent energy terms that correspond to different sources of the electrostatic field.
With the above assumptions, the energy of deprotonation of a given site, i, can be presented as a sum of the different electrostatic contributions corresponding to factors 1 to 3 listed in Table 1 :
The term ∆G pc,i is the change of the electrostatic energy of interaction between the charges of site i and the protein permanent, pH-independent charges (dipoles) upon deprotonation of this site (factor 2 in Table 1 ). Metal ions coordinated by the protein structure are also considered permanent if their valence is not changed in parallel with the change of the protonation state of the protein.
The last term in Eq. 5, ∆G tc,i , accounts for the charge-charge interactions of the i-th site with the rest of the titratable sites (factor 3 in Table 1 ). 
Indices i and j enumerate all titratable sites, and 
The summations in the above equation are over all 2 N possible protonation states {x}. The calculation of α i (pH) is, in fact, equivalent to calculating θ i (pH) = 1−α i (pH), which can be used in Eq. 3 for calculation of the protein titration curve. It should be noted that Eq. 7 is adequate only within the limits of the implicit assumptions of the continuum model, as discussed above. In principle, Eq. 7 can be extended to a more general case by including other features and properties that can influence the ionization equilibria, for example for redox sites or ligand binding (17) . Without violation of the main assumptions stated above, another extension has been proposed (18, 19) accounting for alternative proton binding on the titratable groups and for alternative orientation of the polar hydrogens of the non-titratable groups, i.e. for tautomers and rotamers. Although these extensions improve the description of the ionization behavior of the protein molecule, they remain within the limits of a single conformer representation.
Electrostatic properties of proteins
Proteins exist as a mixture of states separated by free energy barriers. In the simplest case described here, only the native (folded) and the denatured (unfolded) states are thermodynamically relevant. The energetic difference between these states arises from differences in the balance of non-covalent interactions, interactions with the solvent and entropic factors. We consider separately the electrostatic properties of folded and unfolded proteins for clarity, bearing in mind that both states are equally important in describing protein energetics.
Ionization equilibria in folded proteins
As already pointed out, the steric and chemical properties of the surroundings of titratable groups could profoundly change their ionization properties. This is very important in the context of folded proteins, since the position of charges is fixed by the global fold and re-adjustment of charge-charge distances is limited by rotation around side chain bonds. In this section we discuss the influence of the factors listed in Table 1 on the ionization behavior. 
∆
of Eq. 5 depend only on the protein structure (i.e. on how the particular group is situated in the protein) but not on the charge-charge interactions with other titratable sites, it is convenient to introduce the quantity intrinsic pK for the individual sites:
Similarly to pK i,mod , pK int,i is pH independent. Knowledge of the intrinsic pK is useful in different aspects. One of them is that it already provides information about the role of the individual components of electrostatic interactions in the stabilization of the native protein structure. The most significant influence has the term
The effect of burial of the titratable sites is manifested by stabilization of their neutral form (increasing pK of acidic groups and decreasing pK of basic groups). Due to the desolvation energy, a group completely buried in the protein interior may shift its pK value by up to 25 pH units (21) . Taking into account that ∆G sol,i is unfavorable if the deprotonation is related to charging of site i, it becomes clear that the desolvation penalizes charge burial. Buried titratable groups are usually surrounded by polar environment, so that the term ∆G pc,i tends to partially compensate the desolvation penalty (21, 22 ). An illustration of the effect of compensation of these two factors is given in Fig. 2 
Conformational flexibility
Proteins are flexible entities. The amplitude of thermal motions can be significant. Different approaches have been devised to deal with protein flexibility in electrostatic calculations. Flexibility can be implicitly accounted for by adjusting the protein dielectric constant in continuum PB calculations (26) (27) (28) . Although such methods generally make pK predictions closer to the experiment, being still based on a single conformer, they are incapable to reveal any correlation between protonation and structural changes. Other approaches attempt an explicit treatment (14, 17, 29) . However, it is computationally demanding, which practically prohibits its application in full. The reduction of the complexity is most commonly made by using a limited, but representative, number of conformations.
The ionization free energy depends primarily on local environmental effects. A large number of studies have focused on description and analysis of local conformational flexibility effects on ionization equilibria of individual titratable sites (18, 19, (30) (31) (32) (33) (34) (35) . For example, the conformational space defined by the side chain torsion angles can be systematically explored (31) . Alternatively, side chain conformations with maximized solvent accessibility could be considered along with the "native" conformer as seen by X-ray crystallography (32) .
Information about conformational flexibility can be extracted from ensembles of NMR strucutres, which are presumed to give a good representation of protein structural diversity in solution. An overall improvement of pK towards the experimental data can be achieved by averaging the pK values calculated using all members of the NMR ensemble (36) . However, since NMR ensembles typically consists of only 10-50 conformers, averaging is arithmetic, i.e. all conformers are given equal statistical weights, an assumption which has no rigorous physical ground. It was also demonstrated that in regions where NMR and X-ray structures differ significantly the pK values calculated on the basis of the X-ray structures are in better agreement with the experimental data (37) . For solvent exposed residues, however, a better agreement with the experimental results has been obtained using NMR structures. One can speculate that crystal contacts, as it was pointed out above, are one of the main sources of failing to correctly predict the ionization equilibria in proteins.
Alternative approaches to account for the conformational flexibility is to collect ensembles of structures generated by molecular dynamics simulations. Various protocols combining calculations of ionization equilibria with simulated protein flexibility have been elaborated. In different approaches, the considered structural changes rank from involving only polar hydrogen atoms (18, 19, 30, 33) , to side-chain fluctuations (31, 32, 34, 35, 38) , to global structural motions (6, 23, 28, (39) (40) (41) (42) . Overall, pK values from MD ensemble averages were closer to the experimental values in most cases. However, the pKs of buried titratable groups were still badly captured by continuum methods (28) . The intuitive explanation is the (still) limited sampling time. During a few hundreds of picoseconds solvent-exposed side chains can visit many alternative conformations with similar pK. This time might be insufficient for a buried, conformationally restrained side chain to visit fewer conformations with very different pK, since the transition might require global conformational rearrangements, which occur on longer time scales. Below we briefly summarize several interesting conclusions that can be made from MD-based studies of the ionization properties of proteins. (i) Longer simulation times are required to achieve approximately constant average pK. For example, simulations of at least 500 ps were necessary to collect ensembles reproducing the experiment for the majority of titratable sites in Bacillus circulans xylanase, but for some sites sampling for more than 1 ns was required. (23) . An illustration is given in the lower panel of Fig. 2 , showing the time evolution of pK of Asp121. (ii)
Multiple shorter MD trajectories (starting from the same initial structure) might be superior to a single MD trajectory of the same total length (41) . (iii) The initial structure is likely to influence the results of continuum pK predictions (23), although this is not always the case (43) . It appears that, again, the extent of sampling is more important. Also, even with different initial structures, the ionization of buried residues (including active site residues) is not well reproduced. (iv) The calculated pK values are likely to be biased by the choice of the initial protonation state. The problem could be overcome by collecting conformers from two independent molecular dynamics runs: one with all titratable sites charged and one with all sites neutral (6, 40) . In this case, however, the benefit of the ergodic hypothesis is lost. In view of the ever growing computational
power and the refinement of force fields, one can say that the combination of pK calculations and molecular dynamics simulation is currently the most promising approach for analysis the influence of conformational flexibility on the ionization equilibria in proteins. It will be illustrated in the next section that considering and understanding of this influence is of prime importance for evaluation of the role of electrostatic interactions in protein stability.
Ionization equilibria in unfolded proteins
Because the unfolded state is by definition an unstructured and fully solvated state, the easiest and often used way of handling electrostatic interactions in denatured proteins is to ignore them. This so-called null approximation can be (but must not be) justified for extreme cases where electrostatic interactions are screened, for instance by denaturing agents such as GdmCl.
In all other cases (denatured states induced by heat, non-ionic denaturants or pressure), the assumption of non-existent electrostatic interactions is unjustified for prediction of the electrostatic term of unfolding energy (44) . Indeed, experimental work has occasionally identified pK shifts from the model values (pK mod ), indicating non-zero electrostatic interactions (45) (46) (47) . There is no reason to believe that the cited cases are an exception and electrostatic interactions in other unfolded proteins should be neglected.
The question is then, could electrostatic interactions in denatured proteins be considered quantitatively? Since experimental studies with denatured proteins are difficult and are severely limited by the low population of that state at benign conditions, theoretical approaches to the problem are indispensable. Many attempts have been made to find a solution. The denatured state has been modeled with an extended backbone and side chain conformation, assuming complete hydration and maximized charge-charge distances (27) . Another approximation is to project side chain charges on the backbone of a simplified polypeptide chain, thus reducing charge-charge interactions to interactions between sequentially neighboring charges (48) . Others modeled the denatured state as having native-like topology, yet being "swelled", reflecting the increased hydrodynamic radius of and the generally increased charge-charge distances in denatured proteins (49) . Continuum pK calculations using the mentioned models have demonstrated good agreement with the experimental data. However, they all are designed to solve specific tasks. They also have a major limitation, namely, only one possible (and fixed) distribution of charges is assumed. Such a situation is physically unrealistic, since denatured proteins exist as large ensembles of rapidly interconverting conformers.
Recently, more realistic models have been devised. According to Zhou, the denatured state is represented by a virtual Gaussian chain connecting titratable sites (50) (51) (52) (53) . The distance between charges is not fixed and exists as a distribution, which depends on the bond length and the number of bonds separating the virtual polymer elements. Another approach based on the continuum dielectric model and ideologically very close to that of Zhou represents the unfolded protein as a material with low dielectric constant (ε p = 30-40) immersed in the high permittivity medium of the solvent (54) . The shape of the dielectric cavity can be considered as an average over all possible conformations of a flexible chain, which results in a sphere inside which most of the protein atoms reside. The radius of this sphere can be the radius of gyration of an unfolded protein (54) . In equilibrium, the charges are located on the surface of the dielectric cavity. The conformational heterogeneity of the unfolded ensemble is modeled by different charge configurations on the surface of the dielectric cavity, which can be calculated by Monte Carlo simulation. The fundamental advantage of these models is that the charge-charge distances are variable. The adequacy of the two similar approaches to predict the electrostatic properties of unfolded proteins was convincingly demonstrated by comparison of calculated pK values with experimental data. Recently, the pK values of some titratable groups in unfolded proteins were directly measured (55) (56) (57) . These studies provided sound evidence that the considered pK's are discrete and distinguishable from those of model compounds. As seen in Fig. 3 , the two sets of calculated values agree fairy well with the experiment, the maximal deviation being 0.4 pH units.
Although the measured or calculated pK shifts (in a still very limited number of denatured states) are smaller than those usually observed in folded proteins, these shifts are large enough to have detectable influence on the pH dependence of protein stability.
[ Figure 3 here] structural analysis
Experimental estimates of the electrostatic contribution to protein stability
The classical way to estimate the contribution of salt bridges to protein thermodynamic stability is to measure the free energy of unfolding ( U G ( ) ( )
Alternatively, ∆G U can be assessed at benign temperature from isothermal denaturant-induced unfolding experiments using the linear extrapolation method (LEM) according to: 
, where n is the number of subunits and M tot is the total concentration of subunits. Both methods have advantages and disadvantages, but the pH-dependence of ∆G U has been determined with high precision for many proteins. In the vast majority of cases, the acidic pH region is explored, since at the high pH required to protonate basic side chains chemical modifications occur. The typical outcome is shown in Fig. 4A where protonation of acidic side chains is destabilizing. Although dozens of proteins get less stable at low pH this is not necessarily always the case (Fig. 4B) . There are proteins which are not very sensitive to low pH, or even gain thermodynamic stability at low pH.
The decrease in stability at low pH can be pronounced. Given that the typical stability of globular protein domains is 5-15 kcal mol −1 , pH-induced destabilization by as much as 10-15 kcal mol −1 is dramatic. The protonation of acidic groups affects not only the folded state.
Neglecting the residual charge-charge interactions in the denatured states of barnase (Fig. 4A) , 
Since differentiation is involved, the experimental errors are often too large to allow reliable estimates of ν ∆ . Alternatively, the pK values can be measured directly by NMR spectroscopy. In the ideal case, if and Eq. 2 and 3 can be employed to calculate ν ∆ . Unfortunately, the method is not free of problems. First, the proteins for which ionization equilibria can be measured in both the folded and unfolded states are still rare. Secondly, the evaluation of 
where n is the Hill coefficient, reflecting the mutual dependence of the ionization of titratable sites. δ(pH) is the observed chemical shift of the reporting nucleus at given pH, while δ a and δ b are the limiting chemical shifts at the acidic and the basic flanks of δ(pH). For some groups complete titration curves cannot be measured. Therefore, either δ a or δ b remains undefined, which introduce uncertainty in fitted value of 
where 1
and j = 1, 2 … counts the number of inflections of δ(pH). In Fig. 5 a two-step titration curve is illustrated. Eq. 14 presumes that such a curve reflects the titration of two sites and since in this case j = 2 two pK values are obtained and assigned to two different groups. The very same shape can however be obtained for the titration of a single group if its ionization is coupled with the ionization of another group. This phenomenon is referred to as cooperative or irregular titration (74) and the conditions leading to irregular titration behavior were deduced theoretically (75) . As far as Eq. 2 uses integral quantities, i.e. the difference between protein titration curves, the interpretation of δ(pH) curves with multi-step sigmoidal shape does not influences the calculation of the electrostatic contribution to unfolding free energy.
[ Figure 5 here]
Assessing the contribution of salt bridges by mutation
Numerous attempts have been undertaken to probe for the contribution of salt bridges by mutation. There are many examples of removing the charge from one of the salt bridge partners by mutation, leading to destabilization. However, the loss of free energy upon mutation cannot be equated with the reduction of the overall charge-charge interactions energy due to the loss of the salt bridge. The situation is basically the same as in pH-variation experiments. Depending on the nature of replacement, desolvation, charge-dipole interactions and charge-charge interaction with neighboring charges are modified. Some mutations could also remove van der Waals contacts made by the non-polar moiety of the replaced salt bridge partner with other groups.
Introduction of smaller side chains creates space for side-chain rearrangements. Charge reversal changes dramatically the charge constellation in the vicinity of the parent salt bridge. Moreover, the conformational flexibility and hence the dynamic properties of the region can change, which has impact on the energetics of the system.
It is believed that the use of double-mutant cycles can provide more detailed information about the energetics of salt bridges (76) . A double mutant cycle yields the so-called coupling free energy of a salt bridge by mutating each group separately and both groups simultaneously. If the two mutated residues are non-interacting, the effect of mutating either residue is independent of mutating the other residue. However, if the mutated residues are interacting with each other, the effect of substituting one residue will depend on the residue at the other position. Hence, to determine the coupling free energy of a salt bridge, the free energy of unfolding, ∆G U , of the wild type protein, the two single mutants and the double mutant have to be determined. The double mutant cycle is designed to cancel all effects except those from the direct interaction between the two mutated residues. It follows that in an ideal double mutant cycle the coupling free energy is due only to the direct interaction between the mutated residues. This is true if rather restrictive assumptions are made. First, one assumes that there is no significant conformational change upon either mutation, so that van der Waals packing is not influenced.
Second, the mutations do not significantly alter electrostatic interactions in the unfolded state. As we have shown, the second assumption is often untrue. To summarize, double mutant cycles provide valuable information about the contribution of a priori selected salt bridges to protein stability in terms of the coupling free energies. It is currently the only experimental approach to obtain a semi-quantitative estimate of the free energy of pair-wise charge-charge interaction.
Although information from double-mutant cycles could be a useful guide for rational design and molecular modeling, the two assumptions mentioned above should be kept in mind.
Do proteins benefit from salt bridges?
Structural stabilization of proteins at different environmental conditions can be considered a prime functional solution. Are salt bridges involved in this solution? A prominent salt bridge network links the two subunits of the disulfide oxidoreductase from Pyrococcus furiosus (Fig. 6) . The network consists of 10 functional groups. The total number of bonds is 14, out of which 6 are connecting the two subunits. More than half of the bonds are made within the same subunit, thus facilitating the appropriate conformation and orientation of neighboring functional groups. Taking into account that this protein is from a hyperthermophilic organism (optimal growth temperature above 80 ºC) one might presume that these salt bridges essentially contribute to the stability of the dimer and to the conformation of the subunits at the interface region. Many other examples of this kind can be given, yet a general statement about the role of salt bridges cannot be made. In view of the fore mentioned difficulties to obtain reliable knowledge about the energetic contribution of salt bridges, it is not surprising to find in the literature rather polarized opinions: from stating that salt bridges could be a destabilizing factor (68), or have only modest contribution to stability (77) , to claiming a central role of ion pairs in the stabilization of the native protein structure (78) . In energy terms, the stabilizing contribution of individual salt bridges has been evaluated to occur over a wide range: from 0.5 kcal mol −1 (79) to 3-5 kcal mol −1 (80) . Of course, since these are focused on different proteins exhibiting different structural and functional features, these and similar reports should not be considered contradictory. Neither can they serve as a basis for general conclusions.
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The spatial distribution of the ionizable residues in proteins is of special interest in many aspects. To minimize the desolvation penalty, charged groups are "expelled" to the protein surface. Formally, the first benefit of this effect is a better solubility and prevention of nonspecific association and aggregation of protein molecules, a feature of critical importance for maintaining the native structure and the functional properties of proteins in the "crowded" Surprising as it might appear, the apparent lack of evolutionary pressure for maximizing the number of salt bridges can perhaps be explained by the fact that salt bridges are dynamic formations and are strongly influenced by the local and overall conformational flexibility. In solution, salt bridges break and re-form. Sometimes charged side chains fluctuate within alternative salt bridge arrangements. The effect of the conformational flexibility on the ionization equilibria of the charged side chains involved in salt bridges is illustrated in Fig. 7 , where the dynamics and the energetics of the Asp15/Lys52 salt bridge in Bacillus agaradhaerens xylanase is presented (23) . In the time intervals within which Asp15 and Lys52 do not form salt bridge, their pK values are close to the standard ones (pK mod ), indicating that these groups do not contribute to the electrostatic stabilization of the protein. In contrast, whenever the salt bridge is formed, the pK's shift significantly from pK mod , indicating an stabilization effect. On average, the salt bridge is broken about 50% of the total simulation time. Hence, the contribution of the Asp15/Lys52 salt bridge is half of that expected from a "stable", non-fluctuating ion pair. Similar observations have been reported for the dynamic properties of the triplet Asp8/Arg110/Asp12 in barnase, which has a relatively short lifetime and marginal stabilization effect (83) . Concerning the thermodynamic stability of proteins, one can hypothesize that surface-exposed salt bridges "pass unnoticed" by evolution due to the inefficient energetic contribution of many of them.
[ Figure 7 here]
The short life time and frequent formation/disruption of salt bridges is not a general rule.
Estimates made by MD simulation have shown that salt bridges can exist unbroken substantially longer than 1 ns, even as long as 200 ns (42, 84, 85) . A representative example can be given with the case of the Braun's E. coli outer membrane lipoprotein protein (Lpp-56). It is a homotrimeric, parallel coiled coil, which contains many salt bridges organized in 5 rings girdling the three-helix bundle of the molecule (Fig. 8A) . The number of simultaneously existing salt bridges is 15 during a 7 nm MD simulation; 12 salt bridges are interhelical. The protein (168 residues) thus contains twice as many salt bridges than the expected number from a random distribution. This suggests that the charge-charge interactions in this protein should be involved in the stabilization of the native structure. Indeed, in the course of 7 ns MD simulation, the prevailing majority of salt bridges do not, or only seldom break (86) . An example of a long living salt bridge is given in Fig. 8B . This salt bridge is interhelical and belongs to the C-terminal ring 5 (Fig. 8A) . The salt bridge is broken only during the first 400 ps and in the time interval 1500-2200 ps. After this time it remains intact (Fig. 8C) . The integrity of this salt bridge is supported by an additional hydrogen bond between the carboxyl group and a tyrosine (Fig. 8B) . The hydrogen bond seems to play a twofold role: besides maintaining the appropriate conformation of the C-terminal residue and, hence, the appropriate orientation of the C-terminal carboxyl group, it is an interhelical link, contributing to the stability of the bundle. The population of conformers with intact salt bridges within ring 5 is between 85% and 95%. The high occupancy, in contrast to the example form Fig. 7 , leads to a large average shift of the pK values of the participating groups.
The calculated average values of the C-terminal carboxyl groups and of the three lysines at position 54 are −3.2 and 13.0, respectively, which is a source of a significant stabilizing contribution. Rings 2 and 4 (see Fig. 8A ) are also characterized with extremely high population of intact salt bridges, 99% and 69%, respectively. Another example of achieving electrostatic stabilization is Ring 3 (Fig. 8D,E) . The side chain of lysine at position 38 can alternatively form intrahelical salt bridges with two aspartic acids from the adjacent helix (Fig. 8D) . During one third of the simulation time Lys38 is bound to Asp40. Thereafter, Lys38 is involved in an alternative salt bridge with Asp33 from the same adjacent helix. Thus, the link between the two helices of the bundle is intact for ~80 % of the time, and is likely to confer a valuable contribution to the stability of the molecule.
[ Figure 8 here] question about the factors dictating the frequency of formation/disruption. One can presume that the number of hydrogen bonds involved in the salt bridge is a factor increasing its lifetime.
Indeed, rings 2 and 4 in Lpp-56 consist of salt bridges composed by identical functional groups (guanidinium and carboxyl groups) but linked by different numbers of hydrogen bonds. The salt bridges in ring 2 are linked by two hydrogen bonds, whereas those in ring 4 are linked by one.
Correspondingly, salt bridges within ring 4 have shorter lifetimes. Another important factor is the local environment. An example is ring 5 (Fig. 8C,D) , where a third partner is involved, maintaining the most appropriate spatial arrangement of the functional groups forming the salt bridge. The dominating factor seems, however, to be the conformational flexibility of the molecule. It may or may not tolerate conformational freedom of the charged side chains and in this way regulate the salt bridge lifetime. Hence, the contribution of the salt bridges to protein stability is function of their lifetimes, and depends on the dynamic properties of the protein molecule on a local or even global scale. This property cannot be identified in a single, say X-ray structure. For instance, according to the X-ray structure of Lpp-56 (87) the salt bridges in ring 1 are well defined, whereas the MD simulation suggests a negligible average population of these salt bridges (about 1%). In contrast, the salt bridges in ring 2 are well defined in the MD trajectory, yet are not present in the X-ray structure.
Electrostatic contribution to protein thermal stability
In the last few decades a series of discoveries changed our understanding of the environmental limits of life. For example, living organisms have been found in hot springs and around the deep ocean volcanic vents where the temperature reaches, or even exceeds, the boiling point of water. Obviously, the proteins constituting thermo-and hyperthermophiles organisms must maintain their native structure at temperatures at which their homologues in mesophilic organisms are unfolded. Indeed, some proteins have denaturation temperature of about 150 ºC (88) . Comparisons of X-ray structures of functionally homologous proteins from thermo-/hyperthermophilic organisms and from mesophilic organisms revealed the striking fact that they do not differ in fold, and generally speaking, exhibit only minor structural variation.
This observation challenges our understanding of the fine tuning of non-covalent interactions, since very subtle structural differences appear responsible for large difference in the physical chemical properties of proteins.
Recently, an increasing number of observations strengthens the view, that electrostatic interactions are an important factor conferring thermostability to proteins, although opposite views also exist (89) (90) (91) (92) (93) (94) . The overall trend of an increased number of salt bridges in proteins from organisms with higher optimal growth temperature is illustrated in Fig. 9 and in Table 3 .
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Hyperthermostable proteins clearly confirm this trend. One can argue that it is a side effect.
Glutamine and asparagine side chains in some sequential and spatial arrangements are labile and tend to get deamidated at higher temperatures. It is not surprising, therefore, that hyperthermostable proteins contain less asparagine and especially glutamine in comparison to the mesophilic counterparts. Due to the environmental pressure the unstable and solvent accessible glutamine and asparagine are substituted by glutamic and aspartic acid. In parallel, to preserve the charge balance, the number of positively charged residues, especially lysine, increases (97) (98) (99) . If this hypothesis is correct, it follows that the increased number of charged groups is driven by the chemical character of asparagine and the glutamine, not by the necessity to search for additional sources of thermal stability. Indeed, as seen in Table 3 the number of salt bridges in thermostable proteins is around that expected for a random distribution. In some cases, however, electrostatic stabilization is gained through an increased number of salt bridges. (80,
100)
Nevertheless, even if the increased charge content is a side effect, thermo-and especially 
Conclusions
Elucidation of the contribution of electrostatic interactions and salt bridges to protein stability is key to understanding the physics of proteins and their central position in the molecular machinery of living organisms. Many attempts have been made to determine the energetic contribution of salt bridges to protein stability, yet the issue remains contentious. The reason is that the favorable charge-charge attraction within a salt bridge is opposed by the unfavorable free energy of desolvation of charges and is further modulated by charge-dipole interactions and by the ionization behavior of nearby charged groups. Salt bridges are dynamic.
Being mostly surface-exposed they experience large thermal motions, continuously breaking and re-forming. Therefore, the total energetic contribution of isolated salt bridges is governed by their life span, which in turn is a function of the overall flexibility of the protein molecule. 
These interactions determine the co-operative character of the ionization equilibria in proteins.
4 Conformational flexibility Native proteins can adopt different conformations at different conditions. For instance, conformational changes may occur upon the ionization of a given titratable group. Also, at certain conditions more than one conformation of the protein molecule can be in equilibrium. This factor essentially influences factors 1 − 3. Table 3 Number of salt bridges in thermo-and hyperthermostable proteins from different functional classes compared with their counterparts from mesophilic organisms (96). - 
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