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Zusammenfassung
Genetische Netzwerke zeigen wie Gene u¨ber ihre Produkte wieder andere Gene regu-
lieren. Sind die Netzwerktopologie und die Art der Einflu¨sse bekannt, ko¨nnen Vorher-
sagen u¨ber das dynamische Verhalten der individuellen genetischen Expression von
Zellen getroffen werden. Mo¨gliche Modelle fu¨r genetische Netzwerke sind Boolesche
Netze und Dynamische Bayessche Netze. Genregulationsnetzwerke zu analysieren
und zu verstehen, ist auf einer abstrakten Ebene mit Hilfe eines Computers und
dieser Modelle mo¨glich.
In der vorliegenden Arbeit wird auf der Basis von in-silico Experimenten analy-
siert, wie ein Modell fu¨r genetische Netzwerke aus Genexpressionsdaten von einzel-
nen Zellen gelernt werden kann, wenn nur unvollsta¨ndiges Wissen u¨ber die initialen
Genexpressionszusta¨nde vorliegt. Der initiale Expressionszustand wird unvollsta¨ndig
festgelegt, indem die Expressionssta¨rke einiger Gene gezielt manipuliert wird.
Boolesche Netze repra¨sentieren das genetische Netzwerk der in-silico Zellen. Ihre
Regeln sind deterministischer Art und sind bei vollsta¨ndig gegebenen Daten mit
dem Reverse Engineering Algorithmus REVEAL einfach rekonstruierbar. REVEAL
hat keinen Ansatz fu¨r unbeobachtete Werte in den Daten. Es wird gezeigt, dass die
Inputelemente und Booleschen Regeln fu¨r Elemente lernbar sind, deren Anzahl an
Inputelementen kleiner oder gleich der manipulierbaren Gene ist. Durch Rauschen
in den Daten ist es jedoch unmo¨glich deterministische Beziehungen korrekt zu cha-
rakterisieren. Deshalb wird angestrebt, aus den ku¨nstlichen Expressionsdaten ein
Dynamisch Bayessches Netz zu lernen. Es modelliert die verbleibende Unsicherheit
u¨ber die Abha¨ngigkeiten in dem genetischen Netzwerk. Eine Analyse des Verfahrens
Strukturelle Erwartungswert Maximierung (SEM) ergab, dass die fehlenden Beob-
achtungen umgangen werden mu¨ssen.
Eine getrennte Auswertung der Experimente, die sich in den manipulierten Genen
unterscheiden, ist ein Weg ein gutes Modell zu lernen, wenn mindestens zwei Ge-
ne gleichzeitig manipulierbar sind. Kann die Expressionssta¨rke nur von einem Gen
festgelegt werden, sind mit dieser Strategie die regulierenden Gene identifizierbar,
die unabha¨ngig von den anderen regulierenden Genen den Expressionszustand des
Zielgens wesentlich bestimmen.
Qualitatives Vorwissen u¨ber das interessierende genetische Netzwerk kann eine um-
fangreiche Verringerung des notwendigen Stichprobenumfangs herbeifu¨hren.
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Kapitel 1
Einleitung
Die vorliegende Arbeit untergliedert sich in fu¨nf Kapitel. Das erste Kapitel dient zur
Einfu¨hrung in die biologische Fragestellung und gibt einen U¨berblick u¨ber Modelle
und Reverse Engineering Algorithmen fu¨r genetische Netzwerke. Außerdem formu-
liert es die Ziel- und Problemstellung.
Das zweite Kapitel geht kurz auf Maße der Informationstheorie ein, die in dieser
Arbeit eine zentrale Rolle spielen.
Im dritten Kapitel werden die ausgwa¨hlten Modelle und Reverse Engineering Stra-
tegien detailliert beschrieben.
Das vierte Kapitel dient zur Darstellung der durchgefu¨hrten Simulationen und Er-
gebnisse.
Im fu¨nften Kapitel wird untersucht, ob das genetische Netzwerk von multipoten-
ten ha¨matopoetischen Stammzellen rekonstruiert werden kann, wenn unvollsta¨ndige
Genexpressionsdaten gegeben sind.
1.1 Spezifische Genexpression
Mehrzellige Lebewesen sind aus verschiedenen Zelltypen aufgebaut, die jeweils eine
charakteristische Morphologie haben und auf eine bestimmte Funktion spezialisiert
sind. Die Entwicklung und Erhaltung des differenzierten Zustandes beruht zum Teil
auf spezifischer Genexpression. Spezifische genetische Expression bedeutet, dass jede
Zelle eines Organismus die gleichen Gene besitzt, die genetische Information aber
nur von einer kleinen Teilmenge von Genen abgelesen wird. Verschiedene Zelltypen
benutzen verschiedene Gene. Ein Gen ist ein Abschnitt auf der DNA (engl.: Des-
oxyribonucleinacid), welcher die Information fu¨r die Synthese eines Proteins tra¨gt
[17]. Die DNA befindet sich im Zellkern und tritt meist als Doppelstrang auf. Sie
ist ein Polynukleotid, wobei die einzelnen Nukleotide aus einer Base, Desoxyribose
und Phosphorsa¨ure bestehen. Die Basen sind Adenin, Thymin, Guanin und Cytosin.
1
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Jeweils zwei Basen bilden ein sogenanntes Basenpaar (Adenin - Thymin und Gua-
nin - Cytosin). Die Desoxyribose- und Phosphorsa¨urereste sind das Ru¨ckgrad eines
Einzelstranges. Die zwei DNA Stra¨nge sind durch Wasserstoffbru¨cken zwischen den
komplementa¨ren Basen verknu¨pft. Die beiden Einzelstra¨nge befinden sich in entge-
gengesetzter Polarita¨t zueinander, denn das 3‘-Hydroxylende der einen Kette, steht
dem 5‘-Phosphatende der anderen Kette gegenu¨ber. Der Doppelstrang ist zu einer
Spirale (Doppelhelix) aufgerollt und bildet zusammen mit Proteinen das Chromatin,
die Bestandteile des Chromosoms. Das Ablesen der in der Reihenfolge der Basen-
paare enthaltenen Information und ihre Verarbeitung im Zellkern und Zellplasma
zu einem Protein ist ein mehrstufiger Prozess. In eukaryotischen Zellen gliedert er
sich in Transkription und Translation.
Wa¨hrend der Transkription werden die Basen eines DNA-Einzelstranges in eine nu-
kleare mRNA (engl.: nuclear messenger Ribonucleinacid) kopiert, indem der DNA-
Doppelstrang in zwei Einzelstra¨nge aufgebrochen wird und die komplementa¨ren Ba-
sen zu einem Einzelstrang erzeugt werden. Außerdem erfolgt die Anha¨ngung einer
Adenin Sequenz (polyA-Strang) an das 3‘ Ende und eines modifizierten Nukleotides
an das 5‘ Ende, wodurch die nukleare mRNA stabilisiert wird [17]. Die nukleare
mRNA besteht aus zwei Typen von Sequenzen, Exons und Introns. Im Verlauf der
zweiten Stufe, der Verarbeitung von nuklearer mRNA in mRNA, werden die Introns
entfernt und die Exons miteinander verbunden (engl.: Splicing). Es entsteht die
mRNA (engl.: messenger RNA), die nur noch die Exons entha¨lt. Ein Exon ist ein
Teilabschnitt eines Gens, welcher Information fu¨r die Proteinsynthese tra¨gt. Die mR-
NA wird danach aus dem Zellkern in das Zellplasma u¨berfu¨hrt, wo die Translation,
das U¨bersetzen der Basensequenz der mRNA in die Aminosa¨uresequenz eines Pro-
teins, einsetzt. Auf jeder dieser Stufen finden komplexe Regulierungen statt, welche
die Synthese von individuellen Proteinen in verschiedenen Zellen bewirken.
Die Regulierung wa¨hrend der Transkription beinhaltet die Entscheidung, wel-
che der Gene in nukleare mRNA u¨berfu¨hrt werden. Die zwei wichtigsten regulie-
renden Elemente sind die cis-Regulatoren und die trans-Regulatoren [17]. Unter
cis-Regulatoren (Promoter, Enhancer und Silencer) versteht man spezifische DNA
Sequenzen auf einem Chromosom, die die Expression nachfolgender Gene regulie-
ren. Der Promoter liegt typischerweise genau vor dem DNA-Abschnitt, an dem die
Transkription beginnt, wohingegen Enhancer und Silencer sich u¨berall auf einem
DNA-Doppelstrang befinden ko¨nnen. Alle drei binden trans-Regulatoren. Trans-
Regulatoren (Transkriptionsfaktoren) sind Moleku¨le, die auf Gene, auf dem gleichen
oder einem anderen Chromosom wirken [17].
Transkription findet statt, indem sich ein Enzym, die RNA-Polymerase, an den
Promoter bindet und die nukleare mRNA erzeugt. Die RNA-Polymerase kann sich
jedoch nicht von selbst effizient an die Promoterregion binden. Dafu¨r ist ein komple-
xes Zusammenspiel von trans- und cis-Regulatoren no¨tig. An den Promoter bindet
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sich ein Komplex von Transkriptionsfaktoren, welcher mit der RNA-Polymerase in-
teragiert und somit die nukleare mRNA-Synthese initiiert. Fu¨r die effiziente Bildung
des Promoterkomplexes beno¨tigen die meisten Gene zusa¨tzlich an die Enhancer ge-
bundene Komplexe von Transkriptionsfaktoren. Zum anderen ko¨nnen an Silencer
gebundene Transkriptionsfaktoren die Transkription an dem Promoter verhindern.
Die Entscheidung, welches Gen in nukleare mRNA u¨bersetzt wird, ha¨ngt also we-
sentlich davon ab, ob und welche spezifischen Komplexe von Transkriptionsfaktoren
an den Enhancern, Silencern und dem Promoter entstehen ko¨nnen [17]. Gene, die
zell-spezifische Transkriptionsfaktoren kodieren, haben meist sehr komplexe Enhan-
cer und Promotoren. Deshalb werden sie nur in bestimmten Zellen exprimiert. Es
entsteht also ein Mechanismus, der die Synthese von Transkriptionsfaktoren u¨ber
wiederum andere Transkriptionsfaktoren reguliert (Genregulationsnetzwerk).
Neben den regulierenden Prozessen auf der Ebene der Gene, wird die Transkrip-
tion auch von u¨bergeordneten Strukturen beeinflusst. Die DNA bildet zusammen
mit Proteinen Chromosome, die sich teilweise in einem sehr kompakten und schwer
zuga¨nglichen Zustand im Zellkern befinden. Die Grundeinheiten der Chromatin-
Struktur sind die Nukleosome. Sie bestehen aus Histonen und aus mit ihnen verbun-
denen Basenpaaren der DNA. Transkription kann erst beginnen, wenn die Promo-
terregion und die Enhancerregionen von den Histonen getrennt sind. Andererseits
ist es fu¨r trans-Regulatoren unmo¨glich, sich zu binden, außer sie sind fa¨hig diese
Verbindung selbst kurzzeitig aufzulo¨sen [17].
Die erfolgreiche Synthese einer nuklearen mRNA garantiert nicht, dass daraus
auch ein Protein erzeugt wird. Es muss zuna¨chst die Verarbeitung in mRNA und ihr
Transport aus dem Zellkern in das Zellplasma stattfinden. Alternatives Splicing er-
laubt es, verschiedene Proteine vom gleichen Gen zu synthetisieren. Die Erkennung
der Introns und Exons erfolgt nicht in allen Zellen gleich, sondern selektiv. Alterna-
tive Kombinationen von Exons resultieren deshalb in unterschiedlicher mRNA. Eine
weitere Regulierung ist gegeben, indem unter Umsta¨nden nicht die gesamte mRNA
im Zellkern in das Zellplasma transportiert wird [17].
Der letzte Schritt der Proteinsynthese, die Translation der mRNA in ein Po-
lypeptid, erfordert die Bindung von tRNA (engl.: transfer RNA) an enzymatisch
aktivierter Aminosa¨uren und die Bildung von mRNA-Ribosomen Komplexen. Es
sind meist mehrere Ribosomen durch den mRNA Strang miteinander verknu¨pft. Sie
bilden ein Polysom. Ein Ribosom besteht im wesentlichen aus einer kleinen und einer
großen Untereinheit. Die kleine ribosomale Untereinheit bindet sich an die mRNA.
Eine tRNA muss das Triplet auf der im Ribosom befindlichen mRNA finden, das
seiner bestimmten Aminosa¨ure entspricht. Die Aminosa¨uren werden in der großen
ribosomalen Untereinheit durch eine Peptidbindung zu einem Polypeptid verkettet.
Indem sich mehrer Ribosomen gleichzeitig an die gleiche mRNA binden ko¨nnen,
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erfolgt eine Mehrfachproduktion des gleichen Proteins. Das ist eine mo¨gliche Regu-
lierung der Translation. Eine weitere ist durch die unterschiedliche Lebensdauer der
mRNA im Zellplasma gegeben. Kann eine mRNA stabilisiert werden, so dass sie
la¨nger aktiv im Zellplasma verbleibt, ermo¨glicht das eine la¨ngere Produktion eines
Proteins.
Nachdem ein Protein synthetisiert wurde, nimmt es einen individuellen Platz in ei-
nem komplexen System ein. Es wird in Beziehungen mit anderen Proteinen gestellt,
welche einen Einfluss darauf haben, ob das Protein aktiv oder inaktiv ist. Die Infor-
mation ist zwar in der Zelle vorhanden, ihre Nutzung ha¨ngt aber von bestimmten
zellula¨ren Bedingungen ab [17].
Wie zu erkennen, erfolgt die Regulierung der Genexpression auf vielen komplexen
Ebenen. Eine ist die spezifische Transkription, die wesentlich vom Zusammenspiel
der Transkriptionsfaktoren beeinflusst wird. Ein Genregulationsnetzwerk definiert
diese Interaktion. Ein konkretes Versta¨ndnis fu¨r ein genetisches Netzwerk wu¨rde
einen tiefen Einblick in die Entwicklung von verschiedenen Zellen geben. Jedoch
muß bedacht werden, dass darin viele Einflußfaktoren unberu¨cksichtigt bleiben.
1.2 Das Stammzellenkonzept und zellula¨re Diffe-
renzierung bei der Ha¨matopoese
Billionen von Blutzellen sterben im menschlichen Ko¨rper wa¨hrend eines Tages und
mu¨ssen ersetzt werden. Insgesamt gibt es acht unterschiedliche Zelltypen im Blut,
die alle von einem einzigen Zelltyp, den ha¨matopoetischen Stammzellen, durch Dif-
ferenzierung hervorgehen.
Definition 1.1 (Stammzelle [29]) Stammzellen heißen Zellen, falls sie undiffe-
renziert sind und fa¨hig sind, sich zu vermehren, ihre Population zu erhalten, dif-
ferenzierte Tochterzellen zu bilden, die Population der differenzierten Zellen nach
starkem Verlust zu regenerieren, flexibel in diesen Funktionen sind und sich in eine
spezifische Wachstumsumgebung integrieren.
Die Existenz von ha¨matopoetischen Stammzellen wurde 1961 von Till und Mc-
Culloch nachgewiesen. Bei einer Zellteilung kann eine Stammzelle Tochterzellen, die
wiederum Stammzellen sind, oder Zellen, die sich in ihren intrazellula¨ren Prozessen
und Morphologien von einer ha¨matopoetischen Stammzelle unterscheiden, hervor-
bringen. Diese ko¨nnen sich wiederum in Tochterzellen mit einer dritten Funktiona-
lita¨t und Morphologie teilen. Ein Modell fu¨r die Dynamik der Stammzellentwicklung
([17]) besagt, dass Stammzellen, die sich aktiv im Zellzyklus befinden, meistens in
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Tochterzellen, die ebenfalls Stammzellen sind, geteilt werden. Es besteht anderer-
seits die Mo¨glichkeit, dass sich Tochterzellen bilden, die keine Stammzellen mehr
sind. Es handelt sich in dem Fall um transiente Zellen in einem Zwischenstadium.
Bei ihrer Zellteilung ko¨nnen Zellen im gleichen Zwischenstadium entstehen. Mei-
stens teilen sie sich jedoch in andere transiente Zellen, die sich in einem weiteren
Zwischenstadium befinden. Diese ko¨nnen wiederum ihr Kompartment erhalten oder
sich in weitere transiente Zellen teilen. Die Wahrscheinlichkeit eine Zelle in einem
weiteren Zwischenstadium zu erzeugen, steigt bei jedem neuen Typ von transienten
Zellen. Schließlich entstehen so transiente Zellen, deren Tochterzellen ausschließlich
differenzierte Zellen sind. Sie haben sich auf eine bestimmte Zelllinie festgelegt. Die
Stammzellpopulation produziert Stammzellen, um ihr eigenes Kompartment zu er-
halten, oder transiente Zellen, die in die Differenzierung eintreten [17]. Wie diese
Entscheidung getroffen wird, ist bis heute weitgehend ungekla¨rt.
Definition 1.2 (Differenzierung) Der Prozess, bei dem sich aus Stammzellen
morphologisch und funktionell unterschiedliche Tochterzellen entwickeln, wird Dif-
ferenzierung genannt.
Differenzierung ist ein gradueller Prozess, der bei sukzessiver Zellteilung auftritt
und jede Generation schrittweise mehr differenziert ist. Dabei ist zu beobachten,
dass Zellvermehrung offensichtlich vor dem terminalen Stadium der Differenzierung
stattfindet und dass sich ausdifferenzierte Zellen kaum teilen [45]. Der Genexpres-
sionszustand in dem sich eine ausdifferenzierte Zelle befindet, ist sehr stabil. Nur
bestimmte, relativ extreme, Vera¨nderungen der Zellumgebung, ko¨nnen eine Vera¨nde-
rung des Zelltyps herbeifu¨hren.
Ein Maß fu¨r die Vielfalt der Differenzierungsmo¨glichkeiten einer Zelle ist das Dif-
ferenzierungspotential. Kann sich eine Stammzelle in morphologisch und funktional
sehr unterschiedliche Zellen teilen, ist das Differenzierungspotential hoch. Pluripo-
tente ha¨matopoetische Stammzellen sind Stammzellen, die ein sehr hohes Diffe-
renzierungspotential besitzen. Stammzellen, die schon auf eine bestimmte Zelllinie
festgelegt sind, werden vorgebundene Stammzellen oder multipotente Stammzellen
genannt und haben ein niedrigeres Differenzierungspotential. Wa¨hrend die Differen-
zierung fortschreitet, werden die Tochterzellen immer mehr an einem bestimmten
Differenzierungspfad gebunden und das Differenzierungspotential nimmt zunehmend
ab.
Differenzierte Zellen sind insbesondere durch die Proteine, die sie synthetisieren cha-
rakterisiert. Die roten Blutzellen produzieren z.B. Ha¨moglobin und die Hautzellen
Keratin. Sie besitzen demnach eine spezialisierte Funktion und Morphologie. Die Er-
kla¨rung dafu¨r ist die spezifische genetische Expression einer ausdifferenzierten Zelle,
die zu der Synthese von zellspezifischen Proteinen fu¨hrt.
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Abbildung 1.1: Mo¨gliche Differenzierungspfade wa¨hrend der Ha¨matopoese. Es gibt drei Differen-
zierungswege, lymphoid, myeloid und erythroid. Eine vorgebundene Stammzelle, auch multipotente
Stammzelle genannt, entha¨lt das Potential fu¨r mehrere Zelltypen (Durch mehrfarbige Kreise dar-
gestellt), Abbildung nach [8].
Bisher hat man nur modellhafte Vorstellungen u¨ber den mo¨glichen Differenzie-
rungsablauf von ha¨matopoetischen Stammzellen. Tiefere Erkenntnisse u¨ber die mo-
lekularen Mechanismen, die fu¨r die Wahl eines bestimmten Pfades verantwortlich
sind, fehlen weitgehend. Ha¨matopoetische Stammzellen differenzieren im wesentli-
chen auf drei Zelllinien, die myolide, erythroide und die lymphoide Zelllinie. Abbil-
dung 1.1 zeigt ein schematisches Modell fu¨r mo¨gliche Differenzierungspfade.
Die Regulierung des Differenzierungsprozesses erfolgt u¨ber zwei Einflussfaktoren:
◦ Intrazellula¨re Signale (Genexpression)
◦ Extrazellula¨re Signale (z.B. Wachstumsfaktoren)
Wachstumsfaktoren sind Proteine, die auf Stammzellen von außen wirken. Jede Zell-
linie, in die eine pluripotente Stammzelle differenzieren kann, reagiert auf spezifische
Wachstumsfaktoren. Die Art ihrer Wirkung ist vielfa¨ltig und ha¨ngt davon ab, in wel-
cher Kombination sie auftreten.
In der Vergangenheit wurden zwei kontroverse Theorien diskutiert. Die erste besagt,
dass allein a¨ußere Faktoren den Differenzierungspfad einer Zelle bestimmen. Welchen
Differenzierungspfad die Nachkommen einer pluripotenten Stammzelle einschlagen,
glaubte man, ha¨ngt von der Kombination von Wachstumsfaktoren, die auf die Zelle
wirken, ab. In der zweiten Theorie wurde behauptet, dass allein der intrazellula¨re
Zustand den Differenzierungsprozess bestimmt.
Die Interaktion von zellinneren und -a¨ußeren molekularen Faktoren gibt eine bes-
sere Erkla¨rung fu¨r die Regulierung des Differenzierungspfades [11]. Denn nach [7]
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Abbildung 1.2: Modell fu¨r die Regulierung des Differenzierungspfades. Abbildung nach [7]. Es
sind drei mo¨gliche Expressionszusta¨nde von multipotenten Blutstammzellen zu sehen, die durch
Fluktuationen der Expressionssta¨rken ineinander u¨bergehen ko¨nnen.
sind intrazellula¨re Mechanismen die prima¨ren Steuerungsfaktoren, aber man ist sich
auch u¨ber den zusa¨tzlichen Einfluss von externen Signalen einig ([7], [11] und [33]).
Ein hybrides Modell vereint diese beiden Ansichten. Multipotente ha¨matopoetische
Stammzellen besitzen ein aktives Genregulationsnetzwerk, dessen verschiedene Ex-
pressionszusta¨nde die Voraussetzung fu¨r die Differenzierung auf verschiedenen Pfa-
den sind [7]. U¨ber die Art der externen Einflu¨sse gibt es noch keine genauen Kennt-
nisse. Vermutet wird, dass Wachstumsfaktoren wa¨hrend der Festlegung auf eine
bestimmte Zelllinie keine Rolle spielen. Ihnen wird vielmehr eine selektive Funkti-
on zugeschrieben [7]. Sie unterstu¨tzen schon auf eine spezifische Zelllinie festgelegte
Zellen in ihrer Vermehrung und Entwicklung. Jedoch kann ein mo¨glicher Einfluss
von Wachstumsfaktoren nicht vo¨llig ausgeschlossen werden, denn die Experimente
lassen nur den Schluß zu, dass auch ohne zelllinien-spezifische Wachstumsfaktoren
die Festlegung auf eine Zelllinie stattfindet. Das ist aber noch kein Beweis dafu¨r,
dass Wachstumsfaktoren fu¨r diesen Prozess vo¨llig u¨berflu¨ssig sind ([11], [33] und
[7]).
In [7] wurde ein Modell fu¨r die Regulierung des Differenzierungspfades von mul-
tipotenten ha¨matopoetischen Stammzellen erla¨utert (Abb. 1.2). Die Gene des fu¨r
die Wahl der Zelllinie verantwortlichen Genregulationsnetzwerkes befinden sich in
prima¨ren Expressionszusta¨nden, welche innerhalb eines Intervalls fluktuieren. Je
nach individueller Expressionssta¨rke werden verschiedene Proteine unterschiedlich
stark synthetisiert. Kleine geometrische Symbole in Abbildung 1.2 bedeuten eine
geringe Konzentration des entsprechenden Proteins. Große geometrische Symbole
repra¨sentieren dagegen eine hohe Konzentration. U¨bersteigt die Expressionssta¨rke
von zelllinien-spezifischen Genen ein bestimmtes Level, resultiert daraus ein auf eine
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Zelllinie festgelegter Expressionszustand. Die fu¨r die gewa¨hlte Zelllinie spezifischen
Gene bleiben aktiv und die nicht-spezifischen Gene werden inaktiv [7]. Die Fluk-
tuation der Expressionssta¨rken wird wesentlich von der gegenseitigen Regulierung
der Aktivatoren und Repressoren erkla¨rt. Ein weiterer Einflussfaktor kann das Wir-
ken von bisher noch unbekannten externen Proteinen auf die Transkriptionsfaktoren
sein.
Normalerweise behalten interne und externe Einflu¨sse ihr Gleichgewicht bei. Durch
spontane Transkription eines anderen Aktivator- oder Repressor-Proteins oder durch
vera¨nderte Umweltbedingungen (z.B. hoher Blutverlust) kann das Gleichgewicht
gesto¨rt werden. Eine mo¨gliche Folge einer solchen Sto¨rung ist die U¨berexpression von
linien-spezifischen Genen, abha¨ngend von dem spezifischen Expressionszustand der
multipotenten Zelle. (In Abbildung 1.2 sind das die Zusta¨nde E2 oder E3. Befindet
sich die Zelle gerade im Zustand E1, bleibt die Sto¨rung ohne Wirkung, da dort alle
Zusta¨nde unterexprimiert sind.) Das hybride Modell beinhaltet: Nur wenn sich die
Zelle in einem bestimmten Expressionszustand befindet und bestimmte externe und
interne Signale im gleichen Moment auf das Genregulationsnetzwerk wirken, kann
die Expressionssta¨rke von zelllinien-spezifischen Genen ein Level u¨bersteigen und es
erfolgt die Festlegung auf einen bestimmten Differenzierungspfad. Die festgelegten
Zellen werden dann von Wachstumsfaktoren in ihrer Vermehrung und Entwicklung
gefo¨rdert.
Die Wahl des Differenzierungspfades ha¨ngt also prima¨r von den regulierenden Inter-
aktionen der zelllinien-spezifischen Transkriptionsfaktoren ab [7]. Eine Hypothese
fu¨r das Genregulationsnetzwerk in multipotenten ha¨matopoetischen Stammzellen
ist in Abbildung 1.3 zu sehen. Es umfaßt im Kern vier Gene, deren Produkte die
Transkriptionsfaktoren GATA-1, GATA-2, PU.1 und SCL sind. In multipotenten
Blutstammzellen liegen sie exprimiert vor und wa¨hrend der Wahl eines Differenzie-
rungspfades vera¨ndert sich das Genexpressionsmuster dahingehend, dass die linien-
spezifischen Gene u¨berexprimiert und alle anderen gehemmt werden. Eine U¨berex-
pression von PU.1 unterstu¨tzt die Wahl einer multipotenten Blutstammzelle fu¨r den
myeloiden Pfad [27] und eine U¨berexpression von SCL blockiert genau diesen Weg
und begu¨nstigt die erythroide Differenzierung [8]. Einmal auf dem myoeloiden Pfad,
entscheidet die Expression von PU.1 zwischen dem granulozyten oder makropha-
gen Differenzierungspfad. Bleibt PU.1 u¨berexprimiert, fo¨rdert dies die makropha-
ge Zelllinie gegenu¨ber der granulozyten [30] und eine Hemmung von GATA-1 [27].
GATA-1 und GATA-2 sind in ihrem Verhalten weitgehend redundant und deshalb
ist es schwierig, ihnen spezifische Auswirkungen auf die Wahl des Differenzierungs-
pfades zuzuordnen. Eine U¨berexpression von GATA-1 fu¨hrt aber dazu, dass sich eine
Stammzelle fu¨r den erythroiden Differenzierungspfad entscheidet [27].
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Abbildung 1.3: Hypothese fu¨r das Genregulationsnetzwerk in multipotenten Blutstammzellen.
Es sind Transkriptionsfaktoren und ihre Interaktionen dargestellt. Transkriptionsfaktoren GATA-1
und GATA-2 wurden zu GATA-1/2 zusammengefaßt, da sie bisher a¨hnliches Verhalten aufwiesen.
Schattierte Elemente bilden das Kernnetzwerk. Die Hypothese ist das Ergebnis einer Literatur-
recherche in [8]. + bedeutet aktivierende Interaktion und − hemmende Interaktion. Es ist davon
auszugehen, dass diese Hypothese kein vollsta¨ndiges Bild liefert, sondern vielmehr der Einfluss von
bisher unbekannten Transkriptionsfaktoren sehr wahrscheinlich ist.
1.3 Expressionsanalyse auf Basis von Einzelzellen
Eine Herangehensweise zur Konstruktion eines Genregulationsnetzwerkes ist die Ge-
winnung der Information fu¨r die Topologie und Regeln aus Genexpressionsdaten.
Genexpresssionsdaten werden von Zellpopulationen (z.B. Microarray-Experimente)
oder von einzelnen Zellen (z.B. polyA-PCR) erhalten. Damit ein Modell fu¨r geneti-
sche Netzwerke rekonstruiert werden kann, ist es notwendig das Expressionsmuster
an mindestens zwei Zeitpunkten zu charakterisieren.
Insofern sich das Genregulationsnetzwerk synchron verha¨lt und die Zellen sich nicht
in ihrem Genregulationsnetzwerk unterscheiden, kann das dynamische Verhalten mit
Populationsdaten zuverla¨ssig charakterisiert werden. Verhalten sich andererseits die
Genregulationsnetzwerke einer Population asynchron, ist dies nicht mehr mo¨glich.
Denn das Ergebnis der Expressionsanalyse einer Zellpopulation ist der Mittelwert
u¨ber alle verschiedenen Expressionszusta¨nde jeder einzelnen Zelle. Sind z.B. zwei
Zellen mit einem identischen Genregulationsnetzwerk gegeben und angenommen
ein Gen A wird in der ersten Zelle aktiviert und in der zweiten Zelle gehemmt, ist es
unmo¨glich mit einer Expressionsanalyse auf Basis von beiden Zellen diesen Unter-
schied zu erkennen (Abb. 1.4). Eine weitere Ungenauigkeit ergibt sich, falls auf dem
Genexpressionspfad in der ersten Zelle Gen A kurz vor Gen B aktiviert wird und in
einer anderen Zelle erfolgt die Aktivierung von B kurz vor A (Abb. 1.5). Dann zeigt
der gemittelte Expressionszustand die gleiche Zeitabha¨ngigkeit fu¨r beide Gene [43].
M. Cross [private Mitteilung] nimmt an, dass sich das Genregulationsnetzwerk in
multipotenten Blutstammzellen asynchron verha¨lt. Deshalb ist eine Populations-
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Abbildung 1.4: Gene A und B werden in zwei Zellen unterschiedlich reguliert. Im Mittel ist dies
nicht mehr zu erkennen.
analyse nicht angebracht und es sollte das Expressionsmuster der einzelnen Zellen
charakerisiert werden.
Die getrennte Charakterisierung der Expression einzelner Zellen hat den Vorteil,
dass anschließend die Expression jeder einzelnen Zelle individuell bekannt ist. Da-
durch sind Unterschiede in dem Genexpressionsmuster fu¨r unterschiedliche Zellen
derselben Zellpopulation identifizierbar.
Eine fu¨r Einzelzellanalysen geeignete experimentelle Technik ist polyA-PCR (engl.:
Polyadenylated - Polymerase Chain Reaction) [4]. Sie ist eine Variante von RT-PCR
(engl.: Reverse Transcription - PCR). PCR ist eine Methode, um viele Kopien eines
bestimmten DNA Fragmentes herzustellen [17]. Bei Expressionsanalysen soll jedoch
die mRNA Konzentration gemessen werden. Bevor PCR angewendet werden kann,
mu¨ssen deshalb aus mRNA mit Reverser Transkription (RT) cDNA-Einzelstra¨nge
(engl.: copied DNA) gewonnen werden. RT-PCR wird benutzt um festzustellen, ob
aktiv mRNA produziert wird, also ein spezifisches Gen abgelesen wird. PolyA-PCR
ist eine Methode, die auch bei geringem Ausgangsmaterial eine große Menge an ko-
pierten cDNA Fragmenten erzeugt und deshalb fu¨r die Expressionsanalyse auf Basis
von Einzellzellen genutzt wird.
Bei polyA-PCR [4], werden zuerst kurze spezifische Sequenzen (3-500 Basenpaare)
am 3‘ Ende von allen mRNA Einzelstra¨ngen in der Zelle zu cDNA Einzelstra¨nge ko-
piert. Jeder cDNA Strang wird um eine kurze Adenin-Sequenz verla¨ngert. Danach
findet eine globale PCR statt, bei der alle cDNA Einzelstra¨nge amplifiziert wer-
den. Dies erfolgt, indem mit Hilfe von DNA Polymerase die Einzelstra¨nge in Dop-
pelstra¨nge, durch Erzeugung von komplementa¨ren cDNA-Stra¨ngen, transformiert
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Abbildung 1.5: Gene A und B haben in zwei Zellen verschiedene Zeitabha¨ngigkeiten, im Mittel
jedoch die gleiche Zeitabha¨ngigkeit. Beispiel nach [43].
werden. Die cDNA-Doppelstra¨nge werden wieder getrennt und Thymin Sequenzen
binden sich an den Adenin Strang am 3‘ Ende und initiieren die Bildung eines neu-
en komplementa¨ren cDNA Stranges. Nach einigen Durchla¨ufen ist genu¨gend cDNA
in der Zelle vorhanden, um die Expressionssta¨rke eines spezifischen Gens messen
zu ko¨nnen. Dafu¨r wird entweder eine spezifische PCR oder Hybridisierung durch-
gefu¨hrt.
Bei spezifischer PCR werden spezifische Oligonukleotid Primer hinzugefu¨gt. Sie sind
komplementa¨r zu einem charakteristischen Teil der spezifischen cDNA, die versta¨rkt
werden soll. Erkennen die Oligonukleotide diese charakteristischen Sequenzen in dem
korrespondierenden cDNA Einzelstrang, war die gesuchte mRNA in der Zelle vor-
handen. Der cDNA-Einzelstrang wird kopiert und ergibt somit einen weiteren cDNA
Einzelstrang, der fu¨r weitere spezifische PCR Durchla¨ufe zur Verfu¨gung steht.
Hybridisierung ermittelt anhand von spezifischen Genproben die Konzentrationssta¨rke
der entsprechenden cDNA, indem sich die Genproben an die komplementa¨ren cDNA
Einzelstra¨nge binden. Danach ist die Konzentration der cDNA Doppelstra¨nge durch
das Auftragen auf Nitrozellulose-Papier ermittelbar.
Die Fehlerrate bei der Expressionsanalyse von einzelnen Zellen liegt bei ca. 5% [M.
Cross, private Mitteilung].
Die auf diese Art und Weise versta¨rkte Konzentration von spezifischer mRNA wird
gemessen und gibt die Expressionssta¨rke des korrespondierenden Gens an. Eine ho-
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he mRNA Konzentration bedeutet eine hohe Aktivita¨t des Gens, also eine hohe
Expressionssta¨rke. Geringe mRNA Konzentration ist dagegen ein Beleg fu¨r wenig
aktive Expression.
Der wesentliche Nachteil dieser Prozedur liegt darin, dass die Zelle verbraucht wird.
Es ist unmo¨glich, die genetische Expression einer Zelle zweimal zu messen. Aber ge-
nau das wa¨re fu¨r die Analyse der Dynamik des Genregulationsnetzwerkes wu¨nschens-
wert. In [8] wird zu diesem Problem eine Lo¨sung vorgeschlagen. Ko¨nnte man den
Expressionszustand der interessierenden Gene gezielt manipulieren, wa¨re die Expres-
sion dieser Gene zum Zeitpunkt der Manipulation bekannt und PolyA-PCR wu¨rde
folglich den Expressionszustand der Zelle zum spa¨teren Zeitpunkt messen.
Fu¨r die U¨berexpression von spezifischen Genen werden Plasmide konstruiert, die zu
diesen Genen korrespondierende DNA-Abschnitte enthalten. Wird ein Plasmid in
eine Zelle transferiert, werden die darauf befindlichen Gene aktiv. Es entha¨lt außer-
dem ein weiteres Gen, welches bei Aktivierung des spezifischen Gens der Zelle einen
gru¨nen Fluoreszenzfarbstoff synthetisiert. In Zellen mit diesem Farbstoff, sind die
spezifischen Gene zu 99% u¨berexprimiert.
Die Hemmung eines spezifischen Gens wird durch die Zugabe von inhibitorischen
Genen erreicht [19]. Diese ko¨nnen in einem Plasmid integriert in die Zelle eingefu¨hrt
werden. Daraufhin erfolgt eine Transkription von sto¨renden RNA Sequenzen. Diese
Sequenzen heißen siRNAs (engl.: small interfering RNAs) und binden sich als kom-
plementa¨re Sequenzen an die mRNA des zu hemmenden Gens. Die Translation der
mRNA wird somit verhindert [19]. Die Hemmungseffizienz ha¨ngt von der Wahl der
inhibitorischen RNA Sequenz ab. Eine Verringerung der aktiven mRNA Konzen-
tration um 90% sollte ausreichen, um die regulierende Aktivita¨t des Gens effektiv
auszuschalten [M. Cross, private Mittelung]. Die Trennung von Zellen mit gehemm-
tem Gen von Zellen mit aktivem Gen erfolgt auch u¨ber ein gru¨n leuchtendes Protein.
Bei einer gut gewa¨hlten inhibitorischen RNA Sequenz betra¨gt die Fehlerrate ca. 1%
[M. Cross, private Mitteilung].
Eine gezielte Manipulation ist nur fu¨r ein oder maximal zwei Gene gleichzeitig
mo¨glich. Die genetische Ausgangsexpression ist somit nur unvollsta¨ndig bekannt!
Der genaue Ablauf eines Experimentes versteht sich wie folgt. Es wird ein biologi-
sches Modell, die FDCPmix Zellen, fu¨r multipotente Blutstammzellen ausgewa¨hlt.
Das sind Zellen, die sich in alle myeloide Differenzierungspfade entwickeln ko¨nnen.
FDCPmix Zellen differenzieren u¨ber eine Periode von 7 − 9 Tagen. In den ersten
5 − 6 Tagen vermehren sich die Zellen und ca. am 3. Tag findet bei ihnen die Ent-
scheidung fu¨r eine Zelllinie statt. Eine FDCPmix Kolonie wird in drei verschie-
dene Kulturen aufgeteilt, die jeweils verschiedenen Medien ausgesetzt werden. Ein
Medium unterstu¨tzt die Vermehrung, ein anderes die Entscheidung fu¨r den ery-
throiden/myeloiden Differenzierungspfad und das letzte die Entscheidung fu¨r den
granulozyten/makrophagen Differenzierungspfad. Fu¨r die Identifizierung des Netz-
KAPITEL 1. EINLEITUNG 13
Eigenschaft Boolesche Netze DGL Bayessche Netze Dyn. Bayessche Netze
Variablen dis kont dis/kont dis/kont
Relationen det det stoch stoch
Zeitl. Verhalten dyn dyn stat dyn
Tabelle 1.1: Klassifikation mo¨glicher Modelle fu¨r Genregulationsnetzwerke. dis=diskret,
kont=kontinuierlich, det=deterministisch, stoch=stochastisch, dyn=dynamisch, stat=statisch. Die
Relationen zwischen den Elementen in Bayesschen Netzen und Dynamisch Bayesschen Netzen sind
stochastischer Art, womit auch deterministische Beziehungen des tatsa¨chlichen Modells approxi-
miert werden ko¨nnen. (Tabelle nach [22])
werkes von multipotenten FDCPmix Zellen werden aus den sich differenzierenden
Kulturen Populationen am ersten und dritten Tag entnommen. In jede Zelle dieser
Populationen wird ein Plasmid transferiert. Zellen mit gewu¨nschter Expression der
spezifischen Gene werden von den anderen getrennt. Ein Teil von ihnen unterliegt
der weiteren Beobachtung, in welche Zelllinie sie differenzieren oder ob sie womo¨glich
sterben. Der Genexpressionszustand der restlichen Zellen mit gewu¨nschter Expressi-
on wird mit polyA-PCR zum spa¨teren Zeitpunkt gemessen. Es sollte sicher gestellt
sein, dass bis dahin das genetische Netzwerk auf die durchgefu¨hrte Manipulation
reagierte.
1.4 Modellierung und Reverse Engineering
Es gibt eine Vielfalt von Modellierungsmethoden und entsprechende Reverse En-
gineering Strategien fu¨r genetische Netzwerke. Die Modelle unterscheiden sich vor
allem darin, ob die verschiedenen Zusta¨nde der Gene diskret oder stetig abgebildet
sind und ob die regulierenden Beziehungen zwischen den Genen deterministisch oder
stochastisch modelliert werden. Eine zusammenfassende Klassifikation der wichtig-
sten Modelle ist in Tabelle 1.1 in Anlehnung an [22] dargestellt. Das Entwerfen
von Modellen fu¨r eine Doma¨ne erfordert fundierte Kenntnisse eines Experten. Un-
ter Umsta¨nden ist die Doma¨ne so komplex, dass auch ein Experte nicht fa¨hig ist,
diese Aufgabe zu lo¨sen. In solchen Fa¨llen sind Algorithmen notwendig, die die Mo-
dellstruktur und die Modellparameter aus Trainingsdaten ableiten ko¨nnen. Solche
Algorithmen sind Reverse Engineering Algorithmen.
Erste Modellierungsansa¨tze fu¨r Genregulationsnetzwerke betrafen Boolesche Netze
([24]) und Differentialgleichungen (DGL) ([18], [32], [44]).
Indem Boolesche Netze vereinfachende Annahmen u¨ber die Struktur und die Dy-
namik des biologischen Systems machen, ko¨nnen regulierende Prozesse effizient ana-
lysiert werden. Von Stuart Kaufman [24] wurden sie erstmals auf biologische Themen
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angewendet. In [38] wird ein Boolesches Modell fu¨r den Differenzierungsprozeß von
ha¨matopoetischen Stammzellen beschrieben. Attraktoren modellieren Stammzellen,
da sie ein wiederholendes Zustandsmuster besitzen. Die abstrakte Modellierungsebe-
ne von Booleschen Netzen hat den Vorteil, dass schon mit geringen Rechenleistungen
die Dynamik von komplexen Systemen auf dem Computer simuliert werden kann.
Sie besitzen wenige freie Parameter und eignen sich insbesondere fu¨r die Model-
lierung von einfachen Relationen. Dem stehen jedoch entscheidende Nachteile bei
Folgerungen aus dem Modell in die reale Welt gegenu¨ber. Die diskrete Idealisierung
der Genproduktkonzentration entspricht nicht der biologischen Realita¨t und es ge-
hen Informationen, die in den Daten enthalten sind, verloren. Außerdem sind kleine
A¨nderungen in der Genproduktkonzentration nicht darstellbar. So ist z.B. die Am-
plifizierung und die Addition und Subtraktion von Signalen nicht mo¨glich.
Reverse Engineering Algorithmen fu¨r Boolesche Netze wurden erst viel spa¨ter ent-
wickelt. Das Ergebnis waren Algorithmen, wie REVEAL [28], BOOL-1 und BOOL-2
([1], [2]). REVEAL ist ein Spezialfall von allgemeinen Methoden fu¨r das Lernen eines
Modells von Daten (sog. Trainingsdaten) aus einer beliebigen Quelle. Anhand von
Maßen aus der Informationstheorie wird die Sta¨rke der Korrelationen zwischen den
zu untersuchenden Variablen bewertet und somit Abha¨ngigkeiten erkannt. BOOL-1
und BOOL-2 versuchen aus allen Booleschen Funktionen die herauszufinden, die
mit den gegebenen Trainingsdaten konsistent sind. Bei BOOL-1 werden nur die
Booleschen Funktionen, die mit allen Zustandsu¨bergangspaaren konsistent sind, als
relevante Funktion fu¨r bestimmte Variablen identifiziert. BOOL-2 fordert nur eine
Konsistenz fu¨r eine vorher festgelegte Anzahl von Zustandsu¨bergangspaaren. Da-
durch werden auch bei verrauschten Daten noch Funktionen identifiziert. Der Nach-
teil von BOOL-1 und BOOL-2 gegenu¨ber REVEAL ist, dass der benutzte Ansatz
eine Suche u¨ber den gesamten Raum der Booleschen Funktionen erfordert, was bei
großen Netzen nicht mehr mo¨glich ist. Beide Methoden wurden bisher ausschließlich
fu¨r vollsta¨ndig gegebene Trainingsdaten untersucht. Im Abschnitt 4.2 wird unter-
sucht, ob sich REVEAL fu¨r unvollsta¨ndige Daten eignet.
Im Gegensatz zu Booleschen Netzen ko¨nnen Differentialgleichungen Konzentra-
tionsschwankungen der Genprodukte mit kontinuierlichen Werten beschreiben. Fu¨r
die Modellierung von Genregulationsnetzwerken mit DGL’s gibt es mehrere Varian-
ten [22]. Sie haben gemeinsam, dass die Expressionslevel der Input-Gene additiv auf
die A¨nderungsrate der Expressionssta¨rke des Output-Gens wirken und die Sta¨rke des
Einflusses durch eine Gewichtsmatrix gesteuert wird. Den einfachsten Fall stellen die
Linearen Modelle dar. Bei ihnen wird die A¨nderung der Produktkonzentration eines
Gens zu einer bestimmten Zeit durch lineare Differentialgleichungen beschrieben.
Eine andere Modellklasse bilden die Nicht-Linearen Modelle, die die A¨nderung der
Produktkonzentration z.B. durch eine sigmoide Funktion darstellen ([32], [18], [44]).
In [44] wird ein Reverse Engineering Algorithmus (Reverse Engineering of Matrices
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(REM)) fu¨r nicht-lineare Modelle vorgestellt. Die Dynamik des Systems wird durch
Differenzengleichungen beschrieben. Das Ziel des Reverse Engineering Algorithmus
ist es, eine entsprechende Gewichtsmatrix aus den gegebenen Trainingsdaten zur re-
konstruieren. Reverse Engineering wird auf ein algebraisches Problem zuru¨ckgefu¨hrt,
indem jede Zeile der Gewichtsmatrix die Lo¨sung eines linearen Gleichungssystems
ist.
Spa¨tere Modellierungsansa¨tze umfaßten Bayessche Netze ([14]) und Dynamisch
Bayessche Netze (DBN) ([35], [37]). In [14] wurden erstmals Bayessche Netze ver-
wendet, um Korrelationen zwischen Genen aus Genexpressionsdaten zu modellieren.
Ihre Methode erlaubt jedoch keine Aussagen daru¨ber, wie sich die Gene gegensei-
tig abha¨ngig von der Zeit regulieren. Dafu¨r sind Dynamisch Bayessche Netze zu
verwenden, die erstmals in [37] auf Zeitserien von Genexpressionsdaten angewendet
wurden.
Bayessche Netze und Dynamisch Bayessche Netze sind eine Technik aus der Ku¨nst-
lichen Intelligenz fu¨r die Modellierung von Unsicherheit u¨ber eine Doma¨ne.
Die die Genregulation steuernden Prozesse sind noch nicht vollsta¨ndig aufgedeckt
und es sind nicht alle bereits bekannten Einflussfaktoren immer messbar. Deshalb
erscheinen die in der Genregulation stattfindenden Prozesse stochastisch und ein
stochastisches Modell wie Bayessche Netze eignet sich besser als deterministische
Modelle. Es werden Vermutungen eines Beobachters u¨ber eine Doma¨ne modelliert.
Informationen u¨ber einige Komponenten dieser Doma¨ne werden zur Aktualisierung
von Vermutungen u¨ber andere Komponenten herangezogen. Der Beobachter oder
Agent kann dann Entscheidungen treffen und auf den neuen Wissensstand reagie-
ren.
Biologische Experimente zur Genexpression unterliegen Fehlern. Deshalb sind die
Genexpressionsdaten verrauscht. Dadurch ko¨nnen Inkonsistenzen in den Daten ent-
halten sein und es gibt unter Umsta¨nden kein Modell, welches die Inkonsistenzen
modellieren kann. Lernalgorithmen fu¨r Bayessche Netze und Dynamische Bayessche
Netze suchen daher nach dem wahrscheinlichsten Modell gegeben der Daten [35].
Dynamische Bayessche Netze erlauben zusa¨tzlich die Modellierung der Systemevo-
lution. Deshalb sind sie fu¨r Genregulationsnetzwerke interessanter als ihre Verallge-
meinerung, die Bayesschen Netze.
Neben Rauschen in den Daten, erschweren fehlende Beobachtungen das Lernen ei-
nes guten Modells. Fu¨r Bayessche Netze und Dynamisch Bayessche Netze stehen
Reverse Engineering Algorithmen zur Verfu¨gung, die in einem Toleranzbereich auch
fehlende Werte gut verarbeiten ko¨nnen ([12], [13]). Gibt es jedoch zu viele fehlende
Beobachtungen, haben auch diese Algorithmen ihre Schwierigkeiten. Die Lernme-
thoden fu¨r Bayessche Netze verwenden verschiedene Heuristiken, um ein optimales
Modell zu finden. Sie basieren auf gut fundierten Methoden aus der Statistik und des
Maschinellen Lernens. Bei vielen Sachverhalten haben die Beobachter bzw. Experten
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Vermutungen daru¨ber, welche Komponenten auf welche Art und Weise miteinander
in Beziehung stehen. Werkzeuge, die es ermo¨glichen solches Vorwissen in den Lern-
prozess mit einfließen zu lassen, sind sehr wertvoll. Bei Bayesschen Netzen bieten
Bayessche Lernmethoden die Mo¨glichkeit eine prior-Verteilung zu definieren.
Neben den hier vorgestellten Modellierungsmethoden sind weitere Qualitative
Differentialgleichungen und Stochastische Mastergleichungen [22].
1.5 Problemstellung und Zielsetzung
Ein biologisches Experiment zur Identifizierung der genetischen Expression im Sinne
dieser Arbeit ist:
Definition 1.3 ((biologisches) Experiment) Ein (biologisches) Experiment bein-
haltet die Sto¨rung der Expression von einem, maximal von zwei Genen, einer Zelle
und die Charakterisierung des Expressionszustandes der interessierenden Gene in
dieser Zelle, nachdem sich das Genregulationsnetzwerk einmal aktualisierte.
Das Ergebnis eines Experimentes ist ein Zustandsu¨bergangspaar. Es besteht aus ei-
nem Anfangszustand und einem Folgezustand. Der Anfangszustand ist nur teilweise
bekannt, wohingegen der Folgezustand vollsta¨ndig identifizierbar ist. Dies entspricht
genau der experimentellen Datensituation aus Abschnitt 1.3. Die Daten mit denen
ein Modell gelernt wird, sind die sogenannten Trainingsdaten. Sie sind in den Ana-
lysen dieser Arbeit unvollsta¨ndig gegeben und haben konkret folgende Form:
Definition 1.4 (unvollsta¨ndige Trainingsdaten) Ein unvollsta¨ndiges Trainings-
datum besteht aus einem unvollsta¨ndig definierten Anfangszustand und einem
vollsta¨ndig definierten unmittelbaren Folgezustand des genetischen Netzwerkes. Der
unvollsta¨ndig definierte Anfangszustand entha¨lt mindestens den Expressionszustand
von einem Gen und maximal die Expressionszusta¨nde von zwei Genen. Alle anderen
Expressionszusta¨nde sind im Anfangszustand unbekannt.
Das Ziel der Arbeit ist es, eine optimale Strategie fu¨r die Durchfu¨hrung solcher Ex-
perimente zu erarbeiten, so dass ausreichend Information fu¨r die Identifizierung des
Genregulationsnetzwerkes vorhanden ist. Von besonderem Interesse sind Angaben
u¨ber die maximal notwendige Anzahl von Experimenten und wieviel Gene manipu-
liert werden mu¨ssen.
Dies wird erreicht, indem mit Hilfe eines geeigneten mathematischen Modells fu¨r
Genregulationsnetzwerke Experimente in-silico simuliert werden. Denn reale biolo-
gische Daten stehen bis dato noch nicht zur Verfu¨gung. Die Untersuchungen dienen
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Abbildung 1.6: Trainingsdaten, falls in einem Experiment die Anfangszusta¨nde nicht gemeinsam
bekannt sind. ∆t ist in der vorliegenden Arbeit gleich 1.
der theoretischen Analyse und Kla¨rung der Frage, ob es mo¨glich ist, anhand sol-
cher unvollsta¨ndigen Trainingsdaten ein gutes Modell zu lernen. Auf die ku¨nstlich
erzeugten Trainingsdaten wird ein Reverse Engineering Algorithmus zur Identifizie-
rung des Netzwerkes angewendet. Die gelernten Modelle werden mit dem originalen
ku¨nstlichen Genregulationsnetzwerk verglichen, um den angewendeten Algorithmus
zu evaluieren.
Die einfachsten Beziehungen zwischen auftretenden Variablen sind deterministischer
Art. Innerhalb dieser Arbeit erfolgt eine Fokussierung auf simulierte Daten, die
von einem deterministischen Modell, hier ein Boolesches Netz, erzeugt werden. Das
gelernte Modell muss dagegen keine deterministischen Beziehungen widerspiegeln,
denn durch Rauschen in den Daten oder infolge fehlender Daten sind determini-
stische Beziehungen oft nicht erkennbar. Ziel ist es vielmehr das wahrscheinlichste
Modell aus den gegeben Daten zu lernen. Es werden Methoden analysiert, mit denen
ein Dynamisch Bayessches Netz aus unvollsta¨ndig gegebenen Trainingsdaten gelernt
werden kann.
In den resultierenden Reverse Engineering Algorithmus muß mo¨gliches Vorwissen
der Experten leicht integrierbar sein.
Kapitel 2
Entropie und Mutual Information
Um die Struktur fu¨r ein Modell aus Trainingsdaten zu identifizieren, kann auf das
Maß Mutual Information (MI) zuru¨ckgegriffen werden. Die Mutual Information ist
ein zentraler Begriff dieser Arbeit. Dieses Maß der Informationstheorie gibt an, wie
unabha¨ngig die Zufallsvariablen X und Y sind.
Claude Shannon gilt mit seinem Artikel [41] als der Begru¨nder der Informationstheo-
rie. Er fu¨hrte diese Wissenschaft als die mathematische Theorie fu¨r Kommunikation
ein. Das fundamentale Problem der Kommunikation ist, dass eine Nachricht, die
von einem Sender an einen Empfa¨nger u¨ber einen gesto¨rten Kanal gesendet wird,
vom Empfa¨nger exakt oder anna¨hernd exakt reproduziert werden muss. Der Sender
wird auch als Informationsquelle bezeichnet und erzeugt eine diskrete bzw. kontinu-
ierliche Sequenz von Symbolen oder Ereignissen, wobei jedes Symbol oder Ereignis
xi mit einer bestimmten Wahrscheinlichkeit pi auftritt. Mathematische Modelle fu¨r
solche Systeme bilden stochastische Prozesse. Quellen sind dabei mit diskreten bzw.
stetigen Zufallsvariablen beschrieben. Eine diskrete Informationsquelle fasst man als
einen diskreten Markov Prozess auf.
Diese Vorstellung von Informationsu¨bertragung wird, ein wenig abgea¨ndert, auf Gen-
regulationsnetzwerke angewendet. Gene, die u¨ber ihre Produkte wiederum die Ex-
pressionssta¨rke anderer Gene beeinflussen, fungieren als Sender. Diskrete oder ste-
tige Sequenzen von Symbolen beschreiben die fluktuierenden Konzentrationen der
Genprodukte in der Zelle. Unterschiedliche Symbole stehen fu¨r verschiedene Kon-
zentrationen. Die in Experimenten gemessene Sequenz von Konzentrationsschwan-
kungen ist nichts anderes als eine Nachricht. Der Empfa¨nger der Nachricht muss
diese hier jedoch nicht reproduzieren, sondern sein Verhalten steht vielmehr unter
dem Einfluss dieser Nachricht. Gene, deren Expressionssta¨rke durch die Konzentra-
tionsunterschiede beeinflusst werden, sind die Empfa¨nger. Die Information, die von
einem Sender-Gen auf ein Empfa¨nger-Gen u¨bertragen wird, kann mit Gesetzen der
Informationstheorie analysiert werden und so die Struktur des Genregulationsnetz-
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Abbildung 2.1: Entropie fu¨r eine Quelle, die eine Sequenz aus zwei Symbolen mit Wahrschein-
lichkeiten p bzw. 1− p erzeugt.
werkes aus Trainingsdaten identifizieren.
Das zentrale Maß der Informationstheorie ist die Entropie. Sie gibt die Unsicherheit
u¨ber die generierte Sequenz von Symbolen einer Quelle X an. Die Entropie einer
Zufallsvariablen X wird folgendermaßen definiert:
Definition 2.1 (Entropie) H(X) = −∑ni=1 pi log2 pi.
pi entspricht der Wahrscheinlichkeit ein Symbol xi innerhalb der von X generierten
Sequenz zu beobachten. n bezeichnet die Anzahl unterschiedlicher Symbole, die auf-
treten ko¨nnen. Eine Sequenz ist umso informationsreicher, je unsicherer man u¨ber
deren syntaktischen Inhalt ist. Der unsicherste Fall ist gegeben, falls die Symbo-
le der Sequenz gleichverteilt sind, denn es kann nicht vorhergesagt werden, welches
Symbol als na¨chstes von der Quelle generiert wird. In solchen Fa¨llen ist die Entropie
maximal.
Werden dagegen die Wahrscheinlichkeiten verschoben, so dass ein Symbol oder Er-
eignis wahrscheinlicher als die anderen Symbole ist, verringert sich H(X). Im Falle,
dass sicher vorhergesagt werde kann, welches Symbol als na¨chstes von der Quelle
generiert wird, ist H(X) = 0. Es herrscht minimale Unsicherheit u¨ber X. Dies ist
der Fall, sobald ein Symbol j sicher in der Sequenz auftritt (pj = 1) und die restli-
chen Symbole nie auftreten (pi = 0 ∀i 6= j).
Zieht manN ZufallsvariablenX1, ..., XN mit denWahrscheinlichkeiten P (x1, . . . , xN)
ihrer vereinigten Ereignisse
⋃N
i=1 xi heran, entspricht die Entropie der Vereinigung:
H(X1, . . . , XN) = −
n1∑
i1=1
n2∑
i2=1
. . .
nN∑
iN=1
P (x1, . . . , xN) log2 P (x1, . . . , xN). (2.1)
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Abbildung 2.2: a) Mengentheoretische Beziehungen zwischen der Entropie einer Zufallsvariablen
H(X), der Entropie zweier Zufallsvariablen H(X,Y ) und der Mutual Information MI(X,Y ). b)
Mengentheoretische Beziehungen zwischen Entropien und Mutual Information, falls die Zufallsva-
riablen X und Y immer kovariieren.
Die Zufallsvariable Xi kann ni verschiedene Zuweisungen annehmen.
Ein anderes wichtiges Entropiemaß ist die Mutual Information. Zwei Zufallsvariablen
sind unabha¨ngig, falls P (X, Y ) = P (X) ∗ P (Y ). Die Mutual Information gibt ein
Maß fu¨r die gegenseitige Unabha¨ngigkeit von X und Y vor und ist definiert durch:
Definition 2.2 (Mutual Information) MI(X, Y ) =
∑n
i
∑m
j pij log2
pij
pipj
.
Daraus folgt, dassMI(X, Y ) = 0 ist, falls zwei Zufallsvariablen unabha¨ngig sind. Mit
steigender Abha¨ngigkeit zweier Zufallsvariablen, wird auch die Mutual Information
gro¨ßer. Diese ist maximal, falls die beiden Zufallsvariablen immer kovariieren.
Impliziert zum Beispiel die maximale Expression des Gens A, dass Gen B minimal
exprimiert wird, liegt eine maximale Kovarianz vor. In diesem Falle ist P (A =
1∧B = 0) = P (A = 1) = P (B = 0) bzw. P (A = 0∧B = 1) = P (A = 0) = P (B = 1)
und P (A = 1 ∧ B = 1) = P (A = 0 ∧ B = 0) = 0, also ist entweder pij = pi = pj
oder pij = 0. Eingesetzt in 2.2 folgt MI(X,Y ) =
∑n
i
∑m
j f(i, j) mit
f(i, j) =
{
pj log2
pi
pipj
falls pij = pi = pj
0 falls pij = 0
([10]), und dies entspricht nichts anderem als
MI(X, Y ) = −
n∑
j
pj log2 pj = H(Y ). (2.2)
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Wird danach gefragt, ob X das Element Y vollsta¨ndig festlegt, reicht es also aus zu
testen, ob MI(X, Y ) = H(Y ) gilt. Dieser Test kann unkompliziert mit Trainings-
daten durchgefu¨hrt werden, indem man aus ihnen Scha¨tzungen pˆ fu¨r die no¨tigen
Wahrscheinlichkeiten gewinnt und die Mutual Information mit 2.3 berechnet:
MI(X, Y ) = H(X) +H(Y )−H(X,Y ). (2.3)
Kapitel 3
Modelle fu¨r genetische Netzwerke
In diesem Kapitel wird zuerst auf Boolesche Netze und auf einen mo¨glichen Reverse
Engineering Algorithmus fu¨r Boolesche Netze eingegangen.
Danach erfolgt eine Einfu¨hrung in die Dynamisch Bayesschen Netze und in ihre
Reverse Engineering Strategien.
3.1 Boolesche Netze (BN)
Boolesche Netze modellieren die komplexe Dynamik von genetischen Netzen auf
einer abstrakten Ebene. Ihr wesentlicher Nachteil ist jedoch, dass kontinuierliche
Expressionsa¨nderungen eines Gens nicht darstellbar sind. Unabha¨ngig davon sollen
sie in dieser Arbeit als Modell herangezogen werden, um ku¨nstliche unvollsta¨ndi-
ge Zustandsu¨bergangsdaten zu erzeugen. Denn die so erhaltenen Trainingsdaten
resultieren aus deterministischen Relationen und sind leicht rekonstruierbar, falls
vollsta¨ndige Beobachtungen vorliegen. Außerdem sind mit ihnen Studien u¨ber das
dynamische Verhalten eines biologischen Systems mo¨glich. Vorwiegend wegen des
ersten Punktes soll angenommen werden, dass das genetische Netzwerk in multipo-
tenten Blutstammzellen mit einem Booleschen Netz darstellbar ist.
Boolesche Netze sind folgendermaßen definiert:
Definition 3.1 Ein Boolesches Netz G = (V, F ) ist ein gerichteter Graph. Er
besteht aus einer Menge V = v1, . . . , vN von Booleschen Variablen (Elemente) und
einer Menge F = f1, . . . , fN von Booleschen Funktionen (Kanten). Eine Boolesche
Funktion fi(vi1 , . . . , vik) ist der Booleschen Variable vi zugeordnet und bestimmt de-
ren Zustand zur Zeit t + 1 in Abha¨ngigkeit der Zusta¨nde von vi1 , . . . , vik zur Zeit t
und vik ∈ {0, 1}.
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Der Zustand von vi zur Zeit t+1 wird auch Output und die Zusta¨nde von vi1 , . . . , vik
zur Zeit t als Input bezeichnet. Dementsprechend wird vi auch Outputelement und
vi1 , . . . , vik nennt man auch Inputelemente. Die Anzahl der Elemente in G wird mit
N notiert und die Anzahl der Inputelemente fu¨r eine Boolesche Funktion mit k. Die
maximal mo¨gliche Anzahl von Inputelementen wird mit K angegeben. Die Boole-
schen Variablen repra¨sentieren Genprodukte, z.B. Transkriptionsfaktoren, und ihre
Zusta¨nde die vorhandenen Konzentrationen der Genprodukte in einer Zelle. Im all-
gemeinen besteht der diskrete Zustandsraum eines Booleschen Netzes aus zwei Wer-
ten, 0 oder 1. Befindet sich eine Boolesche Variable im Zustand 1, dann modelliert
sie ein aktives Gen, dessen Genprodukt in der Zelle sehr konzentriert vorkommt. Im
Zustand 0 repra¨sentiert sie ein inaktives Gen, dessen Produkt in der Zelle wenig kon-
zentriert vorkommt bzw. nicht vorhanden ist. Der Zustandsraum eines Booleschen
Netzes entha¨lt 2N globale Zusta¨nde, da jedes Element nur zwei Werte annehmen
kann. Die Dynamik des Systems wird beschrieben, indem der globale Zustand eines
Booleschen Netzes zur Zeit t + 1 durch den globalen Zustand zur Zeit t und durch
Anwendung der Booleschen Funktionen eindeutig bestimmt wird. Boolesche Netze
modellieren also deterministische Beziehungen. Die Zusta¨nde der Elemente vi wer-
den synchron aktualisiert und eine Aktualisierung wird Zustandsu¨bergang genannt.
Definition 3.2 (Trajektorie) Eine Trajektorie ist eine Sequenz von globalen
Zusta¨nden von G, die durch eine zeitliche Folge von Zustandsu¨berga¨ngen verbun-
den sind (vgl. Abb. 3.2).
Das dynamische Verhalten eines Booleschen Netzes kann grafisch anhand vonWiring
Diagrammen dargestellt werden (vgl. Abb. 3.1). Ein Wiring Diagramm definiert die
regulierenden Verbindungen zwischen den Elementen. Existiert eine Verbindung
zwischen den Elementen v1 und v2, dann bestimmt der Zustand von v1 zur Zeit t
den Zustand von v2 zur Zeit t+ 1.
Definition 3.3 (Attraktor) Befindet sich eine Trajektorie in einem u¨ber die Zeit
stabilen Zyklus oder in einem stationa¨ren Zustand, dann wird dieser Zyklus Attrak-
tor genannt.
Attraktoren enthalten also wenige Zusta¨nde, die ein sich wiederholendes Muster
ergeben. Demzufolge werden sie benutzt, um Zellen mit einem stabilen Genexpressi-
onsmuster zu modellieren. Solche Zellen ko¨nnen ausdifferenzierte Zellen, aber auch
multipotente Stammzellen sein. Jede Trajektorie wird schließlich in einen Attraktor
fu¨hren, denn es gibt nur eine endliche Anzahl von mo¨glichen globalen Zusta¨nden.
Das System wird also nach einer endlichen Zeit einen globalen Zustand annehmen,
den es schon zuvor hatte.
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Abbildung 3.1: Wiring-
Diagramm fu¨r das Boolesche
Netz v′1 = v2 ∧ v3, v′2 = v1,
v′3 = v2 ∨ v3.
t 1 2 3 4 5
v1 1 0 1 0 1
v2 1 1 0 1 0
v3 0 1 1 1 1
Abbildung 3.2: Die Trajekto-
rie eines Booleschen Netzes mit
den Elementen v1, v2 und v3. Bei
t = 4 befindet sich das Netz in ei-
nem zyklischen Attraktor
In [24] wird argumentiert, dass nur ein Bruchteil der 2N mo¨glichen Booleschen Funk-
tionen biologisch relevant ist. Solche Funktionen heißen Canalyzing Funktionen und
werden wie folgt definiert:
Definition 3.4 (Canalyzing Inputelement [24]) Ein Inputelement fu¨r eine Boo-
lesche Funktion ist canalyzing, falls wenigstens einer seiner Zusta¨nde einen Zu-
stand des Outputelementes garantiert, unabha¨ngig von den Zusta¨nden der anderen
Inputelemente.
Definition 3.5 (Canalyzing Funktion [24]) Ist mindestens ein Inputelement
nach Definition 3.4 einer Booleschen Funktion canalyzing, dann ist sie eine Cana-
lyzing Funktion.
Beispiele fu¨r Canalyzing Funktionen sind die AND, OR und IF Funktionen. Biolo-
gisch bedeutet (v1 AND v2), dass die Expressionssta¨rke eines Gens von der Kom-
bination der Transkriptionsfaktoren v1 und v2 abha¨ngt. Ist also ein Transkriptions-
faktor nicht an der Promoterregion des Gens gebunden, dann ist das Gen inaktiv,
unabha¨ngig davon ob der andere Faktor vorhanden ist. (v1 OR v2) beschreibt da-
gegen zwei mo¨gliche Aktivatoren. Sobald ein Aktivator am Promoter gebunden ist,
ist das Gen aktiv. Die Bindung eines Repressors oder Aktivators wird mit (IF v1)
beschrieben.
Ein Grund fu¨r die biologische Relevanz von Canalyzing Funktionen wird darin gese-
hen, dass sie eine besondere chemische Einfachheit aufweisen. So ist es z.B. chemisch
einfach eine OR Funktion zu realisieren. Denn diese beno¨tigt an einem Protein nur
eine Bindungsstelle. Sobald sich eines von zwei mo¨glichen Proteinen an diese Bin-
dungsstelle gekoppelt hat, reagiert das Zielprotein und vera¨ndert seine chemischen
Eigenschaften. Fu¨r die XOR Funktion sind dagegen zwei Bindungsstellen mit ei-
ner komplexen Interaktion notwendig [24]. Fu¨r die Realisierung der AND Funktion
sind zwar auch zwei Bindungsstellen erforderlich, aber ihre Interaktion muss nicht
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Abbildung 3.3: Zustandsu¨bergangstabelle fu¨r das Boolesche Netz A′ = B ∧ C, B′ = A, C ′ =
B ∨ C.
so komplex wie bei XOR sein. Solange eine Bindungsstelle frei ist, werden sich die
chemischen Eigenschaften des Proteins nicht vera¨ndern.
3.2 Reverse Engineering eines Booleschen Netzes
Der bekannteste Algorithmus fu¨r die Identifizierung von Genregulationsnetzwer-
ken aus Zustandsu¨bergangsdaten, unter Betrachtung des Booleschen Modells, ist
REVEAL (Reverse Engineering Algorithmus) ([28], [42]). Liang et. al. benutzen die
Shannon Entropie und das Korrelationsmaß Mutual Information, um zu berechnen,
wieviel Information einer Kombination von Inputelementen effektiv auf ein Output-
element u¨bertragen wird (vgl. Abb. 2.2). Die experimentelle Bestimmung der Gen-
expressionsdaten von N Genen erfolgt an zwei aufeinander folgenden Zeitpunkten.
Es wird angenommen, dass die Gene u¨ber ihre Genprodukte in einem Netzwerk von
gegenseitigen Einflu¨ssen stehen. Dadurch vera¨ndern sich die Expressionssta¨rken der
Gene. Diese Vera¨nderungen werden in einer Zustandsu¨bergangstabelle, welche aus
zwei Spalten besteht, zusammengefasst. Die linke Spalte entha¨lt die approximierten
Expressionssta¨rken der Gene zur Zeit t, die rechte die approximierten Expressi-
onssta¨rken zur Zeit t+1. Idealerweise betra¨gt der Zeitabstand zwischen den Spalten
1. Ansonsten sind die direkten Einflu¨sse zwischen den Genen nicht bestimmbar. Ei-
ne Zeile in einer Zustandsu¨bergangstabelle zeigt den approximierten Zustand einer
ganzen Zelle zur Zeit t (Input) und zur Zeit t+ 1 (Output). Jede Zeile bildet somit
ein Input/Output Paar, was wiederum einen Zustandsu¨bergang repra¨sentiert (vgl.
Abb. 3.3).
Die Argumentation ist, dass der aus den dynamischen Vera¨nderungen des Inputs
erhaltene Informationsgewinn auf die Fluktuationen des Outputs u¨bertragen wird.
Ist die Mutual Information zwischen einer Kombination von k Inputelementen X =
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[1,2,3]
[1,2] [1,3] [2,3]
[1] [2] [3]
[∅]
Abbildung 3.4: Bsp. fu¨r einen Suchraum: Die Teilmengen von [1,2,3]. Die k-te Zeile repra¨sentiert
die Teilmengen mit k Elementen (0 ≤ k ≤ 3). Abbildung nach [35]
.
[X1, . . . , Xk] und einem Outputelement Y
′
j
MI(X, Y ′j ) = H(Y
′
j ), (3.1)
dann bestimmen die Vera¨nderungen der Inputelemente die Vera¨nderungen des Out-
putelementes Y ′j vollsta¨ndig. Auf Basis von Gleichung (3.1) wird bei REVEAL eine
Entscheidung getroffen. Die Elemente X1, ..., Xk sind somit die eindeutigen Eltern
fu¨r Y ′j . Eine verbesserte Laufzeit des Algorithmus kann erreicht werden, indem nicht
(3.1) sondern
H(X, Y ′j ) = H(X) (3.2)
getestet wird, denn fu¨r H(X, Y ′) = H(X), folgt aus Gleichung (2.3)
MI(X, Y ′) = H(Y ′). (3.3)
Fu¨r den Umkehrschluss gilt, dass, falls MI(X, Y ′) = H(Y ′), wiederum aus Glei-
chung (2.3)
H(X) = H(X, Y ′) (3.4)
folgt. Daher:
H(X, Y ′) = H(X)⇔MI(X, Y ′) = H(Y ). (3.5)
Fu¨r k gegebene Inputelemente gibt es insgesamt 2(2
k) Boolesche Funktionen. Von ih-
nen kann REVEAL aber nur diejenigen identifizieren, bei denen das Outputelement
effektiv von allen k Inputelementen abha¨ngt:
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Definition 3.6 (keff -Regeln [28]) Kann eine Boolesche Funktion, dargestellt in
einer Regeltabelle, nicht auf eine Boolesche Funktion mit weniger Inputelementen
reduziert werden, dann haben alle ihre Inputelemente einen effektiven Einfluss auf
das Outputelement. Sie ist eine keff -Boolesche Funktionen.
Es gilt keff ≤ k und im folgenden bezeichnet keff die Anzahl der Inputelemente,
von denen das Outputelement effektiv abha¨ngt.
In einem Booleschen Netz mit N Elementen gibt es fu¨r jedes Element
∑N
k=0
(
N
k
)
Mengen von potentiellen Eltern. Dies ergibt durch Anwendung des Binomischen
Lehrsatzes einen Suchraum von insgesamt 2N Kombinationen (s. Abb. 3.4) [13].
Theoretisch mu¨sste der gesamte Raum durchsucht werden, um die Eltern fu¨r ein
Element eindeutig zu bestimmen. REVEAL startet am Boden des Gitters in Abb.
3.4 und berechnet fu¨r jede Kombination von Inputelementen die Entropie. Die Su-
che endet, sobald Gleichung (3.2) zutrifft. Ist der Algorithmus in dem obersten Level
des Gitters angelangt und hat noch keine Elternelemente gefunden, dann wird das
Outputelement nicht von diesem Booleschen Netz beeinflusst. Dies hat nicht zu
bedeuten, dass es nicht selbst ein Elternelement sein kann. Vielmehr weist diese
Tatsache darauf hin, dass dieses Outputelement von einem unbekanntem Element
abha¨ngen kann. Es wa¨re also sinnvoll, dass Boolesche Netz um eine Variable zu er-
weitern, um zu pru¨fen ob sie den unbekannten Einfluss repra¨sentiert.
Das Ergebnis von REVEAL ist die Zuordnung der Eltern zu jedem Netzwerkelement
(Wiring Diagram). Die Booleschen Funktionen ko¨nnen nachfolgend bestimmt wer-
den, falls genu¨gend verschiedene Belegungen des Booleschen Netzes in den Trainings-
daten gegeben sind. Dies soll geschehen, indem die beobachteten Zusammenha¨nge
in Regeltabellen eingetragen werden.
Mit Abbruchbedingung (3.2) liegt eine zu harte Bedingung vor, die nur erreicht
wird, falls ungesto¨rte Trainingsdaten zur Verfu¨gung stehen. Nur dann ist gewa¨hrlei-
stet, dass die Beziehung (3.2) aufgedeckt werden kann. Bei realistischen Anwendun-
gen werden jedoch die Trainingsdaten immer gesto¨rt sein bzw. rauschen. Folglich
ist REVEAL in seiner urspru¨nglichen Form nicht mehr anwendbar. Deshalb soll-
ten statistische Tests herangezogen werden. Miller liefert in seinem Artikel [34] eine
mo¨gliche Approximation der Mutual Information zur χ2-Statistik. Damit kann dann
die Nullhypothese, dass das Outputelement unabha¨ngig von den Inputelementen ist,
getestet werden 1.
1Fu¨r na¨here Ausfu¨hrungen siehe dazu Kapitel 4.4
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3.3 Dynamische Bayessche Netze (DBN)
Dynamische Bayessche Netze eignen sich gut, um aktuelles Wissen bzw. Unsicher-
heit u¨ber das dynamische Verhalten von Genregulationsnetzwerken darzustellen. Es
ist insbesondere zu beachten, dass Trainingsdaten aus realen biologischen Systemen
immer gewissen Sto¨rungen unterliegen und deshalb nur stochastische Relationen
zwischen den Genen identifizierbar sind, auch wenn die realen Beziehungen deter-
ministisch wa¨ren. Ein Boolesches Netz zu rekonstruieren ist demnach nicht mo¨glich.
Es soll analysiert werden, ob ein DBN, das gegeben der Daten sehr wahrscheinlich
ist, identifiziert werden kann. Bayessche Netze haben außerdem den Vorteil, dass sie
mit gut fundierten Methoden gelernt werden ko¨nnen.
Stochastische Zufallsvariablen repra¨sentieren in Bayesschen Netzen die Expressi-
onssta¨rke und stochastische Relationen die Beziehungen zwischen diesen Zufallsva-
riablen. Die erste Relation ist die bedingte Wahrscheinlichkeit und modelliert die
Abha¨ngigkeit der Expressionssta¨rke eines Gens von der Expression anderer Gene.
Die bedingte Wahrscheinlichkeit zwischen zwei Zufallsvariablen A und B ist durch
die Bayessche Regel
P (A|B) = P (B|A)P (A)
P (B)
(3.6)
definiert. Die zweite stochastische Relation ist die Unabha¨ngigkeit. Zwei Zufallsva-
riablen sind unabha¨ngig, falls
P (A,B) = P (A)P (B). (3.7)
Sind zwei Zufallsvariablen unabha¨ngig, dann gibt uns der Wert der einen Zufallsva-
riablen keine Information u¨ber den Wert der anderen Zufallsvariablen, also:
P (A|B) = P (A). (3.8)
Eine weitere Eigenschaft ist die bedingte Unabha¨ngigkeit zwischen zwei Zufallsva-
riablen. Sie bedeutet, dass zwei Zufallsvariablen nur dann unabha¨ngig sind, wenn
der Zustand einer dritten Zufallsvariable bekannt ist. Dieser Sachverhalt sei hier an
einem Beispiel erla¨utert. Es sind drei Zufallsvariablen gegeben, die eine Krankheit K
und zwei Tests, T1 und T2, repra¨sentieren. Die Tests sind verschiedene Indikatoren
dafu¨r, ob der Patient die Krankheit besitzt. Die Krankheit beeinflusst die Ergebnisse
der Tests. Fa¨llt T1 positiv aus, dann erho¨ht sich fu¨r einen Beobachter die Wahrschein-
lichkeit des Auftretens der Krankheit und somit auch die Wahrscheinlichkeit das T2
ein positives Ergebnis bringt. T1 und T2 sind also nicht unabha¨ngig. Ist dagegen
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Abbildung 3.5: Beispiel fu¨r ein Bayessches Netz. Die Knoten repra¨sentieren die Expressionssta¨rke
der Gene und es wird angenommen, dass die Genexpressionssta¨rke entweder 0 oder 1 ist.
bekannt, dass der Patient die Krankheit hat, dann beeinflusst ein positives Ergebnis
von T1 nicht unseren Glauben u¨ber das Ergebnis von T2, also
P (T2|K = ja, T1 = positiv) = P (T2|K = ja).
Gilt diese Beziehung fu¨r alle Zusta¨nde der Zufallsvariablen, dann sind T1 und T2
bedingt unabha¨ngig, gegeben K.
Bayessche Netze enthalten einen qualitativen Teil, die grafische Struktur, und einen
quantitativen Teil, die Parameter. Im folgenden ist eine formale Definition fu¨r Bayes-
sche Netze gegeben:
Definition 3.7 Ein Bayessches Netz B = (G,Θ) besteht aus einem Graphen G und
einer Parametermenge Θ. G ist ein gerichteter azyklischer Graph, dessen Knoten
zu den Zufallsvariablen X1, . . . , XN korrespondieren. Eine Belegung fu¨r eine Zu-
fallsvariable Xi wird mit xi notiert. Eine gerichtete Kante zwischen zwei Knoten
Xi → Xj bedeutet, dass Xj direkt von Xi beeinflusst wird. G definiert die statisti-
schen Unabha¨ngigkeitsbeziehungen zwischen den Zufallsvariablen. Θ entha¨lt fu¨r jede
Zufallsvariable Xi den Parameter θijiki = P (Xi = ki|Pa(Xi) = ji) fu¨r jeden Wert
ki von Xi und jeder mo¨glichen Menge von Werten ji von Pa(Xi). Pa(Xi) ist die
Menge der Eltern von Xi.
Die Struktur eines Bayesschen Netzes repra¨sentiert die bedingte Unabha¨ngigkeit der
Zufallsvariablen.
Annahme 3.1 (Bedingte Unabha¨ngigkeit [12]) Jeder Knoten in einem Bayes-
schen Netz ist unabha¨ngig von allen nicht nachfolgenden Knoten, gegeben seiner
Eltern.
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X1 = 1 X1 = 2 X1 = 3
X2 = 1 0.03 0.05 0.06
X2 = 2 0.07 0.12 0.34
X2 = 3 0.11 0.14 0.08
Tabelle 3.1: Beispiel einer Verbundwahrscheinlichkeit
Kindsknoten ko¨nnen zwar nicht den Wert der Elternknoten vera¨ndern, aber unseren
Glauben u¨ber die Elternelemente.
Ein Beispiel fu¨r ein Bayessches Netz zeigt Abb. 3.5. Die Parameter θijiki fu¨r das
Gen G4 sind in einer Tabelle zusammengefasst. Diese Tabelle definiert die Bedingte
Wahrscheinlichkeitsverteilung (engl.: Conditional Probability Distribution) (CPD)
fu¨r Gen G4. Eine CPD ist eine Wahrscheinlichkeitsverteilung u¨ber die Zusta¨nde ei-
ner Zufallsvariablen in Abha¨ngigkeit der bedingenden Zufallsvariablen. U¨bertragen
in die Doma¨ne der Genregulationsnetzwerke ist eine CPD die Verteilung u¨ber die
Expressionssta¨rken eines Gens in Abha¨ngigkeit der Expressionssta¨rken der regulie-
renden Gene. Wird eine diskrete CPD als Tabelle dargestellt, heißt sie eine Bedingte
Wahrscheinlichkeitstabelle (engl.: Conditional Probability Table) (CPT). Jede Zeile
eines CPT entha¨lt die bedingte Wahrscheinlichkeit fu¨r alle Zusta¨nde einer Zufalls-
variablen fu¨r eine spezielle Belegung der bedingenden Zufallsvariablen.
Die Verteilung P (X1, . . . , XN) weist allen mo¨glichen Belegungen x1, . . . , xN der Zu-
fallsvariablen Wahrscheinlichkeiten zu und wird Verbundwahrscheinlichkeitsvertei-
lung (engl.: Joint Probability Distribution) (JPD) genannt. Angenommen es wird
eine Doma¨ne mit zwei Zufallsvariablen X1 und X2, die jeweils drei Zusta¨nde anneh-
men ko¨nnen, betrachtet. Die Tabelle 3.1 zeigt eine mo¨gliche Verbundwahrscheinlich-
keitsverteilung fu¨r diese Doma¨ne. Wobei die Summe der Eintra¨ge 1 betra¨gt.
Die Wahrscheinlichkeit fu¨r ein atomares Ereignis kann aus den Informationen aus
B = (G,Θ) berechnet werden. Ein solches Ereignis kann z.B. sein, dass die Gene G1
bis G3 exprimieren und G4 nicht (Abb. 3.5). Die Wahrscheinlichkeit fu¨r dieses Ereig-
nisses ist P (G1 = 1, G2 = 1, G3 = 1, G4 = 0)
2. Darauf die Kettenregel angewendet,
erha¨lt man:
P (G3 = 1, G4 = 0, G1 = 1, G2 = 1) = P (G3 = 1|G4 = 0, G1 = 1, G2 = 1) ∗
P (G4 = 0|G1 = 1, G2 = 1) ∗
P (G1 = 1|G2 = 1) ∗ P (G2 = 1).
2Wu¨rde nach dem Ereignis P (G3 = 1, G4 = 0) gefragt, dann mu¨ßte u¨ber die mo¨glichen bina¨ren
Zuweisungen von G1 und G2 summiert werden, denn diese beeinflussen das Auftreten dieses Er-
eignisses. Es folgt P (G3 = 1, G4 = 0) =
∑1
x=0
∑1
y=0 P (G1 = x,G2 = y,G3 = 1, G4 = 0)
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Abbildung 3.6: Beispiel fu¨r die Struktur eines Dynamisches Bayessches Netz. Die Startstruktur
ist in a) zu sehen und die U¨bergangsstruktur in b).
Dieses Produkt kann weiter vereinfacht werden, indem die Information u¨ber die
bedingten Unabha¨ngigkeiten (Annahme 3.1) aus der Struktur des Bayesschen Netzes
herangezogen wird:
P (G3 = 1, G4 = 0, G1 = 1, G2 = 1) = P (G3 = 1|G1 = 1) ∗
P (G4 = 0|G1 = 1, G2 = 1) ∗
P (G1 = 1) ∗ P (G2 = 1).
Daraus ist erkennbar, dass jeder Eintrag in der Verbundwahrscheinlichkeitsvertei-
lung ein Produkt der passenden Werte der einzelnen CPTs ist und jedes beliebige
Ereignis x1, . . . , xN durch die Formel
PB(x1, . . . , xN) =
N∏
i=1
PB(xi|pai). (3.9)
berechnet werden kann3. xi ist eine Belegung fu¨r die Zufallsvariable Xi und pai eine
Belegung ihrer Eltern. Dies wiederum zeigt, dass die CPTs nur eine Zerlegung der
Verbundwahrscheinlichkeitsverteilung sind.
Mit Inferenz in Bayesschen Netzen ko¨nnen Entscheidungen getroffen werden.
3Gleichung (3.9) erha¨lt man nur, wenn die Ereignisse in der Reihenfolge, Kinder zuerst und
nachfolgend die Eltern, notiert werden. Andererseits ha¨ngen die Wahrscheinlichkeiten nicht nur
von den Eltern, sondern auch von den Kindern ab (Annahme 3.1).
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Definition 3.8 (Inferenz [39]) Inferenz oder Schließen in einem Bayesschen Netz
ist die Berechnung der posterior-Wahrscheinlichkeitsverteilung fu¨r eine Menge von
Variablen (Anfrage), vorausgesetzt dass Werte fu¨r andere Variablen (Beleg) beob-
achtet wurden.
Es existieren standardisierte Inferenzalgorithmen, die u.a. in [39] und [25] beschrie-
ben sind.
Ein klassisches Bayessches Netz kann keine zeitliche Evolution beschreiben. Es eignet
sich nur fu¨r statische Modellierung. Fu¨r die Modellierung der Dynamik eines Gen-
regulationsnetzwerkes, sind die Dynamischen Bayesschen Netze zu benutzen [35].
Sei X = {X1, . . . , XN} die Menge der Variablen, deren Zusta¨nde sich u¨ber die Zeit
a¨ndern. Xi[t] ist die Zufallsvariable, die den Wert der Variable Xi zur Zeit t be-
stimmt und X[t] die Menge der Zufallsvariablen Xi[t]. In der vorliegenden Arbeit
wird angenommen, dass der dynamische Prozess eines Genregulationsnetzwerkes ein
Markov Prozess ist, also P (X[t + 1]|X[0], . . . ,X[t]) = P (X[t + 1]|X[t]). Außerdem
wird angenommen, dass es sich um einen stationa¨ren Prozess handelt, d.h. die U¨ber-
gangswahrscheinlichkeit P (X[t + 1])|X[t]) ist unabha¨ngig von t. Diese Annahmen
bewirken eine wesentliche Vereinfachung des Modells. Es besteht aus zwei Struktu-
ren, der Startstruktur G(0) und der U¨bergangsstruktur G→ mit den dazugeho¨renden
Verteilungen [13]. G(0) repra¨sentiert die initiale Struktur mit der initialen Verteilung
fu¨r die Variablenbelegungen. Die U¨bergangsstruktur G→ beschreibt die bedingten
Unabha¨ngigkeiten fu¨r einen Zeitschritt. Mit den Variablen inX[0] von G→ sind keine
Eltern und CPTs assoziiert. Sei B ein DBN, dann ist
B = (B0, B→) = ({G(0),Θ(0)}, {G→,Θ→}).
Damit ist nun die Verbundwahrscheinlichkeitsverteilung PB(X[0], . . . ,X[T ]) defi-
niert [13]. Die Wahrscheinlichkeit fu¨r eine Belegung x[0], . . . ,x[T ] ist:
PB(x[0], . . . ,x[T ]) = PB0(x[0])
T−1∏
t=0
PB→(x[t+ 1]|x[t]) (3.10)
mit der Verteilung fu¨r die U¨bergangswahrscheinlichkeiten
PB→(x[t+ 1]|x[t]) =
N∏
i=1
PB→(Xi[t+ 1] = ki|Pa(Xi[t+ 1]) = ji). (3.11)
Die Eltern von Xi[t + 1] sind die Variablen in t und t + 1, die zu den Eltern von
Xi[1] in B→ korrespondieren.
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3.4 Reverse Engineering eines Dynamisch Bayes-
schen Netzes
3.4.1 Identifizieren der Parameter aus Zustandsu¨bergangs-
daten
Ist die Struktur bekannt und mu¨ssen nur noch die Parameter, also der quantitative
Teil des DBN gescha¨tzt werden, dann handelt es sich um ein einfach zu lo¨sendes Re-
verse Engineering Problem. Sind zusa¨tzlich die Trainingsdaten vollsta¨ndig gegeben,
gibt es mehrere gut verstandene Methoden die Parameter
θ
(0)
ijiki
= PB0(Xi[0] = ki|Pa(Xi[0]) = ji)
θ→ijiki = PB→(Xi[t+ 1] = ki|Pa(Xi[t+ 1]) = ji)
zu scha¨tzen. Die Trainingsdaten D bestehen aus NR Trajektorien. Jede Trajektorie
entha¨lt die beobachteten Werte fu¨r alle N Variablen fu¨r insgesamt T Zeitschritte4.
Fu¨r eine vereinfachte Notation wird angenommen, dass die Trajektorien von gleicher
La¨nge sind. Eine Trajektorie Ri hat demnach folgende Form:
Ri =

x1[0] . . . x1[T − 1]
...
. . .
...
xN [0] . . . xN [T − 1]
 (3.12)
und D
D = {R1, . . . , RNR}. (3.13)
Eine Zeile in Ri beschreibt den Zustandsverlauf einer Variable u¨ber T Zeitschrit-
te und eine Spalte den globalen Zustand des DBN zu einem Zeitschritt t (t =
0, . . . , T − 1). Da, wie angenommen, die U¨bergangswahrscheinlichkeiten in einem
DBN unabha¨ngig von der Zeit sind, stehen fu¨r einen Parameter θ→ijiki insgesamt
M→ = NR ∗ (T − 1) Trainingsvektoren/Stichprobenwerte zur Verfu¨gung. Fu¨r die
Parameter θ
(0)
ijiki
gibt es demzufolge nur M (0) = NR Trainingsvektoren. M
(0) entha¨lt
die initialen Zusta¨nde (t = 0) der Zufallsvariablen und M→ die Zusta¨nde auf den
Trajektorien. Werden im folgenden Daten D erwa¨hnt, dann sind damit diese Trai-
ningsvektoren gemeint. Die Parameter in B(0) und B→ sind unabha¨ngig voneinander
und daher werden sie auch getrennt voneinander gescha¨tzt. Deshalb bezeichnet im
folgenden θijiki entweder θ
(0)
ijiki
oder θ→ijiki . Analog dazu steht M entweder fu¨r M
(0)
oder M→.
4In dieser Arbeit ist T = 2.
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Abbildung 3.7: Die Likelihood Funktion, falls 7 mal Kopf und 3 mal Zahl bei dem Wurf einer
Mu¨nze beobachtet wurde. θK = 0.7 ist der Maximum Likelihood Scha¨tzer.
Fu¨r das Lernen der Parameter sei vorausgesetzt, dass die Trajektorien unabha¨ngig
voneinander sind und der gleichen Verteilung unterliegen. Nur dann ha¨ngt D von
dem gleichen Parametervektor θ = {θ(0), θ→} ab. Die Verteilung der Daten definiert
somit fu¨r jeden Trainingsvektor die Wahrscheinlichkeit P (Ri|θ). Zusammenfassend
kann die gestellte Aufgabe als
D = {R1, . . . , RNR} → θˆ ≈ θ
aufgefasst werden. Es wird also nach den Scha¨tzern θˆijiki gesucht, die die vorhande-
nen Daten gut beschreiben5. Anders ausgedru¨ckt: Sind die Trainingsdaten gegeben
θˆijiki sehr wahrscheinlich, dann sind θˆijiki gute Scha¨tzer fu¨r die Parameter der Grund-
menge. Fu¨r das Scha¨tzen ohne die Hinzunahme von Vorwissen (Frequentismus)
liefert die Likelihood Funktion genau diese Scha¨tzungen.
Definition 3.9 Sei eine Stichprobe D = {d1, . . . , dM} gegeben. Dann ist
L(θ : D) = L(D|θ) = P (D|θ) = ∏Mm=1 P (dm|θ)
die Likelihood Funktion fu¨r die Beobachtungen D und einem Parameter θ.
Der natu¨rlichste Ansatz ist nach dem Parameter θ zu suchen, welcher die Likelihood
Funktion maximiert. Denn es interessiert der Parameter, unter dem die Daten am
wahrscheinlichsten sind. Das ist der Maximum Likelihood Scha¨tzer (θˆMLE):
θˆMLE = max
θ
P (D|θ). (3.14)
5Xˆ ist der Scha¨tzer der Gro¨ße X.
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Das einfachste Beispiel, was zur Veranschaulichung herangezogen werden kann, ist
der Wurf einer Mu¨nze. Es soll der Parametervektor θ = {θK , θZ} mit
θK = P (Kopf liegt oben) und θZ = P (Zahl liegt oben) gescha¨tzt werden. Dafu¨r
wird eine Folge von Wu¨rfen ausgefu¨hrt, deren Ergebnisse die Trainingsdaten liefern.
Nach 10 Wu¨rfen liegen zum Beispiel die Daten {K,K,Z,K,Z,K,K,K,Z,K} vor.
Die daraus resultierende Likelihood Funktion ist L(θ : D) = θ7K ∗θ3Z = θ7K ∗ (1−θK)3
und ihr Verlauf in Abbildung 3.7 zu sehen.
Der Maximum Likelihood Scha¨tzer ist jedoch nur sinnvoll, wenn ausreichend vie-
le Trainingsdaten zur Verfu¨gung stehen, so dass darin jede mo¨gliche Belegung der
Modellvariablen genu¨gend oft vorkommt. Anderenfalls schließt man aus den Trai-
ningsdaten, dass bestimmte Werte durch die Variablen nicht angenommen werden,
obwohl dies eigentlich der Fall ist. Denn Werte die in den Daten nicht beobachtet
wurden, erhalten durch den Maximum Likelihood Scha¨tzer die Wahrscheinlichkeit
0. In dem vorangegangen Beispiel wurde fu¨r die Scha¨tzung der Parameter zu wenige
Wu¨rfe unternommen. Denn nach der Erfahrung eines Beobachters u¨ber den Wurf
einer Mu¨nze ha¨tte er θK = θZ = 0.5 und nicht θK = 0.7 und θZ = 0.3 erwartet. Um
solche Fehlschlu¨sse zu umgehen, wu¨rde er Bayessche Lernmethoden6 vorziehen, mit
der er sein eventuell vorhandenes Vorwissen integrieren kann.
3.4.2 Identifizieren der Struktur aus
Zustandsu¨bergangsdaten
Ein schwierigeres Reverse Engineering Problem ist, dass neben den Parametern auch
noch die Struktur, also G(0) und G→, des DBN unbekannt ist. Es soll nun der beste
Scha¨tzer Gˆ = (Gˆ(0), Gˆ→) gefunden werden. Die Strategien fu¨r das Identifizieren
der Struktur soll anhand von statischen Bayesschen Netzen hergeleitet werden. Sie
werden jeweils auf Dynamische Bayessche Netze mit den Trainingsdaten wie in Bez.
(3.13) erweitert, was sich wegen Gleichung (3.10) nachvollziehen la¨sst. Daher wird
die gestellte Aufgabe hier zuna¨chst fu¨r ein statisches Bayessches Netz als
D =

x11 . . . x1M
...
. . .
...
xN1 . . . xNM
→ Gˆ
6In der Statistik gibt es zwei wesentliche Theorien. Die Frequentistische Theorie nimmt an,
dass es einen festen Parameter gibt und scha¨tzt diesen mit bestimmter Konfidenz. Die Bayesschen
Methoden definieren dagegen einen unbekannten Parameter θ als eine Zufallszahl und es soll die
Erwartung des Beobachters fu¨r θ in der n + 1-ten Beobachtung bestimmt werden. Dafu¨r wird
u¨ber die Werte fu¨r θ eine prior-Verteilung P (θ) gelegt. Sie repra¨sentiert die Unsicherheit die der
Beobachter hat, also sein a-priori Wissen u¨ber den unbekannten Parameter. Beobachtete Daten
revidieren diese Unsicherheit u¨ber ihre Likelihood P (D|θ) und die aktualisierte Unsicherheit ist
durch die posterior-Verteilung P (θ|D) beschrieben.
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aufgefasst. M ist dann die Anzahl der Trainingsvektoren und N die Anzahl der
Variablen in einer beliebigen Struktur G. Jede Spalte ist also eine Realisierung fu¨r
alle N Variablen. Ein Scha¨tzer Gˆ fu¨r die wahre Struktur ist dann ein optimaler
Scha¨tzer, wenn er gegeben den Trainingsdaten am wahrscheinlichsten ist. Um einen
guten Scha¨tzer zu finden, muss eigentlich der gesamte Raum von Strukturen durch-
sucht werden. Dieser Raum hat jedoch eine exponentielle Anzahl von Strukturen,
wodurch die Suche nach der optimalen Struktur NP-hart ist. Eine Anna¨herung an
die optimale Lo¨sung kann daher nur durch die Definition eines Suchraumes und der
Anwendung einer heuristischen Suche erreicht werden. Außerdem ist eine Scoring-
Funktion notwendig, die eine Struktur gegeben der Daten bewertet. Somit umfasst
eine Strategie zur Identifizierung der Struktur jeweils eine Scoring-Funktion, einen
Suchraum (Operatoren fu¨r die Modifizierung der Strukturen) und einen Suchalgo-
rithmus. Es soll hier auf die unterschiedlichen Scoring-Funktionen und kurz auf die
Suchalgorithmen na¨her eingegangen werden.
Die drei wichtigsten Scoring-Funktionen fu¨r das Lernen ohne Vorwissen sind der
Likelihood Score, der zu ihm a¨quivalente Mutual Information Score (MIS) und das
Bayessche Informations Kriterium (BIC) (engl.: Bayesian Information Criterion).
Der Likelihood Score fu¨r eine Struktur G mit N Elementen, einer Trainingsmenge
D mit unabha¨ngigen Trainingsvektoren und der Maximum Likelihood Scha¨tzungen
ΘˆG fu¨r die Parameter von G ist
Definition 3.10 (Likelihood)
L(G : D|ΘˆG) = L(D|G, ΘˆG) = P (D|G, ΘˆG) =
M∏
m=1
P (x¯m|G, ΘˆG).
Dies ist nichts anderes als die Likelihood Funktion fu¨r G, also die Wahrscheinlichkeit
der Daten gegeben G und der wahrscheinlichsten Instanz von Parametern ΘˆG. Der
Score vereinfacht sich wesentlich, wenn anstatt der Likelihood Funktion die Log
Likelihood Funktion genommen wird:
Definition 3.11 (Log Likelihood)
logL(G : D|ΘˆG) =
M∑
m=1
logP (x¯m|G, ΘˆG).
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Jeder Trainingsvektor x¯m ist eine Belegung fu¨r das Bayessche Netz. Zu jeder Bele-
gung ist aufgrund der gescha¨tzten Verbundwahrscheinlichkeitsverteilung ΘˆG genau
eine Verteilung zugeordnet:
P (x¯m|G, ΘˆG) =
N∏
i=1
P (xim|paim). (3.15)
Somit ist die Likelihood:
L(G : D|ΘˆG) =
N∏
i=1
M∏
m=1
P (xim|paim). (3.16)
Daraus folgt, dass sich die Likelihood entsprechend der Struktur G zerlegen la¨ßt.
Es sei Nijiki die Anzahl der Vektoren in D, bei denen Xi = ki und Pa(Xi) = ji.
Wenn die Variablen multinomial verteilt sind, ist fu¨r alle mo¨glichen Belegungen ki
und ji [13]:
L(G : D|ΘˆG) =
N∏
i=1
qi∏
ji=1
ri∏
ki=1
P (Xi = ki|Pa(Xi) = ji)Nijiki
=
N∏
i=1
qi∏
ji=1
ri∏
ki=1
θˆ
Nijiki
ijiki
. (3.17)
Das zweite Produkt ist u¨ber die qi unterschiedlichen Zusta¨nde der Eltern von Xi und
das dritte Produkt u¨ber die ri unterschiedlichen Zusta¨nde von Xi. Fu¨r θˆijiki wird der
MLE Scha¨tzer
Nijiki
Niji
mit Niji =
∑ri
ki=1
Nijiki genommen. Aus diesen U¨berlegungen
ergibt sich die letztendliche Formel fu¨r den Likelihood Score, basierend auf der Log
Likelihood [25]:
Definition 3.12 (Likelihood Score)
logL(G : D|ΘˆG) =
N∑
i=1
qi∑
ji=1
ri∑
ki=1
log θˆ
Nijiki
ijiki
=
N∑
i=1
qi∑
ji=1
ri∑
ki=1
Nijiki log
Nijiki
Niji
.
Alle Umformungen beruhen auf der Annahme, dass in den Trainingsdaten keine
Werte fehlen. Anderenfalls sind die konkreten Ha¨ufigkeiten Nijiki nicht bekannt und
die Parameter sind nicht mehr unabha¨ngig gegeben der Daten [13]. Die obigen
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Zerlegungen sind in solchen Fa¨llen inkorrekt7.
Der Likelihood Score fu¨r Dynamische Bayessche Netze ist wegen (3.10) [13]:
Definition 3.13 (Likelihood Score - DBN)
logL(G : D|ΘˆG) =
N∑
i=1
q′i∑
j′i=1
r′i∑
k′i=1
N
(0)
ij′ik
′
i
log
N
(0)
ij′ik
′
i
N
(0)
ij′i
+
N∑
i=1
qi∑
ji=1
ri∑
ki=1
N→ijiki log
N→ijiki
N→iji
.
Eine alternative Formulierung fu¨r den Log Likelihood Score liefern Entropie und
Mutual Information (2) [25]:
logL(G : D|ΘˆG) =
N∑
i=1
MI(Xi,Pa(Xi))−
N∑
i=1
H(Xi). (3.18)
Die a¨quivalente Formulierung des Likelihood Score in Glg. (3.18) ist der MIS Sco-
re. Fu¨r eine genauere Herleitung siehe Anhang A. Der letzte Term ist eine Kon-
stante, denn er ist unabha¨ngig von der Modellstruktur. Er hat auf die Optimie-
rungsschritte keinen Einfluß. Der MIS Score ist eine Verallgemeinerung der Bezie-
hung MI(Xi,Pa(Xi)) = H(Xi) die in REVEAL verwendet wird. Denn die Gleich-
heitsbeziehung gilt nur, falls die Variablen in Pa(Xi) Xi vollsta¨ndig voraussagen.
Sonst gilt immer MI(Xi,Pa(Xi)) < H(Xi). Daraus folgt fu¨r die Differenz immer:
MI(Xi,Pa(Xi))−H(Xi) ≤ 0. Eine Suche nach dem Maximum dieser Differenz ist
demzufolge der MIS Score.
Je gro¨ßer der Likelihood Score einer gescha¨tzten Struktur Gˆ, desto wahrscheinlicher
ist Gˆ eine gute Beschreibung fu¨r die originalen Zusammenha¨nge. Es ist infolgedes-
sen sinnvoll nach der Struktur zu suchen, die einen maximalen Likelihood Score
besitzt. Zwei Zufallsvariablen sind nur dann unabha¨ngig, wenn ihre MI gleich 0 ist.
Durch Ungenauigkeiten in den Daten ist es sehr unwahrscheinlich, dass fu¨r zwei
unabha¨ngige Zufallsvariablen auch tatsa¨chlich MI(X, Y ) = 0 erhalten wird. Die
Mutual Information von zwei Zufallsvariablen ist daher immer kleiner oder gleich
als die von drei Zufallsvariablen, also MˆI(X;Y ) ≤ MˆI(X;Y, Z), auch wenn X ei-
gentlich nur mit Y und nicht mit Z kovariiert. Deshalb resultiert eine zusa¨tzliche
Kante fast immer in einem besseren Likelihood Score. Demnach ist die Struktur
mit maximalen Likelihood Score meistens die vollsta¨ndig verknu¨pfte Struktur. Das
Ziel ist es aber nur die Kanten in die Modellstruktur zu integrieren, die einen si-
gnifikanten Einfluss repra¨sentieren. Ein Vorteil liegt darin, dass weniger und bessere
Scha¨tzer fu¨r die Modellparameter berechnet werden. Denn um einen Parameter fu¨r
7Siehe Abschnitt 3.4.3.
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k Eltern zu scha¨tzen, mu¨ssen die Trainingsdaten in 2k Gruppen gegliedert werden.
Eine Gruppe fu¨r jede Kombination von Belegungen der Eltern. Ist k groß, dann
gibt es viele Gruppen, die jeweils nur wenige Trainingsdaten enthalten. Wa¨ren da-
gegen nur k−1 Eltern gegeben, dann ko¨nnen Gruppen, die sich nur in diesem einem
Elternteil unterscheiden, zusammengefasst werden. Die Anzahl der Trainingsdaten
in einer Gruppe erho¨ht sich und die empirische Scha¨tzung fu¨r den Parameter wird
genauer (Gesetz der großen Zahlen).
Das Lernen einer komplexen Struktur kann durch das Einfu¨hren eines Strafterms
verhindert werden. Das Resultat ist der BIC Score fu¨r ein Bayessches Netz [13]:
Definition 3.14 (BIC)
BIC(G : D|ΘˆG) = logP (D|G, ΘˆG)− logM
2
∗ dimG
=
N∑
i=1
qi∑
ji=1
ri∑
ki=1
Nijiki log
Nijiki
Niji
− logM
2
∗ dimG.
dimG =
∑N
i=1 qi(ri − 1) ist die Anzahl der Parameter im Modell und M , wie oben,
die Anzahl der Trainingsvektoren. Infolgedessen ist der BIC Score fu¨r Dynamische
Bayessche Netze [13]:
Definition 3.15 (BIC - DBN)
BIC(G : D|ΘˆG) =
N∑
i=1
q′i∑
j′i=1
r′i∑
k′i=1
N
(0)
ij′ik
′
i
log
N
(0)
ij′ik
′
i
N
(0)
ij′i
− logM
(0)
2
∗ dimG(0) +
N∑
i=1
qi∑
ji=1
ri∑
ki=1
N→ijiki log
N→ijiki
N→iji
− logM
→
2
∗ dimG→.
Bedingt durch den Strafterm bevorzugt der BIC Score weniger komplexe Modelle.
Wird eine Variable als Elternelement hinzugefu¨gt, erho¨ht sich der Log Likelihood
Term und sogleich der Strafterm. Es werden nur noch Elemente als Eltern identi-
fiziert, falls die Erho¨hung in dem Log Likelihood Term dies rechtfertigt. Je mehr
Trainingsvektoren gegeben sind, desto mehr u¨berwiegt der Log Likelihood Term
und der Strafterm verliert an Bedeutung, denn die Likelihood wa¨chst linear mit M
und der Strafterm nur logarithmisch mit M. Wird ein Zusammenhang zwischen zwei
Elementen bei großen M erkannt, ist dies kaum auf statistische Schwankungen als
vielmehr auf die wahre Verteilung zuru¨ckzufu¨hren und es ist verantwortlich diesen
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Zusammenhang in G zu integrieren.
Alternativ zu dem BIC Score ko¨nnen statistische Tests die Signifikanz einer Abha¨ngig-
keit in den Daten bewerten. In [34] ist beschrieben, dass fu¨r Zufallsvariablen Xi und
Pa(Xi) die Approximation
χ2(Xi,Pa(Xi)) ∼ MˆI(Xi,Pa(Xi)) ∗M ∗ ln 4 i 6= j (3.19)
gilt. Xi kann ri Belegungen und Pa(Xi) kann qi Belegungen annehmen. Ob ein Zu-
sammenhang zwischen Zufallsvariablen Xi und Pa(Xi) besteht, kann durch den Ver-
gleich der Beziehung (3.19) mit den tabellierten Werten der χ2-Verteilung ermittelt
werden. Wird die Nullhypothese, MI(Xi,Pa(Xi)) = 0, auf dem Signifikanzniveau
α abgelehnt, also MˆI(Xi,Pa(Xi)) ∗M ∗ ln 4 > χ2(ri−1)∗(qi−1);1−α, dann gilt als wider-
legt, dass Xi und Pa(Xi) keinen Zusammenhang besitzen. Die Elemente in Pa(Xi)
werden in die Menge der Eltern von Xi aufgenommen.
Die meisten Suchalgorithmen im Raum der Strukturen nutzen eine wichtige Ei-
genschaft.
Definition 3.16 ([20]) Ein Score heißt zerlegbar, falls er sich in ein Produkt von
lokalen Scores zerlegen la¨sst. Ein lokaler Score ist eine Funktion von nur einer ein-
zigen Variablen und ihrer Eltern, also
Score(G : D) =
∏N
i=1 Score(Xi,Pa(Xi) : D)
Diese Eigenschaft hat den Vorteil, dass nach einer lokalen Struktura¨nderung, nicht
die gesamte Struktur neu evaluiert werden muss. Es reicht aus die lokale A¨nde-
rung zu bewerten und ihren positiven oder negativen Beitrag auf den alten Score
einzubeziehen. Fu¨r alle oben beschriebenen Scores gilt diese Eigenschaft.
Die generelle Idee fu¨r die Suche nach der optimalen Struktur ist, eine gewa¨hlte
Startstruktur so zu modifizieren, dass ein besserer Score resultiert. Sie sind iterative
Algorithmen, die lediglich Wissen u¨ber ihren aktuellen Zustand und der unmit-
telbaren Nachbarzusta¨nde haben. Wie kann unter diesen Bedingungen das globale
Maximum einer Scorefunktion gefunden werden, die unter Umsta¨nden mehrere loka-
le Maxima besitzt? Ein mo¨glicher Suchalgorithmus ist Hill Climbing. Hill Climbing
evaluiert in jeder Iteration alle mo¨glichen Struktura¨nderungen und vollzieht die mit
der gro¨ßten Verbesserung im Score. Gibt es mehrere Kandidaten, dann wird ei-
ne A¨nderung zufa¨llig unter ihnen ausgewa¨hlt. Die Suche wird beendet, wenn keine
A¨nderung zu einem verbesserten Score fu¨hrt. Der wesentlichste Nachteil liegt dar-
in, dass der Algorithmus in lokalen Maxima stecken bleibt und die Suche abbricht.
Das globale Optimum wird also nicht gefunden. Ein weiterer Nachteil ist, dass die
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Abbildung 3.8: Das linke Bayessche Netz zeigt eine Region von hoher Konnektivita¨t, nachdem
das Modell aus Daten mit diesen 4 Elementen gelernt wurden. Dies ist ein Hinweis, dass die
Elemente B,C,D von einer zweiten Variable beeinflusst sind. Wurde das Modell neu, nun mit 5
Elementen gelernt, dann ergab sich das rechte Modell [25].
Suche in einem Plateau der Scorefunktion nur noch zufa¨llig erfolgt und auch hier
die Suche abbricht. Abgea¨nderte Algorithmen, wie Random restart Hill Climbing
und Tabu-Search versuchen diese Probleme zu vermeiden. Ist die Suche in einem
lokalem Maxima gefangen, dann wird bei Random restart Hill Climbing die ak-
tuelle Struktur in zufa¨llig ausgewa¨hlten Kanten vera¨ndert und die Suche beginnt
neu. Konnte nach einer festgelegten Anzahl von Neustarts keine Verbesserung im
Score festgestellt werden, wird die Suche abgebrochen. Bei Tabu-Search kennt der
Algorithmus dagegen seine vergangenen K ′ Schritte/Strukturen und fu¨hrt die beste
Struktura¨nderung aus, die nicht in den letzten K ′ Schritten gesehen wurde. Resul-
tiert diese Struktura¨nderung in keinem besseren Score wird abgebrochen. Die Suche
entkommt somit Plateaus nicht gro¨ßer als K ′ Strukturen und lokalen Maxima. Eine
Kombination von beiden Methoden ist auch mo¨glich.
3.4.3 Unvollsta¨ndige Trainingsdaten
In dem vorangegangenen Abschnitt wurden Strategien erla¨utert, wie aus Trainings-
daten die Struktur und die Parameter eines DBN Modells fu¨r Genregulationsnetz-
werke gelernt werden ko¨nnen. Sie basieren auf der Annahme, dass die Trainingsdaten
vollsta¨ndig zur Verfu¨gung standen. Es ist jedoch oftmals nicht mo¨glich alle Varia-
blen eines Modells in jedem Trainingsvektor zu beobachten. Außerdem wird in der
vorliegenden Arbeit von unvollsta¨ndigen initialen Beobachtungen ausgegangen.
Fu¨r solche Situationen gibt es zwei Begru¨ndungen. Einerseits ko¨nnen in Trainings-
vektoren die Werte fu¨r einige Variablen fehlen. Es handelt sich dabei um fehlende
Daten. Andererseits ist es auch vorstellbar, dass Werte fu¨r Variablen generell nicht
beobachtet werden. Demzufolge fehlt diese Variable im Modell und es ist bis dahin
nicht bekannt, dass sie in das Modell integriert werden mu¨sste. Ein Hinweis auf die
fehlenden Variablen (Hidden Variablen) sind Regionen von hoher Konnektivita¨t im
Modell (s. Abb. 3.8). Es ist sinnvoll ein Modell auf Hidden Variablen zu u¨berpru¨fen,
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da sich durch das Einfu¨gen dieser Variablen die notwendige Zahl von Parametern
und somit die Komplexita¨t des Modells wesentlich verkleinert [35].
Angenommen alle Variablen der Doma¨ne sind bekannt und einige Trainingsvek-
toren sind unvollsta¨ndig. Der Fakt, dass in einem Trainingsvektor der Wert einer
bestimmten Variable nicht vorhanden ist, kann von den Zusta¨nden der Variablen im
Modell abha¨ngen. Ein Beispiel fu¨r diesen Sachverhalt ist, dass ein Patient der an ei-
ner medizinischen Studie teilnimmt, zu einer Untersuchung nicht kommt, da es ihm
gesundheitlich zu schlecht geht. Womo¨glich bedingt durch die Nebenwirkungen der
eingenommenen Medikamente. Dann fehlen die Daten fu¨r die Untersuchung nicht
zufa¨llig. Um von unvollsta¨ndigen Trainingsdaten lernen zu ko¨nnen, muss folgende
Annahme gemacht werden ko¨nnen:
Annahme 3.2 Die Wahrscheinlichkeit, dass der Wert von Xi fehlt, ist unabha¨ngig
von den Werten der beobachteten Variablen.
Der Schlu¨ssel fu¨r das Scha¨tzen von Parametern ist die Likelihood Funktion. Die
funktionale Form der Likelihood vera¨ndert sich jedoch, falls die Trainingsdaten un-
vollsta¨ndig gegeben sind. Sie besitzt nun nicht mehr ein einziges Maximum sondern
es ko¨nnen vielmehr mehrere lokale Maxima auftreten. Denn fu¨r die fehlenden Beob-
achtungen gibt es mehrere Mo¨glichkeiten diese zu erga¨nzen. Die resultierende Like-
lihood Funktion ist das gewichtete Mittel aus den Likelihoods fu¨r jede Erga¨nzung
und ist meistens eine multimodale Funktion, was die Suche nach einem optimalen
Scha¨tzer erschwert. Je mehr Beobachtungen fehlen, desto unnatu¨rlicher gestaltet
sich die Likelihood. Den Scha¨tzer θˆMLE zu finden, ist nun ein nicht-lineares Opti-
mierungsproblem fu¨r eine komplexe multimodale Funktion. Außerdem la¨sst sich die
Likelihood Funktion nicht mehr in unabha¨ngige Produkte zerlegen, weil die Para-
meterwahl gegeben den Daten nicht mehr unabha¨ngig voneinander sind [13]. Wird
zum Beispiel der Wert der Eltern von Xi in einem Trainingsvektor nicht gesehen,
dann ist die Wahl fu¨r die Parameter fu¨r Xi nicht mehr unabha¨ngig. Denn die opti-
male Wahl fu¨r einen Parameter ha¨ngt von der Wahl der anderen Parameter ab [13].
Indem die fehlenden Werte aber auf eine bestimmte Weise erga¨nzt werden, kann
eine gute Lo¨sung fu¨r die Parameterscha¨tzer gefunden werden.
Fu¨r das Optimierungsproblem von multimodalen Likelihood-Funktionen gibt es einen
zugeschnittenen Algorithmus, die Erwartungswert Maximierung (engl.: Expectation
Maximization) (EM). Fu¨r das Lernen aus unvollsta¨ndigen Daten sind zwei Probleme
gleichzeitig zu lo¨sen. Zum einem mu¨ssen die Werte fu¨r die nicht beobachteten Varia-
blen abgescha¨tzt, zum anderen muss das Modell gelernt werden. EM lo¨st diese Pro-
bleme, indem mit einem willku¨rlichen Startpunkt fu¨r die Parameter begonnen wird.
Diese beschreiben das aktuelle Modell, mit dessen Hilfe eine Erga¨nzung der nicht
beobachteten Variablen erfolgt. Die erga¨nzten Trainingsdaten behandelt man wie
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die realen Daten und lernt aus ihnen ein neues Modell u.s.w.. Der EM-Algorithmus
soll hier fu¨r das MLE Scha¨tzverfahren erla¨utert werden. Bei unvollsta¨ndigen Trai-
ningsdaten sind die Ha¨ufigkeiten Nijiki nicht bekannt. Anstatt der realen Ha¨ufigkei-
ten nutzt EM die erwarteten Ha¨ufigkeiten. Sei C(dm) die Menge der Erga¨nzungen
fu¨r den m-ten Trainingsvektor und d+m sei eine solche Erga¨nzung mit dem Gewicht
P (d+m|dm, θ), wobei dm die beobachteten Daten sind [25]. Dann ergibt sich fu¨r die
erwarteten Ha¨ufigkeiten
N¯ijiki =
M∑
m=1
∑
d+m∈C(dm)
P (d+m|dm,θ) ∗ I(Xi = ki,Pa(Xi) = ji|d+m). (3.20)
Die Indikatorfunktion I(y|d+m) betra¨gt 1, falls y in der Erga¨nzung d+m gesehen wurde,
sonst 0. Die innere Summe wird also nur u¨ber die Erga¨nzungen ausgefu¨hrt, die
konsistent mit Xi = ki und Pa(Xi) = ji sind. Sie definieren die Wahrscheinlichkeit
P (Xi = ki,Pa(Xi) = ji|dm, θ). Demzufolge ist [25]
N¯ijiki =
M∑
m=1
P (Xi = ki,Pa(Xi) = ji|dm,θ). (3.21)
Wa¨ren vollsta¨ndige Trainingsdaten gegeben, dann wu¨rden die Formeln folgender-
maßen aussehen:
Nijiki =
M∑
m=1
I(Xi = ki,Pa(Xi) = ji|dm,θ). (3.22)
Die Formel fu¨r die erwarteten Ha¨ufigkeiten ist demzufolge identisch zu der Berech-
nung von realen Ha¨ufigkeiten, ausgenommen die Ersetzung der Indikatorfunktion
durch eine Wahrscheinlichkeit. Sind die Daten nicht verfu¨gbar, dann wird also fu¨r
das fehlende Datum eine Wahrscheinlichkeit fu¨r dessen Auftreten mit einem be-
stimmten Wert eingefu¨gt. Andererseits ist die Wahrscheinlichkeit 1 oder 0, je nach-
dem ob der Wert i aus i = 1, . . . , k mo¨glichen Werten gesehen oder nicht gesehen
wurde.
Daraus folgt die formale Darstellung des EM Algorithmus fu¨r Bayessche Netze
[25]:
• Expectation (E Schritt): Nimm die aktuellen Parameterzuweisungen θˆs,
um die erwarteten Ha¨ufigkeiten zu berechnen:
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- Berechne fu¨r jeden Trainingsvektor, jedes Xi und jedes Pa(Xi) die
Verbundwahrscheinlichkeit P (Xi,Pa(Xi)|dm, θˆs) mit Inferenzalgorith-
men. Die beobachteten Daten dm fungieren dabei als Beleg fu¨r die
Anfrage (Xi,Pa(Xi)).
- Berechne
N¯ijiki =
M∑
m=1
P (Xi = ki,Pa(Xi) = ji|dm, θˆs)
• Maximization (M Schritt): Benutze die erwarteten Ha¨ufigkeiten, um die
neuen Parameter abzuleiten.
θˆ
s+1
ijiki
=
N¯ijiki
N¯iji
An der lokalen Position θs der gemittelten Likelihood Funktion wird diese durch eine
konvexe unimodale Funktion approximiert (E Schritt), deren Maximum einfach zu
berechnen ist (M Schritt). Ihr Maximum ist die neue Position θs+1. Die Approxima-
tion ist nichts anderes als die Likelihood Funktion resultierend aus den berechneten
erwarteten Ha¨ufigkeiten an Position θs. EM ist ein Gradienten Anstiegsverfahren
und kann in lokalen Maxima gefangen bleiben.
Das Lernen der Struktur aus unvollsta¨ndigen Trainingsdaten ist direkt aus EM
fu¨r Parameterscha¨tzung und der Strategien fu¨r das Lernen von Strukturen ableitbar.
Demnach wird, wie im Abschnitt 3.4.2 beschrieben, die Suche nach der optimalen
Struktur mit einer zufa¨llig oder nach bestimmten Kriterien ausgewa¨hlten Struktur
G0 begonnen. Um sie und ihre Nachfolger evaluieren zu ko¨nnen, sind jedoch optima-
le Scha¨tzer fu¨r die Parameter notwendig. Es ist also fu¨r jeden mo¨glichen Nachfolger
von G0 notwendig den EM Algorithmus fu¨r eine angemessene Zahl von Iterationen
laufen zu lassen, um gute Scha¨tzer fu¨r die Parameter in der Struktur zu erhalten.
Diese Strategie ist jedoch sehr rechenaufwendig, denn jede Iteration in EM verlangt
die Anwendung eines Inferenzmechanismus fu¨r jeden nicht gesehenen Stichproben-
wert, um die Daten zu erga¨nzen. Wenn fu¨r jede Struktur mehrere EM Iterationen
ausgefu¨hrt werden mu¨ssen, sind dies fu¨r die praktische Anwendung zu hohe Ko-
sten. Friedman entwickelte eine Version von EM zugeschnitten auf die Suche nach
der optimalen Struktur - strukturelle Erwartungswert Maximierung (engl.: Struc-
tural Expectation Maximization) (SEM) [12]. Das Prinzip hinter SEM ist, dass ein
initiales Bayessches Netz B0 gewa¨hlt wird, um die Daten mit EM iterativ zu ver-
vollsta¨ndigen, (E Schritt) und aktuelle optimale Scha¨tzer θs fu¨r die Parameter von
B0 zu finden (M Schritt). Diese optimalen Scha¨tzer sind dann die aktuelle Parame-
trisierung der Nachfolger von B0. Dadurch fallen die vielen EM-Iterationen fu¨r jeden
einzelnen Nachfolger weg, um eine gute erste Parameterwahl θs zu finden. Um den
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Score zu berechnen, wird anhand dieser aktuellen Parameter fu¨r jeden Nachfolger
ein letzter EM Schritt ausgefu¨hrt.
Dieses Vorgehen wird damit begru¨ndet, dass fu¨r neue EM Iterationen anhand einer
nachfolgenden Struktur keine wesentlichen A¨nderungen in der Parameterwahl er-
wartet werden [25]. Nach einigen lokalen Struktura¨nderungen jedoch, wird das neue
Bayessche Netz Bk wesentlich anders als B0 sein und eine erneute Anwendung von
EM ist angebracht.
Wie erfolgt die Parametrisierung eines Nachfolgers genau? Sei BC = (GBC ,θBC ) das
Bayessche Netz auf dessen Grundlage die aktuelle Parameterwahl getroffen wurde.
Fu¨r die Berechnung des Scores fu¨r das aktuelle Netz B′ sind z.B. MLE Scha¨tzer
notwendig. Sie werden u¨ber die relativen Ha¨ufigkeiten gewonnen. Diese ergeben sich
aus den erwarteten Ha¨ufigkeiten N¯ijiki , welche sich relativ zu BC berechnen lassen:
N¯ijiki =
M∑
m=1
P (Xi = ki,PaB′(Xi) = ji|dm, BC ,θBC ). (3.23)
Die Menge der Eltern PaB′(Xi) sind dabei die Eltern von Xi in B
′ und nicht die
Eltern in BC . Die Verbundwahrscheinlichkeitsverteilung kann durch Inferenzalgo-
rithmen berechnet werden. Letztendlich ergibt sich daraus der SEM-Algorithmus
fu¨r den MLE Scha¨tzer [25]:
• Setze (G,θ) = (G0, θˆ0)
• Wiederhole bis Konvergenz
- Wa¨hle zufa¨llig zwischen Punkte 1 und 2 aus.
1. Setze θˆ = EM(G, θˆ, D)
2. Bestimme fu¨r jede zufa¨llige lokale Struktura¨nderung8 das invol-
vierte Element Xi und die neuen Eltern PaG′(Xi) und berechne
die erwarteten Ha¨ufigkeiten:
N¯ijiki =
M∑
m=1
P (Xi = ki,PaG′(Xi) = ji|dm, G, θˆ)
Berechne anhand von N¯ijiki den Score. DefiniereG als die Struk-
tur mit maximalen Score neu und berechne θˆ
MLE
aus N¯Gijiki .
Indem die Berechnung der optimalen Parameter aus der inneren Schleife herausge-
nommen ist, werden die EM Iterationen gespart, die notwendig gewesen wa¨ren die
aktuell zu evaluierende Struktur zu parametrisieren. Es werden vielmehr Scha¨tzer,
8Lokale Struktura¨nderungen ko¨nnen das Entfernen, Hinzufu¨gen oder die A¨nderung der Richtung
einer Kante sein. Fu¨r DBN ist nur das Entfernen oder Hinzufu¨gen einer Kante sinnvoll.
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Abbildung 3.9: Ein CPT, der eine Boolesche Funktion repra¨sentiert und der Graph eines Boo-
leschen Netzes, der aus der U¨bergangsstruktur des DBN in Abb. 3.6 resultiert.
die zu diesem Zeitpunkt optimal sind, vorausgesetzt und anhand von ihnen der Sco-
re fu¨r G′ berechnet. Nach einigen Schritten kann dann mit der aktuellen Parame-
terscha¨tzung und einer neuen optimalen Struktur neue optimale Parameterscha¨tzer
hergeleitet werden (1). Woraufhin wieder mit den neuen Parametern eine neue op-
timale Struktur gesucht wird (2). Es werden also einmal die Parameter und ein
anderes mal die Struktur iterativ optimiert.
Im originalen SEM-Algorithmus ist der die lokale Struktura¨nderung bewertende Sco-
re der BIC Score [12]. Die Anwendung fu¨r den Likelihood Score ist daraus leicht
ableitbar.
3.5 Zusammenhang zwischen DBN und Boolesche
Netze
Die U¨bergangsstruktur eines DBN kann in den gerichteten Graphen eines Boole-
schen Netzes u¨berfu¨hrt werden. Denn sie beschreibt die Dynamik des Netzes u¨ber
definierte Zeitpunkte. Ist die gleiche Struktur fu¨r unendlich viele Zeitpunkte gu¨ltig,
dann repra¨sentiert sie die gleiche Dynamik wie der Graph eines Booleschen Netzes.
Die Kanten eines Booleschen Netzes definieren die Beziehungen zwischen zwei auf-
einander folgenden Zeitpunkten und die Knoten die Zusta¨nde der Gene zu einem
Zeitpunkt. Diese Interpretationen sind analog zu denen einer U¨bergangsstruktur ei-
nes DBN. Wird beispielsweise angenommen, dass die U¨bergangstruktur aus Abb.
3.6 fu¨r unendliche viele Zeitpunkte gilt, dann kann diese in den Graph eines Boo-
leschen Netzes u¨berfu¨hrt werden (vgl. Abb. 3.9). Enthalten alle Zeilen eines CPT
nur einen einzigen positiven Wert, also 1, dann ist die CPT auf eine deterministi-
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sche Regel reduziert worden (vgl. Abb. 3.9). Die hier aufgefu¨hrte CPT beschreibt
nichts anderes als die Boolesche Funktion Aktivator2 = ¬Aktivator1. Dynamische
Bayessche Netze, deren Zufallsvariablen nur zwei diskrete Werte annehmen ko¨nnen
und deren CPT’s nur die Wahrscheinlichkeiten 1 und 0 enthalten, sind a¨quivalent zu
Booleschen Netzen [35]. Aus diesem Grund ist der Versuch ein Dynamisches Bayes-
sches Netz zu lernen gerechtfertigt, auch wenn das in Wirklichkeit zugrundeliegende
System ein Boolesches Netz ist. Insbesondere wenn die Trainingsdaten gesto¨rt sind.
Kapitel 4
Reverse Engineering Strategien
Der erste Abschnitt dieses Kapitels befaßt sich damit, wie mit REVEAL ein Boo-
lesches Netz aus unvollsta¨ndigen Trainingsdaten erlernbar ist und welche Lo¨sungen
fu¨r auftretende Probleme geeignet sind.
In den weiteren Abschnitten wird auf allgemeinere Reverse Engineering Strategien
eingegangen, die zum Teil die Probleme von REVEAL lo¨sen. Das Ziel ist es nun
nicht mehr ein Boolesches Netz, sondern ein Dynamisch Bayessches Netz zu lernen.
Eine mo¨gliche Heuristik fu¨r die Suche nach einem optimalen Modell beginnt mit
einer initialen Struktur und Parameterverteilung und fu¨hrt eine lokale Suche, z.B.
random restart Hill Climbing, durch.
Eine zweite Heuristik analysiert, ob Teilmengen von Elementen unabha¨ngig von den
anderen Elementen einen signifikanten Einfluss auf ein Outputelement haben. Die
Vereinigung der signifikanten Inputelemente bilden die Elternmenge fu¨r ein Output-
element. Die Parameter werden nachtra¨glich fu¨r die gelernte Struktur gescha¨tzt. Die
Optimierung der Parameter und der Struktur erfolgt getrennt, im Gegensatz zur
ersten Heuristik.
Diese Heuristiken werden in den ersten beiden Abschnitten dieses Kapitels analy-
siert. Dabei wird sich darauf konzentriert, wie durch sie korrekte Strukturen er-
lernbar sind. Je akkurater eine Struktur identifiziert wird, desto weniger Parameter
sind notwendig. Zuerst wird gezeigt, dass die erste Heuristik fu¨r Trainingsdaten
nach Definition 1.4 ungeeignet ist. Die zweite eignet sich besser, denn die gesehenen
Anfangszusta¨nde ko¨nnen unabha¨ngig von den fehlenden Beobachtungen untersucht
werden. Auf ihre Analyse wird im zweiten Abschnitt genauer eingegangen.
Der dritte Abschnitt befaßt sich mit der Frage, ob die Parameter gescha¨tzt werden
ko¨nnen, falls die Struktur bekannt ist.
Die Analysen erfolgen auf optimal gegebene Trainingsdaten, d.h. sie sind ungesto¨rt
und es befindet sich keine Zelle im Attraktor. Es ist jedoch anzunehmen, dass Zellen
zum Zeitpunkt der Expressionsanalyse in einem Attraktor sind. Dies hat zur Folge,
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dass sich ihre genetischen Zusta¨nde nur in einem begrenzten Raum bewegen und fu¨r
das Lernen des Modells wenige unterschiedliche Expressionszusta¨nde zur Verfu¨gung
stehen. Die Auswirkungen auf die Lernalgorithmen werden im vierten Abschnitt be-
handelt.
Im letzten Abschnitt wird untersucht, wie die Algorithmen auf gesto¨rte Trainings-
daten angewendet werden ko¨nnen.
4.1 Evaluierungsmaße
Wie gut ein Reverse Engineering Algorithmus eine Modellstruktur rekonstruiert,
wird mit den Wahrscheinlichkeiten PInput, Pidentified(k) und mit Ppositive(k) bewertet.
Definition 4.1 (PInput(k)) PInput ist die Wahrscheinlichkeit, dass die k Inputele-
mente eines Outputelementes nicht korrekt identifiziert wurden.
PInput wird entwederM, der Anzahl Beobachtungen einer Kombination von bekann-
ten Anfangszusta¨nden oder Z, der Anzahl der Zustandsu¨bergangspaare gegenu¨ber-
gestellt.
Definition 4.2 (Pidentified(k)) Pidentified(k) ist definiert als der Anteil von origina-
len Elternelementen fu¨r ein Outputelement, die auch in der gelernten Modellstruktur
vorhanden sind. Das Outputelement hat k Inputelemente.
Definition 4.3 (Ppositive(k)) Ppositive(k) ist definiert als der Anteil der Eltern eines
Outputelementes in der gelernten Modellstruktur, die auch Elternelemente in der
originalen Modellstruktur sind. Sie sind die echt positiven Eltern. Das Outputelement
hat k Inputelemente.
Ppositive(k) kleiner als 1, weist auf falsch positive Eltern hin, d.h. auf identifizierte
Inputelemente, die in der originalen Struktur keine Eltern sind. Hat Pidentified(k)
einen Wert kleiner als 1, bedeutet dies, dass noch nicht jedes Elternelement erkannt
werden konnte. Es existieren noch falsch negative Eltern. Ein Reverse Engineering
Algorithmus sollte hohe Werte fu¨r Ppositive(k) und Pidentified(k) besitzen.
Nachdem eine Parameterverteilung rekonstruiert wurde, soll bewertet werden, wie
wahrscheinlich das gelernte Modell gegeben der Daten ist. Dafu¨r wird mit der Re-
lativen Entropie analysiert, wie das gelernte Modell die Daten generieren kann, die
von dem originalen Modell erzeugt wurden.
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Definition 4.4 (Relative Entropie [21])
Hrelative(P,Q) =
∑
x1,...,xN
P (X1, . . . , XN) log2
P (X1, . . . , XN)
Q(X1, . . . , XN)
(4.1)
=
N∑
i=1
qi∑
ji=1
ri∑
ki=1
P (Xi = ki,Pa(Xi) = ji) log2
P (Xi = ki|Pa(Xi) = ji)
Q(Xi = ki|Pa(Xi) = ji)
P (Xi = ki|Pa(Xi) = ji) und P (Xi = ki,Pa(Xi) = ji) sind Verteilungen fu¨r die Test-
menge mit Daten von dem originalen Modell und Q(Xi = ki|Pa(Xi) = ji) fu¨r die
Parameter im gelernten Modell. P ergibt sich aus der Testmenge, indem der Maxi-
mum Likelihood Scha¨tzer fu¨r jeden Parameter berechnet wird. Die relative Entropie
ist immer positiv oder gleich 0. Kleine Werte der relativen Entropie korrespondie-
ren zu einer gelernten Parameterverteilung, die der originalen Verteilung sehr a¨hnelt
und damit die Daten gut erkla¨ren kann. Nur in Fa¨llen, bei denen die Verteilungen
identisch sind, wird die relative Entropie gleich 0.
4.2 REVEAL
Es wird analysiert, wie mit REVEAL ein Boolesches Netz aus unvollsta¨ndigen Da-
ten gelernt werden kann. Sind unvollsta¨ndige Trainingsdaten gegeben, bedeutet dies,
dass REVEAL nicht das gesamte Gitter in Abb. 3.4 erfolgreich durchla¨uft. Die
Entropie einer Kombination von Inputelementen, mit mindestens einem Inputele-
ment, dessen Zustand unbekannt ist, kann nicht berechnet werden. Damit REVEAL
funktionsfa¨hig bleibt, ist es notwendig, die fehlenden Werte zu erga¨nzen. Wu¨rde das
zugrunde liegende Modell bekannt sein, wa¨re es mo¨glich, die fehlenden Daten zu
vervollsta¨ndigen. Es ko¨nnte der wahrscheinlichste Wert das fehlende Datum erset-
zen und die so entstehenden Daten wu¨rden wie vollsta¨ndig gegebene Beobachtungen
behandelt. Dies wu¨rde aber bedeuten, dass REVEAL nicht zwischen beobachteten
sicheren Daten und unbeobachteten unsicheren Daten unterscheidet. Die unbeobach-
teten Zuweisungen werden mit der gleichen Konfidenz bewertet, wie Zuweisungen,
die gesehen wurden. Eine bessere Variante ist, die Wahrscheinlichkeiten fu¨r die Be-
obachtung der fehlenden Werte zur Erga¨nzung heranzuziehen.
Die Schwierigkeit liegt jedoch darin, dass das Modell nicht bekannt ist, sondern
gelernt werden soll. Damit es gelernt werden kann, sind Daten notwendig, die viel
Information liefern. Der konkrete Typ von unvollsta¨ndigen Daten, der in dieser Ar-
beit untersucht wird, hat aber nur zu einer begrenzten Anzahl von Elementen zur
Zeit t lu¨ckenlose Information, ungesto¨rte Daten vorausgesetzt. Deshalb ist es nicht
trivial, das Modell zu lernen.
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Fu¨r die Analyse von REVEAL und unvollsta¨ndigen Daten soll eine konkrete Zu-
ordnung eines Zustandes zu einem fehlenden Datum geschehen. Die Zuordnung er-
folgt ohne Beru¨cksichtigung der beobachteten Daten in einem Trainingsvektor. Sie
ist zufa¨llig und deshalb sehr fehleranfa¨llig. Es wird erwartet, dass es fu¨r REVEAL
unmo¨glich ist, die korrekte Struktur zu finden. Die Sto¨rung durch falsche Erga¨nzun-
gen wird zu groß sein. Andere Methoden, die von einer Startkonfiguration aus itera-
tiv das Modell lernen und die Daten entsprechend des aktuellen Modells erga¨nzen,
werden in einem spa¨teren Abschnitt betrachtet.
4.2.1 Implementierung
Die mit REVEAL durchgefu¨hrten Computersimulationen implementieren 300 Boo-
lesche Netze. Jedes Boolesche Netz besteht aus 20 Elementen. Die Kanten zwischen
den Elementen sind so konstruiert, dass die Anzahl der Inputelemente zu gleichen
Anteilen 1, 2, 3 oder 4 betra¨gt. Die Auswahl der Inputelemente erfolgt zufa¨llig.
Die Boolesche Regel zu einem Element und seinen Inputelementen ist zufa¨llig aus
den keff -Regeln ausgewa¨hlt
1. Ein so konstruiertes Boolesches Netz repra¨sentiert
das Genregulationsnetzwerk einer Zelle. Auf eine Population von gleichartigen Zel-
len wird REVEAL angewendet und die Wahrscheinlichkeit PInput(k) (k ∈ 1, 2, 3, 4)
bestimmt. Ob die Inputelemente fu¨r ein Element richtig gefunden werden, ha¨ngt
bei einer vollsta¨ndig gegebenen Zustandsu¨bergangstabelle im wesentlichen von der
Stichprobengro¨ße ab. Der Algorithmus in Pseudocode lautet wie folgt:
FOR b := 1 TO b = 300
Create Boolean Network bnet with N nodes randomly
Create Z cells with bnet
Assign unique initial state to each cell
FOR EACH cell i
FOR EACH nodej
IF state of nodej in bneti is known
transition table[t] ← state of nodej
ELSE
transition table[t] ← choose randomly between states 0 and 1
Update cell once
FOR EACH nodej
transition table[t+1] ← state of nodej
1Siehe Kapitel 3.2
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D:=transition table
G← REVEAL(D)
Evaluate G
Calculate PInput(k)
PROCEDURE REVEAL:
FOR j := 1 TO j = N
FOR EACH combination Paj of j input elements
FOR ALL output elements o
IF |MI(Paj , o)−H(o)| <  /*Choose an adequate  */
parents[o] ← Paj
G← parents[o]
Return G
Eine erste Simulation setzt voraus, dass die Zustandsu¨bergangstabelle vollsta¨ndig
gegeben ist, d.h. ohne fehlende Daten. Die Grundmenge, aus der die Startzusta¨nde
fu¨r die linke Spalte der Zustandsu¨bergangstabelle gezogen werden, ist die Menge
aller 2N globalen Zusta¨nde bei N Elementen. Die Zusta¨nde werden zufa¨llig gezo-
gen, jedoch so, dass ein globaler Zustand nicht mehrmals auftritt. Es ist also keine
Redundanz bei den globalen Zusta¨nden gegeben. Das Ergebnis bringt keine neuen
Erkenntnisse, da es nur einer Reimplementierung des originalen REVEAL in [28]
entspricht. Der Graph in Abbildung 4.1 zeigt, dass sich PInput logarithmisch zu den
Zustandsu¨berga¨ngen verha¨lt. Als na¨chstes sind nun Zustandsu¨bergangstabellen
gegeben, bei denen in der linken Spalte nicht mehr alle Elemente Zusta¨nde zuge-
wiesen bekamen. Es gibt Elemente, denen in keiner Zeile ein Zustand zugeordnet
ist2. Alle anderen Elemente besitzen in jeder Zeile einen gemessenen Zustand. Die
fehlenden Daten werden mit konkreten Werten erga¨nzt. Ein fehlendes Datum wird
zufa¨llig auf 1 oder 0 gesetzt, wobei beide Werte als gleich wahrscheinlich vorausge-
setzt sind. Diese Annahme ist plausibel, wenn die Zelle zur Zeit t alle 2N Zusta¨nde
besitzen kann.
4.2.2 Ergebnisse
Anhand von Simulationen soll herausgefunden werden, wie REVEAL falsch erga¨nz-
te Werte verarbeitet. Die Abbildung 4.2 zeigt das Ergebnis fu¨r eine Simulation mit
19 gemessenen Genen zur Zeit t. Wie zu sehen, kann REVEAL schon bei einem
2Siehe Definition 1.4 fu¨r unvollsta¨ndige Daten in dieser Arbeit.
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Abbildung 4.1:Wahrscheinlichkeit die Inputelemente nicht korrekt zu finden, wenn alle Zusta¨nde
zu jedem Zeitpunkt bekannt sind (N = 20, K = 4). Der kleinste erkennbare Fehler ist 11200 ,
denn in jedem Netz gab es vier Elemente mit k Eltern und 300 Netze wurden simuliert. Ab 10
Zustandsu¨berga¨ngen wird das Inputelement fu¨r alle Regeln mit keff = 1 identifiziert. Fu¨r keff = 2,
keff = 3 und keff = 4 wird dies erste bei ca. 30, 80 und 110 Zustandsu¨berga¨ngen erreicht.
Abbildung 4.2:Wahrscheinlichkeit die Inputelemente nicht korrekt zu finden, falls zum Zeitpunkt
t der Zustand eines Elementes nicht messbar war (N = 20, K = 4). Die Konvergenzwerte ko¨nnen
berechnet werden (vgl. Tab. 4.1).
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regulierenden Gen, dessen Zusta¨nde nicht gegeben sind, den Graphen des Boole-
schen Netzes nicht mehr korrekt bestimmen. Auch bei steigender Anzahl der Zu-
standsu¨berga¨nge verbessern sich die Wahrscheinlichkeiten 1−PInput(k) nicht mehr.
Die Anzahl der Inputelemente mit unbekanntem Zustand legt PInput(k) fest. Fu¨r
die Erkla¨rung dieses Ergebnisses sei folgendes Gedankenexperiment eingefu¨hrt: Es
sei ein Boolesches Netz mit Elementen, aber ohne Kanten gegeben. Die Eltern fu¨r
ein Element X werden konstruiert, indem aus den Elementen dieses Netzes zufa¨llig
k Elemente ausgewa¨hlt werden. Ist einmal ein Element als Input ausgewa¨hlt, wird
es kein zweites Mal fu¨r X gezogen. Dieses Experiment entspricht einem statisti-
schen Urnenmodell mit N unterschiedlichen Kugeln ohne Kugeln zuru¨ckzulegen.
Unter diesen N Elementen gibt es einige, deren Zusta¨nde nicht gemessen wurden.
Die Frage nach der Wahrscheinlichkeit, beim Ziehen von k Elementen mindestens
eine Kugel mit unbekanntem Zustand zu erhalten, beantwortet die Frage nach der
Wahrscheinlichkeit, dass REVEAL die k Inputelemente nicht identifizieren kann.
Das Ereignis, mindestens ein Element mit unbekanntem Zustand zu ziehen, setzt
sich aus mehreren Teilereignissen zusammen. Diese sind das Ereignis, ein Element
mit unbekanntem Zustand zu ziehen, das Ereignis zwei Elemente mit unbekann-
tem Zustand zu ziehen, . . . und das Ereignis k Elemente mit unbekanntem Zustand
zu ziehen. Die Wahrscheinlichkeit fu¨r ein beliebiges Teilereignis la¨ßt sich aus der
Hypergeometrischen Verteilung bestimmen:
P (X = j) =
(
u
j
)(
N−u
k−j
)
(
N
k
) . (4.2)
Sie definiert die Wahrscheinlichkeit, fu¨r Element X genau j Inputelemente mit un-
bekanntem Zustand zu ziehen. N entspricht der Anzahl der Elemente im Netz und
k der Anzahl der Ziehungen und somit der Anzahl der Elternelemente von X. Die
Variable u ist die Anzahl der Elemente mit unbekanntem Zustand im Netz und j die
Anzahl der Elternelemente mit unbekanntem Zustand. Die Wahrscheinlichkeit, dass
das Element X mindestens ein Elternelement mit unbekanntem Zustand besitzt,
ergibt sich wie folgt:
PInput(k) =
umax∑
j=1
(
u
j
)(
N−u
k−j
)
(
N
k
) . (4.3)
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N u k PInput(k)
20 1 1
(11)(
19
0 )
(201 )
= 0.05
20 1 2
(11)(
19
1 )
(202 )
= 0.1
20 1 3
(11)(
19
2 )
(203 )
= 0.15
20 1 4
(11)(
19
3 )
(204 )
= 0.2
12 2 1
(21)(
10
0 )
(121 )
= 0.16
12 2 2
(21)(
10
1 )
(122 )
+
(22)(
10
0 )
(122 )
= 0.318
12 2 3
(21)(
10
2 )
(123 )
+
(22)(
10
1 )
(123 )
= 0.455
12 3 1
(31)(
9
0)
(121 )
= 0.25
12 3 2
(31)(
9
1)
(122 )
+
(32)(
9
0)
(122 )
= 0.455
12 3 3
(31)(
9
2)
(123 )
+
(32)(
9
1)
(123 )
+
(33)(
9
0)
(123 )
= 0.618
Tabelle 4.1: Beispielhafte Berechnungen fu¨r die Wahrscheinlichkeit, die Inputelemente mit
REVEAL bei unvollsta¨ndigen Trainingsdaten falsch zu bestimmen. Die ersten vier Zeilen enthalten
die Wahrscheinlichkeiten fu¨r Abbildung 4.2.
Die Teilereignisse sind unabha¨ngig und ko¨nnen deshalb aufsummiert werden. Die
Variable umax steht fu¨r die Anzahl der Ziehungen bei denen Elternelemente mit
unbekannten Zusta¨nden gezogen werden ko¨nnen und ha¨ngt von u und k ab:
umax =
{
u falls u ≤ k
k falls u > k
Die Tabelle 4.1 entha¨lt Beispiello¨sungen fu¨r (4.3). Mit der Formel (4.3) ko¨nnen die
Werte der y-Achse in Abbildung 4.2 ermittelt werden, bei denen die Sa¨ttigung der
Kurven eintritt.
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Ist der Zustand mindestens eines Elternelementes unbekannt, sind alle Elternele-
mente und somit die Kanten zu ihnen nicht identifizierbar! Durch falsche Erga¨nzun-
gen der fehlenden Werte sind die EntropienH(X, Y ′j ) undH(X) mit Fehlern belastet
und die Gleichheitsbeziehung H(X, Y ′j ) = H(X) gilt nicht mehr. Daraus la¨ßt sich
schließen, dass die originale Version von REVEAL bei einer Erga¨nzung von konkre-
ten Werten scheitert.
Ein mo¨glicher Lo¨sungsansatz ist leicht erkennbar. Bisher wurde nur eine einzige
Zustandsu¨bergangstabelle aufgebaut. Sie enthielt fu¨r (N − u) Gene vollsta¨ndig ge-
gebene Zusta¨nde. Nach Definition 1.4 sind wa¨hrend eines Experimentes u Gene nicht
messbar. Diese ko¨nnen sich bei verschiedenen Experimenten unterscheiden. Deshalb
ist es mo¨glich mehrere Experimente durchzufu¨hren, bei denen jeweils eine andere
Kombination von u Genen nicht gemessen wird. REVEAL hat, im Gegensatz zu
oben, mehrere Zustandsu¨bergangstabellen zur Verfu¨gung, genau sind es
(
N
N−u
)
. Nun
bleibt noch zu fragen, ob mindestens eine Kombination von k Elementen existiert,
die nur Elemente mit gemessenen Zusta¨nden entha¨lt, um die Eltern eines Outputele-
mentes mindestens einmal vollsta¨ndig zu sehen. Gibt es so eine Kombination, kann
REVEAL auf die korrespondierende Zustandsu¨bergangstabelle angewendet werden
und bei einer genu¨gend großen Stichprobengro¨ße die k Eltern erkennen. Es existie-
ren also
(
N
N−u
)
Kombinationen von gemessenen Genen, unter denen die Anzahl von
Kombinationen, die k Gene umfassen, gesucht wird. Anders formuliert, wird nach
den Mo¨glichkeiten gesucht, eine Kombination mit k Elementen auf (N − u) zu er-
weitern. Fu¨r eine solche Erweiterung stehen noch (N − k) Elemente zur Verfu¨gung
und es mu¨ssen ((N − u)− k) Elemente hinzugefu¨gt werden. Es gibt insgesamt(
N − k
(N − u)− k
)
(4.4)
Mo¨glichkeiten, k Elemente in Kombinationen der Gro¨ße (N − u) zu finden. Zur
Verdeutlichung soll ein kurzes Beispiel dienen. Ist N = 5 und u = 1, dann gibt es
folgende Kombinationen mit 4 Elementen:
1234, 1235, 1245, 1345, 2345.
Jede Kombination mit 2 Elementen tritt dreimal auf.
Dieses Beispiel zeigt, dass es mo¨glich ist fu¨r ein Element X, dessen Anzahl von El-
tern (N − u) Gene nicht u¨berschreitet, mindestens eine Zustandsu¨bergangstabelle
zu erstellen, bei der alle k Eltern bekannt sind. Hat ein Element jedoch k > (N −u)
Inputelemente, mu¨ssen andere Strategien erarbeitet werden.
Die originale Version von REVEAL ordnet Inputelemente auf der Basis der Be-
ziehung MI(X, Y ′j ) = H(Y
′
j ) zu. Sie sagt aus, dass die Elemente X die Zusta¨nde
des Outputelementes Y ′j vollsta¨ndig bestimmen. Eine Abschwa¨chung ko¨nnte nu¨tzlich
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sein, um mit unvollsta¨ndigen Trainingsdaten zu arbeiten. Anstatt nach den Elemen-
ten zu suchen, die das Outputelement vollsta¨ndig bestimmen, muss bei unvollsta¨ndi-
gen Daten nach Elementen gesucht werden, die das Outputelement unvollsta¨ndig,
aber signifikant, festlegen. Die Bedeutung liegt nun darin zu fragen, ob
MI(X, Y ′j ) > 0. (4.5)
Ist die Mutual Information signifikant gro¨ßer als 0, sind die Elemente in X Inputele-
mente von Y ′j , denn es gilt: Elemente die unabha¨ngig voneinander sind, haben eine
Mutual Information von 0 (s. Kapitel 2).
Die Identifizierung eines Genregulationsnetzwerkes ist nicht allein durch das Fin-
den der Struktur abgeschlossen, sondern es mu¨ssen auch die Regeln erkannt werden.
Eine Boolesche Regel wird mit einer Regeltabelle repra¨sentiert, die zu jeder Belegung
der Inputelemente eine eindeutige Belegung des Outputelementes zuordnet. In [28]
werden die Regeltabellen aufgestellt, indem zu jeder Belegung der Inputelemente
die korrespondierende Belegung des Outputelementes aus den Trainingsdaten her-
ausgesucht und in der Regeltabelle zueinander in Beziehung gestellt wird. Sind die
Trainingsdaten unvollsta¨ndig, ist es unmo¨glich, die Regeltabellen auf diese Art und
Weise zu konstruieren. Die Regeltabellen fu¨r Elemente mit k ≤ (N − u) Eltern sind
ohne weitere Probleme anhand der gesehenen Daten von mehreren Experimenten
aufstellbar. Fu¨r Elemente mit einer gro¨ßeren Anzahl von Eltern sei angenommen,
dass die korrekte lokale Struktur bekannt ist. Trotzdem ist es nicht mo¨glich, die
Regeltabelle anhand der Beobachtungen komplett zu erkennen. Denn es wurde eine
vollsta¨ndige Belegung aller Elternelemente nicht gesehen und deshalb scheitert die
eindeutige Zuordnung zu einer Belegung des Outputelementes. Es ist also notwendig
andere Methoden heranzuziehen. Eine davon ist der EM-Algorithmus3.
Es wurde untersucht, wie sich REVEAL auf unvollsta¨ndige Daten anwenden
la¨sst. Das Ergebnis war, dass die Struktur und die Booleschen Regeln fu¨r Elemente
bestimmt werden ko¨nnen, deren Anzahl von Eltern kleiner oder gleich der messba-
ren Elemente zur Zeit t ist. Dafu¨r sind mehrere Experimente notwendig, die sich
jeweils in den Elementen mit gemessenen Zusta¨nden unterscheiden. Außerdem wur-
de gezeigt, dass es nicht mo¨glich ist, mit REVEAL die Struktur und Regeln fu¨r
Elemente zu identifizieren, die mehr Eltern besitzen, als wa¨hrend eines Experimen-
tes gleichzeitig gemessen werden. Die Tatsache dass REVEAL Methoden aus der
Ku¨nstlichen Intelligenz verwendet, zeigt den Weg fu¨r mo¨gliche Lo¨sungen auf. In der
Ku¨nstlichen Intelligenz werden u.a. auch Maße aus der Informationstheorie benutzt,
um Modelle von Beobachtungen aus der realen Welt zu lernen. Ein Beispiel dafu¨r ist
3S. Kapitel 3.4.3
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der MIS Score4 fu¨r das Lernen von Strukturen. Letztendlich verwendet REVEAL
nichts anderes als einen Spezialfall des MIS Scores, um die Eltern zu rekonstruieren.
REVEAL ist deshalb nur eine Spezialisierung von schon bekannten Methoden [35].
Deshalb liegt es nahe, die in dieser Arbeit betrachteten besonderen Art von Trai-
ningsdaten, mit Methoden aus der Ku¨nstlichen Intelligenz weiter zu analysieren.
Eine weitere Motivation folgt aus der Tatsache, dass Boolesche Netze auch nur ein
Spezialfall der Dynamischen Bayesschen Netze sind [35].
Bei der obigen Analyse von REVEAL wurden die unvollsta¨ndigen Daten un-
abha¨ngig von den gemessenen Zusta¨nden erga¨nzt. Die U¨berzeugung des Beobach-
ters u¨ber die Werte der fehlenden Daten wird aber von den gemessenen Zusta¨nden
vera¨ndert. Reverse Engineering Strategien fu¨r Dynamisch Bayessche Netze sind fa¨hig
diesen Sachverhalt zu beru¨cksichtigen. Es gibt zwei mo¨gliche Wege, einen Lernalgo-
rithmus fu¨r ein DBN zu gestalten.
Einerseits wird von einer Startkonfiguration ausgegangen. Die Startkonfiguration
wird anhand der Daten iterativ vera¨ndert. Die Idee ist, dass das Modell die Daten
entsprechend den Parametern erga¨nzt und die Daten wiederum das Modell verbes-
sern. Das Startmodell kann dabei zufa¨llig gewa¨hlt oder anhand des Wissens von
Experten aufgebaut werden.
Andererseits werden mehrere Experimente durchgefu¨hrt, die sich in den messba-
ren Elementen unterscheiden. Das Modell soll gelernt werden, indem charakterisiert
wird, wie groß der Einfluss der aktuell gemessenen Inputelemente auf die Output-
elemente ist. Eine Erga¨nzung der fehlenden Daten ist nicht notwendig, da nur der
Einfluss von den gerade gemessenen Inputelementen auf das Outputelement charak-
terisiert werden soll.
Die zwei folgenden Abschnitte bescha¨ftigen sich na¨her mit diesen beiden Sachver-
halten.
4.3 SEM
4.3.1 Bewertungsfunktion
Als Bewertungsfunktion wird das Bayessche Informations Kriterium (BIC) gewa¨hlt.
Es vermeidet komplexe Strukturen, indem eine Kante nur in das Modell integriert
wird, wenn es die Likelihood Funktion gegenu¨ber dem Strafterm rechtfertigt. Die
beste U¨bergangsstruktur eines DBN, gegeben der Daten, soll aus Zustandsu¨bergang-
stabellen wie Tabelle 4.2 gelernt werden.
Das Verfahren Erwartungswert Maximierung wird angewendet, um sinnvolle Scha¨tzer
fu¨r unbeobachtete Ha¨ufigkeiten Nijiki und Niji zu erhalten. Mit einem vorhandenen
4Siehe Kapitel 3.4.2
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G1[t] G2[t] . . . GN [t] G1[t+ 1] G2[t+ 1] . . . GN [t+ 1]
x ? . . . ? x x . . . x
...
... . . .
...
...
... . . .
...
x ? . . . ? x x . . . x
...
...
...
...
...
...
...
...
? ? . . . x x x . . . x
...
... . . .
...
...
... . . .
...
? ? . . . x x x . . . x
Tabelle 4.2: Aufbau der Zustandsu¨bergangstabelle, wenn l = 1 (l bezeichnet die Anzahl der
Elemente, deren Anfangszustand in einem Experiment gemessen werden kann.). x kennzeichnet
einen gemessenen Zustand und ”?“ einen nicht gemessenen. Jede Kombination von bekannten
Anfangszusta¨nden tritt genauM -mal auf. Gi[t] ist eine Zufallsvariable, die den Expressionszustand
von Gen i zur Zeit t definiert.
Modell wa¨ren die fehlenden Werte ohne Probleme erga¨nzbar. Mit vollsta¨ndigen Da-
ten dagegen, wa¨re es leicht, ein Modell zu lernen. Da jedoch beides nicht gegeben ist,
wird mit einem zufa¨llig gewa¨hlten Modell begonnen, mit dessen Hilfe sich die Erwar-
tungen N¯ijiki und N¯iji ergeben, falls ein involvierter Anfangszustand nicht gemessen
wurde. Aus diesen Erwartungen wird dann wiederum ein neues Modell gelernt.
4.3.2 Suchraum
Die Suche beginnt mit einer zufa¨llig erzeugten U¨bergangsstruktur und Parameter-
verteilung. Mit lokalen Struktura¨nderungen wird nach einem optimalen Modell ge-
sucht, d.h. nach einer optimalen U¨bergangsstruktur mit optimalen Parametern. Lo-
kale Struktura¨nderungen beinhalten das Hinzufu¨gen oder Entfernen von Kanten
zwischen einem Element und seinen aktuellen Eltern. In der U¨bergangsstruktur ei-
nes DBN ist es nicht sinnvoll, die Richtung einer Kante zu vera¨ndern. Die A¨nderung
mit ho¨chstem Score wird vollzogen (Greedy Hill Climbing). Aufgrund der Zerleg-
barkeit der Bewertungsfunktion (vgl. Def. 3.16) ist es mo¨glich, auf diese Art und
Weise eine Struktur mit maximalem Score zu finden. EM stellt sicher, dass die
Bewertungsfunktion auch bei fehlenden Daten zerlegbar bleibt. Ist die Suche in ei-
nem lokalen Optima gefangen, wird die Struktur zehnmal in 5 zufa¨llig ausgewa¨hlten
Kanten vera¨ndert und die Suche beginnt neu. Die TABU -Liste der nicht mehr zu be-
trachteten Strukturen wird auf 5 gesetzt. Die Suche wird abgebrochen, falls weitere
Struktura¨nderung zu keinem besseren Score fu¨hren.
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Abbildung 4.3: Ho¨henlinien der gemittelten Likelihood Funktion fu¨r die Parameter θY,1,1 und
θY,0,1 und festem Parameter θX = 0.1 fu¨r das Bayessche Netz X → Y . Es wurden 8 Beobachtungen
gesehen, bei denen 5 fu¨r X fehlten. Es sind zwei Maxima zu erkennen.
4.3.3 Implementierung
Fu¨r jedes in-silico Experiment zur Genexpressionsanalyse an zwei aufeinanderfol-
genden Zeitpunkten wird eine Population von in-silico Zellen mit gleichen Genregu-
lationsnetzwerken betrachtet. Ein Genregulationsnetzwerk entha¨lt N = 8 Gene und
wird durch ein Boolesches Netz modelliert. Die maximal mo¨gliche Zahl von Inputele-
menten fu¨r eine Boolesche Funktion betra¨gt K = 4. Die Anzahl der Elternelemente
ist zu gleichen Teilen im Netz verteilt, d.h. jeweils zwei Outputelemente hatten 1,
2, 3 und 4 Eltern. Damit ko¨nnen Aussagen u¨ber die Identifizierbarkeit der Eltern
abha¨ngig von ihrer Anzahl k gemacht werden. Die Konstruktion eines Booleschen
Netzes erfolgte zufa¨llig. Es wurden aber nur Boolesche Funktionen ausgewa¨hlt, die
nach St. Kauffman [24] biologisch relevant sind. Die Anzahl der Eltern fu¨r ein Ele-
ment wird mit kbio angegeben.
Zu Beginn eines Experimentes kann eine Zelle einen beliebigen Expressionszustand
aus den 2N mo¨glichen Zusta¨nden annehmen. Es wird ein Zellpopulation zusammen-
gestellt, bei der jede Kombination von Genen mit l bekannten Anfangszusta¨nden
M -mal auftritt. Die bekannten Anfangszusta¨nde werden in eine Zustandsu¨bergang-
stabelle eingetragen. Alle restlichen Zusta¨nde sind unbekannt. Danach wird gewartet
bis sich jede Zelle einmal aktualisiert hat und der Expressionszustand ihres Genre-
gulationsnetzwerkes vollsta¨ndig charakterisiert ist. Der aktuelle Zustand wird in die
Spalten fu¨r die Folgezusta¨nde in der Zustandsu¨bergangstabelle eingetragen. Das Er-
gebnis eines Experimentes ist eine Zustandsu¨bergangstabelle, wie sie in Abb. 4.2 fu¨r
l = 1 zu sehen ist. Auf Basis solcher Zustandsu¨bergangstabellen wird versucht eine
optimale Modellstruktur zu finden. Fu¨r die durchgefu¨hrten Simulationen wurde die
SEM Implementierung von [16] genommen. Der Algorithmus in Pseudocode lautet
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wie folgt:
FOR b := 1 TO b = 150
Create Boolean Network bnet with N nodes randomly
FOR EACH combination Pal of l known input elements
Create M cells with bnet
Assign unique initial state to each cell
FOR EACH cell i
FOR EACH nodej
IF state of nodej in bneti is known
transition table[t] ← state of nodej
ELSE
transition table[t] ← label state as unknown
Update cell once
FOR EACH nodej
transition table[t+1] ← state of nodej
D:=transition table
G← SEM(D)
Evaluate G
Calculate PInput(k)
PROCEDURE SEM [16]:
Set G = G0 and θ = θ0
Repeat until convergence
Choose randomly between
Optimization of parameters:
θ = EM(G,θ, D)
Optimization of structure:
Set TABU list to 5 structures
Determine for each local change in G the new structure G′
If G′ not in TABU determine the element Xi and it’s parents Pa(Xi) that
were involved in the local change
Calculate for each local change expected counts N¯G
′
ijiki
and BIC score
G := G′ with local change which had maximal score
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Abbildung 4.4: SEM (l=1, K=4).
IF no change in score
Change 10 times 5 edges of G randomly and restart search
Define θG using MLE over N¯
G
ijiki
Return G
4.3.4 Ergebnisse
Die Likelihood Funktion der Daten D ist aufgrund der nicht beobachteten Werte
eine Mischung aus mehreren Likelihood Funktionen. Eine Funktion steht fu¨r jede
mo¨gliche Erga¨nzung von D. Fu¨r N Variablen, deren Anfangszusta¨nde nicht in Grup-
pen von l Variablen zusammen beobachtet werden ko¨nnen, ergeben sich Trainings-
vektoren, bei denen immer (N − l) Beobachtungen der Anfangszusta¨nde fehlen. h
bezeichnet unbeobachtete Werte und la¨uft u¨ber alle (2(N−l))M mo¨glichen Erga¨nzun-
gen in der gesamten Datenmenge, o sind die gesehenen Werte. P (h|o,Θ, G) ist die
Wahrscheinlichkeit fu¨r das Auftreten einer Erga¨nzung h, gegeben der beobachteten
Daten. Die Komplexita¨t mo¨glicher Erga¨nzungen wa¨chst exponentiell mit Anzahl
fehlender Beobachtungen. Als Resultat ist eine Likelihood Funktion mit mehreren
lokalen Maxima mo¨glich, in die der Optimierungsprozess konvergieren kann. Z.B. ist
ein DBN X → Y und eine Zustandsu¨bergangstabelle mit 8 Vektoren gegeben, bei
denen X fu¨nfmal unbekannt ist (vgl. Abb. 4.3). Dieses Bayessche Netz besitzt die
Parameter θX , θY,1,1 und θY,0,1. Die gemittelte Likelihood Funktion fu¨r die Parameter
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Abbildung 4.5: SEM (l=2, K=4). Der kleinste erkennbare Fehler ist 1300 , denn in jedem Netz gab
es zwei Elemente mit k Eltern und 150 Netze wurden simuliert. Fehlende Datenpunkte bedeuten,
dass in allen 150 Netzen die Eltern fu¨r kbio korrekt identifiziert wurden.
θY,1,1 und θY,0,1, falls θX = 0.1, ist in Abbildung 4.3 zu sehen. In diesem Fall hat die
Likelihood Funktion schon bei fu¨nf fehlenden Werten fu¨r X zwei lokale Maxima.
Erwartungswert Maximierung (EM) approximiert die gemittelte Likelihood Funk-
tion lokal an der aktuellen Position θ mit der Likelihood, entsprechend den erwar-
teten Ha¨ufigkeiten. Fehlt jedoch ein signifikanter Anteil von Beobachtungen, ist es
schwierig, eine sinnvolle Extrapolation fu¨r die originalen Daten zu erhalten. Je mehr
Beobachtungen fehlen, desto mehr Fehler treten bei der Bewertung der Erga¨nzungen
auf. Beobachtungen fu¨r Kombinationen mit mindestens l+1 Anfangszusta¨nden und
einem Folgezustand sind in den Trainingsdaten nicht vorhanden. Auf ihre Ha¨ufigkeit
in den originalen Daten zu schließen, ist daher unmo¨glich.
Das bedeutet, dass es fu¨r jeden Trainingsvektor 2N−l mo¨gliche Erga¨nzungen gibt,
falls die Variablen zwei Zusta¨nde annehmen ko¨nnen. Daraus folgt, dass es fu¨r M
Trainingsvektoren (2(N−l))M Mo¨glichkeiten gibt. Die gemittelte Likelihood Funkti-
on ist
L(o|Θ, G) =∑
h
P (h|o,Θ, G)L(o, h|Θ, G). (4.6)
Diese U¨berlegungen lassen vermuten, dass es nicht mo¨glich ist, ein gutes Modell
zu rekonstruieren. Eine Erho¨hung des Stichprobenumfangs fu¨hrt nicht nur zu ei-
ner Erho¨hung des Wissens fu¨r die Variablen mit gesehenen Anfangswerten, sondern
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Abbildung 4.6: SEM - Pidentified(k) und Ppositive(k) (l=1, K=4). Fu¨r Outputelemente mit
kbio = 1 und kbio = 2 werden alle Inputelemente mit einer hohen Wahrscheinlichkeit korrekt
gefunden, aber auch falsch positive Inputelemente.
auch des Unwissens fu¨r alle anderen Variablen. Daraus folgt, dass fu¨r jeden neuen
Trainingsvektor mit fehlenden Beobachtungen die Form der gemittelten Likelihood
komplizierter und somit die Optimierung schwieriger wird. Zusa¨tzliche Daten mu¨ssen
deshalb nicht unbedingt zu einer Verbesserung fu¨hren.
Abbildungen 4.4 und 4.6 zeigen die Ergebnisse von Simulationsstudien, wenn der
Anfangszustand nur eines Gens bekannt ist. Die Wahrscheinlichkeit, die Eltern fu¨r
Elemente mit kbio = 1 nicht korrekt zu lernen, verringert sich anfangs. Ab einer
bestimmten Stichprobengro¨ße steigt sie wieder. Die Graphen fu¨r Pidentified(k) und
Ppositive(k) lassen erkennen, dass ab einer Stichprobengro¨ße von 200 das Inputele-
ment zwar korrekt erkannt wird, aber zusa¨tzlich auch falsch positive Eltern. Die
Erkla¨rung ist darin zu sehen, dass aufgrund der fehlenden Beobachtungen die Like-
lihood gegenu¨ber dem Strafterm die Integration einer zusa¨tzlichen Kante in das Mo-
dell fa¨lschlicherweise rechtfertigt. Es werden zu viele Eltern identifiziert, denn die Da-
ten liefern keine Information u¨ber Kombinationen mit mehr als einem Inputelement
und einem Outputelement. Das Modell wird deshalb nicht untermauert aber auch
nicht verworfen. Analoges Verhalten ist bei der Wahrscheinlichkeit PInput(kbio = 2)
zu beobachten. Die Eltern von Elementen mit kbio = 2 werden korrekt gefunden,
aber außerdem auch falsch identifizierte Inputelemente. Mit Erho¨hung der Stichpro-
bengro¨ße vergro¨ßert sich die Wahrscheinlichkeit, falsch positive Inputelemente in die
Menge der Eltern fu¨r ein Element Xi aufzunehmen. Es verbessern sich geringfu¨gig
die Wahrscheinlichkeiten, die Eltern fu¨r Elemente mit kbio = 3 und kbio = 4 zu fin-
den. Je komplexer die gelernte U¨bergangsstruktur ist, desto wahrscheinlicher wird
es, die Eltern fu¨r Elemente mit vielen Inputelementen identifiziert zu haben.
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Abbildung 4.7: SEM - Pidentified(k) und Ppositive(k) (l=2, K=4). Es werden mit einer hohen
Wahrscheinlichkeit die Inputelemente korrekt identifiziert, aber auch falsch positive Inputelemente.
Unter der Annahme, dass in einem biologischen Experiment die Anfangszusta¨nde
von zwei Genen gemeinsam bekannt sind, verha¨lt sich der Reverse Engineering Al-
gorithmus a¨hnlich (Abbildungen 4.5 und 4.7). Die zusa¨tzlichen bekannten Anfangs-
zusta¨nde bewirken, dass auch fu¨r kbio = 3 und kbio = 4 alle Eltern gefunden werden.
Andererseits werden aber auch sehr oft falsch positive Eltern identifiziert.
Die Anwendung von SEM auf Zustandsu¨bergangstabellen wie Tabelle 4.2 ist keine
gute Strategie. Die fehlenden Beobachtungen stellen ein Problem dar, was so nicht
gelo¨st werden kann. Der hohe Anteil an fehlenden Beobachtungen und das Problem,
dass Kombinationen von mehreren Inputelementen nicht zusammen gesehen werden,
fu¨hren zu einem Scheitern von EM5. EM bzw. SEM konvergieren in lokale Maxima
und verlassen diese auch durch zufa¨llige Struktura¨nderungen und erneute Suche
nicht. Eine gute Wahl der Startparameter ko¨nnte womo¨glich zu einer Verbesserung
fu¨hren. Die Verteilungen der Anfangszusta¨nde sind durch die Expressionsanalyse
einer Teilpopulation von Zellen erhaltbar und ko¨nnten die Wahl der Startparameter
fu¨r die Inputelemente erleichtern. Aber fu¨r die Startparameter der U¨bergangswahr-
scheinlichkeiten sind weiterhin keine Anhaltspunkte vorhanden. Sie mu¨ssen durch
eine zufa¨llige Wahl oder durch das Wissen von Biologen gewa¨hlt werden.
Das Scheitern von EM ist nicht u¨berraschend. Beobachtungen fu¨r Kombinationen
von Inputelementen, die mehr Elemente enthalten, als Anfangszusta¨nde bekannt
sind, werden nicht gesehen. Aus nicht gemachten Beobachtungen, sind auch keine
Ru¨ckschlu¨sse auf das Modell mo¨glich.
5Dies gilt auch fu¨r l = 2, wenn Kombinationen von mehr als zwei Inputelementen nicht gemein-
sam beobachtet werden.
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4.4 Partielles Lernen der Struktur
Im letzten Abschnitt wurde erla¨utert, weshalb SEM fu¨r das Lernen eines Modells bei
unvollsta¨ndig gegebenen Daten nach Definition 1.4 ungeeignet ist. Das wesentliche
Problem liegt in mo¨glichen Fehlern bei der Extrapolation der fehlenden Werte. Es ist
notwendig, die fehlenden Beobachtungen zu umgehen. Das wird durch eine Reverse
Engineering Strategie erreicht, in der jedes biologische Experiment separat von den
anderen betrachtet wird. Es ergeben sich Zustandsu¨bergangstabellen, wie in Abbil-
dung 4.3 zu sehen. Die U¨bergangsstruktur des DBN folgt aus der Vereinigung aller
gelernten Eltern, deren Einfluss jeweils unabha¨ngig voneinander als signifikant be-
wertet wurde. Diese Herangehensweise hat allerdings den Nachteil, dass individuelle
Fehlentscheidungen bei der separaten Analyse zu einem ungenauen Modell fu¨hren
ko¨nnen und außerdem nicht mehr der gesamte Suchraum zur Verfu¨gung steht.
4.4.1 Bewertungsfunktion
Als Bewertungsfunktion wurde der MIS Score in Verbindung mit dem χ2-Test ver-
wendet, um die Sta¨rke des Einflusses zu quantifizieren. Der BIC Score ist eine a¨qui-
valente Bewertungsfunktion (vgl. Anhang A). Ein Strafterm bevorzugt weniger kom-
plexer Modelle. Die Wahl fiel auf den MIS Score. Er ermo¨glicht, auf einfache Weise
eventuelles Vorwissen u¨ber die Modellstruktur zu integrieren6.
Im Abschnitt 4.2 wurde erla¨utert, dass REVEAL einen Spezialfall des MIS Score
als Bewertungsfunktion benutzt, um die Abha¨ngigkeit zwischen Netzwerkelementen
zu charakterisieren. Es werden nur dann Kanten von Pa(Xi)
7 nach Xi im Modell
aufgenommen, falls Xi und die Variablen in Pa(Xi) immer kovariieren, die Mutual
Information also maximal ist:
MI(Xi,Pa(Xi)) = H(Xi) . (4.7)
Diese Methode, die Elternelemente zu bestimmen, ist nur dann geeignet, wenn die
Anfangszusta¨nde aller Eltern bekannt sind und ungesto¨rte Trainingsdaten vorlie-
gen8. Sobald die Trainingsdaten den Anfangszustand eines Elternelementes nicht
enthalten, wird die Mutual Information nicht maximal und die Identifizierung der
Eltern scheitert. Allerdings kann eine Abschwa¨chung der Gleichheitsbeziehung (4.7)
zu besseren Ergebnissen fu¨hren. Gilt
MI(Xi,Pa(Xi)) ≤ H(Xi) ∧ MI(Xi,Pa(Xi)) > 0, (4.8)
6Siehe Kapitel 5.
7Pa(Xi) bezeichnet die Eltern von Xi in der aktuell zu evaluierenden Teilstruktur.
8Siehe Abschnitt 4.7.
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sind Xi und Pa(Xi) abha¨ngig und es ist gerechtfertigt, Kanten von Pa(Xi) nach Xi
einzufu¨hren. Die so identifizierten Mengen Pa(Xi) erkla¨ren die Zufallsvariable Xi
nicht immer vollsta¨ndig, aber teilweise. Da H(Xi) der maximale mo¨gliche Wert fu¨r
MI(Xi,Pa(Xi)) ist, reicht es letztendlich aus, nach
MI(Xi,Pa(Xi)) > 0 (4.9)
zu fragen.
Die aus Trainingsdaten berechnete Mutual Information MˆI(Xi,Pa(Xi)) ist jedoch
immer nur ein Scha¨tzer fu¨r die wahre Mutual Information MI(Xi,Pa(Xi)) der
Grundmenge. Eine gescha¨tzte Mutual Information die gro¨ßer 0 ist, darf nicht ohne
weiteres als Beleg fu¨r Abha¨ngigkeiten zwischen Zufallsvariablen gelten. Ein stati-
stischer Test muss herangezogen werden, um zu pru¨fen, ob die Ungleichung (4.9)
signifikant gro¨ßer 0 ist und nicht nur aufgrund von geringfu¨gigen Abha¨ngigkeiten in
den Trainingsdaten eine positive Mutual Information festgestellt wurde. Die Mutual
Information kann mit der χ2-Verteilung approximiert werden (vgl. 3.19). Anhand
der tabellierten Werten fu¨r die χ2-Verteilung wird getestet, ob die Nullhypothese
H0 : MI(Xi,Pa(Xi)) = 0 (4.10)
abgelehnt werden kann9. Eine Ablehnung bedeutet, dass die Zufallsvariablen nicht
unabha¨ngig sind und sich fu¨r die Alternativhypothese, Pa(Xj) sind Elternelemente
von Xi, entschieden wird. Wenn Pa(Xi) nur ein Element entha¨lt, ist nichts weiter
zu beachten. Andererseits muß klar sein, dass wenn die Mutual Information einer
Kombination von mehreren Elementen signifikant gro¨ßer 0 ist, der Einfluss eigentlich
nur von wenigen Elementen ausgehen kann. Dieser Sachverhalt macht einen weiteren
Test notwendig.
Fu¨r jede Teilmenge PaT (Xi) ⊂ Pa(Xi), die ein Element weniger als Pa(Xi) besitzt,
wird getestet, ob die Abha¨ngigkeit zwischen Pa(Xi) und Xi signifikant gro¨ßer ist,
als die Abha¨ngigkeit zwischen PaT (Xi) und Xi [6]. Ist
(MI(Xi,Pa(Xi))−MI(Xi,PaT (Xi))) ∗M ∗ ln 4 (4.11)
signifikant gro¨ßer 0, bedeutet dies, dass sich MI(Xi,Pa(Xi)) und MI(Xi,PaT (Xi))
signifikant unterscheiden und die Elemente in PaT (Xi) nicht allein den Zustand von
Xi beeinflussen. Es gilt [6]:
(MI(Xi,Pa(Xi))−MI(Xi,PaT (Xi))) ∗M ∗ ln 4 ∼ χ2df ;1−αT , (4.12)
9Fu¨r einen Stichprobenumfang kleiner als 40 ist der exakte Fisher-Test anzuwenden. Fu¨r die
durchgefu¨hrten Simulationen in dieser Arbeit ist der notwendige Stichprobenumfang gro¨ßer, so
dass ein χ2-Unabha¨ngigkeitstest verwendet wird.
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{X1[t], X2[t]} {X1[t], X3[t]} {X2[t], X3[t]}
{X1[t]} {X2[t]} {X3[t]}
{∅}
Abbildung 4.8: Bsp. fu¨r einen Suchraum, wenn Struktur partiell gelernt wird. Zur Zeit t ko¨nnen
maximal die Zusta¨nde von zwei Elementen bekannt sein. Es fehlt die Menge {X1, X2, X3}, da sie
nicht messbar ist.
mit den Freiheitsgraden df = df(Xi,Pa(Xi)) − df(Xi,PaT (Xi)). Eine Ablehnung
der Nullhypothese
H0 : MI(Xi,Pa(Xi))−MI(Xi,PaT (Xi)) = 0 (4.13)
rechtfertigt die Erweiterung von PaT (Xi) auf Pa(Xi). Kann die Nullhypothese nicht
abgelehnt werden, darf keine Kante von dem zusa¨tzlichen Element in Pa(Xi) nach
Xi fu¨hren. Es ist notwendig diese Analyse fu¨r jede Teilmenge durchzufu¨hren.
Durch die Verwendung von statistischen Tests zur Erkennung von signifikanten
Abha¨ngigkeiten ko¨nnen falsche Entscheidungen getroffen werden. Fu¨r einen klei-
nen Stichprobenumfang M werden viele Belegungen der zwei Zufallsvariablen nicht
beobachtet und somit ihre gescha¨tzten Wahrscheinlichkeiten pˆij auf 0 gesetzt. Die
Pru¨fgro¨ße MˆI(Xi,Pa(Xi)) ∗M ∗ ln 4 ist in solchen Fa¨llen sehr klein und die Null-
hypothese wird auch dann nicht abgelehnt, wenn in Wahrheit ein Zusammenhang
zwischen den Zufallsvariablen existiert (Fehler 2. Art). Um dies zu verhindern, gilt
es, die Trainingsmenge zu vergro¨ßern, was wiederum dazu fu¨hren kann, dass die
Nullhypothese abgelehnt wird, obwohl sie richtig war (Fehler 1. Art, Irrtumswahr-
scheinlichkeit). Der Fehler 1. Art wird u¨ber das Signifikanzniveau α gesteuert. Ein
großes α bedeutet eine große Irrtumswahrscheinlichkeit und das bevorzugt die Iden-
tifizierung von falsch positiven Elternelementen. Ein kleines α dagegen verringert
die Irrtumswahrscheinlichkeit und fu¨hrt zu einer vergro¨ßerten Anzahl von falsch ne-
gativen Elternelementen. Dementsprechend ist es wichtig, einen Mittelweg zwischen
dem Stichprobenumfang und α zu finden.
4.4.2 Suchraum
Die Suche nach einem guten Scha¨tzer fu¨r die U¨bergangsstruktur eines DBN kann
erfolgen, indem mit einer leeren Struktur begonnen wird und nacheinander Kanten
hinzugefu¨gt werden. Eine Kante wird nur dann eingefu¨hrt, falls dies aufgrund der
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Bewertungsfunktion gerechtfertigt ist. Kann Pa(Xi) nur maximal l Variablen ent-
halten, z.B. wenn Zustandsu¨bergangsdaten nach Def. 1.4 gegeben sind, besteht der
Suchraum nur noch aus
l∑
i=1
(
N
i
)
Teilstrukturen fu¨r jedes Outputelement. Aktuelle Kandidaten ko¨nnen nur Inputele-
mente mit bekanntem Expressionszustand sein. Diese Herangehensweise ist sinn-
voll, wenn die Elemente mit bekannten Anfangszusta¨nden variieren. Angenommen,
es ko¨nnen von zwei Elementen die Anfangszusta¨nde gleichzeitig gemessen werden,
ergibt sich ein Suchraum wie in Abb. 4.8. Die Suche beginnt, analog zu REVEAL,
am Boden des Gitters mit einer Struktur ohne Kanten. Daraufhin wird u¨ber Teil-
strukturen mit einem Kandidaten bis zu Teilstrukturen mit zwei Kandidaten nach
der optimalen Elternmenge gesucht. Jedoch ist es unmo¨glich, die Anfangszusta¨nde
von drei Inputelementen gleichzeitig zu messen und somit auch die Evaluierung von
Teilstrukturen mit drei Kandidaten durchzufu¨hren.
Es wurden zwei Kriterien eingefu¨hrt, die den Algorithmus abbrechen:
Kriterium 1: Teste fu¨r jede Menge Pa(Xi) die Nullhypothese (4.10) mit
α = 0.001. Entha¨lt die Menge Pa(Xi) mehr als ein Ele-
ment, ist zusa¨tzlich die Pru¨fung der Nullhypothese (4.13)
mit αT = 0.0001 fu¨r jede Teilmenge der Kandidaten notwen-
dig. Ko¨nnen (4.10) und (4.13) abgelehnt werden, sind die
Kanten von Pa(Xi) nach Xi gerechtfertigt.
Kriterium 2: Beende Suche nach Elternelement fu¨r angemessenes , falls
|MˆI(Pa(Xi), Xi)− Hˆ(Xi)| < .
Sonst teste die Nullhypothesen (4.10) und (4.13).
Die Signifikanzniveaus wurden sehr niedrig gewa¨hlt, um die Irrtumswahrscheinlich-
keit sehr klein zu halten. Die in das Modell aufgenommenen Eltern sollen mit einer
hohen Wahrscheinlichkeit einen realen Einfluß auf das Outputelement haben. Ab-
bildung 4.15 zeigt eine Beispielsimulation, bei der ein Signifikanzniveau von α = 0.01
fu¨r das erste Kriterium gewa¨hlt wurde. Im Vergleich zur Abbildung 4.12 haben sich
die Wahrscheinlichkeiten, die Eltern korrekt zu identifizieren, wesentlich verschlech-
tert. Denn die Irrtumswahrscheinlichkeit hat sich erho¨ht und es werden oft falsch
positive Eltern identifiziert (z.B. Ppositive ≈ 85% fu¨r kbio = 1 und Ppositive ≈ 91% fu¨r
kbio = 2). Fu¨r die Pru¨fung der Nullhypothese (4.13) wurde eine noch geringere Irr-
tumswahrscheinlichkeit gewa¨hlt, da ein Inputelement in mehreren Mengen Pa(Xi)
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auftritt und dadurch mehrmals auf Unabha¨ngigkeit mit dem selben Outputelement
getestet wird. Dadurch wirkt die Wahrscheinlichkeit einen Fehler 1. Art zu begehen
multiplikativ. Ein sehr kleines αT ist notwendig.
Es wird fu¨r jede Zufallsvariable Xi[t + 1] eine leere Elternmenge angenommen und
Zufallsvariablen, die einen signifikanten Einfluss aufzeigen, als Eltern von Xi[t + 1]
identifiziert. Fa¨llt die Wahl auf das zweite Kriterium, wird auf Basis des statistischen
Tests entschieden, falls die Kandidaten Pa(Xi[t + 1]) das Outputelement Xi nicht
oder nur unvollsta¨ndig erkla¨ren. Ansonsten bilden sie die vollsta¨ndige Elternmenge
und die Suche wird abgebrochen10. Das zweite Kriterium ist fu¨r Elemente sinnvoll,
die maximal so viele Eltern haben, wie Elemente mit bekannten Anfangszusta¨nden
existieren. Ihre Eltern werden aufgrund dieser Abbruchbedingung mit einer sehr ho-
hen Wahrscheinlichkeit vollsta¨ndig und korrekt, bei einer genu¨gend großen Anzahl
von Trainingsvektoren, identifiziert. Dieser Schluss la¨sst sich aus den Simulationen
zu REVEAL in [28] und Kapitel 4.2 ziehen. Wu¨rde dagegen nur aufgrund der sta-
tistischen Tests entschieden, besteht die Gefahr, Testfehlern zu unterliegen.
4.4.3 Implementierung
Bei in-silico Experimenten werden Zellen mit einem Genregulationsnetzwerk von
N = 20 Genen anhand eines zufa¨llig konstruierten Booleschen Netzes modelliert.
Die Anzahl der Elternelemente ist wieder zu gleichen Teilen im Netz verteilt, um
Aussagen u¨ber die Identifizierbarkeit der Eltern abha¨ngig von ihrer Anzahl k zu
erhalten. Die maximal mo¨gliche Zahl von Inputelementen fu¨r eine Boolesche Funk-
tion ist K = 4. Die Zellpopulation fu¨r ein Experiment besteht ausschließlich aus
Zellen mit unterschiedlichen Startzusta¨nden und ihre Gro¨ße ist mit M festgelegt.
Die Gene mit bekannten Anfangszusta¨nden du¨rfen sich zwischen den ausgewa¨hlten
Zellen nicht unterscheiden. Daraus ergeben sich Zustandsu¨bergangstabellen, wie die
Tabellen 4.3, wenn bei verschiedenen Experimenten verschiedene Anfangszusta¨nde
bekannt sind. Auf Basis dieser Zustandsu¨bergangstabellen sollen die strukturellen
Beziehungen zwischen den regulierenden und den regulierten Elementen rekonstru-
iert werden. Fu¨r jede aktuelle Kombination von bekannten Anfangszusta¨nden wird
die Informationsu¨bertragung auf die Folgezusta¨nde charakterisiert. Besitzt ein In-
putelement eine signifikante Informationsu¨bertragung auf ein Outputelement, wird
es als sein Inputelement identifiziert. Die Inputelemente aus jeder einzelnen Zu-
standsu¨bergangstabelle werden zusammengefaßt und bilden schließlich die Eltern-
menge fu¨r das entsprechende Outputelement.
Der Algorithmus in Pseudocode lautet:
FOR b := 1 TO b = 300
10Diese Abbruchbedingung ist die gleiche wie sie REVEAL benutzt.
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G1[t] G1[t+ 1] G2[t+ 1] . . . GN [t+ 1]
x x x . . . x
...
...
...
...
...
x x x . . . x
...
GN [t] G1[t+ 1] G2[t+ 1] . . . GN [t+ 1]
x x x . . . x
...
...
...
...
...
x x x . . . x
Tabelle 4.3: Aufbau der Zustandsu¨bergangstabellen, wenn l = 1. x kennzeichnet einen gemesse-
nen Zustand. Jede Kombination von bekannten Anfangszusta¨nden tritt genau M -mal auf. Gi[t] ist
eine Zufallsvariable, die den Expressionszustand von Gen i zur Zeit t definiert.
Create Boolean Network bnet with N nodes randomly
FOR j := 1 TO j = l
FOR EACH combination Paj of j known input elements
Create M cells with bnet
Assign unique initial state to each cell
FOR EACH cell i
FOR EACH nodej
IF state of nodej in bneti is known THEN transition table[t]← state
of nodej
Update cell once
FOR EACH nodej
transition table[t+1] ← state of nodej
D:=transition table
G← LEARN STRUCTURE PARTLY(D,Paj)
Evaluate G
Calculate PInput(k)
PROCEDURE LEARN STRUCTURE PARTLY:
FOR EACH output element o
Choose between
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Criterion 1:
IF MˆI(Paj , o)∗M∗ln 4 > χ2(qi−1)∗(ri−1);1−α AND no. elements inPaj = 1
parents[o] ← Paj
IF MˆI(Paj , o) ∗M ∗ ln 4 > χ2(qi−1)∗(ri−1);1−α AND no. elements in Paj > 1
FOR EACH element X in Paj
PajT = Paj \X
IF (MˆI(Paj , o)− MˆI(PajT , o)) ∗M ∗ ln 4 > χ2df−dfT ;1−αT
THEN parents[o] ← X
ELSE RETURN /*Other subsets has been checked already*/
Criterion 2:
IF |MˆI(Paj , o)−H(o)| <  /*Choose adequate  */
parents[o] ← Paj
ELSE
GO TO Criterion 1
RETURN G
4.4.4 Ergebnisse
Ein Nachteil dieser Methode ist, dass Eltern, die sich nicht in Teilmengen bis zu
l Elementen mit einer signifikanten positiven Mutual Information unterteilen las-
sen, nicht identifizierbar sind. Im Fall l = 1 sind nur die Eltern erkennbar, die
unabha¨ngig von allen anderen eine Auswirkung auf das Outputelement haben. Es
ist von Interesse, die Anzahl der Booleschen Regeln zu kennen, bei denen sich die
Inputelemente in verschiedene Quellen mit ho¨chstens l Elementen aufsplitten lassen
und jede Quelle fu¨r sich einen erkennbaren Einfluss auf den Output hat. Nur diese
Boolesche Funktionen ko¨nnen durch die Analyse von Teilstrukturen mit maximal
l Inputelementen vollsta¨ndig erkannt werden. Die Inputelemente fu¨r alle anderen
Booleschen Regeln sind mit der hier beschriebenen Methode nicht identifizierbar.
In [42] wurde untersucht, wieviel Information ein Inputelement effektiv auf den Out-
put einer Booleschen Regel u¨bertra¨gt. Die U¨bertragung von Information kann auch
in Verbindung mit weiteren Inputelementen geschehen. Das Resultat sind die keff
Regeln gewesen. Die Beschra¨nkung der Booleschen Regeln auf die keff -Regeln ist
sinnvoll, denn Inputelemente die keine Information zum Output u¨bertragen, sind
nicht notwendig, um die Regel eindeutig zu beschreiben. Da solche Inputelemente
keine Beziehung zu dem Outputelement haben, kann zudem auch keine Relation an-
hand der Trainingsdaten erkannt werden. Interessant ist die Frage nach dem Anteil
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k Regeln keff k1 k1,2 kcan
1 4 2 2 (100%) 2 (100%) 2
2 16 10 8 (80%) 10 (100%) 8
3 256 218 136 (62%) 216 (99%) 16
4 65536 64594 36864 (57%) 63424 (98%) 32
Tabelle 4.4: Analyse der keff -Regeln. Es wurde untersucht wieviel Regeln es, abha¨ngig von k
gibt, bei denen sich der Input in Gruppen mit ho¨chstens 1 und 2 Elementen mit signifikanten
Einfluss aufteilen la¨ßt. Außerdem wurde die Anzahl der Regeln bestimmt, deren Inputelemente
alle canalyzing sind. Spalte keff entha¨lt die Anzahl der Regeln mit effektivem Input fu¨r k Input-
elemente/Eltern. Spalte k1 entha¨lt die Anzahl der keff -Regeln bei denen jedes Inputelement eine
separate Auswirkung auf den Output hat (vgl. Def. 4.5). Spalte k1,2 entha¨lt die Anzahl der keff -
Regeln bei denen jedes Inputelement entweder eine separate Auswirkung oder in Verbindung mit
einem weiteren Inputelement auf den Output hat (vgl. Def. 4.6). Spalte kcan entha¨lt die Anzahl
der Regeln bei denen jedes Inputelement ein canalyzing Element ist.
von Booleschen Funktionen, deren Input sich aus unabha¨ngigen Informationsquellen
mit einem Element (k1) und maximal mit zwei Elementen (k1,2) zusammensetzt.
Definition 4.5 (k1-Regeln) Boolesche Funktionen, bei denen jedes Inputelement
unabha¨ngig von den anderen Inputelementen Information auf den Output u¨bertra¨gt,
sind k1-Regel. Ein Inputelement Xj[t] u¨bertra¨gt separat Information auf den Output
Xi[t+ 1] einer Booleschen Funktion, falls MI(Xj[t], Xi[t+ 1]) > 0.
Definition 4.6 (k1,2-Regeln) Boolesche Funktionen, bei denen jedes Inputelement
unabha¨ngig von den anderen oder in Verbindung mit einem zweiten Inputelement In-
formation auf den Output u¨bertra¨gt, sind k1,2-Regel. Ein Inputelement Xj1 [t] u¨bertra¨gt
nur gemeinsam mit einem zweiten Inputelement Xj2 [t] Information auf den Output
Xi[t+ 1] einer Booleschen Funktion, falls
MI(Xj1 [t], Xi[t+ 1]) = 0 und
MI(Xj1 [t], Xj2 [t];Xi[t+ 1]) > 0 und
|MI(Xj1 [t], Xj2 [t];Xi[t+ 1])−MI(Xj2 [t], Xi[t+ 1])| > 0.
In Tabelle 4.4, sind die Ergebnisse der numerischen Untersuchungen zu sehen.
Der Anteil der Regeln mit ausschließlich effektiven Inputelementen wurde analog zu
[42] bestimmt. Jedes Inputelement einer Booleschen Regel wurde getrennt danach
getestet, ob es eine Auswirkung auf den Output hat. Ein Inputelement Xj[t] (j =
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Abbildung 4.9: Reverse Engineering mit Booleschen Regeln bei denen jedes Inputelement cana-
lyzing ist. Als Abbruchbedingung wurde das Kriterium 1 gewa¨hlt (N = 20, K = 4, l = 1).
Aufgrund von Fehlern des χ2-Unabha¨ngigkeitstests konvergieren die Kurven nicht gegen Null. Der
Konvergenzwert ergibt sich daraus, dass ab einem bestimmtenM immer alle Inputelemente korrekt
gefunden wurden (Pidentified(k) von 100% fu¨r alle k) und falsch positive Eltern auftreten ko¨nnen
(Ppositive(k) ist ca. 98% fu¨r alle k).
1, . . . , k) ist nicht u¨berflu¨ssig, wenn es Information mit mindestens einem anderen
Inputelement oder dem Output Xi[t+ 1] teilt, also:
MI({X1[t], . . . , Xk[t]} \Xj[t], Xi[t+ 1];Xj[t]) > 0. (4.14)
Wie gut die Struktur anhand der hier vorgestellten Reverse Engineering Strate-
gie gelernt werden kann, erschließt sich durch den Anteil von Inputelementen einer
Booleschen Funktion, die unabha¨ngige Informationsquellen sind (vgl. Tab. (4.4)).
Folglich lassen sich nur 62% der keff = 3-Regeln in drei einelementige Quellen mit
signifikanter Informationsu¨bertragung zerlegen. Daraus folgt, dass nur in 62% der
Fa¨lle die Eltern fu¨r keff = 3-Regeln identifizierbar sind. Das gilt, wenn nur von einem
Element der Anfangszustand bekannt ist. Eine Erho¨hung der bekannten Zusta¨nde
auf 2 bewirkt, dass die Eltern nun schon in 99% der Fa¨lle korrekt gelernt werden.
Anhand von Simulationsstudien kann man abscha¨tzen, wieviel Zustandsu¨berga¨nge
beno¨tigt werden. Dafu¨r ist es notwendig in-silico Experimente durchzufu¨hren fu¨r
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jede bekannte Anfangskombination, bestehend aus l Genen. Eine Wiederholung die-
ser Experimente fu¨r verschiedene Stichprobenumfa¨nge M macht es mo¨glich, den
Reverse Engineering Algorithmus zu evaluieren.
Es ist zu erwarten, dass Inputelemente mit hoher Informationsu¨bertragung schon
bei kleinem Stichprobenumfang korrekt erkannt werden ko¨nnen. Ein Inputelement
determiniert den Output vollsta¨ndig, falls beide Zusta¨nde des Inputelementes den
Zustand des Outputelementes vollsta¨ndig festlegen. Solche Inputelemente treten je-
doch nur in keff = 1-Regeln auf. Andererseits u¨bertragen auch die anderen Input-
elemente Information auf den Output und ein Inputelement legt den Zustand des
Outputs nicht mehr lu¨ckenlos fest. Demzufolge ko¨nnen bei Regeln mit keff > 1 nicht
beide Zusta¨nde eines Inputelementes den Output garantieren. Es ist aber mo¨glich,
dass ein Inputelement mit einem Zustand einen Zustand des Zielelementes garan-
tiert. Ein Canalyzing Input11 hat genau diese Eigenschaft. In diesen Fa¨llen ist die
Informationsu¨bertragung vermutlich groß genug, um schon bei kleinem Stichprobe-
numfang dieses Inputelement korrekt zu identifizieren.
Die Computersimulationen dieser Arbeit, die Boolesche Funktionen mit ausschließ-
lich canalyzing Inputelementen untersuchen, liefern den Verlauf der Wahrscheinlich-
keit PInput (Abb. 4.9). Aufgrund der Irrtumswahrscheinlichkeit des Signifikanztestes
ko¨nnen nicht alle Elternmengen korrekt gelernt werden, denn es wird immer eini-
ge Mengen geben, die falsch positive Eltern enthalten (Ppositive(k) ist ca. 98% fu¨r
alle k bei einer Pidentified(k) von 100% fu¨r alle k). Im allgemeinen ist es aber kein
Problem Eltern, die canalyzing sind, bei genu¨gend großer Stichprobengro¨ße, korrekt
zu lernen. Wie verha¨lt sich jedoch der Reverse Engineering Algorithmus, falls die
Abha¨ngigkeit zwischen Input- und Outputelement nicht so einfach zu identifizieren
ist?
Die meisten Booleschen Funktionen besitzen Inputelemente, die keinen Zustand des
Outputs alleine garantieren. Solche Inputelemente sind in der Lage, den Zustand des
Outputs in Verbindung mit weiteren Inputelementen vollsta¨ndig festzulegen. Trotz-
dem ko¨nnen sie separat fu¨r sich eine kleine Informationsquelle bilden, die wenig
Information auf das Outputelement weitergibt. Die Abha¨ngigkeit in solchen Fa¨llen
zwischen einem einzelnen Inputelement und dem Output ist meistens gering und da-
her wird die Mutual Information nur wenig gro¨ßer 0 sein. Die Nullhypothese (4.10)
wird erst bei viel gro¨ßerem Stichprobenumfang abgelehnt, denn nur so ko¨nnen kleine
Unterschiede anhand von statistischen Tests erkannt werden. Wieviel Zustandsu¨ber-
gangspaare notwendig sind, ist in Abbildung 4.10 zu sehen. Wa¨hrend bei Regeln mit
canalyzing Inputelementen ca. 300 U¨berga¨nge beno¨tigt wurden, sind ca. 2500 not-
wendig, um eine Eltermenge mit 4 Elementen zu identifizieren. Dieser sprunghafte
Anstieg fu¨r k1 = 4-Regeln ist nicht bei k1 = 3-Regeln zu beobachten. Die korrekte
11Siehe Definition 3.4.
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Abbildung 4.10: Reverse Engineering mit Booleschen Regeln bei denen jedes Inputelement eine
unabha¨ngige Quelle fu¨r die Informationsu¨bertragung ist. Als Abbruchbedingung wurde das Kri-
terium 1 gewa¨hlt (N = 20, K = 4, l = 1). Aufgrund von Fehlern des χ2-Unabha¨ngigkeitstests
konvergieren die Kurven nicht gegen Null.
Identifizierung ihrer Inputelemente erfolgt schon bei ca. 700 U¨berga¨ngen.
Diese beiden Simulationsstudien sind die Basis fu¨r Aussagen u¨ber keff -Boolesche
Regeln. Ihr Resultat ist, dass ausschließlich Eltern, die eine einzelne Informations-
quelle bilden, unabha¨ngig von allen anderen gelernt werden ko¨nnen. Nur bei einer
Teilmenge von Booleschen Regeln ist jedoch jedes Inputelement eine separate Quel-
le (Tabelle 4.4). Ihr Anteil bei den Booleschen Regeln mit effektivem Input betra¨gt
100% fu¨r keff = 1, 80% fu¨r keff = 2, 63% fu¨r keff = 3 und 57% fu¨r keff = 4. Bei
allen anderen Regeln kann der Reverse Engineering Algorithmus die Inputelemente
nicht identifizieren. Die Computersimulationen verdeutlichen diese Aussagen. Abbil-
dung 4.11 zeigt die Wahrscheinlichkeiten, die Eltern falsch zu bestimmen, abha¨ngig
von keff . Sie pendeln sich jeweils auf feste Werte ein, welche genau den theoretisch
hergeleiteten Wahrscheinlichkeiten entsprechen. Diese Kurven zeigen, dass die Un-
sicherheit bei den Ergebnissen des Algorithmus, außer bei keff = 1, zu groß ist, um
in realen Anwendungen bestehen zu ko¨nnen. Wa¨re es jedoch mo¨glich, gleichzeitig
die Anfangszusta¨nde von zwei Inputelementen zu charakterisieren (l = 2), dann
fa¨nde der Reverse Engineering Algorithmus mit hoher Wahrscheinlichkeit die opti-
male Konstellation aller Eltern. Denn bei den meisten Booleschen Funktionen ist
der Input in unabha¨ngige Informationsquellen mit einem oder zwei Eltern unterteilt
(Tab. 4.4).
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Abbildung 4.11: Reverse Engineering mit Mutual Information und Booleschen Regeln mit ef-
fektiven Inputelementen. Als Abbruchbedingung wurde das Kriterium 1 gewa¨hlt (N = 20, K = 4,
l = 1). Die Konvergenz fu¨r keff = 1-Regeln ergibt sich aus Fehlern des χ2-Unabha¨gigkeitstests. Die
Konvergenz der anderen Kurven ha¨ngt dagegen von dem Anteil an k1-Regeln ab. Sie konvergieren
jeweils bei ca. 1− #k1#keff (vgl. Tab. 4.4).
Fu¨r biologische Systeme ko¨nnen die zu betrachteten Booleschen Regeln auf die
Canalyzing Funktionen beschra¨nkt werden. Im folgenden bezeichnet kbio die An-
zahl der Inputelemente einer Canalyzing Funktion. Bei ihnen ist der Informations-
fluss vom Input zum Output ebenfalls in mehrere Quellen aufgeteilt. Deshalb soll
auch fu¨r Canalyzing Funktionen analysiert werden, welcher Anteil von regulierenden
Einflu¨ssen mit dem Abha¨ngigkeitsmaß Mutual Information korrekt erkannt werden
kann, falls die Anfangszusta¨nde unvollsta¨ndig gegeben sind (s. Tabelle 4.5). Als er-
stes wurde der Anteil der Canalyzing Funktionen bei den keff -Booleschen Regeln
bestimmt. So gibt es fu¨r Regeln mit 3 Inputelementen 88 Boolesche Regeln, die
nach Stuart Kauffman biologisch relevant sind. Eine obere Grenze wurde in [24]
angegeben. Sie betra¨gt
4K ∗ 2(2K−1). (4.15)
Fu¨r die Analyse des hier vorgestellten Reverse Engineering Algorithmus sind die
Schnittmengen mit den Booleschen Regeln interessant, bei denen jedes Inputele-
ment fu¨r sich eine Quelle zur Informationsu¨bertragung ist und mit denen, bei denen
die Inputelemente maximal zu zweit eine Quelle bilden. Kann im Anfangszustand
eines Zustandsu¨bergangspaares nur der Wert eines Elementes gemessen werden, sind
die Inputelemente von Regeln mit kbio = 1 und kbio = 2 lernbar (vgl. Tab. 4.5). Fu¨r
die anderen kbio-Regeln sind die Anteile der identifizierbaren Elternmengen gro¨ßer,
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k kbio (Canalyzing Funktionen) k1 k1,2
1 2 2 (100%) 2 (100%)
2 8 8 (100%) 8 (100%)
3 88 64 (73%) 88 (100%)
4 3104 1888 (61%) 3072 (99%)
Tabelle 4.5: Analyse der Canalyzing Funktionen. Es wurde untersucht wieviel Regeln es in
Abha¨ngigkeit von k gibt, die fu¨r biologische Systeme relevant sind. Außerdem wurden ihre Schnitt-
mengen mit den k1 und k1,2 Regeln bestimmt. Spalte kbio entha¨lt die Anzahl der Regeln, die nach
Kauffman ([24]) biologisch relevant sind. Spalte k1 entha¨lt die Anzahl der kbio-Regeln bei denen je-
des Inputelement eine separate Auswirkung auf den Output hat (vgl. Def. 4.5). Spalte k1,2 entha¨lt
die Anzahl der kbio-Regeln bei denen jedes Inputelement entweder eine separate Auswirkung hat
oder eine Auswirkung in Verbindung mit einem weiteren Inputelement auf den Output hat (vgl.
Def. 4.6).
als bei den nicht biologisch relevanten Funktionen. Sie betragen 72%, wenn das Out-
putelement 3 Eltern hat und ca. 61%, fu¨r 4 Eltern (vgl. Tab. 4.5). Der Verlauf der
Wahrscheinlichkeit, die Eltern falsch gelernt zu haben, ha¨ngt von der Zahl der
zur Verfu¨gung stehenden Stichproben ab, siehe Abbildung 4.12.
Da Canalyzing Funktionen mindestens ein Inputelement haben, das canalyzing ist,
wird dieses immer gefunden. Fu¨r Regeln mit nur einem weiteren Inputelement
(kbio = 2) ist das zweite Element, unabha¨ngig von dem canalyzing Inputelement,
eine unabha¨ngige Informationsquelle. Deshalb ist es mo¨glich, die Struktur von Cana-
lyzing Funktionen, die 2 Eltern haben, mit einer hohen Wahrscheinlichkeit zu iden-
tifizieren. Ha¨ngt das Outputelement jedoch von drei oder vier Inputelementen ab,
werden diese nicht immer korrekt erkannt. Die Wahrscheinlichkeit, ihre Eltern kor-
rekt zu lernen, u¨berschreitet 0.27 bzw. 0.39 nicht.
Bessere Ergebnisse sind mo¨glich, wenn zwei Anfangszusta¨nde gleichzeitig bekannt
sind (Abb. 4.13). Obwohl kbio = 3-Regeln sich immer in Quellen der Gro¨ße eins
oder zwei aufteilen lassen, erreicht PInput zwar einen niedrigen, aber dafu¨r dass alle
Eltern gefunden werden mu¨ssten, einen relativ hohen Wert. Dieser Umstand ha¨ngt
mit mo¨glichen Testfehlern bei (4.13) zusammen. Das Signifikanzniveau αT = 0.0001
ist sehr niedrig gewa¨hlt, trotzdem treten noch falsch positive Eltern auf (vgl. Ta-
belle 4.6). Der Grund hierfu¨r ergibt sich aus der Notwendigkeit, jede Kombination
von l = 1 bis l = 2 bekannten regulierenden Elementen mit dem Outputelement
analysieren zu mu¨ssen. Jedes Inputelement wird daher mehrfach auf signifikanten
Einfluss getestet und die Wahrscheinlichkeit, dass es irrtu¨mlich identifiziert wird, ist
relativ hoch.
In der Abbildung 4.14 ist fu¨r kbio = 4 aufgeschlu¨sselt, wieviel Zustandsu¨berga¨nge
notwendig sind, um eine Teilmenge der Eltern korrekt zu finden, ohne falsch positive
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Abbildung 4.12: Reverse Engineering mit Canalyzing Funktionen. Als Abbruchbedingung wurde
das Kriterium 1 gewa¨hlt (N = 20, K = 4, l = 1). Die Konvergenz fu¨r kbio = 1-Regeln und kbio = 2-
Regeln ergibt sich aus Fehlern des χ2-Unabha¨gigkeitstests. Die Konvergenz fu¨r kbio = 3-Regeln und
kbio = 4-Regeln ha¨ngt dagegen von dem Anteil an k1-Regeln ab. Sie konvergieren jeweils bei ca.
1− #k1#kbio (vgl. Tab. 4.5 und 4.6).
Abbildung 4.13: Reverse Engineering mit Canalyzing Funktionen. Als Abbruchbedingung wur-
de das Kriterium 2 gewa¨hlt (N = 20, K = 4, l = 2). Die Kurven fu¨r kbio = 1 und kbio = 2
konvergieren gegen Null, da fu¨r sie das Kriterium 2 verwendet wurde (vgl. Abb. 4.1). Die Kon-
vergenz fu¨r kbio = 3-Regeln ergibt sich aus Fehlern des χ2-Unabha¨gigkeitstests. Die Konvergenz
fu¨r kbio = 4-Regeln ha¨ngt dagegen von dem Anteil an k1,2-Regeln (vgl. Tab. 4.5 und 4.6) und
von Fehlern des statistischen Tests ab. Da ein Inputelement in mehreren Kombinationen mit zwei
Inputelementen auftritt, wird es mehrfach auf signifikanter Informationsu¨bertragung getestet und
die Wahrscheinlichkeit, dass es irrtu¨mlicherweise identifiziert wird, ist daher relativ hoch.
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Abbildung 4.14: Reverse Engineering mit Canalyzing Funktionen. Es sind die Wahrscheinlich-
keiten, unterschiedlich große Teilmengen von Elternmengen korrekt zu identifizieren, fu¨r k = 4 zu
sehen. Die linke Abbildung ist fu¨r l = 1 und die rechte fu¨r l = 2. Die Kurven mit 1 gekennzeich-
net, bezeichnen die Wahrscheinlichkeit, dass ein Elternelement von insgesamt vier Elternelementen
korrekt gefunden wurde und keine falsch positiven Elemente enthalten waren. Die Kurven mit 2
gekennzeichnet, bezeichnen die Wahrscheinlichkeit, dass zwei Elternelemente von insgesamt vier
Elternelementen korrekt gefunden wurden und keine falsch positiven Elemente enthalten waren,
u.s.w..
Abbildung 4.15: Reverse Engineering mit Canalyzing Funtionen. Es wurde ein ho¨heres Signi-
fikanzniveau (α = 0.01) gewa¨hlt und die Abbruchbedingung war das Kriterium 1 (l = 1). Die
Konvergenzwerte der Kurven ergeben sich aus dem Anteil an k1-Regeln und aus Fehlern des χ2-
Unabha¨ngigkeitstests.
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l=1 l=2
kbio Pidentified(kbio) Ppositive(kbio) Pidentified(kbio) Ppositive(kbio)
1 ≈ 100% ≈ 98% ≈ 100% ≈ 100%
2 ≈ 100% ≈ 99% ≈ 100% ≈ 100%
3 ≈ 82% ≈ 99% ≈ 100% ≈ 99%
4 ≈ 82% ≈ 99% ≈ 99% ≈ 99%
Tabelle 4.6: Pidentified(kbio) und Ppositive(kbio) fu¨r Canalyzing Funktionen. Die Werte gelten
jeweils ab M , bei dem Konvergenz eintritt. Fu¨r l = 1 wurde das Kriterium 1 und fu¨r l = 2 wurde
das Kriterium 2 als Abbruchbedingung gewa¨hlt.
Eltern zuzulassen. Fu¨r die korrekte Identifizierung von einem Elternelement reichen
schon weniger als 100 verschiedene Zustandsu¨berga¨nge fu¨r l = 1. Diese Elemente sind
canalyzing Elemente, denn nur sie u¨bertragen genu¨gend Information. Elemente mit
starkem Einfluss auf den Output werden schon bei einer kleinen Stichprobengro¨ße
mit hoher Wahrscheinlichkeit erkannt. Fu¨r die Anwendung auf Genexpressionsdaten
bedeutet dieser Sachverhalt, dass, wenn auch bei kleinen Stichprobengro¨ßen nicht
alle regulierenden Gene gefunden werden, so werden doch mit einer hohen Wahr-
scheinlichkeit diese mit gro¨ßtem Einfluss identifiziert! Stehen fu¨r ein biologisches
System nur wenige Stichproben zur Verfu¨gung, ko¨nnen trotzdem die
”
Hauptspie-
ler“ gefunden werden, denn hohe Werte fu¨r Ppositive(k) zeigen, dass es kaum falsch
positive Inputelemente gibt.
Wie die regulierenden Gene identifizierbar sind, ha¨ngt einzig davon ab, ob ihr
Einfluß unabha¨ngig von den anderen regulierenden Genen groß genug ist, um allein
bzw. in Kombination mit einem zweiten Gen erkannt zu werden. Der wesentliche
Nachteil ist die hohe Zahl an beno¨tigten verschiedenen Zustandsu¨bergangspaaren.
Sie stellt eine klare Beschra¨nkung fu¨r die Anwendung auf biologische Probleme dar,
denn es scheint unwahrscheinlich, die geforderte Vielfalt von Anfangszusta¨nden in
biologischen Systemen messen zu ko¨nnen. Ein Minimum an sich unterscheidenden
Trainingsvektoren muss aber gegeben sein, denn nur verschiedene Zustandsu¨ber-
gangspaare enthalten die Information, um Korrelationen zu erkennen. Deshalb liegt
es nahe Methoden zu erarbeiten, die biologisches Vorwissen u¨ber das System ein-
beziehen. Diese ko¨nnen den Umfang der notwendigen Trainingsdaten verringern.
Eine Aussage daru¨ber, ob alle Eltern gefunden wurden oder ob die identifizier-
te Elternmenge Pa(Xi) die Variable Xi nur unvollsta¨ndig beschreibt, ist mit dem
partiellen Lernen eingeschra¨nkt mo¨glich. Dafu¨r sei angenommen, dass in Pa(Xi)
ausschließlich korrekte Eltern vorkommen, also keine falsch positiven Eltern enthal-
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ten sind. Xi wird von den Elementen in Pa(Xi) vollsta¨ndig beschrieben, wenn
MI(Xi,Pa(Xi)) = H(Xi)
gilt (vgl. Def. 2.2). Fu¨r Scha¨tzungen muß die Beziehung
|MˆI(Xi,Pa(Xi))− Hˆ(Xi)| ≤  (0 <  << 1) (4.16)
herangezogen werden (vgl. Abb. 2.2). Ist sie fu¨r genu¨gend kleines  wahr, werden
keine weiteren Elemente, als die in Pa(Xi), beno¨tigt, um die Zusta¨nde von Xi zu
erkla¨ren. Ansonsten ist eine Aussage nur dann mo¨glich, wenn die Anzahl der El-
tern in Pa(Xi) die Anzahl der Elemente mit bekannten Anfangszusta¨nden l nicht
u¨berschreitet. Denn die Mutual Information aller identifizierten Eltern ist nur in
diesen Fa¨llen bestimmbar und eine Distanz gro¨ßer als  weist auf weitere noch un-
bekannte Eltern hin. In diesen Fa¨llen sollte in das Modell eine Hidden Variable
eingefu¨gt werden. Je kleiner der Unterschied zwischen MˆI(Xi,Pa(Xi)) und Hˆ(Xi)
ist, desto genauer beschreiben die Eltern die Zusta¨nde von Xi. In den Fa¨llen bei
denen die Anzahl der Eltern gro¨ßer als l ist, ist nicht feststellbar, ob es noch weite-
re unbekannte Inputelemente gibt. Die Mutual Information aller Eltern kann nicht
berechnet werden.
4.5 Lernen der Parameter bei bekannter Struktur
Das Aufstellen eines Modells fu¨r Genregulationsnetzwerke erfordert, neben der Su-
che nach einer optimalen Struktur G, das Scha¨tzen der ModellparameterΘ, gegeben
G. Ein geeigneter Optimierungsalgorithmus fu¨r unvollsta¨ndige Trainingsdaten ist
EM. Gute Scha¨tzer fu¨r Systeme, fu¨r die kein Vorwissen vorliegt, sind MLE Scha¨tzer.
Anhand von EM soll nach ΘMLE gesucht werden, wenn die Modellstruktur korrekt
gegeben ist.
Die Simulationsstudien werden fu¨r N = 150 zufa¨llig generierte Boolesche Netze
durchgefu¨hrt. Sie haben jeweils 12 Elemente. Die maximale Anzahl K von Input-
elementen kann in einem Netz 4 betragen. Wieviel Inputelemente ein Outputele-
ment zugewiesen bekommt, wird zufa¨llig ermittelt. Die Anzahl der Inputelemente
ist nicht mehr zu gleichen Teilen verteilt, denn es soll eine Analyse fu¨r das gesam-
te Netz und keine nach Anzahl der Eltern getrennt erfolgen. Alle Kombinationen
von l bekannten Anfangszusta¨nden werden gleichzeitig betrachtet. Deshalb ergibt
sich eine Zustandsu¨bergangstabelle, wie Tabelle 4.2. Die ausgewa¨hlten Booleschen
Funktionen sind die Canalyzing Funktionen, die nach [24] in biologischen Systemen
auftreten ko¨nnen. Fu¨r durchgefu¨hrte Simulationen wurde die EM Implementierung
[36] verwendet.
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Abbildung 4.16: EM - Scha¨tzen der Parameter bei bekannter Struktur und Canalyzing Funk-
tionen. Es ist die relative Entropie abgebildet.
Anhand von EM werden optimale Scha¨tzer fu¨r die Modellparameter gesucht. EM
startet mit einem zufa¨llig erzeugten Parameter, da a-priori Wissen u¨ber ihre Ver-
teilung nicht zur Verfu¨gung steht. Fu¨r die Evaluierung wird das gelernte Modell
getestet, wie es Daten, die von dem originalen Modell erzeugt wurden, generieren
kann. Dies geschieht anhand einer Testmenge mit 1000 Trainingsvektoren und der
relativen Entropie (vgl. Def. 4.2.). Die Ergebnisse der Simulationen sind in Abb. 4.16
dargestellt. Sie zeigen, dass ein erfolgreiches Lernen von Parametern nur mo¨glich ist,
wenn die Expressionszusta¨nde von mindestens zwei regulierenden Genen gleichzei-
tig charakterisierbar sind. Ansonsten erkla¨ren die gelernten Parameter die Daten
sehr schlecht. Die Begru¨ndung ist wiederum die Eigenschaft der meisten Booleschen
Funktionen, mit k ≤ 4, dass sich ihr Input in unabha¨ngige Informationsquellen mit
einem oder zwei Elementen unterteilen la¨ßt. Insbesondere garantiert bei Canaly-
zing Funktionen mindestens ein Inputelement mit einer Zuweisung einen Zustand
des Outputs. Die Wahrscheinlichkeit, dass der Output diesen Zustand bei einer be-
stimmten Konstellation von Zuweisungen der Inputelemente annimmt, kann daher
gut gescha¨tzt werden. Sie wird wesentlich, aber nicht vollsta¨ndig, von dem cana-
lyzing Inputelementes bestimmt. Zum Beispiel ist X1[t] der Canalyzing Input bei
der Booleschen Regel in Tabelle 4.7. Der Zustand 0 von X2[t + 1] wird wesentlich
von X1[t] bestimmt und die Parameter θ
→
X2[t+1],[011],1
, θ→X2[t+1],[010],1, θ
→
X2[t+1],[001],1
und
θ→X2[t+1],[000],1 ko¨nnen deshalb auch nur mit dem Wissen von X1[t] gut gescha¨tzt wer-
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X1[t] X2[t] X3[t] X2[t+ 1]
1 1 1 1
1 1 0 1
1 0 1 1
1 0 0 0
0 1 1 0
0 1 0 0
0 0 1 0
0 0 0 0
Tabelle 4.7: Beispiel einer Booleschen Regel
den12. Sie sind ungefa¨hr gleich der Wahrscheinlichkeit P (X2[t + 1] = 1|X1[t] = 0).
Fu¨r genauere Scha¨tzungen und fu¨r die Bestimmung der restlichen Parameter ist
dagegen zusa¨tzliche Information notwendig, die sich bei dem Großteil von Cana-
lyzing Funktionen u¨ber mehrere Inputelemente verteilt. Kann der Zustand nur ei-
nes Inputelementes bei Canalyzing Funktionen charakterisiert werden, erkla¨rt die
gelernte Parameterverteilung nur einen geringen Teil der Parameter mit gewisser
Wahrscheinlichkeit korrekt. Daraus folgt die schlechte relative Entropie fu¨r Simula-
tionsstudien, bei denen der Zustand nur eines Inputelementes bekannt war. Ko¨nnen
dagegen zwei Inputelemente gleichzeitig charakterisiert werden, erfolgt auch fu¨r die
restlichen Parameter eine gute Scha¨tzung.
4.6 Stammzellen befinden sich im Attraktor
Eine Diskussion u¨ber Attraktoren (vgl. Definition 3.3) im Kontext dieser Arbeit
ist erforderlich, da sich das Expressionsmuster von multipotenten Blutstammzellen
in einem Attraktor befindet. Denn unabha¨ngig davon welcher Expressionszustand
eine Zelle annimmt, wird eine Folge von Aktualisierungen ihres Genregulationsnetz-
werkes zu einem Expressionszustand in einem Attraktor fu¨hren, wenn das Genre-
gulationsnetzwerk nicht gesto¨rt wird [38]. Multipotente Blutstammzellen besitzen
wahrscheinlich ein sich wiederholendes Genexpressionsmuster (vgl. Abb. 1.2), d.h.
sie befinden sich wahrscheinlich in einem zyklischen Attraktor.
Attraktoren sind gegenu¨ber kleineren voru¨bergehenden Sto¨rungen relativ stabil. Ei-
ne solche Sto¨rung kann die Vera¨nderung eines Bits eines Attraktorzustandes auf den
12θ→Xi[t+1],[ji],ki = P (Xi[t+ 1] = ki|Pa(Xi[t+ 1]) = ji)
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entgegengesetzten Wert, z.B.
(010110) −→ (010111),
sein. Zellen, die ein stabiles Genexpressionsmuster aufweisen, vera¨ndern bei der
Mehrzahl von kleineren Umweltsto¨rungen dieses auch nicht.
Die Stabilita¨t von Attraktoren ist gegeben, da mehrere Trajektorien in einen At-
traktor laufen.
Definition 4.7 (Attraktorbecken) Die Menge der Trajektorien, die in den glei-
chen Attraktor fu¨hren, bilden das Attraktorbecken.
Im Fall einer Sto¨rung, die nicht aus dem Attraktorbecken des gesto¨rten Attraktors
fu¨hrt, la¨uft die Trajektorie wieder in den gleichen Attraktor. Das Langzeitverhalten
des Systems wird deshalb nicht vera¨ndert und der Attraktor bleibt erhalten, ist also
stabil. Je gro¨ßer das Attraktorbecken, desto stabiler ist der Attraktor. Denn je mehr
Zusta¨nde ein Attraktorbecken besitzt, je wahrscheinlicher ist es, dass eine Sto¨rung
zu einem dieser Zusta¨nde fu¨hrt.
Die Expressionszusta¨nde von Stammzellen befinden sich in einem Attraktor und
deshalb sind in einem biologischen Experiment zur Charakterisierung der Genex-
pression nicht alle Zusta¨nde, die die Zellen annehmen ko¨nnen, verfu¨gbar. Transiente
oder persistente Sto¨rungen ko¨nnen in einem neuen Zustand fu¨hren, der entlang auf
einer Trajektorie in einen neuen Attraktor la¨uft [38]. Es ist zu beachten, dass persi-
stente Sto¨rungen eine Vera¨nderung der Regeln des Systems verursachen ko¨nnen. Das
urspru¨ngliche Genregulationsnetzwerk ist damit nicht mehr rekonstruierbar, zumin-
destens ko¨nnen die vera¨nderten Regeln nicht mehr korrekt identifiziert werden. Es sei
nun angenommen, dass eine Population von Zellen vorliegt, die sich jeweils in einem
beliebigem Zustand des Attraktors, der diese Stammzellen charakterisiert, befinden.
Die wesentliche Aussage der Abschnitte 4.4 und 4.3 war, dass eine große Stichprobe
mit unterschiedlichen Anfangszusta¨nden notwendig ist, damit der Reverse Enginee-
ring Algorithmus eine gute U¨bergangsstruktur des Genregulationsnetzwerkes findet.
Nun stellt sich die Frage, ob die Zusta¨nde eines Attraktors diesen Forderungen ge-
recht werden.
Im allgemeinen kommt nur ein Bruchteil aller Zusta¨nde in einem Attraktor vor. Eine
Mo¨glichkeit, die Anzahl der zur Verfu¨gung stehenden Zusta¨nde zu erho¨hen, ist durch
Sto¨rungen der Zellzusta¨nde zu versuchen, einen neuen Attraktor zu erreichen. Die
Hoffnung besteht darin, durch eine Folge von Sto¨rungen mehrere verschiedene At-
traktoren zu erhalten. Die beste Strategie wa¨re, jedes Bit in jedem Attraktorzustand
einmal auf den entgegengesetzen Wert zu setzen. Eine Wiederholung der Sto¨rungen
fu¨r jedes Gen im interessierenden Genregulationsnetzwerk ergibt die gro¨ßtmo¨gliche
Anzahl von unterschiedlichen Zellzusta¨nden, die fu¨r die Experimente zur Verfu¨gung
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stehen. Der Zustand in dem sich eine Zelle zur Zeit der Sto¨rung befindet, ist jedoch
nicht bekannt. Daher ist es nicht mo¨glich zu unterscheiden, ob gerade eine Zelle mit
einem schon gesehenen oder mit einem neuen Zustand der Population zur Sto¨rung
entnommen wurde. Es kann aber die Wahrscheinlichkeit P (z), jeden Zellzustand
mindestens einmal aus der Population zu ziehen, abha¨ngig von der Anzahl der gezo-
genen Zellen z, bestimmt werden. Sie gibt Auskunft daru¨ber, wieviel Zellen aus der
Zellpopulation entnommen werden mu¨ssen, um mit hoher Wahrscheinlichkeit jeden
mo¨glichen Attraktorzustand mindestens einmal in der Teilpopulation repra¨sentiert
zu haben:
P (z) =
S∑
i=0
(−1)i
(
S
i
)
(1− i
S
)z . (4.17)
z ist die Anzahl der aus der Population gezogenen Zellen und S die Anzahl der
Attraktorzusta¨nde in einem Attraktor13. Fu¨r 4 Attraktorzusta¨nde mu¨ssen z.B. 29
Zellen entnommen werden, um mit einer Wahrscheinlichkeit von 0.999 jeden Zu-
stand mindestens einmal gezogen zu haben. Fu¨r 20 Zusta¨nde sind es dann schon
194.
Fu¨r das Lernen eines Modells du¨rfen nur Zustandsu¨bergangspaare von Zellen mit
dem gleichen Genregulationsnetzwerk genommen werden. Ist dies nicht der Fall,
wu¨rde man versuchen, aus verschiedenen Genregulationsnetzwerken Gemeinsam-
keiten zu finden. Es du¨rfen also die Regeln des Genregulationsnetzwerkes nicht
vera¨ndert werden, um das Ziel, die maximal mo¨gliche Anzahl von verschiedenen
Trainingsdaten, zu erreichen.
Es sei die Zeit zwischen zwei Aktualisierungen des Genregulationsnetzwerkes mit
τ , und mit Tˆ die durchschnittliche Zeit, fu¨r eine Folge von Netzwerkaktualisierungen,
die wieder in einem stabilen Expressionsmuster enden, angegeben. Im Modell ist Tˆ
die Zeit, die eine Trajektorie beno¨tigt, um einen Attraktor zu erreichen. Außerdem
definiert δTS die Zeit fu¨r die Anwendung einer Sto¨rung und δTC die Zeit bis das
Expressionsmuster einer erfolgreich gesto¨rten Zelle vollsta¨ndig charakterisiert ist,
nachdem sich ihr genetisches Netzwerk einmal aktualisierte. Daraus ergeben sich
folgende U¨berlegungen:
1: δTS < τ : Es ko¨nnen mehrere Sto¨rungen durchgefu¨hrt werden. Es sind ins-
gesamt τ
δTS
und die gleiche Anzahl von Genen ist im ersten Zustand eines
Zustandsu¨bergangspaares bekannt.
13Fu¨r die Herleitung dieser Wahrscheinlichkeit siehe Anhang B.
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N Mittelwert Median 25% Perzentil 75% Perzentil EW(Anz. Attraktoren)
12 2.8 2 1 4 3.5
20 3.7 2 1 4 4.5
Tabelle 4.8: Anzahl der Attraktoren, die von einem Attraktor ausgehend, durch eine Sequenz
von Sto¨rungen erreicht wurden (AS). Es sind der Mittelwert und die Perzentile im Vergleich zu
dem Erwartungswert
√
N fu¨r die Anzahl aller Attraktoren eines Booleschen Netzes aus [24], auf-
gefu¨hrt. Es wurden insgesamt 3000 Netze mit N = 20 und 1011 fu¨r Netze mit N = 12 betrachtet.
Fu¨r die statistischen Analysen wurde jeweils eine Stichprobe mit einer extrem hohen Anzahl an
verschiedenen Attraktoren entfernt.
2: τ < δTS < Tˆ : Resultiert eine erste Sto¨rung in einem Zustand auf einer Tra-
jektorie, wird eine zweite Sto¨rung auf einem Zustand auf einer Trajektorie
wirken. In einer Folge von Sto¨rungen werden u.a. auch transiente Zellen
(Zustand auf Trajektorie) gesto¨rt.
3: δTS > Tˆ : Resultiert eine erste Sto¨rung in einem Zustand auf einer Tra-
jektorie, wird eine zweite Sto¨rung auf einem Zustand in einem Attraktor
wirken. In einer Folge von Sto¨rungen werden immer stabile Zellen (Zustand
im Attraktor) gesto¨rt.
4: δTC < τ : Nach Anwendung einer Sto¨rung hat die Zelle nur einmalig ihr Gen-
regulationsnetzwerk aktualisiert und der unmittelbare Folgezustand wird
charakterisiert. In dieser Arbeit wird vorausgesetzt, dass δTC < τ und nur
dann sind die gewonnenen Ergebnisse anwendbar.
5: δTC > τ : Nach Anwendung einer Sto¨rung hat sich das Genregulationsnetz-
werk der Zelle mehrmals aktualisiert bis das Expressionsmuster vollsta¨ndig
gemessen wird. Es wird nicht die direkte Folge der Sto¨rung charakterisiert.
Die unbekannten vorangegangenen Expressionszusta¨nde der Zelle mu¨ssen
mit Hidden Variablen modelliert werden. Die Ergebnisse dieser Arbeit sind
nicht anwendbar.
In den folgenden Analysen wird davon ausgegangen, dass δTS > Tˆ ist und die
Sto¨rung somit immer in Attraktorzusta¨nden wirkt. Dieser Grund macht es erfor-
derlich, Attraktoren von Booleschen Netzen na¨her zu betrachten, um Schlussfolge-
rungen fu¨r reale biologische Experimente zu erhalten. Außerdem wird angenommen,
dass die Sto¨rung transient ist. Nachdem sich das Netzwerk einmal neu aktualisierte,
ist sie aufgehoben.
Umfangreiche Analysen u¨ber Attraktoren von Booleschen Netzen mit Canalyzing
Funktionen wurden in [24] durchgefu¨hrt. Sie ergaben, dass Netze mit Canalyzing
Funktionen, genau wie Netze mit K = 2, Ordnung aufzeigen. Ordnung bedeutet,
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N Mittelwert Median 25% Perzentil 75% Perzentil
12 8.3 6 3 12
20 14.4 9 4 19
Tabelle 4.9: Anzahl der Attraktorzusta¨nde, die von einem Attraktor ausgehend, durch eine Se-
quenz von Sto¨rungen erreicht wurden. Der Mittelwert und die Perzentile sind aufgefu¨hrt. Es wurden
insgesamt 3000 Netze mit N = 20 und 1011 fu¨r Netze mit N = 12 betrachtet. Fu¨r die statisti-
schen Analysen wurde jeweils eine Stichprobe mit einer extrem hohen Anzahl an verschiedenen
Attraktoren entfernt.
dass es viele Elemente im System gibt, die einen fixen Zustand besitzen. Im Ge-
gensatz dazu stehen einige andere Elemente, deren Zusta¨nde auf eine komplexe Art
und Weise schwanken. Sie sind in Regionen unterteilt, die durch Elemente mit fixen
Zusta¨nden getrennt sind. Dadurch entziehen sie sich einer gegenseitigen Beeinflus-
sung [24]. Boolesche Netze, die diese Ordnung aufzeigen, haben wichtige Eigenschaf-
ten. Numerische Simulationen in [24] ergaben, dass ein Erwartungswert (EW) fu¨r
die Anzahl von Attraktoren in diesen Netzen direkt aus der Zahl der Elemente im
Netz abgeleitet werden kann:
EW(Anzahl Attraktoren) =
√
N . (4.18)
Die gleiche Abscha¨tzung gilt fu¨r den Erwartungswert der Anzahl von Zusta¨nden in
einem Attraktor:
EW(Anzahl Zusta¨nde im Attraktor) =
√
N . (4.19)
Diese Scha¨tzer lassen vermuten, dass es in den Systemen sehr wenige Attraktoren
gibt, die zudem einige wenige Zusta¨nde enthalten. Die Mehrzahl der Booleschen
Netze mit Canalyzing Funktionen haben Attraktoren mit wenigen Zusta¨nden, wenn
auch einige Netze wenige Attraktoren mit vielen Zusta¨nden besitzen [24].
Anhand von Simulationen in der vorliegenden Arbeit wurde die Idee analysiert, den
Attraktor in dem sich die Zellpopulation befindet, zu sto¨ren, um wenn mo¨glich in
einen neuen Attraktor zu springen. Die Simulation erfolgte fu¨r zufa¨llig erzeugte Boo-
lesche Netze mit 12 bzw. 20 Elementen. Die maximale Zahl von Eltern war jeweils
aufK = 4 festgelegt. Die Zuordnung, wieviel Eltern ein Element hat, erfolgte zufa¨llig
und war nicht an der Vorgabe, gleiche Ha¨ufigkeiten fu¨r k = 1, . . . , 4 (vgl. Abschnitte
4.2, 4.3 und 4.4), gebunden. Es wurde eine Zelle generiert und gewartet, bis sich
ihr genetisches Netzwerk in einem Attraktor befand. Dieser ist einer der mo¨glichen
Attraktoren fu¨r das analysierte Boolesche Netz. Daraufhin wurde in allen Zusta¨nden
dieses Attraktors jedes Bit einmal, ohne dabei die anderen Bits zu vera¨ndern, auf
den entgegengesetzten Wert gesetzt. War das Resultat einer Sto¨rung ein Zustand
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auf einer Trajektorie, die in einen neuen Attraktor fu¨hrte, wurde sich der noch nicht
gesehene Attraktor gemerkt. Nach [24] ist zu erwarten, dass nur ungefa¨hr 10% bis
20% der Sto¨rungen zu einem neuen Attraktor fu¨hren. In allen gemerkten Attrak-
toren wurden wiederum alle Zusta¨nde in jedem Bit gesto¨rt und getestet, ob sie in
einen noch nicht gesehenen Attraktor resultieren. Das Ergebnis war eine Menge von
Attraktoren, die durch Sto¨rungen ineinander u¨bergehen ko¨nnen. Es sei diese Menge
mit AS bezeichnet:
Definition 4.8 (AS) Die Menge AS entha¨lt alle Attraktoren, die von einem At-
traktor A ausgehend durch eine Sequenz von 1-Bit Sto¨rungen erreicht werden.
Es ist in [24] aufgefu¨hrt, dass es keinen Attraktor gibt, von dem aus jeder andere
direkt durch Sto¨rungen erreichbar ist, auch wenn eine Menge von Attraktoren exi-
stiert, die durch eine Sequenz von Sto¨rungen ineinander u¨bergehen ko¨nnen. Wieviel
Attraktoren in den Simulationen im Mittel in AS enthalten waren, ist in Tabelle 4.8
aufgelistet. Fu¨r Netze mit 20 Elementen ist zu erwarten, dass durch 1-Bit Sto¨run-
gen in 3 bis 4 (genau 3.7) verschiedene Attraktoren gesprungen wird. Der Wert 3.7
entspricht anna¨hernd dem Erwartungswert
√
20 fu¨r die Anzahl der Attraktoren ei-
nes Booleschen Netzes. Es la¨ßt sich daraus schließen, dass durch eine Sequenz von
1-Bit Sto¨rungen ein großer Teil der Attraktoren des Netzes erreicht werden kann.
Die Erwartung fu¨r die Zusta¨nde in einem Attraktor multipliziert mit 3.7, ergibt die
zu erwartende Anzahl von verschiedenen Attraktorzusta¨nden, also
√
20∗3.7 = 16.5.
Die Simulationen ergaben dafu¨r einen Wert von 14.4.
Die Zellzusta¨nde in AS bilden die Ausgangszusta¨nde fu¨r die biologischen Expe-
rimente, bei denen die Anfangszusta¨nde von l Genen festgelegt werden. Die Gene
werden entweder u¨berexprimiert oder unterexprimiert. Fu¨r einen Attraktorzustand
gibt es
(
N
l
)
∗2l Mo¨glichkeiten l Bits zu manipulieren. In jedem Attraktorzustand sind
l Bits variabel und es ist existieren
(
N
l
)
Mo¨glichkeiten eine Kombination von l Bits
gemeinsam festzulegen. Außerdem kann jede dieser Kombinationen auf insgesamt 2l
verschiedene Bitzusta¨nde gesetzt werden. Von ihnen werden sich nur 2l− 1 von dem
originalen Attraktorzustand unterscheiden. Daher ko¨nnen die Manipulierungen fu¨r
einen Attraktorzustand maximal zu
(
N
l
)
∗ (2l−1) Zusta¨nden fu¨hren, die nicht in AS
enthalten sind.
Numerische Analysen geben eine Vorstellung daru¨ber, wieviel neue unterschiedliche
Anfangszusta¨nde resultieren ko¨nnen (vgl. Tab. 4.10). Fu¨r jedes Boolesche Netz wur-
de AS fu¨r einen beliebigen Attrakor A dieses Netzes bestimmt. Alle Zusta¨nde in AS
wurden in l Bits gesto¨rt. Die restlichen Bits blieben jeweils unvera¨ndert. Fu¨r jede
mo¨gliche Kombination von l Bits wurde jede mo¨gliche Sto¨rung einmal angewendet.
Die fu¨r den Reverse Engineering Algorithmus verfu¨gbaren Anfangszusta¨nde ergaben
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N l Mittelwert Median 25% Perzentil 75% Perzentil
12 1 91 72 39 122
12 2 435.8 369.5 215 593.8
20 1 235.9 165 80 328
20 2 2226.2 1601 752 3091.8
Tabelle 4.10: Anzahl der unterschiedlichen Anfangszusta¨nde, die durch Manipulationen der
Zusta¨nde in AS erreicht wurden. Der Mittelwert und die Perzentile sind aufgefu¨hrt. Es wurden
insgesamt 3000 Netze mit N = 20 und 3000 fu¨r Netze mit N = 12 betrachtet.
sich aus den Zusta¨nden in AS und den Zusta¨nden, die durch die Sto¨rungen erhalten
wurden und sich von den Zusta¨nden in AS unterschieden.
Falls l = 1 und N = 20 ko¨nnen nur fu¨r die Gene mit kbio = 1 oder kbio = 2 die Eltern
bestimmt werden (vgl. Abbildung 4.12). Dafu¨r sind ca. 100 bis 200 unterschiedliche
globale Anfangszusta¨nde notwendig. Die Ergebnisse in Tabelle 4.10 deuten darauf
hin, dass es mo¨glich ist, diese Anforderung zu erfu¨llen. Im Mittel stehen ca. 240
unterschiedliche Anfangszusta¨nde zur Verfu¨gung. Wenn dagegen zwei Gene gleich-
zeitig manipuliert werden ko¨nnen, erreicht man wegen gro¨ßeren kombinatorischen
Mo¨glichkeiten eine noch gro¨ßere Zahl an unterschiedlichen Anfangszusta¨nden. Sie
sind ausreichend, um ein Modell fu¨r die Topologie eines genetischen Netzwerkes mit
20 Elementen zu rekonstruieren (vgl. Abb. 4.13). Als Fazit ist zu sagen, dass die
notwendige Menge an verschiedenen Zusta¨nden theoretisch erzeugt werden kann!
Die Attraktorzusta¨nde entsprechen einer Teilmenge aus allen Zusta¨nden fu¨r
ein Boolesches Netz. Befindet sich eine Zellpopulation in einem Attraktor, ko¨nn-
te dieser gegebenenfalls durch eine vollsta¨ndige Genexpressionsanalyse charakte-
risiert werden. Eine zweite Population mit dem gleichen Genregulationsnetzwerk
und im gleichen Attraktor dient zur Gewinnung der Zustandsu¨bergangsdaten. Das
ergibt eine prior-Verteilung, nicht fu¨r die U¨bergangswahrscheinlichkeiten, aber fu¨r
den Anfangszustand der Zustandsu¨bergangspaare. Wu¨rden bestimmte Gene mit ei-
ner hohen Wahrscheinlichkeit immer hoch bzw. immer niedrig exprimiert sein, wa¨re
diese Wahrscheinlichkeit ein guter Scha¨tzer fu¨r den Zustand dieses Gens im An-
fangszustand. Dies bedeutet, dass fu¨r weitere Elemente ein Scha¨tzer fu¨r den Zu-
stand existiert, auch wenn nur l Elemente einen bekannten Anfangszustand haben.
Tatsa¨chlich ergeben die numerischen Simulationen in [24], dass ca. 70% der Elemen-
te einen festen Zustand besitzen, der auch in allen verschiedenen Attraktoren des
Netzes keine Vera¨nderung aufzeigt. Dies gilt jedoch nur fu¨r Boolesche Netze mit
Canalyzing Funktionen oder K = 2.
Die in diesem Abschnitt gemachten Aussagen relativieren sich, wenn spezielle Genre-
gulationsnetzwerke betrachtet werden. Denn dort sind zuerst die fu¨r dieses Netzwerk
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spezifischen Eigenschaften zu untersuchen, die sich stark von den allgemeinen Ei-
genschaften unterscheiden ko¨nnen. Zudem kann vorhandenes Zusatzwissen u¨ber das
interessierende System zu einer verbesserten Ausgangssituation fu¨hren14.
4.7 Gesto¨rte Trainingsdaten
Die bisher vorgestellten Simulationsergebnisse beruhten ausschließlich auf Trainings-
daten, die keiner Sto¨rung unterlagen. Bei Datenerhebungen oder durch die experi-
mentelle Eigenschaften treten in realen Anwendungen immer Fehler auf, die in den
Simulationen beru¨cksichtigt werden mu¨ssen. Die Fehlerrate bei der Expressionsana-
lyse auf Basis von Einzelzellen liegt bei ca. 5% [M. Cross, private Mitteilung]. Bei
der Manipulation eines einzelnen Gens betra¨gt sie ca. 1% [M. Cross, private Mit-
teilung]. Fu¨r die Hemmung ist dafu¨r aber eine gut gewa¨hlte inhibitorische RNA
Sequenz notwendig.
Simulationen fu¨r die Rekonstruktion der Modellstruktur wurden fu¨r Boolesche Net-
ze mit 20 Genen durchgefu¨hrt und ihre Ergebnisse denen der letzten Abschnitte
gegenu¨bergestellt (Abb. 4.17 und 4.18). Die U¨bergangsstruktur wurde mit der Re-
verse Engineering Strategie aus Abschnitt 4.4 gelernt. Die verwendeten Booleschen
Regeln waren ausschließlich Canalyzing Funktionen. Die Anfangszusta¨nde der Gene
wurden zu 99% korrekt aus den in-silico Zellen abgelesen. 1% der Gene erhielten den
entgegengesetzten Zustand zugewiesen. Die Folgezusta¨nde hatten in 95% der Fa¨lle
den richtigen Wert.
Diese Fehlerraten fu¨hren zu einer Verzo¨gerung der Identifizierung der Eltern.
Die Wahrscheinlichkeit, die Eltern falsch zu bestimmen, konvergiert langsamer. Die
Sa¨ttigungswahrscheinlichkeiten werden trotz der Sto¨rungen erreicht und Pidentified(k)
und Ppositive(k) vera¨ndern sich nicht (vgl. Tab. 4.6 und 4.11). Bei einem genu¨gend
großen Stichprobenumfang ist es dem Reverse Engineering Algorithmus trotz der
Sto¨rungen mo¨glich, Ergebnisse, wie bei ungesto¨rten Daten, zu liefern. Einzig die
Entscheidung aufgrund der Gleichheitsbeziehung MˆI(Xi,Pa(Xi)) = Hˆ(Xi) ist nicht
mehr zula¨ssig (Siehe Abb. 4.18). Durch die auftretenden Sto¨rungen sind die Bezie-
hungen zwischen den Variablen nicht mehr deterministischer sondern stochastischer
Art und eine maximale Abha¨ngigkeit zwischen Variablen ist nicht mehr erkennbar.
In Kapitel 2 wurde kurz begru¨ndet, wann sich maximale Kovarianz zwischen Zufalls-
variablen ergibt. Demnach mu¨ssen die Wahrscheinlichkeiten pij fu¨r das Auftreten der
Belegungen Xi = i und Pa(Xi) = j gleich den Wahrscheinlichkeiten pi und pj oder
gleich 0 sein. Bei gesto¨rten Trainingsdaten werden jedoch Beobachtungen gemacht,
die so in Wirklichkeit nicht existieren, was zu pˆij 6= pˆi 6= pˆj fu¨hrt. Dadurch wird
es unmo¨glich die Gleichung (2.2) herzuleiten und die Abha¨ngigkeiten zwischen Zu-
14Siehe Kapitel 5
KAPITEL 4. REVERSE ENGINEERING STRATEGIEN 92
Abbildung 4.17: Reverse Engineering mit Canalyzing Funktionen und verrauschten Daten. Als
Abbruchbedingung wurde das Kriterium 1 gewa¨hlt (N = 20, K = 4, l = 1). Es sind die Kurven
fu¨r verrauschte Daten, im Vergleich mit ungesto¨rten Daten zu sehen.
Abbildung 4.18: Reverse Engineering mit Canalyzing Funktionen und verrauschten Daten. Als
Abbruchbedingung wurde das Kriterium 2 gewa¨hlt (N = 20, K = 4, l = 2). Es sind die Kurven
fu¨r verrauschte Daten, im Vergleich mit ungesto¨rten Daten zu sehen.
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Abbildung 4.19: EM - Scha¨tzen der Parameter bei bekannter Struktur, Canalyzing Funktionen
und verrauschten Daten. Es ist die relative Entropie abgebildet (EM, N = 12, K = 4, l = 2). Es
sind die Kurven fu¨r verrauschte Daten, im Vergleich mit ungesto¨rten Daten zu sehen.
l=1 l=2
k Pidentified(k) Ppositive(k) Pidentified(k) Ppositive(k)
1 ≈ 100% ≈ 98% ≈ 100% ≈ 98%
2 ≈ 100% ≈ 98% ≈ 100% ≈ 98%
3 ≈ 82% ≈ 99% ≈ 100% ≈ 99%
4 ≈ 82% ≈ 99% ≈ 99% ≈ 99%
Tabelle 4.11: Pidentified(k) und Ppositive(k) fu¨r Canalyzing Funktionen bei verrausschten Daten
(vgl. Abb. 4.6). Die Werte gelten jeweils ab M , bei dem Konvergenz eintritt. Sie haben sich im
Vergleich mit Tabelle 4.6 nicht vera¨ndert. Die Vera¨nderung in Ppositive(1) und Ppositive(2) fu¨r l = 2
folgt daraus, dass die Abbruchbedingung MˆI(Xi,Pa(Xi)) = Hˆ(Xi) nicht mehr anwendbar ist.
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fallsvariablen ko¨nnen nur noch durch statistische Tests bewertet werden. REVEAL
in seiner originalen Konfiguration und das Kriterium 2 in Abschnitt 4.4 sind deshalb
nicht mehr anwendbar!
Das Lernen der Parameter mit gesto¨rten Trainingsdaten erfolgte unter der Annah-
me, dass zwei Anfangszusta¨nde gemeinsam bekannt sind. Gute Scha¨tzer fu¨r Parame-
ter sind nicht identifizierbar, wenn die Anfangszusta¨nde der Gene nicht gemeinsam
gemessen werden ko¨nnen (Abschnitt 4.5). Wie die gelernten Parameter die Daten
erkla¨ren, wurde an einem ungesto¨rten Datensatz untersucht. Das Ergebnis ist in
Abbildung 4.19 zu sehen. Es werden auch mit gesto¨rten Trainingsdaten noch relativ
gute Parameterscha¨tzer identifiziert. Die relative Entropie erreicht nicht den glei-
chen Wert wie bei ungesto¨rten Trainingsdaten, aber der Unterschied bleibt gering.
Die Fehler, die bei der Manipulierung von Genen und der Expressionsanalyse bei
Einzelzellen auftreten, bewegen sich in einer Gro¨ßenordnung, die keinen wesentli-
chen Einfluß hat, bei genu¨gend vielen Trainingsdaten. Folglich ist es auch mit realen
Daten mo¨glich ein gutes Modell zu lernen, vorausgesetzt l = 2.
4.8 Zusammenfassung
Die in diesem Kapitel beschriebenen Analysen ergaben, dass die Reverse Engineering
Strategie des partiellen Lernens der Struktur fu¨r die Anwendung auf unvollsta¨ndi-
ge Trainingsdaten nach Definition 1.4 geeignet ist. Die Topologie des Modells wird
gelernt, indem der Einfluss jedes regulierenden Gens auf die Zielgene unabha¨ngig
voneinander charakterisiert wird. Diese Strategie hat den Vorteil, dass auf keine
fehlenden Werte mehr geachtet werden muss, und den Nachteil, dass nur die Eltern
identifizierbar sind, die allein einen signifikanten Einfluss auf das regulierte Gen
haben. Es wurde gezeigt, dass nur ein Bruchteil der Booleschen Funktionen diese
Eigenschaft aufzeigt. Deshalb ist die Modellstruktur nicht rekonstruierbar ist, wenn
die Anfangszusta¨nde der Gene nicht gemeinsam bekannt sind. Aber Elemente mit
ho¨chster Informationsu¨bertragung lassen sich schon bei einem geringen Stichpro-
benumfang identifizieren. Obwohl nicht alle Eltern lernbar sind, ko¨nnen doch die
”
Hauptspieler“ schon mit geringem Aufwand festgestellt werden. Durch die Wahl
einer sehr niedrigen Irrtumswahrscheinlichkeit sind die identifizierten Elemente sehr
sicher auch korrekte Eltern. Es ist unmo¨glich, gute Scha¨tzer fu¨r die Modellparameter
zu lernen, falls der Anfangszustand nur eines Gens beobachtet wird.
Andere Schlu¨sse sind zu ziehen, falls in einem biologischen Experiment zwei An-
fangszusta¨nde gemeinsam bekannt sind. Denn die Inputelemente der meisten Boo-
leschen Funktionen teilen sich in Informationsquellen mit maximal zwei Elementen
auf. Ihr Einfluss auf die regulierten Gene ist unabha¨ngig voneinander bestimmbar
und die Modellstruktur kann rekonstruiert werden. Dafu¨r sind jedoch sehr viele Zu-
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standsu¨bergangsdaten notwendig.
Der große Stichprobenumfang stellt einen Nachteil fu¨r die Anwendung auf biologi-
sche Systeme dar. Es wird angenommen, dass die Zellzusta¨nde wa¨hrend eines Expe-
rimentes Zusta¨nde in Attraktoren sind. Die mittlere Anzahl der Attraktoren in einem
System mit Canalyzing Funktionen und die mittlere Anzahl der Attraktorzusta¨nde
lassen erwarten, dass in realen biologischen Anwendungen nicht der notwendige
Stichprobenumfang zur Verfu¨gung steht. Methoden, die Zellen aus einem Attraktor
in einen anderen zwingen, um die Menge der Ausgangszusta¨nde fu¨r die genetischen
Manipulationen zu vergro¨ßern, fu¨hren zu einer ausreichenden Erho¨hung des Stich-
probenumfangs. Sind genu¨gend Zellen mit diesen Ausgangszusta¨nden verfu¨gbar, da-
mit jede Kombination von zwei Genen auf ihre vier mo¨glichen Expressionszusta¨nde
einmal manipuliert werden kann, enthalten die Zustandsu¨bergangstabellen ausrei-
chend sich unterscheidende Anfangszusta¨nde. Wenn nur ein Gen festlegbar ist, ent-
halten sie genu¨gend unterschiedliche Anfangszusta¨nde, um die wichtigsten regulie-
renden Gene zu finden.
Zusammenfassend ist zu sagen, dass ein gutes Modell fu¨r ein genetisches Netzwerk
aus unvollsta¨ndigen Trainingsdaten nach Definition 1.4 gelernt werden kann, wenn
die Anfangszusta¨nde von zwei Genen gleichzeitig manipuliert werden.
Es ist notwendig, spezifische Eigenschaften des biologischen Systems, das untersucht
werden soll, zu analysieren. Die Integration von Vorwissen kann zu einer wesentli-
chen Verringerung des notwendigen Stichprobenumfangs fu¨hren.
Kapitel 5
Das genetische Netzwerk in
Blutstammzellen
Fu¨r eine aktuelle biologische Fragestellung soll untersucht werden, ob ein Modell fu¨r
das genetische Netzwerk rekonstruierbar ist und Vorwissen unterstu¨tzend wirkt. Zu-
erst werden Annahmen u¨ber das biologische System erla¨utert. Der zweite Abschnitt
erkla¨rt wie Vorwissen u¨ber die strukturellen Beziehungen in den Reverse Engineering
Algorithmus integriert werden kann und stellt die Ergebnisse der Simulationsstudi-
en vor. Im letzten Abschnitt wird auf das dynamische Verhalten des biologischen
Systems eingegangen, falls es mit einem Booleschen Netz modelliert wird.
5.1 Hypothese
Das Genregulationsnetzwerk in multipotenten Blutstammzellen entha¨lt nach Mei-
nung von M. Cross [private Mitteilung] sechs wichtige Gene. Literaturrecherchen von
M. Cross ergaben eine Hypothese fu¨r ihre Abha¨ngigkeiten (Abb. 5.1). Die Kanten
stellen Ergebnisse aus separaten Experimenten von verschiedenen Forschungsgrup-
pen dar. Die gestrichelte Kante von SCL nach PU.1 bedeutet, dass diese Relation
noch nicht analysiert wurde, aber von Wichtigkeit sein ko¨nnte. Projekte, die die
gemeinsame Auswirkung aller Input-Gene auf ein Zielgen untersuchen, wurden bis-
her noch nicht durchgefu¨hrt. Dieses Kapitel soll eine Aussage daru¨ber treffen, ob es
mo¨glich ist, ein Modell fu¨r das genetische Netzwerk in multipotenten Blutstammzel-
len aufzustellen, wenn das Expressionsmuster von einzelnen Zellen gemessen wird.
Die einzelnen Kanten und ihre Qualita¨t der Hypothese wurden von M. Cross be-
wertet, je nachdem ob er den Daten eines Experimentes und den daraus gezogenen
Schlu¨ssen vertraut. Folgende Interpretationen fu¨r den qualitativen und quantitativen
Einfluss ergeben sich fu¨r die Bewertungen:
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Abbildung 5.1: Das Kernnetzwerk mit bewerteten Kanten. Die Bewertungen geben gleicherma-
ßen Auskunft u¨ber die Unsicherheit der Kanten und u¨ber die Art ihrer Wirkung.
1: In Literatur u¨berzeugend gezeigt, aber noch nicht an FDCPmix Zellen
untersucht 1.
2: In Literatur weniger u¨berzeugend gezeigt, aber diese Beziehung liegt
nahe.
3: In Literatur nicht u¨berzeugend gezeigt.
4: Qualitative Analysen wurden noch nicht durchgefu¨hrt, wa¨ren aber sinn-
voll. Quantitative Beziehung ist nicht bekannt.
Fu¨r Computersimulationen, aus denen Aussagen u¨ber das reale System hergeleitet
werden ko¨nnen, werden Boolesche Netze erzeugt, die dieser Hypothese a¨hneln.
Definition 5.1 Boolesche Netze sind a¨hnlich zu der Hypothese in Abb. 5.1, wenn
eine Kante mit einer Wahrscheinlichkeit, die von ihrer Bewertung abha¨ngt, in den
Graphen eines Booleschen Netzes hinzugefu¨gt wird. Kanten mit Bewertung 1 treten
sehr wahrscheinlich im realen System auf und sind in 90% der Netze enthalten.
Weniger sicher ist man sich u¨ber Kanten mit Bewertung 2. Sie kommen in den
Modellen mit einer Wahrscheinlichkeit von 66% vor. U¨ber alle anderen Kanten ist
kein genaueres Wissen vorhanden und sie werden zu 50% erzeugt. Die Qualita¨t der
Relationen ergibt sich ebenfalls aus der Hypothese. Ist die Qualita¨t einer Kante mit −
bezeichnet, ist das regulierende Gen ein Repressor. Ein + kennzeichnet aktivierende
Eigenschaften.
1FDCPmix Zellen sollen aber fu¨r die Expressionsanalyse auf Basis von Einzelzellen verwendet
werden.
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k Anz. Regeln in Hypothese Schnittmenge mit kbio Schnittmenge mit k1
1 2 100% 100%
2 4 100% 100%
3 8 100% 100%
4 15 100% 100%
Tabelle 5.1: Analyse der Regeln, die in der Hypothese auftreten fu¨r k = 1 bis k = 4.
Boolesche Netze nach dieser Definition generieren ku¨nstliche Trainingsdaten, aus
denen ein Dynamisch Bayessches Netz rekonstruiert wird.
Da u¨ber den kombinatorischen Einfluss der regulierenden Gene nichts weiteres be-
kannt ist, motivieren ihn folgende Aussagen:
◦ Repressoren wirken in den meisten biologischen Systemen dominant [31]
und stehen deshalb mit jedem anderen regulierenden Gen in einer AND
Relation. Dies stellt sicher, das das Zielgen immer inaktiv ist, sobald ein
Repressor einwirkt.
◦ Aktivatoren wirken entweder synergistisch [31] oder kompetetiv [M.
Cross, private Mitteilung]. Ihre Relation zueinander wird deshalb zufa¨llig
zwischen AND und OR ausgewa¨hlt.
Die resultierenden Booleschen Funktionen sind eine Teilmenge der Canalyzing Funk-
tionen. Dies ergab eine Analyse des Modellraumes, bei der 10.000 in-silico Zellen ge-
neriert wurden (Tab. 5.1). Nach diesen Booleschen Funktionen zu urteilen, ko¨nnen
die Eltern fu¨r alle Relationen mit bis zu vier regulierenden Genen korrekt identifiziert
werden, auch wenn die Anfangszusta¨nde nicht gemeinsam bekannt sind. Wieviel Zu-
standsu¨bergangspaare notwendig sind, wird im folgenden Abschnitt ohne und mit
der Integration von Vorwissen u¨ber die Topologie bestimmt. Fu¨r fu¨nf regulierende
Gene sind aufgrund der hohen Anzahl von mo¨glichen Booleschen Funktionen kei-
ne theoretischen Analysen mo¨glich und es kann sich nur auf Simulationen bezogen
werden.
5.2 Reverse Engineering
Die Bewertungen in Abbildung 5.1 repra¨sentieren Vorwissen u¨ber die strukturellen
und quantitativen Zusammenha¨nge in dem Genregulationsnetzwerk von multipo-
tenten ha¨matopoetischen Stammzellen. In diesem Abschnitt wird untersucht, ob die
Integration der qualitativen Hypothesen in den Reverse Engineering Algorithmus,
zu einer Verringerung der notwendigen Trainingsvektoren fu¨hrt. Neben der Struktur
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sollen die Parameter gescha¨tzt werden, um das wahrscheinlichste Modell, gegeben
der Daten, zu erhalten.
Das partielle Lernen einer Struktur erfordert einen χ2-Unabha¨ngigkeitstest fu¨r jede
Kombination von bekannten Inputelementen mit jedem Outputelement. Eine andere
Methode, Likelihood Ratios, bewertet Beobachtungen als Evidenz fu¨r oder gegen die
Hypothese H1, dass zwei Zufallsvariablen abha¨ngig sind, gegenu¨ber der Hypothese
H0, dass sie unabha¨ngig sind:
H0 : pij = pi ∗ pj.
Die Likelihood Ratio oder der Bayes Faktor fu¨r ein Outputelement Xi und die
aktuellen Kandidaten fu¨r seine Eltern Pa(Xi) ist [34]:
LR =
P (D|H0)
P (D|H1) =
∏ri
ki=1
P (Xi = ki) ∗∏qiji=1 P (Pa(Xi) = ji)∏
kiji P (Xi = ki,Pa(Xi) = ji)
, (5.1)
denn die Wahrscheinlichkeiten fu¨r das Auftreten der Hypothesen sind jeweils mit
Multinomialverteilungen unter den jeweiligen Annahmen beschreibbar2. Die Multi-
nomialkoeffizienten ku¨rzen sich heraus.
Sind die Beobachtungen unter Annahme von H1 wahrscheinlicher als unter Annah-
me von H0, dann ist dies eine Evidenz fu¨r H1 gegenu¨ber H0. Die Likelihood Ratio
spiegelt die Sta¨rke dieser Evidenz wieder. Sie ergibt sich daraus, um wie vieles gro¨ßer
die Wahrscheinlichkeit der Beobachtungen unter Annahme von H1 ist.
Vorwissen u¨ber die Modellstruktur la¨ßt sich mit dieser Strategie in den Reverse
Engineering Algorithmus integrieren. Denn Vermutungen ko¨nnen als zusa¨tzlich ge-
sehene Beobachtungen verstanden werden und definieren prior-Verteilungen fu¨r die
beiden Hypothesen. Die prior-Verteilungen P (H) werden anhand der eigentlichen
Beobachtungen aktualisiert und das Ergebnis sind posterior-Verteilungen P (H|D):
Definition 5.2 (Theorem von Bayes) P (H|D) = P (D|H)P (H)
P (D)
Ihr Unterschied ist wiederum als Likelihood Ratio darstellbar:
LR =
P (H0|D)
P (H1|D) =
P (D|H0)
P (D|H1) ∗
P (H0)
P (H1)
. (5.2)
Die Wahrscheinlichkeiten P (D) ku¨rzen sich heraus.
Auf Basis der posterior-Wahrscheinlichkeiten kann eine Entscheidung fu¨r eine der
beiden Hypothesen getroffen werden. Eine Likelihood Ratio kleiner als 1, wird als
2In dieser Arbeit handelt es sich um Binomialverteilungen, da eine Zufallsvariable Xi nur zwei
Zusta¨nde annimmt.
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Evidenz fu¨r H1 gegenu¨ber H0 bewertet. Denn je wahrscheinlicher die Hypothese H1
gegenu¨ber H0 ist, desto kleiner wird die Likelihood Ratio. Ist die Likelihood Ratio
kleiner als 1
r
, ist H1 r-mal wahrscheinlicher als H0. Ist sie dagegen gro¨ßer als 1,
entspricht das einer Evidenz fu¨r H0 gegenu¨ber H1. Eine Likelihood Ratio gro¨ßer als
r (r > 1) besagt, dass H0 r-mal wahrscheinlicher als H1 ist. Damit sich fu¨r oder
gegen eine Hypothese entschieden werden kann, muss ein Wert fu¨r r festgelegt oder
ein statistischer Test gemacht werden. Nach [34] gilt:
−2 ∗ lnLR ∼ χ2ri−1,qi−1;1−α (5.3)
Je kleiner die Likelihood Ratio ist, desto gro¨ßer wird −2 ∗ lnLR. Auf Basis der
tabellierten Signifikanzschranken fu¨r die χ2-Verteilung kann die Hypothese H0, dass
Xi unabha¨ngig von Pa(Xi) ist, getestet werden. Außerdem wird in [34] gezeigt, dass:
−2 ∗ lnLR(X,Pa(Xi)) = ln 4 ∗M ∗MI(Xi,Pa(Xi)). (5.4)
Deshalb ist die Verwendung von Likelihood Ratios, um Vorwissen einzubinden, ana-
log zu dem Vorgehen fu¨r das partielle Lernen der Struktur ohne Vorwissen.
Likelihood Ratios sind ein Ansatz, der in statistischen Likelihood Methoden verwen-
det wird. Durch die Festlegung von r erfolgt die Entscheidung fu¨r eine Hypothese
gegenu¨ber einer zweiten Hypothese. Indem die Entscheidung mit einem statisti-
schen Signifikanztest getroffen wird, u¨berfu¨hrt man den Likelihood Ratio Ansatz in
die Frequentistische Statistik3.
Aus den Bewertungen der Kanten in Abbildung 5.1 ergeben sich folgende prior-
Verteilungen fu¨r H0 und H1:
◦ 1: P (H0) = 0.1, P (H1) = 0.9
◦ 2: P (H0) = 0.34, P (H1) = 0.66
◦ 3,4: P (H0) = 0.5, P (H1) = 0.5
Wenn die Mo¨glichkeit besteht, die Anfangszusta¨nde von zwei Genen gemeinsam zu
messen, ist es auch bei dieser Strategie notwendig zu bestimmen, ob die beobachtete
Informationsu¨bertragung von beiden Kandidaten oder eigentlich nur von einem aus-
geht. Fu¨r jede Teilmenge PaT (Xi) von Pa(Xi) muss wieder getestet werden, ob die
Abha¨ngigkeit zwischen Pa(Xi) und Xi signifikant gro¨ßer ist, als die Abha¨ngigkeit
3Im allgemeinen ist es u¨blich, zwischen zwei Hypothesen anhand eines Signifikanztests zu ent-
scheiden. Die Wahrscheinlichkeiten einen Fehler 1. Art oder einen Fehler 2. Art zu machen, lassen
sich u¨ber die Wahl der Irrtumswahrscheinlichkeit α und des Stichprobenumfangs kontrollieren.
Likelihood Ratios sind zu bevorzugen, falls die Evidenz einer Hypothese gegenu¨ber einer zweiten
Hypothese bewertet werden soll.
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Abbildung 5.2: Wahrscheinlichkeiten, die Input-Gene fu¨r GATA−1, GATA−2, PU.1 und SCL
falsch zu bestimmen, falls Vorwissen beru¨cksichtigt wird. Wenn zwei Anfangszusta¨nde bekannt
sind, treten geringfu¨gig mehr falsch positive Input-Gene auf (vgl. Tab. 5.2).
zwischen PaT (Xi) und Xi. PaT (Xi) entha¨lt einen Kandidaten weniger als Pa(Xi).
Wegen der Beziehungen 4.12 und 5.4 kann die Nullhypothese
H0 : −2 ∗ ln(LR(Xi,Pa(Xi))− LR(Xi,PaT (Xi))) = 0 (5.5)
unter der χ2-Verteilung getestet werden. Die Freiheitsgrade sind
df(Xi,Pa(Xi))− df(Xi,PaT (Xi)).
Mit dieser Methode la¨ßt sich feststellen, ob das Element, welches nicht in PaT (Xi)
enthalten ist, ein Elternelement von Xi ist. Die Likelihood Ratios sind, wie oben,
die Quotienten der posterior-Wahrscheinlichkeiten. Die prior-Wahrscheinlichkeiten
fu¨r eine mehrelementige Menge Pa(Xi) richtet sich nach dem Inputelement, dessen
Kante eine ho¨here Bewertung hat. Denn es definiert die Erwartung des Beobachters,
dass diese Menge Inputelemente entha¨lt.
Somit ergibt sich ein Reverse Engineering Algorithmus, der strukturelles Vorwissen
beru¨cksichtigt. Die Prozedur LEARN STRUCTURE PARTLY vera¨ndert sich wie
folgt:
FOR EACH output element o
IF −2 ∗ lnLR(Paj , o) > χ2(qi−1)∗(ri−1);1−α AND no. elements in Paj = 1
parents[o] ← Paj
IF −2 ∗ lnLR(Paj , o) > χ2(qi−1)∗(ri−1);1−α AND no. elements in Paj > 1
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FOR EACH element X in Paj
PajT = Paj \X
IF −2 ∗ ln(LR(Paj , o)− LR(PajT , o)) > χ2df−dfT ;1−αT
parents[o] ← X
ELSE
RETURN /*Other subsets has been checked already*/
RETURN G
Fu¨r alle Simulationsstudien in diesem Abschnitt wurden 300 Boolesche Netze zufa¨llig
erzeugt, die a¨hnlich zu der Hypothese in Abbildung 5.1 waren (vgl. Def. 5.1). Die
Irrtumswahrscheinlichkeiten betrugen jeweils α = 0.001 und αT = 0.0001. Die nied-
rige Wahl der Irrtumswahrscheinlichkeiten la¨ßt sich damit begru¨nden, dass die in
das Modell aufgenommenen Eltern mit einer hohen Wahrscheinlichkeit einen realen
Einfluß auf das Outputelement haben sollen. Fu¨r die Nullhypothese (5.5) fiel die
Wahl auf eine noch kleinere Irrtumswahrscheinlichkeit, denn ein Inputelement tritt
in mehreren Mengen Pa(Xi) auf und wird dadurch mehrmals auf Unabha¨ngigkeit
mit dem gleichen Outputelement getestet (vgl. Abschnitt 4.4). Die Trainingsdaten
wurden wie in Abschnitt 4.7 gesto¨rt. Außerdem musste die Bedingung, dass alle
M Zellen eines Experimentes keine redundanten globalen Anfangszusta¨nde haben,
nicht mehr erfu¨llt sein. Dadurch entsprechen die simulierten Trainingsdaten sehr gut
realen Trainingsdaten. Redundanz in den globalen Anfangszusta¨nden bewirkt jedoch
bei gleichem Stichprobenumfang M einen geringen Informationsverlust. Es ist we-
niger Information in den M Anfangszusta¨nden enthalten, als unter der Bedingung,
dass keine redundanten Zusta¨nde gegeben sind. Denn das mehrmalige Auftreten des
gleichen Zustandsu¨bergangs resultiert in keiner neuen Information. Der Informati-
onsverlust ist minimal, da jeder globale Anfangszustand mit gleicher Wahrschein-
lichkeit gezogen wird und daher die Entropie der Grundmenge fu¨r ein Inputelement
maximal bleibt.
Vorwissen kann dazu fu¨hren, dass schon bei wenigen Zustandsu¨bergangsdaten die
Korrelation zwischen einem Element Xi und seinen Eltern Pa(Xi) korrekt erkannt
wird. Nimmt man aber fa¨lschlicherweise eine Abha¨ngigkeit an, werden sehr viele Da-
ten beno¨tigt, um diese Hypothese zu relativieren. Im Mittel ko¨nnen sich daher die
Wirkungen aufheben und geringfu¨gig mehr falsch positive Eltern beobachtet werden.
Wie gut der Reverse Engineering Algorithmus im Schnitt die Eltern korrekt identifi-
ziert, wenn die Anfangszusta¨nde nicht gemeinsam bekannt sind, zeigt Abbildung 5.3.
Die Beru¨cksichtigung von Vorwissen bringt ein etwas besseres Ergebnis, aber keine
wesentliche Verringerung des Stichprobenumfangs. Ein anderes Ergebnis liefern Si-
mulationsstudien, wenn zwei Anfangszusta¨nde beobachtet werden (Abbildung 5.4).
Qualitatives Vorwissen bewirkt in diesem Fall eine umfangreiche Verringerung der
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Abbildung 5.3: Reverse Engineering mit und ohne Vorwissen (l = 1). Die Konvergenzwerte fu¨r
kbio = 1 bis kbio = 4 ergeben sich aus Fehlern des χ2-Unabha¨ngigkeitstests. Die Inputelemente
fu¨r kbio = 5 sind dagegen nicht immer korrekt identifizierbar. Der kleinste erkennbare Fehler fu¨r
PInput(kbio) ist 11800 . Er tritt ein, falls in allen 300 Booleschen Netze alle Elemente die gleiche
Anzahl kbio von Eltern haben. Fu¨r einige Stichproben wurden alle Inputelemente fu¨r alle kbio-
Regeln korrekt gefunden.
Abbildung 5.4: Reverse Engineering mit und ohne Vorwissen (l = 2). Die Konvergenzwerte fu¨r
kbio = 1 bis kbio = 4 ergeben sich aus Fehlern des χ2-Unabha¨ngigkeitstests. Die Inputelemente
fu¨r kbio = 5 sind dagegen nicht immer korrekt identifizierbar, falls kein Vorwissen vorhanden ist.
Der kleinste erkennbare Fehler fu¨r PInput(kbio) ist 11800 . Er tritt ein, falls in allen 300 Booleschen
Netze alle Elemente die gleiche Anzahl kbio von Eltern haben. Fu¨r einige Stichproben wurden alle
Inputelemente fu¨r alle kbio-Regeln korrekt gefunden.
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l=1 l=2
k Pidentified(k) Ppositive(k) Pidentified(k) Ppositive(k)
1 ≈ 100% ≈ 99% ≈ 100% ≈ 98%
2 ≈ 100% ≈ 99% ≈ 100% ≈ 98%
3 ≈ 100% ≈ 99% ≈ 100% ≈ 99%
4 ≈ 100% ≈ 99% ≈ 100% ≈ 99%
5 ≈ 90% ≈ 100% ≈ 99% ≈ 99%
Tabelle 5.2: Pidentified(k) und Ppositive(k), falls Vorwissen beru¨cksichtigt wurde. Die angegebenen
Werte wurden bei einem entsprechend großen M erhalten.
notwendigen Trainingsdaten. Zudem werden nun auch die Inputelemente fu¨r Boo-
lesche Funktionen mit k = 5 richtig identifiziert. Die prior-Wahrscheinlichkeiten,
sind als zusa¨tzliche Beobachtungen fu¨r die jeweiligen Hypothesen zu verstehen. Aus
den Simulationsstudien la¨ßt sich schließen, dass ihre Wirkung bei einem bekannten
Anfangszustand viel geringer als bei zwei bekannten Anfangszusta¨nden ausfa¨llt. Au-
ßerdem ist zu beobachten, dass Experimente mit zwei bekannten Anfangszusta¨nden
gegenu¨ber Experimenten mit einem bekannten Anfangszustand kein besseres Ergeb-
nis liefern, falls kein Vorwissen vorhanden ist. Der Gewinn an Information, den man
durch die Kenntnis von zwei Anfangszusta¨nden gegenu¨ber der Kenntnis eines An-
fangszustandes erha¨lt, ist bei den Booleschen Funktionen der Hypothese nicht sehr
groß. Die Kombination mit Vorwissen bringt jedoch eine wesentliche Verbesserung.
Abbildung 5.2 entha¨lt den Verlauf der Wahrscheinlichkeiten, die regulierenden Gene
fu¨r GATA − 1, GATA − 2, SCL und PU.1 falsch zu bestimmen, wenn Vorwissen
beru¨cksichtigt wird. Fu¨r GATA − 1 und GATA − 2 gibt es nach Abbildung 5.1
maximal nur drei Input-Gene. Daher werden ihre Eltern schon bei wenigen Trai-
ningsdaten korrekt gefunden. PU.1 und SCL ko¨nnen dagegen fu¨nf Input-Gene ha-
ben. Folglich werden ihre regulierenden Gene im Mittel erst bei einem viel gro¨ßeren
Stichprobenumfang identifiziert.
Das eigentliche Ziel war nicht die Identifizierung der originalen Struktur, sondern
des wahrscheinlichsten Modells gegeben der Daten. Unter Umsta¨nden kann schon
eine schlechtere Struktur mit guten Scha¨tzungen fu¨r die Parameter die Daten D
sehr gut erkla¨ren. Der Hamming-Abstand definiert den Unterschied zwischen der
gelernten und der originalen Modellstruktur.
Definition 5.3 (Hamming-Abstand) Der Hamming-Abstand gibt an, in wie vie-
len Kanten sich die originale und die gelernte Modellstruktur unterscheiden. Ein
Hamming-Abstand von 1 besagt, dass die gelernte Struktur entweder eine Kante
mehr oder weniger als die originale Struktur besitzt.
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Abbildung 5.5: Reverse Engineering mit Vorwissen. Es sind die Hamming-Absta¨nde fu¨r l = 1
und l = 2 zu sehen.
Abbildung 5.5 zeigt die 95% Konfidenzintervalle fu¨r die Mittelwerte der Hamming-
Absta¨nde, als Vorwissen beru¨cksichtigt wurde. Zu erkennen ist, dass der Unterschied
in der Struktur schon bei M = 500 jeweils nur zwei bis drei Kanten, fu¨r l = 1, und
ein bis zwei Kanten, fu¨r l = 2, entspricht. Dieser Unterschied ist durch einige falsch
positive Eltern fu¨r Boolesche Regeln bis zu vier Inputelemente und durch nicht
identifizierbare Eltern fu¨r fu¨nf Inputelemente erkla¨rt (s. Tabelle 5.2). Bei einem
realistischen Stichprobenumfang entha¨lt die gelernte Struktur schon sehr genau die
korrekten Abha¨ngigkeiten, wenn l = 2.
Abbildung 5.6 zeigt die relative Entropie, falls fu¨r die gelernte Struktur die Pa-
rameter anhand von EM gescha¨tzt wurden. Wenn fu¨r ein Element keine Eltern
identifizierbar waren, bedeutet dies, dass seine Inputelemente nicht unter den be-
kannten Elementen sind und es daher bisher unbekannte Inputelemente gibt. Damit
die Parameter fu¨r das DBN gescha¨tzt werden ko¨nnen, mu¨ssen sie durch eine Hidden
Variable in der U¨bergangsstruktur modelliert werden. Die Hidden Variable tritt in
beiden Zeitscheiben auf, hat sich selbst als Inputelement und ihre Zuweisungen sind
zu keinem Zeitpunkt bekannt.
Die relative Entropie erreicht ihren Konvergenzwert bei einem Stichprobenumfang
von 500 Zustandsu¨berga¨ngen. Wenn zwei Gene manipulierbar sind, unterscheidet
sich die gelernte Struktur ab dieser Stichprobengro¨ße in ein bis zwei Kanten mit
der originalen Struktur (vgl. Ab.. 5.4). Diese Strukturen und ihre gescha¨tzten Pa-
rameter beschreiben die Abha¨ngigkeiten in der Doma¨ne gut. Bei einer Erho¨hung
des Stichprobenumfangs werden bessere Modellstrukturen gelernt, aber die gelern-
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Abbildung 5.6: Reverse Engineering mit Vorwissen und Lernen der Parameter mit EM. Es ist die
mittlere relative Entropie von 150 Netzen abgebildet. Die Modellstruktur wurde mit Vorwissen und
partiellem Lernen der Struktur rekonstruiert. Danach wurde auf Basis der gelernten Struktur ver-
sucht, optimale Parameter mit EM zu lernen (vgl. Abschnitt 4.5). Die Zustandsu¨bergangstabellen
fu¨r das Lernen der Struktur ergaben sich aus den Kombinationen von manipulierbaren Inputele-
menten (vgl. Tab. 4.3). Aus jeder dieser Kombinationen wurden jeweils soviel Zustandsu¨bergangs-
paare ausgewa¨hlt, so dass sich eine Zustandsu¨bergangstabelle mitM Trainingsvektoren ergab (vgl.
Tab. 4.2). Die relative Entropie wurde mit 1000 neuen Trainingsvektoren, die vom dem originalen
Modell erzeugt wurden, berechnet.
ten Scha¨tzer fu¨r die Parameter fu¨hren zu keiner besseren Erkla¨rung der originalen
Daten. Deshalb wird das bestmo¨gliche Modell, was aus Trainingsdaten nach Defi-
nition 1.4 rekonstruiert werden kann, wenn zwei Gene gemeinsam festlegbar sind,
schon bei M = 500 erhalten.
Wenn nur ein Gen manipulierbar ist, sind die originalen Daten nicht so gut erkla¨rbar,
denn die gelernte Modellstruktur unterscheidet sich sta¨rker von der originalen Struk-
tur. Außerdem ist es besonders schwierig Parameter zu scha¨tzen, wenn nur ein Gen
manipuliert wird (vgl. Abschnitt 4.5).
5.3 Dynamik
Es wird angenommen, dass sich die Zellen zum Zeitpunkt der genetischen Mani-
pulation in einem Attraktor befinden. Aussagen u¨ber die zu erwartende Anzahl
der Attraktoren, Attraktorzusta¨nde und durch 1-Bit Sto¨rungen zu erreichende At-
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Abbildung 5.7: Anzahl der Zusta¨nde in einem Attraktor bei Booleschen Netzen, die a¨hnlich (vgl.
Def. 5.1) zu der Hypothese sind.
traktoren, sind wichtig, um eine erfolgreiche Anwendung eines Reverse Engineering
Algorithmus abzuscha¨tzen.
Es wurden 1000 Boolesche Netze zufa¨llig erzeugt, die a¨hnliche Strukturen und Re-
geln zu der Hypothese in Abbildung 5.1 hatten. Zuerst wurden fu¨r jedes Boolesche
Netz alle Attraktoren und die Anzahl der Attraktorzusta¨nde ermittelt (Abb. 5.7).
Demnach konvergieren die Zellzusta¨nde vorwiegend in Punktattraktoren. Es treten
auch einige zyklische Attraktoren auf (ca. 20%). Sie besitzen meist zwei Zusta¨nde
und nur in seltenen Fa¨llen drei. Diese Tatsache motiviert eine vollsta¨ndige Expres-
sionsanalyse der Zellpopulation, die Auskunft u¨ber die Verteilung der Expressions-
zusta¨nde eines jeden Gens liefert. Es ist sehr wahrscheinlich, dass sich die Zellen in
einem Punktattraktor befanden und somit auch die Zusta¨nde der Gene bekannt sind,
die wa¨hrend eines Experimentes nicht manipuliert werden. Befinden sich die Zellen
dagegen in einem zyklischen Attraktor, ko¨nnen wegen der wenigen Zusta¨nde im At-
traktor, ein Großteil der Gene einen fixen Expressionszustand haben. Die geringe
Anzahl an Attraktorzusta¨nden hat den Vorteil, dass zum Zeitpunkt der genetischen
Manipulation der Expressionszustand vieler Gene bekannt sein kann aber auch den
Nachteil, dass die Zustandsu¨bergangstabelle nur sehr wenige unterschiedliche Stich-
proben entha¨lt. Denn durch die fixen Expressionszusta¨nde verringern sich die kombi-
natorischen Mo¨glichkeiten fu¨r verschiedene Zellzusta¨nde. Aber nur unterschiedliche
Zustandsu¨bergangspaare enthalten die Information, die fu¨r die Identifizierung der
Modellstruktur notwendig ist. Die Zellen mu¨ssen folglich durch gezielte Sto¨rungen in
weitere Attraktoren ihres Genregulationsnetzwerkes u¨berfu¨hrt werden. Die Analy-
sen in Kapitel 4.6 zeigten, dass durch 1-Bit Sto¨rungen fast die gesamten Attraktoren
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Mittelwert Median 25% Perzentil 75% Perzentil
Attraktoren in AS 11.7 11 8 16
Attraktorzusta¨nde in AS 13.9 14 10 18
Tabelle 5.3: Auswertung der Attraktoren, die von einem Attraktor ausgehend, durch eine Sequenz
von Sto¨rungen erreicht wurden. Sie bilden die Menge AS (vgl. Def. 4.8) und es interessiert die
Anzahl der Attraktoren in dieser Menge. Sie sind das Ergebnis von numerischen Analysen. Es
wurden 1000 Netze simuliert.
eines Systems erreicht werden.
Die gleichen Analysen wurden fu¨r Boolesche Netze durchgefu¨hrt, die das vermutete
Genregulationsnetzwerk in multipotenten ha¨matopoetischen Stammzellen model-
lieren. Aus ihnen geht hervor, dass es u¨berdurchschnittlich viele Attraktoren mit
einigen wenigen Attraktorzusta¨nden in diesen Netzen gibt. Nach [24] wu¨rde man
nur
√
N =
√
6 ≈ 2.4 Attraktoren erwarten. Dieses besondere dynamische Verhalten
hat den Vorteil, dass u¨berdurchschnittlich viele verschiedene Zellzusta¨nde fu¨r die
biologischen Experimente verfu¨gbar sind (vgl. Abschnitt 4.6).
Ein Experiment beinhaltet die Manipulation des Genexpressionszustandes von l
Genen, um den globalen Anfangszustand teilweise festzulegen und die vollsta¨ndige
Charakterisierung des globalen Folgezustandes. Wenn der Zustand nur eines Ele-
mentes manipuliert wird und jedes Bit jedes Zellzustandes in AS einmal auf 0 und
einmal auf 1 gesetzt wird, ko¨nnen im Mittel 44 unterschiedliche Zellzusta¨nde erzeugt
werden. Fu¨r reale Anwendungen erfordert dies mehrere Zellpopulationen, deren Zel-
len Expressionszusta¨nde aus AS besitzen. Damit sind nur 69% der 26 mo¨glichen
Zellzusta¨nde fu¨r den Reverse Engineering Algorithmus verfu¨gbar. Die Simulations-
studien ergaben bei ca. 500 Zustandsu¨berga¨ngen das wahrscheinlichste Modell, wel-
ches aus Trainingsdaten nach Definition 1.4 lernbar ist. Die initialen Zellzusta¨nde
wurden gleichwahrscheinlich aus allen mo¨glichen globalen Zusta¨nden gezogen. Bei
500 Ziehungen kommen alle 64 Zellzusta¨nde zu 98% mindestens einmal vor4. Dies
la¨ßt vermuten, dass 44 unterschiedliche globale Anfangszusta¨nde zu wenig sind. Falls
dagegen der Zustand von zwei Elementen gleichzeitig festlegbar ist, werden im Mittel
60 verschiedene Zellzusta¨nde erreicht und ein Großteil der mo¨glichen globalen An-
fangszusta¨nde sind fu¨r den Reverse Engineering Algorithmus verfu¨gbar. Das ergibt
sich aus den gro¨ßeren kombinatorischen Mo¨glichkeiten, Manipulationen anzuwenden.
Demzufolge besteht die Mo¨glichkeit, ein gutes Modell fu¨r das Genregulationsnetz-
werk von multipotenten Blutstammzellen zu lernen, wenn zwei Gene gleichzeitig
manipuliert werden.
4Dies ergibt sich aus der Wahrscheinlichkeit P (z), jeder Zellzustand wird mindestens einmal
aus der Population nach z Ziehungen gezogen, die in Abschnitt 4.6 eingefu¨hrt wurde.
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l Mittelwert Median 25% Perzentil 75% Perzentil
1 43.9 47 36 52
2 60.4 64 58 64
Tabelle 5.4: Anzahl der unterschiedlichen Anfangszusta¨nde, die durch Manipulationen der
Zusta¨nde in AS (vgl. Def. 4.8) erreicht wurden. Sie sind das Ergebnis von numerischen Analy-
sen. Der Mittelwert und die Perzentile sind aufgefu¨hrt. Es wurden insgesamt 1000 Boolesche Netze
betrachtet.
5.4 Zusammenfassung
Die Analyse eines konkreten biologischen Systems ergab, dass qualitatives Vorwis-
sen den notwendigen Stichprobenumfang verringert. Das Vorwissen kann man aus
Literaturrecherchen erhalten, indem Ergebnisse von unabha¨ngigen Experimenten
zusammengetragen werden.
Das wahrscheinlichste Modell, welches aus Trainingsdaten nach Definition 1.4 gelernt
werden kann, wurde schon bei einem Stichprobenumfang von 500 Zustandsu¨ber-
gangspaaren erhalten. Dies gilt jeweils fu¨r l = 1 und l = 2.
Es ist mo¨glich, durch Sto¨rungen eine Anzahl von sich unterscheidenden globalen
Anfangszusta¨nden zu erhalten, die der Anforderung des Reverse Engineering Algo-
rithmus genu¨gt. Voraussetzung dafu¨r ist jedoch, dass der Zustand von zwei Genen
gemeinsam und gezielt festlegbar ist.
Fu¨r das Genregulationsnetzwerk in multipotenten Blutstammzellen ist ein gutes
Modell lernbar, wenn von mindestens zwei Genen die Anfangszusta¨nde gemeinsam
festgelegt werden ko¨nnen.
Kapitel 6
Diskussion
6.1 Zusammenfassung der Ergebnisse
Das Ziel dieser Arbeit war es, eine Reverse Engineering Strategie zu entwickeln, die
aus unvollsta¨ndigen Genexpressionsdaten nach Def. 1.4 ein Modell fu¨r ein genetisches
Netzwerk rekonstruiert. Diese Art von Genexpressionsdaten resultieren aus Expres-
sionsanalysen einzelner Zellen. Die theoretischen Untersuchungen in dieser Arbeit
erfolgten mit ku¨nstlich erzeugten Trainingsdaten, indem genetische Netzwerke durch
Boolesche Netze modelliert wurden. Das gelernte Modell sollte das wahrscheinlichste
Dynamische Bayessche Netz gegeben der Daten sein. Es wurden drei verschiedene
Methoden analysiert.
Die erste Strategie, REVEAL, lernt Boolesche Netze und hat keinen Ansatz fu¨r
fehlende Beobachtungen. Die Inputelemente und die Booleschen Regeln fu¨r Elemen-
te, deren Anzahl an Eltern kleiner oder gleich der manipulierbaren Anfangszusta¨nde
ist, ko¨nnen korrekt rekonstruiert werden. Dafu¨r sind mehrere Experimente notwen-
dig, die sich jeweils in den manipulierten Anfangszusta¨nden unterscheiden. Denn
sobald in mindestens einem Experiment alle regulierenden Gene eines Gens mani-
puliert werden ko¨nnen, la¨ßt sich ihr gemeinsamer Einfluss bestimmen. REVEAL
erkennt die Inputelemente nur, falls ihre Mutual Information mit dem Outputele-
ment maximal wird, also gleich der Entropie des Outputelementes ist. Es werden
entweder alle Eltern fu¨r ein Outputelement oder die leere Menge zuru¨ckgegeben. Die
Identifizierung von Teilmengen ist nicht mo¨glich. Unter Umsta¨nden erkla¨ren auch
schon weniger Inputelemente den Zustand des Outputelementes fast vollsta¨ndig. Ihre
Identifizierung wa¨re ein großer Erkenntnisgewinn. Außerdem haben gesto¨rte Daten
keine maximale Mutual Information. Deshalb ist REVEAL in seiner originalen Kon-
figuration fu¨r reale Anwendungen ungeeignet.
Eine zweite Strategie, Strukturelle Erwartungswert Maximierung, basiert auf
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allgemeineren Prinzipien. Das wahrscheinlichste Modell, gegeben der Daten, wird
durch lokale Struktura¨nderungen ausgehend von einem initialen Modell, gelernt. Fu¨r
die Verarbeitung von fehlenden Beobachtungen existieren gut fundierte Ansa¨tze. Es
wurde festgestellt, dass der Umfang an fehlenden Daten zu groß ist und es daher
unmo¨glich ist, das korrekte Modell mit hinreichend hoher Wahrscheinlichkeit zu
rekonstruieren. Beobachtungen fu¨r Kombinationen, die mehr Elemente enthalten, als
in einem Experiment manipulierbar sind, werden in der Zustandsu¨bergangstabelle
nicht gesehen. Die Wahrscheinlichkeit fu¨r ihr Auftreten la¨ßt sich demzufolge nicht
korrekt bestimmen.
Die dritte Strategie, partielles Lernen der Struktur, umgeht aus diesem Grunde,
die fehlenden Daten. Jedes Experiment wird unabha¨ngig von den anderen Experi-
menten analysiert. Die Vereinigung der getrennt voneinander identifizierten regu-
lierenden Gene bilden die Eltern fu¨r ein Zielgen. Mit dieser Methode werden aber
nur die Gene identifiziert, deren Einfluss unabha¨ngig von den anderen regulierenden
Genen groß genug ist.
Die Analysen ergaben, dass die Manipulation eines einzelnen Gens nicht ausreicht.
Die Inputelemente einer Booleschen Funktion u¨bertragen ungleichma¨ßig Informa-
tion auf den Output. Nicht alle Funktionen besitzen Inputelemente, deren Infor-
mationsu¨bertragung unabha¨ngig von den restlichen signifikant ist. Aber nur solche
Inputelemente werden mit dieser Strategie erkannt. Bei einem Großteil der Boole-
schen Funktionen mit k ≤ 4 u¨bertragen maximal zwei Inputelemente signifikante
Information auf den Output. Wenn die Anfangszusta¨nde von mindestens zwei Ge-
nen gleichzeitig manipulierbar sind, kann ein gutes Modell rekonstruiert werden. Ist
dagegen nur der Anfangszustand von einem Gen festlegbar, werden mit einer hohen
Wahrscheinlichkeit die Inputelemente mit gro¨ßtem Einfluss identifiziert.
Ist eine gute Modellstruktur verfu¨gbar, werden anhand der Methode Erwartungswert
Maximierung die Modellparameter gescha¨tzt. Wenn die Anfangszusta¨nde zweier Ge-
ne festlegbar sind, lassen sich gute Parameter lernen.
Simulationsstudien gaben Aufschluß u¨ber die beno¨tigte Menge an Trainingsdaten.
Da die Inputelemente nur in getrennten Informationsquellen untersucht werden
ko¨nnen, ist ein sehr hoher Stichprobenumfang notwendig, um Korrelationen zu er-
kennen. Es wird davon ausgegangen, dass sich die Zellen zum Zeitpunkt der Ma-
nipulation in Attraktoren aufhalten. Die Zellen nehmen daher nur einen Bruchteil
der mo¨glichen Expressionszusta¨nde an. Aber nur sich voneinander unterscheidende
Zustandsu¨bergangspaare liefern Erkenntnisse u¨ber die Korrelationen. Indem die in-
silico Zellen in verschiedene Attraktoren gezwungen wurden, wurde nachgewiesen,
dass die Anzahl an verschiedenen Attraktorzusta¨nden ausreichend erho¨ht werden
kann. Sie fungieren als Ausgangszusta¨nde fu¨r die gezielten Manipulationen. Stehen
genu¨gend Zellen mit diesen Ausgangszusta¨nden zur Verfu¨gung, so dass jede Kombi-
nation mit zwei Genen einmal auf ihre vier mo¨glichen Expressionszusta¨nde festgelegt
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werden kann, enthalten die Zustandsu¨bergangstabellen ausreichend sich unterschei-
dende Anfangszusta¨nde. Falls nur ein Gen gezielt manipulierbar ist, enthalten sie
genu¨gend unterschiedliche Anfangszusta¨nde, um die wichtigsten regulierenden Gene
zu finden.
Da nicht alle Anfangszusta¨nde gleichzeitig bekannt sind, la¨ßt sich mit der letzten
Strategie nur im begrenzten Umfang entscheiden, ob die gefundenen Input-Gene das
Zielgen vollsta¨ndig beschreiben oder ob es noch weitere unbekannte regulierende Ge-
ne gibt.
Der letzte Teil der Arbeit untersuchte, ob es mo¨glich ist, das Genregulations-
netzwerk von multipotenten Blutstammzellen zu rekonstruieren. Die Modellstruktur
wurde mit der dritten Reverse Engineering Strategie gelernt und es wurde qualita-
tives Vorwissen integriert.
Es konnte gezeigt werden, dass ein gutes Modell rekonstruierbar ist, wenn zwei Ge-
ne gemeinsam festgelegt werden. Die gelernte Modellstruktur unterscheidet sich im
Mittel nur in einer Kante von der originalen Struktur. Gemeinsam mit den gescha¨tz-
ten Parametern erkla¨rt es die originalen Daten gut.
Wenn die Gene nicht gemeinsam manipulierbar sind, wird ebenfalls eine gute Mo-
dellstruktur gelernt. Aber es ist zu erwarten, dass die dafu¨r notwendige Zahl an sich
unterscheidenden Anfangszusta¨nden nicht erreicht werden kann.
Qualitatives Vorwissen bewirkt eine wesentliche Verringerung des Stichprobenum-
fangs, wenn zwei Gene gleichzeitig festlegbar sind.
Folgendes Fazit la¨ßt sich aus dieser Arbeit ziehen. Die Konstruktion von Modellen
fu¨r genetische Netzwerke aus Expressionsdaten, die von Einzelzellanalysen gewonnen
wurden, ist mo¨glich, wenn der Anfangszustand von zwei Genen gemeinsam festgelegt
werden kann. Sind die Anfangszusta¨nde hingegen nicht gemeinsam manipulierbar,
ko¨nnen nur die wichtigsten regulierenden Gene identifiziert werden.
6.2 Limitationen
Da Boolesche Netze die ku¨nstlichen Trainingsdaten erzeugten, wurden einige An-
nahmen gemacht, die fu¨r genetische Netzwerke nicht zutreffen. Die erste Annahme
betrifft die Zeit zwischen der Manipulation und der Charakterisierung des Folgezu-
standes. Sie betra¨gt einen diskreten Zeitschritt, was jedoch nicht der Realita¨t ent-
spricht. Es ist wahrscheinlich, dass die Zellen zwischen den Expressionsanalysen ihr
Genregulationsnetzwerk mehrmals aktualisierten und daher nicht direkte Einflu¨sse
gemessen werden. Außerdem kann die Aktivierung und Deaktivierung von Genen in
unterschiedlichen Zeitskalen geschehen. Diese Punkte mu¨ssen in der Modellierung
beru¨cksichtigt werden, indem Hidden Variablen die nicht wahrgenommenen Zeit-
schritte darstellen.
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Eine zweite Annahme ist, dass die Konzentrationen der Genprodukte nur diskre-
te Werte annehmen. In der Realita¨t trifft man jedoch auf stetige Werte. Es gibt
die Mo¨glichkeit, die kontinuierlichen Zusta¨nde zu quantifizieren, wodurch das Mo-
dell aber an Genauigkeit verliert, auch wenn in sehr kleinen Intervallen quantifiziert
wird. Das zugeho¨rige diskrete Modell besitzt in diesem Fall sehr viele Parameter.
Daher ist es angebracht, in Dynamische Bayessche Netze stetige Zufallsvariablen zu
integrieren.
Die letzte Annahme betrifft die Wahl des Modells. Es sollte das beste Modell, gege-
ben der Daten, gelernt werden. Unter Umsta¨nden ist es unmo¨glich das beste Modell
zu finden oder es ko¨nnen mehrere Modelle einen sehr a¨hnlichen Score haben, also
gleich wahrscheinlich gegeben der Daten sein. Demzufolge ist es angebracht, mehrere
Modelle als Ergebnis zuzulassen. Das gewichtete Mittel
∑
G P (Xn+1|G,D)P (G|D)
definiert dann die Wahrscheinlichkeit der na¨chsten Beobachtung P (Xn+1|D) [25].
Diese Herangehensweise wird Bayesian Averaging genannt und ist sehr eng mit
Bayesschen Lernmethoden verknu¨pft.
6.3 Ausblick
Eine Erho¨hung der festlegbaren Expressionslevel fu¨hrt zu mehr bekannten Anfangs-
zusta¨nden und bringt schon bei kleineren Stichprobenumfang ein gutes Ergebnis,
auch fu¨r schwache Korrelationen. Es erho¨hen sich die kombinatorischen Mo¨glichkei-
ten die Anfangszusta¨nde festzulegen und deshalb auch die verfu¨gbaren sich unter-
scheidende Zellzusta¨nde. Es ist jedoch unwahrscheinlich, dass in einem biologischen
System mit seinen vielen Einflussfaktoren die Expressionslevel vieler Gene gleichzei-
tig gezielt kontrollierbar sind.
Wie im letzten Teil der Arbeit gezeigt, kann Vorwissen zu einer wesentlichen Verrin-
gerung des notwendigen Stichprobenumfangs fu¨hren. Ein initiales Modell ist durch
vorhandenes Expertenwissen und durch die Identifizierung der Gene mit gro¨ßten
Einfluss anhand der dritten Reverse Engineering Strategie aufstellbar. Es beinhal-
tet genaues Wissen u¨ber ein Teilnetzwerk und Vermutungen u¨ber die restlichen
Abha¨ngigkeiten, die u¨ber Likelihood Ratios in den Reverse Engineering Algorith-
mus beru¨cksichtigt werden.
Steht dagegen Vorwissen in Form von a¨quivalenten Stichprobengro¨ßen zur Verfu¨gung
bieten sich Bayessche Lernmethoden an. Sie ermo¨glichen die Integration von qua-
litativen und quantitativen Vorwissen. Beispiele sind der BDe Score [21] fu¨r die
Modellstruktur und die Maximum A Posterior Scha¨tzer fu¨r Modellparameter [20].
Bei einer Expressionsanalyse auf Basis von Populationsdaten ist das Problem der
unvollsta¨ndig bekannten Anfangszusta¨nde nicht gegeben. Da die gemessene Expres-
sionssta¨rke fu¨r ein Gen jedoch das Mittel u¨ber die Expression in allen Zellen ist,
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kann das dynamische Verhalten nicht mehr zuverla¨ssig charakterisiert werden, falls
sich die Genregulationsnetzwerke in den Zellen asynchron aktualisieren.
Modelle von genetischen Netzwerken sollen den Biologen einWerkzeug zur Verfu¨gung
stellen mit dem sie u.a. Vorhersagen u¨ber das dynamische Verhalten bei gezielten
Manipulationen des Expressionszustandes der Zellen, ermo¨glichen. Die gleichen Vor-
hersagen sind mo¨glich, wenn das dynamische Verhalten auf einer ho¨heren Ebene
modelliert wird, z.B. mit einem Modell u¨ber die Beziehungen der Attraktoren bei
gezielten Sto¨rungen. Kann man z.B. mit einer gewissen Wahrscheinlichkeit voraussa-
gen, dass Zellen, die sich in Attraktor A befinden, bei Anwendung einer bestimmten
Sto¨rung in Attraktor B springen und die Attraktoren Zelllinien zugeordnet sind,
la¨ßt sich der mo¨gliche Differenzierungspfad von multipotenten ha¨matopoetischen
Stammzellen modellieren.
Letztendlich bieten sich Dynamische Bayessche Netze als Modelle fu¨r Genregula-
tionsnetzwerke an. Denn sie definieren die existierende Unsicherheit u¨ber die Re-
lationen. Aufgrund der vielen unbekannten Einflussfaktoren ist es angebracht, die
Beziehungen mit Wahrscheinlichkeiten zu bewerten. Anstatt zu modellieren, dass
zwei Gene korreliert sind, sollte besser festgehalten werden, wie sicher diese Korre-
lation ist. Fu¨r realistischere Modelle, ist es angebracht stetige Zufallsvariablen zu
verwenden.
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Anhang A
A¨quivalenz Likelihood Score und
Mutual Information
Es wird von dem normalisierten Log Likelihood Score ausgegangen, der wie folgt
umgeschrieben werden kann [35]:
logL(G : D|ΘˆG)
=
1
M
N∑
i=1
qi∑
ji=1
ri∑
ki=1
Nijiki logP (Xi = ki|Pa(Xi) = ji)
(1)≈ 1
M
N∑
i=1
∑
kiji
MPˆ (Xi = ki,Pa(Xi) = ji) logP (Xi = ki|Pa(Xi) = ji)
(2)
=
N∑
i=1
∑
kiji
[
Pˆ (Xi = ki|Pa(Xi) = ji)Pˆ (Pa(Xi) = ji) ∗ logP (Xi = ki|Pa(Xi) = ji)
]
(3)≈
N∑
i=1
−H(Xi|Pa(Xi))
(4)
=
N∑
i=1
MI(Xi,Pa(Xi))−H(Xi)
Denn die empirische Scha¨tzung einer Wahrscheinlichkeit ist:
Pˆ (Xi = ki,Pa(Xi) = ji) =
Nijiki
Niji
∗ Niji
M
=
Nijiki
M
.
Daraus folgt
(1) Nijiki =M ∗ Pˆ (Xi = ki,Pa(Xi) = ji).
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Es gilt:
(2) P (Xi = ki,Pa(Xi) = ji) = P (Xi = ki|Pa(Xi) = ji)P (Pa(Xi) = ji).
Außerdem ist
(3) H(X|Y ) = −∑
X,Y
P (X|Y )P (Y ) logP (X|Y )
und
(4) MI(X, Y ) = H(X)−H(X|Y ).
Anhang B
Ziehen verschiedener
Expressionszusta¨nde
Es sind S unterschiedliche Zellzusta¨nde in einer Zellpopulation gegeben. Es wird
danach gefragt, wie groß die Wahrscheinlichkeit ist, nach z Ziehungen jeden der
unterschiedlichen Zellzusta¨nde mindestens einmal gezogen zu haben. Sie wird u¨ber
das Gegenereignis A¯, keinen der Zusta¨nde jemals gezogen zu haben, berechnet. Es
sei Ak das Ereignis, dass der Zustand k in z Zu¨gen nie gezogen wird, dann ist:
P (Ak) = (1− 1
S
)z. (B.1)
Analog dazu hat das Ereignis Ak1 ∩Ak2 ∩ . . .∩Aki die Zusta¨nde k1, k2, . . . , ki nie zu
ziehen, die Wahrscheinlichkeit:
P (Ak1 ∩ Ak2 . . . ∩ Aki) = (1−
i
S
)z. (B.2)
Das Ereignis, keinen der Zusta¨nde in z Ziehungen zu sehen, ist die Vereinigung u¨ber
die Ereignisse, den Zustand 1 nie zu ziehen, den Zustand 2 nie zu ziehen u.s.w., also:
P (A¯) = P (
S⋃
i=1
Ak)
(Siebformel)
=
∑
1≤i≤S
P (Ak)−
∑
1≤i<j≤S
P (Ai ∩ Aj) + . . .± P (A1 ∩ . . . ∩ AS)
(B.2)
=
(
S
1
)
(1− 1
S
)z −
(
S
2
)
(1− 2
S
)z + . . .±
(
S
S
)
(1− S
S
)z
=
S∑
i=1
(−1)i−1
(
S
i
)
(1− i
S
)z (B.3)
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Daraus folgt nun die Wahrscheinlichkeit fu¨r das Ereignis, jeden Zustand nach z
Zu¨gen mindestens einmal gezogen zu haben:
P (A) = 1− P (A¯) =
S∑
i=0
(−1)i
(
S
i
)
(1− i
S
)z. (B.4)
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Abbildung C.1: Literaturangaben fu¨r das hypothetische Genregulationsnetzwerk in multipoten-
ten Blutstammzellen.
Anhang D
Notation
Symbol Erkla¨rung
AS Vgl. Def. 4.8
α, αT Signifikanzniveaus
B Bayessches Netz B(G,Θ)
BIC Engl.: Bayesian Information Criterion
BN Boolesches Netz
B0 Startnetz eines DBN B0(G0,Θ
0)
B→ U¨bergangsnetz eines DBN B→(G→,Θ→)
DBN Dynamisch Bayessches Netz
DGL Differentialgleichungen
EM Engl.: Expectation Maximization
F Menge von booleschen Funktionen in G
fi Boolesche Funktion i
G Graph bzw. Struktur eines Booleschen oder Dynamisch Bayesschen Netzes
G(0) Startstruktur eines DBN.
G→ U¨bergangsstruktur eines DBN
H(X) Entropie der Zufallsvariablen X
H(X|Y ) Bedingte Entropie der Zufallsvariablen X und Y
ji Zuweisung j fu¨r die Eltern einer Zufallsvariablen Xi
K Maximal mo¨gliche Anzahl von Eltern oder Inputelementen in einem BN
oder DBN
k Anzahl der Eltern eines Elementes
kbio Bezeichnet die Anzahl der Inputelemente fu¨r Canalyzing Funktionen
kcan Bezeichnet die Anzahl der Inputelemente fu¨r Booleschen Funktionen, deren
Inputelemente alle canalyzing sind
keff Vgl. Def. 3.6
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k1 Vgl. Def. 4.5
k1,2 Vgl. Def. 4.6
ki Zuweisung k fu¨r eine Zufallsvariable Xi
l Anzahl der Gene, deren Anfangszustand gemeinsam manipuliert werden
kann
LR Abku¨rzung fu¨r Likelihood Ratio
M Anzahl Beobachtungen einer Kombination von Genen mit bekannten
Anfangszusta¨nden
MLE Engl.: Maximum Likelihood Estimation
M Anzahl Zustandsu¨bergangspaare, die in einer Stichprobe enthalten sind
MI Abku¨rzung fu¨r Mutual Information
MI(X, Y ) Mutual Information der Zufallsvariablen X und Y .
N Anzahl Variablen in einem Booleschen Netz oder einem Dynamisch
Bayessches Netz
NR Anzahl Trajektorien
Nijiki Anzahl Beobachtungen bei denen Xi = ki und Pa(Xi) = ji
Niji Anzahl Beobachtungen bei denen Pa(Xi) = ji, Niji =
∑ri
ki=1
Nijiki
Pidentified(k) Vgl. Def. 4.2
Ppositive(k) Vgl. Def. 4.3
PInput(k) Vgl. Def. 4.1
P (A) Wahrscheinlichkeit das Ereignis A eintritt
P (A|B) Bedingte Wahrscheinlichkeit von A gegeben B
Pa(Xi) Menge der Zufallsvariablen in einem DBN, die Eltern von Xi sind
pi Wahrscheinlichkeit des Ereignisses i
pai Belegungen fu¨r die Eltern der Zufallsvariablen Xi
qi Anzahl Belegungen fu¨r die Eltern der Zufallsvariablen Xi
REVEAL Reverse Engineering Algorithmus, vgl. Abschnitt 3.2 und [28]
Ri Bezeichnung fu¨r eine Trajektorie i
ri Anzahl Belegungen fu¨r die Zufallsvariable Xi
S Zustandsraum von N booleschen Variablen; entha¨lt 2N Zusta¨nde
SEM Engl.: Structural Expectation Maximization
T La¨nge einer Trajektorie
δTC Zeit bis das Expressionsmuster einer erfolgreich gesto¨rten Zelle vollsta¨ndig
charakterisiert ist, nachdem sich ihr genetisches Netzwerk einmal
aktualisierte
δTS Zeit fu¨r die Anwendung einer Sto¨rung
Tˆ Durchschnittliche Zeit fu¨r eine Folge von Aktualisierungen des
Genegulationsnetzwerkes, die wieder in einem stabilen Expressionsmuster
enden
t Zeit
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τ Zeit zwischen zwei Aktualisierungen eines Genregulationsnetzwerkes
u Anzahl unbekannter Gene in einem Booleschen Netz
umax Maximal mo¨gliche Anzahl von unbekannten Inputelementen fu¨r eine
Boolesche Variable
V Menge von booleschen Variablen in G
vi Boolesche Variable i
X, Y Großbuchstaben bezeichnen Zufallsvariablen
x, y Kleinbuchstaben bezeichnen Belegungen der Zufallsvariablen X, Y
X ′ Outputelement in einem Booleschen Netz
Xˆ Scha¨tzer der Gro¨ße X
x¯ Vektor
Xi Zufallsvariable i
Xi[t] Zufallsvariable eines Dynamisch Bayesschen Netzes, die den Wert der
Variablen Xi zur Zeit t bestimmt
Θ Menge von Parametern θijiki
Θ(0) Menge von Parametern θ0ijiki
Θ→ Menge von Parametern θ→ijiki
θijiki Parameter in einem Bayesschen Netz. θijiki = P (Xi = ki|Pa(Xi) = ji)
θ
(0)
ijiki
Parameter der Startstruktur in einem Dynamisch Bayesschen Netz
θ→ijiki Parameter der U¨bergangsstruktur in einem Dynamisch Bayesschen Netz
Z Anzahl Zustandsu¨bergangspaare in einer Zustandsu¨bergangstabelle
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