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a b s t r a c t
In this work, a new thin-sheet approach in the finite-element method is derived. The
focus is on the condition number of the system matrix, namely, to keep this measure
preferably independent of the thickness of the sheet. Constant sheet elements are used
for the tangential variation in the sheet. However, the information about the discontinuity
in normal direction is incorporated into the basis functions of the volume elements that
are connected to the sheet elements. The determination of the normal variation can be
reduced to a 1D problem which can be solved analytically. No double layers or global
asymptotic expansions are required. The advantages with respect to the condition number
of the system matrix are shown for a magneto-quasistatic test scenario.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Modeling thin sheets in combination with volume discretization methods, e.g., the finite-element method (FEM), is
often cumbersome. Resolving thin sheets in the volumetric mesh leads to large numerical models and, in turn, to a high
computational effort.
Depending on the mesh generator, the mesh of a thin layer consists either of degenerated elements, i.e., elements with a
bad aspect ratio, or, alternatively, is strongly refined in the vicinity of the thin layer. If there are degenerated elements, the
system matrix resulting from the FEM is ill-conditioned and causes the need for costly solvers for the resulting system of
equations. As the material distribution in the sheet is assumed to be constant, a strong mesh refinement is not desired. Of
course, the use of extensive algebraic preconditioners is a possible way out, but the central idea of thin sheet approaches is
to avoid meshing such thin structures at all. The thin-sheet volume is replaced by a surface defined at its midline and will
be reconsidered later in the matrix assembly. Consequently, the meshing process is simplified remarkably and the resulting
meshes are more appropriate.
Several thin-sheet approaches are known. In [1,2], the field value across the thin sheet (in thickness direction) is chosen
to be constant and so called special elements are used, i.e., the surface elements are expanded to prismatic elements whose
volume integrals in the matrix assembly simply reduce to a multiplication of the standard surface integrals by the sheet
thickness δ. This kind of thin-sheet approach is robust and easy to implement. Applications are given, e.g., in [3,4], where
this method is successfully applied to calculate insulator structures with thin sheets of nonlinear materials.
In order to allow also linear or higher-order variation across the sheet, such special elements are extended by using a
double- ormulti-layermodel for the sheet surface, i.e., additional degrees of freedom (DoFs) are inserted for the sheet surface
discretization. Thus, the mesh below and above the sheet can be completely separated. A variation in the direction of the
sheet thickness δ is introduced. In [5,6], a linear variation is used, while, e.g., in [7,8] the variation is specially chosen to fit
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to the formulation. Another possibility to use a double layer of DoFs is to define so called impedance boundary conditions
(IBCs) between both layers [9–12].
A different approach is shown in [13,14]. Here the thickness parameter is combined with the material parameter and
introduced as a new parameter. This parameter is expanded in an asymptotic expansion [15] to be able to scale δ down to
zero but still retain the main physical properties of the sheet.
One common issue for all thin-sheet approaches is that the introduced virtual dimension is geometrically not existent in
the mesh, so that errors at the surface boundary line are inevitable. But in most cases, this error can be neglected due to the
fact that the sheet thickness is very small compared to the remaining dimensions.
2. Motivation for a new thin-sheet approach
In this paper the focus is on the condition number of the resulting systemmatrix. Thismeasure shows how strong a small
change in the system matrix or in the right hand side effects the solution vector, and, more importantly, it gives an upper
bound for the relative error with respect to the residual of an iterative method. For a system with a high condition number,
a smaller residual is necessary to guarantee the same relative error as for a system with a small condition number, and, in
turn, more iterations are needed to converge to a desired accuracy.
When standard FEM is applied to a calculation domain including thin sheets, of course depending on the material
parameters, the condition number of the system matrix can be very high compared to a calculation domain without the
sheet. This effect originates in the small thickness value δ causing big differences in the nonzero entries of the final system
matrix.
This is not the case for the method using special elements, where the unknown within the sheet is set to be constant
in thickness direction. Here, the condition number is almost unaffected by the thickness value δ. The method is, thus, very
appropriate as long as the assumption of no variation in thickness direction holds. But in many cases, there is a signification
field variation across the thin sheet, e.g., in an eddy current problem,where the skin depth is small compared to the thickness
value, or in an electro-quasistatic calculation of a cracked resistor.
A double- or multi-layer method is obviously more accurate, but, related to the finite-element discretization, still leads
to ill-conditioning of the system matrix. The reason is the big difference between the volume integrals over basis functions
of two DoFs in different sheet layers compared to the volume integrals over basis functions of two DoFs in the same layer or
anywhere else in the mesh. This leads to entries in the system matrix that are comparable to standard FEM. The advantage
of multi-layer methods is in better accuracy and less mesh difficulties but not in better conditioning of the system matrix.
The method using asymptotic expansions is attending the troublesome 1/δ-factors in the volume integrals in the FEM
matrix assembly and, hence, results in a better conditioned system matrix. But this thin-sheet approach is mathematical
laborious and has to be derived for each formulation separately. And even more important, it is not easy to incorporate in
existing standard FEM codes.
To conclude, having a condition number possibly unaffected by the thickness δ, similar to the constant sheet elements
like in [1], is the primary goal of this paper, but introducing a double layer should be avoided. Though, it should be possible
to still cope with variation in the sheet domain in thickness direction. In order to solve this conflict a solution is to include
the variation in thickness direction into the corresponding basis functions. This is similar to the approach in [14], but instead
of using asymptotic expansions, here, analytic information from the governing differential equation is exploited.
The main idea is already given in [16] for the special case of the electro-quasistatics, whereas here, despite some
restrictions, the concept is derived generally for FEM applied to any scalar partial differential equation. Furthermore, in
contrast to other approaches and also to [16], the focus is also put on simple integration of the thin-sheet modeling into
existing FEM codes.
The new method is derived in general for FEM with nodal Whitney elements in Section 3 but some important relations
are given explicitly only for the special cases of the electro-quasistatic approximation in Section 4.1 and of the magneto-
quasistatic approximation for 2D geometries in Section 4.2. The final example is given for a 1D geometry of a magneto-
quasistatic test case.
3. Main concept of the new approach
As mentioned in the introduction, the sheet is reduced to a surface which is interpreted as an interface between the
volume mesh above and below the sheet. A standard Galerkin FEM is applied. The discretization of the unknown
u(x⃗) =

i∈N
uivi(x⃗) (1)
is given by N basis functions vi and N degrees of freedom ui. The basis functions are chosen to be standard nodal Whitney
functions using Lagrangian bases, i.e., the value of each base is one at its node and zero in every other node. This property is
essential for the method as it is assumed that the value of each DoF is exactly the value of the unknown at its node. For the
sake of simplicity, a tetrahedral volume mesh is considered while other types of meshes are possible as well.
The mesh including the sheet interface is virtually displaced by the thickness δ (see Fig. 1). The DoFs dedicated to the
sheet interface are set half way between upper and lower mesh, exactly at the midline of the virtually generated volume
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Fig. 1. A triangular mesh with first-order elements is shown, including the virtually inserted prismatic elements and elements that are directly connected
to the sheet. The dotted line is the original sheet surface while the mesh below and above the sheet is displaced by δ/2. Red dots are real DoFs, blue circles
are virtual DoFs that are replaced. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
Fig. 2. Variation of 1D analytic solution at the boundary from connected element to sheet. Dashed line is the boundary, dotted line is the sheet midline
where all sheet DoFs ui are defined.
(dotted line in Fig. 1). The emerging space is filled with virtual prismatic elements to represent the sheet volume. For each
interface element there is one prismatic element above the midline and one below, both of height δ/2.
3.1. Analytic function for the variation in thickness direction
In order to avoid introducing new DoFs and still be able to cope with variation in thickness direction (from now on called
z-direction without loss of generality as every straight interface element can be transformed to have a z-directed normal),
the interface DoFs have to be interpreted differently from themesh above and below the sheet. For this reason, placeholders
are introduced exactly at the nodal positions where the surrounding mesh is connected to the sheet (blue unfilled circles in
Fig. 1 for first-order elements). The placeholders assure that the elements connected to the sheet are still consistent in the
sense of a standard nodal based FEM. For each interface DoF there are two placeholders, one connected to the mesh above
and one to the mesh below. In the end, they are replaced by a function that is derived from a 1D analytic solution of the
governing partial differential equation in the sheet domain. Two boundary conditions are needed to find this 1D solution
g(z). One is the Dirichlet boundary condition g(δ/2) at the midline where z = δ/2 (see Fig. 2), while the other one is the
Neumann boundary condition g ′(0) at the boundary to the connected element where z = 0. Thus, the analytic solution can
be brought into the form
g(z) = g(z)g

δ
2

+ gˆ(z)g ′(0), (2)
where g(z) and gˆ(z) are functions that have to be derived from the partial differential equation (examples are given later in
Section 4).
The value at the midline g(δ/2) is known by the value of each interface DoF ui while the normal derivative at the
boundary is yet unknown. However, the normal derivative in the element k that is connected to the sheet is known by its
FEM discretization∇uk · n⃗, but the derivative is not continuous at an interface between two materials (in this case between
sheet material and material of connected element). Additional information from the differential equation is needed: the
discontinuity in the normal derivative from a sheet element s to its connected element k has to be known by a factor γ , so
that
∇us · n⃗ = γ∇uk · n⃗. (3)
Finally, if it is possible to find an expression for γ , g(z) and gˆ(z), the variation perpendicular to the sheet midline of each
DoF value ui can be defined in the sheet domain by a function like
gi(z) = g(z)ui + gˆ(z)γ∇uk(x⃗◦i ) · n⃗k, (4)
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Fig. 3. One single sheet element s and its corresponding fully connected element k in a triangular mesh. Red dots are real DoFs, blue circles are the yet
unknown placeholders. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
which only depends on the value ui itself and on the derivative at the position x⃗◦i of the placeholder in the element that is
connected to this DoF. With the help of this function, the placeholders are known implicitly. The value gi(0) is the value of
all placeholders belonging to one of the interface DoFs ui. Which placeholder is calculated depends on the normal derivative
∇uk · n⃗ that is used in Eq. (4). This can be either the derivative of an element from the mesh below or of an element from
the mesh above the interface.
3.2. Representation in elements connected to the sheet interface
A Lagrangian base is used for all elements so that the placeholders can be used as the value of the DoFs that are connected
to the sheet. The FEM discretization in an element k that has at least one node in common with the sheet reads
uk(x⃗) =

i∈Uk
uivki (x⃗)+

i∈Ck
u◦i v
k
i (x⃗), (5)
where Ck is a set of all DoFs that are connected to the sheet and Uk a set of all DoFs that are not connected. The basis
functions vki (x⃗) are standard nodal basis functions. From the beginning of Section 3.1 it is known that all placeholders u
◦
i can
be implicitly expressed by the analytic solution at z = 0 given in Eq. (4) with
u◦i = gi(0) = g(0)ui + gˆ(0)γ∇uk(x⃗◦i ) · n⃗k. (6)
It follows from Eq. (5) that the normal derivative is given by
∇uk(x⃗◦i ) · n⃗k =

j∈Uk
uj∇vkj (x⃗◦i ) · n⃗k +

j∈Ck
u◦j ∇vkj (x⃗◦i ) · n⃗k, (7)
and depends on u◦i so that the solution of Eq. (6) is only implicitly known. However, with Eqs. (6) and (7) there are 2 |Ck|
expressions for 2 |Ck| unknowns (all u◦i and all ∇uk(x⃗◦i ) · n⃗k). It is, thus, possible to find an explicit expression for all u◦i that,
then, can be reinserted in Eq. (5). Finally, by eliminating all placeholders, the discrete representation in Eq. (5) can bewritten
in a form with modified basis functions v˜ki
uk(x⃗) =

i∈Nk
uiv˜ki (x⃗), (8)
where Nk = Uk ∪ Ck is the set of all DoFs of the connected element k. The modified basis functions depend on γ , g(0), gˆ(0),
all ∇vkj (x⃗◦i ) · n⃗k with i ∈ Ck and j ∈ N , and the original standard FEM basis functions vki (x⃗)with i ∈ N .
3.3. Representation in the sheet elements
Each prismatic element, that is virtually inserted to represent the thin-sheet volume, is dedicated to one single element
of the surrounding mesh that is fully connected, i.e., it is connected to an element that shares all DoFs of the corresponding
interface element. In contrast, there are elements that are connected to the interface element but with less DoFs connected,
e.g., an element that geometrically shares only one edge or one point with the interface.
The information about the orientation is contained in the normal vector n⃗k. For each interface element there are two
prismatic elements, one dedicated to the mesh below and one to the mesh above. It is, though, fully sufficient to derive the
discrete representation for one pair of a connected element k and an interface element s like shown in Fig. 3.
Let the position vector x⃗ be described by three coordinates with x⃗ = (x, y, z). The standard FEM discretization of a
z-oriented surface element s is then given by
us(x, y) =

i∈Ns
usiv
s
i (x, y), (9)
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where Ns = Ck is a set of all DoFs belonging to the interface element s and vsi the corresponding surface basis function. In
this representation it is obviously not possible to cope with a variation in z-direction (in thickness direction). However, it
was shown in Section 3.1, that the variation of each DoF value usi can be expressed in z-direction by an analytic function
gi(z) defined in the range z ∈ [0, δ/2].
The FEM discretization of the normal derivative ∇uk(x⃗◦i ) · n⃗k of the corresponding fully connected element k is known
at the boundary by Eq. (7). This expression can be used in Eq. (4) to replace usi by the analytic function gi(z). The discrete
representation within the sheet prismatic element can finally be written with modified basis functions v˜si , that only depend
on explicitly known values, as
us(x⃗) =

i∈Ns
gi(z)vsi (x, y) =

i∈Nk
uiv˜si (x⃗). (10)
It is important to mention that these modified basis functions depend on all DoFs Nk of the fully connected element, so that,
in a topological sense, the sheet prismatic elements are part of the fully connected element. This is also themain reason, why
using this method, the condition number of the resulting systemmatrix is no longer dependent on the factor δ. All the sheet
properties are completely inserted into the basis functions of the surrounding mesh. It can be seen as the optimal choice
for the variation of a basis function in z-direction (analytic solution), although it is not exact, as the boundary condition
for the 1D solution is dependent on the discrete derivative of the unknown in the connected element. Thus, in contrast to
other thin-sheet approaches, the solution accuracy increases whenever the solution in the surroundingmesh improves. This
property is very useful, if, e.g., the goal is to resolve the skin-depth in an eddy-current problem.
3.4. Explicit formula for the modified basis functions
In the last three subsections all necessary formulas to modify basis functions for the sheet connected elements and for
the sheet elements were derived explicitly. For the sake of simplicity and to be able to derive a simple closed form, in this
section, it is assumed that the normal derivative at the sheet boundary is chosen to be constant in each connected element
k, so that
∇uk · n⃗k = ∇uk(x⃗◦i ) · n⃗k, ∀i ∈ Ck. (11)
For first-order elements, this assumptions is exact as the derivative is a constant in every element. In order to gain a
corresponding value for higher-order elements, ∇uk · n⃗k can be evaluated at, e.g., the barycenter of the boundary to the
sheet.
Using simplification (11), the normal derivative∇uk · n⃗k can be written by inserting Eq. (6) in Eq. (7) and rearranging the
terms. It yields
∇uk · n⃗k =

i∈Nk
αiui∇vki · n⃗k
1− γ gˆ(0) 
m∈Ck
∇vkm · n⃗k
with αi =

g(0) i ∈ Ck
1 i ∈ Uk . (12)
Reinserting this equation in Eq. (6) and then all resulting u◦i in Eq. (5) leads to the explicit formof themodified basis functions
v˜ki of all connected elements (not only the fully connected ones). Analogously, inserting Eq. (12) in Eq. (4) and the result in
Eq. (10) yields to the modified basis functions v˜si of the sheet elements. Finally, the equations read
v˜ki (x⃗) = αi

vki + gˆ(0) βki

m∈Ck
vkm

, (13)
v˜si (x⃗) = χi g(z) vsi + αi gˆ(z) βki

m∈Ck
vsm, (14)
with βki =
γ ∇vki · n⃗k
1− γ gˆ(0) 
m∈Ck
∇vkm · n⃗k
and χi =

1 i ∈ Ck
0 i ∈ Uk . (15)
3.5. Element-wise modification by matrices
One of the primary goals of this thin-sheet approach is to obtain a formulation which can be easily incorporated into
existing FEM codes. Thus, all the element modifications from the last subsection are derived in a matrix form as well. Only a
fewmatrices are necessary to calculate the basis functions. Advantageously, all the volume integrals over the basis functions
that are necessary in the matrix assembly can be derived from these few modification matrices by simple matrix–matrix
multiplications with the existing element matrices. The modification matrices Pk,Ak, Bk, given by
Pk,ij =

1, i = j, i ∈ Ck
0, otherwise , Ak,ij =

g(0), i = j, i ∈ Ck
1, otherwise , Bk,ij = β
k
i (16)
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andXk = AkBkPk, are defined for each volume element k that is connected to the sheet. All the variables used in the definition
are known from the previous subsections. The domainΩk is the volume domain of each element k.
In order to use these matrices, all the standard FEM basis functions vki of element k have to be collected in a vector Vk.
Also the standard volume integrals are collected in matricesMk and Kk which read
Vk,i = vki Mk,ij =

Ωk
vki v
k
j dΩ Kk,ij =

Ωk
∇vki · ∇vkj dΩ.
The latter quantities are typically available in a standard FEM code. The vector of modified basis function V˜k and the matrix
of the modified integrals M˜k and K˜k are then given by
V˜k =

Ak + gˆ(0)Xk

Vk,
M˜k = AkMkAHk + gˆ(0)XkMkAHk + gˆ(0)∗AkMkXHk + |gˆ(0)|2XkMkXHk ,
K˜k = AkKkAHk + gˆ(0)XkKkAHk + gˆ(0)∗AkKkXHk + |gˆ(0)|2XkKkXHk . (17)
Note that all values are complex so that all right handmultiplied quantities have to be conjugated (shownby H for transposed
matrices and ∗ for scalars). Conveniently, the modification of the integral terms of the connected elements can be carried
out by the same formula.
Themodified basis functions within the sheet elements depend on all DoFs of the corresponding fully connected element
k including the sheet element DoFs Ns = Ck. For the following equations it is important to have all surface basis functions vsi
of the sheet interface and also all surface integralsMs,ij in the same DoF order as in the connected element. This is important
because the sheet matrices are multiplied by all the modification matrices of the fully connected element k. For all non-
connected DoFs of element k, the matrix entries are set to zero. It yields
Vs,i =

vsi i ∈ Ck
0 otherwise , Ms,ij =


Γs
vsi v
s
j dΓ i ∈ Ck ∩ j ∈ Ck
0 otherwise
,
Ks,ij =


Γs
∇vsi · ∇vsj dΓ i ∈ Ck ∩ j ∈ Ck
0 otherwise
. (18)
The domain Γs is the surface domain of each sheet element s. All modified vectors and matrices are then given by
V˜s =

g(z)Pk + gˆ(0)Xk

Vs
M˜s = G11 PkMsPTk + G12 XkMs + G21 MsXHk + G22 XkMsXHk
K˜s = H11 PkMsPTk + H12 XkMs + H21 MsXHk + H22 XkMsXHk + G11 PkKsPTk + G12 XkKs + G21 KsXHk + G22 XkKsXHk . (19)
Here, G and H are the values of integrals over the functions g(z) and gˆ(z) of the analytic solution in Eq. (2) and their
derivatives g ′(z) and gˆ ′(z):
G11 =
 δ
2
0
|g(z)|2 dz G12 =
 δ
2
0
g(z)gˆ(z)∗ dz
G21 =
 δ
2
0
gˆ(z)g(z)∗ dz G22 =
 δ
2
0
|gˆ(z)|2 dz
H11 =
 δ
2
0
|g ′(z)|2 dz H12 =
 δ
2
0
g ′(z)gˆ ′(z)∗ dz
H21 =
 δ
2
0
gˆ ′(z)g ′(z)∗ dz H22 =
 δ
2
0
|gˆ ′(z)|2 dz. (20)
Finally, all themodifications in thiswork are derived in an easy to usematrix formwhere all the integrals and basis functions
of a standard FEM can be reused. All the derived matrices are also valid for higher-order FEM.
4. Special cases
The methodology described before is a very general method to avoid ill-conditioned system matrices caused by thin
sheets in standard FEM. All the given modifications are independent of the underlying differential equation. In this section,
the formulation dependent variables like γ , g(z), gˆ(z), etc. are derived for two specific formulations in the electromagnetic
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regime, the electro-quasistatics and themagneto-quasistatics. Both are simplifications of theMaxwell equations,which read
in frequency domain
∇ × E⃗ = −jωB⃗ ∇ × H⃗ = J⃗ + jωD⃗ ∇ · B⃗ = 0 ∇ · D⃗ = ρ (21)
B⃗ = µH⃗ D⃗ = ϵE⃗ J⃗ = σ E⃗, (22)
where E⃗ and H⃗ are the electric and magnetic field strength while D⃗ and B⃗ are the electric and magnetic flux density. The
material parameters are the conductivity σ , the permeability µ and the permittivity ϵ. The frequency is ω.
4.1. Electro-quasistatics (EQS)
In the EQS formulation the eddy current term−jωB⃗ is neglected. The Maxwell equations can be reduced, using a scalar
potential defined as E⃗ = −∇u, to a single differential equation (continuity equation)
∇ · ((σ + jωϵ)∇u) = 0. (23)
The factor γ that describes the relation of the normal derivative from one material to another is easy to derive in frequency
domain. It is given by integrating Eq. (23) over a test volume that includes a part of the interface, using the Gauss law, and
finally reducing the test volume to one point:
(σs + jωϵs)∇us(x⃗) · n⃗ = (σk + jωϵk)∇uk(x⃗) · n⃗ (24)
from which directly follows with Eq. (3)
γ = σk + jωϵk
σs + jωϵs . (25)
The 1D solution results from a double integration of Eq. (23) under the assumption that u is exclusively dependent on z.
Inserting both boundary conditions (Neumann and Dirichlet), the analytic solution reads
g(z) = g

δ
2

+

z − δ
2

g ′(0). (26)
The desired functions defined in Eq. (2) can be directly recognized as
g(z) = 1 gˆ(z) = z − δ
2
g(0) = 1 gˆ(0) = − δ
2
. (27)
The integrals over these functions, given in Eq. (20), evaluate to
G11 = δ2 G12 = G21 = −
1
2

δ
2
2
G22 = 13

δ
2
3
(28)
H11 = 0 H12 = H21 = 0 H22 = δ2 . (29)
4.2. Magneto-quasistatics (MQS) in 2D
In the MQS formulation, the Maxwell equations are simplified by neglecting the displacement current jωD⃗ against the
conductive current J⃗ . Often a vector potential B⃗ = ∇ × A⃗ is chosen which can be reduced in a two-dimensional domain to
only one component, e.g. A⃗ = ue⃗x. The Maxwell equations (21) can be combined to
∇ × 1
µ
∇ × A⃗+ jωσ A⃗ = 0. (30)
Assuming the absence of surface currents, an expression for the discontinuity of the normal derivative is given by the
tangential continuity of the magnetic field strength H⃗t = 1/µB⃗t with
1
µs

∇ × A⃗s

t
= 1
µk

∇ × A⃗k

t
, (31)
which can be reduced as the magnetic vector potential has only one component in 2D to
1
µs
∇us = 1
µk
∇uk. (32)
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Multiplying both sides by the normal vector n⃗ leads to factor γ of Eq. (3)
γ = µs
µk
. (33)
The solution for a 1D homogeneous region with Dirichlet (at z = δ/2) and Neumann (at z = 0) boundary conditions reads
g(z) = cosh(pz)
sinh

p δ2
g  δ
2

+ 1
p

sinh(pz)− tanh

p
δ
2

cosh(pz)

g ′(0), (34)
where p2 = jωµσ . From that, the necessary functions and values are given by
g(z) = cosh(pz)
cosh

p δ2
 gˆ(z) = 1
p

sinh(pz)− tanh

p
δ
2

cosh(pz)

g(0) = 1
cosh

p δ2
 gˆ(0) = −1
p
tanh

p
δ
2

. (35)
The integrals evaluate to
G11 = p tanh

p δ2
− p∗ tanh∗ p δ2 
p2 − (p∗)2 G12 = G21 =
cosh−1

p δ2
− cosh−1 p δ2 ∗
p2 − (p∗)2
G22 = j
cosh−1 p δ2
 Im [p] sinh (Re [p] δ)− Re [p] sin (Im [p] δ)p2 − (p∗)2
H11 = |p|2 p tanh

p δ2
∗ − p tanh∗ p δ2 
p2 − (p∗)2 H12 = H
∗
21 = −p2G12
H22 = j
cosh−1 p δ2
 Im [p] sinh (Re [p] δ)+ Re [p] sin (Im [p] δ)p2 − (p∗)2 . (36)
5. Example: crack in slab
The given example is simple but sufficient to show the main concepts of the new method. As a measure for the
conditioning of the system matrix A, which is the focus of this paper, the condition number is calculated by the 2-norm
of the matrix itself as well as the 2-norm of its inverse:
cond(A) = ∥A∥2∥A−1∥2. (37)
A standard first-order FEM solution and the constant shell method from [1] is compared to the semi-analytic thin-sheet
approach of this paper which is also based on first-order elements. A 1D example in the MQS formulation is chosen. There
are two domains of size L and a sheet of thickness δ in between. At both outer boundaries a Dirichlet condition is applied
(see Fig. 4). The physical interpretation would be a conducting slab in a constant magnetic field. The parameters are chosen
to
σs = 100 Sm−1 µs = 5µ0 σc = 1 Sm−1 µc = µ0
L = 1 m δ = 10−3 m ω = 2π · 500 kHz u(zh) = u(zl) = 1 Tm.
This choice of material parameters results in a slab with a small crack (the thin sheet) which is in this case more conductive
and more permeable than the slab itself.
Because of the generated eddy currents, the constant magnetic field is pushed outwards. The analytic solution is shown
in Fig. 5 (black line). In the same figure, the solution of standard FEM (blue dashed line) is compared to the one of the semi-
analytic method (red dashed line). In automatic algorithms for mesh generation, the sheet is mostly not refined in thickness
direction until the maximal edge length of the elements in the surrounding mesh have values similar to the thickness value
δ. Furthermore, a refinement in thickness direction would lead to an even higher condition number. Thus, for this example,
the sheet is discretized by only one element in thickness direction, and, hence, because of the symmetric excitation, the
solution for the case of standard FEM is the same as for the constant sheet elements from [1], i.e., constant in the whole
sheet domain (see zoomed graph in Fig. 5).
Fig. 4. One-dimensional domain of the magneto-quasistatic example. The vector potential points in x-direction and depends on z.
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Fig. 5. Both graphs show the real part of the 1D solution u(z) for a given mesh of 54 elements. The right one is the zoom to the sheet domain ranging from
z = −δ to z = δ. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Convergence of relative error of both the value |u(z = 0)| at midline of the sheet and the magnetic energy, with respect to the discretization.
Fig. 7. Dependence of the system matrix conditioning for different meshes. It is plotted in respect to the maximal element size∆z in each discretization.
6. Discussion
For standard FEM and the constant shell approach, the local approximation in the sheet is inaccurate while, in contrast,
the solution of the new thin-sheet approach is already close to the analytic solution. Qualitatively, the variation across the
sheet is always correct with the newmethod as it is based on the analytic solution. Only quantitatively the solution depends
on the accuracy of the derivative of the unknown u in the surrounding domain. The better the solution in the surrounding
mesh, the better is the solution in the sheet.
Although the solution is qualitatively correct, it has to be stated, that in discretization methods the derivative of the
unknown du/dz is less accurate than the unknown u itself. Consequently, the global error could be higher for the new
method compared to standard FEM. To investigate this effect, the convergence of local (at position z = 0 in the middle of
the sheet) and global (magnetic energy) error is shown in Fig. 6. Both methods converge in second order and the errors are
comparable, but in standard FEM the convergence gets stuck, when the element size is reduced to less than 0.01 m. Here,
a further refinement in thickness direction would be necessary, which would lead to an even higher condition number,
but the advantage is already obvious: the convergence for the new method is smooth without any refinement in thickness
direction and the error is not higher than in standard FEM. However, the finer the mesh, the smaller is the difference
between the largest edge length and the thickness value. Thus, the advantageous effect of thin-sheet approaches vanishes
for finer meshes in general. This is shown in Fig. 7. However, there is no need for a thin-sheet approach if the available
computational resources are sufficient to be able to solve for such fine meshes. To sum up, the thin-sheet approach
delivers a good approximation, but additionally it outperforms the standard FEM with respect to the matrix conditioning
significantly. This is, e.g., shown in Fig. 8. The condition numberwith the new thin-sheet approach is almost unaffected by the
parameter δ and comparable to the constant shell approach, while in standard FEM the condition number increases linearly
in double-logarithmic scale with decreasing thickness (slope is about −1). Double- or multi-layer thin-sheet approaches
would perform similarly poor as standard FEM or even worse.
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Fig. 8. Dependence of the system matrix conditioning with respect to sheet thickness.
7. Conclusion
In Section 2, some of the known thin-sheet approaches for standard FEM are reviewed and advantages and disadvantages
are opposed to each other. The focus in this comparison is on the conditioning of the systemmatrix. A newmethod based on
the special elements from [1] is introduced. But, in contrast, analytic information from the underlying differential equation
is used to allow for variation in thickness direction. The information is included in a modification of the basis functions of
both the sheet elements and the elements that are connected to the sheet.
All objectives set from the comparison of the state-of-the-art approaches are shown for themagneto-quasistatic example
given in Section 5. Using the new thin-sheet approach, the accuracy is similar to standard FEM and matches qualitatively
even the analytic solution within the sheet domain, but still prevents the thickness-independent conditioning of the system
matrix like in the constant shell approach of [1]. Furthermore, with the developed method, no refinement in thickness
direction is necessary. The solution exclusively depends on the accuracy of the derivative in the domain next to the sheet,
so that the solution within the sheet gets better, the finer the mesh is in the vicinity of the sheet. This is a major advantage,
not only in contrast to standard FEM but also to many other thin-sheet approaches.
The new method can be easily incorporated into existing FEM codes and only few variables depend on the underlying
differential equation, so that it is customizable to other formulations than the ones derived in Section 4.
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