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ON THE SPECTRAL GAP OF THE KAC WALK AND
OTHER BINARY COLLISION PROCESSES ON
d-DIMENSIONAL LATTICE
MAKIKO SASADA∗)
Abstract. We give a lower bound on the spectral gap for a class of
binary collision processes. In [3], Caputo showed that, for a class of bi-
nary collision processes given by simple averages on the complete graph,
the analysis of the spectral gap of an N -component system is reduced to
that of the same system for N = 3. In this paper, we give a comparison
technique to reduce the analysis of the spectral gap of binary collision
processes given by simple averages on d-dimensional lattice to that on
the complete graph. We also give a comparison technique to reduce the
analysis of the spectral gap of binary collision processes which are not
given by simple averages to that given by simple averages. Combining
them with Caputo’s result, we give a new and elementary method to
obtain spectral gap estimates. The method applies to a number of bi-
nary collision processes on the complete graph and also on d-dimensional
lattice, including a class of energy exchange models which was recently
introduced in [6], and zero-range processes.
1. Introduction
A sharp lower bound on the spectral gap of the process is essential to
prove the hydrodynamic limit (cf. [8]). What is needed is that the gap, for
the process confined to cubes of linear size N , shrinks at a rate N−2. Up to
constants, this is the best possible lower bound for a wide class of models
discussed in the context of the study of the hydrodynamic limit.
Most of the techniques used to obtain the required lower bound rely on
special features of the model, or a recursive approach due to Lu and Yau
[11]. Recently, Caputo introduced a new and elementary method to obtain
a lower bound on the spectral gap for some general class of binary collision
processes which are reversible with respect to a family of product measures
in [3]. In this paper, we extend his result in two ways. One way is that
though in [3] only the process on the complete graph was considered, we
consider the process on d-dimensional lattice where the interactions occur
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between nearest neighbor sites. We give a general method to compare the
spectral gap of the local version on d-dimensional lattice and the original
process on the complete graph. Secondly, we study a wider class of processes
than the class studied in [3] and give a simple comparison technique between
their spectral gaps. We emphasize that our technique can be applied to a
wide class of processes which are reversible with respect to a family of
product measures, and it allows to obtain the lower bound of the spectral
gap easily. However, it is not necessarily sharp, so if the estimate given by
our method is not enough sharp, then we need to try to use other techniques.
Following Caputo [3], we first consider the following energy conserving
binary collision model introduced by M. Kac in [7], called Kac walk. Let
ν = νN,ω denote the uniform probability measure on the N − 1 dimensional
sphere of the radius
√
ω
SN−1(ω) = {η ∈ RN ;
N∑
i=1
η2i = ω},
and consider the ν-reversible Markov process on SN−1(ω) with infinitesimal
generator given by
L∗f(η) = 1
2N
N∑
i,j=1
Di,jf(η)
where
Di,jf(η) =
1
2pi
∫ pi
−pi
[f(Rijθ η)− f(η)]dθ,
and Rijθ , i 6= j is a clockwise rotation of angle θ in the plane (ηi, ηj). As a
convention, we take Riiθ = Id.
This Kac walk represents a system of N particles in one dimension evolv-
ing under a random collision mechanism. The state of the system is given by
specifying the N velocities η1, η2, · · · , ηN . The random collision mechanism
under which the state evolves is that at random times, a “pair collision”
take place in such a way that the total energy
∑N
i=1 η
2
i is conserved. Under
the above dynamics, after the particles i and j collide, the distribution of
the velocities (ηi, ηj) becomes uniform on the plane (ηi, ηj).
Note that −L∗ is a non-negative, bounded self-adjoint operator on L2(ν).
Any constant is an eigenfunction with eigenvalue 0 and the spectral gap
λ∗ = λ∗(N, ω) is defined as
λ∗(N, ω) := inf
{ν(f(−L∗)f)
ν(f 2)
∣∣∣ν(f) = 0, f ∈ L2(ν)} (1.1)
where ν(f) stands for the expectation
∫
fdν. We define λ∗(N) = inf
ω>0
λ∗(N, ω).
For the Kac walk, by change of variables, it is easy to see that λ∗(N) =
λ∗(N, ω) for all ω > 0.
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In [4], Carlen, Carvalho and Loss computed the exact value of λ∗(N) for
every N :
λ∗(N) =
N + 2
4N
, N ≥ 2. (1.2)
Caputo gave a simplified method to show this. Recall Theorem 1.1 in [3].
Theorem 1.1 (Caputo). For N ≥ 3,
λ∗(N) = (3λ∗(3)− 1)(1− 2
N
) +
1
N
. (1.3)
In particular, (1.2) follows from (1.3) with λ∗(3) = 5
12
.
Now, we introduce the local version of the Kac walk. Fix d ∈ N and let
ΛN the d-dimensional cube of linear size N : ΛN = {1, 2, · · · , N}d. The
local version of the Kac walk is the ν = ν|ΛN |,ω = νNd,ω-reversible Markov
process on S |ΛN |−1(ω) with infinitesimal generator given by
L∗,locf(η) = 1
2
∑
x∈ΛN
∑
y∈ΛN
‖x−y‖=1
Dx,yf(η) (1.4)
where ‖x − y‖ =∑di=1 |xi − yi|. We define the spectral gap λ∗,loc(N, ω) by
(1.1) with −L∗ replaced by −L∗,loc, and λ∗,loc(N) := inf
ω>0
λ∗,loc(N, ω). It is
also easy to see that λ∗,loc(N) = λ∗,loc(N, ω) for all ω > 0.
We give a comparison theorem for λ∗,loc(N) and λ∗(N).
Theorem 1.2.
λ∗,loc(N) ≥ 1
96dN2
λ∗(|ΛN |).
In particular, since λ∗(|ΛN |) ≥ 14 for all N ≥ 2 by (1.2),
λ∗,loc(N) ≥ 1
384dN2
. (1.5)
In the proof, we use the invariance of ν under the exchange of coordinates
repeatedly, and the idea of “moving particle lemma” which was developed
for the study of the spectral gap of interacting particle systems with discrete
spins (cf. [13]). Generally, it is not easy to show the estimate corresponding
to “moving particle lemma” for the systems with continuous spins. How-
ever, for the generator of the form (1.4), we show that the estimate can be
established. A proof of Theorem 1.2 is given in the next subsection.
Next, we consider a generalization of Kac walk introduced in [4] by Carlen
et al. Let ρ(θ) be a probability density on the circle, i.e.∫ pi
−pi
ρ(θ) = 1.
3
Consider a ν = νN,ω-reversible Markov process on S
N−1(ω) with infinitesi-
mal generator given by
Lf(η) = 1
2N
N∑
i,j=1
∫ pi
−pi
[f(Rijθ η)− f(η)]ρ(θ)dθ.
We define the spectral gap λ(N, ω) by (1.1) with −L∗ replaced by −L and
λ(N) := inf
ω>0
λ(N, ω). For this generalization, λ(N) = λ(N, ω) holds for
any ω > 0 again, since L commutes with the unitary change of scale from
SN−1(ω) to SN−1(ω′) , for any ω, ω′ > 0. Indeed, νN,ω′ is the image of νN,ω
under the map T : η →
√
ω′η√
ω
and if fT (η) = f(Tη), then
νN,ω(fT (−L)fT ) = νN,ω′(f(−L)f) (1.6)
holds. Note that, to guarantee λ(N) > 0, we need some more assumptions
on ρ.
We introduce the local version of this generalized Kac walk described by
the infinitesimal generator
Llocf(η) = 1
2
∑
x∈ΛN
∑
y∈ΛN
‖x−y‖=1
∫ pi
−pi
[f(Rxyθ η)− f(η)]ρ(θ)dθ
and define the spectral gap λloc(N, ω) and λloc(N), which satisfying λloc(N) =
λloc(N, ω) for all ω > 0, in the same manner as before. In [4], under the
assumption that ρ(θ) is continuous and ρ(0) > 0, it is shown that
λ(N) ≥ λ(2)N + 2
2N
, N ≥ 2. (1.7)
Under their assumption on ρ(θ), it is also proved that λ(2) > 0 and therefore
λ(N) > 0.
Our next result shows that the proof of (1.7) can be somewhat simplified,
and we also have a lower bound on λloc(N). Note that since we only as-
sume that ρ(θ) is a probability density on the circle, λ(2) is not necessarily
positive.
Theorem 1.3.
λ(N) ≥ 2λ(2)λ∗(N), λloc(N) ≥ 2λ(2)λ∗,loc(N).
In particular, with (1.2), we have (1.7) and with (1.5), we have
λloc(N) ≥ λ(2) 1
192dN2
.
In the next result, we also give an upper bound of λ(N) and λloc(N).
Denote the supremum of the spectral of −L for N = 2 by κ:
κ := sup
ω>0
sup
{ν2,ω(f(−L)f)
ν2,ω(f 2)
∣∣∣ν2,ω(f) = 0, f ∈ L2(ν2,ω)}.
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Theorem 1.4.
λ(N) ≤ 2κλ∗(N), λloc(N) ≤ 2κλ∗,loc(N).
In particular, since κ ≤ 1, we have λ(N) ≤ 2λ∗(N) and λloc(N) ≤ 2λ∗,loc(N).
The key of the proofs of the above comparison theorems is the fact that
ν((Di,jf)
2) is the expectation of the variance of f with respect to ν(·|Fi,j)
where Fi,j is the sigma algebra generated by the coordinates {ηk; k 6= i, j},
and therefore this variance can be estimated by the term of λ(2) or κ and
the corresponding Dirichlet form. Proofs of Theorem 1.3 and Theorem 1.4
are given in the subsection 1.2.
In section 2, we shall show that variants of the same methods can be
used to obtain spectral gap estimates for several models sharing some of
the features of the Kac walk or the generalization of Kac walk. In section
3, we give two examples of such processes.
1.1. Proof of Theorem 1.2. We first introduce operators Ei,j appearing
in the definition of L∗ and pii,j which represents the exchange of the velocity
of particles i and j:
Ei,jf(η) =
1
2pi
∫ pi
−pi
f(Rijθ η)dθ, pii,jf(η) = f(pii,jη)
where
(pii,jη)k =


ηk if k 6= i, j,
ηj if k = i,
ηi if k = j.
As a convention, we take pii,iη = η. Note that Ei,j is a projection which
coincides with ν-conditional expectation given σ-algebra Fi,j generated by
variables {ηk; k 6= i, j}. In other words, Ei,jf = ν(f |Fi,j) is an average of
f on the (ηi, ηj) plane with respect to ν. Therefore, we regard this model
as a binary collision process given by simple averages. Note that, by the
definition Di,j = Ei,j − Id.
To compare the Dirichlet form with respect to the long range operators
with that of the local operators, we first prepare preliminary lemmas.
Lemma 1.1. For any x, y and z ∈ ΛN satisfying y 6= z,
ν((Dx,yf)
2) ≤ 6ν((pix,zf − f)2) + 3ν((Dz,yf)2)
for all f ∈ L2(ν).
Proof. If x = y, then ν((Dx,yf)
2) = 0, so the inequality obviously holds.
On the other hand, if x 6= y and y 6= z, then for any η,
Ex,yf(η) = pix,z(Ez,y(pix,zf))(η) = (Ez,y(pix,zf))(pix,zη).
Therefore, by Schwarz’s inequality and change of variables, we have
ν((Dx,yf)
2) = ν((Ex,yf − f)2) = ν({(Ez,y(pix,zf))(pix,zη)− f(η)}2)
= ν({(Ez,y(pix,zf))(η)− (Ez,yf)(η) + (Ez,yf)(η)− f(η) + f(η)− f(pix,zη)}2)
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≤ 3ν({(Ez,y(pix,zf))(η)− (Ez,yf)(η)}2) + 3ν((Dz,yf)2) + 3ν((pix,zf − f)2).
Finally, since ν({(Ez,y(pix,zf))(η)− (Ez,yf)(η)}2) = ν({Ez,y(pix,zf − f)}2) ≤
ν(Ez,y(pix,zf − f)2) = ν((pix,zf − f)2), we complete the proof. 
Lemma 1.2. For any x, y ∈ ΛN ,
ν((pix,yf − f)2) ≤ 4ν((Dx,yf)2).
Proof. Since Ex,yf(η) = Ex,yf(pix,yη), by Schwarz’s inequality, we have
ν((pix,yf − f)2) = ν((pix,yf − Ex,yf + Ex,yf − f)2) ≤ 4ν((Dx,yf)2).

Proof of Theorem 1.2. For each pair x, y ∈ ΛN (x 6= y), choose a canonical
path Γ(x, y) = (x = z0, z1, · · · , zn(x,y) = y) where n(x, y) ∈ N and ‖zi −
zi+1‖ = 1 for 0 ≤ i ≤ n(x, y) − 1 by moving first in the first coordinate
direction, then in the second coordinate direction, and so on. Then, by
Lemma 1.1, we have
ν((Dx,yf)
2) ≤ 6ν((pix,zn(x,y)−1f − f)2) + 3ν((Dzn(x,y)−1,yf)2). (1.8)
On the other hand, since
pix,zn(x,y)−1 =
piz0,z1 ◦ piz1,z2 ◦ · · ·pizn(x,y)−3,zn(x,y)−2 ◦ pizn(x,y)−2,zn(x,y)−1 ◦ pizn(x,y)−3,zn(x,y)−2 · · · ◦ piz1,z2 ◦ piz0,z1,
by Schwarz’s inequality
ν((pix,zn(x,y)−1f − f)2) ≤ 4n(x, y)
n(x,y)−2∑
i=0
ν((pizi,zi+1f − f)2). (1.9)
Therefore, combining the inequalities (1.8), (1.9) and Lemma 1.2, we have
ν((Dx,yf)
2) ≤ 96 n(x, y)
n(x,y)−1∑
i=0
ν((Dzi,zi+1f)
2).
Then, by the construction of canonical paths,
ν(f(−L∗)f) = 1|ΛN |
∑
x,y∈ΛN
ν((Dx,yf)
2) ≤ 96dN 1|ΛN |
∑
x,y∈ΛN
n(x,y)−1∑
i=0
ν((Dzi,zi+1f)
2)
≤ 96dN2
∑
x,y∈ΛN
‖x−y‖=1
ν((Dx,yf)
2) = 96dN2ν(f(−L∗,loc)f).

Remark 1.1. The key ideas of the proof of Theorem 1.2, Lemma 1.1 and
1.2 were exactly same as the ideas presented in Section 2.5 of [1].
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1.2. Proof of Theorem 1.3 and Theorem 1.4. We define an operator
L0 on L2(ν2,ω) as
L0f(η) = 1
2
{
∫ pi
−pi
[f(R12θ η)− f(η)]ρ(θ)dθ +
∫ pi
−pi
[f(R21θ η)− f(η)]ρ(θ)dθ}
where η ∈ R2. For N ≥ 3, η ∈ RN , 1 ≤ i < j ≤ N and f : RN → R, define
f i,jη : R
2 → R as
f i,jη (p, q) = f(η1, η2, · · · , ηi−1, p, ηi+1, · · · , ηj−1, q, ηj+1, · · · , ηN).
Then, we can rewrite the Markov generator as follows:
Lf(η) = 1
N
∑
i<j
Li,jf(η)
where Li,jf(η) = (L0f i,jη )(ηi, ηj). Note that f i,jη does not depend on ηi and
ηj . Then, we have
ν(f(−Li,j)f) = ν(f i,jη (ηi, ηj)((−L0)f i,jη )(ηi, ηj)) = ν(ν2,η2i +η2j (f i,jη (−L0)f i,jη )).
(1.10)
Note that for N = 2, L = 1
2
L0. Therefore, by definition, we have for any
ω > 0 and g ∈ L2(ν2,ω),
2λ(2)ν2,ω({g − ν2,ω(g)}2) ≤ ν2,ω(g(−L0)g) ≤ 2κν2,ω({g − ν2,ω(g)}2).
Since
ν(ν2,η2i +η2j ({f i,jη −ν2,η2i +η2j (f i,jη )}2)) = ν({f i,jη −ν2,η2i +η2j (f i,jη )}2) = ν({f−Ei,jf}2),
we have
2λ(2)ν((Di,jf)
2) ≤ ν(f(−Li,j)f) ≤ 2κν((Di,jf)2).
Finally, it follows that
2λ(2)ν(f(−L∗)f) ≤ ν(f(−L)f) ≤ 2κν(f(−L∗)f)
and therefore 2λ(2)λ∗(N) ≤ λ(N) ≤ 2κλ∗(N). In the same way, 2λ(2)λ∗,loc(N) ≤
λloc(N) ≤ 2κλ∗,loc(N) is shown.
Now, it remains to show that κ ≤ 1. This follows from this simple
inequality obtained by Schwarz’s inequality:
ν2,ω(f(−L)f) = 1
8
ν2,ω(
∫ pi
−pi
[f(R12θ η)− f(η)]2(ρ(θ) + ρ(−θ))dθ)
≤ 1
4
ν2,ω(
∫ pi
−pi
[f(R12θ η)
2 + f(η)2](ρ(θ) + ρ(−θ))dθ) = ν2,ω(f 2).
We use only here the assumption that ρ(θ) is a probability density on the
circle.
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2. General setting
The general setting can be described as follows. We consider a product
space Ω = XN where X , the single component space is a measurable space
equipped with a probability measure µ. On Ω, we consider the product
measure µN . Elements of Ω will be denoted by η = (η1, η2, · · · , ηN). Next,
we take a measurable function ξ : X → Rm, for a given m ≥ 1, and we
define the probability measure ν = νN,ω on Ω as µ
N conditioned on the
event
ΩN,ω := {η ∈ Ω;
N∑
i=1
ξ(ηi) = ω},
where ω ∈ ΘN is a given parameter and ΘN := {
∑N
i=1 ξ(ηi); η ∈ XN} . We
interpret the constraint on ΩN,ω as a conservation law.
In all the examples considered below there are no difficulties in defining
the conditional probability ν, therefore we do not attempt here at a justifi-
cation of this setting in full generality but rather refer to the examples for
full rigor. As pointed out in [3], the crucial property of ν is that, for any
set of indices A, conditioned on the σ-algebra FA generated by variables
ηi, i /∈ A, ν becomes the µ-product law over ηj , j ∈ A, conditioned on the
event ∑
j∈A
ξ(ηj) = ω −
∑
i/∈A
ξ(ηi).
We introduce some notations in analogy with the last section. For N ≥ 3,
η ∈ XN , 1 ≤ i < j ≤ N and f : XN → R, define f i,jη : X2 → R as
f i,jη (p, q) = f(η1, η2, · · · , ηi−1, p, ηi+1, · · · , ηj−1, q, ηj+1, · · · , ηN).
For each ω ∈ Θ2, fix a well defined (possibly unbounded, with dense domain
denoted by D(L0)) nonnegative self-adjoint operator L0 = Lω0 defined on
L2(ν2,ω) satisfying L0f = 0 if f is a constant function. We are interested in
the process on ΩN,ω described by the infinitesimal generator
Lf(η) = 1
N
∑
i<j
Li,jf(η) (2.1)
where Li,jf(η) = (L0f i,jη )(ηi, ηj) = (Lξ(ηi)+ξ(ηj )0 f i,jη )(ηi, ηj). In all the exam-
ples considered below there are no difficulties to see that for each ω ∈ ΘN
there exits a dense subset of L2(νN,ω) denoted by D(L) such that for all
f ∈ D(L), Lf ∈ L2(νN,ω) is well defined, and f i,jη ∈ D(L0) for all i < j
and η ∈ ΩN,ω. Moreover, by the construction, L is nonnegative self-adjoint
operator on D(L). As before, we refer to the examples for fully rigorous
fomulations.
We also define the local version of the dynamics on ΩΛN ,ω defined by
Llocf(η) =
∑
x,y∈ΛN
‖x−y‖=1
Lx,yf(η)
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where Lx,yf(η) = (L0fx,yη )(ηx, ηy). Here fx,yη is defined in the same way
as f i,jη , and the sum runs over all unordered pairs x, y ∈ ΛN satisfying
‖x− y‖ = 1.
The spectral gap λ(N, ω) (resp. λloc(N, ω) ) is defined by (1.1) with L2(ν)
replaced by D(L) (resp. D(Lloc)), and −L∗ replaced by −L (resp.−Lloc).
As a convention, we may set λ(N, ω) = +∞ if ω is such that the measure
ν becomes a Dirac delta. This convention shall apply also for λloc(N, ω),
λ∗(N, ω) and λ∗,loc(N, ω) where the last two terms will be defined below.
To obtain lower and upper bounds on λ(N, ω) and λloc(N, ω), we consider
a binary collision process given by simple averages, which was introduced
by Caputo in [3]. This process is described by the infinitesimal generator
L∗f(η) = 1
N
∑
b
{ν[f |Fb]− f} (2.2)
where the sum runs over all
(
N
2
)
unordered pairs b = {i, j} and ν[f |Fb] is
the ν-conditional expectation of f given the variables ηk, k /∈ b. Setting,
as before, Di,j = Db = ν[·|Fb]− Id. As usual, we refer to the examples for
fully rigorous formulations. As in the last section, we also consider the local
version of the process described by the infinitesimal generator
L∗,locf(η) =
∑
x,y∈ΛN
‖x−y‖=1
Dx,yf(η) (2.3)
where ‖x − y‖ = ∑di=1 |xi − yi|. Note that in all the examples considered
below, it is easy to check that D(L∗) = D(L∗,loc) = L2(ν). The spectral gap
λ∗(N, ω) is defined by (1.1) and λ∗,loc(N, ω) is defined by (1.1) with −L∗
replaced by −L∗,loc.
Remark 2.1. L∗ can be seen as a special case of L in the form (2.1) with
Lω0 f = ν2,ω(f)− f for f ∈ L2(ν2,ω).
First, we show a comparison theorem between λ∗,loc(N, ω) and λ∗(N, ω).
Theorem 2.1. For any N ≥ 2 and ω ∈ ΘN ,
λ∗,loc(N, ω) ≥ 1
96dN2
λ∗(|ΛN |, ω).
In particular,
inf
N≥2
inf
ω∈ΘN
λ∗(N, ω) > 0 (2.4)
implies
inf
N≥2
inf
ω∈Θ|ΛN |
N2λ∗,loc(N, ω) > 0. (2.5)
Proof. We repeat the proof of Theorem 1.2. Indeed we only used the prop-
erty that the generators L∗ and L∗,loc are described in the forms (2.2), (2.3)
with the special operators Di,j. 
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Now, we give a comparison theorem between λ(N, ω) (resp. λloc(N, ω))
and λ∗(N, ω) (resp. λ∗,loc(N, ω)). Define λ(2) = inf
ω∈Θ2
λ(2, ω) and κ as
κ := sup
ω∈Θ2
sup
{ν2,ω(f(−L)f)
ν2,ω(f 2)
∣∣∣ν2,ω(f) = 0, f ∈ D(L)}
where L is the generator for N = 2, namely 1
2
L0. Here, as a convention, we
may set sup
{
ν2,ω(f(−L)f)
ν2,ω(f2)
∣∣∣ν2,ω(f) = 0, f ∈ D(L)} = −∞ if ω is such that
the measure ν becomes a Dirac delta.
Theorem 2.2. For any N ≥ 2 and ω ∈ ΘN ,
2λ(2)λ∗(N, ω) ≤ λ(N, ω) ≤ 2κλ∗(N, ω), (2.6)
2λ(2)λ∗,loc(N, ω) ≤ λloc(N, ω) ≤ 2κλ∗,loc(N, ω). (2.7)
In particular, if λ(2) > 0, then (2.4) implies
inf
N≥2
inf
ω∈ΘN
λ(N, ω) > 0 (2.8)
and inf
N≥2
inf
ω∈Θ|ΛN |
N2λloc(N, ω) > 0. (2.9)
On the other hand, if κ <∞, then (2.8) implies (2.4), (2.5) and (2.9).
Proof. We repeat the steps of the proofs of Theorem 1.3 and 1.4 to show (2.6)
and (2.7). Indeed, this is a simple consequence of (1.10) with ξ(ηi) + ξ(ηj)
in place of η2i + η
2
j , and the fact that L = 12L0 for N = 2, which always hold
under our general setting. Note that since we assume that L0f = 0 for any
constant f , we have for any ω ∈ Θ2 and g ∈ L2(ν2,ω),
ν2,ω(g(−L0)g) = ν2,ω({g − ν2,ω(g)}(−L0){g − ν2,ω(g)}),
and therefore,
2λ(2)ν2,ω({g − ν2,ω(g)}2) ≤ ν2,ω(g(−L0)g) ≤ 2κν2,ω({g − ν2,ω(g)}2).
The latter part of the theorem follows from Theorem 2.1 and the former
part of the theorem immediately, noting that (2.8) implies λ(2) > 0. 
Remark 2.2. There exist many of models with the spectral gap satisfying
λ(2, ω) > 0 for all ω ∈ Θ2, but λ(2) = 0. For these models, it is clear that
the required lower bound (2.8) or (2.9) does not hold. For these models, we
should give the estimate of λ(N, ω) not only in terms of N but also in ω
(cf. [13], [14]).
Remark 2.3. By definition, λ∗(2, ω) = 1
2
for all ω except for ω such that
λ∗(2, ω) = λ(2, ω) = +∞. Therefore, for N = 2, (2.6) states that the
following trivial relation holds:
λ(2) ≤ λ(2, ω) ≤ κ.
Theorem 2.3. Assume λ∗(3) := inf
ω∈Θ3
λ∗(3, ω) >
1
3
and λ(2) > 0. Then,
(2.4), (2.5), (2.8) and (2.9) hold.
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Proof. Caputo proved in [3] that for N ≥ 2 and ω ∈ ΘN ,
λ∗(N, ω) ≥ (3λ∗(3)− 1)(1− 2
N
) +
1
N
holds. Therefore, λ∗(3) >
1
3
implies (2.4) holds, and therefore (2.5) also
holds by Theorem 2.1. Then, since we assume λ(2) > 0, (2.8) and (2.9) also
hold by Theorem 2.2. 
Remark 2.4. Whether the condition λ∗(3) >
1
3
(or (2.4)) holds or not
depends only on the triplet (X, ξ, µ). Namely the analysis of the spectral
gap of the process described by the infinitesimal generator of the form (2.1)
is reduced to the analysis of the property of the triplet, that is, the state
space, the conservation law and the reversible measure, and the spectral gap
of the same system for N = 2.
Remark 2.5. It is known that λ∗(3) > 1
3
is not the necessary condition for
(2.4). Indeed, Caputo showed in [3] that λ∗(4) := inf
ω∈Rm
λ∗(4, ω) >
1
4
and
λ∗(3) > 0 also implies (2.4).
3. Examples
3.1. Kac walk. The model discussed in the introduction can be seen as
a special case of our general setting, so that Theorem 1.2, Theorem 1.3
and Theorem 1.4 become special cases of Theorem 2.1 and Theorem 2.2,
respectively. Here X = R, ξ(η) = η2 (with m = 1) and µ is the centered
Gaussian measure with variance v > 0. The choice of v does not influence
the determination of νN,ω. As shown in [3], this model satisfies λ
∗(3) > 1
3
and therefore (2.4) holds.
3.2. Energy exchange model. Here we consider a special class of the
energy exchange models introduced in [6] by Grigo et al. We refer [6] for
background and motivation on the model. Let X = R+, ξ(η) = η (with
m = 1), and µ be the Gamma distribution with a shape parameter γ > 0
and a scale parameter 1, i.e.
µ(dη) = ηγ−1
e−η
Γ(γ)
dη.
Note that the choice of the scale parameter does not influence the determi-
nation of νN,ω. We consider a Markov process defined by its infinitesimal
generator Lloc, and L given by
Lf(η) = 1
N
∑
i<j
Li,jf(η), Llocf(η) =
∑
x,y∈ΛN
‖x−y‖=1
Lx,yf(η)
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where Li,jf(η) = (L0f i,jη )(ηi, ηj), Lx,yf(η) = (L0fx,yη )(ηx, ηy),
L0f(η) = Λ(η1, η2)
∫
[0,1]
P (η1, η2, dα)[f(Tαη)− f(η)].
Here, Λ : R2+ → R+ is a continuous function and P (η1, η2, dα) is a proba-
bility measure on [0, 1], which depends continuously on (η1, η2) ∈ R2+. The
maps Tα model the energy exchange between two sites, and are defined by
Tαη = η + [αη2 − (1− α)η1][e1 − e2]
where ei denotes the i-th unit vector of R
2. In words, the associated
Markov process given by Lloc with d = 1 goes as follows: Consider the
one-dimensional lattice {1, 2, ..., N}. To every site i of this lattice we asso-
ciate an energy ηi ∈ X = R+. The collection of all the energies is denoted
by η = (η1, . . . , ηN) ∈ XN . To each nearest neighbor pair of the lattice we
associate an independent exponential clock with a rate Λ that depends on
the energies of this pair ηi, ηi+1. As soon as one of the N − 1 clocks rings,
say for the pair (i, i + 1), then a number 0 ≤ α ≤ 1 is drawn according to
a distribution P , that only depends on the two energies ηi, ηi+1. Then, the
updated configuration of the energies is such that the new energy at site i
is α(ηi + ηi+1), the new energy at site i + 1 is (1 − α)(ηi + ηi+1), and all
other energies remain unchanged.
To guarantee the reversibility of the process with respect to µN (or µΛN ),
we assume the following:
Assumption 3.1. The rate function Λ and the transition kernel P are of
the form
Λ(η1, η2) = Λs(η1 + η2)Λr(
η1
η1 + η2
),
P (η1, η2, dα) = P (
η1
η1 + η2
, dα).
(3.1)
Moreover, Λs(σ)Λr(β) > 0 for all σ > 0 and 0 < β < 1, sup0<β<1 Λr(β) <
∞, and the Markov chain on [0, 1] with transition kernel P (β, dα) has a
unique invariant distribution p(·) given by
p(dβ) = dβ[β(1− β)]γ−1Γ(2γ)
Γ(γ)2
Λr(β)
1
Z
where Z is the normalizing constant, and p is a reversible measure for the
Markov chain generated by P .
Remark 3.1. Grigo et al pointed in [6] that the representation (3.1) natu-
rally occurs in models originating from mechanical systems.
Under Assumption 3.1, Grigo et al showed in [6] that L (resp. Lloc) is
reversible with respect to the product measure µN (resp. µΛN ). Therefore,
we define the spectral gap λ(N, ω) of L and λloc(N, ω) of Lloc for each ω > 0
as before.
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Theorem 3.1. If inf
σ>0
Λs(σ) > 0, then
inf
N≥2
inf
ω>0
λ(N, ω) > 0 and inf
N≥2
inf
ω>0
N2λloc(N, ω) > 0.
To prove the theorem, we first study the spectral gap for the generator
L∗ and L∗,loc, which are the special case of the above model given by
Λ∗s(σ) = 1, Λ
∗
r(β) = 1, P
∗(β, dα) =
Γ(2γ)
Γ(γ)2
{α(1− α)}d−1dα.
By definition, we can easily check that
L∗f(η) = 1
N
∑
i<j
Di,jf(η), L∗,locf(η) =
∑
x,y∈ΛN
‖x−y‖=1
Dx,yf(η),
and, by the unitary change of scale from ΩN,ω to ΩN,1, we have
λ∗(N, ω) = λ∗(N, 1) := λ∗(N), λ∗,loc(N, ω) = λ∗,loc(N, 1) := λ∗,loc(N).
To obtain the exact value of λ∗(N) for N ≥ 2, we recall Theorem 1.1 in
[3]:
λ∗(N) ≥ (3λ∗(3)− 1)(1− 1
N
) +
2
N
. (3.2)
Moreover, if there exists ψ : X → R such that the function
f3(η1, η2, η3) =
3∑
i=1
ψ(ηi)
satisfies, for N = 3, L∗f3 = −λ∗(3)f3+const., regardless of the value of
3∑
i=1
ηi (although the constant may depend on this value), then (3.2) can be
turned into an identity for each N ≥ 2.
Next, we apply the method introduced by Carlen, et al. in [4] to solve
the 3-dimensional problem. This approach was already used in [3] to show
that λ∗(N) = N+1
3N
if γ = 1.
Theorem 3.2. For any γ > 0,
λ∗(N) =
γN + 1
N(2γ + 1)
. (3.3)
Proof. As same way in examples 2.2 in [3], we observe that when N =
3, then L∗ + 1 coincides with the average operator P introduced in [4].
Therefore we can apply the general analysis of Section 2 in [4]. The outcome
is that
λ∗(3) ≥ 1
3
min{2 + µ1, 2− 2µ2}. (3.4)
where the parameters µ1 and µ2 are given by
µ1 = inf
φ
ν(φ(η1)φ(η2)), µ2 = sup
φ
ν(φ(η1)φ(η2))
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with φ chosen among all functions φ : X → R satisfying ν(φ(η1)2) = 1 and
ν(φ(η1)) = 0. Here ν stands for ν3,ω but we have removed the subscripts for
simplicity. One checks that the parameters µ1, µ2 do not depend on ω. Write
Kφ(ζ) = ν[φ(η2)|η1 = ζ ], ζ > 0. This defines a self-adjoint Markov operator
on L2(ν1), where ν1 is the marginal on η1 of ν. In particular, the spectrum
Sp(K) of K contains 1 (with eigen space given by the constants). Then
µ1, µ2 are, respectively, the smallest and the largest value in Sp(K) \ {1},
as we see by writing ν(φ(η1)φ(η2)) = ν[φ(η1)Kφ(η1)]. This is now a one-
dimensional problem and µ1, µ2 can be computed as follows. To fix ideas
we use the value ω = 1 for the conservation law η1+ η2+ η3. In this case ν1
is the law on [0, 1] with density Γ(3γ)
Γ(2γ)Γ(γ)
ηγ−1(1− η)2γ−1. Moreover,
Kφ(η1) = Γ(2γ)
Γ(γ)2(1− η1)2γ−1
∫ 1−η1
0
φ(η2){η2(1− η1 − η2)}γ−1dη2.
In particular, φ(η) = η − 1
3
is an eigenfunction of K with eigenvalue −1
2
.
Moreover, K preserves the degree of polynomials so that if Qn denotes the
space of all polynomials of degree d ≤ n we have KQn ⊂ Qn. By induction
we see that for each n ≥ 1 the polynomial ζn + qn−1(ζ), for a suitable
qn−1 ∈ Qn−1, is an eigenfunction with eigenvalue µn = (−1)n Γ(2γ)Γ(n+γ)Γ(γ)Γ(n+2γ) ,
and it is orthogonal to Qn−1 in L2(ν1). Since the union of Qn, n ≥ 1,
is dense in L2(ν1) this shows that there is a complete orthonormal set of
eigenfunctions φn, where φn is a polynomial of degree n with eigenvalue
µn and Sp(K) = {µn, n = 0, 1, . . .}. Therefore we can take µ1 = −12 and
µ2 =
1+γ
2(1+2γ)
in the formula (3.4) and we conclude that λ∗(3) ≥ 1+3γ
3(1+2γ)
.
To end the proof, we take f = η21+η
2
2+η
2
3 and, using ν[η
2
1 |η2] = 1+γ2(1+2γ) (η2−
1)2, we compute
L∗f(η) = − 1 + 3γ
3(1 + 2γ)
f(η) + const.
Thus, λ∗(3) = 1+3γ
3(1+2γ)
. Clearly, the unitary change of scale does not alter
the form of the eigenfunction so that (3.3) follows. 
Remark 3.2. The consequence of Theorem was shown in [5] with a different
proof.
Remark 3.3. By Theorem 2.12 in [6], for d = 1, λ∗,loc(N) ≥ γ
2γ+1
sin2( pi
N+2
)
holds. However, to estimate the spectral gap with degenerate rate function,
namely the case where inf
σ>0
Λs(σ) = 0, we need to estimate the spectral gap
on the complete graph (see [14]).
Proof of Theorem 3.1. By Theorem 2.2, we only need to show that λ(2) =
infω>0 λ(2, ω) > 0. By the assumption, for N = 2,
ν(f(−L)f) = Λs(ω)ν(Λr
( η1
η1 + η2
)∫
[0,1]
{f(Tαη)− f(η)}2P
( η1
η1 + η2
, dα
)
).
14
Therefore, by the unitary change of scale from Ω2,ω to Ω2,1, we have
λ(2, ω) =
Λs(ω)
Λs(1)
λ(2, 1).
Then, by our assumption, λ(2, 1) > 0 and therefore λ(2) > 0. 
3.3. Zero-range processes. The class of zero-range processes is one of the
well-studied interacting particle systems (cf. [8]). Though the process is of
gradient type, the lower bound estimate of the spectral gap itself has been
considered as an interesting problem and studied by several people ([10],
[12], [2]). Here, we take X = N ∪ {0}, ξ(η) = η, and consider a partition
function Z(·) on R+ by
Z(α) =
∑
k≥0
αk
g(1)g(2) . . . g(k)
where g : N → R+ is a positive function. Let α∗ denote the radius of
convergence of Z:
α∗ = sup{α ∈ R+;Z(α) <∞}.
In order to avoid degeneracy, we assume that the partition function Z di-
verges at the boundary of its domain of definition:
lim
α↑α∗
Z(α) =∞.
For 0 ≤ α < α∗, let pα be the probability measure on X given by
pα(η = k) =
1
Z(α)
αk
g(k)!
, k ∈ X
where g(k)! = g(1)g(2) . . . g(k). Note that the choice of 0 ≤ α < α∗ does
not influence the determination of ν = νN,ω.
First, we consider L∗ defined by (2.2) and study the value of λ∗(3). Fol-
lowing the same argument of the computation of λ∗(3) in Example 3.2, we
can show that
λ∗(3) ≥ 1
3
min{2 + µ1, 2− 2µ2}
where the parameters µ1, µ2 are, respectively, the smallest and the largest
value in {Sp(Kn) \ {1};n ∈ N} and Kn = (K(n)ij ) is the n × n matrix given
by
K(n)ij =
{
1
g(n−j)!g(i−1−(n−j))!(
∑i−1
l=0
1
g(l)!g(i−1−l)! )
−1 if i > n− j
0 if i ≤ n− j.
By the Perron-Frobenius theorem, µ1 > −1. Therefore, µ2 < 12 is a sufficient
condition for λ∗(3) > 1
3
. In [15], the set {Sp(Kn)\{1};n ∈ N} is completely
determined for the cases where g(k) = 1 for all k ∈ N or g(k) = k for
all k ∈ N. In the former case, µ2 = 13 and in the latter case µ2 = 14 . It
concludes that λ∗(3) > 1
3
for both cases and therefore (2.4) and (2.5) hold.
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Next, we consider the generator of zero-range processes defined by
Lf(η) = 1
N
∑
i<j
Li,jf(η), Llocf(η) =
∑
x,y∈ΛN
‖x−y‖=1
Lx,yf(η)
where Li,jf(η) = (L0f i,jη )(ηi, ηj), Lx,yf(η) = (L0fx,yη )(ηx, ηy),
L0f(η1, η2) = g(η1){f(η1−1, η2+1)−f(η1, η2)}+g(η2){f(η1+1, η2−1)−f(η1, η2)}.
As a convention, we take g(0) = 0. To apply Theorem 2.3, we need to study
λ(2) = infω∈N≥0 λ(2, ω). For the choice g(k) = 1 for all k ∈ N, it is known
that λ(2) = 0. On the other hand, a sufficient condition for λ(2) > 0 was
given in [10] as follows:
Proposition 3.1. Assume that the following two conditions are satisfied:
(i) supk |g(k + 1)− g(k)| <∞,
(ii) There exists k0 ∈ N and C > 0 such that g(k) − g(j) ≥ C for all
k ≥ j + k0.
Then, we have λ(2) > 0.
Theorem 3.3. Assume that the two conditions in Proposition 3.1 are sat-
isfied, and µ2 <
1
2
. Then, (2.8) and (2.9) hold.
Proof. By the above argument, we can apply Theorem 2.3 straightforwardly.

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