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ABSTRACT
Modular, Open, Network Architectures (MONA) hold the promise of revolutionizing space system design,
integration, test, operations, and overall business practices. Primarily focused on intra-spacecraft networking,
MONA approaches also have the potential of providing highly enabling inter-spacecraft networking capability for
system of system (SoS) space architectures, which include homogeneous constellations, heterogeneous satellite
collections, and ground command, control and payload service platforms. This networked SoS approach is
especially relevant in the context of disaggregated space systems, which are hoped to reduce total ownership cost
and enhance resiliency of the space enterprise.
Any MONA approach utilized for disaggregated space systems will need to have appropriate capabilities, including
but not limited to scalability, versatility, fault tolerance, enabling quality of service guarantees, and security.
Potential architectural approaches will include existing terrestrial standards, protocols, and software communication
and management services. For instance, IP-based networking at first appears to be a reasonably good approach for
space-space networks. At a conceptual level, it seems simple: just use the IP hardware, protocols, and software to
communicate--among components within a spacecraft, between spacecraft, and between space and ground. Almost
transparently, this simple view would suggest, IP in space opens a vast realm of services for space applications.
However, given the many constraints that apply to space applications, it's not as simple as it seems. In this context,
various approaches to creating an efficient MONA approach for disaggregated space systems will be presented.
Opportunities and challenges of such an approach will be discussed.

One seemingly practical approach towards the creation
and sustainment of highly capable, flexible, and robust
MONA architectures is to rely heavily on the
technological investment of internet protocol (IP). IPbased networking at first appears to be a reasonably
good approach for space-space networks.
At a
conceptual level, it seems simple: just use the IP
hardware, protocols, and software to communicate-among components within a spacecraft, between
spacecraft, and between space and ground. Almost
transparently, this simple view would suggest, IP in
space opens a vast realm of services for space
applications. Here, we will explore this assumption.
Both the opportunities and challenges of using IP based
architectures in space will be discussed.

INTRODUCTION
Modular, Open, Network Architectures (MONA) hold
the promise of revolutionizing space system design,
integration, test, operations, and overall business
practices.
Primarily focused on intra-spacecraft
networking, MONA approaches also have the potential
of providing highly enabling inter-spacecraft
networking capability for system of system (SoS) space
architectures,
which
include
homogeneous
constellations, heterogeneous satellite collections, and
ground command, control and payload service
platforms. This networked SoS approach is especially
relevant in the context of disaggregated space systems,
which are hoped to reduce total ownership cost and
enhance resiliency of the space enterprise.
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communication introduce obstacles that are far more
challenging than they are for terrestrial environments.
The obstacles generally result from resource scarcity.

THE INTERNET ARCHITECTURE IN SPACE
APPLICATIONS: OPPORTUNITIES
The Internet architecture is fundamentally about
adaptability and flexibility, which it achieves in large
part by strong independence of protocol layers. The
underlying best-effort delivery approach supports new
applications unimagined when protocols were defined,
and allows easy extension to new application domains.
Lower layers of the Internet architecture are, by design,
largely invisible to applications.

But isn’t scarcity one of the things that the Internet
architecture is good at dealing with? Hasn’t it been
pioneering in its approaches for providing adequate
services even in the face of unpredictable constraints on
bandwidth, latency, and reliability? To some extent that
is a fair characterization, but the nature of scarcity in
space applications is fundamentally more constraining
than it is in terrestrial environments.

This highly successful approach to networking and
communication has enabled an enormous variety of
applications with minimal cost of entry, because the
underlying IP implementations, and infrastructure can
take care of all the details, allowing application
developers to focus their core functions. It is fair to say
that for the vast majority of applications, the Internet
protocol suite “just works”.

The conventional Internet deals with scarcity though
equipment upgrades and over-provisioning—the pace
of development means that additional capacity can
always be reasonably anticipated and that it will arrive
without any effect (except better performance) on
applications. The Internet architecture also relies
heavily on a congestion-oriented model for reliability,
assuming that if traffic demands are reduced
voluntarily, capacity will automatically improve as
congestion is reduced.

Given the success, and the increasing availability of
cost-effective computing platforms (both hardware and
software) for space systems, an obvious question is
whether the IP suite can deliver the same benefits in
space applications, which have traditionally been
dominated by highly customized, single-purpose
communication technologies. When thinking of the
possibilities of IP for space applications, thought should
be extended beyond the more conventional practice of
using space-based capability to route IP-based data
traffic (e.g. INMARSAT BGAN, HughesNet). Rather,
imagine a rich combination of existing and emerging
terrestrial
commercial
IP-based
technology
architectures that can be extended to space. As with an
“internet of things”, it is possible to conceive of
disaggregated networks of diverse spacecraft (both
large, small, government, civil, and commercial) that
can create large sensor webs containing multiple types
and levels information. Likewise, as with developing
Vehicle-Vehicle
and
Vehicle-Infrastructure
architectures, it is seemingly possible to create a
network of spacecraft that share ephemeris for
autonomous collision avoidance, and utilize a core
communications infrastructure to both report and take
action on space weather phenomena. These types of
architectures would revolutionize the capabilities and
efficiencies of space systems and certainly hold the
potential for an explosion of disruptive innovation in
the small satellite arena.

Under these assumptions, Internet performance
degrades more-or-less gracefully when resources are
scarce. Buffering and adaptive retry (e.g., TCP) can
hide many of the low-level consequences while simply
delivering slower performance until congestion is
reduced. However, if scarcity is severe, performance
degradation can be exponentially bad.
SCARCITY IN SPACE
In space applications, these assumptions are not
appropriate. Space hardware typically has a long
development cycle, a long operational life, and a very
high cost. Every kilogram and every watt is precious,
and since repairs are infeasible, there is an intense focus
on reliability. Over-provisioning is not an option—in
space, it is important to use every shred of available
capacity, because it cost so much to put the
communication hardware in orbit.
The most apparent scarce resource is communication
capacity or bandwidth. Link bandwidth is constrained
by hardware mass and volume, by transmitter energy
requirements (and regulations), and by the computation
energy requirements for handling sophisticated coding
and modulation schemes. The latter cost is exacerbated
by the use of FPGA-based software-defined radio
hardware for space-specific coding requirements, often
consuming an order of magnitude greater energy than a
comparable application-specific integrated circuit
(ASIC) hardware design.

THE INTERNET ARCHITECTURE IN SPACE
APPLICATIONS: CHALLENGES
While it may appear straightforward (“just use Linux
and send IP datagrams over satellite radio links”) to
adopt IP in space applications, the constraints of space
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Satellite attitude is another scarce “resource”. Satellites
typically need to control attitude for pointing the
mission instruments at intended targets and to optimize
capture of solar energy. These primary drivers for
attitude control can interfere with effective radio
antenna pointing, leading to wide use of relatively
inefficient omni-directional (or large-angle) antennas,
or to use of mechanically-steered antenna mechanisms
that are massive, bulky, and potentially unreliable. Use
of electronically-steered antennas mitigates some of
those disadvantages, but the multiple required antenna
elements also have a volume and mass cost, as well as
adding to computational energy requirements (and
requiring additional cabling within the satellite,
potentially further interfering with other mission
elements).

designers need to be able to deliver as much of the
potential bandwidth as possible to the mission
applications, and this inevitably means making more
details of those physical constraints visible to
applications.
Recent developments in very high-bandwidth links
(e.g., lasers, V-band) improve the situation by enabling
a less expensive degree of over-provisioning. However,
these technologies require antenna mechanical steering
or primary attitude control, as well as different ground
equipment, and are not yet widely deployed. It will be
interesting to see whether these physical-layer
technologies are so effective that they mitigate the
difficulties discussed above, or whether application
bandwidth needs will overwhelm them.
SPACE
MISSIONS
CONSTRAINTS

Another scarce “resource” is physical configuration.
Placement of antennas on a satellite involves trade-offs
with instrument placement, solar panel placement, and
interference management. For example, mounting
antennas on a satellite surface restricts the coverage
pattern to approximately hemispherical, requiring at
least two physical antennas on opposite sides to achieve
omni-directional coverage. In practice, interference
effects at the edge of the patterns further reduce
coverage, causing deep “nulls” for certain attitudes.
Interference among different mission components
elements is also an issue: a radio transmitter for one
type of link can interfere with instruments or receivers
for other signals (e.g., GPS or other links).

RESOURCE

Traditional mission planning approaches consider all
the constraints together, planning for every aspect of
how they are consumed. Such approaches can optimize
consumption (and cost), but at the expense of
maximizing internal interdependencies and eliminating
flexibility and adaptability. Such trade-offs are most
effective for monolithic, single-purpose, long-term
satellite missions. Such missions, in effect, provide
their own infrastructure (at great cost), and can be
exquisitely optimized to make the best use of it.
However, many modern satellite missions have more of
a focus on cost and agility. They may be short-lived,
they may require rapid deployment, they may be
generally smaller in scale—all characteristics that bring
a concomitant reduction in the feasibility of
comprehensive pre-planning and resource optimization.
Such missions benefit from taking advantage of
existing infrastructure and implementations, re-using
existing capabilities that may be highly sophisticated
but are not specifically mission-optimized.

A traditional mission planning approach considers all
these issues together and attempts to optimize the
mission as a whole, developing a fixed definition for
how communication links are configured and used
during all phases of the mission. This approach
becomes exponentially costly and inflexible as mission
complexity increases, particularly if the mission needs
evolve (as might be expected for a satellite cluster
configuration).

Such re-use of infrastructure and implementations is
highly desirable for cost efficiency as well as reliability,
but it comes at a cost. Even terrestrially, where the
Internet architecture has evolved for decades to provide
near-optimal service for the most widely-used
applications, it is hard to find an application that would
not perform at least a little bit better if the network were
optimized for that application alone. The cost
advantages of common infrastructure, however, far
outweigh the modest performance benefits of
specialized solutions.

Does the Internet architecture offer relief from such an
inflexible, completely pre-planned approach? In
terrestrial applications, yes: the effective independence
of protocol layers allows application developers to
avoid worrying about low-level configuration details.
However, this success is based on over-provisioning:
with enough bandwidth at the bottom, low-level
mechanisms can indeed hide all the details of individual
links.
In space, on the other hand, a high level of overprovisioning is not generally feasible: potential link
bandwidth is strongly constrained by physical limits on
mass, volume, energy, and configuration. Mission
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performance benefits can provide significant savings in
mission cost in terms of reduced mass and energy. The
next section discusses some of the issues that arise with
three different examples of sophisticated space
networks.

distribute the small sensor modules (commonly
“things”), and even if the researcher is 10,000 miles
away, the magic of the Internet will make the
arrangement work without a second thought. Even
though there may be capacity constraints within the
Internet cloud itself, the bandwidth needs of this
application are tiny compared to the actual capacity of
the backbone.

EXAMPLE APPLICATIONS TOPOLOGY
To illustrate the type of communications that a
complex, multi-purpose satellite cluster mission might
involve, this example provides some context:
•

A university research scientist has developed a
few small satellites (CubeSat scale) for
measuring magnetic field variations in a LEO
orbit.

•

The scientist expects to interact directly with
the satellites on-orbit, to monitor the scientific
instruments and to arrange for delivery of
large volumes of collected data back to
computers at his lab.

•

The CubeSats include relatively powerful
computers (running Linux), but limited
electrical power and maneuverability.

•

The CubeSats are delivered to orbit within an
existing research satellite cluster that includes
sophisticated communication capabilities
available for supporting that type of CubeSat.
Specifically, One larger satellite in the cluster
includes a radio that operates with
conventional 802.11 Wireless LAN protocols,
specifically so that CubeSats can use off-theshelf commercial radios to communicate.
Another larger satellite in the cluster includes
a nadir-pointing high-speed downlink and a
corresponding zenith-pointing geosynchronous
relay link terminal.

•

In space, the situation is different: the intermittent and
unpredictable nature of the radio links, and the need to
drive them at maximum possible throughput means that
the application would be much closer to stressing
capacity limits and interfering with other activities in
the cluster. The remainder of this section describes
three examples of link-layer communication
technologies and the issues that arise from their use.
Component: Space-Ground Links
Space-ground links for low orbit are inherently
intermittent: the satellite is out of view of any given
ground antenna most of the time. In a 90-minute orbital
pass, an antenna may be able to steer so that the satellite
is in view for 8 to 10 minutes (about 10 percent).
This timescale is long enough that it is plausible for it
to be application-visible—advance planning do deliver
an orbit’s worth of collected data in a 5-minute ground
pass is not inherently onerous. However, this is true
only if all aspects of the mission are part of the “plan”.
As missions an software become more sophisticated,
additional functions may require bandwidth as well, for
example a software update, log or error dump
download, ad-hoc commanding and fault diagnosis, and
routing and security protocol overhead traffic.
Another issue with ground links is the need to plan for
reduced quality at the beginning and end. While a
ground link will typically be high-bandwidth and
reliable at the center of the ground pass, it will be less
reliable and slower at the edges. Reduced reliability is
manageable for a single-purpose link, but can lead to
acknowledgment and re-transmission storms when
encountered by protocols like TCP and the link is used
by multiple clients.

All the larger (and more long-lived) satellites
in the cluster incorporate a high-speed local
interconnection used among those satellites.

This is just the sort of application that could benefit
from cooperative operations using networked
disaggregated satellites: new research modules can be
added (and later de-orbited) dynamically, all while
relying on common resources in the main satellites in
the cluster. Using networked disaggregated satellite
modules offers the further opportunity to augment
and/or replace those shared resources as the cluster
evolves.

Component: Intra-Cluster Satellite Links
In a satellite cluster configuration, individual satellites
are typically separated by distances of several hundred
meters to a few kilometers. Communication among the
satellites may occur through omni-directional or broad
pattern links, which offer relatively low bandwidth with
minimal operational constraints, or through directional
links, which can offer very high bandwidth at the
expense of steering and attitude constraints.

In a terrestrial context, this sort of application would
simply work: configure some network interfaces,
Brown
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Since typical applications for satellite clusters involve
relatively close coordination among the cluster
members, an important goal of such inter-satellite links
is to provide continuous connectivity and predictable
bandwidth. Unlike fixed terrestrial wireless local area
network (WLAN) applications where antenna
orientation is stable, satellite antenna orientation is
constantly changing due to orbital dynamics, solar
energy management, and mission pointing needs.
Relative satellite position and range may also change
significantly during an orbit or longer term (as drift
occurs and is corrected by maneuvers, another source of
attitude change).

mechanically pointed antenna and software to
compensate for satellite’s attitude, orbital position, and
velocity. Particularly on smaller satellites, the
terminal’s position and the need to avoid interference
with other radios, can be significant constraints on
configuration.
Because the BGAN network is intended primarily for
terrestrial communication, its coverage is limited near
the poles, putting satellites in polar orbit out of the
coverage areas for parts of the orbit. The network’s
bandwidth is also shared among a large number of
customer terminals around the world, using a
dynamically-controlled
bandwidth
reservation
mechanism, with the result that it is not feasible to
predict or even measure actual capacity.

Omni--directional WLAN technologies can be
relatively robust with respect to these perturbations, but
the multi-kilometer distances and power limitations
(both in terms of available energy and regulatory
constraints) mean that it is difficult to achieve high
bandwidths. Even omni-directional technologies can be
severely hampered by antenna nulls or other
interference, which can result in relatively long
(minutes) outages simply from orbital dynamics and
solar energy management.

OTHER TECHNICAL ISSUES
In addition to the link-specific issues discussed above,
there are some aspects of the Internet architecture that
can pose issues when operating with such links. In these
cases, it is not just the protocol definition that has
potential issues, but the specific characteristics of each
implementation. The internet protocols are defined with
a wide variety of options and implementation choices,
and the choices embodied in the implementations
typically result from experience with reliable,
uncongested, low-latency terrestrial links.

Directional links can provide very high bandwidth, but
doing so requires antenna steering—either mechanical,
with concomitant mass and reliability issues, or
electronic, which typically requires significantly more
energy to compute the modulation as well as larger
antenna arrays.

Communication Security
Traditionally, security for satellite communication has
been provided by dedicated link encryption devices,
one on the satellite and one at its (single) ground
station. This approach was satisfactory for singlemission satellites with dedicated ground control, but for
multi-mission satellites and satellite clusters, it is much
less effective. In such applications, end-to-end security
(such as IP-sec) is preferable.

All these issues need to be addressed at the physical
layer, but their effects bubble up to the network and
higher layers in ways that higher layers do not normally
experience in a terrestrial setting. Applications need to
be able to interact with a physical-layer bandwidth
management mechanism for which terrestrial protocols
do not offer an especially good model. Reservations
and quality-of-service markings can help on a packetby-packet basis, but applications also need an
understanding of availability and utilization at a higher
level.

While IP-sec as such does not introduce any serious
issues for satellite communication, the interaction of
end-to-end security (IP-sec) and acknowledgmentbased protocols (e.g., TCP) can be problematic. These
issues arise because of end-to-end link delays. Although
intra-cluster link delays are short (tens of km, tens of
microseconds), as are the actual links between satellites
and ground stations (hundreds of km, a few
milliseconds), the end-to-end delay between a satellite
and its mission operator may involve thousands more
kilometers of terrestrial Internet, or even more delay
through geosynchronous relays and protocol adapters,
which can introduce round-trip delays as long as one
second. These long delays, particularly when the delay
varies, play hob with acknowledgment-based protocols
such as TCP.

Example: Geosynchronous Relay Links
A system such as Inmarsat’s Broadband Global Access
Network (BGAN) can provide near-continuous Internet
coverage for a satellite in low earth orbit. The BGAN
system uses L-band links to one of three
geosynchronous relay satellites, each with its own
ground station that then links to end-users over the
public Internet or private lines1.
The BGAN SB-SAT satellite terminal is a complex
electromechanical subsystem that must be pointed
approximately to zenith on the satellite. It includes a
Brown
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End-to-end security means that packets are inscrutable
(because they are encrypted) and therefore cannot be
treated by intermediate points as anything but data in
transit. This inscrutability prevents the use of
performance-enhancing proxy (PEP) mechanisms such
as are often used to ensure satisfactory TCP
performance across long-delay links2.

Internet-based satellite communication architecture
involves many different protocols, many different
implementations, many different options, and hundreds
of thousands of lines of code (little of which was
written with the satellite application in mind). The
design and implementation of a dedicated radio link for
serial data is a tractable problem from a V&V
standpoint, using traditional exhaustive V&V
techniques to show that the implementation is correct.

Network Management and Control
Internet applications rely on a variety of low-level
protocols that consume relatively little bandwidth but
are essential to smooth operation of the network. These
protocols embody implicit assumptions about network
operation, particularly about interruptions and latency,
which may be less likely to hold in space environments.

For an Internet architecture system, traditional V&V
appears intractable. Rather, Internet protocol
implementations tend to be designed for resiliency,
rather than exhaustive demonstration of correctness.
This approach has proven highly effective—and costeffective—in terrestrial applications, but that
effectiveness is based in part on extensive experience
with “typical” failures and flaws. In the space
environment, where failures come in much greater
variety and severity, it is not reasonable to expect that
terrestrial success will simply carry forward and
provide the same degree of robustness as is achieved on
the ground.

For example, the Domain Name System (DNS)
protocol assumes effective connectivity, but can
tolerate low bandwidth and long latencies. However, if
connectivity is sufficiently bad or interrupted, DNS can
cause long delays and unpredictable application
failures.
As another example, the Internet Control Message
Protocol (ICMP) passes datagrams around for network
management functions—like DNS, a function that
requires minimal bandwidth and tolerates long delays.
However, also like DNS, ICMP is not intended to
function in an environment where connectivity is
completely unavailable for long periods.

However, in a world of smaller, disaggregated
satellites, this may be less of a disadvantage than it
appears. The fundamental “best effort” delivery model
for the Internet architecture brings tremendous inherent
robustness, even in unfamiliar environments. The
combination of that advantage, with the relatively lesser
cost of failure with disaggregation, may reduce the
importance of traditional V&V. Another mitigating
factor is the relative ease of repairing or upgrading
software on orbit—as long as systems are designed for
such capabilities, the more common terrestrial model of
“fix it when it breaks” can be an appropriate solution.

Also similarly to DNS, the discovery and control
protocols in Internet version 6 (IPv6) [RFC4443]
assume some connectivity and are not designed for an
environment where long interruptions may occur3.
Disruption-Tolerant Networking (DTN)

These considerations, and the relative costs of different
V&V approaches, should be expected to be a
significant part of mission design and planning.

The DTN protocols are designed specifically for space
applications, but their focus is on tolerating the very
long latencies and interruptions that are encountered in
deep space applications4. In such applications, it is
obviously infeasible to expect the standard IP to “just
work” and a disruptive approach like DTN is essential.
By contrast, the latencies of the low earth orbit
environment are not much different from terrestrial
applications, greatly increasing the motivation to use as
much of the standard Internet architecture as possible.

FORWARD DIRECTIONS
Nothing discussed here suggests that the internet
protocols are bad for space applications, but rather that
special techniques and mechanisms are needed to
ensure that the flexibility of the Internet architecture
can be delivered in space.
A number of areas need investigation, both in terms of
abstract protocol definitions and the real characteristics
of implementations. Perhaps the most important area of
investigation is that of communication capacity
planning and management. A framework for expressing
quality-of-service goals and guarantees is needed at all
levels from the mission design stage to real-time
choices about packet delivery. This framework must be

VERIFICATION AND VALIDATION
Somewhat orthogonal to the issues of correct an
satisfactory operation for IPare the issues of verification
and validation (V&V).
Unlike using a simple dedicated serial link (as is
common even today for command and control links), an
Brown
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accessible
to
mission
designers,
application
programmers, and the applications themselves so that
they can develop appropriate expectations, make
reasonable plans, and deal with the inevitable
disappointments. Simulation and modeling tools will be
a large component of this.

provisioning and redundancy can be applied at far less
cost than in space.
A satellite mission generally needs to function as well
as physically possible and cannot (currently) be
physically repaired or rapidly augmented. Satisfying
those constraints while delivering the flexibility of the
Internet architecture to mission and application
developers will require considerable analysis and
experimentation.

Another area is communication security. The IP-sec-inspace approach exemplified by the high-assurance
Internet protocol encryptor (HAIPE) architecture works
well to provide security, but in terms of higher-level
architecture, augmented transport-layer protocols
and/or trusted protocol proxies may be needed to
provide good performance across multiple types of
satellite links5.
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