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In this paper we prove general exact unprovability results that show how a threshold
between provability and unprovability of a finite well-quasi-orderedness assertion of a
combinatorial class is transformed by the sequence-construction, multiset-construction,
cycle-construction and labeled-tree-construction. Provability proofs use the asymptotic
pigeonhole principle, unprovability proofs use Weiermann-style compression techniques
and results from analytic combinatorics.
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This article establishes several infinite schemes of exact unprovability results for various well-quasi-orders. Exact
unprovability results (also known as ‘threshold results’ or ‘phase transition results’) deal with parameterised families of
assertions, showing for which values of the parameter the assertion is provable and for which values it is unprovable. The
first threshold resultswere proved byA.Weiermann in [12] (for the Paris–Harrington Principle) and in [11] (forH. Friedman’s
finite Kruskal Theorem).
We shall study how to build new well-quasi-orders from existing ones using standard constructions (sequence, cycle,
set, multiset and plane labeled tree) and how unprovability thresholds are transformed by these operations. This will
give examples of many new unprovability thresholds, e.g. for cycles of trees, trees of cycles of letters and myriads of
other compound well-quasi-orders. Eventually, we aim at the greatest possible generality allowed by the state of analytic
combinatorics of this day: to be able to extract the exact boundary between provability and unprovability for any well-
quasi-ordered class, obtained by a possibly recursive or even implicit specification.
There is an ordinal-theoretic meaning to the theorems of this paper (roughly: how the multiset-, sequence-, cycle-, tree-
and other constructions transform themaximal order-types of well-ordered linearisations of original well-quasi-orders) but
we shall not go into this story and concentrate on the combinatorial side.
The results in this article are part of the development of A.Weiermann’s programmeof finding exact unprovability results.
I see the additional value of these independence results in that they often bring out hidden combinatorial mechanisms
behind the reasons for unprovability of the original statements.
There are threshold results throughout the subject of Unprovability Theory.We shall only deal with Friedman-style finite
well-quasi-orderedness statements with growth rate bound.
There has been a great number of single examples of exact unprovability results by A. Weiermann and co-authors. I
would like to propose a general scheme instead that would already capture many potential results for well-quasi-orders.
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This article is the author’s attempt to answer the repeated question by A. Weiermann: ‘‘why do the bounds provided by
inverses of count-functions of analytic combinatorics always happen to be exact whenever at some growth rate bound
there is unprovability?’’ The intended answer is: because each class in our list of examples is obtained by a sequence of
applications of certain constructions, each of which preserves exactness of the threshold.
I would like to warmly thank Andreas Weiermann for the many discussions we had on this most fascinating topic of
unprovability thresholds. His influence is clear throughout this paper.
1. Necessary definitions
A set X with a transitive reflexive relation ≤ is called a well-quasi-order if for any sequence x1, x2, . . . of elements of
X , there are i < j such that xi ≤ xj. Kruskal’s theorem says that finite trees are well-quasi-ordered under inf-preserving
embeddings. H. Friedman showed that Kruskal’s theorem is unprovable in ATR0. The graph minor theorem of N. Robertson
and P. Seymour says that finite simple graphs are well-quasi-ordered underminor-inclusion (a graph G is a minor inH if it is
obtained from H by some sequence of edge-contractions, edge-deletions and removal of isolated vertices). It was shown by
H. Friedman, N. Robertson and P. Seymour in [4] that the graph minor theorem is unprovable in ATR0 (and in some stronger
theories), thus explaining one of the reasons why this was a difficult problem in the first place (and necessarily required
impredicative methods like the minimal bad sequence arguments). In this paper we shall concentrate on finite well-quasi-
orderedness assertions with growth bound f , that is first-order statements of the form ‘‘for every K there is N such that for
any finite sequence x1, . . . , xN of elements of X with the size of xi bounded by K + f (i), there are i < j ≤ N with xi < xj’’,
specifically statements of this form that are unprovable for some growth bound f . Let KTr be the statement ‘‘for every K
there is N such that whenever T1, T2, . . . , TN are nonplane rooted trees such that for all i ≤ N , we have |Ti| < K + r · log2 i,
there are i < j ≤ N such that Ti E Tj’’. A. Weiermann determined the exact gap between provability and unprovability in
this case: if r > 1log2 α then KTr is unprovable in PA and if r ≤ 1log2 α then KTr is provable in I∆0 + exp, where α is R. Otter’s
constant (α = 1
ρ
, where ρ is the dominant singularity of the generating function of trees). The proof goes by showing that
KTr implies KT4, which is unprovable in PA because it implies termination of the Hercules–Hydra battle. This theorem is the
ultimate improvement on the result by Loebl and Matoušek [7] that KT 1
2
is provable but KT4 is unprovable. It is nowadays
not difficult to show that KTr actually implies the original H. Friedman’s finite Kruskal theoremwith growth K+ i, and hence
‘unprovable in PA’ can be improved to ‘unprovable in ATR0’. See a discussion of double-compression in Section 3.
Let me now remind the readers some of the necessary definitions and theorems of analytic combinatorics. A detailed
account of the subject can be found in [3], which is the standard reference source on the subject. A combinatorial class is a
set of objects with a fixed notion of size (i.e. for every object there is a natural number called its size) such that for every
n ∈ N there are only finitely-many objects of size n. A generating function is a formal expression of the form∑∞i=0 aiz i. We
say that a combinatorial class A has generating function
∑∞
i=0 aiz i if for every n ∈ N, the number of elements of A of size
n is an. Here is an important fact we shall often use: if the dominant singularity of a generating function is at ρ then the
asymptotic of its coefficients is ρ−n · c(n), where c(n) is a subexponential factor, i.e. is o(An) for every A > 1 (hence some
functions that are faster than polynomials are still considered subexponential, although in real examples they will be slow
or even decreasing).
Definition 1. Suppose that X is a combinatorial class that is well-quasi-ordered by E. Then Seq(X) is the set of all finite
sequences of X . The size of each sequence is defined as the sum of sizes of its entries. We put A ≤ B if there is an order-
preserving injection f : A→ B such that for all a ∈ A, aEf (a). We define Cyc(X) as the set of finite cycles of X (i.e. Seq(X)/ ∼,
where ∼ is the transitive closure of a shift 〈x1, x2, . . . , xn〉 ∼ 〈x2, x3, . . . , xn, x1〉. We set A ≤ B if there is f , a cycle-order-
preserving (i.e. whenever x is followed by y, followed by z then f (x) is followed by f (y), followed by f (z)) injection such
that a E f (a) for every a ∈ A. The set Trees(X) is defined as the set of all plane trees with vertices labeled by elements of
X . The size of a labeled tree is the number of its vertices plus the sum of sizes of its labels. We put T1 ≤ T2 if there is an
inf-preserving plane embedding f : T1 → T2 such that a E f (a) for every label a in T1. Finally, Set(X) is the set of finite sets
of X and Mult(X) is the set of finite multisets of X , i.e. repetitions are allowed. Size is the sum of sizes of entries and we set
A ≤ B if there is an injection such that a E f (a) for all a ∈ A.
Lemma 1. If X is a well-quasi-order then Seq(X), Cyc(X),Mult(X), Set(X) and Trees(X) are well-quasi-orders.
Proof. For Seq(X) this is Higman’s lemma. Other cases follow either by narrowing Seq(X) or, alternatively, it is easy to
construct a separate proof for each of these by usual minimal bad sequence arguments. 
2. Computation of thresholds and proofs of provability
Let us fix our weak base theory as I∆0 + exp and safely assume that proofs of the analytic results used in this article can
be formalised in this theory.
Theorem 2. Suppose X is awell-quasi-ordered combinatorial class whose generating function is G(z) =∑∞k=0 gkzk whose radius
of convergence is ρ < 1 (set ρ = +∞ if there is no singularity). Then the following provability clauses hold.
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(1) Provability clause for X. For every c < 1, the statement ‘‘for all K there is N such that whenever A1, A2, . . . , AN are in X and
|Ai| < K + c · log1/ρ i for all i ≤ N then for some i < j ≤ N, Ai E Aj’’ is provable in I∆0 + exp.
(2) Provability clause forMult(X). For every c < 1, the statement ‘‘for all K there is N such that whenever A1, A2, . . . , AN are in
Mult(X) and |Ai| < K + c · log1/ρ i for all i ≤ N then for some i < j ≤ N, Ai ≤ Aj’’ is provable in I∆0 + exp.
(3) Provability clause for Seq(X). Suppose G(0) = 0 and G(ρ) > 1. Let σ ∈ (0, ρ) be the solution of G(z) = 1. Then for every
c < 1, the statement ‘‘for all K , there is N such that whenever B1, B2, . . . , BN are in Seq(X) and |Bi| < K + c · log1/σ i for all
i ≤ N then for some i < j ≤ N, Bi ≤ Bj’’ is provable in I∆0 + exp.
(4) Provability clause for Cyc(X). Suppose G(0) = 0 and G(ρ) > 1. Let σ ∈ (0, ρ) be the solution of G(z) = 1. Then for every
c < 1, the statement ‘‘for all K , there is N such that whenever B1, B2, . . . , BN are in Cyc(X) and |Bi| < K + c · log1/σ i for all
i ≤ N then for some i < j ≤ N, Bi ≤ Bj’’ is provable in I∆0 + exp.
(5) Provability clause for Trees(X). Let ρ∗ be a solution of 14 = z · G(z) and suppose ρ∗ < ρ . Then for any c < 1, the statement
‘‘for all K there is N such that whenever A1, A2, . . . , AN are in Trees(X) and |Ai| < K + c · log1/ρ∗(i) for all i ≤ N then there
are i < j ≤ N such that Ai ≤ Aj’’ is provable in I∆0 + exp.
Theorems 3–6 below will show that the above bounds for Mult(X), Seq(X), Cyc(X) and Trees(X) are actually the exact
provability/unprovability thresholds. Notice that the threshold is the same for the pair X andMult(X) and for the pair Seq(X)
and Cyc(X) (we shall see in amoment that this is because the bases of the exponents in coefficient asymptotics are the same).
However, for various X , the behaviours of Seq(X) and Cyc(X) at the threshold point may differ. The same remark goes for X
and Mult(X).
We shall repeatedly use the fact that for α > 1, if tn ∼ C αn for some constant C then∑nk=1 tk ∼ D αn for some other
constant D (this fact is an easy asymptotic version of geometric progression summation).
Proof. Provability proofs for X , Mult(X), Seq(X) and Cyc(X) go by a simple asymptotic pigeonhole argument. The
asymptotics of the coefficients are as follows: gn ∼ h(n) ·
(
1
ρ
)n
for X and g ′n ∼ h′(n) ·
(
1
ρ
)n
for Mult(X), where h(n)
and h′(n) are different subexponential factors (in case of X , this is the basic theorem of analytic combinatorics we quoted
above, e.g., see [3], Theorem IV.7, formultisets see [3], Theorem IV.8), fn ∼ 1σ ·G′(σ ) ·σ−n for Seq(X) (the supercritical sequence
theorem, [3], Theorem V.5) and en ∼ σ−nn for Cyc(X) (the supercritical cycle theorem, see [3], Example IV.13).
Let us only write down the proof for one case, say, sequences. Suppose S1, . . . , SN is a sequence of sequences of elements
of X such that |Si| < k + c · log1/σ i for some constant c < 1. Notice that since there are ∼ 1σG′(σ )σ−n sequences of size n,
there are∼ d · σ−n sequences of size≤ n for large n, for some constant d. So, for n = k+ c · log1/σ i, there are dσ−k · ic < i
sequences of size≤ nwhen i is large, hence, by the pigeonhole principle, there are i < j ≤ N such that Si = Sj.
By recursive specification of labeled trees (the root inputs 1 plus the size of its label plus the size of a sequence of
immediate successor-subtrees, denoted in the spirit of [3] as T = Z × G × Seq(T )), we have T (z) = z · G(z) · 11−T (z) .
By solving the quadratic equation, we obtain T (z) = 1−
√
1−4z·G(z)
2 and the dominant singularity comes as a solution z = ρ∗
of the equation 14 = z · G(z). If ρ∗ < ρ then the number of members of Trees(X) of size ≤ n is ∼ h(n) · (ρ∗)−n for
subexponential h, and the asymptotic pigeonhole principle argument can be repeated.
Notice that this theorem does not determine the provability/unprovability behaviour at c = 1 because this case depends
on the shape of the subexponential factor in the asymptotic of the coefficients. 
Notice also that it is possible to assign the size to labeled trees differently (e.g. as the sum of label sizes only). Then the
computation is also possible and of course yields a different value (in case of mere sum of label sizes, the radius is the
solution of G(z) = 14 if it exists).
3. Unprovability
In order to prove exactness of the threshold for X , it is necessary to use the internal structure of objects of X . It is the
purpose of thiswhole project to learn how to solve this problem: to eventually be able to prove the exact unprovability clause
based on any specification of X , starting from natural numbers and using Seq, Mult, Cyc, Set, Trees and other constructions
(including recursive and implicit specifications).
Theorem 3. The threshold for finite well-quasi-orderedness of Mult(X) in Theorem 2 is exact. Let T be any theory containing
I∆0 + exp. For every c > 1, if ‘‘for all K there is N such that for every sequence 〈Ai〉Ni=1 in X with |Ai| < K + c · log1/ρ i there
are i < j ≤ N such that Ai E Aj’’ is unprovable in T then ‘‘for all K there is N such that for every sequence 〈Bi〉Ni=1 inMult(X)with|Bi| < K + c · log1/ρ i there are i < j ≤ N such that Bi ≤ Bj’’ is unprovable in T .
Proof. The proof is easy: take a bad sequence of singleton multisets. 
Theorem 4. Let T be any theory containing I∆0+exp. Suppose G, σ and ρ are as in Theorem 2 and suppose that for some c > 1,
the statement ‘‘for all K , there is N such that whenever X1, X2, . . . , XN are in X and |Xi| < K+c · log1/ρ i then for some i < j ≤ N,
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Xi ≤ Xj’’ is unprovable in T . Then for every ε > 0, the statement ‘‘for all K , there is N such that whenever B1, B2, . . . , BN are in
Seq(X) and |Bi| < K + (1+ ε) · log1/σ i then for some i < j ≤ N, Bi ≤ Bj’’ is unprovable in T .
Proof. For every k ∈ ω, consider Gk(z) = g1z + · · · + gkzk, the generating function of Xk, the set of elements of X of size
≤ k. Consider 1
1−(g1z+···+gkzk) , the generating function of sequences of Xk with dominant singularity at σk. Let us prove that
σ < σk+1 < σk and that σk →k→∞ σ . Indeed, notice that for every a < ρ, the polynomials Gk(z) are the partial sums that
on [0, a] converge to G(z). Also notice that Gk(0) = 0 and for every k, Gk is increasing and for every z, Gk(z) is increasing to
G(z). Now, if σ ′ = inf σk > σ then for any z ∈ (σ , σ ′), Gk(z) < 1 for every k but G(z) > 1 which contradicts the fact that
Gk(z)→k→∞ G(z).
Notice that for large enough c , ‘‘for all K there is N such that whenever S1, . . . , SN are sequences of X with |Si| <
K + c log1/σ i then for some i < j ≤ N , Si ≤ Sj’’ implies the corresponding sentence for X with the same growth bound (take
single-element sequences), thus is unprovable in T .
Given K , start off with a long bad sequence S1, S2, . . . , SN of arbitrary sequences of X such that |Si| < K + c · log2 i.
Using the counting formulas for sequences of Xk and X (using themain theorem of analytic combinatorics, see discussion
above) and the fact that σk →k→∞ σ , for every ε > 0 we can find large enough k and i∗ and a positive ε′ < ε such that for
all i > i∗, we have
• K + k+ 1+ (1+ ε′) · log1/σk 2 · dlog2 ie + c · log2 log2 i ≤ (1+ ε) · log1/σ i;• the number of sequences of elements of Xk of size≤ K + (1+ ε′) log1/σk 2 · dlog2 ie is at least i.
The first inequality can be realised because σk →k→∞ σ . The last inequality is realised by choosing a large enough k so that
the asymptotic formula for sequences of Xk would work, giving the number of sequences of Xk of size at most
K + (1+ ε′) log1/σk 2 · dlog2 ie greater than
C ·
(
1
σk
)K+(1+ε′) log1/σk 2·dlog2 ie
>
C
σ Kk
· i1+ε′ > i.
The reader may think of the choice of ε′ and k as satisfying the simple inequality
(1+ ε′) · log1/σk 2 < (1+ ε) · log1/σ 2.
For every i ∈ ω, letMi be the set of all sequences of size
≤ K + (1+ ε′) log1/σk 2 · dlog2 ie
of elements of Xk. By the choice of i∗, ε′ and k, we have for all i > i∗, |Mi| ≥ i.
Consider any definable linearisation of Mi (i.e., a total ordering such that if sequence B is larger than sequence C in this
ordering then B 6≤ C in terms of sequence-embedding). Denote the jth element ofMi in this ordering by enum(i, j).
Now let us define another bad sequence, with growth< K + (1+ ε) log1/σ i. Fix A ∈ X of size k+ 1. For every i ≤ N , put
Bi = Sdlog2 ie ∗ A ∗ enum(i, 2dlog2 ie − i), where ∗ denotes concatenation. Clearly,
|Bi| < K + c log2 log2 i+ k+ 1+ K + (1+ ε′) log1/σk 2 · dlog2 ie < K + (1+ ε) log1/σ i.
To prove that the new sequence is bad, first remember that A is never embeddable into enum(i, 2dlog2 ie − i). Suppose
for the sake of a contradiction that for some i < j ≤ N , Bi embeds into Bj. Notice that if dlog2 ie < dlog2 je then Sdlog2 ie is
not embeddable into Sdlog2 je, hence its image under the embedding contains A, hence A embeds into enum(j, 2
dlog2 je − j), a
contradiction. Otherwise dlog2 ie = dlog2 je, henceMi = Mj and the function enum(i, 2dlog2 ie − i) enumerates members of
Mi (= Mj)whose indices have the same logarithm in reverse order and the image of enum(i, 2dlog2 ie − i) can’t contain A, so
again Bi 6≤ Bj. 
It is clear that the analytic argument from the beginning of the proof above can give us much more: the exact speed of
convergence of 〈σk〉 toσ can be computed from the speed of convergence ofGk(z) toG(z) sincewe know that their difference
is the sumof the (asymptotically) geometric progression
∑∞
i=k+1 gkzk. Thuswe can immediately have a general theorem that
gives us the second term of the threshold asymptotic. A.Weiermann proved a particular case (sequences of numbers) in [13]
(Lemma 3.4 and Theorem 2.11) but our argument gives a generalisation to all X by rather elementary methods.
Theorem 5. The threshold for cycles in Theorem 2 is exact. Let T be any theory containing I∆0 + exp. Suppose G, σ and ρ are as
in Theorem 2 and suppose that for some c > 1, the statement ‘‘for all K , there is N such that whenever X1, X2, . . . , XN are in X
and |Xi| < K + c · log1/ρ i then for some i < j ≤ N, Xi ≤ Xj’’ is unprovable in T . Then for every ε > 0, the statement ‘‘for all K ,
there is N such that whenever B1, B2, . . . , BN are in Cyc(X) and |Bi| < K + (1+ ε) · log1/σ i then for some i < j ≤ N, Bi ≤ Bj’’
is unprovable in T .
Proof. All counting results for cycles of Xk and X follow from the counting results for sequences (by Theorem IV.8 of [3]
which says that for every combinatorial class X that satisfies the supercriticality condition of Theorem 2, the dominant
singularities of Seq(X) and Cyc(X) coincide). The rest of the proof repeats the proof of Theorem 4. The difference is in the
definition of Bi. To define Bi, first fix two mutually non-embeddable objects A1 and A2 of reasonable sizes around k+ 1 and
define Bi = Sdlog2 ie ∗ A1 ∗ enum(i, 2dlog2 ie − i) ∗ A2. 
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Theorem 6. The threshold for trees in Theorem 2 is exact. Suppose G, ρ and ρ∗ are as in Theorem 2 and a theory T doesn’t prove
X-labeled finite Kruskal theorem: ‘‘for every K there is N such that whenever T1, . . . , TN ∈ Trees(X) are such that |Ti| < K + i
then for some i < j ≤ N, Ti ≤ Tj’’. Then for every ε > 0, the statement ‘‘for all K , there is N such that whenever B1, B2, . . . , BN
are in Trees(X) and |Bi| < K + (1+ ε) · log1/ρ∗ i then for some i < j ≤ N, Bi ≤ Bj’’ is unprovable in T .
Proof. Recall that ρ∗ is the solution of the equation 14 = z · G(z) and ρ is the dominant singularity of G(z) and we suppose
that ρ∗ < ρ. Let Tk(z) be the generating function of≤ k-branching plane trees and its dominant singularity to be ρk. Clearly
ρ∗ ≤ ρk for all k. It is now possible to conclude, by analysing the functional equation for Tk(z)
Tk(z) = z · G(z) · (1+ Tk(z)+ · · · + T kk (z)) = z · G(z) ·
1− T k+1k (z)
1− Tk(z) ,
that ρk →k→∞ ρ∗.
We will now prove our theorem by showing that for every ε > 0, our statement ‘‘for all K there is N such that whenever
B1, B2, . . . , BN are in Trees(X) and |Bi| < K + (1 + ε) · log1/ρ∗ i then for some i < j ≤ N , Bi ≤ Bj’’ implies the finite
labeled Kruskal theorem with linear growth, a known very unprovable statement: ‘‘for all K there is N such that whenever
T1, T2, . . . , TN are in Trees(X) and |Ti| < K + i then for some i < j ≤ N , Ti ≤ Tj’’. We shall do it by two compressions:
starting with a bad sequence T1, T2, . . . , TN with |Ti| < K + i, build a bad sequence S1, S2, . . . , SN with |Si| < 3K + C log i
for some C and then build a new bad sequence B1, B2, . . . , BN with |Bi| < 9K + (1+ ε) · log1/ρ∗ i.
Let the smallest element of X be of size a. Choose i1, k, C and d such that for all i > i1, the number of ≤ k-branching
plane trees of size ≤ d log2 i is at least i and (k + 4)a + 3 + d log2 i + K + log i < 3K + C log i. Let enum(i, j, k) be the
jth element in a linearisation of the X-labeled≤ k-branching trees of size i. Define Si to be the root with the smallest label,
followed by two immediate subtrees. For i ≤ i1, the left subtree is a line of i1 − i points and the right subtree consists of the
root withminimal label and two immediate subtrees: T1 and a root followed by k+1 sticks carrying theminimal label each.
For i > i1, the two immediate subtrees are: enum(d log2 i, 2dlog2 ie − i, k) and a vertex with minimal label followed by two
immediate subtrees: Tlog i and a root with minimal label followed by (k + 1) sticks carrying a minimal label each. Clearly,
|Si| < 3K + C log i and the sequence is bad, by the usual argument.
The second step in double-compression goes similarly. Again, let k∗, i∗ and ε′ ∈ (0, ε) be such that for all k > k∗ and
i > i∗, we have
(k+ 4)a+ 3+ 3K + C log log i+ (1+ ε′) log1/ρk i < 9K + (1+ ε) log1/ρ∗ i.
The tree Bi consists of the root, followed by two immediate subtrees. For i ≤ i∗ it is the same as above (but with S1 in place of
T1). For i > i∗, the left immediate subtree is num(i, 2dlog2 ie−i), where num(i, j) is the jth element in the linearisation of the set
of plane trees of branching≤ k of size< K+(1+ε′) · log1/ρ∗ i and the right immediate subtree consists of a root followed by
two subtrees: Sdlog2 ie and a vertexwith (k+1) sticks. Notice that 〈Bi〉Ni=1 is a bad sequence and |Bi| < 9K+(1+ε) log1/ρ∗ i. 
The assumption of unprovability of (finite) well-quasi-orderedness of X with growth bound K + c log i for some c , that
we made in Theorems 3–5, does not have to be of this shape. It can well be replaced by a seemingly weaker assumption of
unprovability with growth bound K+ i as in Theorem 6 and an application of the double compression trick like in Theorem 6
above.
Double-compression can considerably strengthen threshold results. Originally A. Weiermann proved that for r > 1logα ,
KTr is unprovable in PA by doing a single compression to show that KTr implies KT4, which, as proved by Loebl andMatoušek,
implies termination of the Hercules–Hydra battle [7]. Double-compression shows that KTr implies original H. Friedman’s
finite Kruskal statement ‘‘for all K there is N such that for any sequence T1, . . . , TN of finite trees such that |Ti| < K + i,
there are i < j ≤ N such that Ti E Tj’’, so KTr is actually unprovable in ATR0. (An improvement of Weiermann’s theorem to
ATR0-unprovability was first done (the hard way, using ordinals) by Gyesik Lee in his PhD Thesis [6].)
The current paper is not the first place where double-compression appears. The first step in double-compression is from
Loebl–Matoušek [7], the second step is fromWeiermann [11] and double compression was also used once in [13].
Notice that if we abandon labels in Theorem 6 altogether and try to find the value of the unprovability threshold for
plane trees then both the first and the second terms of the threshold asymptotic can be computed explicitly as follows. Use
Weiermann’s proof of the these results for plane binary trees [13] and exploit the standard bijection between plane binary
trees with (n − 1) internal nodes and plane trees on n nodes (this standard bijection can be found in Section I.5.3 of [3]).
Notice that this bijection takes plane trees of branching ≤ k exactly to Weiermann’s sets Bk, for which there is an explicit
asymptotic counting formula (that used the gambler’s ruin problem from probability theory). The rest of the proof for the
first term of the asymptotic is done by repeating the compression argument from Theorem 6. The computation of the second
term of the asymptotic would then almost exactly repeat Weiermann’s computation for plane binary trees from [13].
Question 1. Do a similar study of exact unprovability of well-quasi-orderedness for unary-binary trees (branching of non-leaves
is one or two), mobiles (‘trees’, such that immediate successors of every vertex are ordered as a cycle), supertrees (a base tree plus
each leaf having another tree growing from it (embeddings distinguish base trees from leaf trees)), alcohols, binary general trees,
k-branching plane trees (the case k = 2 has been settled by A. Weiermann in [13]).
Question 2. Extend the results in this section to other classical operators from analytic combinatorics: finite sets of X, pointing,
substitution, sequences and multisets of X of fixed size.
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4. Examples
First let us give some examples of theorems that illustrate that Theorems 2–6 are applicable in a large number of cases.
Example 1. Plane trees labeled with plane binary trees.
Let us illustrate Theorem 6 by an example of a concrete G(z). Let G be the class of plane binary trees (i.e. G(z) = 1−
√
1−4z
2z ),
so we have ρ = 14 and by solving 14 = z · 1−
√
1−4z
2z we find ρ
∗ = 316 < ρ, so we got a concrete threshold: the statement ‘‘for
all K there is N such that whenever A1, A2, . . . , AN are in Trees(X) and |Ai| < K + r · log2 i, then there are i < j ≤ N with
Ai ≤ Aj’’ is provable for r < 1log2(16/3) and ATR0-unprovable for r > 1log2(16/3) .
Example 2. Sequences of nonplane trees of branching≤ k.
Consider Tk(z), the generating function of≤ k-branching nonplane rooted trees and let ρk be its dominant singularity. It
was proved by R. Otter in [9] that ρk+1 < ρk and Tk(ρk+1) = 1. Now notice that Tk(0) = 0 and Tk(ρk) > 1, so the function
Tk(z) satisfies the ‘supercriticality’ assumption of Theorem 2 with σ = ρk+1. Now, the result is a combination of Theorem 2
and Theorem 4: for every ε > 0, the statement ‘‘for all K there is N such that whenever S1, . . . , SN are sequences of ≤ k-
branching nonplane rooted trees with |Si| < K + (1+ ε) · log1/ρk+1 i then for some i < j ≤ N , Si ≤ Sj’’ implies full nonplane
Kruskal’s Theorem with branching ≤ k (and thus unprovable in the corresponding strong theory) and for every ε < 0, the
statement is provable in I∆0 + exp.
Example 3. Unrooted Kruskal’s theorem and acyclic graphs.
Acyclic graphs are multisets of unrooted nonplane trees, so an unprovability threshold for unrooted trees will
automatically (using Theorem 3) translate to an exact unprovability result for acyclic graphs.
Let us start by proving that the statement ‘‘unrooted trees are well-quasi-ordered’’ implies Kruskal’s Theorem. For that
we shall first observe that unrooted Kruskal’s theorem implies ∀kKTk (where KTk is Kruskal’s theorem for ≤ k-branching
trees) and then quote a (nontrivial) result from [10] that ∀kKTk implies Kruskal’s theorem.
Take any (infinite or sufficiently long finite, with growth condition) sequence 〈Ti〉 of ≤ k-branching rooted nonplane
trees and build a corresponding sequence 〈T ′i 〉 of unrooted trees as follows: T ′i is Ti with k new sticks (that is a new vertex
and an edge) attached to its root. Using unrooted Kruskal’s theorem, find i < j such that T ′i E T
′
j and notice that the root is
preserved, hence Ti E Tj.
In order to find the exact independence result here, we need to use the results by R. Otter and G. Pólya (see e.g. [3],
section VII.5): the asymptotic of the count function for unrooted trees is un ∼ b · cn · n−5/2, where b = 0.5349496 . . .
and c = 2.955765856 . . .. In conjunction with the results on the number of ≤ k-branching unrooted trees of size n (and
the definition of the tree Bi as in the proof of Theorems 4 and 6, defined as the ≤ k-branching tree Sdlog2 ie (from the
original bad sequence) connected to a vertex that has (k + 1) extra sticks sticking out of it which is then connected to
enum(i, 2dlog2 ie − i), the corresponding tree in the enumeration of≤ k-branching trees of size at most K + (1+ ε′) · logc i),
it gives the exact result: for any ε > 0, the statement ‘‘for all K there is N such that whenever U1, . . . ,UN are unrooted
trees with |Ui| < K + (1+ ε) · logc i then for some i < j ≤ N , Ui E Uj’’ is unprovable but for every ε < 0, the statement is
(I∆0 + exp)-provable.
Now, the exact result for acyclic graphs is the finite well-quasi-orderedness assertion for acyclic graphs with the same
growth conditions as for unrooted trees above (by Theorems 2 and 3).
Example 4. Graph minors.
This example is about the graph minor theorem and shows that unprovability thresholds can be obtained even if our
class was not built by a sequence of standard operations discussed in this paper. Throughout this example we deal with
unlabelled graphs.
For any function f , let GMf be the statement: ‘‘for every K there is N such that for any sequence of simple graphs
G1,G2, . . . ,GN such that |Gi| < K + f (i), there are i < j ≤ N such that Gi is isomorphic to a minor of Gj’’. Using Pólya’s
theorem [5], it is easy to conjecture that:
(1) for any r ≤ √2, the statement GMr·√log is provable in I∆0 + exp;
(2) for any r >
√
2, GMr·√log is unprovable in PA.
First we prove (I∆0 + exp)-provability of GM√2·√log by an asymptotic pigeonhole argument. Let g(n) be the number of
nonisomorphic graphs on n vertices, G(n) be
∑
k≤n g(k). By Pólya’s theorem, g(n) ∼ 2
n(n−1)
2
n! , so using the Schtolz Lemmawe
infer that G(n) ∼ 2
n(n−1)
2
n! . Indeed,
2n(n−1)/2
n! − 2
(n−1)(n−2)/2
(n−1)!
G(n)− G(n− 1) = 1− n · 2
1−n −→n→∞ 1.
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Now, choose a number D such that for all n ≥ D, G(n) < 1110 · 2
n(n−1)/2
n! . Given K , choose N > 2
D2 , so that
11 · 2K2/2
10
· 2
K
√
2 logN
(K +√2 logN)! · 2(K+√2 logN)/2 < 1.
Take a sequence G1,G2, . . . ,GN of graphs such that |Gi| < K +
√
2
√
log i ≤ K +√2 logN . Notice that with this condition
on growth rate, by the pigeonhole principle, some two graphs in this sequence coincide since the number of nonisomorphic
graphs of size not exceeding K +√2 logN is
G(K +√2 logN) < 11 · 2K2/2
10
· 2
K
√
2 logN
(K +√2 logN)! · 2(K+√2 logN)/2 · N < N.
This completes the (I∆0 + exp)-provability proof for GM√2√log.
A (non-exact) growth bound that gives unprovability can easily be extracted from the Friedman–Robertson–Seymour
reduction ([4], pp. 246–250) that shows how the graphminor theorem implies Kruskal’s theorem for k-branching n-labeled
trees. For every (nonplane rooted) tree T with m vertices, a simple graph GT with 2(k + 1)mn + 1 vertices is built so that
for any two trees T1 and T2, if GT1 is a minor in GT2 then T1 is inf-preserving, label-preserving embeddable into T2. Hence, by
Weiermann’s theorem [11], this gives unprovability of GM2(k+1)nc·log in the corresponding theory, where c is Weiermann’s
constant 1log2 α , where α is Otter’s tree constant. It is not difficult to improve the constant in front of the logarithm and show,
e.g., that GM4c log is unprovable (by an adaptation of a multigraph construction of [4], pp. 242-246 to this case of simple
graphs) but we do not consider the struggles to improve the constant in the growth rate K + d · log i important (although
compression arguments from [1] do it all) because the exact unprovability proof with the best possible growth rate bound
K + (√2+ ε) · √log i for every ε > 0 is looming.
However, for some classes of graphs, the exact threshold was already proved [1], assuming a well-known conjecture
in graph theory (*): ‘‘a random (unlabelled) planar graph is connected with positive probability’’ (see some discussion in
[2]). Let A be the class of all planar graphs or the class of all connected planar graphs or the class of all graphs embeddable
into some give surface. Consider the statement PA(c) ‘‘for all K there is N such that whenever G1,G2, . . . ,GN are in A and
|Gi| < K + c log i, there are i < j ≤ N such that Gi is isomorphic to a minor in Gj’’. Then, assuming (*),
(1) for every c ≤ 1log γ , PA(c) is provable in I∆0 + exp;
(2) for every c > 1log γ , PA(c) is unprovable in ATR0
where γ is the unlabelled planar growth constant, a number between 27.2269 and 30.061, defined as limn→∞(gn)1/n, where
gn is the number of n-vertex planar graphs.
Question 3. Let Forb(H1, . . . ,Hn) be the class of all (unlabelled simple) graphs omitting the minors H1, . . . ,Hn. For each set
H1, . . . ,Hn of leafless graphs, is the graph minor theorem restricted to Forb(H1, . . . ,Hn) unprovable? If so and if each set of
the form Forb(H1, . . . ,Hn) has an unlabelled growth constant γ (H1, . . . ,Hn) (this conjecture is yet unproved as of late 2007)
then prove the threshold result for Forb(H1, . . . ,Hn): for the statement Pc(H1, . . . ,Hn) defined as ‘‘for all K there is N such that
whenever G1, . . . ,GN are in Forb(H1, . . . ,Hn) and |Gi| < K + c · log i then for some i < j ≤ N, Gi is isomorphic to a minor in
Gj’’, we have
(1) for all c ≤ 1log(γ (H1,...,Hn)) , Pc(H1, . . . ,Hn) is provable in I∆0 + exp;
(2) for all c > 1log(γ (H1,...,Hn)) , Pc(H1, . . . ,Hn) is unprovable in ATR0.
Notice that it is generally expected that the Norine–Seymour–Thomas–Wollan phenomenon [8] will transfer to the unlabelled
case, so each class Forb(H1, . . . ,Hn) will be merely of exponential size.
In the case of multigraphs (that is, graphs with loops and multiple edges allowed), even a conjecture about the logical
strength of the graph minor theorem with different growth rate bounds cannot be formulated because the number of
multigraphs of size n is a hard open problem (where the size of a multigraph G is defined as |V (G)| + |E(G)| or in any
other similar way).
Question 4. What is the strength of the statement ‘‘every countable infinite graph is a proper minor of itself’’? This ‘‘Self-Minor
Conjecture’’ conjecture due to P. Seymour is very strong (since it implies the infinite graph minor theorem) and is not known to
be false. Another (related) extremely strong statement is ‘‘countable graphs are well-quasi-ordered by minor-inclusion’’. Are these
statements strictly stronger than the infinite graph minor theorem?
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