耐障害性でエネルギー効率の高いネットワークのためのルーティング方式 by Leepila Ruchaneeya
Routing Schemes for Survivable
and Energy-Ecient Networks
Ruchaneeya Leepila
Department of Information and Communication Engineering
The University of Electro-Communications
A Thesis Submitted in Partial Fulllment of the Requirements for
the Degree of
Doctor of Philosophy
June 2014
ii
Routing Schemes for Survivable and
Energy-Ecient Networks
APPROVED BY SUPERVISORY COMMITTEE
Chairperson: Professor Naoto Kishi
1. Member: Professor Eiji Oki
2. Member: Professor Yasushi Yamao
3. Member: Professor Kiyoshi Ando
4. Member: Associate Professor Motoharu Matsuura
iii
Copyright c2014 Ruchaneeya Leepila
All right reserved
iv
Abstract
Since network technologies have been developed continuously, data
transfer in networks has been increasing as its consequence. There
are many applications nowadays require the enormous data transfer,
including Voice over Internet Protocol (VoIP), Internet Meeting Con-
ference, Video Streaming, and Internet Broadcasting. While these
applications are operating in the networks, a single failure, such as
a broken ber or router, can cause signicant data and revenue loss
for users including people, companies and industries. Therefore, ef-
fective schemes for network survivability to protect against a failure
become essential. In addition, the energy eciency in networks plays
an important role in a network design theme as well as a consideration
of network survivability. This thesis presents the routing schemes to
enhance the network survivability and energy eciency in networks
using an optimization technique for minimizing summation of disjoint
path costs and energy consumption in the networks.
The rst investigation is the network survivability issue, which
is presented in this thesis. A disjoint path routing is a technique to
enhance the network survivability. The disjoint path routing tech-
nique provides paths, which have no common used links (link-disjoint
paths) or no common used nodes (node-disjoint paths). That is, there
are no any common used links or nodes between a working path and
a backup path. If a ber or router located on the working path is
broken, the requested trac demand is able to transmit through its
backup path. We improve the network survivability using the disjoint
path by determining two network scenarios; multi-cost networks and
sharing reliable link networks. In our simulation of multi-cost net-
works, adjusting the process of assigning penalty values in the con-
ventional routing scheme shows an improvement of successful ratio in
nding k disjoint paths. The proposed routing scheme nds k disjoint
paths faster than the conventional scheme, especially when k is close
to node degree value on each examined network. Moreover, the pro-
posed routing scheme obtains the lowest summation of disjoint path
costs compared to the conventional schemes. In networks with sharing
reliable links, the extended version of a routing scheme is described.
This scheme can nd optimal k failure-disjoint paths, which have no
common unreliable links. The performance of the proposed routing
scheme is compared and evaluated to an existed routing scheme. The
results of the evaluation are able to help network operators to save
time or network providers to save cost for implementing network sur-
vivability.
Next, the issue of energy eciency in network is investigated.
The optimization, or mathematical programming, is employed so as
to obtain the minimum energy consumption in networks. We propose
a routing scheme to minimize the energy consumption by considering
the predened transfer time, which is the period within the data sets
in units of bits should be transferred from the source node to the
destination node. This routing scheme sending the data set with the
optimal transfer time is able to reduce the energy consumption of the
examined networks with sleep modes.
After individual issues have been considered, the methodology to
deal with a combination of the network survivability and energy ef-
ciency issues is evaluated and proposed. Since survivable networks
need redundant resources to protect against failures, this introduces
the consequence issue, which is inecient energy consumption. The
routing schemes for reducing redundant resources are proposed. The
rst routing scheme for enhancing energy consumption in survivable
networks applies the trac splitting technique to reduce the total
bandwidth capacity. The linear programming (LP) is formalized to
minimize the energy consumption by considering the optimal equally
split trac on working paths. This scheme minimizes the energy con-
sumption while providing a backup path with ecient bandwidth uti-
lization against a single failure. The second routing scheme considers
energy eciency in networks with partial bandwidth path protection.
As a result, this technique can improve the energy eciency in the
networks without sleep modes while protecting some parts of whole
requested data oppose to a failure. The results show that the pro-
posed scheme with partial bandwidth path protection consumes less
energy than the conventional scheme in the same network when link
capacities are restricted.
Our research works enhance network survivability and reduce energy
consumption using optimization technique. These research works sig-
nicantly improve the network survivability and energy eciency in
networks.
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Chapter 1
Introduction
According to the global connectivity via vast networks and explosive growth of
communication technology, the information exchange via the Internet has been
extremely increased. The need of high consumed-bandwidth applications is in-
creased as well. The high bandwidth capacity to transmit huge amounts of data is
required. Optical communication with Wavelength Division multiplexing (WDM)
technology is a promising technology to provide tremendous bandwidth capac-
ity [1]. WDM-based optical transport system in the core network satises the
enlargement of bandwidth capacity [2]. To manage the tremendous amount of
data in optical networks, the concepts of network layering and restoration are
determined [3]. In the networks, the optical layer works and follows its higher
layer networks. The layers are related together and the networks strongly depend
on the layer, which provides restoration. Thus, the approaches to provisioning,
trac engineering and network restoration are necessary for the network man-
agement and control.
Trac engineering (TE) is used to cope with the performance evaluation
and optimization issues in networks and considered on logical layer. This is
one challenge of network design to manage routing of trac ow in order to
eciently use network resources [4]. The routing mechanisms allow to assign
network capacities to trac demands and may persuade some constraints on
path choice related to path selection algorithm.
Due to the intense demands for the Internet usage, a failure causes signicant
data and revenue loss. There are three types of major network failures: 1) Node
1
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failure due to equipment breakdown; 2) Link failure due to cable ber cut; 3)
Software failure (dicult to identify) [5]. A ber cut can sometimes aect ten
or more links in IP layer, while the failure of an intermediate transponder may
aect only one Internet Protocol (IP) - layer link [3]. As a result, the network
survivability is introduced to fulll the mission against any failures at the presence
of time.
Besides, the energy eciency is becoming an important issue in the networks.
Due to the huge data and explosive Internet usage, the energy saving in networks
is necessary to save operational expenditures and to reduce the CO2 emission from
all devices in networks. According to a report of one Information and Communi-
cation Technology (ICT) industry, called Green Touch, without improvement of
energy eciency, the ICT contribution to global greenhouse gas (GHG) emissions
is nearly double of the portion of global GHG emissions reported by the Inter-
national Telecommunications Union (ITU) to about 4% by 2020. Therefore, the
energy-ecient design in the networks is an active issue recently.
In this thesis, the survivability and energy eciency issues are considered. The
routing schemes are employed to enhance the survivability and energy eciency
in networks. The backgrounds of survivability and energy eciency in networks
are provided and the motivation and contributions of this thesis are addressed in
this chapter. Finally, the outline of the thesis is shown and described.
1.1 Background
There are two proposed aspects, which are network survivability and energy-
eciency, to improve network performance in this thesis. The backgrounds of
network survivability and energy-eciency are described below.
1.1.1 Network survivability
Network survivability is dened as the capability to resist any failures in networks
at the presence of time to provide continuous service [6]. There are two mecha-
nisms to provide the network survivability, i.e., protection and restoration. The
protection mechanism is a predened method to provide the disjoint primary
2
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and backup paths. The protection mechanism grants the primary and backup
paths with the requested demand as the same time. If a ber link is cut, the
destination node connected to the cut ber will switch to the backup path to
receive the requested demand. This provides fast restoration and guarantees of
restoration capability. However, this mechanism needs resources for redundancy,
the resource utilization is inecient. In contrast, the restoration mechanism is an
ecient method for the resource utilization because it provides the resource for
a backup path after a failure occurs in networks. It means that the restoration
mechanism does not provide a backup path in advance. Nevertheless, if a failure
occurs, the data recovery time of the restoration mechanism is slower than the
protection mechanism and does not guarantee that the backup path exists or not.
As a result, the design of the survivable network depends on the requirements of
customers in networks that prefer the ecient resource utilization or fast data
restoration.
Protection mechanism is categorized as ring protection and mesh protection
[7]. Automatic protection switching (APS) and self-healing ring (SHR) are con-
sidered in ring protection. The concept of APS is to use switching function of
the destination node to select the requested data when a single failure occurs.
APS is used to deal with link failures. There are three main architectures, which
are 1+1 APS, 1:1 APS, and 1:N APS [6]. SHR uses the add/drop multiplexing
(ADM) technology to provide the survivability. SHR can deal with both link and
node failures. There are two types, which are Unidirectional SHR (USHR) and
bidirectional SHR (BSHR), of SHR in Synchronize optical network (SONET) sys-
tems. Mesh protection is classied as link protection and path protection. Path
protection mechanism provides two disjoint paths, which are primary path and
backup path. The backup path will carry the requested demand to the desti-
nation node when the primary path has a broken link or node. Link protection
deals with a link failure. If a link is broken, the requested demand will transmit
through another link, which has the same source and sink nodes as the broken
link. Normally, path protection is more capacity ecient than link protection [8].
In aspect of the resource sharing, the protected link or path can be dedicated
or shared. Dedicated protection does not use the same link or path. It means
disjoint link or path. On the other hand, shared protection is able to share a
3
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backup path or link for multiple paths or links. Shared protection takes longer
recovery time after a failure occurrence than dedicated protection. This is be-
cause the backup link or path will transmit the requested demand after a link
or a node is broken. Restoration mechanism is classied as link restoration and
path restoration. The classication depends on the rerouting after the failure.
In this thesis, we focus on the path protection scheme because the path protec-
tion mechanism provides the fast recovery for a failed connection and guarantees
recovery from service disruptions. Path protection can save resource more than
link protection. This advantage of path protection impacts Capex, which is an
expense related to budgets for network devices. If we can save network resources,
the Capex is saved as well. Disjoint routing technique is applied to survive a net-
work by providing disjoint paths against a failure as well. There are two types of
the disjoint paths, which are link-disjoint paths, i.e. paths with no common used
links, and node-disjoint paths, i.e. paths with no common used nodes. Node-
disjoint path routing is employed to enhance the network survivability in chapter
2. Link-disjoint path routing is employed to enhance the network survivability in
chapters 3, 5 and 6.
1.1.2 Energy-eciency in networks
The sustainable energy related to using energy wisely and energy generated
from environment-friendly sources and technologies has become important is-
sue because the sustainable energy can deal with the energy needs in the fu-
ture. Sustainable energy technologies and systems are not only mentioned about
environment-friendly sources and technologies such as hydroelectricity, solar en-
ergy, wind energy, wave power, geothermal energy, articial photosynthesis, and
tidal power, but also mentioned about designing technologies to improve energy
eciency. In telecommunication and ICT industries, the energy eciency design
for reducing energy consumption has been studied widely. Since the development
of ICT and telecommunication services is growing, the usage of the Internet is
extremely increased. This increment impacts the expenditures of operators and
the environment problem, which is referred to global warming [9, 11]. In [9]
provides the information of the global energy consumption segmentation among
4
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ICT, electricity and other as shown in Fig. 1.1. This graph shows that ICT indus-
try consumes the global electricity around 0.3-0.6% of the global primary energy.
This work also gives the information of the expected energy consumption growths
estimations for ICT for Germany, Japan and North America from 2006 to 2020
as shown in Fig. 1.2. The energy consumed by ICT for dierent countries has
the same trend that the energy consumption will be dramatically increased in the
near future. We then focus on the power consumption of devices related to ICT
in Japan, where is one of leader countries in the ICT infrastructures. According
to an article on development of laser-enabling data transmission with ultra-low
energy consumption at the Phys.org website on May 28, 2013 [10], the power
consumption of ICT-related devices in Japan is predicted until year 2025. Due
to the explosive growth of broadband services, trac in networks will increase
200-fold by 2025. This leads to the high power consumption in the networks in
2005. The power consumption of ICT-related devices in 2025 will increase around
vefold of the power consumption in 2006 as shown in Fig. 1.3. Therefore, the
recent research works focus on Green networking [12, 13, 14] and Green Internet
[11, 15, 16].
ICT Electricity Other
87%
12.5%
0.3 - 0.6%
Global energy consumption segmentation
Figure 1.1: ICT energy share of global primary energy [9].
According to the observations on the root causes of energy waste in [13],
there are four strategies to save energy in networks. Four strategies consist of
Adaptive Link Rate (ALR), Interface proxying, Energy-aware infrastructures and
Energy-aware applications.
Adaptive Link Rate is a strategy to reduce energy consumption considering
low resource utilization. ALR normally turns on sleeping mode for links that are
5
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Figure 1.2: Estimations of ICT energy growth in North America, Japan and
Germany [9].
in idle periods or use rate switching to turn o links with low utilization periods.
Dierent kinds of sleeping mode can be applied for an interface. This depends
on the interface, which responds to packet activities such as no packet arriving,
every packet reception and packet storing [17]. There are two states for sleeping
mode proposed in [18]. Two states are regular working (operation) and energy
saving (sleeping) states. Rate switch algorithm reduces energy consumption by
determining the links with low utilizations. Since the increment of the data rate
of Personal Computer (PC) end system Network Interface Card (NIC) leads to
increase energy consumption [19], the authors proposed the rate control policies
to reduce the energy consumption.
The concept of the Interface proxying strategy is to assign network-related
trac processing from power-hungry mainboard CPUs to low-power devices on-
broad of NIC or to external proxy devices.
Energy-aware infrastructure strategy is classied into Energy-aware architec-
ture and Energy-aware routing. There are two approaches, which are an in-
cremental approach and a clean-slate approach, to build the energy-aware ar-
chitecture. The incremental approach builds the energy-aware architecture over
existing infrastructures. On the other hand, the clean-slate approach advocates
the complete redesign of a new architecture. Energy-aware routing focuses on
6
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Figure 1.3: Forecast of power consumption of ICT-related devices in Japan [10].
combining trac ows over a subset of the network devices and links, allowing
other links and devices without carrying trac to be switched o. This strategy
is applied into the problems of assigning capacity to multi-commodity ow [20].
Therefore, this energy-aware routing strategy is considered in o-line manner.
The last strategy for green networking is energy-aware software and appli-
cation. The idea of this strategy is to reduce energy waste by examining load
imposed by the applications.
In this thesis, the energy-ecient routing by considering the ALR and energy-
aware routing strategies is taken into account. The ALR and energy-aware rout-
ing strategies save the energy consumption in networks considering trac levels
and trac ow. The ALR deals with changing link data rates in response to
trac levels and the energy-aware routing aggregate trac ow to network de-
vices and allow other devices to be switched o. Our energy-ecient routing is
applied for networks with sleeping modes as shown in Chapter 4 and for networks
without sleeping modes as shown in Chapters 5 and 6.
In order to minimize the energy consumption in survivable network, the prob-
lem of data protection and energy eciency is jointly addressed in chapter 6.
7
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1.2 Motivation
As mentioned before about the high usage of the Internet, the enormous amount
of data transfers over a network. Signicant data and revenue loss happen when
a failure occurs in the network. Indeed, the network survivability is required to
guarantee that the data and revenue will be lost as least as possible or not at all.
Moreover, since the usage of the Internet is growing up more and more nowa-
days. The telecommunication technology is necessary to be developed in order
to support users to be more convenient and get high quality services. Therefore,
the network survivability is an important issue for networks. On the other hand,
the energy consumption in a network becomes a concerned issue due to the aug-
mentation of operation expenditures and environment problem, which aects to
global climate change.
The question arising from the mentioned problems is how to improve the
network survivability and energy eciency in a network. Many research works
have been widely studied to answer this question. The routing is one of techniques
to answer the question by managing and controlling trac demands in networks.
This technique moves packets of requested trac demands across a network from
source node to destination node with satisfying considered restrictions. Many
previous works have been investigated on improving the network survivability
and energy eciency using the routing technique [21, 22]. Therefore, this thesis
focuses on schemes to enhance the network survivability and energy eciency in
networks.
1.3 Contributions
In this thesis, the routing schemes to improve the network survivability and energy
eciency are presented. Linear programming (LP) formulations and heuristic
algorithms are proposed to solve the problems concerned about nding disjoint
paths with the minimum cost and the minimum energy consumption and energy
eciency in networks. The advantage of LP formulation is to obtain the exact
solution. However, it is not suitable for large scale networks due to the impractical
computation time to nd the solution. The heuristic algorithm is proposed to
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obtain the solution closed to the exact solution within the practical computational
time for the large scale networks. In chapter 2, we propose the LP formulation
and the heuristic algorithm to nd k disjoint paths in multi-cost networks. In
chapter 3, the heuristic algorithm to nd k-failure disjoint paths is proposed.
In chapters 4, 5 and 6, the LP formulations to minimize energy consumption in
networks are proposed. Chapter 4, we nd the optimal transfer time with the
minimum energy consumption considering only one requested data set and a pair
of source and destination nodes. If we consider real scenarios with more than
one requested data set and one considered pair of source and destination nodes,
a heuristic algorithm is needed. In the same way for chapters 5 and 6, heuristic
algorithms are needed, if the problems considering for real scenarios in the large
scale networks. Since chapters 4, 5, and 6 provide only the LP formulations to
solve the considered problems, heuristic algorithms for these problems will be
provided for the future research.
 Improvement of network survivability
The proposed routing schemes for improving the performance of the net-
work survivability are discussed in chapters 2 and 3. The node-disjoint and
link-disjoint path routing techniques are applied to nd k disjoint paths
for enhancing the network survivability in chapters 2 and 3, respectively.
We propose and evaluate the eective schemes to nd k disjoint paths in
multi-cost networks and networks with reliable links in chapters 2 and 3,
respectively. In chapter 2, the conventional routing scheme to nd k dis-
joint paths in multi-cost networks is developed. The results show that the
proposed scheme can nd k disjoint paths faster 99% than the conventional
scheme within the maximum allowable number of conicts set to 10. In
chapter 3, another routing scheme is presented. This scheme is extended so
as to nd k > 2 disjoint paths with satisfying the minimum sum-cost. Then,
computational time to nd k disjoint paths and summation of path costs
of this scheme is compared to that of an existed scheme. The evaluation
of the trade-o between computational time and summation of path costs
of both schemes can grant to network operators for facilitating network
implementation.
9
1.3 Contributions
 Improvement of energy eciency
To save more energy consumption in a network, the routing scheme is pro-
posed in chapter 4. Linear programming (LP) formulation is applied to nd
the optimal solution with satisfying the minimum energy consumption in
networks subject to the examined constraint. The examined constraint is
a time for transferring set of data (in the unit of bit). The results show
that the routing at the optimal transfer time can reduce energy consump-
tion at least 7.7% for the examined networks. This scheme reduces energy
consumed in networks with supporting data center activities, namely data
backup, data storage, and data exchange.
 Improvement of network survivability with energy eciency
According to a trade-o between the network survivability and energy e-
ciency in a network, the solutions to meet the requirements of the network
survivability and energy eciency are proposed in chapters 5 and 6. The as-
sumption of ecient resource utilization is used to reduce energy consump-
tion in networks. In chapter 5, the LP formulation aims at minimizing the
energy consumption using trac splitting technique. This technique splits
the requested trac demand into multiple working link-disjoint paths. This
can reduce bandwidth on a backup path, which protects against a single
failure. The reduction of total bandwidth leads to reduce energy consump-
tion. The routing scheme with trac splitting can save up to 27% of energy
consumption for the examined networks without sleep modes. Chapter 6
introduces the routing scheme for improving energy eciency in networks
with partial bandwidth path protection. The partial bandwidth path pro-
tection is a protection scheme with ecient resource utilization. The pro-
posed routing scheme minimizes energy consumption while providing the
protection for a partial bandwidth of the requested trac demand. The
results show that the proposed scheme saves more energy than the conven-
tional scheme. The energy consumption can be saved up to 30% in the
examined networks with limited link capacity.
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1.4 Outline of the thesis
Network survivability Energy efficiency
Chapter 2: Survivable 
routing for multi-cost 
networks
Chapter 3: Survivable 
routing for networks with 
sharing reliable links
Chapter 4: Energy-efficient routing 
for transferring data sets across 
networks
Chapter 5: Energy-efficient routing for 
networks with optimal splitting traffic
Chapter 6: Energy-efficient routing for 
networks with partial bandwidth path 
protection
Chapter 1: Introduction
Chapter 7: Conclusion and future research
Network survivability and Energy efficiency
Figure 1.4: Outline of the thesis.
The outline of the thesis is shown as in Fig. 1.4. There are two considered
issues, which are survivability and energy eciency in networks. Chapters 2
and 3 take account of the routing schemes to enhance the network survivability.
Chapter 4 presents a routing scheme dealing with energy saving in networks.
Chapters 5 and 6 jointly address two issues together. The details of each chapter
are briey explained as the follows
Chapter 1 provides the general concepts and strategies of the survivability
and energy-eciency in networks. Then, the motivation and contribution of this
research are addressed in this chapter.
Chapter 2 explains a scheme to nd k-disjoint paths to enhance the surviv-
ability in multi-cost networks, which are network with considering cost matrices.
The proposed scheme is developed from the conventional scheme, which faces the
problem when the cost is adjusted during the iterations. The proposed scheme
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solved this problem and is able to reduce the computational time, number of the
iterations, compared to the conventional scheme.
Chapter 3 exhibits the evaluation of a trade-o between two disjoint path
routing algorithms under the condition of network with reliable links, which have
no failures. The examined algorithms are the partial disjoint path (PDP) and
the k failure-disjoint path (k-FDP) algorithms for nding k disjoint paths that
share reliable links. This evaluation is able to help network operators to select
the suitable algorithm for their networks. The results show that the k-FDP
algorithm is able to nd k disjoint paths with less summation of cost than the
PDP algorithm. However, the k-FDP algorithm takes longer computational time
than the PDP algorithm.
Chapter 4 expresses a routing scheme to send a data set in units of bits rather
than bits/s by considering the predened transfer time, the period within which
the data set should be transferred from the source node to the destination node,
to minimize the energy consumption. The Linear Programming (LP) is employed
to solve this problem.
Chapter 5 presents a routing scheme to minimize the power consumption
in networks while providing working paths with optimal splitting trac and a
backup path. The splitting trac technique reduces the capacity consumption,
network resources. This advantage leads to reducing the proportional power
consumption, which is trac-dependent power, in a network without providing
sleep mode. It means that the proportional power consumption is reduced when
the capacity consumption is reduced.
Chapter 6 describes a design scheme for the power-ecient network with par-
tial bandwidth path protection due to the trade-o between the survivability of
network and energy saving of network. This scheme provides the protection for
some part of the request trac demand while providing the power eciency in
the considered networks. The results show that, with the partial bandwidth path
protection, the proposed scheme saves more power than the conventional scheme,
which minimizes the power consumption relying on capacity consumption.
Chapter 7 concludes this research. The importance of the survivability of
networks and energy-eciency of networks is reviewed. The relationship of all
12
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proposals is claried. The contributions of all proposals are summarized. The
future research related to this research is mentioned in this chapter as well.
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Chapter 2
Survivable Routing for
Multi-Cost Networks
With the development of network technology, growth of large amount of data
increases over networks and a failure mainly aects data loss. As a result, the
survivable system is developed as a mechanism to ensure that the data loss can
be minimized as possible. A potential of disjoint path routing technique uses to
enhance the data loss problem over the communication networks. Therefore, this
chapter introduces k disjoint paths in multi-cost networks, which each network
arc may be given k dierent arc costs. This scheme, called the k penalty scheme
with initial arc cost matrix (KPI), penalizes the use of conicting arcs found in
previously set paths and increases the costs of these arcs in accordance with the
initially given arc cost matrix. The KPI scheme provides updating the conicting
arcs costs appropriately to avoid overlapping used paths. With the simulations,
the results shows that the KPI scheme is able to nd k disjoint paths faster than
the conventional scheme that uses the incrementally updated auxiliary arc cost
matrix to increases the cost of conicting arcs. Moreover, the KPI scheme yields
k disjoint paths with lower total cost than the conventional scheme.
2.1 Introduction
There is enormous data transfer over a network. Failures caused by human errors,
software design errors, system malfunctions, hardware degradation and natural
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disasters, can lead to a huge damage to users in the network. Therefore, network
providers should design survivable networks so that the communication loss can
be minimized. Disjoint path routing is a technique to enhance the survivability
of a network [23, 24, 25]. Disjoint paths are paths that do not sharing the same
links (arcs) or nodes (vertexes). They must be set between source and destination
nodes to minimize the damage created by network failure. On the contrary, non-
disjoint paths are paths that sharing any common links (arcs) or nodes (vertexes).
Disjoint and non-disjoint paths are shown in Fig. 2.1. If k disjoint paths are set
between source and destination nodes, at least one path is protected against k 1
simultaneous failures. It means that a backup path will be used when a working
path fails. To utilize ecient resources, the shared backup path protection is
applied.
(a) Disjoint
(b) Non-disjoint
Source
Destination
Source
Destination
Path 1
Path 2
Path 1
Path 2
Node failure
Link failure
Figure 2.1: Disjoint paths and non-disjoint paths.
The problem of nding disjoint paths in a single-cost network has been widely
studied [5, 26, 27, 28, 29]. In a single-cost network, the cost of each network arc is
the same for all k paths as shown in Fig. 2.2 (a). The cost of each arc in general
can be referred to the length of arc, the delay on arc, or the reciprocal of available
bandwidth of arc. Most of algorithms nd the shortest path or the path with the
lowest cost, meaning that the path with the shortest length, the shortest delay,
or the highest available bandwidth is selected. The cost of each arc or link is
given randomly in this chapter. Several algorithms have been introduced to nd
k disjoint paths. The active path rst approach (APF) presented in [26] nds the
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rst shortest path by using a shortest path algorithm such as Dijkstra algorithm
[27]. Then, it nds the next shortest path after removing the previously found
paths. This procedure is repeated until the required number of disjoint paths is
obtained. Suurballe's algorithm [28], or its modication, Bhandari's algorithm
[5], nds disjoint paths and the total cost of all paths is minimized. The problem
of nding such disjoint paths is called the Min-Sum problem.
(a) Single-cost network (b) Multi-cost network
Source
Destination
1
1
2
1
2
Source
Destination
1 , 2 1 , 1
2 , 3
1 , 1
2 , 1
Figure 2.2: Single-cost and multi-cost networks.
Free capacity
Spare capacity
Working capacity
Link j
BP 1 shares path with BP2
Capacity along link j
WP1
1
1
0.5
BP1
BP2 0.5
WP2
S1
S2
D1
D2
A
B C
E
WP: Working path
BP: Backup path
Figure 2.3: Shared backup path protection.
In [30], Rak proposed the k-penalty algorithm to nd k-disjoint paths in a
multi-cost network. In a multi-cost network, each network arc can have a dierent
cost for all k paths as shown in Fig. 2.2 (b). Its applications usually lie in the eld
of shared backup path protection [31, 32]. Figure 2.3 shows the shared backup
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path protection between working path 1(WP1) and 2 (WP2). The backup paths
of WP1 and WP2 are BP1 and BP2, respectively. Trac demands traversed
on WP1 and WP2 are equal to 1 and 0.5, respectively. The single failure is
considered, meaning that a failed link will be recovered before the next failure
occurs in the examined network. Therefore, the backup paths of WP1 and WP2
can be shared. The BP1 and BP2 share the link BC, meaning that link BC
can carry the trac demand 1 or 0.5 when the failure on WP1 or WP2 occurs.
This implies that link BC can have two costs, which are 1 and 0.5. The sharable
capacity is in the spare capacity along each link or arc. In this work, the number
of paths k is related to the number of costs. It means that we consider k arc
costs matrices for nding k disjoint paths. The Min-Sum problem in a multi-cost
network is NP-Complete (NPC) [5, 26, 33]. The k-penalty algorithm nds the
shortest path as the rst path. The arcs on the shortest path and those connected
to the transit nodes on this path are considered as forbidden arcs for the next
disjoint path to be found. Although the APF algorithm assigns the forbidden
arcs innitely high cost, the k-penalty algorithm gives them nite costs to avoid
the trap problem [30]. That is, the next path must pay a penalty for using a
forbidden arc. Forbidden arc cost is increased by the path cost of the previously
found path. Arc costs are incrementally updated and kept in an auxiliary arc cost
matrix. If any conict, i.e. the current path is not disjoint with all previously
found paths, occurs, all found paths are deleted. Before starting the process
of nding k disjoint paths again, the costs of conicting arcs are incrementally
increased by the cost of the last found path in the previous iteration. The path
cost is computed using the auxiliary arc cost matrix. Thus, in this chapter, we
call this algorithm KPA, or k-penalty by using the auxiliary arc cost matrix to
compute the path cost. This procedure, including the deletion of found paths,
is iterated until k disjoint paths are found, or the number of iterations reaches a
number specied to avoid innite loops.
We found that KPA sometimes fails even with a large number of iterations,
even though disjoint paths actually exist. With every iteration, or conict, the arc
costs in the auxiliary arc cost matrix are increased. In order to avoid traversing
arcs with large costs, the algorithm may nd a path that overlaps already used
paths, including forbidden arcs from the previous paths. This path overlapping
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causes the deletion of found paths and restarts the process. It takes time to nd
k disjoint paths or sometimes they cannot be found at all. This problem must be
solved to nd k disjoint paths in an ecient manner.
This chapter proposes a k disjoint path scheme based on the KPA scheme
that eliminates the KPA problem. The proposed scheme uses the same penalty
process but the cost increases are determined from the initially given arc cost
matrix. Thus, this scheme is called KPI: k-penalty with the initial arc cost
matrix. Numerical results show that the KPI scheme is able to nd k disjoint
paths faster than the KPA scheme. Moreover, KPI yields disjoint paths with
lower average total cost than the KPA scheme.
The remainder of this chapter is organized as follows. Section 2.2 shows
the formulation of minimizing summation of k disjoint paths costs. Section 2.3
describes the KPA scheme. Section 2.4 presents the KPI scheme. Section 2.5
compares the performance of the KPI scheme to that of the KPA scheme. Section
2.6 summarizes this chapter.
2.2 Problem Formulation
We consider a graph of directed network G(V;A), where V is a set of network
nodes and A is a set of network acrs. Let P be a set of required disjoint paths.
An arc from node i 2 V to node j 2 V is denoted as (i; j) 2 A. dpij is the cost
of arc from node i to node j on the pth path, where p 2 P . xpij is equal to 1, if
the pth path transverses on arc from node i to node j and equal to 0, otherwise.
The problem is to nd k disjoint paths from source node, s, to destination node,
t so that the summation of disjoint path costs can be minimized. This problem
is formulated as an Integer linear programming (ILP) problem in the following.
min
X
p2P
X
i2V
X
j2V
xpijd
p
ij (2.1a)
s:t:
X
j2V
xpij  
X
j2V
xpji =

1; i = s
0; i 6= s; i 6= t (2.1b)
x1ik1 + x
2
ik2
+ : : :+ xpikp  1; i 6= s (2.1c)
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8i; k1; k2; : : : ; kp 2 V
x1k1i + x
2
k2i
+ : : :+ xpkpi  1; i 6= t (2.1d)
8i; k1; k2; : : : ; kp 2 V
xpij = f0; 1g 8p 2 P;8i; j 2 V (2.1e)
The decision variable is xpij and the given parameter is d
p
ij. The objective function
in Eq. (2.1a) minimizes the summation of k disjoint path costs. Eq. (2.1b) is a
constraint for ow conservation. To ensure that the paths of each connection do
not traverse the common transit nodes, the node disjoint constraints are needed,
as shown in Eqs. (2.1c) and (2.1d). Eq. (2.1e) is the binary constraint for the
ILP formulation.
Since the problem of nding optimal set of k disjoint paths is NP-complete
[5, 26, 33], a heuristic algorithm was provided to solve the problem in [30]. This
chapter proposes another heuristic algorithm to solve the problem eciently.
2.3 KPA: k-Penalty with auxiliary arc costs ma-
trix
This section presents the KPA scheme and its weakness.
2.3.1 Terminology
The terminology used in this chapter is shown below.
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dr Demand to nd a set of end-to-end k disjoint
paths between a pair of nodes (sr; tr)
sr Source node of demand dr
tr Destination node of demand dr
imax Maximum allowable number of conicts
p Index of path 1; : : : ; k
p pth path
ah hth arc, where h = 1; 2; : : :
h Cost of each arc ah
ph Cost of arc ah of the pth path
p Cost of pth path that is a sum of ph over
traversed ah
auxh Auxiliary cost of arc ah
aux;ph Auxiliary cost of arc ah of the pth path
p Initial matrix of arc cost ph
aux Auxiliary matrix of arc cost auxh
aux;p Auxiliary matrix of arc cost aux;ph
ic Conict counter
2.3.2 Description
The KPA scheme is shown in Fig. 2.4. Demand dr to nd k disjoint paths from
source node sr to destination node tr, the arc cost matrices for each disjoint path,
and the maximum allowable number of conicts, imax, are initially given. The
KPA scheme outputs the set of k disjoint paths and the total costs of the k disjoint
paths. KPA uses the shortest-path-based algorithm. At Step 1, the conict
counter, ic, is set to 1 and the initial cost matrix of the pth path, 
p, is copied
to the auxiliary cost matrix of the pth path, aux;p, for all paths, p = 1; : : : ; k.
p is kept to compute the total path cost using Eq. (2.2) after nding k disjoint
paths. At Step 2, set j = 1 to nd the rst path. In Step 3, aux;p is copied
to auxh . Step 4 is skipped if j = 1. To nd the next paths j (j 6= 1), path
j has to pay a penalty for using one of the forbidden arcs, i.e. links traversed
by previously found paths i (link disjoint), or links corrected to transit nodes
used by previously found paths (node disjoint). The cost of the forbidden arcs
are increased by the costs of all j   1 previously found paths at Step 4. At Step
5, j is found as the shortest path on the network with auxiliary cost matrix
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aux. At Step 6, if j is disjoint with the (j   1) previously found paths, the
index number of path, j, is increased by one and the process goes to Step 7 to
check if the required number of k disjoint paths has been obtained. The process
terminates if the number of found disjoint paths has reached the required number,
k. Otherwise, the process will nd the next path by reentering Step 3. If j is
not disjoint (link or node) with the (j   1) previously found paths, a conict is
called and the costs aux;1h ; : : : ; 
aux;k
h of each conicting arc ah, the link shared
between the previously found j   1 paths and path j, or the link connected to
the node shared between previously found j   1 paths and path j, is increased
by the path cost aux of j, which is computed from auxiliary costs matrix 
aux
(Step 6a) as shown in Eq. (2.5). After increasing each conicting arc ah, all found
paths are deleted and conict counter, ic, is increased by one. If ic is greater than
the maximum allowable number of conicts, imax, the process is terminated. If
ic is less than imax, the process reenters Step 2.
2.3.3 Example of KPA Scheme
The KPA scheme is demonstrated with an example in Fig. 2.5. The example
shows how to nd the k disjoint paths in a multi-cost network with k = 3 for
the demand between node 1 to 7. Fig. 2.5 (a1), (a2) and (a3) are multi-cost
network that has three sets of arc costs; one for the rst path, 1h: the second
path: 2h; and the third path: 
3
h. The scheme starts by setting the auxiliary cost
matrix as aux;p = p for p = 1; 2; 3 and ic = 1. The scheme then considers at
the rst path j = 1 and sets the auxiliary cost matrix aux = aux;j. The rst
path 1 (1-4-7) is found as the shortest path, shown as Fig. 2.5 (b1). The costs,
aux;1h , for arcs incident to transit nodes of path 1 of the set of arc costs 
aux;2
h are
increased by path cost aux;1 of path 1, which is equal to 14 in the example, as
shown in Fig. 2.5 (b2). Then, path 2 (1-3-5-7) is found. To nd the third path,
the costs of forbidden arcs of paths 1 and 2 on the network are increased by
path cost aux;1 of path 1 and path cost 
aux;2 of path 2. However, 3 (1-4-7),
which is not disjoint with 1 is found, as shown in Fig. 2.5 (b3). Costs 
aux;p
h of
arcs incident to node 4 on 3 for all paths, p = 1; ::; k, are increased by path cost
aux, as shown in Eq. (2.5). The path cost aux is dened by Eq. (2.6), which
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is equal to 36 in the example, as shown in Fig. 2.5 (c1). Next, all found paths
are deleted and ic is increased by one. The KPA scheme starts nding k disjoint
paths from the beginning again, as shown in Fig. 2.5 (c1). However, the scheme
takes time to nd the required set of k node-disjoint paths because it avoids the
paths with high cost and this situation leads to overlap with used paths, as shown
in Fig. 2.5 (d3), (e3), (f3), (g3) and (h3). Finally, this scheme nds a set of k = 3
node-disjoint paths, which are 1 (1-3-6-7), 2 (1-2-5-7), and 3 (1-4-7), at ic = 8,
as shown in Fig. 2.5 (i3).
2.4 KPI: k-Penalty with initial arc costs matrix
The KPI scheme is an extension of the KPA scheme. The KPI scheme uses the
same penalty process as the KPA scheme, only the policy of updating aux;ph is
dierent from the KPA scheme (Step 6a). The KPI scheme increases the costs
aux;1h ; : : : ; 
aux;k
h of each conicting arc ah of j by path cost 
j of j using initial
costs matrix j. Step 6a of the KPI scheme is as follows.
6a) Increase the cost aux;1h ; : : : ; 
aux;k
h of each conicting arc ah of j by path
cost j of j on the network with cost matrix 
j. That is
aux;ph = 
aux;p
h + 
j; when p = 1; : : : ; k; (2.7)
where path cost j is dened by
j =
X
ah on path j
jh (2.8)
and then delete the found paths and set ic = ic + 1.
The KPA and KPI schemes use Dijkstra's algorithm to examine each of k
paths of a demand, which requires O(N2) time, where N is the number of network
nodes. Since the conicts are considered in these schemes, the computational
time complexities of KPA and KPI schemes are equal to O(MN2), where M is
the maximum allowable number of conicts.
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2.4.1 Example of KPI scheme
We reuse the example in demonstrating the KPI scheme, see Fig. 2.6. The al-
gorithm starts nding the rst path 1 (1-4-7) by using the shortest-path-based
algorithm, Fig. 2.6 (b1). Before nding path 2, the cost 
aux
h of arcs incident to
transit nodes of path 1 are increased by the total cost 
aux;1 of path 1, which is
equal to 14 in the example, Fig. 2.6 (b2). After that path 2 (1-3-5-7) is found.
The cost, auxh , of arcs incident to transit nodes of paths 1 and 2 are increased by
path cost aux;1 of path 1 and path cost 
aux;2 of path 2, respectively. However,
3 (1-4-7), which is not disjoint with 1 and has a common transit node, node 4,
is found as shown in Fig. 2.6 (b3). Cost aux;ph of arcs incident to node 4 for all
paths, p = 1; :::; k, are increased by path cost 3 computed from the initial arc
costs of 3 dened by Eq. (2.8), which is equal to 8 in Fig. 2.6 (c1). Next, all the
found paths are deleted and ic is increased by one. The algorithm starts from
the beginning, as shown in Fig. 2.6 (c1). Finally, the scheme nds a set of k = 3
node-disjoint paths, which are 1 (1-2-5-7), 2 (1-4-7), and 3 (1-3-6-7), as shown
in Fig. 2.6 (d3). Since the KPI scheme is more careful in increasing the costs
of conicting arcs, it can nd a set of k = 3 node-disjoint paths at the conict
counter ic value of 3 in the same way as the KPA scheme. This example shows
that the KPI scheme can nd a set of k node-disjoint paths faster than the KPA
scheme.
2.5 Performance Evaluation
We compare the performance of KPI scheme to that of the KPA scheme us-
ing computer simulations of various network topologies, see Fig 2.7. The node-
disjoint paths are considered in this evaluation. The required number of disjoint
paths is denoted by k. k is set to two and three for the PAN European network,
the Italian network and the U.S. long-distance network. Therefore, additional
links, shown as dashed lines in three networks, are needed to keep the degree of
each node greater than or equal to three. The arc cost matrices of the multi-cost
networks are set to three for taking account into nding k = 2 and k = 3 disjoint
paths. Since the degree of each node in the COST239 network is greater than or
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equal to four, k is set to two, three and four paths and the cost matrices of the
multi-cost networks are set to four. 100 arc cost matrices for each correspond-
ing disjoint path were generated uniformly in a random manner in the range of
0 < h  1, where h is the cost of arc ah. For both KPI and KPA schemes, we
examined the average probability that k disjoint paths were successfully found
within a specied maximum allowable number of conicts, imax, over all source
and destination node pairs for all generated cost matrices. The probability is
dened as the success ratio of nding k disjoint paths.
Figures 2.8 (a), (b) and (c) show the successful ratio that the KPI and KPA
schemes nd k disjoint paths successfully within each number of conicts on the
PAN European network, the Italian network and the U.S. long-distance network,
respectively. The results show how many cases each scheme is able to nd k
disjoint paths successfully within assigned imax compared to all the cases at imax =
30. KPI is able to nd a pair of disjoint paths, k = 2, successfully, in the same
way as the KPA scheme. Regardless of imax, KPI has a higher success ratio than
KPA in case of nding k = 3 disjoint paths. In k = 3 case, the KPI scheme yields
success ratios of more than 99% with imax = 10 for all networks, while the KPA
scheme does not reach 99% when imax becomes large for the Italian network and
U.S. long-distance network. Since the average node degree of the PAN European
network is equal to four but the degree of each node is greater than or equal to
three, the dierence of the performance of KPI and KPA for nding k = 3 disjoint
paths on the PAN European network is small. The successful ratio of the KPI
and KPA schemes on the COST239 network, which has the degree of each node
greater than four, is investigated. The required number of disjoint paths, k = 2,
k = 3 and k = 4 are considered on this network topology as shown in Fig. 2.9.
The successful ratio of the KPI scheme has the same trend as the previous three
networks. The successful ratio of KPI is the same as that of KPA in cases of
nding k = 2 and k = 3 disjoint paths but case of k = 4, the successful ratio
of KPI is higher than that of KPA. In the KPA scheme, the conict path cost
dened in Eq. (2.6) is set at too large a value, the conicting arcs are always
avoided. On the other hand, as the KPI scheme denes the conict path cost
according to Eq. (2.8), the conicting arcs are appropriately utilized. Thus, the
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k disjoint paths are successfully found faster by KPI scheme when k is close to
the value of degree of each node on each network.
The total cost of k disjoint paths, which is dened in Eq. (2.2), is lower with
the KPI scheme than with the KPA scheme. According to the dierence of the
successful ratio for nding k disjoint paths on the PAN European network, the
Italian network and the U.S. long-distance network are shown clearly with k = 3,
the normalized total costs of k = 3 disjoint paths on these three networks are
compared in this evaluation. Figure 2.10 compares the normalized total costs of k
disjoint paths, normalized by the total path cost of k disjoint paths by Bhandari's
scheme. We used Bhandari's scheme, which is a scheme for nding k disjoint paths
in single-cost network, to nd k disjoint paths using only the arc cost matrix for
the rst path. After k disjoint paths are found by Bhandari's scheme, the total
path cost in a multi-cost network is calculated by using Eq. (2.2) with three arc
costs matrices. The normalized costs for Bhandari's, KPA, and KPI are taken as
average values over all source and destination node pairs for all generated cost
matrices. The results indicate that the KPI scheme yields lower total path cost
of than KPA or Bhandari's scheme for the PAN European, the Italian and the
U.S. long-distance multi-cost networks, as shown in Fig. 2.10. Bhandari's scheme
yields the highest path cost among the three schemes, as it considers only the
arc cost matrix for the rst path to nd k disjoint paths. Since, in the KPI
scheme, the conicting path cost is suitably estimated and the conicting arcs
are appropriately utilized, it returns the lowest total path costs. In this graph,
the total cost of the selected paths for all pairs of source and destination nodes
in the U.S. long-distance network is higher than the PAN European network and
Italian network because the size of U.S. long-distance network is larger than that
of PAN European network and Italian network. In the large network, the selected
path takes longer path compared to that in the small network. Note that the size
of a network can refer to the number of nodes or, less commonly, the number of
edges.
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2.6 Summary
This chapter proposed KPI, k-penalty with initial arc costs matrix, to nd k
disjoint paths in a multi-cost network. The KPI scheme uses an initial arc cost
matrix in estimating the conicting path cost. The KPI scheme increases the
costs of conicting arcs in nding k disjoint paths. Numerical results indicate
that the KPI scheme is able to nd k disjoint paths faster and with lower total
path cost than the KPA scheme. The KPI is an ecient scheme to nd disjoint
paths, which enhance the survivability of network. The deviation from the KPI
scheme is not large, but the impact on overall performance is signicant.
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INPUT: Demand dr to nd the set of k-disjoint paths between a pair of nodes(sr; tr). The initail
arc costs matrices 1;2; :::;k (one matrix for each path) of a demand. The maximum allowable
number of conicts, imax.
OUTPUT: The set of k-disjoint paths 1; 2; :::; k - all between a given pair of demand source
and destination nodes (sr; tr). The total path cost of k-disjoint paths is
total =
kX
p=1
X
ah on path p
ph: (2.2)
PROCESS
Step 1 Set ic = 1 and aux;p = p for p = 1; ::; k.
Step 2 Set j = 1.
Step 3 Set aux = aux;j .
Step 4 Consider each path i from the set of previously found j   1 paths and for each
arc ah, if ah is aforbidden arc of the path i, then increase the
arc cost auxh by path cost 
aux;i of i on the network with
costs matrix aux;i. That is
auxh = 
aux
h + 
aux;i: (2.3)
The path cost is dened by
aux;i =
X
ah on path i
aux;ih for i = 1; :::; j   1 (2.4)
Step 5 Find the shortest path j on the network with costs matrix 
aux.
Step 6 If j is disjoint with the previously found j   1 paths
then set j = j + 1 and go to Step 7.
else
6a) Increase the costs aux;1h ; :::; 
aux;k
h of each conicting arc ah
of j by path cost 
aux of j on the network with cost matrix 
aux.
That is
aux;ph = 
aux;p
h + 
aux when p = 1; ::; k (2.5)
where path cost aux is dened by
aux =
X
ah on path j
auxh (2.6)
then delete the found paths and set ic = ic + 1.
6b) If ic > imax then terminate and reject the
demand, else go to Step 2.
Step 7 If j > k then terminate and return the found set
of paths, else go to Step 3.
Figure 2.4: KPA scheme for nding k disjoint paths given demand (sr; tr).
27
2.6 Summary
path1 path3path2
6
66
7 4
64
8
2
(a2)
6
6+186+18
7+36 4+36
6
4+18
8+18
2+18
(c2)
6+25
6+256+52
43 40
64+52
8+25
2+52+25
(d2)
6+90
6+9058
43+86 40+86
6
56
8+90
54+90
(e2)
96
9658+124
43+252 40+252
6+12456+12
4
98
144+124
(f2)
96+295
96+29558+488
295 292
6+48856+48
8
98+295
144+488
+ 295
(g2)
96+1170
96+1170546
295+590 292+590
494
544
98+1170
632+1170
(h2)
6
66
7+14 4+14
64
8
2
(b2)
1266
1266546+1588
295+1764 292+1764
494+1588
544+1588
1268
1802+1588
(i2)
7
88
9 5
75
10
2
(a1)
7
88
9+36 5+36
75
10
2
(c1)
7
88+52
45 41
75+52
10
2+52
(d1)
7+90
8+9060
45 41
757
10+90
54+90
(e1)
97
9860
45+252 41+252
7
57
100
144
(f1)
97
9860+488
297 293
7+48857+488
100
144+488
(g1)
97+1170
98+1170548
297 293
495545
100+1170
632+1170
(h1)
7
88
9 5
75
10
2
(b1)
1267
1268548
297+1764 293+1764
495
545
1270
1802
(i1)
4
55
5 3
43
6
1
(a3)
4
55
5+36 3+36
43
6
1
(c3)
4+25
5+255+52
41+83 39+83
43+52
6+25
1+52+25
(d3)
4+90
5+9057+120
41+86 39+86
4+120
55+120
6+90
53+90+1
20
(e3)
94+290
95+29057+124
41+252 39+252
4+124
55+124
96+290
143+124
+ 290
(f3)
94+295
95+29557+488
293+587 291+587
4+48855+488
96+295
143+488
+ 295
(g3)
94+1170
95+1170545+1584
293+590 291+590
492+1584
543+1584
96+1170
631+1170
+1584
(h3)
4
5+145+14
5+14 3+14
43+14
6+14
1+14
(b3)
(i3)
1264+3800
1265+3800545+1588
293+1764 291+1764
492+1588
543+1588
1266+3800
1801+1588
+38001
2
3
4
5
6
71
2
3
4
5
6
71
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
71
2
3
4
5
6
71
2
3
4
5
6
7
1
2
3
4
5
6
7 1
2
3
4
5
6
7
1
2
3
4
5
6
7 1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7
1
2
3
4
5
6
7 1
2
3
4
5
6
7
1
2
3
4
5
6
7 1
2
3
4
5
6
7
1
2
3
4
5
6
7 1
2
3
4
5
6
7
Figure 2.5: Example of KPA scheme for the multi-cost network; the demand
dr = (1; 7) and k = 3.
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Figure 2.6: Example of KPI scheme for the multi-cost network; the demand
dr = (1; 7) and k = 3.
Figure 2.7: (a) PAN European network (b) Italian network (c) U.S. long-distance
network and (d) COST239 network
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Chapter 3
Survivable Routing for Networks
with Sharing Reliable Links
This chapter evaluates trade-o between the partial disjoint path (PDP) and
the k failure-disjoint path (k-FDP) algorithms for nding k disjoint paths that
share reliable links, which have no failures. Adopting a suitable algorithm for
each network scenario is able to save time for network operators or save cost
for network providers. We provide examined data under sharing reliable links
scenario for implementing survivability of networks. The PDP algorithm nds k
disjoint paths with sharing reliable links. The FDP algorithm nds disjoint paths
with minimum summation of two disjoint path costs. The k-FDP algorithm is
extended from the original FDP algorithm. However, k-FDP takes longer time
to nd the disjoint paths than PDP for same cases.
3.1 Introduction
Since the use of the Internet grows dramatically, the high-speed and surviv-
able backbone networks are required. The multi-layer network, called Internet
Protocol/Multi-Protocol Label Switching-over-Wavelength Division Multiplexing
or IP/MPLS-over-WDM network, was proposed to support the growth of Internet
trac and emerging network requirements [34, 35, 36]. MPLS having IP routers
are connected to optical cross-connects (OXCs) in a WDM optical network as
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shown in Fig. 3.1. The routing trac in the IP/MPLS-over-WDM network de-
termines the resource organization of optical layer and IP/MPLS layer [37]. The
logical routing is considered on the IP/MPLS layer and the physical routing is
considered on the optical layer. Each layer has its own failure protection.
IP/MPLS-over-WDM network
IP/MPLS layer
WDM layer
Physical link Logical link
Figure 3.1: Architecture of IP-over-WDM network.
Disjoint paths routing is a widely used protection scheme to enhance the net-
work survivability [23, 38], which is the ability of a network to oppose failures and
retrieve data that are aected by the failures [39]. Disjoint paths are paths that do
not share the same links or nodes. These paths are required for reliability in the
network to minimize the damage created by failures such as broken bers, soft-
ware error, natural disasters and so on. If k disjoint paths are set between source
and destination nodes, at least one path is protected against k   1 simultaneous
failures. It means that a backup path will be activated when current working
paths fail. To utilize the resources of the network eciently, the idea of sharing
backup path in protection scheme was proposed [31]-[32]. Two extended algo-
rithms based on the sharing resources concept, the partial disjoint path (PDP)
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algorithm and the failure-disjoint path (FDP) algorithm, were investigated in this
chapter.
The partial disjoint path (PDP) algorithm, proposed by Urra et al. [42], is a
failure protection scheme using concept of keeping away from protection duplica-
tions in multi-layer networks. In case of some links have been already protected
on the optical layer, these links no need their backup links on the IP/MPLS layer.
It means that the backup path on the IP/MPLS layer is unnecessary to be estab-
lished if the backup path is generated with the same working path on the optical
layer. The PDP algorithm nds the segments, i.e. links, of backup path, which
is not protected by the backup path on the optical layer, on the IP/MPLS layer.
At rst, the working path on the IP/MPLS layer and protected segments, i.e.
protected links, on the optical layer have been known. The backup path on the
IP/MPLS layer is computed by considering the disjointed links of unprotected
links on the considered working path. PDP computes the backup path based on
the k-successively shortest link disjoint paths (KSP) algorithm [29]. The con-
sidered weight or cost is assigned according to Full Information Routing (FIR)
algorithm [43]. The total cost of disjoint paths is minimized in order to obtain
maximum utilization of network resource, e.g., bandwidth, for a connection re-
quest. However, PDP does not guarantee to nd the minimum summation of
cost, called sum-cost, of the disjoint paths.
Zotkiewicz et al. introduced the failure-disjoint path (FDP) algorithm with
regard to using PDP algorithm concept that conrms nding a pair of disjoint
paths with minimum sum-cost [44]. In the real network scenario, oftentimes only
a subset of links fails and the maintained links in this subset are reliable links,
which do not fail. Therefore, network operators can assign some links as reliable
links and others as unreliable links in order to optimize their operating cost [45].
According to the concept of reliable and unreliable links, the FDP algorithm
nds a pair of disjoint paths, which are able to share reliable links, with full
protection against network failures. These disjoint paths with sharing reliable
links are called failure-disjoint paths. The reliable links are rst randomly given.
FDP computes all new unreliable links in order to create a modied graph. The
modied graph consists of the given reliable links and the new unreliable links.
Each new reliable link is computed by merging a pair of link-disjoint paths of its
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source and sink nodes. The pair of link-disjoint paths is found by the shortest pair
of paths-based algorithm, e.g., Suurballe's algorithm [28]. The shortest path is
found on the modied graph using Dijkstra's algorithm [27]. This found shortest
path is divided into two failure-disjoint paths by determining the original graph.
In accordance with the modied graph created by the shortest pair of link-disjoint
paths-based algorithm, the FDP algorithm guarantees to nd the minimum cost
pair of failure-disjoint paths with calculating the shared links only once. However,
the process of conducting FDP is complex and time-consuming.
There is a trade-o between the computational time to nd disjoint paths
and summation of the disjoint path costs. The PDP algorithm is simple to
implement and able to nd k disjoint paths with sharing reliable links faster than
the FDP algorithm. Nevertheless, the PDP algorithm does not guarantee to nd
the minimum sum-cost of all disjoint paths.
To examine the trade-o, this chapter compares the performance of FDP and
PDP to nd the disjoint paths with sharing reliable links. In addition, the original
FDP algorithm [44] was adapted by extending the required number of disjoint
paths k, originally k = 2, to be k > 2, which expresses the FDP algorithm running
close to the real network implementation. The FDP algorithm with nding k
disjoint paths is called k-FDP. The computational complexity and summation
of costs of the disjoint paths are examined by simulating with a large network
environment, up to 100 nodes.
The simulation results show that PDP reduces the computational time to nd
k disjoint paths by 99% compared to k-FDP for all considered number of required
disjoint paths, k. The dierence of computational time between both algorithms
is higher when the size of the networks becomes larger. On the contrary, the sum-
cost of disjoint paths found by PDP is higher when k increases. The comparative
results are provided to support network operators or planners to have a choice
for operating their networks in ecient way.
The remainder of this chapter is organized as follow, section II shows the
terminology used for explaining the PDP and k-FDP algorithms. Section III
describes the PDP algorithm, section IV explains the problem formulation of k-
FDP and the process of nding k failure-disjoint paths using k-FDP algorithm,
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section V shows the comparison results of PDP and k-FDP algorithms, nally
section V summarizes of entire simulations and discussion.
3.2 Terminology
Since a directed graph is considered as a network, vertex denotes node and arc
denotes link for describing the PDP and k-FDP algorithms. The terminology
used in this chapter is shown below.
d Demand to nd a set of end-to-end k disjoint
paths between a pair of vertices (s; t)
s Source vertex of demand d
t Destination vertex of demand d
u Either s or a sink of any reliable arcs.
v Either t or a source of any reliable arcs.
p Index of path 1; : : : ; k
p pth path
mod Path on modied graph
red Path on reduced graph
ah hth arc, where h = 1; 2; : : :
ars Arc from vertex r to vertex s
h Cost of each arc ah
rs Cost of arc from vertex r to vertex s
ph Cost of arc ah of the pth path
p Cost of pth path that is a sum of ph over
traversed ah
m Total cost of k paths of the mth (u; v) pair
 Matrix of arc cost
i Auxiliary matrix of arc cost
mod Matrix of arc cost on modied graph
red Matrix of arc cost on reduced graph
M Number of (u; v) pairs
m Index of (u; v) pair 1; : : : ;M
Lmod Set of reliable links on path mod
Ah Set of path pairs, where h 2 H = ffs; a1g;
fa1; a2g; : : : ; faL 1; aLg; faL; tgg
A0 Set of arcs on reduced graph
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3.3 PDP: Partial disjoint path algorithm
This section presents the partial disjoint path (PDP) algorithm, which nds the
disjoint paths to distinguish the segment backup paths necessary to protect the
working path. The PDP algorithm is shown in Fig. 3.2. Demand d nds k disjoint
paths that share reliable arcs from source vertex s to destination vertex t. The
cost matrix and the set of reliable and unreliable arcs are given as the input of
the process. The outputs of this algorithm are the set of k disjoint paths with
sharing reliable arcs and the total sum-cost of the disjoint paths. First, the initial
index of path, i, are set as the rst required disjoint paths and the cost matrix
of the ith path, i, is equal to the initial cost matrix, . The i
th path is found
by shortest-path-based algorithm, e.g. Dijkstra algorithm. If a link on found
previous path is unreliable arc, this arc is removed. If a link on found path is
reliable arc, its arc cost is set to zero. The sum-cost of found path is calculated
as Eq. (3.2). If i is less than number of the required disjoint paths, k, the next
step goes to nd the shortest path using shortest-path-based algorithm in Step
2 with the updated cost matrix, i. The process iterates until the path reach k
paths. Finally, the set of k disjoint paths between s and t is obtained and the
total path cost of k disjoint paths is calculated by Eq. (3.1).
The PDP uses the same concept as the k-successively shortest link disjoint
paths (KSP) algorithm to nd disjoint paths by getting rid of used links [29]. The
KSP nds k disjoint paths using the Dijkstra's algorithm to search the shortest
path in a network [46]. The Dijkstra's algorithm uses the binary heap sorting of
the nearest neighbor nodes to nd the shortest path. The binary heap requires
O(n log n) time for a network with n nodes. To nd k disjoint paths, the KSP
requires O(kn log n) time for the worst-case complexity. Therefore, the time
complexity of the PDP scheme is O(n log n), where k is assigned as a given
parameter.
3.4 k-FDP: k-Failure-disjoint path algorithm
This section shows the problem formulation and the description of the extended
version of FDP, i.e. k-FDP.
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INPUT: Demand d to nd the set of k disjoint paths with sharing reliable arcs between a pair of vertices (s; t).
The arc costs matrices  of a demand, which consists of reliable and unreliable arcs.
OUTPUT: The set of k disjoint paths with reliable arcs between a given pair of demand source and destination
vertices (s; t). The total path cost of k disjoint paths is
total =
kX
p=1
p: (3.1)
PROCESS
Step 1 Set i = 1 and i = .
Step 2 Find the shortest path i on the network with the cost matrix 
i.
Step 3 Consider found path i.
If arc ah is an unreliable arc, then remove arc ah
Else set the cost of arc ah to zero, h = 0.
Step 4 Calculate the cost of path i with the cost matrix 
i.
i =
X
ah on path i
h (3.2)
Step 5 If i < k, then i=i+1 and go to Step 2.
Else terminate and return the found set of paths.
Figure 3.2: PDP algorithm for nding k disjoint paths with reliable arcs given
demand (s; t).
3.4.1 Problem Formulation
We consider a graph of directed network G(V;A), where V is a set of network
vertices and A is a set of network arcs. Let P be a set of required disjoint paths.
An arc from vertex i 2 V to vertex j 2 V is denoted as (i; j) 2 A. ij is the cost
of arc from vertex i to vertex j. xij is equal to 1, if a path transverses on arc
from vertex i to vertex j and equal to 0, otherwise. The set of unreliable arcs
is denoted by S  A. fij denotes the number of paths that use arc (i; j). The
problem is to nd k disjoint paths with sharing reliable arcs from source vertex,
s, to destination vertex, t so that the summation of disjoint path costs can be
minimized. This problem is formulated as an ILP problem in the following.
min
X
i2V
X
j2V
xijij (3.3)
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s:t:
X
j2V
fij  
X
j2V
fji =

k; i = s
0; 8(i) 2 V=fs; tg (3.4)
fij  kxij; 8(i; j) 2 A=S (3.5)
fij  1; 8(i; j) 2 S (3.6)
fij  0; 8i; j 2 V (3.7)
xij = f0; 1g; 8i; j 2 V (3.8)
The objective function in Eq. (3.3) minimizes the summation of k disjoint
path costs with counting common used arcs only once. Eq. (3.4) is a constraint
for ow conservation. To ensure that the paths do not traverse on the common
reliable arcs more than k times and on the unreliable arcs only once as shown
in Eqs. (3.5) and (3.6), respectively. Eq. (3.7) is the nonnegative integral ow.
Eq. (3.8) is the binary constraint for the ILP formulation.
Since the problem of nding the set of k failure-disjoint paths, k > 2, with
minimum cost is NP-hard [44], the extended version of FDP algorithm is provided
to solve the problem in this chapter.
3.4.2 Description
Figure 3.3 shows the k-FDP algorithm to nd k disjoint paths with sharing reli-
able arcs. There are three main processes. The rst process is to nd k disjoint
paths with sharing reliable arcs using Bhandari's algorithm [5]. The second pro-
cess is to nd the shortest path in the modied graph, which is created from the
rst process. The last process is to nd k disjoint paths with sharing reliable arcs
in the reduced graph, which consists of the output arcs, ah 2 A0, of the second
process. At Step 1, the sets of source vertex u and sink vertex v are assigned by
determining the reliable arcs of the considered network, where u is either s or a
sink of any reliable arcs and v is either t or a source of any reliable arcs. Then,
the index of numbers of (u; v) pair, m, and the index of path i are set to one.
The auxiliary matrix of arc cost i is equal to . Step 4, the shortest path i
between vertex u and v is found using the shortest-path-based algorithm with
the arc cost matrix i. After that the direction of all arcs on the previous found
path is reversed and their costs are changed to be minus and if an arc ars is a
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reliable arc, this arc is still in the graph and its cost is set to zero see Step 5.
Step 6, the required number of disjoint paths, k, is checked. If the current path i
is less than k then the index of path is increased, i = i+1 and the other disjoint
paths are found again with the updated arc cost matrix. If the current path i is
equal to k then the total path cost of k disjoint paths with sharing reliable arcs
between the considered (u; v) pair is calculated using Eq. (3.9). Next, the current
(u; v) pair, m, is checked. If m is less than the number of (u; v) pair, M , then
the next (u; v) pair is determined. Step 3 is repeated for all (u; v) pairs. After
all total path costs for all (u; v) pairs are obtained, the modied graph is created
with reliable arcs and the calculated paths between node u and node v in Step
8. The shortest path mod between s and t on the modied graph is found using
the shortest-path-based algorithm with the arc cost matrix mod. The reliable
arcs on found path mod are put into the set of Lmod. The unreliable arcs are
considered creating the set of path pairs Ah. The set of path pairs Ah consists of
arcs that form the pair of k disjoint paths between s and source of a1, set Afa1;a2g
connects the sink of a1 to source of a2, while set AfaL;tg connects the sink of aL
to t. The sets of Lmod and Ah are combined and assigned to be the set of arcs
A0. The reduced graph is created and consists of arcs in the set A0 with the arc
cost matrix red. To nd the set of k disjoint paths with sharing reliable arcs,
the index of current path j is set to one and the auxiliary arc cost matrix j is
equal to the arc cost matrix on the reduced graph red. Then, the shortest path
j between s and t on the reduced graph is found using the shortest-path-based
algorithm with the arc cost matrix j. If arc ah is an unreliable arc on found path
j, this arc is removed from the graph. If arc ah is a reliable arc on found path
j, its cost is set to zero. If the current path j is less than k, the next shortest
path will be found with the index j = j + 1 and the updated arc cost matrix
j. The paths are found until the number of found paths equal to k. Finally,
the set of k disjoint paths with sharing reliable arcs is obtained as the output of
this algorithm. The total path cost of k disjoint paths with sharing reliable arcs
is calculated as the summation of all arc costs in the reduced graph expressed as
Eq. (3.10).
The shortest pair of FDP problem can be solved inO(mn log(1+m=n) n) time [47],
where n is number of nodes and m is number of arcs. The k-FDP algorithm nds
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Table 3.1: Sum-cost of k=2 disjoint paths with sharing reliable links between
PDP and k-FDP algorithms
Network Number k-FDP PDP
of nodes sum-cost sum-cost
1 10 0:97 105 1:06 105
2 20 5:06 105 5:41 105
3 30 11:55 105 12:53 105
4 40 23:52 105 25:39 105
5 50 38:69 105 41:56 105
6 60 57:44 105 64:19 105
7 70 89:79 105 97:67 105
8 80 108:35 105 119:17 105
9 90 136:17 105 148:49 105
10 100 159:45 105 174:65 105
the shortest pair of disjoint paths same as the FDP algorithm. Therefore, the
time complexity of the k-FDP algorithm is O(kmn log(1+m=n) n). If we assign the
number of failure-disjoint paths as a given parameter, the complexity of k-FDP
becomes O(mn log(1+m=n) n).
3.5 Simulation results
The performance of the PDP and k-FDP algorithms are compared using computer
simulations with various network topologies. We use dierent ten test networks
with 10, 20, ..., 100 nodes, respectively. The test networks are generated using the
Barabasi model with placing nodes randomly, the incremental growth type and
the constant bandwidth distribution. Boston university Representative Internet
Topology gEnerator (BRITE) [48] is used for this generation. Cost of each link is
assigned by its Euclidean length calculated by BRITE. Each test network has the
number of neighboring nodes for each node at least equal to four. The required
number of disjoint paths, which are equal to two, three and four, are considered
in the simulation. 25% of all links of each test network are set to be reliable links
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Table 3.2: Sum-cost of k=3 disjoint paths with sharing reliable links between
PDP and k-FDP algorithms
Network Number k-FDP PDP
of nodes sum-cost sum-cost
1 10 1:32 105 1:57 105
2 20 7:09 105 8:32 105
3 30 16:47 105 20:00 105
4 40 32:83 105 39:52 105
5 50 53:62 105 64:99 105
6 60 74:32 105 97:30 105
7 70 126:03 105 153:96 105
8 80 149:27 105 185:39 105
9 90 188:34 105 228:02 105
10 100 212:07 105 269:68 105
and placed randomly. We examine the computational time to nd k disjoint paths
with sharing reliable links for both PDP and k-FDP algorithms. The percentage
of sum-cost dierence between PDP and k-FDP is also calculated for each test
network at each k. To compare the computational time, we measured the running
time of PDP and k-FDP algorithms, which were developed by C program running
on Linux Ubuntu with an Intel RCoreTM2 Quad CPUQ9550 2.83 GHz. and 4 GB
of DDR2 RAM Memory.
Figure 3.4(a), (b) and (c) show the computational time of nding k disjoint
paths with sharing the reliable links using PDP and k-FDP versus the number
of nodes of ten test networks. The k-FDP takes longer time than PDP to nd k
disjoint paths with sharing the reliable links, especially when the size of network
becomes large. The gap between the computational time of k-FDP and PDP
becomes bigger obviously when the number of nodes are increased more than 40
nodes. See at 40-nodes network, the gap between the computational time of k-
FDP and PDP is around 102, 103 and 103 sec. for k=2, 3, and 4, respectively. The
computational time of dierent required number of disjoint paths, k, has the same
trend that k-FDP spends time to nd the k disjoint paths longer than PDP and
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Table 3.3: Sum-cost of k=4 disjoint paths with sharing reliable links between
PDP and k-FDP algorithms
Network Number k-FDP PDP
of nodes sum-cost sum-cost
1 10 1:70 105 2:09 105
2 20 8:46 105 11:04 105
3 30 20:16 105 26:98 105
4 40 38:98 105 53:44 105
5 50 61:71 105 88:27 105
6 60 82:56 105 128:50 105
7 70 148:23 105 210:80 105
8 80 179:77 105 250:27 105
9 90 223:72 105 304:90 105
10 100 241:79 105 362:17 105
has a big gap between them when the network becomes large. From Fig. 3.4(c),
k-FDP takes a long time to nd k=4 disjoint paths with sharing reliable links
even though the network is small size, i.e. network has small number of nodes.
According to the simulation results, the computational time to nd k disjoint
paths with sharing reliable links using k-FDP is reduced to 99% by using PDP
for all considered k disjoint paths.
The sum-cost of k disjoint paths found by PDP is higher than that found
by k-FDP because PDP uses the policy to pick up the paths relies on KSP
algorithm that not guarantees to have minimum sum-cost of disjoint paths. The
sum-cost of k disjoint paths found by PDP and k-FDP for all pairs of source
and destination nodes are shown in Table 3.1, 3.2 and 3.3 for k=2, 3 and 4,
respectively. According to the sum-cost results, percentage of sum-cost dierence
between PDP and k-FDP , which is the ratio of dierence between sum-cost of
disjoint paths found by k-FDP and that found by PDP to sum-cost of disjoint
paths found by k-FDP, is calculated. Figure 3.5 shows the percentage of sum-
cost dierence between PDP and k-FDP for ten test networks with various k.
The average percentages of sum-cost dierence are 8.2%, 18.3% and 27.8% for
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k=2, 3 and 4, respectively. According to the mentioned results, the augmentation
of k makes the performance of PDP worse. Since PDP uses the policy to nd
the paths by removing the used unreliable links and then nd the next path, the
increment of sum-cost depends on the number of found paths.
The trade-o between the computational time and the sum-cost of k disjoint
paths found by PDP and k-FDP is shown in the results. The evaluation of this
trade-o is provided to help network operators to work eciently. Since PDP
reduces the computational time by 99% compared to k-FDP, the operators would
be able to consider PDP as a choice to save time for operating theirs networks.
However, the sum-cost of disjoint paths found by PDP is needed to be investigated
along with the computational time with each k also. In the practical point of view,
the results show that if network operators would like to save cost around 27%, they
can apply PDP to nd four failure-disjoint paths in the examined networks but
the computational time is required around 27 hours. Another consideration is how
much tolerance that the operators design for their network systems. Nevertheless,
the algorithm for nding disjoint paths with minimum sum-cost has high priority
for most of works in the real utilization. The computational time can also be
improved by adjusting the speed of used calculator. To improve other algorithm
for nding k disjoint paths with sharing reliable links, the policy to pick up
the shortest disjoint paths is needed to determine in a part of the algorithm.
There are two strategies for path computation, which are o-line strategy (pre-
calculation) and online strategy (dynamic calculation). For the o-line strategy,
disjoint paths can be found with polynomial computational time is acceptable
for real-world networks. In general, the path computational process is a process
in the recovery process in the online strategy. Guaranteed fast recovery service
is 50 ms recovery time for using dedicated (1+1) diverse routing (DBPP) and a
few hundred ms recovery time for using shared backup path protection (SBPP)
protected service [49]. Therefore, the PDP and k-FDP algorithms have to take
time for computing the disjoint paths less than the recovery time, i.e. a few
hundred ms, in the online strategy. However, the path computation in the o-line
strategy can be useful when optimizing the network performance and reliability.
In this research, the considered algorithms, PDP and k-FDP, compute disjoint
paths in the o-line strategy.
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3.6 Summary
This chapter presented the evaluation of a trade-o between the PDP and k-
FDP algorithms to give the data for facilitating the network implementation.
The k-FDP algorithm achieved the minimum sum-cost of k disjoint paths with
sharing reliable links. However, the comparative results showed that the k-FDP
algorithm is dicult to nd k disjoint paths with sharing reliable links in practical
time when network becomes large. The PDP algorithm found k disjoint paths
faster 99% than k-FDP. Nevertheless, the performance of PDP was degraded
when the required number of disjoint paths was increased. According to the
trade-o between the computational time and sum-cost of PDP and k-FDP, other
heuristic algorithm can be improved to meet low sum-cost closes to k-FDP with
faster computational time. The comparative results of these simulations can be
potential benet for the network implementation point of view and additionally
for the algorithm enhancement to t the complex network in the future.
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INPUT: Demand d to nd the set of k disjoint paths with sharing reliable arcs between a pair of
vertices (s; t). The arc costs matrices  of a demand, which consists of reliable and unreliable arcs.
OUTPUT: The set of k disjoint paths with sharing reliable arcs between a given pair of demand
source and destination vertices (s; t). The total path cost of k disjoint paths.
PROCESS 1: Find k disjoint paths from sources to sinks.
Step 1 Obtain set of source u and sink v vertices from the set of reliable arcs.
Step 2 Set m = 1.
Step 3 Set i = 1 and i = .
Step 4 Find the shortest path i between u and v with the auxiliary arc cost matrix 
i.
Step 5 If arc ars is a reliable arc on found path i, then its cost becomes rs = 0 and
add opposite arc asr with cost  rs.
Else reverse the direction of arc ars and set the cost to sr =  rs.
Step 6 If i < k, then i = i+ 1 and go to Step 3.
Else calculate the total cost of k paths as
m =
kX
p=1
X
ah on path i
ph (3.9)
Step 7 If m < M ((u; v) is not used all pairs), then m = m+ 1 (change to the next (u; v) pair)
and go to Step 3.
PROCESS 2: Find the shortest path in the modied graph.
Step 8 Create the modied graph with the cost matrix mod, which consists of set of
reliable arc costs and cost m of all (u; v) pairs.
Step 9 Find the shortest path mod between s and t with the arc cost matrix 
mod.
Step 10 Create set of reliable links (Lmod) on found path mod.
Step 11 Create set of path pairs (Ah) from arc ah, which is an reliable arc on found path mod
where h 2 H = ffs; a1g; fa1; a2g; : : : ; faL 1; aL faL; tgg
Step 12 Obtain the set of arcs on reduced graph as
A0 =
S
h2H Ah [ Lmod
PROCESS 3: Find k disjoint paths in the reduced graph.
Step 13 Create the reduced graph with the arc cost matrix red from the arcs in A0.
Step 14 Set j=1.
Step 15 Find the shortest path j with the arc cost matrix 
red.
Step 16 If arc ah on found path j is an unreliable arc,
then remove arc ah.
Else set cost of arc ah to be h = 0.
Step 17 If j < k, then j = j + 1 and go to Step 15.
Else calculate the total path cost of k paths as
total =
X
ah2A0
h (3.10)
terminate and return the found set of paths and the total path cost.
Figure 3.3: k-FDP algorithm for nding k disjoint paths with reliable arcs given
demand (s; t).
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Figure 3.4: The computational time to nd (a) k=2, (b) k=3, and (c) k=4 disjoint
paths with sharing reliable links using PDP and k-FDP algorithms for each size of
network.
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Chapter 4
Energy-Ecient Routing for
Transferring Data Sets across
Networks
Since high energy consumption in networks impact network operational expendi-
tures and environment problem, reduction of energy consumed in networks have
been widely studied. This chapter presents a routing scheme to send a data set
in units of bits rather than bits/s by considering the predened transfer time,
the period within the data set should be transferred from the source node to the
destination node, to minimize the energy consumed. The energy consumption is
minimized with an optimal transfer time.
4.1 Introduction
Reducing the energy consumption of networks is of intense concern due to tremen-
dous growth in the multimedia trac of high-bandwidth applications such as
video streaming, broadband, Internet, and VoIP. Alcatel-Lucent reported that
the transport and core networks are responsible for about 30% of the overall
network power consumption, while access devices account for the rest [50]. The
number of active networking devices impacts the main power consumption of net-
works. To reduce the power consumption, a key strategy is reducing the number
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of active devices. The concept of power-aware network design is the idea of deac-
tivating lightly loaded devices by rerouting trac through other links [15]. There
are two approaches to power-aware design, reducing the power consumption of
devices, and power-aware routing protocols which associate routes with power
consumption [51].
Quite a few network applications transfer sets of data; examples include data
backup, data storage, and data exchange. Data exchange includes replicating
data among multiple data centers in backbone networks under the assumption
that each data center has dierent content, i.e., a user interested in a particular
content has to access it from the concerned data center [52]. The data centers in
the networks replicate data to other data centers or transport data between data
centers and end users. The replication of data content between the data centers
is to reduce the access delay experienced by users. The demanded data set is sent
from the source node to the destination node with the constraint that transfer
must be completed within a predened transfer time. We note that no study has
examined energy-ecient routing for data sets. Our challenge is how to nd the
routing that can minimize the energy consumed while sending the data within
the predened transfer time.
This chapter answers the aforementioned question. It proposes an approach to
nding the energy-ecient routing for a data set in units of bits rather than bits/s.
In sending the data set, link bandwidth is considered as a capacity constraint.
Predened transfer time, which is determined as the ratio of a transferred data
set in units of bits to the available bandwidth on a considered path, is considered
as well. In this work, we allow the data set to be split into multiple paths
depending on the path available bandwidth restriction. However, the time for
the data splitting or fragmentation is not considered for the predened transfer
time because the data set is split before transferring on each assigned path. The
objective of energy ecient routing is to minimize the energy consumption of the
network. The amount of trac and transfer time to send the trac impacts the
energy consumption. Simulations show that the energy consumed in sending the
data set is minimized with the optimal transfer time.
50
4.2 Problem Formulation
4.2 Problem Formulation
We consider a network as directed graph G(V;E), where V is the set of nodes
and E is the set of links. A link from node i 2 V to node j 2 V is denoted as
(i; j) 2 E. The problem is to nd a routing solution that minimizes the energy
consumed to transfer data set D in units of bits from source node s to destination
node t within the predened transfer period Tm. x
m
ij is the trac demand (bit/s)
on link (i; j) with predened transfer period Tm, where m is an index of the
transfer period. amij is equal to 1 if link (i; j) is active within Tm and 0 otherwise.
The power model given in [53] is used in this formulation and is expressed as
Ptotal = P (trac  independent) + P (trac  dependent); (4.1)
where P (trac  independent) is the trac-independent power consumption and
P (trac  dependent) is the trac-dependent power consumption. In this chap-
ter, the energy consumption is the optimization metric. The relationship between
power and energy is power consumption (watts) is given by the energy eciency
(Joules per bit) multiplied by the trac demand (bits per second) [54].
The formulation calculates the optimal routing for a data set by determining
the minimum total energy consumption of the set of m assigned transfer times.
Each given Tm is considered by the LP formulation from Eq. 4.2b to Eq. 4.2g
to nd the routing with the minimum energy consumption without exceeding
preassigned transfer time Tm as shown below. The total power consumption con-
sists of trac-independent power consumption P ijind and trac-dependent power
consumption P ijdep corresponding to all active links (i; j) where trac is dened
as the rst term on the right side of Eq. 4.2b.
min
Tm1
f(Tm); (4.2a)
where f(Tm) = min(
X
ij2E
amijP
ij
ind +
X
ij2E
xmijP
ij
dep)Tm (4.2b)
s:t:
X
j:(i;j)2E
xmij  
X
j:(i;j)2E
xmji =

D=Tm; i = s
0; i 6= s; i 6= t (4.2c)
xmij  amijCij; 8(i; j) 2 E (4.2d)
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amij  xmij ; 8(i; j) 2 E (4.2e)
xmij  0; 8(i; j) 2 E (4.2f)
amij = f0; 1g; 8(i; j) 2 E (4.2g)
The objective function (4.2a) selects the optimum value of Tm that minimizes
the total energy consumed by the routing. Equation (4.2b) denes f(Tm) as the
minimization of the total energy consumption for the routing without exceed-
ing preassigned transfer time Tm. The set of m assigned transfer times is given.
Constraint (4.2c) is the standard ow conservation such that the trac outgo-
ing from node i, which is source node s, is equal to the trac demand (bit/s)
with transfer time Tm; it equals 0 if node i is an intermediate node, i.e. neither
source nor destination node. To ensure that a trac demand on each link (i; j)
does not exceed its available bandwidth Cij as shown in constraint (4.2d). Con-
straint (4.2e) states that link (i; j) is inactive when there is no trac on this link.
Constraint (4.2f) states that trac on link (i; j) with the assigned transfer time
Tm is a nonnegative number. The binary variable, which is used to decide which
link is active, is represented by constraint (4.2g).
4.3 Results and Discussion
We examined the PAN-European, Italian and U.S. long distance networks as
shown in Fig. 4.1 (a), (b) and (c), respectively [30]. A 10 Gb data set was sent
from a source node to a destination node in each network. The preassigned
transfer time was set at 1; 2;    ; and 10 seconds. The available bandwidth of
each link was set randomly in the range of 1 to 10 Gbps. Trac-independent
and trac-dependent power consumption of all links were set at 315 watts/link
and 315 watts/Gbps., respectively. These two types of power are referred to the
power of a slot card based on the Cisco CRS-3 router, which is in the IP/MPLS
components [55]. In this simulation, we choose node 1 as source node and node
19 as destination node for the PAN-European network, node 1 as source node
and node 21 as destination node for the Italian network, and node 1 as source
node and node 22 as destination node for the U.S. long-distance network.
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Figure 4.1: (a) PAN European, (b) Italian and (c) U.S. long distance networks.
Figure 4.2 plots the energy consumption versus preassigned transfer time for
the routing solutions in the PAN-European, Italian and U.S. long distance net-
works. The energy consumption at each transfer time was calculated by Eq. 4.1
for the LP problem in Section 4.2. The results show that the energy consumption
takes a minimum value at the optimal transfer time. On the graph, the optimal
transfer time is two seconds for all examined networks. The energy consumption
increases, when the transfer time exceeds two seconds.
The transfer time becomes the main factor impacting the energy consump-
tion change after the time exceeds the optimal transfer time because of the slight
change in power consumption. According to the power model mentioned in Sec-
tion II, the number of used links on found path and data per unit of time on each
used link are determined. When the transfer time increases, the data per unit
of time is reduced. A smaller number of links is enough to support the data set.
As the result, the number of used links is also reduced. The minimum number
of used links is obtained at the optimal transfer time. The number of used links
does not change even if the transfer time is increased. The power consumption
becomes dependent on the data per unit time. However, the data per unit time
only slightly impacts the power consumption compared to the number of used
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Figure 4.2: Energy consumption of routing for each transfer time on PAN Euro-
pean, Italian and U.S. long distance networks.
links. Therefore, the power consumption changes only slightly after the transfer
time exceeds the optimal value. The path with the least number of used links
is found at transfer time of two seconds. In the PAN European network, the
1-3-9-19 path is selected for the two-second transfer time. The 1-2-6-13-14-21
path is selected for the Italian network and the 1-4-7-6-13-18-19-22 path for the
U.S. long-distance network. The selected path in the U.S. long-distance network
has seven links, in the Italian network has ve links and in the PAN European
network has three links. If we consider at each transfer time for each network
to transfer the requested demand from a source node to a destination node, the
main factor that aects the power consumption is the number of used links on
the selected path. The routing in the U.S. long-distance network takes longer
path compared to that in the other examined networks. Therefore, U.S. long-
distance network consumes more power than Italian and PAN European networks
as shown in Fig. 4.2.
As a result, setting the transfer time to two seconds can reduce the energy
consumed by sending a 10-Gb data set through these three networks by at least
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7.7% compared to other transfer times. The transfer time and quantity of data
directly determine the energy consumption of the networks.
4.4 Summary
This chapter described an ecient energy routing solution for sending data sets
in units of bits rather than bits/s while minimizing the total energy consumption.
The energy consumption depends on transfer time, number of links active, and
amount of trac on links traversed by the route. The minimum energy consumed
to transfer each data set is obtained by optimizing the transfer time constraint.
Simulations showed that the ecient energy routing can reduce the energy con-
sumption by at least 7.7% for the networks examined. To further reduce the
energy consumption of the networks, the route over which the data set is set
must be determined.
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Chapter 5
Energy-Ecient Routing for
Networks with Optimal Trac
Splitting
This chapter explains a method to minimize the power consumption in networks
while providing working paths with optimal splitting trac and a backup path.
Due to a trade-o between energy-eciency and survivability of networks, the
reduction of power consumption for survivable networks is a required issue. In
the proposed method, the problem is formalized as a Linear Programming (LP)
formulation. The proportional power, which is trac-dependent power, is deter-
mined as a power model in the formulation. The results show that the working
trac in the network without sleep mode is split with satisfying the minimum
proportional power consumption. The trac splitting reduces the total capacity.
It aects to the power consumption in the survivable networks.
5.1 Introduction
The enormous growth in high-bandwidth applications and devices used in back-
bone networks has led to corresponding increase energy consumption. The energy
consumption of the Internet today is around 1% of total energy consumption in
broadband-enabled countries and it could rise to 4% in the future [56]. Many
studies have been researched on how to reduce the energy consumption in the
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networks. The basic concept of energy-ecient design is the idea of turning-
o or switching to sleep mode lightly loaded resources by rerouting the trac
through other links [15]. On the other hand, networks try to aggregate pack-
ets along few routes thus allowing many devices to sleep during periods of low
load. This strategy is called resource consolidation which aims at reducing energy
consumption due to devices underutilized at a given time [57].
The survivability of networks guarantees that data or services can reach to
users. To protect a failure in the networks, one path is needed to be a backup
path for other paths. The survivable network design tries to distribute trac in
order to minimize the risk in case of a failure and to increase the share ability of
backup resources [58]. This is a trade-o between the survivability and energy-
eciency because the energy-ecient network design tries to increase the load
in a set of links in order to be able to switch o as much network resources as
possible.
According to the trade-o between the survivability and energy-eciency,
a challenge of how to design the survivable networks with energy-eciency is
considered. The general power model consists of two parts: the xed power
consumption, which is trac-independent power, and the proportional power
consumption, which is trac-dependent power [59]. The majority part is xed
power and especially power consumed for nodes. The way to reduce the power
consumption is to reduce the active devices such as used nodes and links as much
as possible. However, the reduction of active devices is not suitable for design
the survivable networks with multiple paths.
In order to reduce the energy consumption in the survivable networks with
multiple paths, the proportional power is focused on this chapter. Since the
survivable networks need multiple paths to enhance survivability, the resource
utilization is high because the networks use many active devices to transmit
data. Therefore, the method, which is able to reduce the energy consumption
in the survivable networks, is to reduce the capacity-consumed power or called
proportional power. The protection using trac splitting can save capacity if the
risk is distributed by spreading the primary allocation across multiple paths [60].
In this chapter, we propose a method to minimize the proportional power
consumption in networks while providing working paths with optimal splitting
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trac and a backup path. The LP formulation is used to solve this problem and
considers two network scenarios, which are network with sleep mode and network
without sleep mode. The network with sleep mode consumes power less than that
without sleep mode [59]. However, most of the devices, which can support sleep
mode in the network, are not available [61] because the devices cannot wake up
within 50 seconds. In the results, the working trac in the network with sleep
mode is not split because the devices on backup path are put into sleep mode.
However, the working trac in the network without sleep mode is split with
satisfying the minimum proportional power consumption. The trac splitting
reduces the capacity in the network without sleep mode and this leads to reduce
the power consumption.
5.2 Problem Formulation
A directed graph G(V;E) is considered, where V is the set of vertexes (nodes)
and E is the set of links. A link from node i 2 V to node j 2 V is expressed by
(i; j) 2 E. Let Kmax be the upper limit of the number of disjoint paths between
a pair of source node s and destination node t. R is a set of disjoint path indexes
from 1 to Kmax, R = f1; 2; :::; k; :::; Kmaxg, where k is a path index. Q is also a set
of disjoint path indexes excluding a backup path, Q = f1; 2; :::; k; :::; Kmax   1g.
Cij is the capacity of link (i; j). The proportional power for each transmitter,
receiver and switch is represented by ti, 
r
i , and 
w
i , respectively. The proportional
power for active devices in link (i; j) is denoted as ij. M is a large constant,
e.g., M = N Kmax, where N is dened as number of nodes. fkij is a portion of
trac of path k traverses on link (i; j) and fij is a portion of a backup path 
traverses on link (i; j). In this formulation, fD is introduced as a dummy variable
indicating trac of a backup path, which is equal to split trac, fkij. x
k
ij is a
binary variable. xkij is equal to 1 if the trac of path k traverses on link (i; j)
and 0 otherwise. lij and ni are binary variables to indicate that link (i; j) and
node i is active or not. If the trac exists and traverses on link ij, lij is equal
to 1 and 0 otherwise. As the same way, ni is equal to 1 if the trac exists and
passes through node i and 0 otherwise.
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5.2.1 Network with sleep mode
In this section, the sleep mode is applied to networks. The power consumption is
considered only for the active devices for working paths. The devices on a backup
path are put into sleep mode. The devices on the backup path will be waken up,
when a failure occurs in the networks.
Objective
min
X
(i;j)2E:i=s
X
k2Q
tif
k
ij +
X
(i;j)2E:i=t
X
k2Q
rif
k
ij
+
X
(i;j)2E:i6=s;t
X
k2Q
wi f
k
ij +
X
(i;j)2E
X
k2Q
ijfkij
(5.1a)
ConstraintsX
k2Q
X
j2V
fkij  
X
k2Q
X
j2V
fkji = 1; i = s (5.1b)X
j2V
xkij  1; i = s; 8k 2 Q (5.1c)X
j2V
fkij  
X
j2V
fkji = 0; i 6= s; t 8k 2 R (5.1d)X
j2V
fij  
X
j2V
fji = fD; i = s (5.1e)X
k2R
xkij  1; 8(i; j) 2 E (5.1f)
fkij  xkij; 8(i; j) 2 E; 8k 2 R (5.1g)
xkij < 1 + f
k
ij; 8(i; j) 2 E; 8k 2 R (5.1h)
fkij  fD; 8(i; j) 2 E; 8k 2 R (5.1i)
fD  fkij + (1  xkij); 8(i; j) 2 E; 8k 2 R (5.1j)
0  fkij  1; 8(i; j) 2 E; 8k 2 R (5.1k)
xkij = f0; 1g 8(i; j) 2 E; 8k 2 R (5.1l)
fkij  xkijCij; 8(i; j) 2 E; 8k 2 R (5.1m)
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fkij  lijM; 8(i; j) 2 E; 8k 2 Q (5.1n)X
m2V :(m;i)2E
(fkmi + f
k
im)  niM;
8i 2 V; 8k 2 Q (5.1o)
The objective function (5.1a), which is minimized, expresses the proportional
power consumption in the network with sleep mode. Constraints (5.1b) - (5.1d)
are the ow conservation constraints for splitting paths. The ow conservation
constraint for a backup path is shown in (5.1e). The portion of trac on the
backup path is equal to fD. Constraint (5.1f) indicates that a link can be used only
once for one path, called link-disjointness. Constraints (5.1g) - (5.1j) guarantees
that each splitting trac is divided into an equal portion for each path (fD).
The portion of trac on path k traversed on link (i; j) is between 0 to 1 as
shown in constraint (5.1k). Constraint (5.1l) is the routing variable, which is
binary. Constraint (5.1m) is capacity constraint. Constraints (5.1n) and (5.1o)
force links and nodes supporting active working paths, respectively.
5.2.2 Network without sleep mode
This section, the power consumed by devices on working and back paths is con-
sidered.
Objective
min
X
(i;j)2E:i=s
X
k2Q
tif
k
ij +
X
(i;j)2E:i=t
X
k2Q
rif
k
ij
+
X
(i;j)2E:i6=s;t
X
k2Q
wi f
k
ij +
X
(i;j)2E
X
k2Q
ij(fkij + f

ij)
(5.2a)
Constraints
Constraints(5:1b)  (5:1m)
fkij + f

ij  lijM; 8(i; j) 2 E; 8k 2 Q (5.2b)
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X
m2V :(m;i)2E
(fkmi + f
k
im)
+
X
m2V :(m;i)2E
(fmi + f

im)  niM;
8i 2 V; 8k 2 Q (5.2c)
The objective function, which is minimized, expresses the proportional power
consumption. In this case, the power consumption is calculated including the
devices for working paths and a backup path. Thus, the power-consumed of the
active devices of the backup path  are calculated. Constraints (5.1b) - (5.1m)
are used for this formulation. Constraints (5.2b) and (5.2c) force links and nodes
supporting active working and backup paths, respectively.
5.3 Results and Discussion
The power and capacity consumptions are evaluated and compared between two
scenarios: network with sleep mode and network without sleep mode. Our eval-
uation models are described in the following. There are four examined networks,
which are the network 1 with 6 nodes and 11 links, the network 2 with 12 nodes
and 18 links, the network 3 with 12 nodes and 22 links, and the network 4 with
15 nodes and 27 links as shown in Fig. 5.1(a), (b), (c) and (d), respectively. The
proportional power consumption is determined in this chapter. The capacity of
each link of examined network is set to 1. According to the formulation, the traf-
c demand is equal to 1. The proportional power for each transmitter at node i,
ti, is 2.85 W and for each receiver, 
t
r,is 2.85 W, and for each switch, 
w
i , is 1.65
W [62]. The proportional power for active devices in link (i; j), ij, is assumed
to 1 W. One pair of source and destination nodes of each network is determined.
Since we focus on the proportional power consumption, the capacity of ow is
considered.
Table 5.1 shows the results for four examined networks with sleep modes and
without sleep modes. The proportional power, capacity, the number of used
links and paths are shown here. The proportional power in the network with
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(a) Network1
(d) Network4(c) Network3
(b) Network2
Figure 5.1: Examined network models.
Table 5.1: The results for four networks with two scenarios: network with sleep
mode (ws) and network without sleep mode (wos).
Network network 1 network 2 network 3 network 4
scenario ws wos ws wos ws wos ws wos
Power (W) 6.7 9.03 7.7 13.08 7.7 12.20 7.7 14.04
Capacity 2 1.33 2 1.5 2 1.33 2 1.33
# links 5 7 4 7 4 10 4 12
# paths 2 4 2 3 2 4 2 4
sleep mode is less than that without sleep mode intuitively. Since the backup
devices are put into the sleep mode, the power consumption is consumed only for
devices on the working paths. If the network without sleep mode is considered,
each trac demand is split into multiple paths in order to reduce the power
consumption. The same as the capacity is decreased when the trac is split.
As the results, the network with sleep mode do not need the trac splitting to
achieve the minimum energy consumption for each routing because the backup
devices are put into sleep mode. There are only two paths, working and backup
paths, for all examined networks. In case of the network without sleep mode,
the working trac is split in order to reduce the total capacity as shown in the
table 5.1. This aects to the proportional power consumption.
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Figure 5.2: Power consumption of the examined networks with split trac tech-
nique normalized by that with non-split trac technique.
As the previous results, we have known that the trac splitting technique af-
fects the reduction of power consumption in networks without sleep modes. Thus,
the power consumption in networks without sleep modes using trac splitting
technique and that in networks without sleep modes using trac non-splitting
technique is investigated. Figure 5.2 shows the power consumption of the ex-
amined networks with split trac technique, normalized by that with non-split
trac technique. All pairs of source and destination nodes of each examined
network are considered. The examined networks with non-split trac technique
consume more power than those with split trac technique intuitively. The re-
sults show that the networks with split trac can save more power up to 27%
compared to that with non-split trac. Network 1 achieves the lowest power
reduction compared to the other examined networks. Networks 2 and 3 have the
same number of nodes but dierent average node degrees, which are dene as a
ratio of summation of all node degrees to the number of nodes in each considered
network. Network 3 saves more power than network 2 because average node de-
gree of network 3 is higher than network 2. It means that trac in network 3
can be split more than that in network 2. The trac split technique reduces the
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capacity consumption leading to reduce the power consumption. Therefore, the
factor that aects the power of the networks with split trac technique is node
degree.
5.4 Summary
This chapter presented an LP formulation to deal with the energy problem in sur-
vivable networks. This formulation minimizes the power consumption in networks
with providing working paths and a backup path. In the proposed method, the
proportional power consumption is considered for the survivable networks with
multiple paths. The results showed that the trac on working path in the network
with sleep mode is not split. Therefore, the network with sleep mode consumes
higher capacity than that without sleep mode. However, the working trac is
split into optimal multiple paths to obtain the minimum power consumption in
the network without sleep mode. The trac splitting reduces the total capacity
and leads to reduce the proportional power consumption in the networks. The
node degree of the examined networks is a main factor, which aects to the energy
reduction.
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Chapter 6
Energy-Ecient Routing for
Networks with Partial
Bandwidth Path Protection
This chapter introduces a design scheme for the energy-ecient network with
partial bandwidth path protection. The network with the proposed scheme uti-
lizes resources eciently, which leads to less power consumption. This scheme
employs a Linear Programming (LP) approach to minimize power consumption
by considering the number of active devices and capacity consumption. Sim-
ulations show that, with the partial bandwidth path protection, the proposed
scheme saves more power than the conventional scheme, which minimizes the
power consumption relying on capacity consumption.
6.1 Introduction
Reducing the power consumption of networks has become a great concern because
of the extreme increase in Internet usage [56]. Many studies have tried to reduce
the energy consumption of networks [15]. The basic concept of energy-ecient
design is the idea of decreasing active devices as much as possible or switching
them into sleep mode by rerouting the trac through other links [57].
The survivable network needs more resources for data protection, so its power
consumption is high. Survivable network design strategies distribute trac to
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many links in order to minimize the damage when a failure occurs in the net-
work. On the contrary, energy-ecient network design strategies try to aggregate
the trac to utilize network resources as eciently as possible. The trade-o be-
tween survivability and power consumption has driven research into the survivable
network with energy-ecient design. The idea of putting the devices on a backup
path into sleep mode was presented in [59]. Muhammad et al. presented energy-
ecient WDM network planning with dedicated protection resources in sleep
mode. In [58], energy-ecient survivable design was studied for shared protec-
tion, since energy consumption increases with consumed bandwidth. This work
introduced a Linear Programming (LP) formulation with multiple objectives to
minimize energy and capacity consumption.
Since most network devices do not support sleep mode [61], the power con-
sumption of the survivable network without sleep mode is a concern. In a net-
work without sleep mode, devices used for backup are active and consume power.
Therefore, the amount of backup bandwidth used aects the power consump-
tion. The assumption of capacity reduction on a backup path leading a power
consumption saving is considered.
In [64] Kuperman et.al. presented the partial bandwidth protection technique
to provide fast recovery with ecient resource utilization. The concept of this
technique is to provide partial bandwidth for the backup path. It means that
this technique can guarantee that some part of data on the primary path will be
sent to its destination when a failure occurs at the primary path. The ratio of
bandwidth allocated to the secondary path over that allocated to the primary
path lies in the range of zero to one. This technique reduces the network cost and
blocking probability without compromising the recovery time. The work shows
the eectiveness of partial bandwidth path protection in reducing the capacity
consumption. Work [64] addressed only capacity consumption and no study has
consider how to design a network with partial bandwidth path protection so as
to reduce power consumption.
This chapter adopts the LP approach to propose an energy-ecient design
scheme for the survivable network with partial bandwidth path protection. Our
proposed scheme allows the number of active devices and bandwidth used in the
network to be reduced. In other words, the proposed scheme considers not only
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the capacity consumption but also the numbers of used links and nodes in the
network. The analysis below assumes that sleep mode is not employed.
6.2 Energy-ecient survivable network with par-
tial bandwidth path protection
We consider a network as directed graph G(V;E), where V is a set of nodes and
E is a set of links. A link from node i 2 V to node j 2 V is denoted as (i; j) 2 E.
Capacity of link (i; j) is denoted as ci;j. The proportional power consumption per
unit trac ow for each transmitter, receiver and switch is represented by ti, 
r
i ,
and swi , respectively. The proportion of power consumed by the active devices
in link (i; j) is denoted as ij. M is a large constant, e.g., M = N N , where N is
dened as the number of nodes in the network. wij is the working ow assigned
to link (i; j). The protection ow on link (i; j) is assigned as fij. The binary
variable xwij is equal to 1 if link (i; j) is on the working path, otherwise 0. In the
same way, xpij is equal to 1 if link (i; j) is on the backup path, otherwise 0. lij
and ni are binary variables indicating if link (i; j) and node i are active or not.
The problem is formulated as minimizing the power consumption of the net-
work with partial bandwidth path protection. The power consumption model
consists of two parts, xed consumption and proportional consumption. The for-
mer is due to active devices and the latter depends on trac load on the active
devices. A working path is routed to meet demand D between source node s
and destination node t. The corresponding backup path protects a fraction, q,
of demand D when a failure occurs on its working path in the network. The
problem formulation is shown below.
min
X
i2V
ini +
X
(i;j)2E
ijlij +
X
(i;j)2E:i=s
tiwij +X
(i;j)2E:i=t
riwij +
X
(i;j)2E:i6=s;t
swi wij
+
X
(i;j)2E
ij(wij + fij); (6.1a)
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(wbi + wib) +
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0  fij  D; 8(i; j) 2 E (6.1o)
xwij; x
p
ij; lij; ni 2 f0; 1g; 8(i; j) 2 E; 8i 2 V (6.1p)
The objective function, Eq. (6.1a), expresses the total power consumption in
the network (without sleep mode). The power consumption is calculated for the
devices on working and backup paths. First, the power consumption of the active
devices on the backup path are calculated. Equations (6.1b) and (6.1c) are the
ow conservation constraints for working and backup paths, respectively. Links
for working and backup paths are considered in Eqs. (6.1d) and (6.1e). Equa-
tions (6.1f)- (6.1i) are the link disjoint constraints. Equations (6.1j) and (6.1k)
are the capacity constraints, which guarantee that the ow on working and
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backup paths do not exceed the capacities of the links traversed. Equations (6.1l)
and (6.1m) force links and nodes to support active working and backup paths, re-
spectively. The working ow and backup ow on each link, which are non-negative
and less than or equal to given trac demand D, are expressed in Eqs. (6.1n)
and (6.1o), respectively. Finally, Eq. (6.1p) denes all variables as binary.
6.3 Results and Discussion
The power consumption of each network without sleep mode is evaluated with
dierent assigned available link capacities. In this chapter, we investigate the
power consumption in networks with four scenarios, which are the conventional
scheme [64] with dedicated path protection, the proposed scheme with dedicated
path protection, the conventional scheme with partial bandwidth path protection,
and the proposed scheme with partial bandwidth path protection. Two networks,
network 1 with six nodes and 11 links and network 2 with 15 nodes and 27 links,
as shown in Fig. 6.1, are examined. The trac demand between a pair of source
and destination nodes is equal to 1.0. The xed power consumption values of
active devices in each node and link are set to 150 W and 30 W, respectively. The
proportional power consumption per unit trac ow for each transmitter, receiver
and switch is 2.85 W, 2.85 W, and 1.65 W [62], respectively. The proportional
power consumption for active devices in each link is 9 W. The networks protect
50% of full trac, i.e. q equals 0.5.
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(a) Network 1 (b) Network 2
Figure 6.1: Examined network models.
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Figures 6.2 (a) and (b) show the power consumption of network 1 and net-
work 2 with the proposed scheme with dedicated path protection, that with the
conventional scheme with partial bandwidth path protection, and that with the
proposed scheme with partial bandwidth path protection, normalized by that
with the conventional scheme with dedicated path protection, at dierent as-
signed available link capacities. There are three cases of link capacity assignment.
In case 1, all links have assigned capacity of 1.0 for all networks. In cases 2 and
3, 50% of all links of network 1 and network 2 have assigned capacity of 0.75
and 0.5, respectively. Our discussion about the comparison between the power
consumed by the proposed scheme and that by the conventional scheme with
dedicated path protection and partial bandwidth path protection techniques on
Fig. 6.2 is described below.
In case 1, the results show that network 1 and network 2 with all the scenarios
consume similar amount of power consumption. The reason is that case 1 provides
enough bandwidth capacity for all links, i.e. 1.0, corresponding to the given trac
demand.
In cases 2 and 3, however, the power consumption of both networks with the
proposed scheme with partial bandwidth path protection is able to save more
power than those with the other scenarios when the networks have limited avail-
able link capacity compared to the power in case 1. Cases 2 and 3 with partial
bandwidth path protection, the networks with the proposed scheme are able to
save more power than those with the conventional scheme because the proposed
scheme minimizes the power consumption considering not only the capacity con-
sumption but also the number of used links and nodes. The proposed scheme
with partial bandwidth path protection can save more power up to 30% com-
pared to the conventional scheme with dedicated path protection and up to 8%
compared to the conventional scheme with partial bandwidth path protection. In
the protection requirement assuming a single link failure, capacity saving can be
achieved if the risk is distributed by splitting the working trac across multiple
paths. The working trac is split to distribute the risk and less working trac
is disrupted, which requires fewer protection resources [64]. The conventional
and proposed schemes have the same behavior for the protection requirement
but dierent design for power saving. Since the conventional scheme does not
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consider the number of used nodes and links, the total power consumption with
the conventional scheme is more than that with the proposed scheme.
Note that, with partial bandwidth path protection, for all cases with the
proposed scheme, the normalized power consumption of network 2 is less than
that of network 1. The normalized power consumption of the larger network is
relatively higher than that of the small network due to the longer paths selected
by the conventional scheme. However, the proposed scheme selects paths by
minimizing the power consumption taking account of the capacity consumption
and the number of used links and nodes. This allows the proposed scheme to
achieve more power saving for the larger network compared to the conventional
scheme.
6.4 Summary
This chapter described an energy-ecient design scheme for networks with partial
bandwidth path protection. The proposed scheme minimizes power consumption
with considering capacity consumption and the numbers of used links and nodes.
Numerical results showed that a network with the proposed scheme consumes
less power than the same network with the conventional scheme, which mini-
mizes power relying on capacity consumption. By applying the proposed scheme,
we observed that, if the network has limited link capacity, partial bandwidth
protection oers greater power savings than is possible with full path protection.
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Figure 6.2: Power consumption of (a) network 1 and (b) network 2 with the pro-
posed scheme with dedicated path protection, that with the conventional scheme
with partial bandwidth path protection, and that with the proposed scheme with
partial bandwidth path protection, normalized by that with the conventional
scheme with dedicated path protection, at dierent available link capacities.
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Chapter 7
Conclusions and future work
This chapter concludes our research work, which presents the routing schemes
for enhancing network survivability and energy eciency. The importance of
the survivability of networks and energy-eciency of networks is reviewed. The
relationship of all proposals is claried and the contributions of our research
work are summarized. Moreover, the future research related to this research is
mentioned in this chapter as well.
7.1 Conclusions
This thesis presents routing schemes for improving network survivability and
energy eciency in networks with transferring tremendous data. Serious conse-
quences of signicant data and revenue loss are potentially occurred when some
network devices are broken by natural disasters or human errors. In addition,
the high usage in networks causes high operation expenses and global warming
problem. The energy-ecient network can alleviate such problems. Thus, this
thesis introduces routing schemes to enhance the network survivability and energy
eciency.
A routing scheme for improving the network survivability is considered in
multi-cost networks. The proposed routing scheme, called K-penalty with ini-
tial arc cost matrix (KPI), nds k disjoint paths in the multi-cost network by
considering more than one arc cost matrices. Since we found that the conven-
tional routing scheme, called K-penalty with auxiliary arc cost matrix (KPA), for
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nding k disjoint path has a problem during process of updating a factor, i.e.,
penalty of iteration, we adjust this process to improve the performance of the
KPA scheme. The process of updating penalty is adjusted using the initial arc
cost matrix instead of auxiliary cost matrix, which is used in the KPA scheme.
Subsequently, two routing schemes in survivable networks with sharing reliable
links are investigated. The idea of both schemes is to protect the requested data
due to broken unreliable links in multi-layer networks, which consider two lay-
ers: physical layer and logical layer. The rst examined routing scheme is called
failure-disjoint paths (FDP) scheme, which nds a pair of failure-disjoint paths
with the minimum summation of path costs, called sum-cost. The second one is
called partial disjoint path (PDP) scheme, which nds k disjoint paths based on
sharing reliable links. The FDP scheme is extended to be able to nd k failure-
disjoint paths with the minimum sum-costs. The extended FDP scheme is called
k-FDP. The PDP and k-FDP were compared in term of the computational time
to nd k disjoint paths and sum-cost.
With regard to enhancement of energy eciency, the energy-ecient routing
scheme for sending data sets is introduced. This routing scheme employs the
mathematical model to minimize energy consumption subject to time to transfer
data sets in units of bits) in networks. No study has examined energy-ecient
routing to send data sets in networks. The mathematical model, called iterative
LP, was proposed to minimize energy consumption by considering optimal trip
time of sending data sets.
The network survivability and energy eciency are jointly considered to im-
prove the performance of networks. Since survivable networks consume high
energy consumption for redundant resources to protect against failures, LP for-
mulation to minimize the energy consumption using trac splitting technique is
proposed. This scheme provides energy eciency while providing multiple work-
ing paths and a backup path. The proposed routing scheme reduces the redundant
resources using trac splitting technique. The reduction of bandwidth capacity
leads to reduce energy in networks. Moreover, an energy-ecient scheme with
partial bandwidth path protection is presented. The partial bandwidth path
protection provides a backup path to protect some part of the requested data
when a failure occurs. In the conventional scheme with partial bandwidth path
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protection, the energy-ecient design did not determined. The proposed scheme
provides the LP formulation to minimize energy consumption in networks with
partial bandwidth path with considering the number of active devices.
Through the thesis, there are three contributions of network improvement.
The rst contribution is to provide routing schemes so as to improve network
survivability. The proposed routing scheme, called KPI, achieves higher successful
ratio of nding k disjoint paths compared to the conventional scheme, called
KPA, in case of nding more than two disjoint paths in multi-cost networks.
It means that KPI can nd k > 2 disjoint paths faster than KPA. The KPI
scheme yields success ratios of nding k disjoint paths more than 99% with the
maximum allowable number of conicts set to 10 and the number of k disjoint
paths close to the number of node degrees of examined networks compared to
KPA. Moreover, the KPI scheme obtains lower total path cost than the KPA
scheme. The dierence from the KPI scheme is not large, but the impact on
overall performance is signicant. Subsequently, The evaluation of a trade-o
between PDP and k-FDP is presented. The results show that PDP can nd
k disjoint paths faster 99% than k-FDP. The dierence of the computational
time between PDP and k-FDP is higher when the number of disjoint paths, k, is
increased. However, PDP obtains higher sum-cost of k disjoint paths compared to
k-FDP. The higher sum-cost of k disjoint paths is up to 27.8% when the number
of disjoint paths is equal to 4. The evaluation of the trade-o between PDP
and k-FDP can be provided for network operators in order to facilitate network
implementation.
For the second contribution, the energy-ecient routing for transferring data
sets across networks is presented. This routing scheme minimizes the total en-
ergy consumption in networks by considering data sets in units of bits rather
than bits/s. In our simulation, the energy to send a 10-Gb data set through three
examined networks with optimal transfer time can be reduced at least 7.7% com-
pared to energy consumed at other transfer times. This scheme impacts reduction
of energy consumed in networks with supporting activities of data centers to do
data backup, data storage, and data exchange.
Finally, The routing schemes for improving the energy eciency in survivable
networks are proposed so as to undertake a trade-o between resource utilization
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and energy in networks. The routing scheme in networks with split trac can
save power up to 27% compared to networks with non-split trac. The simulation
results aect the reduction of power in networks without sleep modes. Another
proposed routing scheme to deal with the trade-o between the network sur-
vivability and energy eciency is considered in network with partial bandwidth
path protection. The proposed scheme aims at minimizing energy consumption
in networks by taking account into active links and nodes. The results show that
the proposed scheme with partial bandwidth path protection is able to save more
energy up to 30% than the conventional scheme in networks with providing lim-
ited link capacities. This scheme can reduce energy consumed in network while
providing protection for critical data.
7.2 Future work
In this thesis, we propose the LP formulations and heuristic algorithms to solve
the problems of nding disjoint paths with the minimum cost and the minimum
energy consumption and energy eciency in networks. According to the disad-
vantage of LP formulation about the computational time, heuristic algorithm is
proposed to solve the problem for the large scale networks in the practical com-
putational time as presented in chapter 2. However, chapters 4, 5, and 6 present
only the LP formulations to minimize the energy consumption in networks. To
solve these problems in the networks real-world scenarios with practical compu-
tational time, heuristic algorithms are the further consideration for the future
work.
In chapter 3, we presented the trade-o between the PDP and k-FDP algo-
rithm in terms of computational time and summation of path cost. k-FDP can
nd the failure-disjoint paths with the optimal summation of path cost within
polynomial time. PDP takes the computational time shorter than k-FDP. How-
ever, the summation of path cost found by PDP is more than that found by
k-FDP. The performance of PDP in term of the summation of path cost can
be improved by employing an algorithm for nding disjoint paths that can nd
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disjoint paths with cost lower than KSP algorithm, which is applied to nd dis-
joint paths for PDP in chapter 3. The used algorithms to nd failure-disjoint
paths aect the computational time and found path cost. If we apply the proper
algorithm to nd failure-disjoint paths, PDP can be improved.
In order to cope with data loss aected by any failures and high energy con-
sumption in networks, the network survivability and energy-ecient design plays
the key role in increasing reliability and decreasing energy consumed. Schemes
for improving the network survivability and energy eciency have been widely
developed. For the network survivability, the protection and restoration schemes
have been introduced to enhance the reliability of networks. There are many
considered failure scenarios, which are single failure, dual failures and multiple
failures. Most of the previous works considered the protection scheme against
single failure including consideration of this thesis.
In order to consider energy saving in networks with providing survivability,
many concerned factors and network scenarios are determined. In this thesis, we
consider routing schemes to improve the network survivability and energy e-
ciency considering single failure scenario. A protection technique is considered
homogeneously for each proposed routing scheme as well. To improve the schemes
for real situation in networks, multiple failure survivability is determined. Due
to the impact of disasters such as earthquake, ooding, and typhoon including
big accidents, the network survivability is extremely degraded, meaning that the
large-scale network is aected. For example, in February of 2012, four undersea
data cables, which were providing connectivity between Europe, the Middle East
and East Africa, were cut o by two dierent shipping accidents and aected
millions of Internet and phones users [65, 67]. Many research works focus on
multiple failure survivability in networks [68] - [70] and some works research on
the ecient resource utilization in networks with multiple failures [71] - [73]. In
chapters 5 and 6, the power consumption in networks can be reduced by consid-
ering ecient bandwidth capacity consumption. According to the relationship
between the ecient bandwidth capacity or the resource utilization and power
consumption in networks, we can nd some solutions for saving power in networks
with multiple failures. For example, Ni et al. proposed the improved approach,
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called Successive Backup Reprovisioning (SBR), with ecient capacity utiliza-
tion for online backup provisioning against double near-simultaneous link failures
in survivable WDM mesh networks [73]. If we consider the power saving in this
scenario, the relationship between capacity utilization and power consumption is
considered. However, no any works has been mentioned energy-ecient methods
for networks with multiple failure survivability yet. Networks manage resource
utilization for protection techniques against single failure and multiple failures
dierently. Hence, energy eciency in networks with multiple failures is designed
in dierent ways with that in networks with single failure. This energy-ecient
design in networks with multiple failure survivability needs to be explored for the
future direction.
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