Spectral weighting functions were estimated in a pitch-comparison task to assess the relative influence of individual harmonics on listeners' pitch judgment. The stimuli were quasi-harmonic complex tones composed of the first 12 components, with fundamental frequencies ranging from 100 to 800 Hz. On each stimulus presentation the frequency of each harmonic was randomly jittered by a small amount. The perceptual weight for each harmonic was calculated as the correlation coefficient between the binary responses of the listener and the frequency jitters for that harmonic. Although in general the present results conform to previous ones showing the predominant role of several low-ranked harmonics, discrepancies exist in details. Contrary to some previous reports that the dominant harmonics were of fixed harmonic ranks regardless of their frequencies, the current results showed that the dominant harmonics were best described as close to a fixed absolute frequency of 600 Hz.
INTRODUCTION
The pitch of a harmonic complex tone is determined by information carried by not just the fundamental component but also the higher harmonics ͓see de Boer ͑1976͒, Green ͑1988͒, Moore ͑1993͒, and Hartmann ͑1996͒ for reviews͔. These harmonics, however, do not make equal contributions to pitch perception. It is now widely agreed that harmonics that are resolved by the ear play the key role in determining the pitch ͑Wightman, 1973; Goldstein, 1973; Terhardt, 1974; Terhardt et al., 1982a, b; Moore, 1992; Meddis and Hewitt, 1991a, b; Cohen, 1995͒. According to the principle of the dominance region, the pitch is derived primarily from just a few low-ranked harmonics ͑e.g., Ritsma, 1967 .
The idea of a frequency dominance region in pitch perception has evolved through a series of studies ͑e.g., de Boer, 1956; Flanagan and Guttman, 1960; Plomp, 1967; Ritsma, 1967 Ritsma, , 1970 Patterson and Wightman, 1976; Yost, 1982; Moore et al., 1985; Houtsma and Smurzynski, 1990͒ . A quantitative description of the dominance region has been given by the results of Moore et al. ͑1985͒ . Under the assumption that pitch ͑P͒ is a weighted average of estimated fundamental frequencies based on individual harmonics,
where f i is the estimated frequency of the ith harmonic and the weight, w i , reflects the relative importance of each harmonic. They assessed the weights by measuring how much pitch is shifted by a change in the frequency of each harmonic. The results of their pitch-shift experiment showed that only the first four or five harmonics were effective; the contributions from the higher ones were insignificant.
In the present study, we set out to estimate the weighting functions based on the same rationale as that underlying the study by Moore et al. ͑1985͒ , but using a different method. Unlike their approach in which the frequency of each component was shifted one at a time, the current procedure treated all the components equally by changing their frequencies randomly and simultaneously on each stimulus presentation. With a correlation technique, the weight associated with each harmonic was estimated as the correlation coefficient calculated between the frequency perturbations added to that harmonic and the listener's binary responses in a pitch comparison task. The reader is referred to Richards and Zhu ͑1994͒ for the theoretical basis of the correlation technique, and to Ahumada and Lovell ͑1971͒, Gilkey and Robinson ͑1986͒, Berg ͑1989͒, and Lutfi ͑1995͒ for the development and variations of this technique. We carried out the measurements over a relatively wide range of fundamental frequencies ͑from 100 to 800 Hz͒ in order to examine in greater detail whether the dominance region is best described in harmonic rank or absolute frequency ͑e.g., Ritsma, 1967 Ritsma, , 1970 Plomp, 1967; Patterson and Wightman, 1976͒ .
I. THE ASSUMPTIONS UNDERLYING THE MEASUREMENTS
The underlying assumption for our measurements comes from Goldstein ͑1973͒: the auditory system derives the pitch, P, of a complex tone based entirely on the frequencies of the individual components. Although its generality remains an open question, this assumption is probably reasonable for the stimuli used in the present study. For convenience of analysis, we normalize the frequencies by their harmonic ranks, and let i be the relative frequency f i /i. The assumption then can be expressed as Pϭ P( 1 , 2 ,..., n ). Note that i are random variables because of the frequency perturbations a͒ Portions of this paper were presented at the 11th International Symposium of Hearing in Grantham, U.K., in 1997 and the joint 16th International Congress on Acoustics/135th meeting of the Acoustical Society of America in Seattle in 1998. that the experimenter superimposed on individual harmonics. The change in pitch from a nominal value P 0 can be expressed in a Taylor series,
in which w i ϭ(‫ץ‬ P/‫)ץ‬ ⌬ϭ0 are the partial derivatives at the nominal pitch P 0 , represents the higher-order terms of ⌬ i , and reflects contribution from internal noise. Within a small region surrounding P 0 , in which can be ignored, the change in pitch is approximately a linear-weighted sum of the changes in the relative frequencies (⌬ i ) plus an error term ͑͒. Under the assumption that listeners use Eq. ͑2͒ as the decision statistic in judging the pitch of a complex tone, the weights, w i , can be estimated using a correlation technique ͑Richards and Zhu, 1994͒.
In the present study, the weights are estimated in a twointerval, forced-choice, pitch-comparison task. The decision variable is assumed to be the pitch difference between the two observation intervals, denoted as ⌬ P (2,1) ϭ P (2) Ϫ P (1) . Let ⌬ i(2, 1) denote the difference between the perturbations added to the ith component in the second and first observation intervals. Then we have
Let R denote the binary response variable; the decision rule can be stated as Rϭ2 ͑respond ''2''͒ if and only if ⌬ P (2,1) Ͼ0, else Rϭ1 ͑respond ''1''͒. The expected correlation coefficient between the response vector R and the perturbation vector ⌬ i(2,1) is proportional to the weight, w i ͑Richards and Zhu, 1994͒. In the present study, we simply use the correlation coefficients to represent weights, i.e.,
II. METHODS
Four normal-hearing college students participated. They received the signals in phase at the two ears through Sennheiser headphones ͑HD450͒, and were asked to indicate which observation interval had the higher pitch. They were instructed to respond to the holistic ͑virtual͒ pitch of the entire stimulus rather than the spectral pitches of individual components. No feedback was given.
The signals presented in both intervals can be described as
where the index k indicates the observation interval. They were quasi-harmonic complex tones consisting of the first 12 harmonics, each having a level of 60 dB SPL. The duration was fixed at 200 ms, including 10-ms, cosine-squared rise/ fall times. The two complex tones on each trial were identical except for the random jitters i , added to individual components, which were drawn from a Gaussian distribution with a mean of f 0 and a standard deviation of 0.02 f 0 ͑2% jitter at each harmonic͒. Eight fundamental frequencies ͑100
to 800 Hz͒ were tested. All signals were generated digitally ͑AP2, TDT͒, played at a sampling rate of 25 kHz ͑DA1, TDT͒, and low-pass filtered at 10 kHz ͑FLT5, TDT͒. After 1000 trials for each condition, the correlation coefficient ͑weights͒ for each harmonic was calculated.
III. RESULTS AND DISCUSSION
Figure 1 presents the individual weight as a function of harmonic number. The standard error was calculated as e ϭ1/ͱN for the null hypothesis of zero correlation ͑Lutfi, 1995͒. The 95% confidence interval in each panel is indicated by the shaded area, which is bounded by Ϯtwo standard errors. We define the dominance region as including harmonics with weights that are significantly greater than zero ͑i.e., above the shaded area͒. Although individual results vary considerably regarding the magnitudes of the weights, there is reasonably good agreement regarding the boundaries of the dominance regions. The mean results, which are presented in Fig. 2 , capture the main features of the individual ones and will be the focus in our description. With the exception of the results at f 0 ϭ100 Hz, which seem to show separate dominance regions at the second, sixth, and twelfth harmonics, the spectral weighting functions show a distinct dominance region. The upper boundary of the dominance region shifts from the fourth harmonic at lower fundamental frequencies (200 Hzр f 0 р400 Hz) to the third harmonic at higher fundamental frequencies (500 Hz р f 0 р800 Hz). The lower bound of the dominance region is not clearly defined; the dominance region often includes the fundamental component. For most cases the dominance region may be described as having a width of three to four harmonics. The peak of the weighting function ͑the most dominant component͒ tends to drift towards lower harmonic ranks with increasing fundamental frequency. In some cases, the fundamental component has the strongest influence on the pitch judgment. This pattern can be described by a simple rule in terms of absolute frequency: The harmonic close to 600 Hz appears to have the strongest influence on the pitch judgment. For harmonic complex tones with fundamental frequencies above 600 Hz, the fundamental components are closest to 600 Hz and are therefore dominant. These results, along with some others ͑e.g., Patterson and Wightman, 1976͒ , disagree with the suggestion that the dominance region is roughly constant in harmonic rank ͑e.g., Ritsma, 1967 To summarize in a simple way, the estimated dominance region has a fixed width in harmonic number ͑i.e., three to four͒ and a fixed location in absolute frequency ͑i.e., near 600 Hz͒. To apply this rule to arbitrary harmonic complex tone, the three or four components closest to 600 Hz will likely be the dominant harmonics.
For comparison, Fig. 2 also shows the weighting functions obtained by Moore et al. ͑1985͒ at 100, 200 , and 400 Hz. Their estimated weights are rescaled so that the two weighting functions in each panel have the same maximum value. At f 0 ϭ100 and 200 Hz, the dominance regions described by their weighting functions are broader than ours. Two possible causes for this discrepancy are speculated. On the one hand, the weighting functions obtained in the present study may be narrower than the true functions. The reviewers of this paper, Dr. E. M. Burns and Dr. B. C. J. Moore, raised the possibility that the listeners of the present study might have sometimes responded not to the overall pitch of the complex sounds, but to the pitches of individual components. Such analytic listening mode would produce narrower weighting functions. On the other hand, the weighting functions estimated by Moore et al. may be broader than the true functions. Because in their procedure the individual harmonics were shifted one at a time, it was possible that the single shifted harmonic attracted undue attention, leading to wider estimated weighting functions.
1 While the cause of discrepancy remains to be determined at these fundamental frequencies, the two studies produced very similar results at f 0 ϭ400 Hz. Overall, they agree that dominant harmonics are likely to be among the first six components of the complex tone.
The possibility of analytic listening in the present study deserves some discussion. The sharply peaked weighting functions, the appearance of multiple dominance regions for the f 0 ϭ100 Hz condition, and the presence of negative weights ͑e.g., open circles at the fifth harmonic for fundamental frequencies of 100 and 200 Hz, Fig. 1͒ seem to fit this suspision. Although we did instruct our listeners to respond to the holistic pitch of the overall sound ͑i.e., the virtual pitch͒ and not to the individual spectral pitches, we did not have independent means for monitoring to what extent they were responding to the spectral pitches, whether consciously or not. The perceived pitch of a complex tone may be a compromise between the virtual pitch and spectral pitches ͑see, e.g., Hartmann, 1988͒ . As the relative importance of each pitch type depends on many factors, sorting out their contribution to listeners' pitch judgment can be difficult. However, as far as our purpose of estimating the dominance region is concerned, separating the effect of virtual versus spectral pitches may not be a necessary requirement. According to Terhardt et al. ͑1982b͒ , the virtual pitch is actually derived from the spectral pitches. As a result, harmonics that produce the dominant spectral pitches must also be the ones that produce the virtual pitch, although this does not necessarily imply that the spectral weighting functions for the two pitch modes should have identical shapes. In many pitchcomparison or pitch-matching tasks, listeners may respond to whichever pitch mode that is prominent without actually realizing whether it is virtual or spectral. Accordingly, the weighting functions obtained in each condition simply reflect the dominance regions for the most prominent pitch mode, be it virtual or spectral.
A related concern, raised by Dr. Burns, is that jittering the frequencies in the current method may have enhanced the influence of spectral pitches relative to that of the virtual pitch. We do not have adequate information to address this concern. Nevertheless, there is no reason to suspect that the jitters should affect the shape of the weighting functions directly, because all components are treated simultaneous and equally ͑i.e., equal variance on a log-frequency scale͒ with the random jitters.
IV. GENERAL DISCUSSION
Although the phenomenon of a dominance region has been repeatedly observed in various studies, the reasons for its existence remain unclear. This may be due in part to the different manifestation of the dominance region when measured with different stimuli and different tasks. What we need to look for are the common mechanisms that govern the general phenomenon. Most pitch theories ͑e.g., Wightman, 1973 , Goldstein, 1973 , Terhardt, 1974 , and more recently, Hewitt, 1991a, and Cohen, 1995͒ account for the dominance phenomenon qualitatively. They assign great importance to harmonics that are resolved by the auditory system. For fundamental frequencies between 100 to 800 Hz, only the first seven or eight harmonics are reasonably well resolved. As a result, the lower-ranked harmonics will assume greater influence on pitch judgment than higher-ranked ones. Resolvability alone, however, is insufficient to explain the finding that the dominance region is often limited to only two or three harmonics. It does not explain why harmonics immediately above and below the dominant ones have little influence on pitch judgment, although they are often equally or even better resolved. Nor does it explain the presence of dominance region for dichotically presented harmonics. Thus, other mechanisms must play a role in shaping the dominance region. In this section we discuss possible mechanisms suggested by some existing pitch theories as well as the implications of the current results.
A. Wightman's pattern-transformation theory
In Wightman's ͑1973͒ theory, pitch is calculated based on the internal representation of the autocorrelation function of the stimulus waveform. Specifically, it is represented as the inverse of the estimated time delay ( ) of the first mode of the autocorrelation function, i.e., pitchϭ1/ . The derivation of pitch by this model involves two stages. In the first stage, the neural excitation pattern of the complex tone is obtained. First, the power spectrum of the complex tone is weighted by the outer-and middle-ear transfer function. Here we used the approximated transfer function suggested by Glasberg and Moore ͑1990͒ based on equal-loudness contour at 100 Phon. Then, the excitation pattern is obtained by convolving the Roex filter function ͑e.g., Patterson and Moore, 1986͒ with the weighted stimulus power spectrum. We used the simple form of the Roex filter, FLT( f )ϭ(1 ϩ pg)e Ϫpg , in which gϭ͉ f Ϫ f c ͉/ f c . The bandwidth parameter p was set to pϭ4 f c /ERB ( f c ), in which ERB ( f c ) ϭ24.7(0.00437f c ϩ1) ͑Glasberg and Moore, 1990͒ is the equivalent-rectangular bandwidth of the filter. In the second stage, the internal representation of the autocorrelation function is obtained by taking the inverse Fourier transform of the neural excitation pattern. The pitch value is represented by the delay of the first mode, and the pitch strength is represented by the height of this mode. Because the current study does not concern pitch strength, we will not examine this aspect of the model.
Computer simulations were carried out in which the pitch extractor of Wightman's model performed the same pitch comparison task as the listeners of the current study. The simulation included 1000 trials at each of the eight fundamental frequencies. The weights were calculated as the correlation coefficients between the simulated binary responses and the perturbations ͑2%͒ added to the frequencies of individual harmonics. Figure 3 shows the results along with the mean weights taken from Fig. 2 .
The weighting functions obtained from Wightman's model largely reflect the shape of the outer-and middle-ear transfer function, showing a relatively broad dominance region with a peak around 3.6 kHz for fundamental frequencies above 200 Hz. Two other factors further influence the shape of the predicted weighting functions. On the one hand, the higher harmonics are expected to have greater influence on the pitch because their bigger jitters ͑in absolute frequency͒ will cause a bigger shift in the delay ͑͒ of the first mode in the autocorrelation function. On the other hand, the influences of the higher harmonics are offset by the smear of the peaks of their excitation patterns due to the reduced resolution. The combined effects of these two factors are revealed in simulations done without using any outer-and middle-ear transfer function. The predicted weight functions have a relatively broad peak near the sixth or seventh harmonic, and the shapes of the functions are largely independent of fundamental frequency. Overall, given the particular set of outer-and middle-ear transfer functions and the auditory-filter function adopted here, the weighting functions derived from Wightman's model do not provide a good description of the measured weighting functions. Additional filtering or transfer functions must be included to improve the fit between the predicted and obtained weighting functions. It should be noted that this model as is has no free parameters.
B. Goldstein's optimal-processor theory
In the optimal-processor theory of Goldstein ͑1973͒, the pitch of a harmonic complex tone is the maximum-likelihood estimate of the fundamental frequency based on the estimated frequencies of individual harmonics. Obviously, the accuracy of the estimated pitch will depend on the accuracy of the estimated frequencies of the harmonics. Let f i be the frequency of the ith harmonic. Then the maximumlikelihood estimate of the fundamental frequency is ͑as shown in the Appendix͒
͑6͒
where i represents the internal noise that corrupts the estimate of f i /i; it has zero mean and a variance of i 2 . The weight w i is inversely proportional to i 2 :
in which Kϭ1/͚ iϭ1 n 1/ i 2 is a scaling constant, normalizing the sum of weights to unity. In words, Eq. ͑7͒ simply says that harmonics whose relative frequencies are estimated more accurately will assume greater importance.
The idea that the dominance region is determined by the error function 2 ( f ) ͓Eq. ͑7͔͒ can be evaluated using existing approximations of the error functions. One approximation comes from frequency-difference limens ͑DLs͒ of simple tones measured in isolation, and we choose to use the results obtained by Wier et al. ͑1977͒ . The second comes from frequency-difference limens of harmonics measured within complex tones, by Moore et al. ͑1984͒ for a fundamental frequency of 200 Hz. The third approximation is derived by Goldstein ͑1973͒, based on the musical intelligibility scores measured by Houtsma and Goldstein ͑1972͒. Figure 4 compares the weighting functions produced with various approximations of the error function with that measured in the current study at a fundamental frequency of 200 Hz ͑circles͒. The weighting functions derived from the frequency DLs obtained with simple tones ͑solid line͒ and from musical intelligibility scores obtained with two-tone complexes ͑dashed line͒ are much too flat to account for the experimental results obtained with 12-tone complexes ͑filled circles͒. This outcome echoed the previous finding by Goldstein ͑1973͒ that the error functions obtained with two-tone complexes did not provide a good description of Plomp's ͑1967͒ data obtained with 12-tone complexes. In contrast, the error function from the frequency DLs of harmonics measured within complex tones ͑dotted line͒ provides an excellent fit to the data. Consequently, the predicted weighting function would be narrower than that estimated by Moore et al. ͑1985͒ for the fundamental frequency of 200 Hz. The good fit between measured and predicted weighting functions reinforces the argument by Moore et al. ͑1984͒ that the error function is specific to the particular environment surrounding the harmonics.
One should keep in mind that DLs obtained in frequency discrimination tasks are not direct estimates of the error for estimating the frequencies of harmonics. Whether measured in isolation or within complex tones, discrimination can be influenced by unrelated cues. In Moore et al. ͑1984͒, cues may come from interactions among harmonics, particularly among higher ones. Despite these concerns, the procedure of Moore et al. is probably still the most reasonable among the existing ones for estimating the error functions for complex tones with many components.
The current results have two implications for Goldstein's model, depending on assumptions about whether the pitch processor adjusts the weights according to the external jitter of the frequencies. First, suppose the pitch processor is truly optimal in that it makes decisions based on distributions of both internal and external noises. Then the perceptual weights should be determined by the total error function, including both the internal and the external variability associated with the estimated frequencies of the harmonics. It is reasonable to assume that for the first six or seven harmonics the 2% external jitter dominates the internal variability, and thus the total error function is nearly flat for that part. Ac- FIG. 4 . Weighting functions based on Goldstein's model ͓Eq. ͑7͔͒ using various approximations of the error function ͑solid line based on frequency DLs from Wier et al., 1977 ; dashed line from Houtsma and Goldstein, 1972 ; dotted line based on frequency DLs from Moore et al., 1984͒ , and measured in the current study ͑circles͒ for f 0 ϭ200 Hz. cording to Eq. ͑7͒, a flat error function should produce a flat weighting function, which is clearly inconsistent with the data. Now suppose the pitch processor is only quasi-optimal in that it sets the weights for individual harmonics based entirely on the internal error function. In this case, the presence of the jitters should not affect the listeners' decision rules. This would be highly desirable for the application of the correlation technique. Then the estimated weighting functions can be used to reconstruct the internal error functions based on Goldstein's theory ͓Eq. ͑7͔͒. We will not attempt this task here except to state that the error functions derived this way are specific to the harmonic complex tones and thus dependent on the fundamental frequency.
C. Terhardt's virtual-pitch theory
In the virtual-pitch theory ͑Terhardt, 1974; Terhardt et al., 1982a , b͒, the virtual pitch is derived from the spectral pitches of resolved harmonics. Each resolved harmonic has a set of subharmonics, and the predominant virtual pitch corresponds to the frequency where the maximum number of subharmonics from different harmonics coincide. The relative importance of different harmonics is described by a frequency weighting function derived empirically based on auditory data on complex tone stimuli ͑see Fig. 3 in Terhardt et al., 1982b͒ . This bell-shaped function has a maximum at 700 Hz, and its magnitude drops to half at frequencies around 100 and 5000 Hz. Terhardt et al. noted the striking similarity between their function and the frequency-region importance function deduced by Fletcher and Galt ͑1950͒ from speech intelligibility data. The weighting function used by Terhardt et al. also agrees with the present results in that the components around 600 to 700 Hz are assumed to be the most influential. However, their function is much too broad to produce the estimated perceptual weighting functions. Further filtering must be included to produce reasonable fits.
It has become clear from the above discussions of these models that they cannot produce the correct perceptual weighting function when a fixed frequency-weighting function is implemented. The predicted perceptual weighting functions are either too broad or tuned to the wrong frequencies, or both. The only satisfactory prediction is obtained using the error function based on frequency DLs measured within harmonic complex tone by Moore et al. ͑1984͒ for f 0 ϭ200 Hz. Although only Goldstein's model specifically employs error functions, the error functions can be easily incorporated in other models and can potentially improve their predictions.
