Recent advances in single image rectification and intrinsic calibration has been addressed by employing line information on the distorted image. The core issues of this technique are the separation of rectification and calibration procedures, and the suffering of geometric nonconformity. In this work, we propose a novel Geometric Consensus Rectification and Calibration algorithm, which we refer to as GCRC framework. We show how the geometric consensus rectification and calibration can be performed in a unified framework and solve the above issues. The proposed GCRC not only guarantees the geometrical consensus on the rectified images, but allows us to perform the robust intrinsic parameters estimation with the grouped circular arcs. Through ''grouping by voting'' in a unified framework, the geometric consensus rectification and calibration are robustly conducted on single distorted Manhattan images. Experiments on a number of distorted images, including the simulated YorkUrbanDB dataset, Panoramic Fisheye dataset, checkerboard image, and Internet images, demonstrate that the GCRC significantly improve the performance of geometrically consensus rectification and intrinsic parameters estimation. In particular, the GCRC shows relatively small variations with a different number of lines, which outperforms various previous approaches.
I. INTRODUCTION
In a central projection system, the automatic calibration of a camera and the correct rectification of the distorted images 1 are the bases for high-level computer vision tasks, such as 3D reconstruction [1] - [3] and semantic segmentation [4] , [5] . This problem has been extensively studied in literature [6] - [9] . However, simultaneous geometric
The associate editor coordinating the review of this manuscript and approving it for publication was Huiyu Zhou. 1 Our prior work has been presented in IEEE Conference on Computer Vision and Pattern Recognition (CVPR), which is available online http://openaccess.thecvf.com/content_cvpr_2015/papers/Zhang_Line-Based_Multi-Label_Energy_2015_CVPR_paper.pdf consensus rectification and calibration from a single distorted Manhattan image remains a challenging problem. A Manhattan image contains three orthogonal, dominant directions, which are satisfied in man-made structures and environments [10] , [11] . Approaches for the single image rectification and calibration of a Manhattan image can be classified as a deep learning [12] , [13] , or geometric-based approach [16] . By leveraging the strong capability of deep learning, the first category generally requires a large amount of manually labeled datasets, but the trained model suffers from a limited transferring ability [14] , [15] . Additionally, deep learning based methods only provide an approximation to a scene [16] - [18] . Actual 3D scenes can only be recovered with geometric based methods though the deep learning based approach is promising in numerous image processing tasks.
Orthogonality information, such as lines on a distorted image is generally adopted by geometric-based approaches for single image rectification and calibration [19] - [21] . Given the flexibility of capturing these information in a manmade environment, intrinsic parameters and a rectified image can be obtained without the need for multiple [20] , [21] or checkerboard images [22] , [23] . A dominant paradigm for single image rectification and calibration advocates the use of line information and keeps the lines on the perspective image plane as straight as possible [24] , [25] . For instance, Ying et al. [26] and Ying and Zha [27] minimized the orthogonal distance of detected lines by using Hough lines, and straight lines are guaranteed on the perspective plane. Zhang et al. [19] performed a line clustering algorithm and minimized the weighted sum deviations of lines on the perspective plane. A similar approach was employed in [28] , [48] , who introduced an extra parameter via an inverse transform model [29] , [30] and optimized the geometric distance along each line. Although this paradigm preserves the geometric structure on the perspective plane, it does not simultaneously consider conformal and consensus rectification. Figure 1 shows that nonconformity rectification keeps only the lines of building straight, whereas the geometric consensus rectification and calibration (GCRC) simultaneously retains a building's main front view.
Another paradigm conducts mainly unsupervised line extraction and geometric fitting with unknown camera parameters. For example, Antunes and Barreto [7] , Lazic [31] , and Melo et al. [32] introduced RANSAC uncapacitated facility location (UFL) to select possible arcs that support intrinsic parameter estimation automatically from plumb-lines. Antunes et al. [16] exploited the lines of circular centers (LCCs) which are used to detect sets of parallel lines to evaluate camera parameters. Wildenauer and Micusik [33] eliminated radial lens distortions by utilizing vanishing points on top of parallel lines on the distorted images. Chang and Tsai [34] conducted camera calibration on a generic image by using refined vanishing points from parallel lines. Grammatikopoulos et al. [35] introduced a voting scheme and treated long and short line segments as the same contribution to vanishing point estimation. Meng et al. [36] proposed a voting algorithm for a vector field and performed geometric rectification on distorted document images. However, the algorithm isolated the geometric rectification from intrinsic parameter estimation. Zhu et al. [37] and Zhang et al. [38] estimated intrinsic parameters in a specific camera space by using the robust method. Su et al. [39] improved the robustness of intrinsic calibration by employing the cross-ratio invariant feature of a line-scan camera. Nevertheless, the dependence of predefined information, such as checkerboard or scan-line patterns, and the reliance of detected line segments still remained, and the geometrical consensus of the rectified image was not guaranteed. We propose a unified framework in the present study to address these issues by simultaneously performing geometric consensus rectification and calibration on a single distorted Manhattan image.
As the first contribution of this paper, we propose a ''grouping by voting'' algorithm to guarantee the geometric consensus rectification. By observing that the horizontal line on the perspective plane is irrelevant to the image center [40] - [42] , [58] , [59] , [61] , we conduct voting on the grouped lines that maximize support for the horizontal line. The horizontal lines in turn guarantee geometric consensus rectification. Our voting procedure is built on the density of line segments among rectified circular arcs on the perspective plane, thereby reducing the possible brute-force sampling for the line segments. With horizontal and vertical line segment support, the dominant horizontal line can be used to produce the desired geometric consensus output.
The second contribution of this study is that it presents a simultaneously robust calibration and rectification framework, called GCRC. Unlike existing approaches that are only concerned with visual splendor on the perspective or affine plane [28] , [43] , [48] , [62] , [63] , GCRC framework can deal with accurate intrinsic parameter estimation simultaneously. The GCRC does not rely on the order of selected circular arcs and can process highly distorted Internet images with unknown intrinsic parameters. Potential local minimum estimation on small circular arcs is eliminated through the enforcement of the ''grouping by voting'' algorithm according to the slopes of perspective planes, thereby resulting in the robust rectification and calibration of a single distort Manhattan image.
II. GEOMETRIC CONSENSUS RECTIFICATION AND CALIBRATION
We introduce our GCRC framework in this section and provide detailed descriptions on the main stages, namely, robust line extraction (Sec. II-A), geometric consensus rectification (Sec. II-A), robust camera calibration (Sec. II-C), and the combination of the procedures in a unified framework (Sec. II-D). Figure 2 illustrates an overview of the proposed GCRC framework. Circular arcs (lines) in a distorted FIGURE 2. GCRC framework overview. The RANSAC-Lagrange method is used to extract lines in a distorted Manhattan image. The lines are used to perfrom the initial rectification algorithm through the selection of random circular arcs. Next, geometric consensus rectification is conducted by voting on the perspective plane. Meanwhile, the circular arcs are grouped by the slopes, which are further used for intrinsic parameter estimations. GCRC is performed in a unified framework by ''grouping by voting''.
Manhattan image are robustly extracted. These lines are utilized, and random circular arcs are then selected to provide an initial rectification to the distorted image. Geometric consensus rectification is guaranteed by voting on projected circular arcs on the perspective plane. Meanwhile, the circular arcs are grouped by the supported slopes on the perspective plane, and the intrinsic parameters are simultaneously estimated from these grouped lines. One of the merits of the GCRC framework is that geometric consensus rectification and intrinsic parameter estimation are connected by a perspective plane in a closed loop, which is called ''grouping by voting''. Thus image consensus rectification and robust intrinsic estimation are guaranteed in a unified framework.
A. ROBUST LINE EXTRACTION
In a catadioptric system, lines on an image are represented by conics or circular arcs. 2 5-points are required [44] , [60] to estimate the parameters belonging to each circular arc. The number of iterations can barely increase with estimated parameters when the 5-points RANSAC is employed. Therefore, we propose a RANSAC-Lagrange method for robust line extraction with a minimum of two points. The RANSAC-Lagrange method can reduce the required points within limited iterations. In a general central catadioptric image, any point p = [x, y, 1] T on the normalized plane must satisfy p T p = 0 [23] , [44] , where is defined as =   n 2
x 1−ξ 2 −n 2 z ξ 2 n x n y 1−ξ 2 n x n z n x n y 1−ξ 2 n 2 y 1−ξ 2 −n 2 z ξ 2 n y n z n x n z n y n z n 2 z   , (1) 2 Here, the notation of circular arcs has the same meaning as conics [16] , [48] where n = n x , n y , n z T is the 2D line associated to the projection of a 3D line under the sphere camera model, and ξ is the distance from the effective viewpoint to the virtual optic center. In a stereographic projection model ξ = 1 [45] , and ξ > 1 in a sphere model as proposed by Ying and Hu [25] and Courbon et al. [46] . In a catadioptric system, ξ is selected as 1 > ξ > 0 [44] , [47] . Given that n is a normalized vector that satisfies n 2 x + n 2 y + n 2 z =1, the objective can be written as n x , n y , n z =p T p+λ n 2
where λ is the Lagrange multiplier coefficient. The objective Eq.
(2) can be solved by a minimum number of two points. ). In our experiments, the edges are first detected with the Canny algorithm, then the pixels within the connected contours are stored. We perform RANSAC on each contour and solve Eq. (2) by using the Lagrange multiplier (see Appendix A) until all outliers are eliminated.
B. LINE-BASED GEOMETRIC CONSENSUS RECTIFICATION
Geometric consensus rectification mainly benefits from horizontal lines on the Manhattan imagesin most cases. Therefore, consensus rectification can be guaranteed if the estimated horizontal line is indeed horizontal. We achieve 
represents potential N horizontal lines that support L H , and V H = [x v , y v , 1] T stands for the dominant vanishing point to this line set. Our aim is to find the line segments with maximum orientation α * from the orientation histogram H α l i h of the lines:
Once the dominant direction α * ∈[−π, π] is found, the associated dominant horizontal line L H can be determined by M vertical lines l i h M i=1 that is orthogonal to it. Our voting on lines comes from rectified circular arcs, and thus does not need extra computations for line segments that are extracted 
where (6) are estimated by the matrices R, T , and K .
C. LINE-BASED ROBUST CAMERA CALIBRATION
At least three circular arcs from the distorted image are needed, namely, conics to obtain the initial values of the camera intrinsic parameters [44] . Our initial circular arc selection is performed, as shown in Algorithm 1. The final expression for intrinsic parameter matrix K is
where c x , c y are the image center, and f x , f y are the focal length in x and y directions. We use the average value f = f x +f y 2 of f x and f y as the final focal length.
Algorithm 1 Initial Random Circular Arc Selection
Require: A number of extracted line sets (circular arcs)
Determine the intersection points {P i } T i=1 of the polar lines and conic locus; 4: Estimate the absolute conicˆ ∞ going through points
Perform the Cholesky decomposition ofˆ ∞ to estimate the intrinsic parameter matrixK and update K =K ; In Algorithm 1, we randomly select a given number of circular arcs to estimate the intrinsic parameters from which the image center parametersĉ x andĉ y are estimated. We repeat this estimation process until the distance to the desired center is less than the threshold, and the coarse estimation of intrinsic matrix K is obtained. For a refined estimation, we group the circular arcs on the perspective plane according to the calculated orientation of each circular arc (Sec. II-B). We select only 15 lines at most, with a minimum of three lines (see Sec. III-A) from each group to satisfy the basic requirements for the intrinsic matrix.
D. UNIFIED ROBUST RECTIFICATION AND CALIBRATION
In this section, we further integrate the procedures from Secs. II-A to II-C into a unified GCRC framework as illustrated in Figure 2 . The GCRC framework combines the procedures by using the ''grouping by voting'' method. The distorted image can be transformed into the perspective plane after the initial estimation of intrinsic parameter K . Thus, each line is grouped by its slope. Meanwhile, consensus rectification is performed on the voting scores. The grouped circular arcs can once again be selected to refine the intrinsic parameters. Given the closed loop of the ''grouping by voting'' procedure, geometric consensus rectification and robust intrinsic parameter estimation are combined in a unified framework, which avoids the possible dependence on the order of circular arc selection (see Sec. III-A).
III. EXPERIMENTS
We evaluate the performance of our consensus rectification and calibration algorithm on various types of images, including a simulated YorkUrbanDB [50] , Panoramic Fisheye dataset [51] as well as checkerboard and Internet images. An ablation study is conducted on the YorkUrbanDB, and we demonstrate the effectiveness of the proposed method on the other datasets. The algorithm is implemented with MATLAB R2015b and run in a Win7 x64 platform on an Intel I7-4790 CPU @3.6 GHz.
A. EVALUATION ON SIMULATED DATASET
The YorkUrbanDB dataset [50] comprises 102 images, in which 45, 57 are indoor and outdoor scenes, respectively. The images are 640 × 480 pixels in size, and are captured by a Panasonic Lumix DMC-LC80 digital camera. The ground truth of intrinsic parameters is known. We manually perform radial distortion on all images by using a lens distortion tool 3 and conduct an ablation study on the simulated images.
In Figure 5 (a), the RMSE is computed to evaluate the error of consensus rectification (i.e., the line on geometric consensus image plane should be as straight as possible [24] ). In Figure 5 (b) , the relative errors of the ground truth calibrated parameters are estimated. The GCRC variations are relatively small. Our method provides a satisfactory estimation of the camera center and focal length. The intrinsic parameters need reasonable initial values, thus, we test three different tricks (i.e., random, ordered, and group selection) on the number of circular arcs. The random selection algorithm reduces the singular value decomposition of the intrinsic parameters, but still suffers from possible local optimum as the ordered selection algorithm. The proposed group selection algorithm is conducted through the grouping of circular arcs according to their slopes on the perspective plane, thereby eliminating the possible dependence on the order of selection. Figure 6 (a) depicts the automatically grouped circular arcs that are reserved for intrinsic FIGURE 6. Ablation study of the number of extracted circular arcs for intrinsic parameters estimation. Left: Grouped circular arcs using the proposed method. Right: Absolute error of each intrinsic parameters with respect to the choice of numbers of lines (i.e., circular arcs). Empirically, the proposed group selection method works best with relatively small variations.
parameter estimation. The figure shows that the circular arcs are well grouped by their proximity to the distortion center. Figure 6 (b) shows the variation curves of the intrinsic parameters P i = {cx−i, cy−i, f−i}, i = 1, 2, 3 for each trick. Obviously, the camera center parameters cx−i and cy−i have fewer absolute errors compared with the focal length f −i. Our approach achieves an absolute error of approximately 10 pixels for the camera center and approximately 50 pixels for the focal length. The proposed group selection method P 3 = {cx − 3, cy − 3, f − 3} shows more robustness than the random selection P 2 = {cx − 2, cy − 2, f − 2} and ordered selection P 1 = {cx − 1, cy − 1, f − 1} approaches. Hence, the group selection approach is insensitive to the selection of detected lines. Figure 7 illustrates the main GCRC stage. The two peaks on the voting curve correspond to consensus line segments, which are distributed vertically and horizontally. Intrinsic parameter estimation and geometric consensus rectification are performed simultaneously on the distorted images, which avoid the possible dependence on the quality of the selected circles in [19] . Unlike [43] , we consider the geometric consensus of the rectified images, and focus on how well the intrinsic parameters can be estimated simultaneously. The horizontal line is reasonably estimated (yellow line), and the geometric consensus on the Manhattan frame is guaranteed by voting the horizontal and vertical line segments (Figure 7 (d) ).
B. EVALUATION ON REAL-WORLD DATASET
We further compare GCRC with other approaches on realworld images, that is, Panoramic Fisheye [51] dataset. This dataset comprises indoor laboratory and office scenes with extreme distortion, which provides calibrated results by OCamCalib toolbox [52] . We conduct comparisons on the manually line selection approach of CatPack [47] , [53] , MLEO [19] , and the R7C [16] approaches. Figure 8 (a) and (b) show the extracted lines and our geometric consensus rectification. Here we exhibit only the rectified bookcases of the panoramic image. Geometric consensus on the bookcases is well preserved despite the extreme distortion. We compare different line-based approaches in Figure 8 (c) . The focal length f is not given in the official site, 4 thus, we use the manually selected lines by CatPack [47] , [53] and the estimated focal length with the 4 http://www.ti.uni-bielefeld.de/downloads/dfleer/fisheyedb/intrinsiccalibration.txt package (approximately 479.76 pixels) as the ground truth. Intuitively, MLEO is not as robust as the manual selection method because of the merging of small circular arcs depending on the geometry location of the circle center and length. Our method as well as R7C show few variations in cx, and our performance on cy is better than that of R7C owing to the introduction of geometric consensus constraints. Compared with the manual selection method of parameter f , the relative error of our method is smaller than that of others, thereby demonstrating the effectiveness of the enforcement of geometric constraints. Appendix D provides other geometric consensus rectification examples, including laboratory and office in the scenes.
C. EVALUATION ON CHECKERBOARD IMAGE
We compare our rectification model with typical distortion models on a checkerboard to evaluate the effectiveness of the proposed framework. Here, the compared models are a radial and tangential distortion model (RT), a fisheye lens distortion model (FET [54] ), a polynomial fisheye lens model (PFET [55] ), a field of view distortion model (FOV [24] ), and a division model (DM [56] ). The checkerboard image is captured by 2.7 mm Tamron lenses with high-distortion. The resolution of the image is 640 × 480 pixels. The ground truth corner points are detected with the OpenCV library. We compute the relative error σ as follows: are the ground truth coordinates of the corresponding corner points, N is the total number of corner points. Figure 9 shows the experimental results of different distortion rectification models. Figure 9 (a) shows that the FOV model generates poor performance and has almost no effect on the correction result. With a high-distortion lens, the DM is insufficient to produce high-quality rectification. The performances of the RT, FET, PFET, and GCRC models are better than MD because additional information, such as tangential distortion and dominant horizontal line are incorporated. In Figure 9 (b), we calculate the relative error with respect to the number of ground truth points. Generally, the relative error of the FOV model is larger than that of the others, while the RT, FET, PFET, and DM exhibit similar performances. Evidently, the relative error of the GCRC is lower and the performance is more stable than those of the other models. The GCRC model is derived from line information rather than from only the square point on the checkerboard. Figure 9 (c) and (d) show geometric consensus rectification through the use of the dominant horizontal line. The geometric appearance of the checkerboard is preserved, that is, it is orthogonally rectified.
D. EVALUATION ON INTERNET IMAGES
We conduct experiments on challenging Internet images, in which the method in [48] failed to calibrate the validated parameters. Figure 10 shows the challenging examples ranging from indoor to outdoor scenes. We observe that the dominant horizontal line can boost the stability of consensus rectification and intrinsic parameter estimation. The last column of Figure 10 shows that the lines are not enough for an intrinsic estimation of the sky. However, two potential vertical lines are selected via the auxiliary role of the dominant horizontal line in ''grouping by voting'' procedure. All these examples demonstrate the possibility of rectification and calibration through the introduction of geometric consensus constraints with the estimated horizontal line.
IV. CONCLUSION
We present a novel GCRC to process a single distorted Manhattan image. By utilizing the line information, we simultaneously estimate the intrinsic parameters by the Cholesky decomposition of absolute conics, and perform geometric consensus rectification by voting on horizontal lines. The GCRC framework combines the procedures through the use of the ''grouping by voting'' method. Geometric consensus rectification and robust intrinsic parameter estimation are combined in a unified framework with the closed loop of the procedure, which avoids possible dependence on the order of circular arc selection. Experiments on various images, including a simulated YorkUrban, a real-world panoramic fisheye, checkerboard image, and Internet images, demonstrate that GCRC is competitive to state-of-the-art methods with line information in the Manhattan-world.
APPENDIX A SOLVING RANSAC-LAGRANGE OBJECTIVE
In Eq. 2, the objective is defined as n x , n y , n z =p T p+λ n 2 x + n 2 y + n 2 z −1 .
Given that p T p = 0, we can represent n x , n y , n z as a function of x, y, ξ , respectively, and expand it to
where γ = n z n x x+n y y . The above quadratic equation can be solved as:
Assume that any two points p 1 =(x 1 , y 1 ), p 2 = (x 2 , y 2 ) on the normalized plane can satisfy     
x 1 n x + y 1 n y + k 1 n z = 0 x 2 n x + y 2 n y + k 2 n z = 0 n 2
where k 1 and k 2 are arbitrary scale numbers, we substitute them as k 1 = γ 1 , k 2 = γ 2 . γ 1 and γ 2 are the two solutions of VOLUME 7, 2019 Eq. (11). By solving Eq. (12), we have For the remaining points p k ∈ L j , compute the longest subsequence consistent with conic parameter n x , n y , n z , and the sum distance dc = M −2 i=1 dc i . Each distance dc i is obtained with the method in [57] ; 7: Points consistent with n x , n y , n z form a line j . In Sec. II-C, we provide the workflow for initial circular arc selection. Here, we discuss why parameter is empirically set to 400. Figure 11 shows the running time and the standard deviation of GCRC. The Panoramic Fisheye image in Sec. III-B is used to calculate the running time and standard deviation. The standard deviation and running time increase when ≥ 600. Compared with the point in which = 500, = 400 has less running time and standard deviation, and the running time is less than that of = 300 by a large margin. Given all these factors, = 400 is chosen as the threshold. 
APPENDIX C PERSPECTIVE PLANE GENERATION ALGORITHM
We use a simplified spherical projection model with line constraints on the perspective plane to transform the image to the perspective image plane automatically. This model is depicted in Figure 12 . Assume that a point P = (X , Y , Z ) ∈ 3 lies on a ray through the sphere center O, which intersects the sphere surface on point M. The image point denoted by m = (x, y) can be viewed as the orthogonal projection of the point M. The corresponding point m = (u, v) on the perspective plane can be regarded as the intersection of the ray through the sphere center and point P, and the plane is parallel to the image plane.
The function that maps the distorted point m on the image plane F to the corresponding point m on the perspective plane P and its inverse map are defined as: where R is the radius of the sphere, z 0 is the location of the perspective plane P parallel to the image plane F , (x, y) denotes a point on the plane F , and (u, v) represents a point on the plane P . This simplified model has the same meaning as the model proposed in [44] in which the camera position denoted by parameter ξ in the function (x) moves to infinity along the z axis. Figure 13 and 14 in this appendix show additional experimental results on the high-distortion Panoramic Fisheye dataset [51] , including laboratory and office images. The images in Figure 13 and 14 are taken with different illuminations and variant viewpoints. As depicted in the figures, the lines are well extracted and geometric consensus rectified images are obtained, which demonstrate that the proposed GCRC framework is robust to variations in illumination and viewpoints in processing high-distortion images.
APPENDIX D ADDITIONAL EXAMPLES ON PANORAMIC FISHEYE

APPENDIX E ADDITIONAL EVALUATION ON REAL-WORLD DATASET
We further compare GCRC with other similar line-based ''grouping by voting'' methods to validate the performances on real-world images [51] dataset. We make comparisons with RANSAC-UFL [32] , R5CA [33] except for the R7C [16] and MLEO [19] approaches as previously discussed in Sec. III-B. Figure 15 show the relative errors of different approaches. R5CA removes the radial lens using vanishing points by the assumption of weak distortion. Therefore, it exhibits higher deviations in cx, cy and f when strong distortion appeared in the real-world images. Our method and RANSAC-UFL achieve few variations in cx and cy because the introduction of RANSAC method in detecting and grouping the circular arcs. Compared with parameter f , the relative error of our method is smaller than that of RANSAC-UFL, which demonstrate that the enforcement of ''grouping by voting'' rather than utilizing only ''plumb-line'' can boost the stability of focal length estimation.
