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 
Abstract—The large volume of online and offline information 
that is available today has overwhelmed users’ efficiency and 
effectiveness in processing this information in order to extract 
relevant information.  The exponential growth of the volume of 
Internet information complicates information access. Thus, it is 
a very time consuming and complex task for user in accessing 
relevant information. Information retrieval (IR) is a branch of 
artificial intelligence that tackles the problem of accessing and 
retrieving relevant information. The aim of IR is to enable the 
available data source to be queried for relevant information 
efficiently and effectively. This paper describes a robust 
information retrieval framework that can be used to retrieve 
relevant information. The proposed information retrieval 
framework is designed to assist users in accessing relevant 
information effectively and efficiently as it handles queries 
based on user preferences. Each component and module 
involved in the proposed framework will be explained in terms 
of functionality and the processes involved.  
 
Index Terms—Information retrieval, information retrieval 
framework, semantic web. 
 
I. INTRODUCTION 
Information retrieval (IR) is a process that extracts and 
retrieves information that is relevant to user based on the 
queries posted. IR deals with many aspects including the 
representation, storage, organization and retrieving 
information from data sources. Furthermore, these data 
sources can be accessed offline or online and they can be 
categorized into structured, semi-structured or unstructured 
data. The origin of the IR research can be traced back to 
ancient times when librarians kept information related to 
articles or books using catalogue cards [1], [2] and earlier 
works related to information retrieval can be found in 1950 
[3]. The advent of computer has brought the IR system to a 
new level as computers are capable of processing large 
volume of data in order to extract and retrieve relevant 
information [4]. The increase of capacity and computational 
power has contributed to the rapid growth of unstructured 
data. For instance, with the advent of World Wide 
Web(WWW) making the information available online 
through hyperlink, the research attention of IR have been 
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shifted to Web IR and it is increasingly gaining popularity. 
Among significant IR tools for WWW IR are the search 
engines. In order to retrieve information from the WWW, 
search engines with different capabilities and algorithm shave 
been developed. However, the advancement of Internet made 
information available growth exponential through time and a 
robust framework for web information extraction and 
retrieval is critically required to process the overloaded 
unstructured data.  
Big data in today's business and technology environment 
has contributed to the complexity in accessing and retrieving 
relevant information for decision making [5]. For instances, 
there are 2.7 Zeta bytes of data exist in the digital universe 
today. Facebook stores, accesses, and analyzes 30 over 
Petabytes of user generated data and more than 5 billion 
people are calling, texting, tweeting and browsing on mobile 
phones worldwide. In 2008, Google was processing 20,000 
terabytes of data (20 petabytes) a day. 
The rapid growth of unstructured data is also creating a lot 
of problems. YouTube users upload 48 hours of new video 
every minute of the day and 571 new websites are created 
every minute of the day. According to Twitter’s own research 
in early 2012, it sees roughly 175 million tweets every day, 
and has more than 465 million accounts. There are 100 
terabytes of data uploaded daily to Facebook and 30 billion 
pieces of content shared on Facebook every month. The data 
production will be 44 times greater in 2020 than it was in 
2009 [5]. 
Thus, more advanced search tools besides search engine 
are required to tackle this massive and overloaded 
information. Some of the existing search engines include 
Yahoo
1
, Google
2
, Bing
3
, Alta vista and etc. Besides that, 
many information retrieval algorithms have been invented in 
the researches of search engines [6] and most of them are 
focusing on a generic search in certain topic. There are also 
many other information retrieval tools developed for 
retrieving relevant information that are designed to search for 
online information that includes READWARE [7] and 
ontology-based information retrieval [8]. More related works 
will be discussed in the next section. The aim of this paper is 
to propose a robust IR framework for retrieving information 
from the web. 
This paper is organized as followed. Section II describes 
some of the works related to information retrieval. Section III 
describes the general overview of the proposed robust IR 
framework and also discusses each component in the 
proposed framework in details. Section IV concludes this 
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paper.  
II. RELATED WORK 
The traditional IR technology focuses more on content 
analysis, which are mostly used by search engine. The major 
methods involved are full text scanning, inversion, signature 
files and clustering [9]. Full text scanning is a straight forward 
method that is designed to locate string term or substring in 
the text content [10]. The signature files approaches create 
string signature by hashing the words and superimposed 
coding. The separation storage of the signature and original 
accelerates the searching process because the signature file 
size is much smaller [11]. Inversion is a method that inverts 
the selected index keywords that are used to describe the 
document to increase the retrieval speed [12]. Generally, a 
vector space representation is used to represent documents in 
a vector for ease of indexing and retrieval calculation [13]. 
Clustering related documents will speed up the retrieval 
process for relevant information [14]. Integrating semantic 
background into the vector space representation of documents 
enhances the precision and the relevancy of the retrieved 
information. Other methods such as natural language 
processing (NLP) [15], Latent Semantic Indexing (LSI) [16] 
and neural network [17] can be applied in order to improve 
the information retrieval systems.  
In addition to that, the emerging trend of the semantic web 
technology had been widely adopted in information retrieval 
due to its capability to store multiple descriptions about a 
single object [18]. For instance, a large-scale text analytics 
called Seeker and an automated semantic tagging of large 
corpora called SemTag have been developed [19] and this is 
one of the early adoptions of semantic web technologies in IR. 
The utilized semantic web such Resource Description 
Framework (RDF), Resource Description Framework 
Schema (RDFS) and a taxonomy based disambiguation 
algorithm (TBD) have been used to successfully annotate 264 
millions of web pages automatically by generating 
approximately 434 million semantic tags. KIM is another 
semantic platform that is used for information extraction and 
retrieval which was developed based on GATE [20]. This 
platform provides a framework for knowledge and 
information management as well as services such as automatic 
semantic annotation, indexing and retrieval of documents. 
KIM adopted the semantic web technology such RDFS and 
Web Ontology Language (OWL) for semantic annotation and 
content retrieval based on semantic queries. This platform 
utilizes RDF(S) repositories, ontology middleware and 
reasoning in annotation, indexing and retrieval process. Fang 
Li and Xuangjing Huang have developed an intelligent 
platform for information retrieval that addresses the 
information retrieval problem from three aspects that includes 
providing a domain specific IR for filtering process, 
providing concept based IR for words ambiguities, and finally, 
providing a question and answering mechanism to provide 
answer to user [21]. A java based platform for context 
retrieval based on probabilistic information retrieval has also 
been developed and this is called Okapi [22].  The Okapi is 
designed and implemented based on dual indexes, relevance 
feedback with blind or machine learning approaches and 
query expansion with context.  
Collaborative IR is another framework that was introduced 
to retrieve relevant information by reconciling all information 
from more than one user [23]. This framework involved three 
main disciplines which include information retrieval, human 
computer and supported cooperative work. Most of the 
collaborative IR systems only focus on the two former 
disciplines. More and more researchers are interested in the 
field of collaborative IR due to the proliferation of social 
network hub such as Facebook, LinkedIn and etc. However, 
there are still rooms for improvement as this domain is quite 
new compared to the traditional IR systems. Other researches 
related to information retrieval include the intelligent 
semantic search framework that focuses on the semantic of the 
indexed content [24], an  ontological knowledge and context 
based information retrieval for the personalization search [25], 
multimedia content retrieval systems [26]. 
 
III. A ROBUST FRAMEWORK FOR WEB INFORMATION 
EXTRACTION AND RETRIEVAL 
 
Fig. 1. Information retrieval framework. 
 
In this section, the proposed robust framework for Web 
Information Extraction and Retrieval will be described in 
details. Fig. 1 shows the architecture of the information 
retrieval framework. As depicted in Fig. 1, it is shown in the 
framework that an URL will be keyed in by the user and this 
URL will be used as a seed URL for the crawler to start the 
crawling process in order to search for the input text. If the 
user does not provide any seed URLs, then the system will 
invoke any search engines (e.g., Google, Yahoo and Bing) to 
gather all relevant URLs related to the text input specified by 
the user. The user will also have the option to specify all 
URLs that will be excluded in the crawling process and also 
the number of documents to be extracted and retrieved from 
the World Wide Web (WWW). User may also limit the depth 
of the crawling process in order to reduce the crawling 
process for more relevant documents. 
The input(s) from the user that includes the seed URL(s) or 
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the return results from the search engines will be queued and 
stored in a database for the retrieval process. The database 
will keep track the queued URL(s) and update the status of the 
each queued URL(s) whether it has been crawled before in 
order to increase the efficiency of the crawling system. 
Besides that, the database also keeps track the relations 
between hyperlinks for the construction of the web graph for 
web indexing and web relationship analysis. Another 
important role of the database is to keep track of the search 
history search performed by the user and this data is very 
important for future enhancement of a recommender system.  
The document parsing and filtering module consists of four 
functions namely language detector, document extraction, 
discovered new URL(s) and information filtering. In this 
module, the fetched document obtained from the fetched URL 
will be scanned by the language detector function in order to 
determine language used for the content of the web page. This 
is because the system will need different language processing 
tasks for different languages. The content of the web site will 
be extracted by the document extraction function and then 
processed in order to get a set of newly discovered URL(s). 
Finally, an information filtering process will be performed to 
determine whether the content is relevant to the query 
specified by the user or not. If the contents of the page is 
relevant, it will be saved and stored for the preprocessing 
documents module and the newly discovered link with be sent 
to the database and the queuing URL(s) for the crawling 
process. 
In the preprocessing document module, the extracted 
document is cleaned in which all the tags (e.g., HTML) will 
be removed. Then, the documents will be transformed into a 
vector space representation by using the TF-IDF weighting 
scheme [27]. Finally, all these documents will be ranked and 
returned back to the user. User feedback can be considered in 
enhancing the retrieval process by customizing the filtering 
algorithm based on users’ feedbacks. The text documents and 
the document representation (e.g., TF-IDF vector 
representation of the documents) will be stored for future 
references. 
A. Language Detector 
The purpose of the language detector function is to 
determine the language of the web page content. There are 
several existing methods that can be used to detect the type of 
language used such as the charset encoding [28], dictionary 
based approach and n-gram algorithms [29]. This is 
performed so that documents with different documents can be 
categorized into the appropriate groups for further processing 
tasks. In this work, the ASCII encoding and a 
dictionary-based approach are used to implement the 
proposed framework. This is because the proposed 
framework is designed to handle English and Malay 
documents. If other languages are detected, they will be 
stored in different directories. Some works related to bilingual 
information retrieval [30] include the task of expanding the 
encoding character to Unicode in order to have more 
documents that can be categorized during the retrieval 
process.   
B. Document Extraction 
After the language detector function determined the 
content language of the web page, the document extraction 
function will extract the web page content semi-structure or 
unstructured web page. Wrappers are software tools built 
from wrapper induction and information extraction concept. 
This tool can be used to extract information automatically 
based on a set of extraction rules. These rules can be specified 
by the user or generated automatically by applying the 
existing machine learning, pattern marching and other 
heuristic approaches [31]. Besides that extracting the content, 
the entities in the content are recognized. For English content, 
the entities are recognized using existing establish system 
such GATE [32] and open Calais system [33]. As for Malay 
content, the entities are recognized using a Malay NER 
system which developed by our teams members. The entities 
recognize for the content them will be used as terminology to 
tag and index the documents for future queries.  
C. Discovered Links 
The discovered links function will also extract set of 
hyperlinks that link out from the current web page document. 
The discovered function is similar to a crawler function where 
it traversal the HTML page structure to extract the link in this 
page and send to the URLs queue. The discovered links 
function will filter out the uncrawled URL links to send to the 
URLs queue and also the database. However, the extracted 
URLs will be stored in the URLs queue after the content of the 
web page relevancy is explored in the information filtering 
function in the next section.  
The framework is not just discovering link in to be crawl, 
however, link analysis can be carried for analyzing the 
determined quality of the linked for future query retrieval [34]. 
There are several methods that can be used in order to 
perform the link analysis that includes PageRank, Weighted 
PageRank, HITS algorithms and others [35]. The link 
analysis can conducted in a context based analysis of the 
search query which will be store as a separate graph. 
D. Information Filtering 
The information filtering function will determine whether 
the document is relevant to the user. Information filtering is 
the process to help people find the valuable information [36]. 
Different approaches have been adopted for information 
filtering such as natural language processing, machine 
learning, ontology based and others [37]. There are two 
approach adopted in the information filtering function. If the 
user is performing a generic search, an adaptive term 
frequency method will used for the filtering process. This 
method will use the average term frequency the threshold to 
determine whether the document is relevant to the user or not. 
The most common threshold metrics used for the filtering 
process are mean and standard deviation [38]. If the user 
performs a specific search, a list of the related terms will be 
retrieved from the DBpedia ontology. DBpedia and WordNet 
have been adopted to enhance the performance of the 
information retrieval task by expanding the query [39], 
[40].There are two ways to implement the DBpedia ontology 
is either the download the DBpedia ontology and store in 
server or with the light weight implementation by performing 
an endpoint sparql query to retrieve the list of terms. 
International Journal of Machine Learning and Computing, Vol. 4, No. 2, April 2014
148
  
E. Document Cleaning 
The document cleaning function perform two operations. 
First is to remove the html tag web page. Although there are 
many html parser libraries such as jsoup
4
, HTML parser
5
, and 
others available, however, in this platform we are writing our 
own parser to increasing flexibility of the configuration and 
advance testing. The second operation perform by the 
document cleaning function is to remove unwanted symbol 
from the web page text. The clean text is very crucial to the 
document preprocessing process in the next function. 
F. Document Statistic 
The document statistic function will perform the tf.idf 
calculation. In order to perform the td.idf, the documents need 
to go through a set of document preprocessing process such as 
lexical analysis, elimination of stop words, and stemming. 
The documents content will first go through the stop words 
elimination based on a list of stop words for both Malay and 
English language. Then, the function will perform the 
stemming operation to get the root word of the content. For 
English documents we are using the Porter Stemming 
Algorithm [41]. As for Malay documents, we are using the 
stemmer that developed in [42]. The result of the tf.idf 
calculation will be store in a data document for further 
analysis and reviewed. 
G. Document Ranking 
The document ranking function is to rank the document 
result based on the query back to the user. This is to relate the 
relevancy of the retrieve document to the user query. The 
ranking task is performed by using a ranking model f (q, d) to 
sort the documents, where q denotes a query and d denotes a 
document. Ranking has been widely adopted in IR, data 
mining, and natural language processing [43]. BM25 and 
Language Model for IR (LMIR) use a conditional probability 
model to calculate the relevancy ranking of the document to 
the ranking [44]. User feedback may be incorporated in future 
to increase the accuracy of the ranking operation. Some other 
ranking methods that can be used includes ranking based on 
ontology [45], ranking based on vector space model [46], 
ranking based on mean variance analysis [47] and other 
probabilistic ranking algorithms. These document ranking 
methods can be adopted in this framework and a comparison 
analysis can be performed to analyze the performance of these 
methods.  
 
IV. CONCLUSION 
This paper presented a robust framework for information 
retrieval for both generic and specific search. However, there 
is still room for improving this framework. Our team is 
working to incorporate more function so that the framework 
becomes more robust. Besides that, future enhancement such 
Malay NER and POS will be incorporate to increase the 
accuracy of the information extraction function. Another of 
our team member is working on the link analysis to increase 
the retrieval result and to dynamically determine the depth of 
searching/crawling. According to Wikibon blog, there are 2.7 
Zeta bytes of data exist in the digital universe, 571 new 
 
4http://jsoup.org/ 
5http://htmlparser.sourceforge.net/ 
websites are created every minute of the day, 100 terabytes of 
data uploaded daily to Facebook, all these big data are various 
form either in structured, semi-structured or unstructured [5]. 
The amount data information available is definitely more that 
human can process manually, even want to process manually 
it would take ages to complete. Thus, information retrieval 
tools such as the framework we proposed provide a tool let to 
focus on the relevant information and relax user from the time 
consuming task in gather information and processing 
unwanted information. 
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