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On the p-adic cohomology of some p-adically uniformized varieties
Elmar Grosse-Klo¨nne
Abstract
Let K be a finite extension of Qp and let X be Drinfel’d’s symmetric space of dimension
d over K. Let Γ ⊂ SLd+1(K) be a cocompact discrete (torsionfree) subgroup and let XΓ =
Γ\X , a smooth projective K-variety. In this paper we investigate the de Rham and log
crystalline (log convergent) cohomology of local systems on XΓ arising from K[Γ]-modules.
(I) We prove the monodromy weight conjecture in this context. To do so we work out, for a
general strictly semistable proper scheme of pure relative dimension d over a cdvr of mixed
characteristic, a rigid analytic description of the d-fold iterate of the monodromy operator
acting on de Rham cohomology. (II) In cases of arithmetical interest we prove the (weak)
admissibility of this cohomology (as a filtered (φ,N)-module) and the degeneration of the
relevant Hodge spectral sequence.
Introduction
Recall that X is the K-rigid analytic space complementary in PdK to all K-rational hyper-
planes. The group G = GLd+1(K) acts naturally on X. The ℓ-adic (ℓ 6= p) cohomology of X
and its quotients XΓ are well understood. For example, by now we know that the cohomology of
certain e´tale coverings of X realizes the local (smooth) Langlands correspondence for G, cf. e.g.
[6]. Here instead we consider the de Rham and log crystalline (for our purposes equivalently: log
convergent) cohomology (with coefficients) of the XΓ with all their additional structure elements
provided by p-adic Hodge theory. The quite advanced knowledge in the case G = GL2(Qp) has
recently found impressive applications (e.g. [16] and, in connection with a hoped for p-adically
continuous local Langlands correspondence, [3]). This seems to be a good reason for trying to
also deal with general G = GLd+1(K).
(a) Let X be the natural strictly semistable G-equivariant formal OK -scheme underlying X,
let XΓ = Γ\X. Let M be a K[Γ]-module with dimK(M) < ∞. The associated Γ-equivariant
constant sheaf M on the rigid space X, resp. the formal scheme X (in its Zariski topology),
descends to a locally constant sheafMΓ onXΓ (or even a local system, in the ordinary topological
sense, on the Berkovich analytic space associated with XΓ), resp. on the formal scheme XΓ.
(Thus MΓ does not mean the subspace of Γ-invariants, or its associated constant sheaf, of the
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abstract K[Γ]-module M .) Similarly, the sheaf complex M ⊗K Ω
•
X , resp. M ⊗OK Ω
•
X, with
differential idM ⊗ d, descends to a sheaf complex M
Γ ⊗K Ω
•
XΓ
, resp. MΓ ⊗OK Ω
•
XΓ
. As these
complexes have interesting global cohomology only in middle degree d, our central object of
study is the de Rham cohomology group
HddR(XΓ,M) = H
d(XΓ,M
Γ ⊗K Ω
•
XΓ) = H
d(XΓ,M
Γ ⊗OK Ω
•
XΓ
)
endowed with additional structure elements as follows.
(i) There is a covering spectral sequence
Er,s2 = H
r(Γ,M ⊗K H
s
dR(X))⇒ H
r+s
dR (XΓ,M)(1)
providing HddR(XΓ,M) with the covering filtration H
d
dR(XΓ,M) = F
0
Γ ⊃ F
1
Γ ⊃ . . . ⊃ F
d+1
Γ = 0.
(ii) The ’stupid’ filtration (M ⊗K Ω
•
X,≥i)i≥0 gives rise to the spectral sequence
Er,s1 = H
s(XΓ,M
Γ ⊗K Ω
r
XΓ)⇒ H
r+s
dR (XΓ,M)(2)
with corresponding filtration HddR(XΓ,M) = F
0
H ⊃ F
1
H ⊃ . . . ⊃ F
d+1
H = 0.
(iii) If more specifically M is (the restriction to Γ) of an (irreducible) K-rational representation
of G then there is another G-stable filtration (Fr,•)r on (M ⊗K Ω
•
X), given by filtrations of the
(M ⊗K Ω
i
X) by certain G-stable coherent OX -submodules, hence another spectral sequence
Est1 = H
s+t(XΓ, (F
s,•/Fs+1,•)Γ)⇒ Hs+t(XΓ,M
Γ ⊗K Ω
•
XΓ
)(3)
with corresponding (suitably renumbered) filtration HddR(XΓ,M) = F
0
red ⊃ F
1
red ⊃ . . . ⊃ F
d
red ⊃
F d+1red = (0).
(iv) General facts on log crystalline, log convergent and log rigid cohomology and how they are
related can be learned from [9], [22], [23], [27], [28], [29]. Let T = Spf(W (k), (N → W (k), 1 7→
0)), the ’Hyodo-Kato’ formal base log scheme. The sheaf MΓ on the reduction XΓ,0 of XΓ
gives rise to a locally constant isocrystal MΓ⊗O on XΓ and we may consider its log convergent
cohomology Hdconv(XΓ,0/T,M) with respect to T . (We might just as well work with log crystalline
cohomology, for our purposes here this does not make a difference.) We have a Hyodo-Kato-type
isomorphism
Hdconv(XΓ,0/T,M)
∼= HddR(XΓ,M)(4)
(depending on the choice of a uniformizer inOK). Since the general theory providesH
d
conv(XΓ,0/T,M)
with a nilpotent linear monodromy operator N we obtain, by transport of structure, a nilpotent
linear monodromy operator N on HddR(XΓ,M) (independent on the choice of a uniformizer in
OK). We may consider the corresponding monodromy filtration, the convolution of the image-
and the kernal filtration for N .
(v) Suppose that in addition we are given a K[Γ]-linear automorphism Φ ofM , a power of which
acts as a scalar α ∈ K. Tensoring with the f -fold iterate — f the degree of the residue field of
K over its prime field — of the Frobenius endomorphism of the constant F -isocrystal on XΓ,0
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we obtain a K-linear Frobenius endomorphism Φ on Hdconv(XΓ,0/T,M), hence on H
d
dR(XΓ,M)
(via the isomorphism (4)). It satisfies NΦ = pfΦN and provides HddR(XΓ,M) with a (p-adic)
slope filtration, and if α is a Weil number then this is also a weight filtration (in the archimedean
sense).
(b) The filtrations F •Γ , F
•
H and F
•
red have been defined and studied by Schneider [25]. He
proved the degeneration of (1) in E2 (see also [11] for another proof) and he computed the vector
space dimensions of the graded pieces of the filtration F •Γ . He conjectured that for any M we
have
HddR(XΓ,M) = F
i+1
H
⊕
F d−iΓ (0 ≤ i ≤ d− 1).(5)
He conjectured that if M is an (irreducible) K-rational representation of G then the spectral
sequence (3) degenerates in E1 and we have F
j
red = F
j
H for all j, in particular he conjectured
HddR(XΓ,M) = F
i+1
red
⊕
F d−iΓ (0 ≤ i ≤ d− 1).(6)
Iovita and Spiess [15] first proved all these conjectures for the trivial G-representation M = K
(and there is another proof by Alon and de Shalit), later we proved it furthermore for the
standard representation M = Kd+1 of G and its dual [13]. In [11] we showed that if Φ is as
in (a)(v) then the filtration F •Γ is just the slope (resp. weight) filtration. In 2003, de Shalit [7]
and Ito [17] independently proved the purity of the monodromy filtration (’monodromy weight
conjecture’), i.e. the coincidence of the monodromy filtration with the weight filtration, in the
case M = K (with trivial Φ). For d = 1 the validity of all these conjectures is known for
K-rational representations of G.
Finally we mention that in the ℓ-adic setting (ℓ 6= p), Dat [6] proved (for any d and arbitrary
coefficients) the analog of the purity of the monodromy filtration.
(c) The first purpose of the present text is to prove the purity of the monodromy filtration
for general M and Φ as in (a)(v). Since, as just recalled, the slope (resp. weight) filtration
coincides with F •Γ we need to show that F
•
Γ is the monodromy filtration. The computation of F
•
Γ
in [25] and some elementary linear algebra show that it is enough to prove that Nd, the d-fold
iterate of N , acts as non-trivially as possible on HddR(XΓ,M). So we must understand N
d.
In general, for a strictly semistable (formal) OK -scheme Y and a locally constant sheaf
E of finite dimensional K-vector spaces on the special fibre Y0, the monodromy operator N
on H∗conv(Y0/T,E) provides a monodromy operator N on H
∗
dR(Y⊗K,E) via the isomorphism
H∗conv(Y0/T,E)
∼= H∗dR(Y⊗K,E), and it is an open problem to what extent N can be described
in terms of rigid analysis on Y⊗K alone, i.e. avoiding the passage to H∗conv(Y0/T,E). Assume
that Y⊗K is of pure dimension d. One of the main results of [5] is such a description of N in
the case d = 1 and trivial E. Here we generalize this in that we desribe Nd on Hd(Y⊗K,E) for
general d and E. Namely, we showNd = α◦res◦β, where α and β are connecting homomorphisms
in the canonical (corresponding to the decomposition of Y0 into irreducible components) Cech
spectral sequence converging to H∗(Y ⊗ K,E), and where res is essentially given by residue
maps. That is, res is given by expanding d-forms on generalized annuli (the preimages, under
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the specialization map Y⊗K → Y0, of (d + 1)-fold intersections of irreducible components of
Y0) into convergent Laurent series in uniformizing variables {Ti}i and extracting the coefficients
of ∧idlog(Ti).
Coming back to our varieties XΓ we then see that N
d is essentially given by a residue map
H0(Γ,M ⊗HddR(X)) −→ H
d(Γ,M)(7)
and that our task is to prove its bijectivity. Let Cdhar(M) denote the space ofM -valued harmonic
d-cochains on the Bruhat-Tits building of SLd+1(K). The residue map (7) factors naturally as
H0(Γ,M ⊗HddR(X)) −→ H
0(Γ, Cdhar(M)) −→ H
d(Γ,M).
That the first arrow (even M ⊗HddR(X))→ C
d
har(M)) is an isomorphism follows from one of the
main results in [26]. That the second arrow is an isomorphism has been proved in [10].
(d) Let K˘ be the completion of the maximal unramified extension of K. It is well known, cf.
the book [21] by Rapoport and Zink, that X˘ = X⊗OK OK˘ is a moduli space for certain formal
p-divisible groups endowed with some additional structures. The corresponding universal p-
divisible group Gu over X˘ then gives rise, by Dieudonne´ theory, to a G-equivariant filtered
(convergent) F -isocrystal E˘ on X˘. This is essentially the datum of a filtered O
X˘
⊗O
K˘
K˘-module
E˘(X˘) with connection, together with Frobenius structures on evaluations of E˘ at Frobenius
thickenings of the special fibre X˘0 of X˘. It is certainly of great interest (e.g. with an eye towards
applications for a hoped for p-adically continuous local Langlands correspondence for G) to
understand the de Rham/log crystalline/log convergent cohomology, as a filtered (φ,N)-module,
of all tensor powers E˘⊗r of E˘. These split up into certain direct summands E˘M associated with
K-rational representationsM of G. (We have E˘ = E˘S for the standard representation S = K
d+1
of G.) Serving as prominent example material the various structural features of E˘ are discussed
in [21] as the development of the general theory in that book proceeds. We gathered from [21]
once more in full detail the explicit description of E˘, thereby deriving one for all the E˘M . The
relevance with respect to the first part comes from the following fact. For δ ∈ Gal(K/Qp) let
Mδ denote the δ-twist of the K[G]-module M . Then the G-equivariant OX˘⊗OK˘ K˘-module with
connection E˘M (X˘) is a direct sums of copies of Mδ ⊗K (OX˘ ⊗OK˘ K˘) (all δ) such that
— the connection is just idMδ ⊗ d,
— the filtration on Mδ ⊗K (OX˘ ⊗OK˘ K˘) gives rise to a filtration on the de Rham complex
Mδ ⊗K (Ω
•
X˘
⊗O
K˘
K˘) which is of the sort considered in (a)(iii) if δ = idK , and of the sort
considered in (a)(ii) if δ 6= idK , and
— a suitable power of the Frobenius action on E˘M stabilizes each of its direct summands and
acts on each of them like in (a)(v).
In other words, E˘M (with a suitable power of its Frobenius structure) arises by base field
extension K → K˘ from a direct sum of filtered convergent F -isocrystals on X as considered in
the first part.
For suitable Γ it happens that X˘Γ = Γ\X˘ arises by base field extension to K˘ of some
Shimura variety (p-adic uniformization). In that case Gu descends to a p-divisible group GuΓ over
4
X˘Γ, and the product of G
u
Γ with its dual is the p-divisible group of a universal abelian scheme A
over X˘Γ. Moreover, E˘M descends to a convergent filtered F -isocrystal on X˘Γ which is a direct
summand in the relative de Rham/crystalline cohomology of some power Ar of the X˘Γ-scheme
A. One deduces that the absolute (i.e. over OK˘) de Rham/log crystalline cohomology groups
(with constant coefficients) of the strictly semistable OK˘ -scheme A
r are direct sums, as filtered
(φ,N)-modules, of the cohomology groups of the various E˘M — hence of the cohomology groups
of the (base field extensions of) filtered convergent F -isocrystals as considered in the first part.
Similarly, the Hodge spectral sequence for Ar ⊗O
K˘
K˘ → K˘ is the direct sum of various spectral
sequences of the form (2) and (3) (base field extended). In one direction, this implies that the
purity of the monodromy filtration proven in the first part implies the purity of the monodromy
filtration on the (absolute) log crystalline cohomology (with constant coefficients) of Ar (any r).
In the reverse direction we have two applications. Firstly, the (well known) degeneration of the
Hodge spectral sequence for Ar ⊗O
K˘
K˘ → K˘ implies the degeneration of the spectral sequences
(2) for all non-trivial twists of K-rational G-representations, and of the spectral sequences
(3). The degeneration of the spectral sequences (2) for non-trivial twists of K-rational G-
representation came to us as a real surprise since for non-twisted K-rational G-representations
the spectral sequences (2) almost never degenerate. Secondly, the weak admissibility of the
cohomology of Ar, as proven by Tsuji, implies the weak admissibility of the cohomology of
the E˘M . Since on the latter the slope filtration for Frobenius coincides with F
•
Γ , this may be
interpreted as a weak form for the decomposition conjectures (5) (for all non-trivial twists of
K-rational G-representations) and (6).
(e) The text is organized as follows. In section 1 we recall the various spectral sequences
computing HddR(XΓ,M) as well as Schneider’s conjectures. In section 2 we briefly mention the
link he observed with certain ’holomorphic discrete series representations’ of G. In section 3 we
prove the purity of the monodromy filtration. As explained, this rests on the rigid analytic de-
scription of Nd which in the appendix sections 7 and 8 we explain for general strictly semistable
formal schemes of relative dimension d over a complete discrete valuation ring of mixed charac-
teristic. We also recall in section 8 some facts from [11]. In section 4 we describe K-versions of
the filtered convergent F -isocrystals E˘M , in section 5 we explain their genesis from the universal
p-divisible group Gu and prove the results indicated in (d) above. In the appendix section 6
we recall the statement on p-adic uniformization of Shimura varieties in the setting relevant for
us. The appendix section 9 discusses the Hodge spectral sequence of an abelian scheme over a
smooth projective variety over a field of characteristic zero.
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Notations: We fix a prime number p and a finite extension K of Qp of degreee n with ring of
integers OK and residue field k. Let π ∈ K be a prime element. Let K
t be the maximal subfield
of K unramified over Qp, let f = [K
t : Qp] and let σ denote the Frobenius endomorphism of
Kt. We fix d ∈ N and write G = GLd+1(K).
1 De Rham cohomology and spectral sequences
Drinfel’d’s symmetric space of dimension d over K is the K-rigid space
X = PdK − (the union of all K-rational hyperplanes).
The group G acts on X as follows: g ∈ G sends a line through the origin and (z0, . . . , zd) 6= 0
to the line through the origin and (z0, . . . , zd)g
−1. Let X be the strictly semistable formal OK -
scheme with generic fibre X introduced in [20]. The action of G on X extends naturally to an
action on X. For any 0 ≤ j ≤ d the set F j of non-empty intersections of (j + 1)-many pairwise
distinct irreducible components of X⊗OK k is in natural bijection with the set of j-simplices of
the Bruhat Tits building of PGLd+1/K.
In the sequel, for sheaves G on X we write G also for the push forward sheaf on X under the
specialization map sp : X → X; we use tacitly and repeatedly Kiehl’s result that if G is coherent
we have Rtsp∗G = 0 for all t > 0.
Let Γ ⊂ PGLd+1(K) be a discrete torsionfree and cocompact subgroup such that the quotient
XΓ = Γ\X is a projective OK -scheme with strictly semistable reduction. Its generic fibre is
XΓ = Γ\X, a smooth projective K-variety.
Let M be a K[Γ]-module with dimK M < ∞; we write M also for the constant sheaf on X
generated by M . It descends to a local system MΓ on XΓ as follows: M
Γ is the sheaf associated
to the presheaf which assigns to an open subset U ⊂ XΓ the space of Γ-invariant inM(U×XΓX),
where M denotes the constant sheaf on X generated by M . The de Rham complex M ⊗K Ω
•
X
with differential idM ⊗ d descends to a de Rham complex M
Γ ⊗K Ω
•
XΓ
on XΓ. (Thus, unless
the Γ-action on M is trivial, MΓ ⊗K Ω
•
XΓ
is not meant to denote the de Rham complex Ω•XΓ
tensored with the constant sheaf with value the Γ-invariants of the abstract K[Γ]-module M .)
We have the covering spectral sequence
Er,s2 = H
r(Γ,M ⊗K H
s
dR(X))⇒ H
r+s(XΓ,M
Γ ⊗K Ω
•
XΓ
)(8)
which degenerates in E2, as is shown in [25] (or [11]). If M contains no non-zero Γ-invariant
vector we have
Hj(XΓ,M
Γ ⊗K Ω
•
XΓ
) = 0 (j 6= d).(9)
Denote by
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ) = F
0
Γ ⊃ F
1
Γ ⊃ . . . ⊃ F
d+1
Γ = 0(10)
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the filtration on Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) induced by (8). By [25] Theorem 2 and Proposition 2,
section 1, we have for i = 0, . . . , d+ 1:
dimK F
i
Γ =
{
(d+ 1− i)µ(Γ,M) : d is odd or 2i > d
(d+ 1− i)µ(Γ,M) : d is even and 2i ≤ d
(11)
µ(Γ,M) = µ(Γ,M∗)(12)
Here µ(Γ,M) = dimK H
d(Γ,M) and M∗ = HomK(M,K) and we must assume d ≥ 2 and that
M contains no non-zero Γ-invariant vector. On the other hand we have the Hodge spectral
sequence
Er,s1 = H
s(XΓ,M
Γ ⊗K Ω
r
XΓ
)⇒ Hr+s(XΓ,M
Γ ⊗K Ω
•
XΓ
)(13)
which gives rise to the Hodge filtration
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) = F 0H ⊃ F
1
H ⊃ . . . ⊃ F
d+1
H = 0.
If Ξ0, . . . ,Ξd denote the standard projective coordinate functions on P
d
K , then zj = Ξj/Ξ0
for j = 1, . . . , d are holomorphic functions on X. Let
u(z) =
(
1 −z1 · · · − zd
0 Id
)
∈ SLd+1(OX(X)).
For 0 ≤ i ≤ d define the obvious cocharacter ei : Gm → GLd+1, i.e. the one which sends t to
the diagonal matrix ei(t) with ei(t)ii = t, ei(t)jj = 1 for i 6= j and ei(t)j1j2 = 0 for j1 6= j2.
Let now M be an irreducible K-rational representation of G = GLd+1(K) of highest weight
(λ0 ≥ λ1 ≥ . . . ≥ λd). By this we mean that there exists a non zero vector m ∈ M such that
K.m is stable under upper triangular matrices and generates M as a G-representation, and such
that gm =
∏d
i=0 a
λi
i m for all diagonal matrices g = e0(a0) · · · ed(ad) ∈ G. Replacing M by
M ⊗ det−λd we may assume λd = 0 — in fact all the following constructions depend only on M
viewed as an SLd+1(K)-representation. We then set
rM = λ0 + . . . + λd = λ0 + . . .+ λd−1.
We grade M by setting
grsM = {m ∈M | e0(a0)m = a
rM−s
0 m for all a0 ∈ K}
for s ∈ Z, and we filter M by setting
f sM =
⊕
s′≥s
grs
′
M.
Thus grsM resp. f sM as defined here is grλ0−rM+sM resp. fλ0−rM+sM as defined in [13]. We
have f rM+1M = 0 and f rM−λ0M =M . We filter M ⊗K Ω
j
X by setting
f r(M ⊗K Ω
j
X) = OX .u(z)(f
rM)⊗OX Ω
j
X .(14)
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We let
Fr,• = [f r(M ⊗K Ω
0
X) −→ f
r−1(M ⊗K Ω
1
X) −→ f
r−2(M ⊗K Ω
2
X) −→ . . .].
It follows from [25] that this is a SLd+1(K)-stable filtration of M ⊗K Ω
•
X by subcomplexes
and that the differentials on the graded pieces Fr,•/Fr+1,• are OX -linear (notations and nor-
malizations in loc. cit. are different). We obtain the spectral sequence
Er,s1 = h
r+s(Fr,•/Fr+1,•)⇒ hr+s(M ⊗K Ω
•
X).(15)
The following is [25] Lemma 9, section 3 (observe that X is a Stein space).
Proposition 1.1. (Schneider) The terms Dj(M) = E
rM−λj+j,λj−rM
1 for 0 ≤ j ≤ d are the only
non vanishing E1-terms in (15).
In particular this means that the inclusions FrM−λj+j → FrM−λj−1+j are quasiisomorphisms.
Moreover, as explained in [25] (and recalled in [13]) it follows from 1.1 that there are differential
operators Dj(M)→ Dj+1(M) for 0 ≤ j ≤ d− 1 such that
D0(M) −→ D1(M) −→ D2(M) −→ . . . −→ Dd(M)
is a SLd+1(K)-equivariant complex and such that the following holds: in the derived cate-
gory D(X) of abelian sheaves on X there are canonical and SLd+1(K)-equivariant isomor-
phisms FrM−λj+j ∼= D•(M)≥j for any j, compatible when j varies (more precisely: there
is third filtered SLd+1(K)-equivariant sheaf complex on X whose j-th filtration step maps
SLd+1(K)-equivariantly and quasiisomorphically to both F
rM−λj+j and D•(M)≥j). In par-
ticular, M ⊗K Ω
•
X
∼= D•(M).
Let Γ < SLd+1(K) be as before. From what we just said it follows that the spectral sequences
Est1 = H
s+t(XΓ, (F
s,•/Fs+1,•)Γ)⇒ Hs+t(XΓ,M
Γ ⊗K Ω
•
XΓ
)(16)
Est1 = H
t(XΓ,D
s(M)Γ)⇒ Hs+t(XΓ,D
•(M)Γ) = Hs+t(XΓ,M
Γ ⊗K Ω
•
XΓ
)(17)
are isomorphic. Let
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ) = F
rM−λ0
I ⊃ F
rM−λ0+1
I ⊃ . . . ⊃ F
rM+d
I ⊃ F
rM+d+1
I = (0)
be the filtration induced by (16), let
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) = F 0red ⊃ F
1
red ⊃ . . . ⊃ F
d
red ⊃ F
d+1
red = (0)
be the filtration induced by (17). From 1.1 it follows that for all d ≥ j ≥ 1 we have
F jred = F
rM−λj−1+j
I = F
rM−λj−1+j+1
I = . . . = F
rM−λj+j
I .(18)
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Conjecture: (Schneider [25]) (a) For any K[Γ]-module M we have
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) = F i+1H
⊕
F d−iΓ (0 ≤ i ≤ d− 1).(19)
(b) For any irreducible K-rational representation M we have
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ) = F
i+1
red
⊕
F d−iΓ (0 ≤ i ≤ d− 1).(20)
(c) For all M as in (b) we have F jred = F
j
H for all j.
(d) For all M as in (b) the spectral sequence (17) degenerates in E1.
2 Holomorphic discrete series representations
Let L1 denote the algebraic subgroup of GLd+1 consisting of matrices (aij)0≤i,j≤d ∈ GLd+1 with
a00 = 1 and aij = 0 if either i = 0 or j = 0. Thus L1 ∼= GLd. The irreducible K-rational
representations of L1(K) are again parametrized by their highest weight. The set of possible
highest weights µ is in bijection with the set of integer valued d-tuples (µ1, . . . , µd) satisfying
µ1 ≥ . . . ≥ µd. We simply write µ = (µ1, . . . , µd). If λ = (λ0, . . . , λd) (with λ0 ≥ . . . ≥ λd) is the
highest weight of a K-rational G-representation we set
µ(λ(j)) = (λ0 − λj + j + 1, . . . , λj−1 − λj + j + 1, λj+1 − λj + j, . . . , λd − λj + j)
for 0 ≤ j ≤ d. Note that conversely, given a d-tuple µ = (µ1, . . . , µd) satisfying µ1 ≥ . . . ≥ µd,
we have µ = µ(λ(j)) for some λ if and only if
µs 6= s for all 1 ≤ s ≤ d.(21)
Indeed, if this condition holds then the unique j which works is the largest j ∈ {0, . . . , d} for
which µj ≥ j + 1 (where we set µ0 = +∞). Also note that in this case there exists exactly one
λ with λd = 0 and µ = µ(λ(j)).
Schneider [25] (described there in different normalizations) associated to any irreducible
K-rational representation V of L1(K) of highest weight µ a SLd+1(K)-equivariant vector bun-
dle V (µ) on X. The corresponding SLd+1(K)-representations on its space of global sections
Γ(X,V (µ)) have recently been studied by Orlik [24], and it is of great interest to understand
how they contribute, via Proposition 2.1 below, to the de Rham cochomology of X and its
quotients XΓ. We want to explain why the conjecture (d) at the end of section 1 predicts that
Γ-group cohomology of Γ(X,V (µ)) occurs only in a single degree, except possibly for those µ
not satisfying (21).
Let again M be an irreducible K-rational representation of G = GLd+1(K) of highest weight
(λ0 ≥ λ1 ≥ . . . ≥ λd) (with λd = 0).
Proposition 2.1. (Schneider) For 0 ≤ j ≤ d let Dj(M) be as in 1.1. Then there exists an
isomorphism of SLd+1(K)-equivariant vector bundles D
j(M) ∼= V (µ(λ(j))).
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Corollary 2.2. Suppose M 6= K and let 0 ≤ s ≤ d. If the spectral sequence (17) degenerates in
E1 then we have
Ht(Γ,Γ(X,V (µ(λ(s))))) = 0 whenever t 6= d− s.
If moreover
Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) = F i+1red ⊕ F
d−i
Γ(22)
for all 0 ≤ i ≤ d− 1 then we have
dimK(H
d−s(Γ,Γ(X,V (µ(λ(s)))))) = µ(Γ,M).
Proof: It follows from Proposition 2.1 (and the fact that X is a Stein space) that the
spectral sequence (17) is isomorphic with
Est1 = H
t(Γ,Γ(X,V (µ(λ(s)))))⇒ Hs+t(XΓ,D
•(M)Γ) = Hs+t(XΓ,M
Γ ⊗K Ω
•
XΓ
).(23)
Now the first statement follows from formula (9) and the second statement then follows from
formula (11). 
3 The Monodromy Operator
Let M be a K[Γ]-module as before. For 0 ≤ i ≤ d let X̂i denote the set of pointed i-simplices
(σ, v) of the Bruhat-Tits building of PGLd+1/K (i.e. σ is an i-simplex and v is one of its
vertices). We have a natural action of G on X̂i. Let Ci(M) denote the K-vector space of all
functions f on X̂i with values in M satisfying the following condition: for any (σ, v) ∈ X̂i and
any g ∈ G with gσ = σ we have
f((σ, v)) = (−1)dω(det(g))f((σ, gv));
here ω : K× → Z denotes the valuation normalized by ω(π) = 1. Using alternating signs we
may form the Γ-equivariant complex
C•(M) = [C0(M)
∂0M−→ C1(M)
∂1M−→ . . .
∂d−1M−→ Cd(M) −→ 0].
From [10] p.387 it follows that C•(M) is a K[Γ]-injective resolution of M . In particular this
implies
Hd(Γ,M) =
Cd(M)Γ
im[Cd−1(M)Γ
∂d−1M−→ Cd(M)]
.(24)
Let Cdhar(M) ⊂ C
d(M) denote the subspace of harmonic d-cochains with values in M . Thus,
f ∈ Cd(M) belongs to Cdhar(M) if and only if for any (τ, v) ∈ X̂
d−1 we have∑
σ⊃τ
f((σ, v)) = 0
where the sum runs over all d-simplices σ containing τ .
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Lemma 3.1. (Garland) Assume d ≥ 2. We have a direct sum decomposition
Cd(M)Γ = Cdhar(M)
Γ
⊕
im[Cd−1(M)Γ
∂d−1M−→ Cd(M)].
Proof: Of course, to prove our Lemma we are allowed to extend scalars from K to C (for
some embedding K → C). By a result of Margulis [18] IX Theorem (5.12) (i) (here the hypoth-
esis d ≥ 2 is used), M ⊗K C carries a Γ-invariant positive definite hermitian form, i.e. M ⊗K C
is a unitary Γ-module. Therefore our claim is a special case of [10] Proposition 3.16. 
Remark: Strictly speaking, [10] Proposition 3.16 is formulated for a Γ-representation on an
R-vector space carrying a Γ-invariant positive-definite form, but the proof translates verbatim to
the unitary case. Moreover, as pointed out in [10], the existence of a Γ-invariant inner product
on M ⊗K C can be verified in many important examples circumventing Margulis’ theorem. For
example this applies in the context of section 6: in that case Γ ⊂ S′(Q) (even Γ ⊂ S′(Z[p−1]))
for an inner form S′ of SLd+1 defined over Q such that S
′(R) is compact and such that the
embedding Γ→ SLd+1(K) is induced by an isomorphism S
′(K) ∼= SLd+1(K). This isomorphism
allows us to view a K-rational representation M of SLd+1(K) as a K-rational representation of
S′(K). Thus by [10] p.414 there is a Γ-invariant inner product on M ⊗K C.
Consider the Γ-equivariant residue map
r˜es :M ⊗K H
d
dR(X) −→ C
d(M)
introduced in [26]. It is constructed like the residue map of section 7, as follows. Let (σ, v) ∈ X̂d.
Restrict a class η ∈ M ⊗K H
d
dR(X) to ]σ
0[, with ]σ0[ denoting the preimage of the interior of
σ under the residue map from X to the Bruhat-Tits building of PGLd+1/K; equivalently, σ
corresponds to the (one-point) intersection of d + 1 irreducible components of X ⊗ k, and ]σ0[
is the preimage of this intersection under the specialization map X → X ⊗ k. Thus ]σ0[ is a
generalized rigid analytic annullus and it makes sense to expand η|]σ0[ into a convergent Laurent
series and to extract the coefficient of its non-integrable term, i.e. the residue of η|]σ0[. We define
the value of r˜es(η) ∈ Cd(M) at (σ, v) to be this residue of η|]σ0[, where the sign is fixed by the
pointing v of (σ, v). Namely, as any simplex in the (oriented) Bruhat-Tits building of PGLd+1/K
carries a natural cyclic ordering of its vertices, to fix a pointing means fixing a total ordering
of its vertices. Identifying σ with the (one-point) intersection of d + 1 irreducible components
of X ⊗ k as indicated, this means fixing a total ordering of these d+ 1 irreducible components.
This fixes the sign of the residue maps, see section 7.
By the main result of [26] the map r˜es takes in fact values in Cdhar(M) and induces an
isomorphism r˜es :M ⊗K H
d
dR(X)
∼= Cdhar(M). In particular it induces an isomorphism
r˜esΓ : H0(Γ,M ⊗K H
d
dR(X))
∼= H0(Γ, Cdhar(M)).
Composing with the isomorphism
H0(Γ, Cdhar(M))
∼= Hd(Γ,M)
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which we get by combining formula (24) with Lemma 3.1, we get an isomorphism
resΓ : H
0(Γ,M ⊗K H
d
dR(X))
∼= Hd(Γ,M) = Hd(Γ,M ⊗K H
0
dR(X)).
Let
γ : Hd(Γ,M ⊗K H
0
dR(X)) −→ H
d(XΓ,M
Γ ⊗K Ω
•
XΓ),
δ : Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) −→ H0(Γ,M ⊗K H
d
dR(X))
denote the boundary maps in the spectral sequence (8).
By comparison isomorphisms with log convergent (log rigid, log crystalline) cohomology we
get a nilpotent monodromy operator N on Hd(XΓ,M
Γ⊗K Ω
•
XΓ
) (cf.[11] and section 7). Let Nd
denote its d-fold iterate.
Theorem 3.2. At least up to sign we have, as endomorphisms of Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
):
Nd = γ ◦ resΓ ◦ δ.
Proof: This follows from Theorem 7.1, applied to the proper semistable formal OK-scheme
XΓ (i.e. what is denoted by X in section 7 is our XΓ here). The point is that the spectral
sequence (46), whose boundary maps enter into the statement of Theorem 7.1, is the E2-version
of the E1-spectral sequence (8), whose boundary maps enter into the statement of Theorem 3.2.
This can be deduced from the arguments from [13] section 5, but much less is needed for our
purposes here, as follows. Let Y = XΓ ⊗ k and form Y
d+1 as in section 7. Let F = MΓ, the
locally constant sheaf on Y obtained by descent of the constant sheaf with value M on X ⊗ k.
Let α, β and Res be as in Theorem 7.1, so we need to show γ ◦ resΓ ◦ δ = α ◦Res ◦ β. We have
a natural map (up to once fixing a global sign)
κ : Cd(M)Γ −→ H0dR(]Y
d+1[, F ).
The description of the residue map in either context immediately tells us κ ◦ resΓ ◦ δ = Res ◦ β.
On the other hand, both α and γ are boundary morphisms induced by the inclusion of sheaf
complexes F → Ω•XΓ ⊗ F . Our claim follows. 
Let Φ :M →M be a K[Γ]-linear automorphism such that its m-th iterate Φm (some m ∈ N)
is multiplication by α ∈ K. The induced automorphism Φ : MΓ → MΓ of the descended sheaf
MΓ on XΓ provides H
d(XΓ,M
Γ ⊗K Ω
•
XΓ
) with a K-linear Frobenius automorphism which we
again denote by Φ and which satisfies NΦ = pfΦN (with pf = |k|). This comes again by
comparison with log convergent (log rigid, log crystalline) cohomology, see section 7. By [11]
Theorem 7.3 this endomorphism Φ of Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) respects the filtration F •Γ and Φ
m
acts on the graded piece F rΓ/F
r+1
Γ by multiplication with p
f(d−r)mα. (In [11] Theorem 7.3 this is
formulated in the case where Φ :M →M is the identity, but the easy proof clearly applies in our
more general situation). In particular, F •Γ is also the (p-adic) slope-filtration: it is characterized
be the property that the eigenvalues of Φ on each of the graded pieces have the same p-adic size,
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and different p-adic sizes on different pieces. Similarly, F •Γ is characterized in the same way by
the archimedean sizes (for all complex embeddings of K) of the eigenvalues of Φ. In particular, if
α is a Weil number then the graded pieces are pure of some weight and F •Γ is a weight filtration.
Remark: In our later applications Φ indeed satisfies Φm = α for some m and α, but here we
could more generally just require that Φ be p-adically isoclinic, resp. be pure of some weight.
Theorem 3.3. Let d ≥ 2. The monodromy weight conjecture holds true for Hd(XΓ,M
Γ ⊗K
Ω•
XΓ
). More precisely, if M contains no Γ-invariant vector, then
F rΓ = im(N
r) = Ker(Nd+1−r)
in Hd(XΓ,M
Γ ⊗K Ω
•
XΓ
) for all r ≥ 0.
Proof: For M = K trivial this has been proved independently in [7] and [17]. Therefore
we assume that M contains no Γ-invariant vector (otherwise the argument must be slightly
modified). The degeneration of the spectral sequence (8) implies that δ is surjective and γ
is injective. Moreover, by [13] formula (35), we know that the image of γ is just F dΓ , whose
dimension was recalled in formula (11): it is µ(Γ,M), where, recall,
(d+ 1)µ(Γ,M) = dimK H
d(XΓ,M
Γ ⊗K Ω
•
XΓ).
As resΓ is bijective we get with Theorem 3.2 that the image of N
d has dimension µ(Γ,M).
[In fact, it is enough to have Theorem 3.2 (and Lemma 3.1) only in the case where the K[Γ]-
module M is irreducible; the proof of dimK(N
d) = µ(Γ,M) for general M follows from this
case by considering a Jordan Ho¨lder series of M .] But we also know Nd+1 = 0 [either from the
geometry underlying N , or just (as we will see in a second) by im(Nd+1) ⊂ F d+1Γ which is 0].
Together it follows from elementary linear algebra that more generally we have
dimK(im(N
r)) = dimK(Ker(N
d+1−r)) = (d+ 1− r)µ(Γ,M).
On the other hand, as F •Γ is the slope (and weight) filtration with Φ-action on the graded pieces
as described and as NΦ = pfΦN , we have im(N r) ⊂ F rΓ ⊂ Ker(N
d+1−r). Together the claim
follows. 
4 The convergent F -isocrystals EM
For a vector space V over a field E with structure morphism ν : E→EndZ(V ) and a field au-
tomorphism γ of E we write Vγ to denote the same additive group V but with the structure of
E-vector space given by ν ◦ γ. If a group H acts on V through E-linear automorphisms then
it also acts on Vγ through E-linear automorphisms. We write Vγ also for the constant sheaf
generated by Vγ on various schemes.
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We recall some facts from [11], cf. also section 7. Similarly to the spectral sequence (8)
there is for every Kt[Γ]-module N (with dimKt N < ∞) with associated convergent isocrystal
N ⊗OKt O
conv
X0
on X0 a covering spectral sequence
Er,s2 = H
r(Γ,Hsconv(X0, N ⊗OKt O
conv
X0
))⇒ Hr+sconv(XΓ,0, (N ⊗OKt O
conv
X0
)Γ).(25)
which induces a filtration
Hd(XΓ,0, (N ⊗OKt O
conv
X0
)Γ) = S0 ⊃ S1 ⊃ . . . ⊃ Sd+1 = 0.(26)
Here Hconv denotes logarithmic convergent cohomology with respect to the logarithmic enlarge-
ment T = (Spf(OKt), 1 7→ 0) (the ’Hyodo-Kato base’) of the log scheme (Spec(k), 1 7→ 0) over
which XΓ,0 is a log smooth log scheme. ThusH
∗
conv(XΓ,0, (N⊗OKtO
conv
X0
)Γ) is a finite dimensional
Kt-vector space endowed with a nilpotent Kt-linear endomorphism N . If the convergent isocrys-
tal N ⊗OKt O
conv
X0
carries a σ-linear Frobenius structure then also H∗conv(XΓ,0, (N ⊗OKt O
conv
X0
)Γ)
receives a σ-linear Frobenius endomorphism ϕ such that Nϕ = pϕN . The f -fold iterate of
the (p-power) Frobenius action on the s-th convergent cohomology group with constant co-
efficients H∗conv(X0,O
conv
X0
) of the reduction X0 of X is just multiplication with p
fs, see [11].
Hence if N is endowed with a σ-linear endomorphism ΦN such that its mf -fold iterate for some
m ∈ N is multiplication with some α ∈ Kt, and if N ⊗OKt O
conv
X0
is endowed with the Frobe-
nius structure ΦN ⊗ Φ, then the mf -fold iterate of Frobenius on H
s
conv(X0, N ⊗OKt O
conv
X0
) is
multiplication with αpmfs. If ΦN commutes with the Γ-action then also (N ⊗OKt O
conv
X0
)Γ and
hence Hd(XΓ,0, (N ⊗OKt O
conv
X0
)Γ) receives a Frobenius action and by what we just said, S• is
Frobenius stable and the mf -fold iterate of Frobenius acts on Ss/Ss+1 as multiplication with
αpmf(d−s). Moreover we have a K-linear Hyodo-Kato isomorphism
Hd(XΓ, N
Γ ⊗Kt Ω
•
XΓ
) ∼= Hsconv(XΓ,0, (N ⊗OKt O
conv
X0
)Γ)⊗Kt K(27)
such that the filtration (10) of the left hand side corresponds to the filtration S• ⊗Kt K of the
right hand side. (This isomorphism depends on the choice of a uniformizer in K; we fix such
a choice once and for all, e.g. our π.) In particular, the computations (11) give the Kt-vector
space dimensions of the Ss.
Remark: If N even carries a K[Γ]-structure (extending its Kt[Γ]-structure) then the de-
composition N ⊗Kt K = ⊕κNκ, with κ running through Gal(K/K
t), allows us to view the
isomorphism (27) as the direct sum, over all κ, of K-linear isomorphisms
Hd(XΓ, N
Γ
κ ⊗K Ω
•
XΓ)
∼= Hsconv(XΓ,0, (Nκ ⊗OKt O
conv
X0 )
Γ).
Here we have no Kt-structure on the right hand side. (This point of view has often been adopted
in [11], as well as in section 7.)
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Let M be an irreducible K-rational representation of G of highest weight (λ0 ≥ λ1 ≥ . . . ≥
λd) (with λd = 0). Consider the K
t-vector space
MM =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
Mσj .
We let G act on MM by the action on the direct summands. We use the Qp-linear identities
Mσj = Mσj−1 to endow MM with a σ-linear operator ΦMM as follows: it sends an element m
from the (j, i) direct summand
— to the element prMm in the (j − 1, i) direct summand if j 6= 0 ∈ Z/f ,
— to the element prMm in the (j−1, i+1) direct summand if j = 0 ∈ Z/f and i 6= d ∈ Z/(d+1),
and
— to the element prMπ−rMm in the (j − 1, i + 1) direct summand if j = 0 ∈ Z/f and i = d ∈
Z/(d+1). (Here we use the original K-vector space structure of the (j−1, i+1) direct summand
Mσj =M to define its element p
rMπ−rMm.)
Thus the n(d + 1)-fold iterate of ΦMM is multiplication with an element of K
t of p-adic order
(n(d + 1) − 1)rM (if π
e = p for e = n/f = [K : Kt] then this is the element p(n(d+1)−1)rM ). In
particular, ΦMM on MM is isoclinic of slope
(n(d+1)−1)rM
n(d+1) .
We associate to M a G-equivariant filtered convergent F -isocrystal EM on X as follows. Let
OconvX0 denote the structure sheaf of the convergent site of the special fibre X0 of X: it assigns
to each enlargement Z of X0 (i.e. Z is a p-torsion free locally noetherian formal OKt-scheme
together with a k-morphism of a subscheme of definition of Z to X0, see [1], [9]) the structure
sheaf OZ of Z. As a convergent isocrystal we set EM =MM ⊗OKt O
conv
X0
. Thus the value EM (Z)
of EM at an enlargement Z of X0 is given by MM ⊗OKt OZ . The Frobenius structure on EM
is felt only at enlargements Z of X0 with a lifting ΦZ : OZ → OZ of the p-power Frobenius
of the reduction: there it is given by ΦMM ⊗ ΦZ . Finally, the filtration of EM is felt only at
the evaluation EM (X) of EM at the enlargement X of X0. The K-vector space structure of M
provides a decomposition
EM (X) =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
Mσj ⊗OKt OX
=
⊕
j∈Z/f
⊕
i∈Z/(d+1)
⊕
δ∈Gal(K/Qp)σj
Mδ ⊗OK OX
=
⊕
i∈Z/(d+1)
⊕
δ∈Gal(K/Qp)
Mδ ⊗OK OX
Here we wrote Gal(K/Qp)σj = {δ ∈ Gal(K/Qp); δ|Kt = σ
j}. We filter the direct summands
Mδ ⊗OK OX as follows. If δ = idK we let
f s(M ⊗OK OX) = OX.u(z)(f
sM)
for s ∈ Z (like in definition (14)). If δ 6= idK and s ≤ rM we let
f s(Mδ ⊗OK OX) =Mδ ⊗OK OX
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and if s ≥ rM + 1 we let f
s(Mδ ⊗OK OX) = 0. Together we get a filtration f
•EM (X) of
EM (X). (See the remark following Proposition 5.3 below for why this at first sight strange
looking filtration (in particular in its separation between the δ 6= idK - and the δ = idK -direct
summands) is in fact very natural.)
Now let Γ < PGLd+1(K) be as before. The G-equivariant filtered convergent F -isocrystal
EM descends to a filtered convergent F -isocrystal E
Γ
M on XΓ (by taking Γ-invariants). We may
view the evaluation EΓM (XΓ) of E
Γ
M at XΓ as a filtered OXΓ-module with connection. Denoting
the filtration of EΓM (XΓ) by f
•EΓM (XΓ) we filter the de Rham complex E
Γ
M (XΓ)⊗Ω
•
XΓ
by setting
F jM = [(f
jEΓM (XΓ))⊗ Ω
0
XΓ → (f
j−1EΓM (XΓ))⊗ Ω
1
XΓ → (f
j−2EΓM (XΓ))⊗ Ω
2
XΓ → . . .].(28)
This filtration gives rise to the spectral sequence
Est1 = H
s+t(XΓ,F
s
M/F
s+1
M )⇒ H
s+t(XΓ,E
Γ
M (XΓ)⊗ Ω
•
XΓ).(29)
Proposition 4.1. The following (i) and (ii) are equivalent:
(i) the spectral sequence (29) degenerates in E1
(ii) the spectral sequences (16) and (17) for M , and the spectral sequence (13) for Mδ, for any
δ ∈ Gal(K/Qp), δ 6= idK , degenerate in E1.
Proof: By construction, EM (X) decomposes into a direct sum of G-equivariant filtered OX -
modules with connection of the form Mδ ⊗K OX with δ ∈ Gal(K/Qp), each such copy for any
fixed δ occuring exactly (d+1) times. Taking Γ-invariants we get direct summands (Mδ⊗KOX)
Γ
of EΓM (XΓ) as filtered modules with connection. It follows from our definitions that for δ = idK
the associated spectral sequence computing its de Rham cohomology on XΓ is precicely the spec-
tral sequence (16), which is isomorphic with spectral sequence (17). If δ 6= idK the associated
spectral sequence computing its de Rham cohomology on XΓ is the spectral sequence (13) with
the filtration numbering shifted by rM . Since these spectral sequences are direct summands of
the spectral sequence (29), the degeneration of the latter implies the degeneration of the former.
Let
D = Hdconv(XΓ,0,E
Γ
M ),
DK = H
d
dR(XΓ,E
Γ
M (XΓ)) = H
d(XΓ,E
Γ
M (XΓ)⊗ Ω
•
XΓ
).
Thus D is a finite dimensional Kt-vector space with Kt-linear nilpotent endomorphism N and
σ-linear endomorphism ϕ, while DK is a finite dimensional K-vector space endowed with a
decreasing filtration F •. We will regard the K-vector space isomorphism
DK ∼= D ⊗Kt K.(30)
(depending on our chosen π, cf. section 7) henceforth as an identification and regard the pair
(D,DK) as a filtered (ϕ,N)-module. Let us gather what we know from our preceding discussion
about (D,DK). There is a direct sum decomposition as K
t-vector space
D =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
Dij .
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Each Dij is stable for the monodromy operator N on D. The σ-linear Frobenius operator ϕ on D
is bijective and restricts to bijections ϕ : Dij → Di(j−1) if j 6= 0 ∈ Z/f and ϕ : Dij → D(i+1)(j−1)
if j = 0 ∈ Z/f . For any i, j there is a filtration
Dij = S
0
ij ⊃ S
1
ij ⊃ . . . ⊃ S
d+1
ij = 0
such that
Ss =
⊕
i,j
Ssij
is ϕ-stable for all s and such that the n(d+1)-fold iterate of ϕ acting on Ss/Ss+1 is multiplication
with an element of Kt of p-adic order n(d + 1)(d − s) + (n(d + 1) − 1)rM (if π
e = p for
e = n/f = [K : Kt] then this is the element pn(d+1)(d−s)+(n(d+1)−1)rM ). Moreover, Ssij/S
s+1
ij
has Kt-dimension equal to µ(Γ,M) for all i, j, s (this follows from formula (11) first for j = 0
and then for all j in view of the described cyclic structure of the bijective σ-linear endomorphism
ϕ). As a K-vector space, DK decomposes into a direct sum
DK =
⊕
i∈Z/(d+1)
⊕
δ∈Gal(K/Qp)
(DK)i,δ
such that the Hodge filtration on DK is the sum of filtrations on the summands (DK)i,δ of the
following shape:
(DK)i,δ = F
rM
i,δ ⊃ . . . ⊃ F
rM+d+1
i,δ = 0
if δ 6= idK . For δ = idK the filtration is of the form
(DK)i,δ = F
rM−λ0
i,δ ⊃ . . . ⊃ F
rM+d+1
i,δ = 0
such that all graded pieces are zero except possibly F
rM−λj+j
i,δ /F
rM−λj+j+1
i,δ for j = 0, . . . , d. The
isomorphism (30) is the direct sum, over all i and j, of isomorphisms⊕
δ∈Gal(K/Qp)σj
(DK)i,δ ∼= Dij ⊗Kt K.(31)
For all i, i′ ∈ Z/(d+ 1) and all j ∈ Z/f there are canonical Kt-linear isomorphims
ρji,i′ : Dij
∼= Di′j
such that ρji′,i′′ ◦ ρ
j
i,i′ = ρ
j
i,i′′ and ρ
j
i,i = idK , compatible with the monodromy operator N
and strict for the filtrations S•ij. Moreover, after applying ⊗KtK they respect the direct sum
decompositions of the left hand sides of (31) and are strict for the Hodge filtrations on the
(DK)i,δ. Consider the K-rational G-representation
M∗ = HomK(M,K)⊗ det
λ0 .
It has highest weight (λ∗0 ≥ λ
∗
1 ≥ . . . ≥ λ
∗
d) with λ
∗
i = λ0 − λd−i. Note that λ
∗
d = 0. Let
(D∗,D∗K) denote the filtered (ϕ,N)-module constructed as the d-th cohomology of EM∗ . We
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define filtrations F ••,• and S
•
•• as before (we are using the same symbols where we should use
distinct ones, e.g. decorated by a superscript ∗). Then Poincare´ duality provides us for all
i ∈ Z/(d+ 1) and all δ ∈ Gal(K/Qp) with a perfect pairing
(DK)i,δ × (D
∗
K)i,δ −→ K(32)
and Serre duality tells us that it induces for all 0 ≤ j ≤ d+ 1 perfect pairings
F rM+ji,δ × (D
∗
K)i,δ/F
rM∗+d+1−j
i,δ −→ K
if δ 6= 1 = idK , and perfect pairings
F
rM+j−λj
i,1 × (D
∗
K)i,1/F
rM∗+d+1−j−λd−j+1
i,1 −→ K
(see [13]). Similarly, if δ|Kt = σ
j then the pairing (32) induces perfect pairings
(DK)i,δ ∩ S
s
ij ⊗Kt K × (D
∗
K)i,δ/((D
∗
K)i,δ ∩ S
d+1−s
ij ⊗Kt K) −→ K
for all 0 ≤ s ≤ d + 1. This follows from Borel-Serre duality (similarly to [25] p. 626, 633) or
alternatively from Poincare´ duality in log crystalline cohomology (using the characterization of
S• as a slope filtration for the Frobenius structure).
By Theorem 3.3 the monodromy filtration on D (associated as usual to the nilpotent mon-
odromy operator N) coincides (up to renumbering) with the slope filtration S•.
For 0 ≤ j ≤ d let
F˜ j =
⊕
i∈Z/(d+1)
(F
rM−λj+j
i,1 ⊕
⊕
δ∈Gal(K/Qp)
δ 6=1
F rM+ji,δ )
(1 = idK). This defines a Hodge filtration
DK = F˜
0 ⊃ . . . ⊃ F˜ d+1 = 0.
The combined conjectures of Schneider stated at the end of section 1 predict it splits the slope
filtration S• of D, i.e. that for all 0 ≤ j ≤ d− 1 we have
DK = F˜
j+1
⊕
Sd−j ⊗Kt K.
(In particular this predicts the Hodge numbers of the Hodge filtration of DK .) It is a straightfor-
ward computation to show that if this splitting conjecture holds true then (D,DK) is a (weakly)
admissible filtered (φ,N)-module, hence defines a semistable p-adic Gal(K/K)-representation.
Conversely, the (weak) admissibility of (D,DK) may be regarded as a weak form of the splitting
conjecture.
Let us say that Γ is of arithmetic type if XΓ carries a universal abelian scheme as in section
5 (see also section 6) below. There we will show:
Theorem 4.2. If Γ is of arithmetic type then the spectral sequence (29) degenerates in E1 and
(D,DK) is a weakly admissible filtered (ϕ,N)-module (over (K
t,K)).
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In particular, if Γ is of arithmetic type then the statements in Proposition 4.1 (ii) hold true.
Remark: If d ≥ 2, the author does not know how to read off from a given discrete cocompact
and torsion free subgroup Γ ⊂ SLd+1(K) wether it is of arithmetic type, or how many such Γ
are of arithmetic type.
5 The universal p-divisible group
Let S = Kd+1 be the standard representation of G = GLd+1(K). We identify the projective
d-space PdK (with its G-action), in which we defined X as an open subspace, with the projective
space P(S∗) over the dual S∗ of S. Let K ′ be an extension field of K, complete with respect
to an absolute value which extends the one on K. Let X ′ be the K ′-rigid space obtained from
X by scalar extension. Each E-valued point x ∈ X ′(E) of X ′, for a finite field extension E/K ′,
corresponds to a line through the origin in S∗⊗KE, or equivalently to a hyperplane Hx through
the origin in S ⊗K E.
Definition The tautological subbundle F ′ of S ⊗K OX′ is the rank-d-sub vector bundle with
the following property: for all x ∈ X ′(E) (any E) the isomorphism
S ⊗K E −→ (S ⊗K OX′E )⊗OX′E
κ(x), m 7→ m⊗ 1
restricts to an isomorphism Hx → (F
′⊗K ′E)⊗OX′E
κ(x). (Here X ′E = X
′ ⊗K ′ E and OX′E →
κ(x) is the natural surjection to the residue class field κ(x) at x (which is ∼= E).)
We describe a convergent filtered F -isocrystal on X which is the (covariant) Dieudonne´
module of a certain universal p-divisible group. We follow [21], especially 1.44, 1.45, 3.54 –
3.75, 5.48, 5.49. Let B be a central simple algebra of dimension (d + 1)2 over K and with
Brauer invariant 1/(d + 1). Explicitly it may be presented as follows. Let K˜ be an unramified
extension of degree d+ 1 of K contained in B and let η ∈ Gal(K˜/K) be the relative Frobenius
automorphism. Then
B = K˜[Π]; Πd+1 = π, Πx = η(x)Π (x ∈ K˜).
Let Fp be an algebraic closure of the residue field of Qp, let F0 = Quot(W (Fp)). We view F0 as a
subfield of a fixed completed algebraic closure Cp of Qp. Fix an embedding ǫ : K → Cp (we will
often suppress the symbol ǫ in our notation) and let K˘ = KF0 inside Cp (using ǫ); abstractly
this is K˘ = K⊗Kt,ǫF0. Denote by τ the K-automorphism of K˘ defined by the relative Frobenius
of Fp over k = OK/(π). Set
N = B ⊗K K˘.
For b ∈ B let [b] ∈ End(B) denote the right multiplication with b. Define the τ -linear operator
Φ′ on N as [πΠ−1] ⊗ τ . Fix an extension ǫ′ : K˜ → K˘ of ǫ (such that ǫ′ ◦ η = τ ◦ ǫ′). Then we
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have the decomposition (cf. [21] p.40)
N =
⊕
i∈Z/d+1
Ni(33)
Ni = {n ∈ N | kn = ǫ
′(ηi(k))n for all k ∈ K˜}
where in the defining equation for Ni the term kn is formed with respect to the action of K˜ ⊂ B
on B. The restriction Φ′0 of Φ
′ ◦ [πΠ−1]−1 to N0 is a τ -linear operator Φ
′
0 : N0 → N0. Letting
V0 = (N0)
Φ′0=1 we have N0 = V0⊗K K˘ and idV0⊗τ = Φ
′
0. Taking intersections with N0⊗K˘Cp is
a bijection between the set of B-stable Cp-sub vector spaces of N ⊗K˘ Cp of dimension (d+ 1)d,
and the set of hyperplanes in the (d+1)-dimensional Cp-vector space N0⊗K˘Cp (cf. [21] p.40/41).
Similarly, the group of B-linear automorphisms of N (w.r.t. right multiplication on the tensor
factor B of N) which commute with Φ′ is identified with the group GL(V0). We identify V0
with the standard K-rational representation S of GLd+1 so that G = GLd+1(K) = GL(V0). The
decomposition (33) is G-stable and for each i, right multiplication with Π induces a G-equivariant
isomorphism [Π] : Ni ∼= Ni−1. Let
M = B ⊗Qp F0.
Let σ be the absolute Frobenius automorphism on F0 (extending σ on K
t if via ǫ we view Kt
as a subfield of F0). Then (cf. [21] p.108)
M =
⊕
j∈Z/f
Mj(34)
Mj = B ⊗Kt,σjǫ F0.
We identify M0 = N . We define the σ-linear Frobenius operator ΦM on the F0-vector space M
as the sum of the maps [pΠ−1]⊗ σ : M0 →M1 and p⊗ σ : Mj →Mj+1 (all j ∈ (Z/f)− {0}).
Explicitly, let
M = B ⊗Qp F0
νj
−→Mj = B ⊗Kt,σjǫ F0
denote the canonical projection map. If d ∈ B then [pΠ−1] ⊗ σ : M0 → M1 sends ν0(d ⊗ 1)
to ([pΠ−1] ⊗ 1)(ν1(d ⊗ 1)) and p ⊗ σ : Mj → Mj+1 sends νj(d ⊗ 1) to pνj+1(d ⊗ 1), cf. [21]
p.39/40. The group of B-linear automorphisms ofM which commute with ΦM is identified with
the group G = GLd+1(K) = GL(V0). This action of G on M is F0-linear and respects each Mj;
namely, the G-action on Mj is induced from the G-action on M0 = N via the isomorphism
Mj ∼=M0 ⊗Fσj0
F0.
We write X˘ = X ×Spf(OK) Spf(OK˘) and we write X˘ for the generic fibre of X˘ (as a K˘-rigid
space). We write M and Mj also for the corresponding constant sheaves on X˘ . We define a
subbundle F(M ⊗F0 OX˘) of the bundle M ⊗F0 OX˘ on X˘ componentwise as follows. For each
j 6= 0 we let F(Mj⊗F0OX˘) =Mj⊗F0OX˘ . To define F(M0⊗F0OX˘) consider the decomposition
N0 ⊗F0 OX˘ =
⊕
γ∈Gal(K˘/F0)
N0 ⊗K˘γ OX˘ .
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Here N0 ⊗K˘γ OX˘ means the tensor product of N0 and OX˘ over K˘ using the map K˘
γ
→ K˘ →
OX˘ ; for γ = id we simply write N0 ⊗K˘ OX˘ . We define F(N0 ⊗K˘γ OX˘) = N0 ⊗K˘γ OX˘ for
γ 6= id ∈ Gal(K˘/F0) = Gal(K/K
t). We define F(N0 ⊗K˘ OX˘) to be the tautological subbundle
of N0 ⊗K˘ OX˘ = S ⊗K OX˘ as defined above. Taking the sum over all γ ∈ Gal(K˘/F0) we obtain
a subbundle F(N0 ⊗F0 OX˘) of N0 ⊗F0 OX˘ . For any i we define the subbundle F(Ni ⊗F0 OX˘) of
Ni ⊗F0 OX˘ as the image of F(N0 ⊗F0 OX˘) under the isomorphism N0 ⊗F0 OX˘
∼= N−i ⊗F0 OX˘
induced by [Πi]. These F(Ni⊗F0OX˘) for all imake up a subbundleF(M0⊗F0OX˘) ofM0⊗F0OX˘ ,
and the F(Mj ⊗F0 OX˘) for all j make up our F(M⊗F0 OX˘).
In order to make completely explicit the coincidence of F(M⊗F0 OX˘) with the filtration F
1
of M⊗F0 OX˘ as defined in [21] p.40, consider the decomposition
M⊗F0 OX˘ = B ⊗Qp OX˘ =
⊕
ι∈Gal(K/Qp)
B ⊗Kι OX˘ .
The two term direct sum decomposition of M⊗F0 OX˘ into the summand for ι = idK on the one
hand and the sum of the summands for all ι 6= idK on the other hand is used in [21] p.40 to
define a filtration F1 ofM⊗F0OX˘ as follows: on the (ι = idK)-summand, F
1 is the tautological
subbundle; on the (ι 6= idK)-summands, F
1 is everything. Now this two term decomposition of
M ⊗F0 OX˘ is the same as the following: the sum of the N−i ⊗K˘ OX˘ = [Π
i]N0 ⊗K˘ OX˘ for all
i ∈ Z/(d+1) on the one hand, and the sum of theMj⊗F0OX˘ for all 0 6= j ∈ Z/f = Gal(K
t/Qp)
and of the N−i ⊗K˘γ OX˘ = [Π
i]N0 ⊗K˘γ OX˘ for all i ∈ Z/(d+ 1) and all id 6= γ ∈ Gal(K˘/F0) =
Gal(K/Kt) on the other hand. Thus our F(M⊗F0 OX˘) is the F
1 as defined in [21] p.40.
Let X˘0 = X˘ ×Spf(O
K˘
) Spec(Fp) denote the special fibre of X˘. We define a convergent F -
isocrystal M ⊗W (Fp) O
conv
X˘0
on X˘0 as follows. Let O
conv
X˘0
denote the structure sheaf of the con-
vergent site of X˘0: it assigns to each enlargement Z of X˘0 the structure sheaf OZ of Z. Now
the value of M ⊗W (Fp) O
conv
X˘0
at an enlargement Z of X˘0 is given by M ⊗W (Fp) OZ . The Frobe-
nius structure on M ⊗W (Fp) O
conv
X˘0
, which is felt only at enlargements Z of X˘0 with a lifting
ΦZ : OZ → OZ of Frobenius, is given by ΦM ⊗ ΦZ ; in particular, it is ’constant’.
We regard the filtered OX˘ -module M ⊗F0 OX˘ as the evaluation of M ⊗W (Fp) O
conv
X˘0
at the
enlargement X˘ of X˘0. In this way M ⊗W (Fp) O
conv
X˘0
becomes a convergent filtered F -isocrystal
on X˘.
Let OB be the maximal order OK˜ [Π] in B. A formal p-divisible group G over an OK˘-scheme
S (in particular p is locally nilpotent on S) with an OB-action OB → End(G) is called special
if it satisfies the condition [21] p. 110. We fix a special formal OB-module G0 over Spec(Fp) of
K-height (d+ 1)2 (for the concept of K-height see [21] Lemma 3.53 and p.109); it is unique up
to quasi-isogeny ([21] Lemma 3.60). According to Drinfel’d ([21] Theorem 3.72), the formal OK˘ -
scheme X˘ represents the functor which associates to an OK˘ -scheme S the set of (G, ρ) consisting
of a special formal OB-module G over S and a quasiisogeny ρ : G0 ×Spec(Fp) S −→ G ×S S of
formal OB-modules over S of height 0. Here we write S = S ⊗Zp Fp.
Hence a universal special formal OB-module G
u over X˘. (Covariant) Dieudonne´ theory
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assigns to the special fibre Gu0 of G
u a convergent F -isocrystal E˘ on X˘0. The lifting G
u of Gu0
then defines, in addition, a filtration on the evaluation E˘(X˘) of E˘ at the enlargement X˘ of X˘0,
as follows. Let us denote by Lie(Gu) the Lie-algebra of Gu and by H1,dR(G
u) the Lie-algebra of
the universal vectorial extension of Gu. These give rise to coherent OX˘-modules Lie(G
u)⊗O
K˘
K˘
and H1,dR(G
u)⊗O
K˘
K˘ and in fact, H1,dR(G
u)⊗O
K˘
K˘ = E˘(X˘). There is a canonical surjection
γ : E˘(X˘) −→ Lie(Gu)⊗O
K˘
K˘.(35)
The filtration F•E˘(X˘) of E˘(X˘) is given by F tE˘(X˘) = 0 if t ≥ 2, by F1E˘(X˘) = ker(γ) and by
F tE˘(X˘) = E˘(X˘) if t ≤ 0. Altogether, E˘ becomes a filtered convergent F -isocrystal on X˘. Let us
denote by
∇ : E˘(X˘) −→ E˘(X˘)⊗O
X˘
Ω1
X˘
the connection provided by the isocrystal structure (see e.g. [1] 3.6.7 where this connection is
discussed for the equivalent contravariant Dieudonne´ theory).
Proposition 5.1. The group of B-equivariant quasiisogenies G0 → G0 (of height zero) is nat-
urally identified with G. This provides an action of G on X˘ and on E˘. We have a canonical
G-equivariant isomorphism of convergent filtered F -isocrystals with G-action
E˘ ∼=M ⊗W (Fp) O
conv
X˘0
(36)
Explicitly, the Frobenius Φ on E˘ corresponds to ΦM ⊗ ΦOconv
X˘
on M ⊗W (Fp) O
conv
X˘0
, and under
the induced isomorphism
E˘(X˘) ∼=M ⊗F0 OX˘(37)
of evaluations on X˘, the filtration step F1E˘(X˘) corresponds to F(M⊗F0OX˘) and the connection
∇ corresponds to idM ⊗F0 d.
Proof: This is explained in [21] 3.58 – 3.75, 5.48, 5.49. The convergent F -isocrystal E˘ is
constant, with value the F -isocrystal associated to G0 which is M (cf. also [1] 6.2.5). That the
filtration varies as stated is the coincidence of the period map as defined in [21] with the period
map as defined by Drinfel’d (in [21] 5.48, 5.49, the proof of this coincidence is attributed to
Faltings). 
Let again M be an irreducible K-rational representation of G = GLd+1(K) of highest weight
(λ0 ≥ λ1 ≥ . . . ≥ λd = 0). We define a G-equivariant filtered convergent F -isocrystal E˘M on X˘
by the same recipe as in section 4, as follows. As a G-equivariant convergent isocrystal on the
reduction X˘0 it is
E˘M =MM ⊗OKt O
conv
X˘0
with diagonal G-action. If Z is an enlargement of X˘0 endowed with a lifting ΦZ : OZ → OZ of the
p-power Frobenius endomorphism of the reduction then the Frobenius on E˘M (Z) =MM⊗OKtOZ
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is ΦMM ⊗ ΦZ . The evaluation E˘M (X˘) of E˘M at X˘ decomposes as
E˘M (X˘) =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
Mσj ⊗OKt OX˘
=
⊕
j∈Z/f
⊕
i∈Z/(d+1)
⊕
δ∈Gal(K/Qp)σj
Mδ ⊗OK OX˘
where we write Gal(K/Qp)σj = {γ ∈ Gal(K/Qp); γ|Kt = σ
j}. We filter the direct summands
Mδ ⊗OK OX˘ as follows. If δ = idK we let
f s(M ⊗OK OX˘) = OX˘.u(z)(f
sM)(38)
for s ∈ Z. If δ 6= idK we let
f rM (Mδ ⊗OK OX˘) =Mδ ⊗OK OX˘
and f rM+1(Mδ ⊗OK OX˘) = 0. (Recall that we defined rM =
∑d
i=0 λi =
∑d
i=1 λi.) Together we
get a filtration f•E˘M (X˘) of E˘M (X˘).
Lemma 5.2. Take M = S.
(a) The filtration step f1(S ⊗OK OX˘) of S ⊗K OX˘ = S ⊗OK OX˘ as defined in formula (38) is
the tautological subbundle.
(b) E˘ and E˘S are isomorphic as G-equivariant filtered convergent F -isocrystals.
Proof: (a) We have f2S = 0, f1S =< e1, . . . , ed > and f
0S = S in the standard basis
e0, . . . , ed of S. From this an easy computation gives the result.
(b) By Proposition 5.1 we know E˘ ∼=M ⊗W (Fp) O
conv
X˘0
. Next we construct an isomorphism
M ∼=MS ⊗Kt F0(39)
of G-equivariant F0-vector spaces with σ-linear endomorphism. In the decomposition M =
⊕j∈Z/fMj (see (34)) we may regard the F0-vector space M−j = B ⊗Kt,σ−jǫ F0 as (M0)σj (send
d⊗y ∈M−j to d⊗σ
j(y) ∈ (M0)σj ). Recall the decompositionM0 = N = ⊕i∈Z/(d+1)Ni and that
right multiplication with Π induces isomorphisms [Π] : Ni → Ni−1. We obtain decompositions
M−j = (M0)σj = ⊕i∈Z/(d+1)(Ni)σj and isomorphisms [Π] : (Ni)σj → (Ni−1)σj for any j. The
identification N0 ∼= S ⊗K K˘ = S ⊗Kt F0 as G-representations gives rise, for any 0 ≤ i ≤ d (we
insist on this particular representative modulo (d+ 1) in order to get a welldefined power of Π
in the following isomorphism), to the isomorphism of G-representations
(Ni)σj
[Πi]
→ (N0)σj ∼= (S ⊗K K˘)σj ∼= (S ⊗Kt F0)σj ∼= Sσj ⊗Kt F0
where the last isomorphism sends x⊗ y ∈ (S ⊗Kt F0)σj to x⊗ σ
−1(y) ∈ Sσj ⊗Kt F0. We define
the searched for isomorphism (39) as the direct sum of these isomorphisms, letting the direct
summand (Ni)σj of M correspond to the (j, i) direct summand of MS ⊗Kt F0. The Frobenius
and the filtration on E˘S are defined in terms of the number rS . As the highest weight of S is
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given by (λ0, . . . , λd) = (1, 0, . . . , 0), this number is rS = 1. Now tracing back our definitions of
the respective Frobenii we see that indeed ΦM on M corresponds to ΦMS ⊗σ on MS ⊗Kt F0 un-
der (39). Hence (39) defines an isomorphism of G-equivariant convergent F -isocrystals E˘ ∼= E˘S .
Moreover, it respects the respective filtrations on evaluations at X˘. Indeed, (a) describes the
filtration on the δ = idK -direct summand of E˘S(X˘), and this coincides with our definition of
F(N0 ⊗O
K˘
O
X˘
) and hence with the filtration on the δ = idK -direct summand of E˘(X˘). On the
δ 6= idK-direct summands, in either case the filtrations jump from zero to everything (at the
same filtration step). 
The general theory tells us that E˘ is isomorphic with the contravariant Dieudonne module
of the p-divisible group Gˇu over X˘ dual to Gu, and it is this interpretation of E˘ which will be of
interest to us. Let E˘∗ denote the contravariant Dieudonne module of Gu. Let
D = E˘⊕ E˘∗.
Let again M be arbitrary and recall that we defined rM =
∑d
h=0 λh =
∑d−1
h=0 λh. Let the
symmetric group SrM act on the rM -fold direct sumD
rM through permutations of the summands.
By functoriality of taking exterior powers this induces an action of SrM on the rM -th exterior
power
∧rM (DrM ) ofDrM , hence an action of the group algebra Q[SrM ] on the filtered F -isocrystal∧rM (DrM ).
Proposition 5.3. There exist an embedding of G-equivariant convergent filtered F -isocrystals
E˘M
ι
−→
rM∧
(DrM )
whose image is respected by the action of SrM on
∧rM (DrM ) and split with respect to all structure
elements, i.e. it is a direct summand of
∧rM (DrM ) as a convergent filtered F -isocrystal.
Proof: We will construct ι as a composition of G-equivariant embeddings
E˘M
ι1−→ (E˘S)
⊗rM ι2−→ D⊗rM
ι3−→
rM∧
(DrM )
all of which are respected by SrM and have the stated splitting property. For 1 ≤ i ≤ rM let
λi : D → D
rM denote the inclusion which identifies D with the i-th direct summand of DrM .
We define ι3 as the map which sends x1 ⊗ . . . ⊗ xrM to λ1(x1) ∧ . . . ∧ λrM (xrM ). By Lemma
5.2(b) we have D ∼= E˘S ⊕ E˘
∗ and this gives an obvious definition of ι2. That ι2 and ι3 are split
as stated is clear by elementary linear algebra of direct sums and exterior products. To define
ι1 we describe a tensor power variant E˘S,rM of E˘S . Consider the K
t-vector space with G-action
MS,rM =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
(S⊗rM )σj .
We endow MS,rM with a σ-linear operator ΦMS,rM as follows: it sends an element x from the
(j, i)-direct summand to the element prMx in the (j − 1, i) direct summand if j 6= 0, to the
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element prMx in the (j − 1, i − 1) direct summand if j = 0 and i 6= 0, and to the element
prMπ−rMx in the (j − 1, i − 1) direct summand if j = 0 and i = 0. We then let
E˘S,rM =MS,rM ⊗OKt O
conv
X˘0
with diagonal G-action and Frobenius ΦMS,rM ⊗ Φ. The evaluation E˘S,rM (X˘) decomposes as
E˘S,rM (X˘) =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
(S⊗rM )σj ⊗OKt OX˘
=
⊕
j∈Z/f
⊕
i∈Z/(d+1)
⊕
δ∈Gal(K/Qp)σj
(S⊗rM )δ ⊗OK OX˘.
We filter the direct summands (S⊗rM )δ ⊗OK OX˘ as follows. If δ = idK we filter
(S⊗rM )δ ⊗OK OX˘ = (S ⊗OK OX˘)⊗OX˘ . . .⊗OX˘ (S ⊗OK OX˘)
by the tensor product filtration f•((S⊗rM )δ ⊗OK OX˘) of the filtrations on the tensor factors
S ⊗OK OX˘ given by formula (38) (for M = S). On the other hand, if δ 6= idK and s ≤ rM we let
f s((S⊗rM )δ ⊗OK OX˘) = (S
⊗rM )δ ⊗OK OX˘
and if s ≥ rM + 1 we let f
s((S⊗rM )δ ⊗OK OX˘) = 0. Together we get a filtration f
•E˘S,rM (X˘) of
E˘S,rM (X˘). Now we will construct the searched for embedding ι1 as a composition of embeddings
E˘M
ι′1−→ E˘S,rM
ι′′1−→ (E˘S)
⊗rM .
Consider the decomposition as an isocrystal
(E˘S)
⊗rM =
⊕
j•∈(Z/f)rM
⊕
i•∈(Z/(d+1))rM
(Sσj1 ⊗Kt . . .⊗Kt SσjrM )⊗OKt O
conv
X˘0
.
Taking the sum over all direct summands with j1 = . . . = jrM and i1 = . . . = irM defines a
direct summand isomorphic with⊕
j∈Z/f
⊕
i∈Z/(d+1)
((S⊗KtrM )σj )⊗OKt O
conv
X˘0
.(40)
Here S⊗KtrM denotes the rM -fold tensor power of S over K
t. It decomposes as
S⊗KtrM =
⊕
δ•∈Gal(K/Kt)rM−1
Sδ1 ⊗K Sδ2 ⊗K . . .⊗K SδrM−1 ⊗K S.
In this way the rM -fold tensor power S
⊗rM of S over K becomes a direct summand of S⊗KtrM ,
namely the one corresponding to δ1 = . . . = δrM−1 = 1. Hence
E˘S,rM =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
(S⊗rM )σj ⊗OKt O
conv
X˘0
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is a direct summand of (40). Our definitions are just made in such a way that this direct
summand is stable under Frobenius and strict with respect to filtrations. We have thus defined
ι′′1 . The induced action of SrM on D
⊗rM and on (E˘S)
⊗rM is given by permutations of the
tensor factors, hence the same is true for the induced action of SrM on each direct summand
of E˘S,rM . By [4] p.211 or [2] there is a G-equivariant embedding ι : M → S
⊗rM whose image
admits a characterization of the following type. There exists a subset T ⊂ SrM consisting of
transpositions, and there exists a collection {Pn}n of subsets of SrM such that for all x ∈ S
⊗rM
we have x ∈ im(ι) if and only if σ(x) = ǫ(σ)x for each σ ∈ T and (
∑
σ∈Pn
ǫ(σ)σ)(x) = 0 for each
Pn (here ǫ(σ) denotes the signum of σ, and σ ∈ SrM acts on S
⊗rM through permutations of the
tensor factors). It follows that there exists an idempotent UM ∈ Q[SrM ] which acts on S
⊗rM as
a projector onto ι(M). Namely, take UM as the product of all
id−
1
2
(σ − ǫ(σ)id) (σ ∈ T ), id− |Pn|
−1
∑
σ∈Pn
ǫ(σ)σ (Pn ∈ {Pn}n).
From ι we derive similar embeddings
ι(j) :Mσj → (S
⊗rM )σj
for any j ∈ Z/f . Source and target of the searched for embedding ι′1 both are graded over
the same index set {(j, i) ∈ (Z/f) × (Z/(d + 1))}. We define ι′1 as the graded embedding
which is ι(j) on the (i, j)-component. It is clear that the image of ι′1 is the image of UM
acting on E˘S,rM . In particular, the complement im(1 − UM ) is stable under Frobenius since
the actions of elements of SrM on
∧rM (DrM ) respect the Frobenius structure (because this is
true for the permutation action on DrM ). Finally, since ι : M → S⊗rM is G-equivariant it
follows that the filtration on S⊗rM , which is the tensor product of the filtrations f•S on its
tensor factors, induces the filtration f•M on M . It then follows that the induced embedding
M ⊗OK OX˘ → S
⊗rM ⊗OK OX˘ = (S ⊗OK OX˘)
⊗rM is strict for filtrations, hence ι′1(X˘) is strict for
filtrations at the direct summands of E˘M (X˘) with j = 0 ∈ Z/f . For the other direct summands
this is clear anyway. 
Remark: We can now give a conceptual explanation for our definition of the filtration on
E˘M (X˘). Firstly, for M = S it follows from Proposition 5.1 and Lemma 5.2 that the filtration on
E˘S(X˘) is exactly the one imposed by geometry, i.e. under the isomorphism (37) it becomes the
natural filtration on the covariant Dieudonne module E˘ of Gu. Secondly, by Proposition 5.3 a
general M admits a split embeddingM → S⊗rM and the tensor product filtration on E˘S⊗rM (X˘)
restricts to the one on E˘M (X˘) as we defined it.
Let Γ < SLd+1(K) be a cocompact discrete torsionfree subgroup as before such that XΓ
has strictly semistable reduction. Then X˘Γ = Γ\X˘ is just XΓ ×Spf(OK) Spf(OK˘) and this is
a projective OK˘-scheme with strictly semistable reduction. Its generic fibre is X˘Γ = Γ\X˘ =
XΓ ⊗K K˘, a smooth projective K˘-variety.
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By its modular characterization the universal p-divisible group Gu over X˘ descends to a p-
divisible group GuΓ over X˘Γ. Similarly Gˇ
u descends to a p-divisible group GˇuΓ over X˘Γ (the dual
of GuΓ). The contravariant Dieudonne module D
Γ of GuΓ × Gˇ
u
Γ → X˘, as a convergent filtered
F -isocrystal on X˘Γ, is a descent of D.
From now on we assume that Γ is of arithmetic type in the sense that [21] 6.51 applies to X˘Γ
(cf. section 6). Then there is an abelian scheme (with OB-action) f : A → X˘Γ over X˘Γ whose
associated p-divisible group is GuΓ × Gˇ
u
Γ. For r ≥ 0 let
f r : Ar = A×
X˘Γ
. . . ×
X˘Γ
A −→ X˘Γ
denote the r-fold fibre power of A over X˘Γ, again an abelian scheme over X˘Γ.
The relative crystalline cohomology Rf r0,crys(A
r
0/X˘Γ,0) of the reduction f
r
0 : A
r
0 → X˘Γ,0 of
f r is a convergent F -isocrystal on X˘Γ,0. Its evaluation at the lifting X˘Γ can be identified with
the relative de Rham cohomology Rf rQ,∗(Ω
•
Ar
Q
/X˘Γ
) of the generic fibre f rQ : A
r
Q → X˘Γ of f
r
and as such it is provided with a Hodge filtration. Together this defines a filtered convergent
F -isocrystal (with ring structure) on X˘Γ which we denote by Rf∗(Ar/X˘Γ).
Lemma 5.4. There is a canonical isomorphism of filtered convergent F -isocrystals (with ring
structure)
Rf r∗ (A
r/X˘Γ) ∼=
∧
((DΓ)r)
on X˘Γ. In particular, R
rf∗(A
r/X˘Γ) ∼=
∧r((DΓ)r)
Proof: For r = 1 this follows from our definitions. For r > 1 it then follows from general
facts on the (relative) cohomology of abelian schemes. 
Let again M be as before. The G-equivariant filtered convergent F -isocrystals E˘M descend
to filtered convergent F -isocrystals E˘ΓM on X˘Γ, and similarly do their tensor and exterior powers.
Denoting the filtration of E˘ΓM (X˘Γ) by f
•E˘ΓM (X˘Γ) we filter the de Rham complex E˘
Γ
M (X˘Γ)⊗Ω
•
X˘Γ
by setting
F˘ jM = [(f
jE˘ΓM (X˘Γ))⊗ Ω
0
X˘Γ
→ (f j−1E˘ΓM (X˘Γ))⊗ Ω
1
X˘Γ
→ (f j−2E˘ΓM (X˘Γ))⊗ Ω
2
X˘Γ
→ . . .].(41)
This filtration gives rise to the spectral sequence
Est1 = H
s+t(X˘Γ, F˘
s
M/F˘
s+1
M )⇒ H
s+t(X˘Γ, E˘
Γ
M (X˘Γ)⊗ Ω
•
X˘Γ
).(42)
Theorem 5.5. The spectral sequence (42) degenerates in E1.
Proof: We have RrM (f rMQ )∗(Ω
•
A
rM
Q
/X˘Γ
) =
∧rM ((DΓ)rM )(X˘) as filtered OX˘Γ-modules with
connection. Let
K˘• = (
rM∧
((DΓ)rM )(X˘))⊗O
X˘Γ
Ω•
X˘Γ
denote its de Rham complex, let (F˘ jK˘•)j denote its associated filtration. By Proposition 9.1
the spectral sequence
Est1 = H
s+t(X˘Γ, F˘
sK˘•/F˘s+1K˘•) =⇒ Hs+t(X˘Γ, K˘
•)
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degenerates in E1. The degeneration of (42) now follows once we recognize E˘
Γ
M (X˘Γ) as a direct
summand (as a filtered OX˘ -module with connection) of
∧rM ((DΓ)rM )(X˘Γ). But for that we may
use Proposition 5.3. 
Remark: The inclusions (ι′1)
Γ(X˘) : E˘ΓM → E˘
Γ
S,rM
and ι3
Γ : (D⊗rM )Γ→
∧rM (DrM )Γ derived
from Proposition 5.3 (and its proof) can be cut out geometrically by X˘Γ-endomorphisms of A
rM .
Indeed, for (ι′1)
Γ this follows from the fact that the action of Q[SrM ] on
∧rM (DrM )Γ is induced
by permutations of the factors of ArM . To see it for ιΓ3 let λi (for 1 ≤ i ≤ rM ) be as in the proof
of Proposition 5.3 and let pi : D
rM → DrM denote the projector onto ⊕j 6=iλj(D) with kernel
λi(D). Then the image of ι3 is the image of the idempotent
∏
1≤i≤rM
(id − ∧rM (pi)) acting on∧rM (DrM ). Clearly the (pi)Γ are induced by endomorphisms of ArM .
Let
D˘ = Hdconv(X˘Γ,0, E˘
Γ
M )
denote the d-th logarithmic convergent cohomology group of the convergent F -isocrystal E˘ΓM on
the reduction X˘Γ,0 of X˘Γ relative to T˘ = (Spf(W (F)), 1 7→ 0). Thus D is a finite dimensional
F0-vector space endowed with a σ-linear Frobenius endomorphism ϕ and a nilpotent F0-linear
endomorphism N such that Nϕ = pϕN . Alternatively, D is the d-th (rational) log crystalline
cohomology group of an integral structure (as an F -crystal on X˘Γ,0) inside E˘
Γ
M with respect to
the logarithmic divided power thickening T˘ of (Spec(F), 1 7→ 0). Let
D˘K˘ = H
d
dR(X˘Γ, E˘
Γ
M (X˘Γ))
denote the d-th de Rham cohomology group of the filteredOX˘Γ -module with connection E˘
Γ
M (X˘Γ).
We can view the pair (D˘, D˘K˘) via the isomorphism D˘K˘
∼= D˘⊗F0 K˘ as a filtered (ϕ,N)-module
(over (F0, K˘)).
Theorem 5.6. (D˘, D˘K˘) is a weakly admissible filtered (ϕ,N)-module (over (F0, K˘)). The mon-
odromy filtration coincides with the weight filtration.
Proof: ArM is a projective OK˘ -scheme with semistable reduction. Let H
d+rM
conv (A
rM
0 ) denote
the (d+rM )-th logarithmic convergent cohomology group with constant coefficients, with respect
to the basis T˘ , of its special fibre. Equivalently one can take (rational) logarithmic crystalline
cohomology. We have the isomorphism
Hd+rMdR (A
rM
Q /K˘)
∼= Hd+rMconv (A
rM
0 )⊗F0 K˘(43)
with the (d+ rM )-th de Rham cohomology group H
d+rM
dR (A
rM
Q /K˘), and by Tsuji’s theorem [30],
the pair (Hd+rMconv (A
rM
0 ),H
d+rM
dR (A
rM
Q /K˘)) (glued together via the isomorphism (43)) is a weakly
admissible filtered (ϕ,N)-module. We intend to show that (D˘, D˘K˘) is a direct summand (with
respect to all structure elements). That D˘K˘ is a direct summand of H
d+rM
dR (A
rM
Q /K˘) (in the
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filtered sense) follows from Proposition 9.1 by the proof of Theorem 5.5. Consider the spectral
sequence corresponding to the composition of derived functors
RΓconv(A
rM
0 , .) = RΓconv(X˘Γ,0, .) ◦Rf
rM
0,conv(.)
where Rf rM0,conv(.) denotes relative convergent cohomology (as f
rM
0 is (classically) smooth it
may be computed as relative crystalline cohomology, cf. [9], [22], [23], [29]). It tells us
that Hd+rMconv (A
rM
0 ) = R
d+rMΓconv(A
rM
0 ,O
conv
A
rM
0
) (with Oconv
A
rM
0
denoting the trivial convergent F -
isocrystal on ArM0 ) has an exhausting and separated filtration, indexed by q ∈ Z, such that the
q-th graded piece is a subquotient of Hd+rM−qconv (X˘Γ,0,R
qf rM0,conv(O
conv
A
rM
0
)). But in fact this subquo-
tient is all of Hd+rM−qconv (X˘Γ,0,R
qf rM0,conv(O
conv
A
rM
0
)): this follows from the corresponding fact for de
Rham cohomology of the generic fibres (which we already proved, using Proposition 9.1) by a
dimension count argument in view of the isomorphisms (43) and
Hs(X˘Γ,R
t(f rMQ )∗(Ω
•
A
rM
Q
/X˘Γ
)) ∼= Hsconv(X˘Γ,0,R
tf rM0,conv(O
conv
A
rM
0
))⊗F0 K˘
for all s, t. Moreover, this q-th graded piece is in fact a direct summand of Hd+rMconv (A
rM
0 ) (with
respect to all structure elements): namely, it is characterized as the subspace on which the
n-multiplication maps n : ArM0 → A
rM
0 on the abelian X˘Γ,0-scheme A
rM
0 act for any n ∈ N as
multiplication with nq (so that this graded piece is the image of an idempotent in the group ring
Q[End
X˘Γ,0
(ArM0 )]; the action of this ring respects all structure elements). Now taking q = rM we
obtain that Hdconv(X˘Γ,0,R
rM f rM0,conv(O
conv
A
rM
0
)) = Hdconv(X˘Γ,0,
∧rM ((DΓ)rM )) is a direct summand
of Hd+rMconv (A
rM
0 ). But D˘ is a direct summand of H
d
conv(X˘Γ,0,
∧rM ((DΓ)rM )) (with respect to
all structure elements) as one can see by the same arguments as in the proof of Theorem 5.5.
Hence D˘ is a direct summand of Hd+rMconv (A
rM
0 ) (with respect to all structure elements). It is
clear that our direct sum embeddings on the crystalline and on the de Rham side agree (via the
isomorphisms D˘K˘
∼= D˘ ⊗F0 K˘ and (43)), by the functoriality of all constructions.
Finally, the coincidence of the monodromy filtration with the weight filtration follows from
Theorem 3.3 by base field extension. 
Proof of Theorem 4.2: The spectral sequence (42) arises from the spectral sequence (29)
by the base field extension K → K˘ (or Kt → F0), hence Theorem 5.5 implies the degeneration of
(29). Similarly, (D˘, D˘K˘) arises from (D,DK) by the base field extension K
t → F0 (with σ-linear
extension of the Frobenius from D to D˘) as follows by well known cohomological principals.
Hence theorem 5.6 implies the weak admissibility of (D,DK). 
Theorem 5.7. Let r ≥ 0 and i ≥ 0. For H icrys(A
r
0) = H
i
conv(A
r
0/T ) (cohomology with con-
stant coefficients), the monodromy-weight conjecture (as formulated in [19]) holds true: the
monodromy filtration coincides with the weight filtration.
Proof: In the proof of Theorem 5.6 we learned that the log crystalline (or log convergent)
cohomology groups of Ar0 (with constant coefficients) are just direct sums of the log convergent
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cohomology groups of X˘Γ,0 with coefficients in Rf
r
∗ (A
r/X˘Γ). Consequently, in view of Lemma
5.4 it is enough to show that
∧
((DΓ)r) is a direct sum of convergent F -isocrystals on X˘Γ
such that the monodromy filtration on their convergent cohomology groups is pure. By a base
field extension argument it is therefore enough to show that
∧
((DΓ)r) decomposes, possibly
after raising Frobenius endomorphisms to some power, into direct summands each of which is
isomorphic to some Frobenius twisting of a convergent F -isocrystal as treated in Theorem 3.3
(via base field extension K → K˘).
In Lemma 5.2 we saw E˘ ∼= E˘S . A similar description can be given for E˘
∗, as follows. Dual
to the definition of M resp. of MS (recall Lemma 5.2, in particular the isomorphism (39)) we
now define the G-representation
M∗ =
⊕
j∈Z/f
⊕
i∈Z/(d+1)
S∗σ−j ⊗Kt F0
where S∗ denotes the dual of the standard representation S of G. We endowM∗ with a σ-linear
operator ΦM∗ as follows: it sends an element m⊗1 from the (j, i) direct summand to the element
m⊗ 1 in the (j − 1, i) direct summand if j 6= 0 ∈ Z/f , to the element m⊗ 1 in the (j − 1, i+ 1)
direct summand if j = 0 ∈ Z/f and i 6= d ∈ Z/(d + 1), and to the element πm ⊗ 1 in the
(j−1, i+1) direct summand if j = 0 ∈ Z/f and i = d ∈ Z/(d+1). Then ΦM∗ on M
∗ is isoclinic
of slope 1n(d+1) . It turns out that E˘
∗ ∼= M∗ ⊗W (Fp) O
conv
X˘
as convergent F -isocrystals, where
the Frobenius structure on M∗ ⊗W (Fp) O
conv
X˘
is given by ΦM∗ ⊗ ΦOconv
X˘
. From this it follows
that DΓ = E˘Γ ⊕ (E˘∗)Γ is, after passing to a power of the Frobenius structure, the direct sum of
twists of convergent F -isocrystals as treated in Theorem 3.3 (via base field extension K → K˘).
But then it is not hard to see that
∧
((DΓ)r) admits a direct sum decomposition with direct
summands with the same property. 
6 Appendix: Uniformization of Shimura varieties
For the following compare with [14], [21]. Let E be a totally real field with a single place v
dividing p such that there exists an isomorphism of the v-adic completion Ev with K (we fix
this isomorphism). We choose an imaginary quadratic field L0 in which p splits as a product
p = p1p2 and let L = L0E. We let vi (for i = 1, 2) be the prime of L dividing pi and v. We
choose a central division algebra B of dimension (d+ 1)2 over L which stays a division algebra
at v1 and v2 such that (for B as before) there are isomorphisms
Bv1
∼= B, Bv2
∼= Bopp
(extending Ev ∼= K). Let B
′ denote the central simple algebra of dimension (d + 1)2 over L
which splits at v1 and v2 but whose invariants at other finite places are the same as those of
B. We assume B endowed with an involution α of the second kind relative to the non-trivial
L0-automorphism of L; then also B
′ is endowed with such an involution α. We define
GG = GU(B, α) = {g ∈ RL/QB
opp,× | g · gα ∈ Gm,Q},
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GJ = GU(B′, α) = {g ∈ RL/Q(B
′)opp,× | g · gα ∈ Gm,Q}
which we view as algebraic groups over Q. Our group G considered earlier comes in via G =
GLd+1(K)→ PGLd+1(K) ∼= GJad(Qp). Finally, letting
G = U(B, α) = {g ∈ Bopp,× | g · gα = 1}
we assume that for one real place s of E we have G(Es) = U(d, 1) while for all the other real
places s′ 6= s of E we have G(Es′) = U(d+ 1) (compact unitary group).
We fix an embedding of algebraic closures φ : Q → Qp and let Φ be the set of embeddings
η : L→ Q such that φ ◦ η induces the prime p1 of L0. Then Φ is a CM-type of L and its reflex
field is L0. We use Φ to identify B ⊗Q C with the product M(d + 1,C)
d+1 of d + 1 copies of
the matrix algebra and let the first copy of M(d+ 1,C) correspond to the complex place t ∈ Φ
above s. We define
hΦ : C
× ∼= RC/RGm,C(B
opp ⊗Q C)
×,
hφ(z) = (diag(z · Id, z¯), zId+1, . . . , zId+1).
Let GG∞ =
∏
s′ GG(Es′), the product running over all real places of E. The GG∞-conjugacy
class Xd of homomorphisms from RC/RGm,C to GG(R) containing hΦ may be GG∞-equivariantly
identified with the unit ball in Cd. Let Sh = Sh(GG,Xd) denote the associated Shimura variety.
It is defined over L, where L is viewed as a subfield of Q via t. Let Cp ⊂ GG(Qp) be the unique
maximal compact subgroup and let Cp ⊂ GG(Apf ) be a sufficiently small open compact subgroup.
Extending scalars L → Lv1
∼= Ev ∼= K we may view the Shimura variety Sh as being defined
over K. At level C = CpC
p it then has a model ShC over OK . If H(GG(Af )//C) denotes the
Hecke-algebra with respect to C, there is a H(GG(Af )//C) equivariant isomorphism of p-adic
formal schemes [21] 6.51
GJ (Q)\X˘ ×GG(Af )/C ∼= ŜhC ⊗OK OK˘ .(44)
Here GJ (Q) acts diagonally on X˘ × GG(Af ), on the first factor X˘ through the isomorphism
PGLd+1(K) ∼= GJad(Qp) and the natural action of PGLd+1(K) on X˘, on the second factor
through the isomorphism GG(Af ) ∼= GJ (Af ). The left hand side of (44) is a disjoint sum of
formal schemes X˘Γ as considered before.
7 Appendix: Residue maps and log convergent cohomology
Let OK be a complete discrete valuation ring with fixed uniformizer π ∈ OK , with fraction field
K of characteristic zero and perfect residue field k of characteristic p > 0. Then K is a finite
field extension of Kt, the fraction field of the ring W (k) of Witt vectors with coefficients in k.
Let σ denote the Frobenius endomorphism of Kt. Let X be a strictly semistable proper formal
OK -scheme of pure relative dimension d. We endow X with the log structure defined by its
special fibre Y = X⊗OK k which is a normal crossings divisor on X. We endow Y with the pull
back log structure. Let {Ys}s∈R denote the set of irreducible components of Y , all of which are
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smooth proper k-schemes of pure dimension d. We fix a total ordering of R. For i ∈ N let Si be
the set of subsets of R consisting of precisely i elements. For σ ∈ Si let Yσ = ∩s∈σYs and then
let Y i =
∐
σ∈Si
Yσ.
The following results from [11] are presented there mainly in terms of log rigid cohomology,
but here we are going to present them in terms of log convergent cohomology instead — as Y
and hence all its components and component intersections are proper this leads to the same
cohomology groups, by [11] Proposition 5.6.
Let T denote the formal log scheme with underlying formal scheme Spf(W (k)) and with log
structure defined by the chart N→W (k), 1 7→ 0. It is endowed with a Frobenius endomorphism
σ : T → T . Let T1 = T⊗W (k)k with its induced log structure. We have a natural morphism of log
schemes Y → T1 which is log smooth. Let E be a locally constant sheaf (for the Zariski topology)
of finite dimensional Kt-vector spaces on X (or on Y ). We can then consider the log convergent
cohomology groups H iconv(Y/T,E) of Y relative to T , with coefficients in E, see [11]. These are
finite dimensional Kt-vector spaces endowed with a Kt-linear nilpotent monodromy operator N .
In fact, N i = 0 if Y i+1 = ∅ (but not necessarily vice versa) and in particular Nd+1 = 0 at any
rate. Moreover, if E is endowed with a σr-linear bijective Frobenius endomorphism (for some
r ∈ N), then also H iconv(Y/T,E) is endowed with a σ
r-linear bijective Frobenius endomorphism
Φ; it satisfies NΦ = prΦN . For example, if E = Kt, the trivial constant sheaf, then there
is an isomorphism of H iconv(Y/T,K
t) = H iconv(Y/T ) with the log crystalline cohomology of Y
relative to T (with trivial coefficients) as defined by Hyodo and Kato, such that the respective
Frobenius- and monodromy operators coincide.
Let now F be a locally constant sheaf (for the Zariski topology) of finite dimensional K-
vector spaces on X (or on Y ); by scalar restriction to Kt it is in particular a sheaf in finite
dimensional Kt-vector spaces. We can consider the de Rham complex Ω•XQ ⊗K F of the generic
fibre XQ (as a K-rigid space) of X with coefficients in F (we mean: the pull back of F via the
specialization map XQ → X). By [11] we then have for any i ∈ Z an isomorphism of K-vector
spaces
H idR(XQ, F ) = H
i(XQ,Ω
•
XQ
⊗K F ) ∼= H
i
conv(Y/T, F )(45)
(depending on our chosen uniformizer π). By transport of structures, this isomorphism endows
H idR(XQ, F ) with the following additional structures. First of all, the monodromy operator N
on H iconv(Y/T, F ) induces an N on H
i
dR(XQ, F ). Secondly, if F carries a σ
r-linear bijective
Frobenius endomorphism, then H iconv(Y/T, F ) and hence H
i
dR(XQ, F ) gets one. Finally, if F =
E ⊗Kt K for some locally constant sheaf E of K
t-vector spaces (e.g. if F = K take E = Kt),
then H iconv(Y/T, F ) = H
i
conv(Y/T,E) ⊗Kt K and hence H
i
dR(XQ, F ) gets a K
t-structure. [In
this connection we remark that the first sentence following the statement of Theorem 0.1 in the
introduction of [11] might be misleading, since at that point the need for such an E (to get a
Kt-structure on H idR(XQ, F )) was not emphasized.] In practice it often happens that there is
a Frobenius structure only on such an E, not on F , hence a Frobenius structure only on the
corresponding Kt-lattice H iconv(Y/T,E).
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We have a Cech spectral sequence
Ers1 = H
s
dR(]Y
r+1[, F )⇒ Hs+rdR (XQ, F ).(46)
Here, by definition,
HsdR(]Y
r+1[, F ) =
∐
W
F (W )⊗K H
s
dR(]W [)
where W runs through the connected components of Y r+1 and where F (W ) denotes the value
at W of the restriction of F to W ; note that this restriction is constant. (In [11] we used the
notation F (Y r+1)⊗K H
s
dR(]Y
r+1[) instead.) As d = dim(XQ) we get a boundary morphism
H0dR(]Y
d+1[, F )
α
−→ HddR(XQ, F ).
On the other hand we have the sum of restriction maps
HddR(XQ, F )
β
−→ HddR(]Y
d+1[, F ).
Now we define a residue map
Res : HddR(]Y
d+1[, F ) −→ H0dR(]Y
d+1[, F ).
For σ ∈ Sd+1 consider the decomposition Yσ =
∐t(σ)
j=1 Yσ,j with t(σ) ∈ Z≥0 such that for each Yσ,j
the underlying scheme is just Spec(k). We let Res be the sum of residue maps F (Yσ,j)⊗K resσ,j
where
resσ,j : H
d
dR(]Yσ,j [) −→ H
0
dR(]Yσ,j [)
is defined as follows. Write σ = {s0, . . . , sd} with s0 < . . . < sd in our fixed total ordering of
R. We find t0, . . . , td ∈ OX(U) for some open affine neighbourhood U ⊂ X of Yσ,j such that
Ysi ∩ U ⊂ U is defined by ti (any i) and such that Ti 7→ ti defines an e´tale morphism
U −→ Spf(OK{T0, . . . , Td}/(T0 · · ·Td − π))
(with OK{T0, . . . , Td} denoting the π-adic completion of OK [T0, . . . , Td]). Let Cp denote the
completion of an algebriac closure of K. The set of Cp-valued points of the tube ]Yσ,j [ is then
given (since Yσ,j is the common vanishing locus of all ti) as
]Yσ,j [(Cp) = {y ∈ UQ(Cp) | |ti(y)| < 1 for i = 1, . . . , d and |t1(y) · · · td(y)| > |π|}.(47)
In fact, ]Yσ,j [ maps isomorphically to the tube of the common vanishing locus (this vanishing
locus is just a k-rational point) of all Ti in the generic fibre of Spf(OK{T0, . . . , Td}/(T0 · · ·Td−π)),
and this latter tube is characterized by the analogous inequalities in terms of the Ti. Therefore
the local analysis of [26] p.404 – 407 carries over verbatim: HddR(]Yσ,j [) is one-dimensional, with
basis the class of the d-form
dlog(t1) ∧ . . . ∧ dlog(td).
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We now define resσ,j as the K-linear map which sends the class of dlog(t1) ∧ . . . ∧ dlog(td) to
1 ∈ K = H0dR(]Yσ,j [). The definition is independent on the choice of t0, . . . , td. Indeed, for a
unit ǫ ∈ O×X (U) the restriction of
dlog(t1) ∧ . . . ∧ dlog(ti−1) ∧ dlog(ǫ) ∧ dlog(ti+1) ∧ . . . ∧ dlog(td)(48)
to ]Yσ,j [ is closed. To see this observe that ǫ|]Yσ,j[ may be expanded into a convergent power (not
just Laurent) series in t1, . . . td, we therefore find another convergent (on ]Yσ,j [) power series ǫ˜
whose derivative with respect to the variable ti is ǫ. Thus
ǫ˜dlog(t1) ∧ . . . ∧ dlog(ti−1) ∧ dlog(ti+1) ∧ . . . ∧ dlog(td)
is (up to sign) a primitive for (48). It follows that dlog(t1) ∧ . . . ∧ dlog(td) and dlog(t1) ∧ . . . ∧
dlog(ǫti) ∧ . . . ∧ dlog(td), whose difference is the form (48), define the same class in H
d
dR(]Yσ,j [).
Theorem 7.1. The composition
α ◦Res ◦ β : HddR(XQ, F ) −→ H
d
dR(XQ, F )
coincides (up to sign) with Nd, the d-fold iterated monodromy operator.
Proof: (For d = 1 and F = K this has been proved in [5].) First we trace the way of
α ◦ Res ◦ β through the isomorphism (45). Besides the logarithmic convergent cohomology
Hdconv(Y/T, F ) relative to the logarithmic basis T = (Spf(W (k)), [N → W (k), 1 7→ 0]) one
may consider the logarithmic convergent cohomology Hdconv(Y/S, F ) relative to the logarithmic
basis S = (Spf(OK), [N → OK , 1 7→ π]). As X is naturally a log smooth formal S-log scheme
lifting Y , its de Rham cohomology HddR(XQ, F ) identifies (practically by the definitions) with
Hdconv(Y/S, F ). For the same reason, the Cech spectral sequence
Ers1 = H
s
conv(Y
r+1/S, F )⇒ Hs+rconv(Y/S, F )(49)
gets naturally identified with (46). Consider the spectral sequence
Ers1 = H
s
conv(Y
r+1/T, F )⇒ Hs+rconv(Y/T, F ).(50)
By the main result of [11] the isomorphism (45) comes in fact with an isomorphism of spectral
sequences (49)∼= (50) (depending on π). In particular, this isomorphism provides us with the
vertical isomorphisms in the following diagram:
HddR(XQ, F )
β
//
=

HddR(]Y
d+1[, F )
=

Res
// H0dR(]Y
d+1[, F )
=

α
// HddR(XQ, F )
=

Hdconv(Y/S, F )
∼=

β
// Hdconv(Y
d+1/S, F )
∼=

Res
// H0conv(Y
d+1/S, F )
∼=

α
// Hdconv(Y/S, F )
∼=

Hdconv(Y/T, F )
β′
// Hdconv(Y
d+1/T, F )
Res′
// H0conv(Y
d+1/T, F )
α′
// Hdconv(Y/T, F )
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Here α′ is the boundary map in (50) and β′ is the natural restriction map, thus the outer squares
commute. Let us compute the map Res′ which makes the inner square commute. Let again
σ = {s0, . . . , sd} ∈ Sd+1 with s0 < . . . < sd, consider the above decomposition Yσ =
∐t(σ)
j=1 Yσ,j
and fix some 1 ≤ j ≤ t(σ). Let V = Spec(W (k)[X]), endowed with the log structure defined
by X. Then we have exact closed embeddings T → V and S → V defined by X 7→ 0, resp.
by X 7→ π. We endow B = Spec(W (k)[T0, . . . , Td]) with the log structure defined by the chart
Nd → B, 1i 7→ Ti, and view it as a V -log scheme via X 7→ T0 · · · Td. We then have an exact
closed immersion of V -log schemes Yσ,j → B as follows: on underlying schemes it is just sending
Yσ,j = Spec(k) to the common vanishing locus of p, T0, . . . , Td. On the level of log structures it
sends Ti to a local equation ti for Ysi in Y around Yσ,j (note that a chart for the log structure
of Yσ,j is given be the free abelian group on such a system t0, . . . , td). Of course, Yσ,j → B
factors through exact closed embeddings Yσ,j → B ×V S = BS and Yσ,j → B ×V T = BT .
Since BS is log smooth over S, the log convergent cohomology H
i
conv(Yσ,j/S) may be computed
as the log de Rham cohomology of the tube ]Yσ,j [BS of Yσ in the generic fibre of the π-adic
completion of BS. Similarly, since BT over T , the log convergent cohomology H
i
conv(Yσ,j/T )
may be computed as the log de Rham cohomology of the tube ]Yσ,j [BT of Yσ,j in the generic
fibre of the p-adic completion of BT . We saw that ]Yσ,j [BS is given by (47) and we defined the
residue map resσ,j : H
d
dR(]Yσ,j [) → H
0
dR(]Yσ,j [) by sending the class of dlog(T1) ∧ . . . ∧ dlog(Td)
to 1. On the other hand let B0T be the exact closed formal T -subscheme of BT defined by
T0 = . . . = Td = 0; the underlying formal scheme of B
0
T is Spf(W (k)). Its generic fibre B
0
T,Q is
an exact Zariski closed rigid subspace of ]Yσ,j[BT . Let Ω
•
]Yσ,j[BT
resp. Ω•
B0T,Q
denote the log de
Rham complexes relative to T⊗Q. By [11] Proposition 4.2 or [12] Proposition 1.8 the restriction
maps
H iconv(Yσ,j/T ) = H
i(]Yσ,j [BT ,Ω
•
]Yσ,j [BT
) −→ H i(B0T,Q,Ω
•
B0T,Q
) = ΩiB0T,Q
are isomorphisms. Now Hd(B0T,Q,Ω
•
B0T,Q
) = Ωd
B0T,Q
is the one-dimensional Kt-vector space with
basis dlog(T1) ∧ . . . ∧ dlog(Td), while H
0(B0T,Q,Ω
•
B0T,Q
) = Kt. Using these isomorphisms, the
Kt-linear map
ΩdB0T,Q
−→ Kt, dlog(T1) ∧ . . . ∧ dlog(Td) 7→ 1
defines a Kt-linear map
Res′σ,j : H
d
conv(Yσ,j/T ) −→ H
0
conv(Yσ,j/T )
for any σ, j. We claim that the sum
Hdconv(Y
d+1/T, F ) =
∐
σ∈Sd+1
∐
j∈{1,...,tσ}
F (Yσ,j)⊗H
d
conv(Yσ,j/T )
∐
σ,j id⊗Res
′
σ,j
−→
∐
σ∈Sd+1
∐
j∈{1,...,tσ}
F (Yσ,j)⊗H
0
conv(Yσ,j/T ) = H
0
conv(Y
d+1/T, F )
is the map Res′ in question. Following the definitions of the residue maps involved, all we need
to show is that for any σ, j, the isomorphism Hdconv(Yσ,j/S)
∼= Hdconv(Yσ,j/T ) ⊗Kt K identifies
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the respective classes which the global section dlog(T1)∧ . . .∧dlog(Td) ∈ Ω
d
B/V induces on either
side. But this is immediately clear from the construction of this isomorphism. Indeed, in [11]
we construct a certain (formal) ’log scheme with boundary’ B together with an open dense
immersion B → B and an extension of the relative logarithmic de Rham complex Ω•B/V to a
complex Ω•
B
on B, in such a way that dlog(T1)∧ . . .∧dlog(Td) extends to a (closed) form in Ω
d
B
.
The restriction maps
H iconv(Yσ,j/S)←− H
i(B,Ω•
B
)⊗Kt K −→ H
i
conv(Yσ,j/T )⊗Kt K
induced by
Yσ,j → BS −→ B −→ B ←− B ←− BT ←− Yσ,j
are bijective and this provides the said isomorphism.
To prove the theorem it remains to check α′ ◦Res′ ◦ β′ = Nd (up to sign) as endomorphisms
of Hdconv(Y/T, F ). This holds true for any locally constant sheaf of K
t-vector spaces E on Y
(like F , viewed as a sheaf of Kt-vector spaces). In the constant coefficient case, E = Kt, this
is shown in [12] Theorem 4.2 (where, in fact, more generally N i for any i ≥ 0 is described in
a similar way). But the reasoning leading to [12] Theorem 4.2 relies entirely on (Zariski-)local
constructions and is therefore valid for general E as above. For the convenience of the reader,
we indicate the crucial points in section 8 below. 
8 Appendix: The monodromy operator
We recall constructions from [11] p.420–422. We keep the notations used in the proof of Theorem
7.1. Recall that we endow V = Spec(W (k)[X]) with the log structure defined by X. By (severe)
abuse of notation we denote its p-adic formal completion again by V . An admissible lift of the
semistable k-log scheme Y is a p-adic formal V -log scheme Z together with an isomorphism of
T1-log schemes Y ∼= Z×V T1 satisfying the following conditions: on underlying formal schemes Z
is smooth over W (k), flat over V and its reduction modulo (p) is generically smooth over k[X];
the fibre Y above X = 0 is a divisor with normal crossings on Z, and the log structure on Z
is defined by this divisor. (Thus, e´tale locally, Z looks like our B as considered in the proof of
7.1.) We denote an admissible lift by (Z,Y). Locally on Y , admissible lifts exist.
Choose an open covering Y = ∪h∈HUh of Y , together with admissible liftings (Zh,Yh) of
the Uh (so Uh is the reduction of Yh). For a subset G ⊂ H let UG = ∩h∈GUh. Let {UG,β}β∈ΥG
be the set of irreducible components of UG. For h ∈ G and β ∈ ΥG let Yh,β be the unique
W (k)-flat irreducible component of Yh with UG,β = Yh,β ∩ UG. Let K
′
G be the blowing up
of ×Spec(W (k))(Zh)h∈G along
∑
β∈ΥG
(×Spec(W (k))(Yh,β)h∈G), let KG be the complement of the
strict transforms in K′G of all Yh0,β × (×(Zh)h∈G−{h0}) (i.e. all h0 ∈ G, all β ∈ ΥG), and let
YG be the exceptional divisor in KG. It is a normal crossings divisor, and its W (k)-flat irre-
ducible components are indexed by ΥG: they are the inverse images of the W (k)-flat irreducible
components of Yh, for any h ∈ G. We denote the p-adic formal completions of YG and KG
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again by YG and KG. By construction, the diagonal embedding UG → ×Spec(W (k))(Yh)h∈G lifts
canonically to an embedding
UG −→ YG −→ KG.
Viewing KG as a formal V -log scheme (with log structure defined by YG), this is an exact closed
embedding of (formal) V -log schemes. Denote by ω˜•KG the logarithmic de Rham complex of KG
(relative to Spf(W (k)) endowed with its trivial log structure). Write θ = dlog(X) and let
ω˜•YG = ω˜
•
KG
⊗OYG ω
•
YG
=
ω˜•YG
ω˜•−1YG ∧ θ
.
So ω•YG is the logarithmic de Rham complex of the morphism of formal log schemes YG → T .
Let YG,Q be the generic fibre of YG, a K
t-dagger space, and let ω˜•YG,Q resp. ω
•
YG,Q
denote the
sheaf complexes on YG,Q obtained from ω˜
•
YG
resp. ω•YG by tensoring with Q. Let E be a locally
constant sheaf of Kt-vector spaces on Y . On the admissible open subspace ]UG[YG of YG,Q we
define the sheaf complexes
E ⊗Kt ω˜
•
YG,Q
= sp−1(E|UG)⊗Kt ω˜
•
YG,Q
|]UG[YG
E ⊗Kt ω
•
YG,Q
= sp−1(E|UG)⊗Kt ω
•
YG,Q
|]UG[YG
where sp :]UG[YG→ UG ⊂ Y is the specialization map. For G1 ⊂ G2 we have natural transition
maps ]UG2 [YG2→]UG1 [YG1 . Hence a site (]UG[YG)G⊂H =]U•[Y• with sheaf complexes E⊗Kt ω˜
•
Y•
and E ⊗Kt ω
•
Y•
on it. As the YG are log smooth over T and the UG → YG are exact we have
RΓconv(Y/T,E) = RΓ(]U•[Y• , E ⊗Kt ω
•
Y•).
By construction, we have a short exact sequence
0 −→ E ⊗Kt ω
•
Y• [−1]
∧θ
−→ E ⊗Kt ω˜
•
Y• −→ E ⊗Kt ω
•
Y• −→ 0.(51)
By definition, the monodromy operator
N : H iconv(Y/T,E) −→ H
i
conv(Y/T,E)
(any i) is the connecting homomorphism in cohomology associated with (51).
Now we draw on a construction of Steenbrink (which in a crystalline setting was adapted by
Mokrane [19]). For j ≥ 0 let
Pj ω˜
k
K• = im(ω˜
j
K•
⊗ Ωk−jK• −→ ω˜
k
K•)
where Ω•K• denotes the non-logarithmic de Rham complex on the simplicial formal scheme K•.
Then let
Pj ω˜
•
Y• =
Pj ω˜
•
K•
ω˜•K• ⊗ IY•
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where IY• is the ideal of Y• in K•. On Y• these complexes give rise to a filtration P•ω˜
•
Y•
of
ω˜•Y• . On YG,Q define the double complex A
••
G as follows: let
AijG = sp
−1(E|UG)⊗Kt
ω˜i+j+1YG,Q
Pj(ω˜
i+j+1
YG,Q
)
,
as differentials AijG → A
(i+1)j
G take those induced by id⊗(−1)
jd, and as differentials AijG → A
i(j+1)
G
take those induced by e ⊗ ω 7→ e ⊗ (ω ∧ θ). Let A•G be the associated total complex. The
augmentation E ⊗Kt ω˜
•
YG,Q
→ A•0G defined by e⊗ ω 7→ e⊗ (ω ∧ θ) induces a quasi-isomorphism
E ⊗Kt ω
•
YG,Q
→ A•G (see [11], p. 422). Combining for varying G we get a quasi-isomorphism
E ⊗Kt ω
•
Y•
→ A•• of sheaf complexes on Y•. In particular we see
RΓconv(Y/T,E) = RΓ(]U•[Y• , E ⊗Kt ω
•
Y•) = RΓ(]U•[Y• , A
•
•).
Let ν be the bihomogeneous endomorphism of bidegree (−1, 1) on A••• such that (−1)
j+1ν is
the natural projection Ai,j• → A
i−1,j+1
• . Denote again by ν the induced endomorphism of A
•
•.
Lemma 8.1. For any i ∈ Z, the endomorphism ν of A•• induces the monodromy operator N on
H iconv(Y/T,E) = H
i(]U•[Y• , A
•
•).
Proof: The easy proof is the same as in [19] 3.18 (and as in the original work of Steenbrink).

Lemma 8.2. In notations of the proof of Theorem 7.1 we have α′ ◦Res′ ◦ β′ = Nd (up to sign)
as endomorphisms of Hdconv(Y/T,E).
Proof: According to Lemma 8.1 the composite
E ⊗Kt ω
•
Y•
∧θ
−→ A••
νd
−→ A••
∧θ
←− E ⊗Kt ω
•
Y•
(the last (like the first) arrow is a quasiisomorphisms, so we invert it) induces Nd in cohomology.
By construction, νd ◦ (∧θ) : E ⊗Kt ω
•
Y•
→ A•• factors through the subcomplex A
•d
• [d] of A
•
•.
Consider the isomorphism (in the derived category)
res′ : A•d• [d] =
ω˜•Y•,Q
Pdω˜
•
Y•,Q
[−1] ∼=
⊕
x∈Y d+1
(E|x)[d]
obtained by taking residues (cf. [11] p.422) and applying the Poincare´ Lemma (which states
that open disks are de Rham cohomologically trivial, the starting point for the definition of
convergent cohomology). Moreover, identifying a sheaf on the discrete set Y d+1 with its global
sections we get an identification⊕
x∈Y d+1
(E|x)[d] = H
0
conv(Y
d+1/T,E).
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The composite res′ ◦ νd ◦ (∧θ) induces the map Res′ ◦ β′ in cohomology. On the other hand, the
composite
H0conv(Y
d+1/T,E) =
⊕
x∈Y d+1
(E|x)[d]
res′−1
∼= A•d• [d]→ A
•
•
∧θ
←− E ⊗Kt ω
•
Y•
is easily seen to induce the connecting map α′ in cohomology. 
9 Appendix: Cohomology of Abelian schemes
Let F be a field of characteristic 0, let S be a smooth F -variety and let f : A→ S be an abelian
S-scheme. Denote by Ω•A and Ω
•
S the respective de Rham complexes relative to Spec(F ) and by
Ω•A/S the relative de Rham complex for f . On the q-th relative de Rham cohomology R
qf∗Ω
•
A/S
(any q ≥ 0) we have the Gauss-Manin connection
∇GM : R
qf∗Ω
•
A/S −→ R
qf∗Ω
•
A/S ⊗OS Ω
1
S
which in the usual way extends to a sheaf complex (Rqf∗Ω
•
A/S ⊗OS Ω
•
S,∇GM ). We filter this
complex by setting
F s(Rqf∗Ω
•
A/S ⊗OS Ω
•
S) =
∑
t1+t2=s
Rqf∗Ω
•
A/S,≥t1
⊗OS Ω
•
S,≥t2
for s ≥ 0. (Strictly speaking, we better wrote im[Rqf∗Ω
•
A/S,≥t1
→ Rqf∗Ω
•
A/S ] instead of
Rqf∗Ω
•
A/S,≥t1
, but by the degeneration of the relative Hodge-to-de Rham spectral sequence
for f this is the same.) We write
grsF (R
qf∗Ω
•
A/S ⊗OS Ω
•
S) =
F s(Rqf∗Ω
•
A/S ⊗OS Ω
•
S)
F s+1(Rqf∗Ω•A/S ⊗OS Ω
•
S)
.
Proposition 9.1. Let q ≥ 0. If S is projective, the spectral sequence
Est1 = H
s+t(S, grsF (R
qf∗Ω
•
A/S ⊗OS Ω
•
S)) =⇒ H
s+t(S,Rqf∗Ω
•
A/S ⊗OS Ω
•
S)(52)
degenerates in E1. The cohomology group H
s(S,Rqf∗Ω
•
A/S⊗OS Ω
•
S) is a filtered direct summand
of Hs+qdR (A/F ), for any s.
Proof: By complex or p-adic Hodge theory we know that the spectral sequence
Est1 = H
t(A,ΩsA) =⇒ H
s+t(A,Ω•A) = H
s+t
dR (A/F )(53)
degenerates in E1. Consider the filtration by subcomplexes
GpΩ•A = im[Ω
•−p
A ⊗OA f
∗(ΩpS) −→ Ω
•
A]
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(p ≥ 0) of Ω•A. Its graded pieces are
grpGΩ
•
A =
GpΩ•A
Gp+1Ω•A
= Ω•−pA/S ⊗OA f
∗(ΩpS).
(We put ΩiA = Ω
i
A/S = 0 for i < 0.) By the projection formula we get
Rp+qf∗(gr
p
GΩ
•
A) = R
qf∗Ω
•
A/S ⊗OS Ω
p
S .
Under this identification, the connecting homomorphisms
d•,q1 : R
p+qf∗(gr
p
GΩ
•
A) −→ R
p+q+1f∗(gr
p+1
G Ω
•
A)
are those provided by the Gauss-Manin connection on Rqf∗Ω
•
A/S. Thus, for fixed q we have an
identification of complexes
(Rp+qf∗(gr
p
GΩ
•
A), d
•,q
1 )p≥0 = (R
qf∗Ω
•
A/S ⊗OS Ω
•
S,∇GM ).(54)
The stupid filtration (Ω•A,≥s)s of Ω
•
A giving rise to the spectral sequence (53) induces a filtration
on all grpGΩ
•
A and hence on the left hand side of (54). Under (54) it corresponds to the filtration
F • considered above, giving rise to the spectral sequence (52).
Using pull back along the zero section of the abelian scheme A/S we split the canonical exact
sequence
0 −→ f∗Ω1S −→ Ω
1
A −→ Ω
1
A/S −→ 0
to get decompositions
ΩsA =
⊕
s1+s2=s
Ωs2A/S ⊗OA f
∗Ωs1S .(55)
Now we compute∑
j
dimHj(A,Ω•A) =
∑
i,j
dimHj(A,ΩiA)
=
∑
j,p,q
dimHj(A,ΩqA/S ⊗ f
∗ΩpS)
≥
∑
j,p,q,t
dimHj(S,Rqf∗Ω
t
A/S ⊗ Ω
p
S)
≥
∑
j,p,q
dimHj(S,Rqf∗Ω
•
A/S ⊗ Ω
p
S)
=
∑
j,p,q
dimHj(S,Rqf∗(gr
p
GΩ
•
A))
≥
∑
j,q
dimHj(S,Rqf∗(Ω
•
A))
≥
∑
j
dimHj(A,Ω•A).
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Here the first equality follows from the degeneration of (53) in E1, and the second equality
follows from the decomposition (55), while all the inequalities result from the existence of var-
ious spectral sequences provided by general cohomology theory. These inequalities must then
be equalities and these spectral sequences degenerate, in particular the maps (induced by the
differential on Ω•A)
Hj(S,Rqf∗Ω
t
A/S ⊗ Ω
p
S) −→ H
j(S,Rqf∗Ω
t′
A/S ⊗ Ω
p′
S )
for (t′, p′) = (t+ 1, p) or (t′, p′) = (t, p + 1) are zero. Now
grsF (R
qf∗Ω
•
A/S ⊗OS Ω
•
S) =
⊕
t+p=s
Rqf∗Ω
t
A/S ⊗Ω
p
S
by the degeneration of the relative Hodge-to-de Rham spectral sequence for f . Thus the spectral
sequence (52) degenerates in E1 (and (52) is a subquotient of (53)).
Moreover, the subquotient Hs(S,Rqf∗Ω
•
A/S⊗OSΩ
•
S) of H
s+q
dR (A/F ) is in fact a filtered direct
summand: it can be characterized as the subspace of all elements on which for all m ∈ Z the
map [m] : A → A, multiplication with m, induces the multiplication with mq (so that this
graded piece is the image of an idempotent in the group ring Q[EndS(A)]; the action of this ring
respects filtrations; cf. also [8]). 
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