A new real-time sound field transmission system is presented. To construct this system, a large listening area needs to be reproduced at not less than a constant height. Additionally, the driving signals of the loudspeakers should be obtained only from received signals of microphones. Wave field reconstruction (WFR) filtering for linear arrays of microphones and loudspeakers is considered to be suitable for this kind of system. An experimental system was developed to show the feasibility of real-time sound field transmission using the WFR filter. Experiments to measure the reproduced sound field and a subjective listening test of sound localization were conducted to evaluate the proposed system. Although the reproduced sound field included several artifacts such as spatial aliasing and faster amplitude decay, the experimental results indicated that the proposed system was able to provide sound localization accuracy for virtual sound sources comparable to that for real sound sources in a large listening area. key words: sound field reproduction, sound field transmission, wave field reconstruction filter, wave field synthesis, spatio-temporal frequency
Introduction
Large scale audio systems are becoming more feasible because of the recent development of acoustic sensors and transducers. Physical reproduction of a sound field is a representative example of such systems and is intended to construct more realistic audio playback. An important application of sound field reproduction is in telecommunication systems as follows: multiple listeners and talkers are respectively located in near-end and far-end rooms, and the sound field in the far-end room is reconstructed in the nearend room so that these two rooms are acoustically concatenated for the listeners. It is assumed that these listeners can perceive the directions and distances of the talkers by using this system. This system may also be applied to live broadcasting. To construct this type of real-time recording and reproduction system (sound field transmission system), the following requirements of sound field reproduction should be fulfilled: 1) a large listening area is achieved, 2)
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* Part of this work was presented at AES 52nd Conference [1] . a) E-mail: koyama.shoichi@lab.ntt.co.jp DOI: 10.1587/transfun.E97.A.1840 the required number of microphones and loudspeakers is as small as possible, and 3) driving signals of loudspeakers are obtained only from received signals of microphones. The first requirement is necessary because the reproduced region should cover the potential locations of multiple listeners as widely as possible. The second requirement is important for implementation simplicity. Three-dimensional sound field recording and reproduction requires a huge number of microphones and loudspeakers; however, when sound sources are located approximately in a horizontal plane, the sound field in the horizontal ear-plane is the most important from a perception viewpoint [2] . Therefore, only a sound field reproduced at a constant height by using a two-dimensional array of microphones and loudspeakers may be acceptable when the listeners are almost at the same height. The third requirement is preferable because parameters used to obtain the driving signals of loudspeakers, for example, source positions, directions, and original signals, are generally unknown and difficult to obtain. Therefore, direct transformation from received signals into driving signals is necessary. This type of signal transformation is defined as soundpressure-to-driving-signal (SP-DS) conversion. Wave field synthesis (WFS) [3] - [6] is a method based on the Kirchhoff-Helmholtz or Rayleigh integrals. WFS and related analytical methods for linear loudspeaker arrays [7] , [8] can provide a relatively large listening area at a constant height, and they satisfy the first and second requirements. However, these methods require parameters other than received signals of the microphone array, as previously discussed [9] . Even though several systems using WFS have been developed [6] , [10] , [11] , real-time sound field transmission has not been achieved because the third requirement cannot be directly satisfied by using WFS.
The Ambisonics [12] and higher order Ambisonics (HOA) [13] - [16] methods use spherical or circular loudspeaker array based on spherical harmonic expansion of the sound field. They can be applied as SP-DS conversion through encoding and decoding processes. However, the high reproduction accuracy region is limited to the region neighboring the center of the array. To widen this region, the radius of and the number of elements in the microphone array need to be very large [17] , [18] . Therefore, these methods are not suitable because they do not fulfill the first requirement.
Methods based on numerical algorithms for sound pressure control can be applied to SP-DS conversion [19] Copyright c 2014 The Institute of Electronics, Information and Communication Engineers [21] . Because these methods do not depend on array configurations, it may be possible to achieve a large listening area at a constant height as in WFS by using linear arrays of microphones and loudspeakers. In these methods, sound pressures at discrete points are controlled to correspond to the desired sound pressures by using the inverse of a known transfer function matrix. However, these methods are extensions of the multi-point control technique, and it is therefore difficult to design and apply the transform filters for realtime sound field transmission systems [9] .
An SP-DS conversion method that applies a transform filter called a wave field reconstruction (WFR) filter [9] was previously proposed by the authors. This filter is used for transforming received signals of a planar or linear microphone array into driving signals of a planar or linear loudspeaker array in the spatio-temporal frequency domain. The WFR filtering method is represented as a form of spatiotemporal convolution, so it has many advantages in terms of filter design, filter size, computational cost, and filter stability. Therefore, the WFR filtering method for linear arrays is considered to be suitable for real-time sound field transmission systems. An experimental system was developed to show the feasibility of real-time sound field transmission. The sound field received by the linear microphone array at the far end is transmitted over an IP (Internet Protocol) network and reconstructed using the linear loudspeaker array and the WFR filter in real time at the near end. Experiments to measure the reproduced sound field and a subjective listening test of sound localization to evaluate the quality of the system were conducted. This paper is organized as follows. In Sect. 2, the WFR filtering method for linear arrays is revisited. The implementation of the system is presented in Sect. 3. Section 4 reports on measurement experiments and subjective listening tests. Finally, Sect. 5 concludes this paper.
WFR Filter for Linear Arrays of Microphones and Loudspeakers
Here, we briefly revisit the derivation of a WFR filter for linear microphone and loudspeaker arrays [9] . As shown in Fig. 1 , a sound field created by primary sources is cap- tured by a linear distribution of receivers (microphones) in the source area and is reconstructed by a linear distribution of secondary sources (loudspeakers) in the target area. The receivers and secondary sources are assumed to be continuously distributed along the x-axis in the source and target areas, respectively. Position vectors on the receiving line and secondary source are respectively denoted as r m = (x m , 0, 0) and r s = (x s , 0, 0), and a sound pressure distribution on the receiving line and driving signals of the secondary sources in the temporal frequency ω are respectively denoted as P rcv (r m , ω) and D(r s , ω). SP-DS conversion requires that D(·) be obtained only from P rcv (·). The WFR filter is derived by equating and solving the synthesized sound field, P syn (r, ω), and the desired sound field, P des (r, ω), in the spatio-temporal frequency domain. Here, r = (x, y, z) is the position vector in the target area. The synthesized sound field can be described as:
where G(r − r s , ω) denotes the transfer function between r and r s . Based on the convolution theorem, the spatial Fourier transform of Eq. (1) with respect to x is represented as [8] :
where k x denotes the spatial frequency. The variables in the spatial frequency domain are hereafter indicated by tildes. Note that the reproduced sound field is limited on the x-yplane on z = 0. In this context, the spatial Fourier transform is defined as:
On the contrary, it is assumed that the desired sound field is described as the Rayleigh integral of the first kind in two dimensions (2D) as [22] :
Here, G 2D (·) is the free field Green's function in 2D defined as:
where H (2) 0 (·) is the 0-th order Hankel function of the second kind. The Fourier transform of Eq. (4) with respect to x can be derived as in [9] : (6) where
It is assumed that the desired sound field is invariant with regard to changes in the z-axis. The spatial frequency spectrum on the x-axis of the desired sound field,P des (k x , 0, 0, ω), can be given as that on the receiving line,P rcv (k x , 0, 0, ω).
When the equation of the synthesized and desired sound fields, Eqs. (2) and (6), are simultaneously solved, i.e.,P syn (·) =P des (·), the equation that relatesP rcv (·) with D(·) is derived as:
For simplicity, it is assumed that each secondary source can be approximated as monopole; therefore, the analytical forms ofG(·) andG 2D (·) can be used to obtain Eq. (7). Because Eq. (7) depends on y, Eqs. (1) and (4) can be equivalent only on a line parallel to the x-axis. Therefore, the reference line y = y ref must be set, which leads to a faster amplitude decay than desired. By introducing spatial phase-shift to Eq. (7), it is possible to reproduce an arbitrarily shifted sound field [23] . As shown in Fig. 2 , where d x and d y respectively denote the shift distances in the x and y directions,D(·) can be obtained by a spatial phase-shift of Eq. (7) as:
It should be noted that the extrapolated region is assumed to be free-field. When d y is larger than the distance between the receiving line and the primary sources, the pri- Fig. 2 Reproduction of arbitrary shifted sound field.
mary sources are virtually reconstructed in front of the secondary source line [24] . However, the sound field in the region between the virtual primary sources and the secondary source line is inverted.
Implementation of Real-Time Sound Field Transmission System
The WFR filtering method was used to develop an experimental system for real-time sound field transmission. A block diagram of the system is depicted in Fig. 3 . Linear microphone and loudspeaker arrays were set in recording and reproduction rooms, respectively. The microphone array was made up of 64 omni-directional microphones, and each microphone was equally spaced 6 cm apart. Primo EM172 microphones were used. The loudspeaker array was composed of two kinds of loudspeakers. One was for a lower frequency band and there were 32 of these loudspeakers equally spaced 120 mm apart. The other was for a higher frequency band, and there were 64 loudspeakers equally spaced 60 mm apart. Therefore, the spatial Nyquist frequency was about 2.8 kHz [9] . Foster 411222 loudspeakers were used for the higher frequency band, and Yamaha NS-B210 loudspeakers were used for the lower frequency band. The intensity of loudspeakers for the higher frequency band in the target area was approximately omnidirectional, with a difference of 1.0 dB below 1. The signals obtained by the microphone array in the recording room were transmitted to the reproduction room using UDP (User Datagram Protocol) over an exclusive IP network called GEMnet2 [25] . The signals were encoded as 16-bit PCM (pulse code modulation) data, and the sampling frequency was 48 kHz. Therefore, the transmission rate was about 50 Mbps.
The signals of the microphone array were transformed into driving signals of the loudspeakers by using the WFR filtering method. The WFR filter was designed as a 2D FIR filter by discretizing Eq. (8). Therefore, conversion was achieved as a 2D convolution of the WFR filter and the received signals. The length of the WFR filter was 1024 taps in the time domain and 64 taps in the space domain. Therefore, a 2D FFT of 2048×128 was applied for 2D linear convolution. The Tukey window function was applied as a tapering window whose sides tapered by 10% to reduce artifacts of finite array length approximation. The converted signals were divided into two frequency bands, and the cutoff frequency was 0.6 kHz. These signals were used for the driving signals of the two loudspeaker arrays. The signals of the 32 channels were created by thinning the signals of the 64 channels.
The delay times of the WFR filtering and data buffering were about 21 and 131 ms, respectively. Therefore, the total delay time was about 152 ms. This one-way delay time may be acceptable for telecommunication as well as live broad- casting [26] ; however, it may be too large for applications such as network music performance [27] . The rate of packet loss was 0.0% when the received data were observed for 600 sec.
Using this proposed system makes it possible to transmit a sound field of about 4 m in real time. The system was also tested between two locations as far apart as about 55 km. In this case, the delay time of the IP network was about 1 ms. It was possible to transmit a sound field to any place that the network was connected.
Experiments
Measurement experiments and a subjective listening test were conducted to evaluate the proposed system described in Sect. 3. A sound field reproduced using this system may have several artifacts. Spatial aliasing artifacts limit the maximum frequency of a properly reproduced sound field. The faster amplitude decay may affect the perceived distance of reproduced sound sources [28] . It has been shown that linear array approximation also leads to an increase in reverberation time and a decrease in the direct-toreverberant energy ratio (DRR) [29] . Unnecessary reflections may be produced by the framed structure of the array. However, if direct sound waves are properly reproduced in a sufficiently broad frequency band, it can be expected that the listeners in the reproduction room will be able to localize the primary sources in the recording room despite these artifacts. First, reproduction of direct sound waves was validated by visualizing the reproduced sound field. Second, sound localization listening tests were conducted to investigate the perceptual acceptability of the reproduced sound field.
Measurement of Reproduced Sound Field
Measurement experiments were conducted to compare the original and reproduced sound fields. The setup of the experiments is shown in Fig. 4 . In these experiments, only the loudspeaker array with 64 channels was used, and the IP network was not used. The origin of the Cartesian coordi- nates was set at the center of the room. Ordinary enclosed loudspeakers were used as primary sources and were located at S1 and S2. Reverberation time (T 60 ) of the experimental room was about 167 ms.
Impulse responses from each loudspeaker to grid points in a planar measurement region were measured. These impulse responses were used to obtain sound pressure distributions of the original and reproduced sound fields by post-processing. The impulse responses were measured by using time-stretched pulse (TSP) signals [30] in 2.2×1.6-m regions (shaded region in Fig. 4) at intervals of 1.5 cm, i.e., 144×108 points. The signals of the linear microphone array were obtained in the same room. The microphone array was set at the same position as the loudspeaker array, and the impulse responses from the loudspeakers at S1 and S2 were measured.
The instantaneous sound pressure distributions of the original and reproduced sound fields in the measurement region are shown in Fig. 5 . The amplitudes and phases of the original and reproduced signals were normalized at the center of the measurement region, (0.0, 1.3) m. The primary source was located at S1, and the source signal was a pulse signal that was band-limited below 2.6 kHz to avoid spatial aliasing artifacts. In Fig. 5a , it can be seen that the direct sound wave was propagating from S1 in the measurement region. This direct sound wave was properly reproduced by using the proposed system (Fig. 5b) . The disturbed waves that occur after the reproduced direct sound wave are thought to be reflections from the framed structure of the array. When the source signal includes frequency spectrum components above 2.8 kHz, the reproduction accuracy of the direct sound wave cannot be maintained. Because the array configurations are linear, sound waves from vertical directions could not be reproduced. Figure 6 shows the reproduced sound pressure distribution when the source position was S2 and the shift parameter of the WFR filter, (d x , d y ) in Eq. (8), was set as (0.0, 2.0) m. Three instantaneous sound pressure distributions are shown, and t indicates the time when Fig. 5a is set as t = 0.0 ms. The reproduced sound wave was focused at (0.0, 1.0) m; therefore, a virtual sound source was created at this position as expected. When the listeners are in front of the virtual sound source, i.e., y > 1.0 m, it is expected that the listeners can localize the source at this position. It should be noted that finite array length approximation also makes the reproduced region smaller [24] .
Subjective Listening Test
A sound localization listening test was conducted in order to perceptually evaluate the proposed system. The subjective listening test setup is shown in Fig. 7 . The system described in Sect. 3 including an IP network was used for the experiments. The loudspeaker array was set about 1.2 m above the floor. The ordinary loudspeakers used as primary sources were set in nine positions, S1 -S9, in the recording room. (8), was set as (0.0, 2.0) m. Therefore, reproduced sound sources were located at V1 -V9 in the reproduction room. As references, real loudspeakers of the same type used in the recording room were also set at V1 -V9. A listener was positioned at L1 -L3. Because the real loudspeakers were higher than the linear loudspeaker array, and the diameter of the stands they were on was 3 cm (Fig. 8) , it can be assumed that the real loudspeakers do not affect the sound field reproduced for the listener, especially at low frequencies. There were six listeners between the ages of 25 and 40. The listener was able to move his or her head while sitting on the chair and to see the position signs at V1 -V9 (Fig. 8) . The height of the listeners' ear-plane was 1.1 -1.3 m. The recording and reproduction rooms were 4.4×8.0×3.0 m and 4.2×6.6×3.1 m, respectively. The reverberation times (T 60 ) of the respective rooms were about 150 and 167 ms. The background noise level of the reproduction room was about 27.9 dBA.
The speech signals of female and male utterances were used as source signals. The source signals were recorded and played at a 48-kHz sampling rate. The duration of each source signal was 4 sec, and the interval between them was 2 sec. Two examples of frequency characteristics of the speech signals are shown in Fig. 9 . The signals of real and virtual sound sources were played randomly 144 times at each listening position; therefore, each source signal was played 8 times. The order of the listening positions was L1, L2, and L3, and the listeners had a break when the listening position was changed. The listeners were asked to report the perceived positions of the sound from V1 -V9. The listeners did not receive any feedback about their performance. Figures 10, 11, and 12 show the average rate of listeners noting each sound source location. The horizontal and vertical axes are target and perceived locations, respectively. Therefore, the accuracy rate is shown on the diagonal line. The sound source locations on the axes are sorted vertically. The results of L1 (Fig. 10) show that the accuracies of real and virtual source localization were generally the same. The accuracy rate of the virtual sound sources at V1 -V3 was relatively low compared with that of the real sound sources. It seems that real sound sources at short distances were more easily localized than virtual ones. Because it is difficult to distinguish the source locations in line with the front-facing position of the listener, i.e., V2, V5, and V8 [2] , [28] , the accuracy rate of V5 and V8 for the real sound sources was distinctly low, and that for the virtual sound sources was higher. It can be considered that a clue to distinguish them was provided by the faster amplitude decay due to the linear array approximation that leads to larger amplitude differences in distances. The results of L2 (Fig. 11) showed a similar tendency to those of L1.
The results of L3 (Fig. 12 ) also showed a similar tendency to those of L1. The accuracy rate of real sound sources at V6 and V9 was distinctly low because these sources were in line with the front-facing position of the listener. Because L3 was almost at the boundary of the reproduction area of V1 for the virtual sound source [24] , its accuracy rate was lower than that of the real one.
These results indicate that the proposed system provides sound localization accuracy for virtual sound sources that is comparable to that for real sound sources in a large listening area despite the presence of several artifacts. Although the reproduced frequency band was limited below 2.8 kHz, it seems that the spatial aliasing artifacts do not have a significant effect on the sound localization accuracy; however, this effect may depend on the source signals. The frequency characteristics of the source signal were also affected by the spatial aliasing artifacts, but this effect was not evaluated in these results. Interestingly, the perceived distances of the reproduced sound sources were more accurate than those of the real sound sources. Although the faster amplitude decay interferes with the perfect reconstruction of the sound field, the difference in the source distances was enhanced. Consequently, further investigation of perceptual effects of the reproduced sound field using more advanced subjective evaluation methods is required.
Conclusion
A real-time sound field transmission system using linear arrays of microphones and loudspeakers was proposed. The linear array configurations can provide a large listening area at a constant height. The received signals of the microphone array can be directly transformed into the driving signals of the loudspeaker array by using the WFR filter. Therefore, the WFR filtering method for linear arrays is suitable for real-time sound field transmission systems. Experiments to measure the reproduced sound field and a subjective lis- tening test of sound localization were conducted to evaluate the proposed system. Even though the reproduced sound field included several artifacts, the proposed system was able to provide sound localization accuracy for virtual sound sources comparable to that for real sound sources in a large listening area.
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