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A STOCHASTIC PRE´KOPA-LEINDLER INEQUALITY FOR
LOG-CONCAVE FUNCTIONS
PETER PIVOVAROV & JESU´S REBOLLO BUENO
Abstract. The Brunn-Minkowski and Pre´kopa-Leindler inequalities ad-
mit a variety of proofs that are inspired by convexity. Nevertheless, the
former holds for compact sets and the latter for integrable functions so
it seems that convexity has no special signficance. On the other hand, it
was recently shown that the Brunn-Minkowski inequality, specialized to
convex sets, follows from a local stochastic dominance for naturally asso-
ciated random polytopes. We show that for the subclass of log-concave
functions and associated stochastic approximations, a similar stochastic
dominance underlies the Pre´kopa-Leindler inequality.
1. Introduction
The Brunn-Minkowski inequality governs the behavior of volume and
Minkowski addition of compacts sets K,L ⊆ Rn:
(1.1) |K + L|1/n ≥ |K|1/n + |L|1/n ;
see [45, 23]. As an isoperimetric principle, (1.1) can equivalently be stated
in the form
(1.2) |K + L| ≥ |K∗ + L∗| ,
where A∗ denotes the Euclidean ball of the same volume as A. In [38], it
is shown that when one specializes to convex bodies K,L ⊆ Rn, then (1.2)
admits a stronger stochastic formulation for random polytopes. Namely,
for each convex body K ⊆ Rn, we sample independent random vectors
X1, . . . , XN uniformly in K and associate a random polytope
[K]N = conv{X1, . . . , XN},
where conv means convex hull. Then sampling independent random vectors
in each of the bodies in (1.2) (on a common underlying probability space
(Ω,A,P)) leads to the following for each α ≥ 0,
(1.3) P(|[K]N + [L]M | > α) ≥ P(|[K
∗]N + [L
∗]M | > α).
By the law of large numbers, as N,M → ∞, the random polytopes con-
verge to their ambient bodies. Thus (1.2) follows from a “local” stochastic
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dominance for random polytopes that naturally approximate convex bod-
ies. Inequalities for the expected volume of the polytopes [K]N have a long
history in stochastic geometry, including Blaschke’s resolution of Sylvester’s
four point problem [6], and its generalizations to higher dimensions by Buse-
mann [13] and Groemer [27]. We explicitly mention only Groemer’s inequal-
ity on random polytopes which is recovered from (1.3) when working with
one body K:
(1.4) E |[K]N | ≥ E |[K
∗]N | .
For related work, see, e.g., [15, 26, 37, 38], [45, Chapter 10] and the references
therein.
The Pre´kopa-Leindler inequality [31, 40, 41] asserts that for integrable
functions f, g, h : Rn → [0,∞) and 0 < λ < 1, if
(1.5) h(λx+ (1− λ)y) ≥ f(x)λg(y)1−λ
for all x, y ∈ Rn, then
(1.6)
∫
h ≥
(∫
f
)λ(∫
g
)1−λ
.
By taking f = 1K , g = 1L, and h = 1λK+(1−λ)L (1.6) implies (1.1). In
this sense the Pre´kopa-Leindler inequality can be viewed as a functional
extension of the Brunn-Minkowski inequality. Related variations of (1.6)
provide a basis for functional versions of Brunn’s principle; see Borell [8],
Rinott [42], Brascamp and Lieb [9, 10]. The reach of the Pre´kopa-Leindler
inequality now extends into various branches of analysis, geometry, proba-
bility, information theory, among other fields; see, e.g., [23, 17, 18, 19, 20, 34]
and the references therein.
As for the Brunn-Minkowski inequality, our focus here is on a form of
(1.6) involving symmetric decreasing rearrangements f ∗ and g∗ (see §2 for
definitions). Brascamp and Lieb proved (1.6) via rearrangement inequalities
through the reverse Young inequality [9]. More recently, Melbourne [35]
derived families of rearrangement inequalities refining (1.6); the version we
study here involves Borel measurable f, g : Rn → [0,∞), 0 < λ < 1 and the
sup-convolution
(f ⋆λ g)(v) = sup{f
λ(x)g1−λ(y) : v = λx+ (1− λ)y},
for which one has
(1.7)
∫
Rn
(f ⋆λ g)(v)dv ≥
∫
Rn
(f ∗ ⋆λ g
∗)(v)dv.
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We will show that a similar “local” stochastic dominance underlies (1.7)
when one focuses only on log-concave functions f and g, i.e., when log f and
log g are concave on their supports.
To define our stochastic model, for each integrable log-concave function f :
Rn → [0,∞), we sample independent random vectors (X1, Z1), . . . , (XN , ZN)
in Rn × [0,∞) according to the uniform Lebesgue measure on the region
under the graph of f :
(1.8) Gf := {(x, z) ∈ R
n × [0,∞) : x ∈ suppf, z ≤ f(x)}.
We denote by [f ]N the least log-concave function supported on the set
conv{X1, . . . , XN} with [f ]N(Xi) ≥ Zi, i = 1, . . . , N . In other words, for
the convex domain
(1.9) Hf,N := conv{(X1, logZ1), . . . , (XN , logZN)},
we set
(1.10) [f ]N (x) := exp (sup{z : (x, z) ∈ Hf,N}) .
This model of approximation works equally well for f ∗. Indeed, when f is
log-concave, the same is true of f ∗. Thus for independent random samples
for each of the log-concave functions f, g, f ∗, g∗, we can now state our main
result.
Theorem 1.1. Let f, g : Rn → [0,∞) be log-concave functions and N,M >
n+ 1. Then, for any α > 0,
P
(∫
Rn
([f ]N ⋆λ [g]M)(v)dv > α
)
≥ P
(∫
Rn
([f ∗]N ⋆λ [g
∗]M)(v)dv > α
)
.
When N,M → ∞, the latter implies (1.7). Thus, in this sense, a “lo-
cal” stochastic dominance underlies the Pre´kopa-Leindler inequality for log-
concave f and g.
There is a solid foundation for extending geometric inequalities from con-
vex sets to log-concave functions or more general classes, e.g., [4, 29, 2, 21,
30, 36, 7, 1]. While a number of isoperimetric inequalities in addition to
(1.1) have found stochastic versions [38], no similar progress has been made
for stochastic functional inequalities. Theorem 1.1 is a first step towards sto-
chastic isoperimetric inequalities for random functions. Working with just
one function f , we obtain a functional analogue of Groemer’s result (1.4)
for random polytopes.
Theorem 1.2. Let f : Rn → [0,∞) be an integrable log-concave function
and N > n+ 1. Then, for any α > 0,
P
(∫
Rn
[f ]N(x)dx > α
)
≥ P
(∫
Rn
[f ∗]N (x)dx > α
)
.
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The techniques from [38] leading to the stochastic Brunn-Minkowski in-
equality (1.3) involve random convex sets. New ingredients are needed to
treat functions and their stochastic approximations. Various proofs of the
Pre´kopa-Leindler (1.6) inequality rely on the Brunn-Minkowski inequality.
Of particular significance to our approach is the work of Klartag [28]; he de-
rives various functional inequalities, including (1.6), as “marginals” of geo-
metric inequalities for convex bodies in higher dimensions. The reduction to
sets in higher dimensions fits well with the stochastic approximation that we
use. In particular, they interface well with multiple integral rearrangement
inequalities of Rogers [43], Brascamp-Lieb-Luttinger [11] and Christ [16].
2. Preliminaries
Let K be a convex set in Rn, θ on the unit sphere Sn−1 and P := Pθ⊥ the
orthogonal projection onto θ⊥. We define uK : PK → R by
uK(y) := u(K, y) := sup{λ : y + λθ ∈ K}
and ℓK : PK → R by
ℓK(y) := ℓ(K, y) := inf{λ : y + λθ ∈ K}.
Notice that, for K convex, uK and ℓK are concave and convex, respectively.
We recall that the Steiner symmetral of a non-empty compact set A ⊆ Rn
with respect to θ⊥, Sθ⊥A, is the set with the property that for each line l
orthogonal to θ⊥ and meeting A, the set l ∩ Sθ⊥A is a closed segment with
midpoint on θ⊥ and length equal to that of the set l ∩ A. The mapping
Sθ⊥ : A → Sθ⊥A is called the Steiner symmetrization of A with respect to
θ⊥. In particular, if K is a convex body
Sθ⊥K = {x+ λθ : x ∈ PK,−
uK(x)− ℓK(x)
2
≤ λ ≤
uK(x)− ℓK(x)
2
}.
This shows that Sθ⊥K is convex, since the function uK − ℓK is concave.
Moreover, Sθ⊥K is symmetric with respect to θ
⊥, it is closed, and by Fubini’s
theorem it has the same volume as K.
Let A ⊆ Rn be a Borel set with finite Lebesgue measure. The symmetric
rearrangement, A∗, of A is the open ball with center at the origin whose
volume is equal to the measure of A. Since we choose A∗ to be open, 1A∗
is lower semicontinuous. The symmetric decreasing rearrangement of 1A is
defined by 1∗A = 1A∗ . We say a Borel measurable function f : R
n → [0,∞)
vanishes at infinity if for every t > 0, the set {x ∈ Rn : f(x) > t} has finite
Lebesgue measure. In such a case, the symmetric decreasing rearrangement
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f ∗ is defined by
f ∗(x) =
∫ ∞
0
1
∗
{f>t}(x)dt =
∫ ∞
0
1{f>t}∗(x)dt.
Observe that f ∗ is radially symmetric, radially decreasing, and equimeasur-
able with f , i.e., {f > t} and {f ∗ > t} have the same measure for each t > 0.
Let {e1, . . . , en} be an orthonormal basis of R
n such that e1 = θ. Then,
for f vanishing at infinity, the Steiner symmetral f(·|θ) of f with respect
to θ⊥ is defined as follows: set f(x2,...,xn),θ(t) = f(t, x2, . . . , xn) and define
f ∗(t, x2, . . . , xn|θ) := (f(x2,...,xn),θ)
∗(t). In other words, we obtain f ∗(·|θ) by
rearranging f along every line parallel to θ. We refer to the books [32, 46]
or the introductory notes [12] for further background material on rearrange-
ment of functions.
3. Approximation of log-concave functions
We start by recalling an approach to derving integral inequalities for func-
tions by using certain higher-dimensional bodies of revolution. This method
was used by Artstein, Klartag and Milman in [2] to extend Ball’s functional
Blaschke-Santalo´ inequality [4]; see [22, 5] for further developments. Such
bodies were also used in the first derivation of the functional affine isoperi-
metric inequality [3]; see also [14]. As we mentioned in the introduction,
Klartag [28] used the method to prove the Pre´kopa-Leindler inequality and
we will review several key points for later use.
A function f : Rn → [0,∞) is called log-concave if log f is concave on its
support. In accordance with the usage of s-concavity in [2, 28], we say f
is s-concave if f 1/s is concave on its support; this is not the same as other
common uses of the term, e.g. [8], however, it fits with the approach taken
here. In particular, any s-concave function, for s > 0, is also log-concave. A
useful approximation of a log-concave function f by s-concave functions fs
is given by
(3.1) fs(x) =
(
1 +
log f(x)
s
)s
+
,
where x+ = max{x, 0}. With this choice, fs ≤ f for all s > 0, and since
a log-concave function is continuous on its support one has fs → f locally
uniformly on Rn as s→∞.
Let (e1, . . . , en+s) be an orthonormal basis of R
n+s = Rn × Rs. For a
measurable function f : Rn → [0,∞), we can associate the set
(3.2) Ksf := {(x, y) ∈ R
n × Rs : x ∈ suppf, |y| ≤ f 1/s(x)},
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where |·| denotes the usual Euclidean norm. With this terminology, Brunn’s
principle means that a function on Rn is s-concave if and only if it is a
marginal of a uniform measure on a convex body in Rn+s. Thus Ksf is
convex if and only if f is s-concave. Moreover,
f(x) = κ−1s
∫
Rs
1Ks
f
(x, y)dy,
where κs is the volume of the s-dimensional Euclidean ball and hence
(3.3)
∫
Rn
f(x)dx = κ−1s
∣∣Ksf ∣∣ .
We also recall the notion of homothety of bodies, the s-Minkowski sum of
two non-negative functions on Rn, and their relation with the set (3.2). Let
λ > 0. We define the function λ ·s f : R
n → [0,∞) to be
[λ ·s f ](x) = λ
sf
(x
λ
)
.
This way Ksλ·sf = λK
s
f so λ ·sf is a functional analog of homothety of bodies,
where if f is an s-concave function, so is λ ·s f . Define also the s-Minkowski
sum of two functions f, g : Rn → [0,∞) as
[f ⊕s g](v) = sup
{(
f(x)
1
s + g(y)
1
s
)s
: v = x+ y, x ∈ supp(f), y ∈ supp(g)
}
whenever v ∈ supp(f)+supp(g). If not, we set [f⊕sg](v) = 0. This function
is s-concave whenever f and g are, and
Ksf⊕sg = K
s
f +K
s
g.
By (3.2) the latter body is convex when f and g are s-concave. Let us also
denote
(f ⋆λ,s g)(v) := ((λ ·s f)⊕s ((1− λ) ·s g))(v),
and, as in the introduction,
(f ⋆λ g)(v) := sup{f
λ(x)g1−λ(y) : v = λx+ (1− λ)y}.
Therefore it follows that
(3.4) Ksf⋆λ,sg = K
s
λ·sf +K
s
(1−λ)·sg = K
s
f +λ K
s
g,
where we have defined
(3.5) K +λ L := λK + (1− λ)L.
In this way, the Prekopa-Leindler inequality is derived in [28] as a “mar-
ginal” of the Brunn-Minkowski inequality in Rn+s when s→∞. We cannot
directly apply the stochastic Brunn-Minkowski inequality (1.3) to the bod-
ies K = Ksf and L = K
s
g as this would involve different measures in each
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dimension n+s and an increasing number of samples in each body. Instead,
we revisit the proof of (1.3) and study operations beyond the convex hull of
points that can be used in our stochastic approach. The following lemma
provides a needed link. Henceforth, we denote the s-dimensional Euclidean
ball centered at a point x ∈ Rn and ρ ≥ 0 by
Bsρ(x) = {(x, ẑ) ∈ R
n × Rs : |ẑ| ≤ ρ}.
Lemma 3.1. Let wi = (xi, zi) ∈ R
n×[0,∞) for i = 1, . . . , N and s ∈ N. Let
T = T{wi},s be the least s-concave function supported on conv{x1, . . . , xN}
such that T (xi) ≥ zi, i = 1, . . . , N , i.e.,
(3.6) T (x) = sup{zs ∈ R : (x, z) ∈ conv{(xi, ri)}
N
i=1},
where ri = z
1/s
i , i = 1, . . . , N . Then
(3.7) KsT = conv{B
s
r1
(x1), . . . , B
s
rN
(xN )}.
Proof. For x ∈ conv{x1, . . . , xN} and ẑ ∈ R
s with (x, ẑ) ∈ KsT , there exists
non-negative c1, . . . , cN with
∑
i ci = 1 such that
|ẑ| ≤ T (x)1/s =
N∑
i=1
ciri,
and x =
N∑
i=1
cixi. Thus, denoting r :=
N∑
i=1
ciri, we have
(x, ẑ) ∈ Bsr(x) ⊆ conv{B
s
r1
(x1), . . . , B
s
rN
(xN)}.
On the other hand, let (x, ẑ) ∈ conv{Bsr1(x1), . . . , B
s
rN
(xN )} so that for some
(ci) with ci ≥ 0,
∑
i ci = 1, (x, ẑ) =
∑N
i=1 ci(xi, ẑi) where ẑi ∈ R
s and
|ẑi| ≤ ri, for i = 1, . . . , N . Therefore,
|ẑ| ≤
N∑
i=1
ciri ≤ T (x)
1/s,
so (x, ẑ) ∈ KsT as desired. 
4. Rearrangements and Steiner convexity
When an isoperimetric principle admits a proof by symmetrization, like
(1.2) for example, it is often meaningful to instead carry out such sym-
metrization on a suitable (product) probability space. In [38], a variety
of isoperimetric inequalities for convex sets are shown to admit stronger
stochastic forms. A key tool in this approach involves multiple integral re-
arrangement inequalities of Rogers [43], and Brascamp-Lieb-Luttinger [11].
Christ’s version [16] of the latter is especially well-suited for stochastic forms
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of isoperimetric inequalities; as in [38], the following formulation is conve-
nient for our purpose.
Theorem 4.1. Let f1, . . . , fN be non-negative integrable functions on R
n
and F : (Rn)N → [0,∞). Then∫
(Rn)N
F (x1, . . . , xN)
N∏
i=1
fi(xi)dx1 . . . dxN
≥
∫
(Rn)N
F (x1, . . . , xN)
N∏
i=1
f ∗i (xi)dx1 . . . dxN ,
whenever F satisfies the following condition: for each θ ∈ Sn−1 and all
Y := {y1, . . . , yN} ⊆ θ
⊥, the function FY : R
N → [0,∞) defined by
FY,θ(t1, . . . , tN ) := F (y1 + t1θ, . . . , yN + tNθ)
is even and quasi-convex.
The condition on F allows the theorem to be proved via iterated Steiner
symmetrization; as in [38], we will call such functions F Steiner convex
(which differs from the terminology in [16]). This condition interfaces well
with generalizations of Steiner symmetrization like shadow systems, e.g.,
[44, 15]; see [38] for further background and references. For context, we
recall only several examples before treating the functionals involved in our
main theorems.
A fundamental example of a Steiner convex function is the absolute value
of the determinant, F (x1, . . . , xn) = |det([x1, . . . , xn])| (when N = n); this is
the key property behind Busemann’s random simplex inequality [13]. More
generally, Groemer [27] showed that for N > n, the functional
(4.1) F (x1, . . . , xN) = |conv{x1, . . . , xN}|
is also Steiner convex. While the latter examples involve points xi, analogous
results hold for convex hulls of Euclidean balls
Bρi(xi) := {u ∈ R
n : |u− xi| ≤ ρi}.
Indeed, in [39], Pfiefer showed that for ρ1, . . . , ρN ≥ 0, the functional
(4.2) F (x1, . . . , xN) = |conv {Bρ1(x1), . . . , BρN (xN )}|
satisfies the Steiner convexity property.
In [37], the functional in (4.1) was generalzed to include operations be-
yond the convex hull. Namely, let C ⊆ RN be a compact convex set; for
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x1, . . . , xN , we view the n× N matrix [x1, . . . , xN ] as an operator from R
N
to Rn. Then
[x1, . . . , xN ]C =
{∑
i
cixi : c = (ci) ∈ C
}
and
(4.3) F (x1, . . . , xN) = |[x1, . . . , xN ]C|
is Steiner convex [37]. In particular, the functionals in the stochastic Brunn-
Minkowski inequality (1.3) and Groemer’s inequality (1.4) fit naturally in
this framework. Indeed, for independent random vectors X1 . . . , XN in K,
and XN+1,. . ., XN+M in L, we have
[K]N = [X1, . . . , XN ]CN
and
[K]N + [L]M = [X1, . . . , XN ]CN + [XN+1, . . . , XN+M ]CM
= [X1, . . . , XN+M ](CN + ĈM),(4.4)
where Ck = conv{e1, . . . , ek} for k = N,M and ĈM = conv{eN+1, . . . , eN+M}.
As noted in [38], convex operations on points in (4.3) can be combined
with Euclidean balls (as in (4.2)) by using the notion of M-addition. The
latter operation was studied in depth by Gardner, Hug and Weil in [25] as a
unifying framework for operations in Lp and Orlicz Brunn-Minkowski theory;
see, e.g., [24, 33] for further references and background. For M ⊆ RN and
subsets K1, . . . , KN in R
n, their M-combination is defined by
⊕M(K1, . . . , KN) =
{ N∑
i=1
mixi : xi ∈ Ki, (m1, . . . , mn) ∈M
}
.
When K1, . . . , KN are convex and M is convex and contained in the posi-
tive orthant, then ⊕M(K1, . . . , KN) is convex [25, Theorem 6.1]. With this
notation, for C =M,
⊕C(Bρ1(x1), . . . , BρN (xN)) =
{ N∑
i=1
ciui : ui ∈ Bρi(xi), c = (ci) ∈ C
}
.
To connect with the bodies of revolution Ksf ⊆ R
n×Rs defined in §3, we use
M-combinations of s-dimenisonal Euclidean balls lying orthogonal to Rn.
Proposition 4.2. Let ρ1, . . . , ρN ∈ [0,∞) and C a convex set contained in
the positive orthant. Then the function F : (Rn)N → [0,∞) defined by
(4.5) F (x1, . . . , xN ) =
∣∣⊕C(Bsρ1(x1), . . . , BsρN (xN ))∣∣
is Steiner convex.
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Proof. We suppose without loss of generality that θ = e1, where {e1, . . . , en}
denotes the standard basis in Rn. Let Y = {y1, . . . , yN} ⊆ θ
⊥. We define
the function FY : R
N → [0,∞) by
FY (t) =
∣∣⊕C(Bsρ1((t1, y1)), . . . , BsρN ((tN , yN))∣∣
=
∣∣∣{∑N
i=1
ci(ti, yi, ẑi) : |ẑi| ≤ ρi
}∣∣∣ .
To check that FY is even we note that the sets involved in the expressions
for FY (t) and FY (−t) are reflections of each other about θ
⊥ and hence have
equal volume.
To prove convexity, let r, t ∈ RN . For a = (ai) in {r, t,
r
2
+ t
2
}, we write
⊕C({B
s
ρi
(ai, yi)}) := ⊕C(B
s
ρ1
((a1, y1)), . . . , B
s
ρN
((aN , yN))).
Let P : Rn+s → θ⊥ × Rs denote the orthogonal projection. Note that
D := P (⊕C({B
s
ρi
(ai, yi)}))
is independent of a. Thus we define as in §2, ua, ℓa : D → R by
ua(v) = u(⊕C({B
s
ρi
(ai, yi)}), v)
and
ℓa(v) = ℓ(⊕C({B
s
ρi
(ai, yi)}), v).
Next, we set u = 1
2
(ur + ut) and ℓ =
1
2
(ℓr + ℓt) and define
E := {(λ, v) : v ∈ D, ℓ(v) ≤ λ ≤ u(v)}.
We claim that
(4.6) ⊕C
({
Bsρi
(
ri+ti
2
, yi
)})
⊆ E.
To see this, let w ∈ ⊕C
({
Bsρi
(
ri+ti
2
, yi
)})
so that for some c ∈ C,
N∑
i=1
ci
(
ri+ti
2
, yi, ẑi
)
=
( N∑
i=1
ci
(
ri+ti
2
)
, y, ẑ
)
,
where y =
∑
i ciyi and ẑ =
∑
i ciẑi Thus for a ∈ {r, t}, we have
N∑
i=1
ci(ai, yi, ẑi) =
( N∑
i=1
ciai, y, ẑ
)
∈ ⊕C({B
s
ρi
(ai, yi)}),
hence ℓa(0, y, ẑ) ≤
∑N
i=1 ciai ≤ ua(0, y, ẑ). Thus,
ℓ(0, y, ẑ) ≤
1
2
N∑
i=1
ciri +
1
2
N∑
i=1
citi ≤ u(0, y, ẑ),
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which shows that w ∈ E and establishes (4.6). Hence
|E| =
∫
D
(u(v)− ℓ(v))dv
=
1
2
∫
D
(ur − ℓr)(v)dv +
1
2
∫
D
(ut − ℓt)(v)dv
=
1
2
∣∣⊕C({Bsρi(ri, yi)})∣∣+ 12 ∣∣⊕C({Bsρi(ti, yi)})∣∣ ,
which completes the proof. 
5. Main proofs
Proof of Theorem 1.2. For (x1, z1), . . . , (xN , zN) ∈ R
n × [0,∞), write wi =
(xi, zi) and let T{wi} be the least log-concave function supported on the set
conv{x1, . . . , xN} with T (xi) ≥ zi, i = 1, . . . , N , i.e.,
(5.1) T{wi}(x) = exp(sup{z : (x, z) ∈ conv{(x1, log z1), . . . , (xN , log zN )}).
With this notation, we set
F (w1, . . . , wN) =
∫
Rn
T{wi}(x)dx.
Let f : Rn → [0,∞) be an integrable log-concave function. Sample indepen-
dent random vectors Wi = (Xi, Zi), i = 1, . . . , N , according to the uniform
Lebesgue measure on Gf (cf. (1.8)). Then the random function [f ]N defined
as in (1.10) satisfies
P
(∫
Rn
[f ]N(x)dx > α
)
= E1{F>α}(W1, . . . ,WN)
=
1
‖f‖N1
∫
N
1{F>α}(w)
N∏
i=1
1[0,f(xi)](zi)dw,
where
∫
N
denotes the integral on (Rn × [0,∞))N and
(5.2) w = (w1, . . . , wN), dw = dw1 . . . dwN .
It is sufficient to prove the theorem for fε(x) := f(x)1{f>ε}(x) for each
fixed ε > 0. To see this, note that (fε)
∗ = (f ∗)ε. Thus if W
ε
i = (X
ε
i , Z
ε
i ),
i = 1, . . . , N are independent random vectors distributed according to the
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uniform Lebesgue measure on Gfε, we have
P
(∫
Rn
[fε]N(x)dx > α
)
= E1{F>α}(W
ε
1 , . . . ,W
ε
N)
=
1
‖fǫ‖
N
1
∫
N
1{F}>α}(w)
N∏
i=1
1[ε,f(xi)](zi)dw.
Since ‖fε‖1 → ‖f‖1 and fε ≤ f , dominated convergence implies
P
(∫
Rn
[f ]N(x)dx > α
)
= lim
ǫ→0
P
(∫
Rn
[fε]N(x)dx > α
)
.
For s > 0 and x ∈ Rn, we define
(5.3) [fǫ]N,s(x) =
(
1 +
log [fǫ]N(x)
s
)s
+
.
For every x, we have almost sure convergence [fε]N,s(x) → [fε]N(x) as
s → ∞. Since [fε]N,s, [fε]N are dominated by f , this implies almost sure
convergence of the integrals
(5.4)
∫
Rn
[fε]N(x)dx = lim
s→0
∫
Rn
[fε]N,s(x)dx.
The latter implies that
P
(∫
Rn
[fε]N (x)dx ≤ α
)
= lim
s→∞
P
(∫
Rn
[fε]N,s(x)dx ≤ α
)
at all continuity points of
(5.5) [0,∞) ∋ a 7→ P
(∫
Rn
[fε]N (x)dx ≤ a
)
.
However, since N > n + 1 and fε is absolutely continuous with respect
to Lebesgue measure, the random variable
∫
Rn
[fε]N(x)dx is positive almost
surely and (5.5) is continuous on [0,∞).
Thus it is sufficient to prove the theorem for [fε]N,s with s large enough.
For s > − log ǫ, we have Ri := Ri(Z
ε
1) := (1 +
logZεi
s
) > 0 for all i ∈
{1, . . . , N}. Then
[fǫ]N,s (x) = sup{z
s ∈ R : (x, z) ∈ Hfǫ,N,s},
where
Hfǫ,N,s := conv {(X
ε
1 , R1(Z
ε
1)) , . . . , (X
ε
N , RN(Z
ε
N))} .
By Lemma 3.1,
Ks[fǫ]N,s = conv{B
s
R1(X
ε
1), . . . , B
s
RN
(XεN)}.
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By (3.3),
(5.6)
∫
Rn
[fε]N,s(x)dx = κ
−1
s
∣∣∣Ks[fε]N,s∣∣∣ .
For z1, . . . , zN ∈ [0,∞), we write ρi = ρi(zi) = (1 +
log zi
s
) and define
Fs((x1, z1), . . . , (xN , zN)) =
∣∣conv{Bsρ1(x1), . . . , BsρN (xN )}∣∣ .
Then for each fixed z1, . . . , zN ,
(x1, . . . , xN) 7→ Fs((x1, z1), . . . , (xN , zN ))
is a Steiner convex function by Proposition 4.2. Applying Fubini, writing
dw = dxdz and invoking Theorem 4.1, we obtain
P
(∣∣∣Ks[fε]N,s∣∣∣ > α) = 1‖fε‖N1
∫
N
1{Fs>α}(w)
N∏
i=1
1[ε,f(xi)](zi)dw
=
1
‖fε‖
N
1
∫
[0,∞)N
(∫
(Rn)N
1{Fs>α}
N∏
i=1
1[ε,f(xi)](zi)dx
)
dz
≥
1
‖f ∗ε ‖
N
1
∫
[0,∞)N
(∫
(Rn)N
1{Fs>α}
N∏
i=1
1[ε,f∗(xi)](zi)dx
)
dz
=
1
‖f ∗ε ‖
N
1
∫
N
1{Fs>α}(w)
N∏
i=1
1[ε,f∗(xi)](zi)dw
= P
(∣∣∣Ks[f∗ε ]N,s∣∣∣ > α) .
The result now follows from (5.6) applied to f ∗ε . 
Proof of Theorem 1.1. For wi = (xi, zi) ∈ R
n×Rs, i = 1, . . . ,M+N , we set
F (w1, . . . , wN+M) =
∫
Rn
T
(N)
{wi}
⋆λ T
(M)
{wi}
(v)dv,
where T
(N)
{wi}
and T
(M)
{wi}
are the least log-concave functions above the collec-
tions {wi}i≤N and {wi}N+1≤i≤M , respectively (as defined as in (5.1)). Then
the stochastic approximations [f ]N , [g]M to f , g satisfy
P
(∫
Rn
[f ]N ⋆λ [g]M(v)dv > α
)
=
1∏M+N
i=1 ‖hi‖1
∫
N+M
1{F>α}(w)
N+M∏
i=1
1[0,hi(xi)](zi)dw,
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where
∫
N+M
is the integral on (Rn × [0,∞))N+M , w and dw are as in (5.2),
hi = fi for i = 1, . . . , N and hi = gi for i = N + 1, . . . , N +M . For ε > 0,
we apply the latter identity with fε and gε and use dominated convergence
to get
P
(∫
Rn
[f ]N ⋆λ [g]M(v)dv > α
)
= lim
ε→0
P
(∫
Rn
[fǫ]N ⋆λ [gǫ]M(v)dv > α
)
.
For ε > 0, we sample independent random vectors {(Xεi , Z
ε
i )}
N
i=1 uniformly
in Gfε and {(X
ε
i , Z
ε
i )}
N+M
i=N+1 uniformly in Ggε. For s > − log ε, we define
[fǫ]N,s, and [gǫ]M,s as in (5.3). Note that for each v ∈ R
n, we have almost
sure convergence
([fǫ]N ⋆λ [gǫ]M)(v) = lim
s→∞
([fǫ]N,s ⋆λ,s [gǫ]M,s)(v).
Since [fǫ]N,s ⋆λ,s [gǫ]M,s and [fǫ]N ⋆λ [gǫ]M are dominated by f ⋆λ g, we can
argue as in the proof of Theorem 1.2 to get, for each α ≥ 0,
P
(∫
Rn
([fǫ]N ⋆λ [gǫ]M)(v)dv ≤ α
)
= lim
s→∞
P
(∫
Rn
([fǫ]N,s ⋆λ,s [gǫ]M,s)(v)dv ≤ α
)
.
Since [fǫ]N,s⋆λ,s[gǫ]M,s is s-concave, the bodyK
s
[fǫ]N,s⋆λ,s[gǫ]M,s
is convex. More-
over, by (3.3),
(5.7)
∫
Rn
([fǫ]N,s ⋆λ,s [gǫ]M,s)(v)dv = κ
−1
s
∣∣K[fǫ]N,s⋆λ,s[gǫ]M,s∣∣ .
Recalling (3.4), we have
Ks[fǫ]N,s⋆λ,s[gǫ]M,s = λK
s
[fǫ]N,s
+ (1− λ)Ks[gε]M,s
= Ks[fǫ]N,s +λ K
s
[gε]M,s
.
Set Ri := Ri(Zi) :=
(
1 +
logZεi
s
)
. By Lemma 3.1, we have
Ks[fǫ]N,s = conv{B
s
R1
(X1), . . . , B
s
RN
(XN)}
= ⊕CN ({B
s
Ri
(Xi)}
N
i=1),
where CN = conv{e1, . . . , eN}. Similarly,
Ks[gǫ]M,s = conv{B
s
RN+1
(XN+1), . . . , B
s
RN+M
(XN+M)}
= ⊕CM ({B
s
Ri
(Xi)}
M
i=N+1),
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where CM = conv{e1, . . . , eM}. Thus if we write ĈM = conv{eN+1, . . . , eN+M},
(which is similar to (4.4)), we have
Ks[fǫ]N,s⋆λ,s[gǫ]M,s = ⊕CN ({B
s
Ri
(Xi)}
N
i=1) +λ ⊕CM ({B
s
Ri
(Xi)}
N+M
i=N+1)
= ⊕CN+λĈM ({B
s
Ri
(Xi)}
N+M
i=1 ).
For z1, . . . , zN+M ∈ [0,∞), write ρi = ρi(zi) = (1 +
log zi
s
) and define
Fs((x1, z1), . . . , (xN+M , zN+M)) =
∣∣∣⊕CN+λĈM ({Bsρi(xi)}N+Mi=1 )∣∣∣ .
Then for each fixed z1, . . . , zN+M , the function
(x1, . . . , xN+M) 7→ Fs((x1, z1), . . . , (xN+M , zN+M))
is Steiner convex by Proposition 4.2. By Fubini and Theorem 4.1, we have
P
(∣∣∣Ks[fε]N,s⋆λ,s[gε]N,s∣∣∣ > α)
=
1∏N+M
i=1 ‖(hi)ε‖1
∫
N+M
1{Fs>α}(w)
N+M∏
i=1
1[ε,hi(xi)](zi)dw
=
1∏N+M
i=1 ‖(hi)ε‖1
∫
[0,∞)N+M
(∫
(Rn)N+M
1{Fs>α}(w)
N+M∏
i=1
1[ε,hi(xi)](zi)dx
)
dz
≥
1∏N+M
i=1 ‖(hi)
∗
ε‖1
∫
[0,∞)N+M
(∫
(Rn)N+M
1{Fs>α}(w)
N+M∏
i=1
1[ε,h∗i (xi)]
(zi)dx
)
dz
=
1∏N+M
i=1 ‖(hi)
∗
ε‖1
∫
N+M
1{Fs>α}(w)
N+M∏
i=1
1[ε,h∗i (xi)]
(zi)dw
= P
(∣∣∣Ks[f∗ε ]N,s⋆λ,s[g∗ε ]N,s∣∣∣ > α) .
The result now follows from (5.7) applied to f ∗ε and g
∗
ε .

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