Following Thurston, we study subgroups of the mapping class group generated by two positive multi-twists. We classify the configurations of curves for which the corresponding groups exhibit certain exceptional behaviors. We also identify a pseudo-Anosov automorphism whose dilatation is Lehmer's number, and show that this is minimal for the groups under consideration. Connections with Coxeter groups, billiards, and knot theory are also observed.
Introduction
The purpose of this paper is to elaborate on the work of Thurston in [46] (see also [30] and [48] ) regarding subgroups of the mapping class group generated by two positive multi-twists, which we refer to as 2-twist groups. Such a group is generically isomorphic to F 2 (the free group on two generators), as the work in [21] illustrates. Theorem 1.1 provides a complete list of the exceptional curve configurations for which the corresponding 2-twist groups fail to be free (see also Theorem 6.1). This is done following a remark made in [46] .
The general case of Theorem 1.1 reduces to the case that the multi-twists are defined by a pair of 1-manifolds which fill the surface. In this situation, there is a singular Euclidean structure for which the 2-twist group acts by affine transformations, and this determines a Teichmüller disk left invariant by the group. One is often interested in the situation that the quotient of a Teichmüller disk by its stabilizer has finite Poincaré area (see e.g. [48] , [22] , [50] , [12] , [20] , [26] , [43] , and [38] ). In this case, the quotient is called a Teichmüller curve, and it is immersed totally geodesically in the moduli space. The proof of Theorem 1.1 requires us to study the configurations whose corresponding 2-twist groups define Teichmüller curves. Theorem 1.2 provides a list of all such configurations. Interestingly, all the associated Teichmüller curves have been studied in the above references, but from a different point of view (see §7).
The original purpose of Thurston's construction was to give explicit examples of pseudo-Anosov automorphisms (see [46] , [13] , and [30] ). In fact, the construction provides a wealth of examples for which the dilatation of each pseudo-Anosov is easily computed (see Theorem 3.1 and §5). Our analysis of this construction allows us to prove that the minimal dilatation of any pseudo-Anosov in any 2-twist group is Lehmer's number (Theorem 1.3). The existence of such an extremal map may be surprising at first glance, given the main theorem of [42] .
Lehmer's number has appeared in several geometric contexts (see e.g. [23] , [37] , [40] ), often with a connection to Coxeter graphs. Examination of the exceptional curve configurations suggests a connection in our situation as well. We provide an explanation for this (see §9), and in the process relate our work with that of McMullen in [37] and Hironaka in [23] .
Statement of main results
Here we state our main theorems (see Sections 2 and 3 for more precise definitions).
On a compact orientable surface S with a finite set of marked points, fix a pair of closed embedded essential 1-manifolds A and B intersecting minimally and transversely. Writing A multi-twist along A is a composition of Dehn twists along each component of A (which may be taken in any order). The multi-twist is said to be positive, if all the Dehn twists are positive. The positive multi-twist along A is completely determined, up to isotopy, by A and we denote this isotopy class by T A .
Theorem 6.1 and Figures 6 -10 describe an explicit list of graphs which we call recessive, while any graph which is not recessive is said to be dominant.
Theorem 1.1 Let A, B ∈ S ′ (S). Then T A , T B ∼ = F 2 if and only if G(A ∪ B) contains at least one dominant component.
Of the dominant graphs, Theorem 6.1 specifies a subset which we refer to as critical.
Theorem 1.2 The Teichmüller curves whose corresponding stabilizers contain 2-twist groups with finite index are precisely those defined by A ∪ B filling S, where G(A ∪ B) is critical or recessive.
When A ∪ B fills S, almost every element is pseudo-Anosov (see Theorem 5.4) . In general, the dilatation of a pseudo-Anosov need not be bounded away from 1 (see [42] , [4] , and [36] ). However, the pseudo-Anosovs appearing in T A , T B are never too close to 1. (see Theorem 8.1 for a more precise statement of Theorem 1.3). Here λ L is Lehmer's number which is the largest real root of Lehmer's polynomial:
λ L was discovered by Lehmer in 1933 [29] and is the smallest known Salem number and Mahler measure of an integral polynomial (see §10.1).
There is a related construction of pseudo-Anosov automorphisms given by Penner in [41] . This is a generalization of a special case of Thurston's construction. The technique for proving that the maps are pseudo-Anosov is much different however. It is easy to see that the dilatation for these automorphisms is bounded below by √ 5, and thus our lower bound by Lehmer's number holds for this case also (see Theorem 8.5) .
We now describe a few examples illustrating Theorems 1.1 and 1.2. We also describe the pseudo-Anosov map from Theorem 1.3 with dilatation realizing λ L . Consider If we take A L = A \ (a 0 ∪ a 5 ) and B L = B \ b 6 , then we will see in Section 8 that T AL T BL is pseudo-Anosov, with dilatation equal to λ L . The paper is organized as follows. Sections 2-4 contain mostly background and notation. We begin in §2 with some basic topology of surfaces and notions from mapping class groups. The section ends with a proof of Proposition 2.1, which reduces Theorem 1.1 to the case of 1-manifolds filling a closed surface (possibly having marked points). In §3 we recall the relevant definitions from the theory of Teichmüller space. Non-negative matrices are discussed in §4 and we prove a couple of elementary lemmas which we will need. Next, in §5 we describe the construction given by Thurston in [46] (see also [13] , [48] , and [30] ) of a singular Euclidean structure which provides the main tool for our analysis. We have also collected some relevant information about certain types of Fuchsian groups at the end of this section and provided some immediate consequences, including Thurston's condition for freeness (Corollary 5.2) . We then use the work from §4 to list all the exceptional (i.e. recessive and critical) configuration graphs in §6, proving Theorems 1.1 and 1.2. After describing the exceptional configurations, we note in §7 that all of these have been previously studied in [48] , [49] , [12] , [50] , [26] , and [43] but in the context of billiards. In particular, this provides a more detailed description of the corresponding Teichmüller curves. In §8 we continue with the analysis of the curve configurations and prove Theorem 1.3. This leads us to §9 where we relate information about certain 2-twist groups to data from associated Coxeter groups using the results of [37] , and to the monodromy of associated fibered links in S 3 (see [23] ). In §10 we provide a few applications of this work and state a few open questions.
Surface topology and mapping class groups
See [46] , [13] , [7] , and [25] for more details.
Surfaces and essential 1-manifolds
Let S = S g,b,n be a smooth, compact, oriented, genus g surface with b boundary components and n marked points. We will ignore the trivial cases, and hence from this point on assume S = S 0,b,n if b + n ≤ 3. Denote byṠ the surface S with the n marked points removed.
Let S ′ (S) denote the set of (isotopy classes of) essential, closed 1-manifolds embedded in S. That is, an element A ∈ S ′ (S) is an embedded 1-submanifold ofṠ, for which every component is homotopically essential inṠ. We also assume that no component of A is isotopic to a puncture oḟ S, although we do allow A to have components isotopic to the boundary ofṠ. As is customary, we will make no distinction between 1-manifolds and the isotopy classes they represent, when no confusion arises.
Note: An element of S ′ (S) is allowed to have several of its components parallel to one-another
When considering elements A, B ∈ S ′ (S) as representative 1-manifolds of their isotopy classes, we will always assume that they meet transversely and minimally. It follows that the configuration graph G(A ∪ B) is well-defined, and we note that it is necessarily bipartite. We also remark that G(A ∪ B) does not uniquely determine A ∪ B ⊂ S (even up to homeomorphism) in general.
We say that A ∪ B fills S if the components of S \ (A ∪ B) are disks, each with at most one marked point, or half open annuli with one boundary component in ∂S. In this case, note that G(A ∪ B) is connected.
Automorphisms
Given A = a 1 ∪ · · · ∪ a n ∈ S ′ (S), a multi-twist along A is the product of Dehn twists along each component,
where ǫ i ∈ {±1}. The positive multi-twist along A, written T A , is the case where ǫ i = 1 for each i = 1, ..., n. Note that because a power of a Dehn twist about a curve a is isotopic to a single twist about several parallel copies of a, there is no loss in generality in taking only single powers in our definition of multi-twist. A homeomorphism (or diffeomorphism)
is called allowable if the boundary and marked points are fixed pointwise by φ. We denote the group of allowable, orientation preserving homeomorphisms (respectively, diffeomorphisms) of S by Homeo + (S) (respectively, Diff + (S)) and the identity component by Homeo 0 (S) (respectively, Diff 0 (S)). Since any homeomorphism is isotopic to a diffeomorphism, we obtain the mapping class group as either of the following quotients Remark. When ∂S = ∅, we must adjust the definition of pseudo-Anosov slightly. Specifically, we require a representative φ of the isotopy class of [φ] to have the above properties, but φ is not required to be an allowable homeomorphism.
When no confusion can arise, we will make no distinction between a homeomorphism and its isotopy class. Next, let S be the surface obtained from S by gluing a disk with one marked point to each boundary component, and write ε : S → S for the inclusion. We let A and B denote the images under ǫ of the 1-manifolds of the same name. The components of S bijectively correspond to the components,
Subsurfaces and reduction to the filling case
and we write these as S 1 , ..., S k . Note that A r ∪ B r fills each component S r , except when S r ∼ = S 0,0,2 . In this situation A r ∪ B r is a single closed curve which is not essential. However, it should be clear from what follows that this technicality may be ignored.
The groups we need to consider are also induces a homomorphism
One can show that the kernel of i * is contained in the kernel of ε * . We write i * : G → G to denote the restriction of i * to G. By construction, i * is surjective. We also note that
which allows us to view G as a subgroup of the direct product
Denote the projection onto the r th factor by
and note that this is surjective.
Suppose now that G r ∼ = F 2 for some r. Since free groups are Hopfian (i.e. they admit no surjective endomorphisms with non-trivial kernel, see [32] ) and G is two-generator (hence a quotient of F 2 ), it follows that π r • ε * : G → G r is an isomorphism, and G ∼ = F 2 . Since i * is surjective, we'll have G ∼ = F 2 if i * is also injective. The kernel of i * is contained in the kernel of ε * , and is therefore contained in the center of G. Since G ∼ = F 2 , the center is trivial and so i * is injective. Now suppose that G ∼ = F 2 , and note that this guarantees that G ∼ = F 2 , again by the Hopfian property. Because the kernel of ε * is central, it follows that G ∼ = F 2 . We need to verify that G r ∼ = F 2 for some r. If this were not the case, then K r = ker(π r ) is a non-trivial normal subgroup of G for each r. An easy induction argument shows that the commutator group
is contained in each K r , and hence must be trivial in G. Since G ∼ = F 2 , any commutator subgroup of non-trivial normal subgroups must be non-trivial. This contradiction proves the proposition. 2 Corollary 2.2 It suffices to prove Theorem 1.1 for S = S g,0,n and A ∪ B filling S.
Teichmüller and moduli spaces
For more details on Teichmüller space and quadratic differentials see [18] , [34] , and [38] .
Let S = S g,0,n and consider the space of complex structures on S, with orientation compatible with the given orientation on S. Diff + (S) acts on this space, and the quotient is called the moduli space of S and is denoted M(S). If we quotient by the action of the subgroup Diff 0 (S) the resulting space is called the Teichmüller space of S, and is denoted T (S). T (S) is the universal orbifold covering of M(S), with covering group Mod(S).
Given
where the infimum is taken over all quasi-conformal homeomorphisms f isotopic to the identity, and K(f ) is the dilatation of f . The action of Mod(S) is by isometries, and so the metric pushes down to M(S).
Quadratic differentials
Let [J] ∈ T (S), and consider the space Q(S, J) of meromorphic quadratic differentials on (S, J) which are holomorphic onṠ, and have at most simple poles at marked points. Any η ∈ Q(S, J) determines a singular Euclidean metric d on S with cone-type singularities having cone angles kπ for k ∈ Z ≥3 at non-marked points and k ∈ Z ≥1 at marked points. It also defines a singular measured foliation F h , called the horizontal foliation, whose leaves are geodesic with respect to d. These leaves are precisely the injectively immersed 1-manifolds γ satisfying η(γ ′ (t)) ≥ 0. Conversely, suppose we are given a singular Euclidean metric d (having the above types of singularities) and a singular foliation F h with geodesic leaves. (d, F h ) defines a complex structure J and quadratic differential η ∈ Q(S, J) which can be described as follows. The singular Euclidean metric is given by an atlas of charts into C on the complement of the singularities for which the transition functions are Euclidean isometries. This defines a complex structure on the complement of the singularities which then extends over this finite set. Requiring that the leaves of F h be sent to horizontal lines by our charts restricts our transition functions to be of the form z → ±z + ω, for some ω ∈ C. We refer to such an atlas of charts as a preferred atlas for (d, F h ). The form dz 2 is invariant under the transition functions and pulls back to the desired form η. The horizontal foliation for η is precisely F h .
We also obtain a locally defined orthonormal basis e 1 , e 2 for the tangent space to any nonsingular point such that e 1 is tangent to F h . Away from the singularities, this basis is globally well-defined by this condition, up to sign (i.e. by replacing {e 1 , e 2 } by {−e 1 , −e 2 }). The dual basis {e 1 , e 2 } defines a 1-form ξ = e 1 + ie 2 , up to sign. The quadratic differential is precisely η = ξ 2 . Note that ξ is globally well-defined precisely when d has no holonomy.
Teichmüller disks and curves
Given [J] ∈ T (S), and η ∈ Q(S, J), there exists a map
which sends g ∈ SL 2 R to a point in T (S) obtained by deforming [J] according to g as follows. Let d be the singular Euclidean metric given by the preferred atlas of charts. An element g ∈ SL 2 R defines a new atlas by composing each chart with g (here we are identifying C with R 2 and g is the obvious R-linear map). The transition functions for the new chart are again of the form z → ±z + ω, and we obtain a new complex structure g · J and quadratic differential g · η. We define f (g) = g · J.
Note that SO(2) does not change the underlying complex structure, and so f factors through a map f : 
Stab(f ) is acting on the Teichmüller disk f (H 2 ) properly discontinuously by conformal automorphisms and when f (H 2 )/Stab(f ) has finite area, its image f (f (H 2 )/Stab(f )) is an algebraic curve totally geodesically immersed in M(S).
If f is a Teichmüller disk defined by η, then every automorphism in Stab(f ) can be realized by an affine automorphism with respect to the associated singular Euclidean metric d. The derivative with respect to the basis {e 1 , e 2 } defines a discrete representation
(this is into PSL 2 (R), rather than SL 2 (R) since the basis is only defined up to sign).
An element of the kernel of DAf leaves the complex structure and the quadratic differential invariant. It follows that such an element fixes the the Teichmüller disk pointwise. Because the action on T (S) is properly discontinuous, the kernel of DAf is finite.
We collect these and other facts into the following theorem for ease of reference. Parts of this theorem have appeared in several different locations (see e.g. [46] , [28] , [48] , [30] ) and the list of attributions is likely longer than it appears here, but we have tried to point out the primary ones.
is discrete, with finite kernel. For g ∈ Stab(f ) \ {1} the following is true:
• if DAf(g) is elliptic or the identity, then g has finite order,
• if DAf(g) is parabolic, then g is reducible and some power of g is a multi-twist, and
where L(DAf(g)) is the translation length of DAf(g).
Remark. In fact, Thurston proves in [46] that DAf lifts to a faithful representation in a finite cover of PSL 2 R.
It is reasonable to believe that H 2 /DAf(Stab(f )) is conformally equivalent to f (H 2 )/Stab(f ). This is almost true, however there is a discrepancy with the orientation (see [38] ).
In particular, Stab(f ) has finite co-area if and only if DAf(Stab(f )) does.
Homology representation
As noted above, η is the square of a holomorphic 1-form ξ = e 1 + ie 2 if and only if d has no holonomy. In this case, the two-dimensional subspace e 1 , e 2 ⊂ H 1 (S; R) is left invariant by the action of T A , T B since the R-span of the vector fields {e 1 , e 2 } is invariant. Moreover, the action on e 1 , e 2 is dual to the action on e 1 , e 2 ∼ = R 2 given by DAf. In particular, the induced action on H 1 (S; R) has a finite kernel. Since finite order automorphisms can never act trivially on homology, we obtain 
Non-negative matrices
Let M be a square, n × n matrix with real entries. The spectral radius of M is the maximum of the moduli of its eigenvalues.
We say that M is non-negative (respectively, positive) if the entries of M are non-negative (respectively, positive) and in this case we write M ≥ 0 (respectively, M > 0). Say that M ≥ 0 is irreducible if for every 1 ≤ i, j ≤ n there is some power, M k , so that (M k ) ij > 0 (see [17] ). If M, M ′ ≥ 0, then write M ≤ M ′ if every entry of M is bounded above by the corresponding entry of M ′ , and write M < M ′ if M ≤ M ′ and for some entry the bound is strict. We similarly define V ≥ 0, V > 0, V ≤ V ′ , and V < V ′ for vectors V and V ′ in R n . The following theorem on irreducible matrices will be useful (see [17] for a proof). 
with either inequality being an equality if and only if U is a multiple of V .
Remark. We define
We refer to the eigenvalue µ in the statement of Theorem 4.1 as the Perron-Frobenius eigenvalue (briefly, PF eigenvalue) of M , and write µ = µ P F (M ). An eigenvector for µ P F (M ) as in Theorem 4.1 is called a Perron-Frobenius eigenvector (briefly, PF eigenvector) for M .
Lemma 4.2 Suppose that M and M
′ are non-negative matrices, M is irreducible, and
Proof. Suppose that M ≤ M ′ . One can check that for every positive integer k and every 1 ≤ i, j ≤ n that the ij-entry of M k is bounded above by the ij-entry of (
All that remains is to verify that if M < M ′ , then one of these inequalities is strict. Suppose first that V is also a PF eigenvector for M ′ , so that
Because all entries of V are positive and since some entry of M is strictly less than the corresponding entry of M ′ , the first inequality above is strict, and we are done. If V is not a PF eigenvector for M ′ , then the second inequality must be strict by Theorem 4.1, and the lemma follows. 2 Given a square matrix M , we will refer to a square block sub-matrix, M 0 , as a ∆-block if the diagonal of M 0 is the restriction of the diagonal of M . For example, the first matrix below is a ∆-block of the third, whereas the second is not.
Suppose that M is irreducible and that M 0 is an irreducible ∆-block. Then
with equality if and only if M = M 0 .
Proof. Suppose M is n × n and M 0 is m × m, and set µ = µ P F (M ), and µ 0 = µ P F (M 0 ). It suffices to assume that m < n, and show that µ P F (M 0 ) < µ P F (M ). By reording the standard basis of R n , we can assume
where X, Y , and Z are m × (n − m), (n − m) × m, and (n − m) × (n − m) sub-matrices. Now let V ∈ R n be a PF eigenvector for M and let V 0 ∈ R m be the vector obtained from V by projecting onto R m ⊂ R n (which we take as the span of the first m standard basis vectors of R n ). Note that for each 1 ≤ i ≤ m, we have
Therefore, by Theorem 4.1, we have
To complete the proof, we must show that one of these inequalities is strict. By Theorem 4.1, the first inequality is an equality precisely when V 0 is a PF eigenvector for M 0 . If this happens, then for every 1 ≤ i ≤ m, we have
The irreducibility of M guarantees that some entry of X must be positive, so that for some 1 ≤ i ≤ m (and hence every i) we have
Therefore, the second inequality above is strict. 2 5 Affine actions for 2-twist groups
Constructing the singular Euclidean structure
In this section, we recall the construction of [46] . Slight variations are also described in [30] , [48] , and a special case in [13] .
Consider the surface S = S g,0,n and suppose that A ∪ B fills S. Viewing A ∪ B as a graph on S, the components of S \ A ∪ B are then the (interiors of) faces of this graph. Thus, each face is a disk (with at most one marked point) which we may view as a 2k-gon for some k ∈ Z. Since A and B are assumed to intersect minimally, any face containing no marked points must have at least four edges. As usual, write A and B in terms of their components
Let Γ A,B be the dual graph to A ∪ B embedded in S so that the vertex of Γ A,B dual to a face with a marked point is that marked point. Γ A,B defines a cell division of S, which we also denote by Γ A,B , each 2-cell of which is a rectangle. Every rectangle contains a single arc of some a i and a single arc of some b j intersecting in one point (see Figure 2 ). Note that every vertex which is not a marked point of S must have valence at least 4 by the previous paragraph. One can now define a singular Euclidean structure on S using Γ A,B by declaring each rectangle to be a Euclidean rectangle. The choice of Euclidean rectangles is of course subject to the condition that whenever two rectangles meet along an edge, the shared edge must have the same length in each rectangle. It follows that we obtain one real parameter for each component of A and of B, corresponding to the length of the edge which that component meets. This defines a complex structure and meromorphic quadratic differential as in Section 3 by taking the orthonormal basis ±{e 1 , e 2 } to have e 1 parallel to the edges which B transversely intersects, and e 2 parallel to the edges which A intersects.
Since we want T A , T B to act by affine transformations with respect to this structure, we choose these rectangle parameters as follows. Define N = N A,B to be the n × m matrix whose ij-entry is i(a i , b j ). The connectivity of A ∪ B guarantees that N N t is irreducible (here N t is the matrix transpose of N ). Let V be a PF eigenvector for µ = µ P F (N N t ). Notice that for the same reason, N t N is also irreducible, and setting
. With this choice of V and V ′ , note that we also have
We now make any rectangle of Γ A,B containing arcs of a i and b j into a Euclidean rectangle for which the sides transverse to a i have length V i and the sides transverse to b j have length V ′ j (see 
Similarly, the rectangles containing arcs of b j fit together to give a Euclidean annulus of length V 
We now verify that T A and T B are represented by affine transformations with respect to this structure. The derivative of the affine map for T A (in terms of ±{e 1 , e 2 }) is given by
To see this, first construct the affine twist on each of the Euclidean annuli described above and note that it has the desired derivative. Since each of the twists is the identity on the boundary of its defining annulus, they all piece together to give a well-defined affine homeomorphism with the correct derivative. Similarly, the derivative of the affine representative of T B is
Fuchsian groups
Here we note a few facts concerning the Fuchsian groups which occur as the images of 2-twist groups under DAf. See [44] , [5] , and [47] for more details on Fuchsian groups.
For µ > 0, set
Recall that the convex core of a hyperbolic manifold M , denoted C(M ), is the smallest convex sub-manifold for which the inclusion is a homotopy equivalence.
• for µ > 4, H 2 /Γ µ has infinite area and C(H 2 /Γ µ ) ∼ =Ṡ0,1,2.
• for µ = 4, H 2 /Γ µ ∼ =Ṡ0,0,3
In particular, Γ µ has finite co-area if and only if µ ≤ 4.
Proof. If µ ≥ 4, one can construct a fundamental domain for the action of Γ µ on H 2 , as is shown in Figure 4 in the upper half-plane model. Identifying the faces of this fundamental domain gives the quotient When µ < 4, we note that T r(γ 0µ γ 1µ ) = 2 − µ 2 ∈ (−2, 2), and so γ 0µ γ 1µ is elliptic. Because Γ µ is discrete, γ 0µ γ 1µ must have finite order, and so Γ µ ∼ = F 2 .
The Gauss-Bonnet formula for the area of a hyperbolic orbifold X with genus g, n cusps, and cone points p 1 , ..., p k says
where o(p i ) is the order of the cone point p i . We use this formula to verify that H 2 /Γ µ is a triangle orbifold: using the Dirichlet domain construction centered at the point 2i, one can check that the resulting fundamental domain must be contained in the set shown in Figure 5 . This is the set
Note that the area of this region is less than 2π, and consequently Area(H 2 /Γ µ ) < 2π. The conjugacy classes of parabolics correspond bijectively to the cusps of H 2 /Γ µ . Suppose γ 0µ and γ 1µ represent distinct cusps (so there are at least 2 cusps). If there were a third cusp, the area would have to be at least 2π. This contradiction shows that there are exactly 2 cusps. Similar reasoning implies that the genus is 0 and there is exactly one cone point (note that each cone point adds at least π to the area), so H 2 /Γ µ is a triangle orbifold. If γ 0µ and γ 1µ represent the same cusp, then there is an element of Γ µ taking 0 to ∞. This guarantees that the orbifold has area at most half that of the region shown in Figure 5 , and so Area(H 2 /Γ µ ) < π. Using the area formula and reasoning as above, we see that H 2 /Γ µ must have genus 0, exactly one cusp and 2 cone points. 2 We now state several corollaries. The first, which follows from Theorem 3.1, Lemma 5.1, and the Hopfian property for free groups, is precisely the remark made in [46] . Proof. The hyperbolic elements of Γ µ = π 1 (H 2 /Γ µ ) are precisely those elements corresponding to loops that are freely homotopic to closed geodesics. All loops that are not homotopic to cusps have such a representative, and so the corollary follows from Theorem 3.1 and Lemma 5.1. 2
Remark. When µ < 4, Γ µ also has precisely 3 conjugacy classes of cyclic subgroups which make up all non-hyperbolic elements. However, DAf is not necessarily an isomorphism in this case, so we only know that all non-pseudo-Anosov elements map by DAf to one of 3 cyclic subgroups, up to conjugacy.
Translation length bounds
The connection between translation lengths and dilatations is provided by Theorem 3.1. This is the basis for the proof of Theorem 1.3, and so to apply this we will need a few elementary facts concerning translation lengths in the Fuchsian groups Γ µ . As Lemma 5.1 shows, for µ ≤ 4, H 2 /Γ µ is a triangle orbifold. Furthermore, triangle orbifolds can have no closed embedded geodesics, so the following is an immediate consequence of Theorem 11.6.8 of [5] . 
For the remaining cases, we have the following.
Lemma 5.6 When µ > 4, the smallest translation length of a hyperbolic element of Γ µ is realized (uniquely up to conjugacy) by γ 0µ γ 1µ , and is given by 2 log(λ), where λ is the larger root of
Remark. The larger root λ of the polynomial in the lemma is readily seen to define an increasing function of µ > 4.
(with the punctures represented by cusps), any geodesic γ determines a conjugacy class represented by an element which we also call γ ∈ Γ µ . The translation length of γ (equivalently, the length of the geodesic γ) is given by 2 log(λ) where λ is the spectral radius of γ. A simple cut-and-paste argument shows that the single geodesic making up the boundary of the convex core is uniquely the shortest. This geodesic is represented by γ 0µ γ 1µ .
The representation of the projective class of γ 0µ γ 1µ by a matrix which we have chosen has T r(γ 0µ γ 1µ ) = 2 − µ < 0, so we see that −λ satisfies the characteristic equation. Therefore, λ is the larger root of the polynomial given in the statement of the lemma. 2
The exceptional configurations
In this section we describe the recessive and critical graphs. We suppose that A ∪ B fills S and hence G(A ∪ B) is connected. We say that G(A ∪ B) is recessive if µ P F (A ∪ B) < 4, and that it is dominant otherwise. If µ P F (A∪B) = 4, then we say that G(A∪B) is critical. Of course, with these definitions, Theorem 1.1 and Theorem 1.2 follow immediately from Corollary 5.2 and Corollary 5.3 However, in this section we will give an explicit list of all recessive and critical graphs.
The graphs shown in Figure 6 are called cyclic chains. The cyclic chain with 2c vertices, c ≥ 1, is denoted by P 2c . A straight chain is a graph of the type shown in Figure 7 . The straight chain with c ≥ 1 vertices is denoted A c .
We refer to the graphs shown in Figure 8 as 1-hangers and denote them by D c , where c ≥ 4 is the number of vertices. The graphs shown in Figure 9 are called 2-hangers, and are denoted Q c , where c ≥ 5 again denotes the number of vertices.
Finally, there are six other graphs of interest which do not fall into any of the four types already mentioned, and we refer to them simply as E 6 , E 7 , and E 8 (top row of Figure 10 ) and R 7 , R 8 , and R 9 (bottom row of Figure 10 ).
Remarks.
1. The symbols A c , P 2c , etc. are the standard names for the Coxeter graphs shown (with the exception of P 2 ). The descriptive names (e.g. cyclic and straight chains) are meant to indicate what the configurations of curves on the surface look like.
2.
With regard to Theorem 1.2, we note that all of the graphs shown in Figures 6-10 can be realized as the configuration graphs for some A ∪ B filling a surface S g,0,n , except A 1 , which is included because of Theorem 1.1. , , , ... , , ... , , , , ,
Theorem 6.1 The recessive graphs are precisely the straight chains, 1-hangers, E 6 , E 7 , and E 8 . The critical graphs are precisely the cyclic chains, 2-hangers, R 7 , R 8 , and R 9 .
To simplify the proof, we first prove two lemmas. For notational convenience, we make no distinction between a vertex of G(A ∪ B) and the component of A or B which it represents, referring to both objects by the same name.
For any 1-submanifolds A 0 ⊂ A and B 0 ⊂ B, where A 0 ∪B 0 is connected, we say that G(A 0 ∪B 0 ) is a sub-configuration of G(A∪B). It is a proper sub-configuration if either inclusion is proper. Note that G(A 0 ∪ B 0 ) is the largest subgraph of G(A ∪ B) with vertex set corresponding to components in A 0 ∪ B 0 .
The inequality is strict if and only if the sub-configuration is proper.
Proof. Let N and N 0 be the intersection matrices for A ∪ B and A 0 ∪ B 0 respectively (see §5). Write 
and the ij-entry of M 0 is given by
′ be the ∆-block of M associated to the first n 0 × n 0 entries, we are saying
To complete the proof we assume that the sub-configuration is proper and show that this implies the inequality is strict. In this situation either n 0 < n, or n 0 = n and m 0 < m. In the first case, Lemma 4.3 implies µ P F (M ′ ) < µ P F (M ), which gives the desired strict inequality. In the second case, note that the irreducibility implies that for some 1
Lemma 6.3 The straight chains, 1-hangers, E 6 , E 7 , and E 8 are recessive. The cyclic chains, 2-hangers, and R 7 , R 8 , and R 9 are critical.
Proof. Note that any straight chain is a proper sub-configuration of some cyclic chain, any 1-hanger is a proper sub-configuration of a 2-hanger, and E 6 , E 7 and E 8 are proper sub-configurations of R 9 . Therefore, by Lemma 6.2, the first statement of the lemma will follow from the second.
To compute µ P F (A ∪ B) using the configuration graph we must label the A-vertices a 1 , ..., a n of G(A∪B). Once this is done, we see that (N N t ) ij is calculated as follows. For each a i in A and each vertex b adjacent to a i , we consider the number of edges connecting b to a i . When i = j, (N N t ) ij is the sum over every vertex b adjacent to both a i and a j of the product of these numbers. Similarly (N N t ) ii is the sum of the squares of these numbers as b varies over all vertices adjacent to a i .
Case 1. Cyclic chains.
Choose and label the A-vertices, a 1 , a 2 , ..., a n cyclically around the chain as in Figure 11 .
The irreducible matrices for n = 1, 2, 3, 4, 5 are then respectively given by 
In all cases, the vector with all entries equal to 1 is a PF eigenvector with eigenvalue 4. So the cyclic chains are critical graphs. 
In all cases, the PF eigenvalue is 4, so these are critical graphs.
Subcase 2. c odd.
Choose and label the A-vertices as in Figure 13 . The irreducible matrices and eigenvectors for c = 5, 7, 9 are then respectively given by 
In all cases, the PF eigenvalue is 4, so these are also critical graphs.
Case 3. R 7 , R 8 , and R 9 .
Choose and label the A-vertices as in Figure 14 .
, ,
The irreducible matrices and eigenvectors for R 7 , R 8 and R 9 are respectively given by
Each of these matrices has PF eigenvalue 4, so these are critical graphs. This completes the proof. 2
Proof of Theorem 6.1. We let G(A ∪ B) be a recessive or critical graph, and show that it must be one of the types listed in the statement of the theorem. Appealing to Lemma 6.3, this will prove the theorem. We label the components of A and B (equivalently, the vertices of G(A ∪ B)) by
Let M = N N t be the irreducible matrix for A ∪ B. Since reversing the roles of A and B does not change the PF eigenvalue, we will allow ourselves this freedom when convenient. We can obviously assume that both A and B are non-empty. We may now assume, without loss of generality, that i(a i , b j ) ≤ 1 for all i and j. We write
Note that by our assumption, i(a i , B) = M ii . We may now assume without loss of generality, that i(a i
Suppose there were another 3-valent vertex. The smallest connected subgraph of G(A ∪ B) containing two 3-valent vertices, and all the edges which they meet, defines a sub-configuration
which is a 2-hanger. If A 0 ∪ B 0 = A ∪ B, then we are done. Otherwise, Lemma 6.2 implies that µ P F (A ∪ B) > 4, a contradiction.
All that remains is to consider the case that there is exactly one 3-valent vertex. In this case, the homeomorphism type of the tree is that of a tripod, with the combinatorial type being completely described by the un-ordered triple of lengths of the branches (see Figure 15 ).
Remark. The length of a branch is its edge length, not the number of vertices in that branch. which correspond to E 6 , E 7 , E 8 , R 9 , R 8 , respectively. Any other tripod with a length 1 branch is of the form (1, p, q) with p ≥ 3 and q ≥ 4, or p ≥ 2 and q ≥ 6. These contain R 8 and R 9 , respectively, as proper sub-configurations and so have PF eigenvalue strictly greater than 4 by Lemma 6.2, which is a contradiction. If no branch has length 1, G(A ∪ B) contains R 7 as a sub-configuration. If the containment is proper, the PF eigenvalue is greater than 4 by Lemma 6.2, which is a contradiction. 2
Triangle groups and recessive configurations
Consider A ∪ B filling S = S g,0,n with G(A ∪ B) recessive. From Lemma 5.1 we know that DAf( T A , T B ) = Γ µP F (A∪B) is a non-free Fuchsian triangle group. Since we can list all recessive configurations, it would be nice to have a description of the associated Fuchsian groups (or equivalently, the associated Teichmüller curves). In this section, we provide such a description.
Another construction of Teichmüller curves is given by Veech in [48] and [49] and by Earle and Gardiner in [12] (following Veech). While the singular Euclidean metrics they construct rarely agree with any of the ones we have been studying, they often define the same Teichmüller disks. As we will see below, their construction gives a different description of the Teichmüller curves associated to all of the recessive configurations, with the exception of E 6 , E 7 , and E 8 . In particular, it is easy to decide what these Teichmüller curves are (see Propositions 7.1 -7.3).
The remaining three cases can be explicitly computed by constructing the Dirichlet domain as in the proof of Lemma 5.1 (see Proposition 7.4). These curves have also appeared in the literature, having been studied by Vorobets in [50] and by Kenyon and Smillie in [26] (see also [48] and [43] ). Verifying that these are the same curves is a tedious trigonometric exercise which we omit. It is interesting to note that the Teichmüller curves coming from recessive configurations also appear as special curves in the study of billiards in non-obtuse Euclidean triangles (see §7.4).
Propositions 7.1 -7.4 describe the Teichmüller curves for each of the recessive graphs. These are all triangle orbifolds, and so are described by an unordered triple (p 1 , p 2 , p 3 ) where p i ∈ Z ≥2 ∪ {∞} is the order of a cone point (or ∞ in the case of a cusp), for i = 1, 2, 3.
1-hangers
The following is the construction given by Earle and Gardiner (see [12] for more details). Consider a regular 2k-gon, ∆ 2k , with k ∈ Z ≥2 , embedded in the plane with two vertical edges. Identifying opposite edges by Euclidean translations we obtain a surface S of genus k 2 or k−1 2 depending on whether k is even or odd, respectively. Because the gluings are by isometry, we obtain a singular Euclidean structure d 2k on S, and the foliation by horizontal lines provides a holomorphic quadratic differential η 2k (this restricts to dz 2 on ∆ 2k ). Let α 2k = π k and β 2k = α 2k
2 . Note first that the counter-clockwise rotation about the center of ∆ 2k defines an isometry of (S, d 2k ) of order 2k. We denote this by ρ 2k .
We also see that the horizontal foliation of η 2k has all closed leaves, decomposing S into annuli. There are
annuli depending on whether k is even or odd, respectively. Let B be the essential 1-manifold which is the union of the cores of the annuli, taking two parallel copies of the core of the annulus meeting the two vertical sides of ∆ k (see Figure 16 ). T B acts by an affine transformation leaving this foliation invariant, having derivative
Rotate the horizontal foliation by an angle β 2k (i.e. multiply η 2k by e iα 2k ). This rotated foliation also has all closed leaves, decomposing S into annuli in another way. Here there are k 2 or k−1 2 annuli depending on whether k is even or odd, respectively. Let A be the union of the cores of these annuli. T A also acts by an affine transformation, with derivative
One can now verify that T A T B = ρ 2k . We also note that DAf(ρ 2k ) ∈ PSL 2 R has order k (which is half its order in SL 2 R). It is not hard to see that no power of T A can be conjugate to 
a power of T B in Mod(S). This implies that DAf(T A ) and DAf(T B ) represent different cusps in
, which is therefore the (k, ∞, ∞)-triangle orbifold.
As is indicated in Figure 16 , G(A ∪ B) can be shown to be the 1-hanger D k+1 , when k ≥ 3 (for k = 2, we get A 3 ). Since the (k, ∞, ∞)-triangle orbifold is a minimal orbifold with 2 cusps (i.e. it does not cover any other orientable orbifold with 2 cusps), any other element of the stabilizer of the corresponding Teichmüller disk fixes that disk pointwise, which proves Note that n + m = k, and let B ′ = B \ b 0 . We may replace T B by the following isotopic homeomorphism
Now construct a 2-fold cover π : S → S (which is a branched cover when k is odd) for which all components of A and of B ′ \ b 1 lift to loops, but the preimage of b 1 is a connected double cover of b 1 . Writing A = π −1 (A) and B = π −1 (B ′ ), it is easy to see that T A and T B cover T A and T B ′ , respectively. Moreover, these act as affine transformations with respect to π * (η 2k ) with derivatives
So, H 2 /DAf( T A , T B ) is again the (k, ∞, ∞)-triangle orbifold. B has 2m − 1 components, A has 2n components, and we have G(A ∪ B) = A 2k−1 . As in the previous section, this implies Remark. Veech studied these examples prior to Earle and Gardiner by explicitly constructing the surface S from two regular 2k-gons in the plane, identified along an edge. S is obtained by identifying opposite sides of the resulting non-convex polygon.
Straight chains A c , with c even
The following construction is due to Veech (see [48] , [49] , and [12] ).
For k ∈ Z ≥1 we consider two regular (2k + 1)-gons, ∆ 0 2k+1 and ∆ 1 2k+1 , in the plane sharing a horizontal edge, and denote the non-convex polygon which is their union by ∆ 2k+1 . Identifying opposite sides of ∆ 2k+1 we obtain a genus k surface, which we denote by S.
In the same fashion as above, we obtain a singular Euclidean metric d 2k+1 on S and a quadratic differential η 2k+1 , which restricts to dz 2 on ∆ 2k+1 . Let α 2k+1 = defines an isometry ρ 2k+1 of (S, d 2k+1 ) of order 2k + 1. There is also an involution σ 2k+1 obtained by rotating ∆ 2k+1 about the center of the edge shared by ∆ 0 2k+1 and ∆ 1 2k+1 . Note that σ 2k+1 is in the kernel of DAf.
The horizontal foliation has all closed leaves, and so decomposes S into k annuli. Let B be the union of the cores of these annuli. Then T B acts on S by affine transformations with derivative
Next, we let A = ρ k+1 2k+1 (B). Equivalently, A is obtained as follows. Rotate the horizontal foliation of η 2k+1 through an angle (k + 1)α 2k+1 . This has the same effect as rotating through an angle β 2k+1 = (k + 1)α 2k+1 − π (and hence multiplying η 2k+1 by e iα 2k+1 ). This foliation has all closed leaves and decomposes S into annuli, the union of the cores of which are precisely A.
Now one can check that
So that we see
Thus, DAf(T A ) and DAf(T B ) are conjugate in DAf( T A , T B ), and so as in the proof of Lemma 5.1, we see that H 2 /DAf( T A , T B ) is a triangle orbifold with one cusp. It is straightforward to verify that this is the (2, 2k + 1, ∞)-triangle orbifold (indeed, DAf( T A , T B ) may be appropriately conjugated so that the region shown in Figure 5 , intersected with the unit disk in C, is a fundamental domain for the group). Since B has k components, A has k components, and one can check that G(A ∪ B) = A 2k . This is a minimal orbifold, and so we obtain 7.4 E 6 , E 7 , E 8 , and billiards There are 3 cases which have not appeared in the above list, namely when G(A∪B) is one of E 6 , E 7 , and E 8 . In these three cases, one can verify directly that µ P F (A∪B) is given by 2+ √ 3 = 4 cos 2 ( As mentioned above, these examples also appear elsewhere. To describe them, and indicate their significance, we briefly recall a few notions from the study of billiards in Euclidean polygons (see [27] and [35] ).
Let P ⊂ R 2 be a compact rational polygon, that is, the angle at every vertex is rational multiple of π. Associated to P is a surface S P and a holomorphic quadratic differential η P for which the geodesics correspond to trajectories of billiards in P . To construct S P , first consider the dihedral group D 2k generated by reflections in the lines through the origin in R 2 , parallel to the sides of P . Let P = g∈D 2k gP be the disjoint union of the images of P under the linear action by D 2k . We view the components gP as having a well defined embedding in R 2 , up to translation. The group D 2k acts on P in an obvious way, and we form the surface S P as the quotient of P obtained by identifying an edge e of P with its image ge, for g ∈ D 2k , if e and ge are parallel (with the same orientation). dz 2 is defined on each polygon and pieces together to give a well-defined quadratic differential η P on S P . The polygon P is said to be a lattice polygon if (S P , η P ) defines a Teichmüller curve in M(S P ).
Consider the case where P is an acute, isosceles triangle with apex angle of the form
Carrying out this construction of (S P , η P ) gives the surface and quadratic differential constructed from the regular 2k-gon in §7.1 when k is odd, and from §7.2 when k is even. When P is a right triangle with the smallest angle of the form π k , k ∈ Z ≥4 , this construction gives the surface and quadratic differential constructed from the regular k-gon in §7.1 when k is even, and in §7.3 when k is odd. Therefore, these triangles are lattice triangles.
In [26] , Kenyon and Smillie prove that these are the only acute isosceles and right triangles which are lattice triangles. To complete the picture for non-obtuse triangles, they also conjecture (and verify for a large number of examples) that there are precisely three acute, non-isosceles lattice triangles. These are the triangles with angles given by
This conjecture is proven by Puchta in [43] . The examples (a) and (b) were described by Vorobets in [50] where the surfaces (along with their quadratic differentials) are referred to as ω 3,4 and ω 3,5 , respectively (to see the triangles in Figures 4 and 5 of [50] , add the barycenters of each of the regular polygons shown to the vertex set and "connect the dots" appropriately). (a) is also mentioned in [48] . Example (c) is discussed in [26] . By constructing appropriate annuli in each of these examples, one can verify that the Teichmüller curves defined by the construction above for the triangles (a), (b), and (c) are precisely the those associated to the recessive configurations E 6 , E 8 , and E 7 , respectively!
Uniqueness
The constructions in the previous sections realizing A ∪ B for each of the given recessive configuration G, can be modified by requiring some of the vertices of Γ A,B (the dual graph to A ∪ B, see §5) to be marked points of the surface (similarly for realizations of E 6 , E 7 , and E 8 ). If we wish to remain in the situation of (possibly marked) closed surfaces, these are the only modifications which can be done. In particular, we have Proof. Let G be a recessive graph, and take a disjoint union of annuli, one for each vertex of G. Because G is bipartite, we may color the vertices (with colors A and B) so that no two vertices of the same color are adjacent. Label the cores of the A-annuli by a 1 , ..., a n and the B-annuli by b 1 , ..., b m . We may now use the edges of G as instructions for plumbing together the corresponding annuli (see §7.F of [45] for more on plumbing). Because G is a tree with at most one valence 3 vertex, there is a unique way to do this, up to homeomorphism, depending on G. 2
Note that for each of the realizations of recessive configurations on surfaces which were described in the previous sections, the corresponding quadratic differentials are squares of holomorphic 1-forms (the same is easily verified for E 6 , E 7 , and E 8 ). Therefore, the following is a consequence of Proposition 7.5 and Corollary 3.3.
Corollary 7.6 If G(A ∪ B) is recessive, then the action of T A , T B on homology is faithful.
Remark. From the constructions described in the previous sections, it is easy to see that for G(A∪B) either a 1-hanger or a straight chain, the homomorphism DAf is not injective on T A , T B . For G(A ∪ B) = E 6 , since DAf(T A T B ) has order 6 (which is even) DAf cannot be injective in this case either. One can check that in the two remaining cases, E 7 and E 8 , that DAf is injective.
8 Dilatation bounds
Lehmer's number
In this section, we prove Remark. I would like to thank Joan Birman for pointing out that the number obtained as the minimal dilation was Lehmer's number.
Theorem 8.1 For any surface S, any A, B ∈ S ′ (S), and any pseudo-Anosov element
The next lemma is the key to proving Theorem 8.1.
Lemma 8.2 If A ∪ B is connected and µ
P F (A ∪ B) > 4, then µ P F (A ∪ B) ≥ µ L ≈ 4
.0264179, with equality if and only if S, A, and B satisfy the conditions of Theorem 8.1.
Here µ L is the largest root of the polynomial (all of whose roots are real)
Assuming this lemma, let us prove the theorem.
Proof of Theorem 8.1. Set µ = µ P F (A ∪ B). DAf maps T A , T B onto Γ µ , and by Theorem 3.1 the dilatation of any pseudo-Anosov φ ∈ T A , T B is given by exp( 
so that the possible dilatation for an element of T A , T B is bounded below by
When µ > 4, Lemma 8.2 says µ ≥ µ L (with equality only in the situation described by the theorem). By Lemma 5.6 (and the remark following it) the smallest possible translation length for an element of Γ µ is bounded below by 2 log(λ L0 ) where λ L0 is the larger root of
In this minimal situation x = λ L0 and y = µ L satisfy the pair of equations
Eliminating y we see that λ L0 satisfies
So, λ L0 = λ L is a lower bound for the dilatation of any pseudo-Anosov, and this is attained precisely in the situation described by the theorem. 2
We now set out to prove Lemma 8.2.
Proof of Lemma 8.2.
We suppose that µ = µ P F (A ∪ B) > 4 and write
We need to show that µ ≥ µ L ≈ 4.0264179, with equality only in the situation described by the theorem. Appealing to Lemma 6.2, it follows that if i(a i , b j ) ≥ 3 for any i and j, then µ is at least 9. We may thus assume that for all i and j, i(a i , b j ) ≤ 2.
Suppose that for some i and j, we have i(a i , b j ) = 2. If n = 1 = m, then G(A ∪ B) = P 2 and Theorem 6.1 implies µ = 4 contrary to assumption. Therefore, one of A or B must have more than one component. Connectivity of A ∪ B then guarantees that a i or b j must intersect some other curve in B or A, respectively. Suppose a i , say, intersects another component
We may now assume that for every i and j, we have i(a i , b j ) ≤ 1. If i(a i , B) or i(A, b j ) is at least 5, then a sub-configuration of G(A ∪ B) has PF eigenvalue at least 5 (since the irreducible matrix satisfies M ii = i(a i , B) ). We may therefore also assume that these intersection numbers are at most 4.
If i(a i , B) = 4 for some i (or i(A, b j ) = 4 for some j), then since G(A ∪ B) cannot be a 2-hanger by Theorem 6.1, A ∪ B must contain some sub-configuration G(A 0 ∪ B 0 ) as shown in Figure 17 .
The irreducible matrices for these are A calculation shows that the PF eigenvalues for these are approximated (from below) by 4.3027, 5.2360, 6.5413, and 8, respectively. Therefore µ > 4.3027 > µ L by Lemma 6.2. Therefore, we may further assume that for all i and j, i(a i , B) ≤ 3 and i(A, b j ) ≤ 3. There are then two cases depending on whether or not G (A ∪ B) is a tree.
Case 1. G(A ∪ B) is a tree.
Since G(A ∪ B) cannot be a straight chain by Theorem 6.1, we see that there is at least one 3-valent vertex of G(A ∪ B).
If there is only one 3-valent vertex, then G(A ∪ B) must be a tripod, with edge lengths we denote by (p, q, r). A calculation shows that the last two have PF eigenvalues which are approximated (from below) by 4.0614, and 4.1149, respectively. The first matrix has PF eigenvalue µ L , which is the largest root of its characteristic polynomial
Therefore µ ≥ µ L by Lemma 6.2, with equality exactly when G(A ∪ B) is the tripod with lengths (1, 2, 6 ). If G(A∪B) contains another 3-valent vertex, then there is a proper sub-configuration G(A 0 ∪B 0 ) which is a 2-hanger with an additional edge hanging off (see Figure 18) .
If the distance between the valence 3 vertices in G(A 0 ∪ B 0 ) is at least 5, then there is a subconfiguration G (A 1 ∪ B 1 ) of G(A 0 ∪ B 0 ) whose configuration graph is a tripod with side lengths (1, 2, 6 ). Since we have already seen that µ P F ( Because G(A ∪ B) cannot be a cyclic chain, we fix a minimal length cycle in G(A ∪ B), and note that there must be an additional edge of the graph which meets this cycle in just one vertex (otherwise there is a shorter cycle). If this cycle has length at least 10, then we can find a subconfiguration, G(A 0 ∪ B 0 ), which is a tripod with side lengths (1, 2, 6 ).
If the cycle contains fewer than 10 edges, then because all cycles have even length, either the cycle has length 4, 6, or 8 (a cycle of length 2 implies i(a i , b j ) ≥ 2 for some i and j, which we are assuming is not the case). The irreducible matrices for such sub-configurations are respectively We have thus shown that if µ > 4, then µ ≥ µ L , and that equality holds if and only if G(A ∪ B) is the (1, 2, 6 ) tripod. Let A = A L and B = B L as in §1.1. The dual graph to A L ∪ B L (see §5) has exactly one vertex. As in the proof of Proposition 7.5, one can check that the only other realization of A ∪ B in a surface S with G(A ∪ B) being the (1, 2, 6) tripod, comes from the one in §1.1 by declaring the vertex to be a marked point, or removing an open disk neighborhood from the vertex. 2
We observed the following in the proof of Theorem 8.1 as a consequence of Theorem 3.1 and Lemma 5.6. We state it here as a convenient reference for later.
Proposition 8.3 For any surface S, and any connected G(A ∪ B) which is dominant and not critical, the dilation of any pseudo-Anosov
with equality if and only if φ and (T A T B ) ±1 are conjugate. Moreover, λ(T A T B ) is the larger root of
Penner's construction
As we noted in the introduction, Penner also gives a general construction of pseudo-Anosov automorphisms in [41] which we describe now. 
where N, ǫ k , δ k ∈ Z ≥0 . That is, G (A, B) consists of all possible products of positive Dehn twists about components of A and negative Dehn twists about components of B.
There is a sub-semi-group G 0 (A, B) consisting of all elements of G(A, B) for which every component of A and B is twisted along non-trivially at least once in the above product. In [41] , Penner proves Note that G 0 (A, B) contains all the elements of T A , T B representable as words in T A and T B where T A (respectively, T B ) appears with all positive (respectively, negative) exponents. However, this is a relatively small subset of G 0 (A, B) , as most elements of G 0 (A, B) do not obviously lie in T A , T B . Thus, Penner's construction generalizes a particular case of the construction we have been considering.
The method which Penner uses to prove Theorem 8.4 allows one to easily obtain the following bound.
Theorem 8.5 The dilatation of any element of
The proof we give uses the methods described in [41] . We refer the reader to that paper for a more complete description of those techniques.
Proof. Fix an element φ ∈ G 0 (A, B). As in [41] , we will consider φ 2 instead of φ. Since λ(φ 2 ) = (λ(φ)) 2 , it suffices to prove that λ(φ 2 ) ≥ 5. At each intersection point of a component a l of A with a component b s of B, apply a homotopy of b s so that it meets a l as in Figure 19 . The union of the resulting curves is a bigon track, τ (this is essentially a train track except we have weakened the non-degeneracy condition on complementary regions, allowing bigons). Let us denote the branches by β 1 , ..., β K . Next, we represent φ 2 as a product of Dehn twists in a particular way so that φ 2 (τ ) is easily seen to be carried by τ . For each component c of A and of B one takes two push-offs, c ± , one on each side of c. We then express φ 2 as a product of twists along the push-offs, rather than the original curves. Because every curve which we twist along in φ shows up twice as many times in φ 2 , we can arrange that we twist along both push-offs in φ 2 . We do this so that we twist along all positive push-offs in the first application of φ and then along negative push-offs in the second application. Thus, if φ is given by the product in (2), we have
For each a 
In particular, suppose that a l and b s intersect in at least one point ξ, and let β i + , β i − , β j + , β j − be the branches of τ around ξ as indicated in Figure 21 . The pq-entries of R Figure 21 : The branches around the intersection point ξ.
Now, the incidence matrix M describing τ carrying φ 2 (τ ) is given by the product
It is not hard to see that one of M (A, B) ). So, we may write
where X t = I + Y t , and Y t is a non-negative integral matrix, for 0 ≤ t ≤ 3, and σ ∈ {+, −}. Expanding this out, we see that
where Z is a non-negative integral matrix. Using the above values for (R c ± ) pq , one can check that each of the first 5 matrices in this last sum has a positive entry in the (i ± ) th rows. It follows that the sum of the entries in each of the (i ± ) th rows of M is at least 5. The β i ± were arbitrary branches contained in A: a l and b s were arbitrary, and every branch in A is adjacent to some intersection point. Therefore, every row of M with index corresponding to a branch in A has the sum of its entries being at least 5. A similar argument can be made for branches contained in B, and thus it follows that every row of M has sum at least 5. Appealing to Theorem 4.1, we see that the PF eigenvalue of M is at least 5: take U to be the vector with all entries equal to 1, and apply the first inequality of the theorem.
The following lemma, which is implicit in the proof of Theorem 8.4 given in [41] completes the proof. 2 Lemma 8.6 (Penner) The PF eigenvalue of M is λ(φ 2 ).
Coxeter groups and Coxeter links
The purpose of this section is to relate our work to some other appearances of Lehmer's number in particular geometric contexts. We refer the reader to [24] , [37] , [23] , and [11] for more details.
Remark. I am grateful to Walter Neumann who pointed out that the graphs obtained in Section 6 were already known to be Coxeter graphs defining spherical and affine Coxeter groups. This observation led to the work presented in this section.
Graphs and groups
A graph G for which each edge is labeled by an element of Z ≥3 ∪ {∞}, and for which there are no cycles of length less than 3 is called a Coxeter graph. Let Σ = {s 1 , ..., s K } be the vertices of G. The restriction on cycle length implies that for each s i and s j in Σ, there is at most one edge between s i and s j , and we denote the label on this edge by m ij . We complete this set of numbers to a matrix by declaring m ii = 1 for every i, and m ij = 2 if i = j and s i is not adjacent to s j . A Coxeter graph G is said to be of small type if all labels are equal to 3. For convenience we adhere to the following standard convention. When depicting a Coxeter graph by a diagram, we label only those edges with labels in Z ≥4 ∪ {∞}. Any unlabeled edge is understood to be implicitly labeled by a 3.
Given a Coxeter graph, G, we define the corresponding Coxeter group, denoted C( G), by the presentation
where we understand an exponent of ∞ to mean that the corresponding relation is empty. The pair consisting of the group C( G) and the specified generating set Σ is called a Coxeter system. We will make no distinction between the vertices of G and the generating set Σ. Given a Coxeter system (C( G), Σ), a special subgroup of C( G) is any subgroup generated by a proper subset Σ 0 ⊂ Σ. These special subgroups are precisely the Coxeter groups associated to the largest subgraph of G having Σ 0 as its vertex set. An element of C( G) is said to be essential if it is not conjugate into any special subgroup.
For bipartite Coxeter graphs G, there is a special element of C( G) defined as follows. Since the graph is bipartite there exists a partition Σ = α ∪ β so that no two α-vertices (respectively, β-vertices) are adjacent. The product of the elements of α (respectively, β) defines If A, B ∈ S ′ (S), and i(a i , b j ) ≤ 1 for every i and j, then we may view G = G(A ∪ B) as a Coxeter graph of small type. We say that A ∪ B is of small type in this situation, and this will be our primary case of interest.
Remark. More generally, for any A, B ∈ S ′ (S), we obtain a Coxeter graph from G(A ∪ B) by collapsing all edges between two vertices to a single edge, and labeling the resulting edge by the number of edges in the preimage under the collapse, plus 2. Note that Coxeter graphs which occur in this way are precisely those which are bipartite.
Geometric representation of C( G)
Suppose that G is a connected Coxeter graph. There is an associated quadratic form Π G on R |Σ| and a faithful representation Θ :
where O(Π G ) is the orthogonal group of the quadratic form Π G , and each generator s i ∈ Σ is represented by a reflection. Up to equivalence over R, there are precisely four possibilities for the form Π G (see [24] ). These are characterized by the signature, sgn(Π G ), and |Σ|. Accordingly, the group C( G) is said to be:
• hyperbolic if sgn(Π G ) = (p, 1) and p + 1 ≤ |Σ|, and
When G is of small type, this quadratic form is easily described in terms of the associated adjacency matrix, Adj = Adj( G). This is the symmetric matrix whose ij-entry is 1 or 0 depending on whether or not the vertices s i and s j are adjacent in G. The quadratic form is then defined by the matrix 2I − Adj
Because G is connected, it follows that Adj is an irreducible matrix. Moreover, one easily see that the group C( G) is:
• affine iff µ P F (Adj) = 2, and
• hyperbolic or higher-rank iff µ P F (Adj) > 2.
When A, B ∈ S ′ (S) and A ∪ B is connected, we recall that N is the matrix of intersection numbers of components of A with components of B (see Section 5). The following is immediate from the various definitions. 
• G(A ∪ B) is critical if and only if C( G) is affine, and • G(A ∪ B) is non-critical dominant if and only if C( G) is hyperbolic or higher-rank
In [37] , McMullen proves the following (see also [6] and [1] ).
Theorem 9.3 (McMullen) Suppose that C( G) is hyperbolic or higher-rank, and G is bipartite.
Then over all essential g ∈ C( G), the spectral radius of Θ(g) is minimized by the bi-colored Coxeter element g = σ α σ β , and is given as the larger root of the polynomial
Moreover, among all hyperbolic or higher-rank Coxeter groups, the minimal spectral radius is uniquely minimized for the Coxeter group coming from the (1, 2, 6) tripod, and the minimal spectral radius is precisely λ L .
The fact that λ L appears as the extremal dilatation in the 2-twist group and the extremal spectral radius in the Coxeter group, both associated to the (1, 2, 6) tripod, is justified by the following. Proof. Corollary 9.2 implies that C( G) is hyperbolic or higher-rank, while Theorem 9.3 and Proposition 9.1 imply that the minimal spectral radius is the larger root of
According to Proposition 8.3, this is precisely the minimal dilatation of any pseudo-Anosov automorphism of T A , T B . 2
Relating homomorphisms
Given a Coxeter graph G, one can construct another group called the Artin group associated to G, which we denote by A( G). A presentation for this group is given by
where R ij is the relation
for m ij odd
In particular, there is an epimorphism
In the case that G is of small type, Crisp and Paris in [11] define a homomorphism
where S is a certain surface with boundary. Rather than describe completely their construction, we highlight the key features necessary for our observation and refer the reader to [11] for full details:
• For each generator s i ∈ Σ, there is one embedded essential curve in the surface S which we denote by σ i .
• For each i = j, σ i and σ j meet in m ij − 2 points.
• The surface S is equal to a regular neighborhood of σ 1 ∪ · · · ∪ σ |Σ| .
• The homomorphism Φ CP takes each generator s i to the Dehn twist T σi .
When G is bipartite with partition Σ = α∪β, and of small type, the partition defines a partition of the curves on S. The union of the curves coming from vertices in α (respectively, β) is an essential 1-manifold which we denote by A (respectively, B). Our construction of the configuration graph is a 1-sided inverse to the construction of S given in [11] (Crisp and Paris are essentially finding a particular realization). We remark that the homeomorphism type of the surface which they obtain in general depends on an ordering of the vertices, which is why this is only a one-sided inverse (cf. the proof of Proposition 7.5, where there is some uniqueness).
As in the Coxeter group case, there are special elements σ α and σ β , defined by the product of all α generators and the product of all β generators, respectively. There is also the bi-colored element σ α σ β . Now we note that Φ CP restricts to an epimorphism
Composing this with DAf, we obtain a representation of σ α , σ β into P SL 2 (R). On the other hand, restricting Ψ to σ α , σ β and composing with the geometric representation Θ of C( G), we obtain a representation of σ α , σ β into O(Π G ).
The following is simply an observation that the homomorphisms Φ CP and Ψ fit the information of Corollary 9.4 neatly together. An essential element of A( G) is any element whose image under Ψ is essential.
Coxeter links
In [23] , Hironaka provides a construction of a fibered link in S 3 which depends on a Coxeter graph of small type (as well as some additional data). This expresses the link complement as the mapping torus of an automorphism of the fiber called the monodromy. We will see that under certain hypotheses, the monodromy is the pseudo-Anosov of minimal dilatation in a particular 2-twist group of the fiber.
We now describe Hironaka's construction (for more details, see [23] ). A chord diagram is a collection of straight arcs L = {l 1 , ..., l K }, called chords, in the unit disk D ⊂ R 2 connecting mutually disjoint pairs of points on the boundary of D. The chord diagram defines a Coxeter graph G of small type as follows. The vertices Σ are identified with the chords of L, and two vertices s i and s j are joined by an edge if and only if the corresponding chords intersect nontrivially (see Figure 22) . If L is a chord diagram defining a Coxeter graph G, we say that L is a realization of G, and that the graph is realizable. Suppose that G is a realizable Coxeter graph. An ordering on the vertices Σ = {s 1 , ..., s K } (equivalently, an ordering on the chords L = {l 1 , ..., l K }) gives rise to a fibered link as follows. Recall that a Hopf band H is an annulus spanning a Hopf link L. For each chord we plumb a righthanded Hopf band onto the disk in S 3 so that the core of the band agrees with the chord in the disk. We do this in the order specified by the ordering of the chords (see Figure 23) . We denote the resulting surface by S, and its boundary by L = ∂S. It is well known that L is a fibered link (see [16] ).
Remark. We are plumbing the surfaces in S 3 , not just abstractly (see [16] ). Therefore, the order in which we do the plumbing affects the link type. Finally, if we orient the chords in a chord diagram so that the ordering is compatible with the orientation, then the resulting link is said to be a Coxeter link. The compatibility here simply means that for i > j, the chord s i must intersect the chord s j positively (if at all). The ordering of the chords in Figure 23 is compatible with the orientations.
The following is proved in [23] . 
and φ * is the automorphism of H 1 (S; R) induced by φ. If the spectral radius of φ * is greater than 1, then it is bounded below by λ L .
According to [15] , the monodromy of a fibered link obtained by (generalized) plumbing of two fibers is the composition of the two monodromies (see [15] for a more precise statement). The monodromy for a Hopf link (with fiber a right-handed Hopf band) is a positive Dehn twist about the core of the band. It follows that the monodromy of the Coxeter link constructed above is the product of Dehn twists about the cores of the plumbed on Hopf bands (the product is taken, from left to right, in the order given by the ordering of the chords).
Suppose now that a chord diagram has bipartite Coxeter graph G with vertices Σ colored by α and β, and there is an ordering of the vertices so that for all s i ∈ α and s j ∈ β, we have i < j. We call this a bi-colored ordering with respect to α and β. The cores of the Hopf bands associated to α (respectively, β) give an essential 1-manifold A (respectively, B) in the surface S. It is easy to see that G = G (A ∪ B) .
The previous two paragraphs imply Theorem 9.7 In the setting of Theorem 9.6, if we further assume that the ordering is a bi-colored ordering with respect to α and β, then φ = T A T B .
Remarks.
1. The compatibility of the orientations guarantees that the singular Euclidean structure defined by A ∪ B on S has no holonomy (see §2.3 and §5). In this case, the invariant foliations for any pseudo-Anosov φ ∈ T A , T B are orientable. It follows easily from [46] (see also [13] ) that the spectral radius of φ * is equal to the dilatation λ(φ). This relates Theorem 1.3 and Theorem 9.7 to the last part of Theorem 9.6 and the appearance of λ L .
2.
There is another construction of fibered links for which Dehn twists and Coxeter diagrams appear very naturally. This is described by A'Campo in [2] , [3] , and the references contained therein. Although we have not fully investigated this, it seems likely that this construction is closely related to the one described above.
Applications and questions
Here we provide a few applications of our work and state a few interesting questions.
Lehmer's question, Salem numbers, and Teichmüller curves
The interest in Lehmer's number stems from a problem in number theory known as Lehmer's question (see [29] ). To state it, we recall that given a monic integral polynomial p( A Salem number is an algebraic integer λ > 1, such that the Galois conjugates include λ −1 and all lie in the unit disk (except λ). Note that a Salem number is equal to the Mahler measure of its minimal polynomial. In particular, an affirmative answer to the following (see [9] and [19] ) would be a consequence of such an answer to Lehmer's question. Lehmer's number is a Salem number, so of course the best guess for ǫ is λ L . Because of this question, one is generally interested in "small" Salem numbers. There are currently 47 known Salem numbers less than 1.3, including λ L (see [9] , [10] , [39] , and also [14] ). However, we only obtain 5 small Salem numbers as dilatations of pseudo-Anosovs in 2-twist groups. This set consists of all but 1 of the Salem numbers obtained by McMullen in [37] as spectral radii of certain elements of Coxeter groups. Of course, this is not at all surprising, given Corollary 9.4.
As we have mentioned, the dilatations we obtain from pseudo-Anosov automorphisms in 2-twist groups are not at all representative of the general case (see [42] ). In particular, we ask Given that the dilatations we are obtaining are naturally occurring as spectral radii of hyperbolic elements in certain non-elementary Fuchsian groups, we would be remiss not to mention the following (see [40] , [31] , and also [19] ). However, because the non-cocompact arithmetic Fuchsian groups are necessarily commensurable with P SL 2 Z, relatively few of the 2-twist groups even inject into arithmetic groups.
Unexpected multi-twists and the 3-chain relation
The work in this paper has a connection to a problem posed by McCarthy at the 2002 AMS meeting in Ann Arbor, MI. This was to determine the extent to which the lantern relation in the mapping class group is characterized by its algebraic properties (in particular the intersection patterns of the defining curves). Two different solutions to this were obtained, independently by Hamidi-Tehrani in [21] , and by Margalit in [33] .
This question asks us to decide when an element in a 2-twist group (defined by simple closed curves A and B) can again be a multi-twist. One could ask the same question more generally, i.e. for A and B not necessarily connected. The answer is given, to a certain extent, by Corollary 5.4, Theorem 3.1, and Theorem 6.1. We do not spell this out here, but instead provide a partial answer to a related question posed by Margalit in [33] . I am grateful to Joan Birman for pointing this out to me.
In [33] , it is asked to what extent the n-chain relation can be characterized. The n-chain relation is the relation (T a1 T a2 · · · T an ) k = M where:
• a 1 , ..., a n are essential simple closed curves on a surface with i(a i , a i+1 ) = 1, i = 1, ..., n − 1, and all other intersection numbers 0,
• M is either T d or T d1 T d2 , where d or d 1 ∪ d 2 is the boundary of a regular neighborhood of a 1 ∪ · · · ∪ a n (depending on whether n is even or odd respectively), and
• k = 2n + 2 for n even, and k = n + 1 for n odd.
Margalit gives a characterization for n = 2, which we state here. We note that although our work has been primarily concerned with groups generated by two multi-twists, we can in fact obtain a similar characterization of the 3-chain relation. x , we obtain
k Also, T z T x is a multi-twist since [T x , T z ] = 1 implies i(x, z) = 0. Constructing S from S, z ∪ x, and y as in §2.3, Corollary 5.4 tells us that µ P F (y ∪ (z ∪ x)) ≤ 4 (otherwise T y T z T x , and all of its powers, would be pseudo-Anosov on S, contradicting the fact that some power is a multi-twist). So G(y ∪ (z ∪ x)) is either critical or recessive. The only such graph with 3 vertices is the straight chain A 3 . 2
