Nonnegative Matrix Factorization (NMF) 
Introduction
Fast growing internet data poses a big challenge for text mining. Among the many practical problems, topic extract and document clustering are one of the core issues in web information mining. For example, in order to be helpful for the users, search results clustering based on content can save them more time to find relative content information what they are interested in, and topic extract plays an important role in improving the search quality. * This work is partially supported by Natural Science Foundation of China under grant No.60073007 and No.60121302.
To represent the content of document, one can use Vector Space Model. In this model, each document d is considered to be a vector in the term-space. The weight of each word is computed in term of various weight strategy (e.g. TFIDF, TF and so on). To avoid polysemy, synonym noise and curse of dimensionality effect, low-dimensionality representation is desirable for computational efficiency and storage purpose. There are usually two types of methods to achieve this goal: " feature extraction" and "feature selection ". In this paper, we focus on the former which implicates more semantical information. Normally, matrix factorization is a popular technique for feature holistic extraction in information retrieval and in text category [10] [12] [13] [14] [17] , such as Latent Semantic Analysis (LSA), Non-negative matrix factorization (NMF), and so on.
Compared with LSA which is a direct method that transforms the occurrence matrix into the essential relationships between some concepts and the terms, or the documents in the low-dimensionality semantical space by taking advantage of some linear algebra skills, NMF method has been proven effective, and yet, more reasonable interpretation for potential topics [9] [10] [11] [12] [14] [17] . Non-negative matrix factorization (NMF) (X ≈ W H, W ≥ 0, H ≥ 0), which is pursuit of spare representation in term of non-negative bases, turns out to be an effective approach for discovering latent semantic factors model. It imposes non-negativity constraints in learning the projection vectors. The elements of the projection vectors, i.e., bases, together with the low dimensional representations, are all non-negative. This ensures that the basic projection vectors shall be combined to form a term-by-document matrix in a non-subtractive manner.
ble of incorporating some additional prior knowledge. It is desirable to have a new NMF technique that can provide flexible framework to catch semantically more meaningful latent factors and enhance discriminant power for classification task.
On the other hand, there are many pairwise information for document content on internet world, such user clicking record, webpage hyperlink, manual label, and so forth. Generally, these pairwise constraints are easy to be obtained in practice and are beneficial to clustering or classification. To deal with the above problems, a novel technique for pairwise constraints-guided nonnegative factorization has been provided in this paper.
The rest of this paper is organized as follows: The related works firstly is introduced in Section 2. The main work is presented in Section 3: Section 3.1 describes the motivations of this work and defines the problem setting. section 3.2 expatiates our approach for Non-negative subspace analysis under pairwise constraints situation. Section 4 depicts some theoretical aspects of algorithm and analyzes the convergence of PCNMF. The detailed experimental results on both classification task and clustering task were presented in Section 5. Section 6 concludes with future work.
Related work
Document clustering is one of the fundamental issue for topic detection and Tracking, document content summarization and filtering.
Lee and Seung [13] firstly utilized NMF to text documents and demonstrated the ability of NMF to tackle semantic issues such as synonymy. As a low-rank approximations method, NMF is a natural tool for a clustering procedure. Xu et al. [22] described clustering experiments with NMF, wherein they claimed that the NMF surpasses the latent semantic index and the spectral clustering methods on accuracy and simplicity. Ding et al. [10] proposed a variant of NMF, called orthogonal Nonnegative Matrix Trifactorizations, to achieve better performance for document clustering. An application to email surveillance was discussed in [3] . Cao et al. [5] applied NMF for topic tracking and document clustering in on-line manner. Other related work on the algorithms aspect of NMF and its application about text analysis was presented in the literature [4] . An interesting discussion on the relationship between NMF an PLSI was published in [9] , the authors give a equivalence relationship under mild condition.
Following that the Lee and Sueng's work [13] , many researchers have developed a various extensions of NMF in the different context. One direction on this issue is pursuit of the sparsity and smooth representation in favor of semantical interpretation [12] [17] [16] ; Speedup or approximation algorithm is another hot topic, some alternative iteration methods have been proposed [3] [4] . In this paper, we focus on NMF method with prior pairwise constraints for improving document clustering performance and the interpretablity of factors.
The Proposed Method
Throughout this paper, we use lowercase boldface letters to denote vectors and uppercase bold letters to denote matrices, if not stated specially. A + indicates the Moore-Penrose pseudo-inverse of a matrix A, and T r(A) means the trace operator of the corresponding matrix A.
Problem statement
In general, the tradition NMF problem can be formally expressed as follows [4] : 
where · denotes Frobenius norm.
Conceptually, W is often thought of as a basis matrix, and H is a mixing factor matrix associated with the data in X. Note that the traditional NMF does not provide us with a unique solution if we can find a full rank square matrix R such that X = W RR −1 H, W R ≥ 0, R −1 H ≥ 0, A possible R is a rotation matrix, which is an orthogonal matrix with R T R = I, where I depicts the identity matrix. As aforementioned in the last section, many data analysis tasks will benefit from utilizing domain knowledge, such as class labels, pairwise constraints or other diverse form information. In this paper, we only consider the pairwise constraints situation. Pairwise constraints specify whether a pair of data instances are similar (i.e., maybe come from the same class) or not, and are often called must-link or cannot-link constraints. They naturally arise in many practical problems. For simplicity of presentation, let M be the set of unordered must-link pairs such that (x i , x j ) ∈ M implies x i and x j should be assigned to the same class, and C be the set of unordered cannot-link pairs such that (x i , x j ) ∈ C implies x i and x j should be assigned to different classes.
Recall that the low-rank representation is given by H from the Problem 3.1. It can also be viewed as the projection results under the transformation P : X → H,
For constraint sets must-link M and cannot-link C derived from the original space, we hope that the new representation distribution in the transformed space can keep all pairwise constraints relationship, that is ,
where ∼ denotes that the pairwise points are affinity, while = represents that the separability between the relative data exists. Mathematically, we can define pairwise constraints problem as follows: 
Problem 3.2. (Pairwise Constraints Problem) Suppose the data matrix
where α is a suitable constant and 
The motivation behind the proposed approach is actually quite straightforward. Recall that the solution of the Problem 3.1 is often not presenting uniqueness. Suppose we obtained a solution set S of the problem 1, we attempt to find an optimum pair (W * , H * ) ∈ S satisfies the constraints Eq.3. The limitations of previous models lead us to consider a different framework for handling pairwise constraints in Non-negative Matrix Factorization framework. We evaluate the proposed approaches on high-dimensional text clustering problems and experimental results are promising.
Pairwise Constraints-guided Nonnegative Matrix Factorization Model
In this section, we combine the above two problems in a unified framework. In fact, pairwise constraints idea is not novel in the document clustering field, such as spherical kmeans algorithm [7] , semi-supervised kmeans algorithm [19] , and information theoretic co-clustering algorithm [6] . Semi-supervised clustering learning [1] has considered these prior informations as supervised information or side information [21] . However, how to incorporate pairwise constraints in NMF framework is an interesting issue. Given a set of pairwise data constraints, we aim to project the original data to a low-dimensional nonnegative space, in which must-link instance pairs are close and cannot-link pairs far apart.
Similarly to local NMF [15] and Fisher NMF [20] , we propose a formulation that leads to particularly efficient factorization algorithm in a subsequent classification/clusting stage. In order to incorporate discriminant constraints into the NMF decomposition we substitute the pairwise constraints for the locality constraints of LNMF. In this way, modified divergence can be constructed that is derived from the minimization of the original Problem 3.1. Then, the new constrained NMF problem can be expressed as:
where d M and d C are defined as Eq. 4. From the part-based approach perspective, the pairwise constraints strongly imply that instances (image/docment) will share more the same components in the same class than the different classes. The intuition behind Eq. 5 is to take the total Euclidean distance of the different class pairwise samples in the transformed low-dimensional space as large as possible, while the same measure involved by the must-link as small as possible. Therefore, this way will guarantee the discriminant power in the transformed space. To attack the above problem Eq. 5, we concentrate on investigating the properties of the second term F 2 of Eq. 5. For simplicity, here we only consider Euclidean measure for d M and d C . Note that F 2 indeed acts as a regularization term over variable W or H, and can be rewritten as a concise form in matrix:
or be represented as
where
Note that Eq.7 is equivalent to Eq.6 under the X ∼ W H assumption. Hence we only consider the former representation here. With simple algebra formulation, the objective function Eq.6 can be reduced to
where D is a diagonal matrix; its entries are column (or row, since A is symmetric) sum of A, D satisfies the constraint [2] .
Differing from the standard NMF, the constraints in the proposed approach strongly encourage that the data point (image/text) will share more the same components in the same class than the difference classes, which is consist with our intuition for observation. Here, we also notice that the second term F 2 indeed acts as a regularization term, the penalty term would prohibit the wild decomposition and make the solution more robust for classification task.
So far, the objective function Eq.5 can be easily rewritten as follows
In the next section, we will discuss how to solve this optimization problem.
Algorithm for PCNMF
In this section, we present a multiplicative algorithms for solving Eq.8. The most of NMF factorization algorithms are usually found using iterative algorithms, see [8] [14] for details.
Summary of the algorithm
For the convenient of presentation, we first summarize the whole iteration framework of PCNMF as follows: 
Justification of PCNMF algorithm
Firstly, we introduce the KKT condition of the multiobject optimization problem Eq. 8 by the following lemma (we omit the proof details here, the interested reader can refer to the related nonlinear programming textbook).
Lemma 4.1. Necessary conditions for (W , H)
to solve the nonnegative matrix factorization problem Eq. 8 are
where ⊗ denotes the Hadamard product.
Next we summarize the update rule details into theorem 4.2 under the KKT condition: (13) w ij ← w ij (XH T ) ij (W HH T ) ij (14) Recall that the predefined criterion is usually non-convex which causes many local optimal solutions, the iterative procedure for optimizing the criterions usually makes the final solutions heavily depend on the initialization and algorithm. To make the solution robust, we take the strategy purposed by Xu et.al. [22] to impose normalization W , that is , to assure each row vector of W to have a unit variance. The cost function is invariant under these updates if and only if W and H are at a stationary point of the distance metric.
The proof can be done by finding an auxiliary function in the EM-like setup [14] . Because of the limit of space, we omit it here.
Generally, we use a fixed number of iterations as secondary stopping criteria. However, the selection of the maximum number of iteration is problem-dependent.
Convergence of the PCNMF algorithm
The update rules are derived by flip-flop algorithm, that is, fixing one variable and alternatingly updating the other. The convergence proof is based on the auxiliary function [14] and briefly illuminated here. Let G(θ, θ k ) be an auxiliary function for the cost function F (θ) ( to be minimized Figure 1 shows convergence is guaranteed for the final quadratic distance in practical iterative procedure. Of course, the convergence rate depends on the related iteration algorithm.
Advantages of PCNMF
As for NMF method, the unstable solution may lead to the wild factors, which are unsuitable for discriminating document categories. In contrast, PCNMF imposes the same class to share more similarity on topic and keep the separatability of the different classes in the projected basis space. Though PCNMF does not offer the unique solution either, it boosts the discriminative ability in the reduced space, which is more suitable for document clustering/classification than NMF.
In addition, the pairwise constraints are more ubiquitous than class labels in type of knowledge, which we can always generate from the labeled data but cannot do so inversely. In addition, when there is not enough labeled data to apply the supervised learning methods, a clustering approach with the supervision of constraints derived from the incomplete class information is more useful.
Again, pairwise constraints are more natural in some scenarios and easier to collect than class labels. In some application domains, the class information can change dynamically. For example, in a dynamic topic tracking system which topic changes over time, we will certainly encounter new topic never seen before but we can collect pairwise constraints on a newly emerged category. Obviously, it is difficult for the existing classification models to detect new topic, but PCNMF helps in this situation.
Experiments
In this section, we present extensive text clustering experiments to evaluate the effectiveness of our algorithm and compare it with the start-of-the-art NMF algorithms on a variety of datasets.
Text Corpora
All datasets are obtained from the internet, most of which are frequently used in the information retrieval benchmark research. The characteristics of all used datasets refer to Table 1 . Some of them are described as following for more details:
20 Newsgroups 1 The 20 Newsgroups data-set contains 18,828 documents belonging to 20 newsgroup classes. The Table 1 . Statics character of the used data sets, applied for evaluating algorithm for clustering task.n c means the average samples per class.
Dataset #Data #F eature #Classn c  NG20  1000  1000  20  50  Tr11  414  6429  9  46  Tr12  313  5799  8  39  Tr23  204  5832  6  34  Tr31  927  10127  7  132  Tr41  878  7454  10  88  Tr45  690  8261  10 
Experimental Setting
Firstly, we describe how we generate pairwise data constraints and how we process them in our experiments prior to clustering task. Since the external class labels are available in our benchmark data sets, we randomly select pairs of different instances and create must-link and cannot-link depending on whether the class labels of the two instances are the same or different. For simplicity, we set the labeled ratio as 20%, therefore we get all constraints from the labeled data.
Then we perform clustering experiments on each Benchmark dataset including all constraint link relationship pairwise. We compare our PCNMF algorithm on the transformed space with the traditional NMF and LSI on the corresponding space, the latter acted as the basis line in experiments. For PCNMF and NMF approach, instead of utilizing some traditional clustering methods like K-means to clustering on H, We follow the Xu's strategy [22] : Use matrix H to determine the cluster label of each data point. More specifically, assign document d i to cluster C if c = arg max j H ij . As for LSI, we still use K-means to do clustering. In all of our experiments, α is defaulted as 0.95, and 10 trials are performed in each test run. 2 Available at http://www.cse.fau.edu/∼zhong/pubs.htm
Performance Measures
To evaluate our algorithms, we consider Adjusted Rand Index(ARI) [9] and Normalized Mutual Information (NMI) [18] as the performance metrics. Generally, ARI and NMI are the objective index for cluster analysis.
Adjusted Rand Index The Rand Index is defined as the number of pairs of objects which are both located in the same cluster and the same class, or both in different clusters and different classes, divided by the total number of objects. Adjusted Rand Index reassigns Rand Index into the interval [0, 1]. The higher the Adjusted Rand Index, the more consistency between the clustering results and the labels.
Normalized Mutual Information (NMI) [18] is another index, often used for estimating the quality of clusters. For two random variable X and Y , the NMI is defined as
where I(X, Y ) is the mutual information between X and Y , while H(X) and H(Y ) are the entropies of X and Y respectively. One can see that N M I(X, X) = 1, which is the maximal possible value of N M I. Given a clustering result, the N M I in Eq.15 is estimated as:
where n l denotes the number of data contained in the cluster
,n i is the number of data belonging to the i-th class (1 ≤ i ≤ c), and n l,i denotes the number of data that are in the intersection between the cluster C l and the i-th class. The larger this value, the better the performance. Table 2 shows the Adjusted Rand Index and NMI measurement at different datasets, for the proposed approach and the traditional NMF and K-means. From Table 2 , we observe that the proposed PCNMF improves significantly the performance of the standard NMF. the comparison shows the PCNMF is viable and competitive. Boldface indicates the best performance in comparison.
Experiment results
From Table 2 , we observe that the performance ranking is almost always in the descending order of PCNMF, NMF, K-means+LSI regardless of the document corpora. Generally, K-means+LSI is more robust because of the LSI solution is unique.
In summary, the comparison shows that the PCNMF is a viable and competitive for document clustering, especially considering that PCNMF is performing document clustering and topic extraction simultaneously, while K-means is performing document clustering only. 
Conclusion and future work
In this paper, we systematically investigate the properties of PCNMF, the advantage of which can be reflected on the intrinsic factor of data. The presented approach provides a flexible framework to incorporate useful constraints information, and a straightforward way to exploit the locality structure in the transformed space. The low-dimensional representation aims to avoid overlapping and ambiguous in the original space and to be feasible for large-scale (timevarying) datasets.
In the future work, we plan to extend PCNMF to sparsity constraints and kernelization version for nonlinear transform purpose. In addition, tensors are a generalization of matrices to higher dimensional arrays, and they can be analyzed with multilinear algebra for PCNMF. We also note that how to guarantee the uniqueness solution of NMF family problem is still an open problem.
