Optical microscopy has played a critical role for discovery in biomedical sciences since Hooke's introduction of the compound microscope. Recent years have witnessed explosive growth in optical microscopy tools and techniques. Information in microscopy is garnered through contrast mechanisms, usually absorption, scattering, or phase shifts introduced by spatial structure in the sample. The emergence of nonlinear optical contrast mechanisms reveals new information from biological specimens. However, the intensity dependence of nonlinear interactions leads to weak signals, preventing the observation of high-speed dynamics in the 3D context of biological samples. Here, we show that for second harmonic generation imaging, we can increase the 3D volume imaging speed from subHertz speeds to rates in excess of 1,500 volumes imaged per second. This transformational capability is possible by exploiting coherent scattering of second harmonic light from an entire specimen volume, enabling new observational capabilities in biological systems.
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holography | 3D imaging | nonlinear microscopy | high-speed imaging | multiphoton microscopy T he need for high-speed 3D imaging is driven by open questions regarding the dynamics of biological organisms. Proper functioning of multicellular organisms relies critically on 4D spatiotemporal organization, requiring precise timing and coordination from distinct spatial regions. In the brain, neurons communicate and process information electrically in the form of millisecondduration action potential (AP) spikes that propagate between regions of highly connected neural circuits. These circuits process information and produce memory and motor commands (1) . Although spatial connections and morphology can be observed with conventional imaging methods, there is a dearth of information regarding how these neural connections behave dynamically, which is essential for developing an understanding of the functional behavior of neural circuitry.
Neural dynamics are often studied with electrophysiology measurements, which attain submillisecond temporal resolution yet are limited in their spatial resolution, even for multielectrode arrays (2) that admit recording from many sites. A critical need exists for imaging techniques that can map the neural connections and interactions at a spatial resolution sufficient to resolve individual neural cells yet observe a 3D network of potentially hundreds of neurons at a time scale sufficient to resolve APs. Optical microscopy currently achieves part of this imaging requirement with subcellular spatial resolution in three dimensions, both with linear confocal and nonlinear two-photon laser-scanning imaging modalities (3) . Advances in high-speed laser-scanning microscopy (LSM) have improved the temporal resolution of 3D imaging, but millisecond time scale volumetric imaging remains challenging (SI Methods, section 2).
Current high spatial resolution images of AP behavior use optical reporters of neural activity that lead to changes in fluorescence or second harmonic generation (SHG). Common calcium (Ca 2+ ) indicator probes are constrained by diffusion, saturation effects, and fluorescent decay of several hundred milliseconds that can obscure rapid membrane potential firing rates (4) (5) (6) . Additionally, Ca 2+ indicators lack the ability to capture subthreshold events, resulting in a scarcity of information on factors that drive a cell to threshold (7) . SHG probes that directly report on the membrane potential alleviate many of these technical challenges (8, 9) . Rise times and decay of SHG signal can be nearly instantaneous (4), whereas fluorescent signals decay over hundreds of nanoseconds. Compared with fluorescence, SHG probes are background-free because signals only originate from noncentrosymmetrical molecules arranged in an ordered fashion when inserted into the membrane. SHG also provides label-free contrast for structural tissues (10) , and high-speed 3D imaging can be vital to answering questions about other biological systems, such as the morphological dynamics of developing hearts (SI Methods, section 1). SHG contrast mechanisms present advantages for high-speed biological imaging, yet the update rate of SHG imaging has lacked sufficient speed to take advantage of these capabilities.
Formation of a high-quality 4D SHG image of a biological specimen through nonlinear optical contrast is challenging due to the low rates of signal generation from the nonlinear optical interaction (10) . Conventional 3D SHG imaging uses LSM with tightly focused laser pulses to collect enough photons from each image volume element. The rate of 3D SHG LSM image formation is limited to sub-Hertz update rates because each voxel is serially acquired (SI Methods, section 2).
In this article, we exploit the coherence of SHG scattering combined with interferometric off-axis holography (11) , which allows the capture of an entire 3D volume in a 2D image format (12) (13) (14) , to increase the 4D SHG imaging speed dramatically. We show high-quality, single-acquisition images with subcellular resolution captured in as little as 20 μs, which is 500-fold faster than our previous work (13) . Continuously updated images of 3D
Significance
Although nonlinear optical microscopy is a widely used technique, weak signal levels necessitate relatively slow 3D imaging rates. We demonstrate 3D second harmonic generation (SHG) with imaging speeds many orders of magnitude faster than previously described. A comparison of conventional laser scanning and holographic SHG imaging shows higher quality images are obtained with holography, and at higher speeds than in conventional experiments while using significantly reduced illumination intensity in the specimen. Rigorous new methods are introduced that allow robust quantification of image, noise, and thus signal-to-noise quality. This advance will open nonlinear optical imaging to the study of high-speed dynamics of biological specimens and tissues that display behavior current experimental methodologies fail to capture, such as neural circuit dynamics.
volumes on the order of 30 μm 3 are captured at update rates exceeding 1,500 volumes per second-a more than 190-fold increase over previous 3D imaging results (14) and more than 8,000-fold faster than conventional LSM SHG microscopy (SI Methods, section 8). We derive and experimentally validate the conditions for optimizing coherent image formation for high update rate 4D imaging. Particle tracking with accurate position and velocity recovery is demonstrated. In continuous imaging mode, we are able to follow a 3D volume with a spatial resolution of ∼0.85 μm at more than 1,500 3D volume images per second. We validate the accuracy of SHG holography by comparing standard 3D LSM and holographic reconstructions of tissue samples. Additionally, we demonstrate imaging through thick-scattering tissue slices, showing the potential to image highspeed dynamics from SHG signals generated by in vitro slice animal models. The unparalleled speed of SHG holography, coupled with its ability to image weak object fields with high resolution over a broad field of view, represents a significant step in filling the high-speed 4D imaging gap that currently exists for nonlinear optical modalities.
Results
Coherent Amplification of Weak SHG Signal Levels. The coherent nature of second harmonic (SH) scattering is reflected by the fact that in an electrical dipole approximation, the strength of the SHG scattered by the harmonophores driven at twice the input fundamental pulse frequency scales with the square of the input field (derivation is provided in SI Methods, section 3). The magnitude of the SH polarization density driven in the specimen at position x s , reads where cðx s Þ denotes the local harmonophore concentration; hβðx s Þi = Oðx s Þβ is the local orientation average of the harmonophores, with Oðx s Þ describing the spatial orientation of the harmonic emitters and β denoting the second-order harmonophore nonlinearity; I ω ðtÞ = I 0 u 2 ðtÞ is the fundamental pulse intensity that drives the SH scattering; and n ω is the optical index of refraction at the fundamental frequency. The SH field scattered by this polarization density is described by
where we have identified an effective number of SHG scattering points in the specimen volume, V s , as N s = R VS cðx s ÞOðx s Þ e iΔk · xs d 3 x s , with Δkðx s Þ = 2k ω − k 2ω denoting the phase mismatch of the SHG process and ω 1 denoting the fundamental pulse center radial optical frequency. Optical detectors respond to the average power of SH scattering from femtosecond laser pulses, and that quantity is described by P avg 2ω = f r R R P 2ω ðΩ; tÞdΩdt. Here, we have denoted the repetition rate of the mode-locked ultrafast laser source as f r , and we integrate over the solid angle in the forward direction. This provides a specimen scattered photon flux of ϕ S = Λ S N 2 S , where we have defined a harmonophore brightness parameter
To obtain this expression, we have assumed a Gaussian temporal pulse shape given by uðtÞ = e −ðt=τÞ 2 , where τ describes the pulse intensity temporal duration, A S is the fundamental pulse crosssectional area, and P S is the average power of the fundamental pulse train. The total volume of the SH specimen is determined by the fundamental beam illumination.
Although holographic illumination faces the same local SH scattering rate limitations faced in LSM, SHG holography collects the total SH field scattered from the specimen in a single acquisition. SHG scattering is coherent, which means that all light produced in the specimen volume exhibits a well-defined optical phase with respect to every other point and to the driving laser field. Thus, the coherent scattering nature of SHG admits interference between every SHG scattering point in the specimen illuminated by the incident fundamental beam, providing a coherent volume amplification that greatly increases the intensity of the SHG beam from the specimen. Holography leverages this amplification by using a large excitation specimen volume compared with a single LSM voxel element.
The holography specimen SH scattering volume can be written as V s = ℓ x ℓ y ℓ z V LSM , where ℓ is the effective number of voxel elements across the SH scattering sample and V LSM is the size of a single LSM voxel. Due to the SH scattering coherence, the total brightness of the SH object field from the specimen scales as the square of the total number of effective scattering points N s in the entire volume. We can rewrite the total specimen photon flux ϕ s in terms of the harmonophore concentration c and the specimen volume
Assuming an average LSM voxel size, V LSM , of 1 μm 3 and the same harmonophore concentration c in the specimen volume and LSM voxel, the holography specimen photon flux can be expressed as ϕ s =
Λs
Λv ðℓ x ℓ y ℓ z Þ 2 ϕ v . The volume amplification is clear if we assume the average power is adjusted so that the local intensity is the same for both holographic and LSM illumination, such that ffiffiffiffiffiffiffiffiffiffiffiffi ffi
In practice, this is limited by finite average laser power for the hologram fundamental beam, and we estimate the condition for equivalent intensity would require 10 W of average laser power in our current experimental configuration. Even with lower local intensity in the holographic imaging, we observe much brighter SHG signal from biological structures than for LSM.
Holography uses coherent mixing of a photon-starved SH field emerging from a specimen with a phase-stable SH reference beam to capture the complex object wave directly with an imaging detector ( Fig. 1 ), permitting reconstruction of the depth information through numerical processing. The expectation value of the total photon count collected by each pixel of the camera can be expressed as
where n pix = T i ϕ pix is the total number of object photons collected per pixel, n ref = T i ϕ ref is the number of reference photons collected per pixel, α is the spatial carrier frequency of the reference wave required for off-axis holography, and Δφ = φ ref − φ pix is the local phase difference between the reference and object SHG fields at a given pixel. Heterodyne mixing of the weak object SH signal with a coherent and bright reference field provides additional signal amplification seen in the product term 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n ref n pix p cosð2πα x + ΔφÞ, and is numerically processed to extract the complex (amplitude and phase) object field from the measured hologram. This complex field is back-propagated to form the 3D image of the specimen. The amplitude of this product term is the geometric mean of the reference and object photons incident on each pixel, and it is used as the image signal value for signal-to-noise (SNR) calculations (SI Methods, section 4).
Rigorous Quantification of SHG Hologram SNRs. Defining image quality with a quantifiable signal level remains a significant challenge for any image. A consequence is that estimation of noise levels in an image is exceptionally challenging, because it is impossible to differentiate generally between image signal and noise in an image without prior information. Here, we introduce and use a rigorous approach to estimating the SNR of a holographic image by independently estimating both the signal and noise levels from the data. As described in SI Methods, section 4, we define the hologram signal, as a proxy for image signal strength, in terms of a spatial average over the fringe visibility, S = 2T i ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ϕ ref ϕ pix p . A unique method for extracting the experimental noise in the shot noise limit is introduced through an analysis that we describe in SI Methods, section 5, which exploits the properties of shot noise in the spatial and frequency domains. The shot noise is uniformly distributed in frequency space, with the background noise level in the spatial Fourier domain that is determined by the average spatial intensity, which was validated through simulations, with results given in Figs. S1 and S2. An example of extraction of the shot noise estimate from experimental data displayed in Fig. S3 . Here, ϕ ref and ϕ pix are the photon fluxes incident on each pixel from the reference and specimen beams, respectively. Modern scientific cameras are constructed with low read noise and dark current, allowing for operation in a shot noise-limited regime under most conditions. Below, we discuss the results of a detailed derivation and analysis of our SNR metric that can be found in the SI Methods, sections 4-7.
As shown in SI Methods, section 7, the SNR for a camera operating in the shot noise limit with an integration time of T i is given by
[5]
This expression shows that in the limit of a large reference power (flux), the SNR is limited by the SH brightness from the specimen, SNR max ≈ 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ϕ pix T i p . We have experimentally validated this expression, as shown in Fig. S4 . This demonstrates that operation in a high reference power regime is a key enabling factor in obtaining extremely short image exposure times while maintaining high SNR for nonlinear holography. Clearly, there is a lower limit on the integration time and, consequentially, an upper limit on the volume image update rate. Imaging signal and speed are increased by placing the magnified SHG object image closer to the camera plane. The scaling relationships of the maximum SNR, SNR max ∝ P 1 jβj= ffiffiffiffiffi f r τ p , indicate pathways for optimization of the signal values. Clearly, we desire bright SHG scatterers with a large hyperpolarizability jβj. Higher average fundamental illumination powers are desirable, provided that no specimen damage is induced, and for a given average power, decreased repetition rate and pulse duration will lead to a greater intensity, increasing the SHG scattering rate per pulse, and thus improving the SNR.
We measure the SNR over several orders of magnitude, making it convenient to express the value in decibels, SNR dB ≈ 10 log½2 + 5 log½T i ϕ eff , with ϕ
pix ; for a large reference field strength, ϕ eff ≈ ϕ pix . This indicates that in the shot noise limit, the SNR scaling on a log-log plot will exhibit a slope of 5 and will display an offset related to the factor of 2 from the heterodyne amplification. The minimum integration time required to form an image, hitting an SNR of unity, scales with the inverse of the per-pixel object photon flux rate. This also implies that we can capture dynamics of weak SH emitters by moving the camera closer to the specimen (or specimen image), so that the object field spans fewer pixels and the average per-pixel photon flux increases accordingly, a fact that we exploited in our experimental design.
The SNR as a function of exposure time, as shown in Fig. 2A , exhibits a linear slope of 5:05 ± 0:18 (95% confidence bounds) for exposures >0.25 ms, which is close to the expected value. The slope deviates from this value for shorter exposure times because our assumption of negligible read and electronic noise breaks down. This does not affect our experiments because we typically operate in the continuous imaging regime above the 0.628-ms exposure time, where shot noise dominates. In Fig. 2A , the shortest exposure time (20 μs) has an SNR just below 2. This is roughly the limit where an object is still identifiable from the background in a reconstruction.
The combination of coherent volume amplification, heterodyne amplification, and longer exposure time leads to dramatically improved 3D imaging SNR levels for SHG holography compared with LSM while simultaneously increasing 3D imaging rates. Holography enables acquisition of high-speed SHG holograms with high 3D image SNR values in the integration time, T i . By contrast, conventional SHG LSM requires at least T v for each voxel element in the 3D image. Recall that the actual signal amplification will still be dependent on the exact specimen concentration distribution. A complete treatment is presented in SI Methods, section 8, which derives a per-pixel SNR comparison,
where SNR pix is the per-pixel holography SNR introduced in this paper, SNR v is the per-pixel SNR of LSM, T i = 1 ms is the exposure time of a single hologram (full 3D image), T v = 1 μs is the exposure time for a single LSM voxel, and ℓ z = 120 is a representative number of voxel elements of the 3D volume in the direction of propagation.
Particle Tracking. The ability of SHG holography to record 3D sample information enables the tracking of particles, as well as monitoring of the behavior of dynamic changes in tissues and probes capable of generating SHG signals. Fig. 3 shows the 3D SHG isointensity surface (isosurface) of a potato starch granule moving in the specimen object region. Three sample isosurfaces are shown at three different acquisition times as labeled in the figure. Note that the isosurface displays an elongated axis that corresponds to the axial direction of the microscope, which displays the well-known anisotropy in spatial resolution between axial and lateral imaging directions. The particle location is readily estimated by computing the centroid of the 3D SHG intensity distribution. The superior transverse resolution permits higher accuracy localization of the particle in the transverse direction. The gray and white lines in Fig. 3 report the centroid position of the SHG intensity as a function of time.
Particle tracking accuracy was validated by programming trajectories with a closed-loop piezo actuator attached to the specimen translation stage. The velocity recovered from the centroid tracking shown in Fig. 3 differed from the programmed velocity by only 1.77%, illustrating SHG holography's ability to track and recover particle dynamics accurately. Transverse velocities were accurately recovered at 1,000 frames per second (fps) at up to 340:5 ± 5:9 μm/s, and we demonstrated the ability to recover multiple distinct programmed velocities in the same data run (Fig.  S5 and SI Methods, section 9).
Object Motion's Impact on Fringe Visibility. The geometry of the SHG holographic microscope sets constraints on the velocity of particle motion or on the rate of change of the SHG image field that can be resolved. As a particle moves, the hologram fringes shift for each position of the object, causing a blurring of the hologram fringes over the integration time. This degradation to the fringe visibility can be studied analytically by considering a moving point source object (derivation is provided in SI Methods, section 10). We find that the decrease in fringe visibility can be described by a semianalytical function integrated over the normalized transverse spatial coordinate, ξ,
Here, we have defined a normalized transverse velocity β = ffiffiffiffi ffi 2 λzo q T i v ⊥ , with the object transverse velocity given by v ⊥ = ffiffiffiffiffiffiffiffiffiffiffiffiffi v 2
x + v 2 y q . We define a normalized transverse speed of u x = v x =ð ffiffi ffi 2 p v ⊥ Þ and u y = v y =ð ffiffi ffi 2 p v ⊥ Þ for x and y, respectively. Similarly, we will define the normalized transverse coordinates as X = x= ffiffiffiffiffiffi λz 0 p and Y = y= ffiffiffiffiffiffi λz 0 p . ξ = u x X + u y Y is then the dimensionless transverse transit distance, z 0 is the distance from the object to the camera, λ is the center wavelength, and Sð Þ and Cð Þ are the Fresnel sine and cosine integrals, respectively.
The effect of frame rate on the recorded hologram fringe visibility is illustrated in Fig. 4A . The inset hologram images are of the same potato starch granule being translated and recorded at two different frame rates. The images show, and it is clear from the lineout plots, that the higher frame rate video recording has greater fringe depth modulation (visibility), which translates to higher fidelity in the reconstructions. Fig. 4B shows the normalized transverse velocity, β, of moving starch granules recorded at three different frame rates. There is good agreement between the theory and our experimental results, showing that for a constant transverse velocity v ⊥ , fringe visibility will increase with frame rate.
The maximum normalized velocity that can be recorded for a given experimental SHG holographic microscope configuration can be defined by the point at which the hologram fringe visibility drops to half of the fringe depth for a stationary object. This occurs for β ≈ 1:556 as shown in Fig. S6 , from which we derive the critical transverse velocity of v ⊥c ≈ ffiffiffiffi ffi λz0 p M Ti , where M is the lateral magnification. Clearly, shorter exposure times allow recording of more rapidly changing SHG image fields. In addition, increasing the distance between the object and the camera reduces the impact of the fringe averaging, but at the expense of lower flux per pixel, because the SHG object field propagation will spread the beam over a larger area. Optimization of the object distance from the camera is critical for obtaining the maximum signal for high-speed operation without fringe degradation due to rapid object motion. Based on our current experimental parameters, at an exposure time of 20 μs, we can take single images of objects moving with velocities on the order of 30 cm/s and continuously image objects with velocities up to 9.92 mm/s.
Holographic and Laser-Scanning SHG Imaging Comparison of Thick
Biological Specimens. We have demonstrated SHG holography's ability to capture 3D images at rates far exceeding those of LSM. To demonstrate that the images from holography report the same spatial structure as in LSM imaging, we compare 3D images of skeletal muscle and collagen tissue structures taken with a laser-scanning microscope and the SHG holographic microscope. In an effort to match the imaging conditions as closely as possible, the same objective was used in both microscopes and the LSM excitation intensity was kept as low as possible. Details of the imaging systems can be found in Methods. Fig. 5 shows SHG isointensity surface renderings of a volume imaged by both systems, where the cyan surfaces represent SHG holographic reconstructions and the orange surfaces represent LSM images. It is clear from the images that SHG holography accurately captures the same biological motifs as LSM. The LSM system has a large field of view that has been cropped to the region of interest (ROI) determined by the recorded holograms. Slight variations in the two 3D images can be attributed to the differences between imaging systems, due, in part, to differences in excitation intensities and aberrations between the two imaging systems. The limited field of view imposed by the fundamental B A holography illumination beam is also evident. The 3D LSM image in Fig. 5B was captured with an excitation intensity of ∼11.5 MW/cm 2 , which is significantly higher than the SHG holography intensity at the sample of 0.0026 MW/cm 2 . It was necessary to increase the intensity for this sample to capture all the biological structures seen in the SHG hologram, specifically the sarcomeres seen in Fig. 5 A-C. Qualitatively, the SNR and quality of the 3D reconstructions are similar between modalities; however, the LSM images required three orders of magnitude higher intensity and longer acquisition times than SHG holography. This illustrates an important additional feature for biological imaging, where even if acquisition speed is not a concern, SHG holography is able to capture 3D images while exposing sensitive biological tissues to far lower intensities. This is an advantage when attempting to image delicate tissues or organisms or when trying to keep specimens alive for an extended period.
SHG holography can also be used to capture high-speed 3D images through and within thick biological specimens. We have successfully recorded SHG holograms from fixed tissue slices of mouse heart and skeletal muscle as thick as 350 μm. Due to the favorable scattering characteristics of the fundamental beam, high-quality holograms of the tissue surface can be recorded despite the beam passing through 350 μm of optically scattering muscle tissue. By translating the specimen stage in the z-direction, we can move the excitation focal volume deep into the sample and continue to record holograms of the SH object field originating up to 150 μm deep in the tissue slice. Fig. 6 shows an illustration of the fundamental beam (red) passing through a thick sample (blue). The fundamental beam excites SHG in a specific focal volume (green spheres) as shown. As indicated by the position of the focal volumes in the illustration, the sample was translated in the x-y plane to find appropriate muscle fibers in each z-location. In Fig. 6 A-C, the periodic sarcomere structure of skeletal muscle is readily visible. As the excitation volume translates deeper into the sample, the SH field must pass through more tissue before collection by the objective and the scattering properties of the tissue begin to affect the quality of the reconstruction. When the SHG passes through more scattering media, the phase relationship of the SHG scatterers becomes corrupted and our reconstruction fidelity becomes unreliable. This begins to show in Fig. 5D , where the periodic structure is still apparent but has degraded. Because SHG holography can capture high-speed 3D images in thick biological specimens, it will be possible to use this technique to study important in vitro tissue slice models, perform tracking studies, and interrogate thick biological samples.
Discussion
We have demonstrated that SHG holographic microscopy is a powerful technique for nonlinear high-speed 3D imaging and is capable of continuously imaging 3D volumes on the order of 30 μm 3 at frame rates more than 8,000-fold faster than current laser-scanning techniques. SHG holography takes advantage of coherent volume amplification and heterodyne mixing to overcome weak object field limitations common in nonlinear microscopy and achieves single-shot 3D images in as fast as 20 μs with continuous 100% duty cycle 3D video recordings at rates up to 1,592.4 fps. The speed increase for SHG holography also means that a 3D image can be acquired with much lower laser intensity exposed to the specimen for a shorter period, a factor critical for limiting optical damage to tissues.
We have introduced a rigorous definition of image signal and noise metrics for holograms that permits a thorough signal-tonoise analysis of SHG holography. The results of our SNR analysis and measurements reveal that SHG holography has favorable behavior for distinguishing objects from the background, even at submillisecond exposure times. As shown in Fig. 2 C and F, it is possible to image and track samples continuously in three dimensions at speeds well beyond the 1,000 fps necessary to observe dynamics in systems such as neural circuits (4, (15) (16) (17) (18) . Neural impulses can propagate at speeds from 5 m/s to over 100 m/s depending on myelination and the organism. Although these velocities are beyond the clearly resolvable speed of our current system, the exposure times reached are low enough to capture changes in membrane potential directly. This would allow recording of membrane potential shifts at multiple spatial locations in a neural network, mapping out neural activity in 3D space with submillisecond temporal resolution. Additionally, SHG holography is capable of probing embryonic cardiac dynamics with a high-speed, ungated imaging system (19-21). Our results with particle tracking and velocity recovery suggest SHG holography can be a valuable tool in tracking endogenous emitters and SHG harmonophore particles in systems such as cell matrices.
We have explored the effect of object motion on our ability to capture high-quality holograms and found good agreement between our fringe visibility theory and experimental measurements. Extrapolating the theory, we should be able to observe objects and dynamics occurring at speeds on the order of 10 mm/s continuously, which is well beyond the common velocities seen at the cellular level in biological systems.
Attaining the speed demonstrated with our SHG holography system required balancing the fringe blurring that worsens as the imaged object nears the camera with the decreased signal when the camera is moved farther from the object image. Our model of coherent amplification, SNR analysis, and fringe visibility theory provides a framework to balance experimental parameters so as to achieve low exposure times while maintaining high fringe visibility to image the fastest dynamics possible. Specifically, by defining SNR max , we found that we can easily determine C B A the optimum laser parameters for a given harmonophore brightness and exposure time. An optimized laser source can also make it possible to decrease the exposure times needed to image weak object fields. At the current hardware limit of 1,592.4 fps, a higher SNR max will permit us to record holograms of weaker emitting objects, as well as more complex objects, because we will be able to resolve the finer object details better. Our fringe visibility metric indicates that we can optimize the microscope geometry for specific object velocity requirements. For example, the magnification of the system can be decreased while maintaining submicron resolution and increasing the maximum object velocity that can be clearly imaged. We validated the accuracy of SHG holographic reconstructions by comparing 3D holography images with 3D LSM images of the same tissues. In these comparisons, SHG holography required more than 10-fold illumination intensity to attain a similar 3D image quality. This underscores the ability of SHG holography to capture high-quality 3D images while exposing samples to relatively low laser intensities. Additionally, we have demonstrated that SHG holography can be performed with thick biological samples, showing that SHG holography can also be used for in vitro slice models and high-speed imaging of important biological samples and models, such as zebrafish embryos and in vitro brain slices. By demonstrating and characterizing high-speed SHG holography, this is an important step toward truly realizing high-speed 3D imaging and analysis of significant, complex biological systems.
Methods
Experimental Setup. The SHG holographic microscopy was illuminated by a home-built ytterbium-doped potassium-gadolinium tungstate (Yb:KGW) laser oscillator with stable mode-locked pulses with a 4.5-nm optical bandwidth centered at 1,027 nm, generating a pulse train with a 70-MHz repetition rate and producing pulses with energies up to 14 nJ per pulse. The holographic microscope setup is based on a modified Mach-Zehnder interferometer, as shown in Fig. 1A . The fundamental beam passes through a 2.5-mm thick β-barium borate (β-BaB 2 O 4 ) crystal (EKSMA OPTICS), converting ∼4% of the fundamental pulse into the SH. The SH field is isolated from the fundamental with a dichroic beam splitter and is used as the coherent reference beam. The reference beam is spatially filtered and collimated to a diameter of ∼20 mm. The reference beam is routed through a beam delay line to control the relative time delay between the reference and object beam. SH pulses are temporally overlapped to within a fraction of the SH pulse temporal coherence length. The fundamental beam passes through a half-wave plate and polarizing beam cube that are used to set the fundamental beam power incident on the sample. Using an f = 100-mm lens, the fundamental beam is loosely focused on the sample, with a 1/e 2 focal spot radius of ∼35 μm. The samples are mounted horizontally onto a custom slide mount on a three-axis optomechanical stage (Thorlabs). The SHG light generated by the sample is collected by a Zeiss Epiplan microscope with a magnification of 50× and a 0.5-N.A. objective and is then directed through a polarizing beam-splitting cube (Thorlabs) that combines the fundamental and reference arms in an off-axis (i.e., noncolinear) configuration. Together, the generated SHG signal and reference beam pass through a polarizer and a 532-nm bandpass filter and are incident on a Neo scientific complementary metal oxide semiconductor (sCMOS) camera (Andor Technology, Inc.) with a 2,560 × 2,160 (5.5-MP) sensor and 6.5-μm pixel pitch. The sensor was cooled to −40°C, which reduces dark current to a negligible level. The Neo sCMOS camera was operated at a 560-MHz readout rate with a rolling shutter, resulting in a reported read noise of 1.3 e −1 and maximum continuous capture rate of 1,592.4 fps for an ROI of 128 × 128 pixels.
The SHG from the sample is focused on an image plane, where the Neo sCMOS camera can be placed to record both wide-field SHG and white light images. To record holograms, the camera is displaced from the image plane in the +z-direction (along the optical axis). The distance the camera is translated to record holograms varies depending on the extent of the SHG object field, its intensity, and the ROI of the camera. Using a single-frame capture (software-triggered) setting, single holograms were captured at exposure times as low as 20 μs. Effective lateral magnification of the microscope setup is M l ≈ 40 as determined by holographic reconstructions of transmission EM grids (Gilder) that were backlit with SHG light from a second β-BaB 2 O 4 crystal temporarily placed in the fundamental arm of the microscope.
Laser-Scanning Comparison. For the SHG holography/LSM comparison experiments, the objective used in the SHG holographic microscope was switched to a Zeiss microscope with a magnification of 40× and a 0.65-N.A. objective to be consistent with the LSM. This resulted in an effective magnification of M l ≈ 42 and an increase in resolution to 0.62 μm. LSM images were recorded with a custom-built microscope using a Yb-doped all-normal dispersion fiber laser with a center wavelength of 1,060 nm. The LSM system had a focal spot size of ∼1 μm 2 with a voxel dwell time of 3 μs. The 3D LSM images were captured as z-stacks with 1-μm steps in the axial direction.
Thick-Specimen Imaging. Thick-specimen imaging experiments were performed using formaldehyde [4% (vol/vol) in 0.1 M phosphate buffer]-fixed female mouse skeletal muscle slices (cut at various thicknesses using a vibrating microtome) provided by Stratton and Tobet at Colorado State University, Fort Collins, CO. The focal volume was positioned at the surface of the thick tissue samples using a combination of wide-field white light and SHG imaging to locate the focal volume on the surface of the tissue. To translate the focal volume into the tissue, the stage holding the tissue slices was translated in the z-plane using a micrometer. As seen in Fig. 6 , the focal volume was translated in the x-y plane at each z-position to find a representative sarcomere pattern of a skeletal muscle fiber. Mouse skeletal muscle fibers have a diameter on the order of 40 μm; thus, as we moved the focal volume deeper into the muscle, we were imaging different individual muscle fibers.
