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Optimal Prediction of Resistance
and Support Levels
T. De Angelis & G. Peskir
Research Report No. 11, 2013, Probab. Statist. Group Manchester (18 pp)
Assuming that the asset price X follows a geometric Brownian motion we
study the optimal prediction problem
inf
0≤τ≤T
E|Xτ−ℓ|
where the infimum is taken over stopping times τ of X and ℓ is a hidden
aspiration level (having a potential of creating a resistance or support level for X ).
Adopting the ‘aspiration level hypothesis’ and assuming that ℓ is independent
from X we show that a wide class of admissible (non-oscillatory) laws of ℓ lead to
unique optimal trading boundaries that can be viewed as the ‘conditional median
curves’ for the resistance and support levels (with respect to X and T ). We
prove the existence of these boundaries and derive the (nonlinear) integral equations
which characterise them uniquely. The results are illustrated through some specific
examples of admissible laws and their conditional median curves.
1. Introduction
An important problem in technical analysis of asset prices is to determine/predict their
resistance and support levels (see e.g. [3]). The struggle between buyers (demand) and sellers
(supply) moves the price up and down often creating its upward or downward trend as well.
Resistance and support levels are the price levels at which a majority of traders are willing to
sell the asset (rather than buy it) and vice versa respectively. When these levels are reached
the price is being pushed down (in the case of a resistance level) or up (in the case of a support
level) for a period of time. Knowledge of the resistance and support levels may therefore be
exploited to derive favourable trading strategies and make profits. The key issue in this regard
is that the resistance and support levels are not directly observable and hence may be seen as
hidden targets (in the terminology of [5]). Methods and practices of technical analysis used
to determine/predict the resistance and support levels appear to be largely based on heuristic
arguments and open to various interpretations. The aim of the present paper is to build on
established empirical facts and lay the foundations for a simple and rigourous method that
yields the optimal trading strategies and provides a platform for further development.
The approach to be introduced rests on the aspiration level hypothesis (dating back to [9])
stating that traders buying/selling an asset already have a target price in mind at which they are
willing to sell/buy the asset in the future (see [10] for an agreement with observed data). This
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aspiration level for the asset price can be formed by combining the knowledge of past data of
the asset price and volume of its trade (including estimates of the asset’s fundamental value),
insider information, and the market psychology. For example, the volume level hypothesis
states that the price levels at which there are higher accumulation of volume (the number of
shares/contracts traded) are more likely to become future reference points at which traders are
willing to sell or buy assets (see [2] for an agreement with observed data).
It appears to be unrealistic however to expect that all small/individual traders will have
the same aspiration level in mind. To reflect this fact we consider a representative trader (as
an amalgam of small/individual traders [8, Section 15.1]) and assume that his/her aspiration
level (as an amalgam of individual aspiration levels) is a random variable denoted by ℓ . Based
on the knowledge referred to above the representative trader then forms a distribution function
F of ℓ . In addition, the representative trader chooses a horizon T > 0 by which the trading
decision (sell or buy) should take place, and then considers the optimal prediction problem
(1.1) inf
0≤τ≤T
E|Xτ−ℓ|
where X is the observed asset price process and the infimum is taken over stopping times τ
of X . A stopping time τ∗ at which the infimum in (1.1) is attained then yields the optimal
trading strategy for the representative trader.
It is important to understand in this context that the aspiration level ℓ has only a potential
of creating a resistance or support level for the observed asset price (consistent with the past
price/volume data and other possible input referred to above). This does not mean however that
a resistance or support level will be created exactly at ℓ . Rather ℓ serves as a reference point
to the representative trader to determine the optimal selling or buying strategy which in turn
(when accumulated in higher volume) will create a resistance or support level respectively. The
key point in this approach (to distinguish it from the classical detection approach described
in [7, Chapter VI] and the references therein) is that a resistance or support level does not
realise itself independently from the representative trader (observer) but only through the
representative trader’s action (similarly to the observer’s role in quantum mechanics vs classical
mechanics for instance). For this reason there is no need for the representative trader to assume
in (1.1) that X changes its probabilistic characteristics at ℓ . Given that ℓ is not directly
observable and that X naturally develops local maxima and minima (each of which could
potentially correspond to a resistance or support level) we see that this approach makes it
more challenging to detect ℓ (reflecting the fact that its indirect disclosure in the market may
be weak) but also offers better chances to avoid delay in detecting it (as there is no benefit
from waiting to spot probabilistic changes in the observed asset price directly).
To illustrate the methodology described above, in the present paper we assume that the asset
price X follows a geometric Brownian motion (starting at x > 0 ) with drift µ ∈ IR and
volatility σ > 0 . Both µ and σ can be formed using the past price/volume data and other
available input as described above. This yields a subjective view/estimate of µ (given that
more accurate estimates require long horizons) and a more reliable estimate of σ . Setting aside
accuracy of these estimates we formally assume that both drift µ ∈ IR and volatility σ > 0
of X are given and fixed. In the case µ > 0 (reflecting a positive trend) the representative
trader aims to detect/predict when to sell the asset (or equivalently when X is due to reach
its resistance level), and in the case µ < 0 (reflecting a negative trend) the representative
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trader aims to detect/predict when to buy the asset (or equivalently when X is due to reach
its support level). We assume that the aspiration level ℓ is independent from the observed
price X after its initial value x . Note that this assumption is broadly consistent with the
aspiration level hypothesis and the volume level hypothesis recalled above where we emphasise
that the law of ℓ may still depend on the past price/volume data. We further assume that a
distribution function F of ℓ and a horizon T > 0 are given and fixed as described above.
Under these hypotheses we show (in Sections 2 and 3) that a wide class of admissible (non-
oscillatory) laws of ℓ lead to unique optimal trading boundaries in the problem (1.1) that can
be viewed as the ‘conditional median curves’ for the resistance and support levels (with respect
to X and T ). We prove the existence of these boundaries and derive the (nonlinear) integral
equations which characterise them uniquely (Theorem 3). The results are illustrated through
some specific examples of admissible laws and their conditional median curves (Section 4).
To address what happens subsequently to the optimal trade it is important to realise that
the asset price X is naturally assumed to follow a geometric Brownian motion with the given
drift µ and volatility σ only up to the optimal stopping time τ∗ in (1.1). Indeed, in line with
the general arguments exposed following (1.1) above, the optimal trading action triggered at
τ∗ (when accumulated in higher volume) creates a resistance or support level and changes the
probabilistic characteristics of X (often reversing the sign of µ ), after which the representative
trader is naturally faced with a new problem (1.1), and this procedure can then be sequentially
continued as long as needed. In the present paper we do not discuss the subsequent action in
detail and leave this open for future development.
The optimal prediction problem (1.1) may be viewed as a finite horizon version of the space
domain problem studied in [5] (for a finite horizon solution in the time domain see Remark 3.6
in that paper). We refer to [6] for a quickest detection formulation of the time domain problem
in infinite horizon and to [1] for a rigourous optimality argument for the choice of the golden
retracement in technical analysis of asset prices. The methodologies used in these papers are
different from the methodology developed in the present paper.
2. Formulation of the problem
In this section we formulate the optimal prediction problem (1.1) when the asset price X
follows a geometric Brownian motion and introduce a wide class of admissible (non-oscillatory)
laws for the aspiration level ℓ as discussed in the previous section. These considerations will
be continued in the next section.
1. Let X be a geometric Brownian motion solving
(2.1) dXt = µXt dt+ σXt dBt
with X0 = x for x > 0 , where µ ∈ IR is the drift, σ > 0 is the volatility, and B is a
standard Brownian motion defined on a probability space (Ω,F ,P) . It is well known that the
stochastic differential equation (2.1) has a unique strong solution given by
(2.2) Xxt = x exp
(
σBt+(µ− σ22 )t
)
for t ≥ 0 . The law of the process Xx on the canonical space will be denoted by Px . Thus
under Px the coordinate process X starts at x . It is well known that X is a strong Markov
process with respect to Px for x > 0 .
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Consider the optimal prediction problem
(2.3) V∗(x) = inf
0≤τ≤T
E|Xxτ −ℓ|
where the infimum is taken over all stopping times τ of X that are bounded above by a given
and fixed horizon T > 0 , and ℓ > 0 is a random variable that is independent from X . Recall
that X represents the observed asset price and ℓ corresponds to the aspiration level of the
representative trader aiming to solve (2.3) and derive the optimal trading strategy. Denoting
the distribution function of ℓ by F we begin by disclosing the underlying structure of the
problem (2.3) in fuller detail.
Lemma 1. The following identity holds
(2.4) E|x−ℓ| = 2
∫ x
0
(
F (y)− 1
2
)
dy + Eℓ
for all x > 0 .
Proof. Note that
E|x−ℓ| =
∫ ∞
0
|x−y| F (dy) =
∫ x
0
(x−y) F (dy) +
∫ ∞
x
(y−x) F (dy)(2.5)
= 2
∫ x
0
(x−y) F (dy) +
∫ ∞
0
(y−x) F (dy) = 2
∫ x
0
(x−y) F (dy) + Eℓ− x
for x > 0 given and fixed where we use that F (0) = 0 and F (∞) = 1 . Setting u = x−y
and dv = F (dy) we see that integration by parts yields
(2.6)
∫ x
0
(x−y) F (dy) = (x−y)F (y)
∣∣∣x
0
+
∫ x
0
F (y) dy =
∫ x
0
F (y) dy .
Combining (2.5) and (2.6) we obtain (2.4) as claimed. ¤
2. Assuming that Eℓ <∞ and setting
(2.7) G(x) =
∫ x
0
(
F (y)− 1
2
)
dy
for x > 0 we see from (2.4) using the independence of ℓ from X that the optimal prediction
problem (2.3) reduces to the optimal stopping problem
(2.8) V (x) = inf
0≤τ≤T
EG(Xxτ )
where the infimum is taken over stopping times τ of X . Note that V∗(x) = 2V (x)+Eℓ for
x > 0 . From (2.7) we see that x 7→ G′(x) = F (x)−1/2 is increasing on (0,∞) and this
shows that x 7→ G(x) is convex on (0,∞) . Moreover, the form of G′ suggests to recall that a
number m ∈ (0,∞) is called a median of ℓ if F (m−) ≤ 1/2 ≤ F (m) . The set of all medians
of ℓ is a bounded and closed interval [m,M ] where m is the lowest median of ℓ and M is
the highest median of ℓ (they can also be equal in which case ℓ has a unique median). From
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the facts that G′ = F−1/2 < 0 on (0,m) and G′ = F−1/2 > 0 on (M,∞) we see that
x 7→ G(x) is strictly decreasing on (0,m) and strictly increasing on (M,∞) with G being
0 at 0 and constant on [m,M ] .
3. To tackle the problem (2.8) we will enable the process X to start at arbitrary points at
any allowable time and consider the extended optimal stopping problem
(2.9) V (t, x) = inf
0≤τ≤T−t
Et,xG(Xt+τ )
where Xt = x under the probability measure Pt,x for (t, x) ∈ [0, T ]× (0,∞) . Note that
V (x) = V (0, x) for x > 0 . Note also from (2.2) that E t,xG(Xt+τ ) in (2.9) can be replaced
by ExG(Xτ ) = EG(X
x
τ ) = EG(xX
1
τ ) when analysing the problem and we will often do that
with no explicit mention. General optimal stopping theory for Markov processes (see e.g. [7,
pp. 46-49]) implies that the continuation set C and the stopping set D are given by
C = { (t, x) ∈ [0, T ]×(0,∞) | V (t, x) < G(x) }(2.10)
D = { (t, x) ∈ [0, T ]×(0,∞) | V (t, x) = G(x) } .(2.11)
It means that the first entry time of X to D given by
(2.12) τD := inf { s ∈ [0, T−t] | (t+s,Xt+s) ∈ D }
is optimal in (2.9) (in the sense that the infimum in (2.9) is attained at this stopping time).
4. Our aim in the sequel is to determine the optimal stopping set D . We begin by making
a simple observation that if µ = 0 then it is optimal to stop at once in (2.9). Indeed, since G
is convex we find by Jensen’s inequality that
(2.13) ExG(Xτ ) ≥ G(ExXτ ) = G(x E˜eµτ ) = G(x)
for every stopping time τ of X with values in [0, T−t] where we use (2.2) and the fact that
Ms := exp(σBs− σ22 s) is a martingale for s ∈ [0, T−t] with t ∈ [0, T ] so that dP˜ = Mτ dP
defines a new probability measure. From (2.13) we see that the optimal stopping time in (2.9)
equals zero as claimed. Since the problems (2.3) and (2.9) are equivalent it follows in particular
that when µ = 0 it is optimal to stop at once in (2.3) as well. This fact has a transparent
interpretation in terms of the representative trader as the martingale asset price will on average
reach any aspiration level with equal return as selling or buying at once.
A small modification of the argument in (2.13) also shows that the set [0, T ]× [m,∞) is
contained in D when µ > 0 and the set [0, T ]×(0,M ] is contained in D when µ < 0 .
Indeed, if µ > 0 then x E˜ eµτ ≥ x for x > 0 and since G is increasing on [m,∞) we see that
G(x E˜eµτ ) ≥ G(x) in place of the final equality in (2.13). Similarly, if µ < 0 then x E˜eµτ ≤ x
for x > 0 and since G is decreasing on (0,M) we see again that G(x E˜eµτ ) ≥ G(x) in place
of the final equality in (2.13). Using then the same arguments as following (2.13) above we see
that the two inclusions hold as claimed.
5. The structure of D below m when µ > 0 and above M when µ < 0 can generally
be complicated. It turns out that the complexity of this structure depends heavily on certain
oscillation properties of the law of ℓ . We will now introduce a wide class of distribution
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functions F of ℓ that yield a simple structure of D that can be described by means of a
single time-dependent boundary. This fact will be established in the next section. Recall that
a continuous probability distribution function F on IR with F (0) = 0 is said to be piecewise
C1 if there exists a partition [xi−1, xi) of IR+ for i ≥ 1 such that F restricted on each
[xi−1, xi] is C
1 . To simplify the notation we will set F ′(xi) := F
′(xi+) as the single value is
irrelevant for the arguments to be used when F ′ is discontinuous at xi for i ≥ 0 .
Definition 2 (Admissible aspiration level laws). For µ > 0 and σ > 0 we let A(µ, σ)
denote the family of piecewise C1 probability distribution functions F on IR with F (0) = 0
for which there exists α ∈ (0,m) such that
(2.14) xF ′(x) < µ
σ2/2
(
1
2
−F (x)) for x ∈ (0, α) & xF ′(x) > µ
σ2/2
(
1
2
−F (x)) for x ∈ (α,m)
where m is the lowest median of F . For µ < 0 and σ > 0 we let A(µ, σ) denote the family
of piecewise C1 probability distribution functions F on IR with F (0) = 0 for which there
exists β ∈ (M,∞) such that
(2.15) xF ′(x) > µ
σ2/2
(
1
2
−F (x)) for x ∈ (M,β) & xF ′(x) < µ
σ2/2
(
1
2
−F (x)) for x ∈ (β,∞)
where M is the highest median of F .
Setting ν = σ2/2 we see that x 7→ (µ/ν) (1/2−F (x)) is decreasing when µ > 0 and
increasing when µ < 0 so that (2.14) and (2.15) may be viewed as oscillatory conditions on
x 7→ xF ′(x) in relation to µ/ν and x 7→ 1/2−F (x) . A quick sufficient condition for (2.14)
is obtained when x 7→ xF ′(x) is strictly increasing on (0,m) and a quick sufficient condition
for (2.15) is obtained when x 7→ xF ′(x) is strictly decreasing on (M,∞) . These simple
sufficient conditions are far from being necessary and there also are other more elaborate ways
to establish (2.14) and (2.15). A higher oscillation of x 7→ xF ′(x) on (0,m) or (M,∞) may
also cause (2.14) or (2.15) to fail respectively and when this happens the problem needs to
be studied on a case-by-case basis (note that the laws of this kind appear to be of secondary
interest in the applied context discussed in the present paper). This also includes the setting
in which F is not piecewise C1 and may exhibit jumps for instance. We do not discuss these
more singular cases in the present paper.
3. Solution to the problem
In this section we solve the optimal stopping problem (2.9) when the asset price X is given
by (2.1)-(2.2) and the loss function G is given by (2.7) where F belongs to the admissible
class of probability distribution functions specified in Definition 2 above. Recalling that the
problems (2.3) and (2.9) are equivalent we see that this also solves the optimal prediction
problem (2.3) and yields the optimal trading strategies for the representative investor having
the aspiration level ℓ with the distribution function F . These results will be illustrated
through some specific examples in the next section.
Below we make use of the following functions
J(t, x) = Ex
[
G(XT−t)
]
=
∫ ∞
0
G(z)f(T−t, x, z) dz(3.1)
6
H(x) = µx
(
F (x)− 1
2
)
+ σ
2
2
x2F ′(x)(3.2)
K(s, x, y) = Ex
[
H(Xs)I(Xs>y)
]
=
∫ ∞
y
H(z)f(s, x, z) dz(3.3)
L(s, x, y) = Ex
[
H(Xs)I(Xs<y)
]
=
∫ y
0
H(z)f(s, x, z) dz(3.4)
for t ∈ [0, T ] , x ∈ (0,∞) , s ∈ (0, T − t] and y ∈ (0,∞) where z 7→ f(s, x, z) is the
probability density function of Xs under Px given by
(3.5) f(s, x, z) =
1
σ
√
sz
ϕ
(
1
σ
√
s
[
log
(z
x
)
+
(σ2
2
−µ
)
s
])
for s > 0 , x > 0 and z > 0 . Recall that ϕ denotes the standard normal density function
given by ϕ(x) = (1/
√
2π)e−x
2/2 for x ∈ IR .
The main result of this section may now be stated as follows.
Theorem 3. Consider the problems (2.3) and (2.9) where X solves (2.1) and ℓ > 0
satisfying Eℓ < ∞ is independent from X . Suppose that the distribution function F of ℓ
belongs to the class A(µ, σ) for µ 6= 0 (recall that it is optimal to stop at once in both (2.3)
and (2.9) when µ = 0 ).
If µ > 0 then the stopping set in (2.9) is given by D = { (t, x) ∈ [0, T )×(0,∞) | x ≥ b(t) }
∪ ({T}×(0,∞)) where the optimal stopping boundary b : [0, T ) → IR can be characterised as
the unique continuous decreasing solution to the nonlinear integral equation
(3.6) J(t, b(t)) = G(b(t)) +
∫ T
t
K(s−t, b(t), b(s)) ds
satisfying α ≤ b(t) ≤ m for t ∈ [0, T ) . The optimal stopping boundary b satisfies b(T−) = α
and the stopping time τD from (2.12) is optimal in (2.9). The stopping time
(3.7) τb = inf { t ∈ [0, T ) | Xt ≥ b(t) }
is optimal in (2.3). The value function V from (2.9) admits the following representation
(3.8) V (t, x) = J(t, x)−
∫ T
t
K(s−t, x, b(s)) ds
for (t, x) ∈ [0, T ]×(0,∞) . The value V∗(x) from (2.3) equals 2V (0, x)+Eℓ for x > 0 .
If µ < 0 then the stopping set in (2.9) is given by D = { (t, x) ∈ [0, T )×(0,∞) | x ≤ b(t) }
∪ ({T}×(0,∞)) where the optimal stopping boundary b : [0, T ) → IR can be characterised as
the unique continuous increasing solution to the nonlinear integral equation
(3.9) J(t, b(t)) = G(b(t)) +
∫ T
t
L(s−t, b(t), b(s)) ds
satisfying M ≤ b(t) ≤ β for t ∈ [0, T ) . The optimal stopping boundary b satisfies b(T−) = β
and the stopping time τD from (2.12) is optimal in (2.9). The stopping time
(3.10) τb = inf { t ∈ [0, T ) | Xt ≤ b(t) }
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is optimal in (2.3). The value function V from (2.9) admits the following representation
(3.11) V (t, x) = J(t, x)−
∫ T
t
L(s−t, x, b(s)) ds
for (t, x) ∈ [0, T ]×(0,∞) . The value V∗(x) from (2.3) equals 2V (0, x)+Eℓ for x > 0 .
Proof. The proof is motivated by the facts/ideas exposed in [7] and will be carried out
in several steps. We will only treat the case µ > 0 in full detail since the case µ < 0 can
be dealt with analogously and details in this direction will be omitted. Thus we will assume
throughout that µ > 0 is given and fixed.
1. We show that the value function (t, x) 7→ V (t, x) is continuous on [0, T ]×(0,∞) . For
this, let t ∈ [0, T ] and x, y ∈ (0,∞) be given and fixed. Without loss of generality we may
assume that V (t, x) ≤ V (t, y) and let τx := τ∗(t, x) denote the optimal stopping time for
V (t, x) . By the mean value theorem we then have
|V (t, y)−V (t, x)| = V (t, y)−V (t, x) ≤ EG(yX1τx)−EG(xX1τx)(3.12)
= E
[
G′(ξ)(y−x)X1τx
] ≤ 1
2
|y−x|EX1T−t = 12 eµ(T−t)|y−x|
where we use that |G′| ≤ 1/2 and X1 is a submartingale. From (3.12) we see that x 7→
V (t, x) is continuous on (0,∞) uniformly over t ∈ [0, T ] . It is therefore enough to show that
t 7→ V (t, x) is continuous on [0, T ] for each x ∈ (0,∞) given and fixed. For this, fix arbitrary
0 ≤ t1 < t2 ≤ T and x ∈ (0,∞) , and let τ1 := τ∗(t1, x) denote the optimal stopping time for
V (t1, x) . Setting τ2 := τ1 ∧ (T−t2) and noting that t 7→ V (t, x) is increasing on [0, T ] we
see that the mean value theorem yields
0 ≤ V (t2, x)−V (t1, x) ≤ EG(xX1τ2)−EG(xX1τ1) = E
[
G′(η)x(X1τ2−X1τ1)
]
(3.13)
= xE
[
G′(η)(X1T−t2−X1τ1)I(T−t2 ≤ τ1 ≤ T−t1)
]
≤ xE[|G′(η)||X1T−t2−X1τ1|I(T−t2 ≤ τ1 ≤ T−t1)]
≤ 1
2
xE
[
sup
0≤s≤t2−t1
|X1T−t2−X1T−t2+s|
]
−→ 0
as t2− t1 → 0 by the dominated convergence theorem since the sample path t 7→ X1t is
(uniformly) continuous on [0, T ] and E(sup 0≤t≤T X
1
t ) <∞ as needed. Thus the value function
(t, x) 7→ V (t, x) is continuous on [0, T ]×(0,∞) as claimed.
2. We show that the stopping set in (2.9) is given by D = { (t, x) ∈ [0, T )×(0,∞) | x ≥ b(t) }
∪ ({T}×(0,∞)) where the function b : [0, T ) → IR is decreasing and satisfies b(t) ∈ [α,m]
for t ∈ [0, T ) (recall that α ∈ (0,m) is defined in (2.14) and m is the lowest median of ℓ ).
For this, note that Itoˆ-Tanaka’s formula yields
G(Xt+s) = G(x) +
∫ s
0
(ILXG)(Xt+u) du+
∫ s
0
σXt+uG
′(Xt+u) dBu(3.14)
= G(x) +
∫ s
0
H(Xt+u) du+Ms
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under Pt,x for s ∈ [0, T−t] with (t, x) ∈ [0, T )×(0,∞) given and fixed, where ILX = µ(d/dx)
+(σ2x2/2)(d2/dx2) is the infinitesimal generator of X and Ms is a continuous local martingale
for s ∈ [0, T−t] . Note that H = ILXG is given by (3.2) and Ms is a true martingale for s ∈
[0, T−t] since Et,x〈M,M〉T−t =
∫ T−t
0
Et,x(σ
2X2t+u(G
′(Xt+u))
2) du ≤ (σ2/4) ∫ T−t
0
Et,x(X
2
t+u) du =
(σ2x2/4)
∫ T−t
0
e(2µ+σ
2)u du < ∞ . Moreover, from (2.14) we see that H(x) < 0 for x ∈ (0, α)
so that replacing s in (3.14) by the stopping time σα = inf {u ∈ [0, T−t] | Xt+u ≥ α } and
applying the optional sampling theorem we see that the set [0, T )×(0, α) is contained in the
continuation set C . From Section 2 we know that the set [0, T ]× [m,∞) is contained in
the stopping set D . Since G in (2.9) does not depend on time we see that if a point (t, x)
from [0, T )× [α,m) belongs to D then every other point (s, x) with s ∈ (t, T ] belongs to
D . Moreover, if a point (t, x) from [0, T )× [α,m) belongs to D then every other point
(t, y) with y > x belongs to D . This is evident for y ≥ m and for y ∈ (x,m) it can
be seen by replacing s in (3.14) by the optimal stopping time from (2.12) and applying the
optional sampling theorem. Recalling from (2.14) that H(z) > 0 for z ∈ (α,m) while both
sets [t, T ]×{m} and [t, T ]×{x} are contained in D this yields Et,yG(Xt+τD) > G(y) unless
τD equals zero with Pt,y -probability one so that (t, y) must belong to D in this case as
well. Combining these conclusions with the fact that V and G are continuous we see that
b(t) := min { x ∈ (0,∞) | V (t, x) = G(x) } defines a unique number in [α,m] for t ∈ [0, T )
depicting the decreasing boundary between the (open) continuation set C and the (closed)
stopping set D as claimed.
3. We show that b is continuous on [0, T ) and b(T−) = α . For this, let us first show that
b is right-continuous on [0, T ) . Fix an arbitrary point t ∈ [0, T ) and consider any sequence
tn ↓ t as n → ∞ . Since b is decreasing we see that the right-hand limit b(t+) exists.
Because (tn, b(tn)) ∈ D for all n ≥ 1 and D is closed it follows that (t, b(t+)) ∈ D . Hence
by the description of D in terms of b established above we see that b(t+) ≥ b(t) . Since the
reverse inequality follows from the fact that b is decreasing this shows that b(t+) = b(t) and
thus b is right-continuous as claimed.
Suppose now that b makes a jump at some t ∈ (0, T ) and set x1 = b(t) and x2 = b(t−)
so that x1 < x2 . For ε ∈ (0, (x2−x1)/2) given and fixed, let ψε : (0,∞) → [0, 1] be a
C2 -function satisfying (i) ψε(x) = 1 for x ∈ [x1+ε, x2−ε] and (ii) ψε(x) = ψ′ε(x) = 0 for
x ∈ (0, x1+ε/2] ∪ [x2−ε/2,∞) . Letting IL∗Xf = −(µxf)′+((σ2x2/2)f)′′ denote the adjoint of
ILX applied to f , recalling that t 7→ V (t, x) is increasing on [0, T ] and that Vt+ILXV = 0
on C , we find integrating by parts (twice) that
0 ≤
∫ x2
x1
Vt(t−δ, x)ψε(x) dx = −
∫ x2
x1
(ILXV )(t−δ, x)ψε(x) dx(3.15)
= −
∫ x2
x1
V (t−δ, x) (IL∗Xψε)(x) dx
for δ ∈ (0, t∧ (ε/2)) so that ψε(x2−δ) = ψ′ε(x2−δ) = 0 as needed and used. Letting δ ↓ 0 it
follows using the dominated convergence theorem and integrating by parts (twice) that
0 ≤ −
∫ x2
x1
V (t, x) (IL∗Xψε)(x) dx = −
∫ x2
x1
G(x) (IL∗Xψε)(x) dx(3.16)
= −
∫ x2
x1
(ILXG)(x)ψε(x) dx = −
∫ x2
x1
H(x)ψε(x) dx .
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Letting ε ↓ 0 we obtain
(3.17) 0 <
∫ x2
x1
H(x) dx ≤ 0
since x 7→ H(x) is strictly positive on (x1, x2] . We have thus derived a contradiction and
hence we can conclude that b is continuous on [0, T ) as claimed.
To see that b(T−) = α note first that b(T−) ≥ α since [0, T )×(0, α) is contained in C
as established above. Assuming that b(T−) > α and setting x1 = α and x2 = b(T−) so
that x1 < x2 we can then proceed in exactly the same way as above to derive a contradiction.
This shows that b(T−) = α as claimed.
4. We show that the smooth fit holds at b meaning that x 7→ V (t, x) is differentiable at
b(t) and Vx(t, b(t)) = G
′(b(t)) for every t ∈ [0, T ) . For this, take any t ∈ [0, T ) and set
x = b(t) . For ε > 0 we have
(3.18)
V (t, x−ε)−V (t, x)
−ε ≥
G(x−ε)−G(x)
−ε
so that letting ε ↓ 0 we obtain
(3.19) lim inf
ε↓0
V (t, x−ε)−V (t, x)
−ε ≥ G
′(x) .
On the other hand, for ε > 0 let τε := τ∗(t, x−ε) denote the optimal stopping time for
V (t, x−ε) . By the mean value theorem we then find that
V (t, x−ε)−V (t, x)
−ε ≤
EG((x−ε)X1τε)−EG(xX1τε)
−ε = E
[
G′(ξε)X
1
τε
]
(3.20)
for some ξε ∈ [(x−ε)X1τε , xX1τε ] . Using that s 7→ −((µ−σ2/2)/σ)s is a lower function of B
and that s 7→ b(s) is decreasing on [t, T ) it is easily seen that τε → 0 P-a.s. as ε ↓ 0 .
Letting ε ↓ 0 in (3.20) we thus obtain
(3.21) lim sup
ε↓0
V (t, x−ε)−V (t, x)
−ε ≤ G
′(x)
by the dominated convergence theorem. Combining (3.19) and (3.21) we see that the smooth
fit holds at b as claimed.
5. Combining the facts derived above with the Markovian structure of X solving (2.1) we
see that V and b solve the free-boundary problem
Vt(t, x)+µxVx(t, x)+
σ2
2
x2Vxx(t, x) = 0 for x ∈ (0, b(t)) and t ∈ [0, T )(3.22)
V (t, x) = G(x) for x ∈ [b(t),∞) and t ∈ [0, T ) (instantaneous stopping)(3.23)
Vx(t, x) = G
′(x) for x = b(t) and t ∈ [0, T ) (smooth fit)(3.24)
V (t, x) < G(x) for x ∈ (0, b(t)) and t ∈ [0, T )(3.25)
V (T, x) = G(x) for x ∈ (0,∞) .(3.26)
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In line with a solution method for free-boundary problems based on the local time-space calculus
(see e.g. [7] and the references therein) we will now express V in terms of b and show that b
can be characterised as the unique solution to a nonlinear integral equation.
6. We show that V is given by the formula (3.8) and that b solves the equation (3.6). For
this, set Do = { (t, x) ∈ [0, T )×((0,∞)\{xi | i ≥ 1}) | x > b(t) } and note that (i) V is C1,2 on
C∪Do (cf. [7, p. 131]) as well as C1 at each (t, xi) with xi > b(t) and (ii) Vt+ILXV is loca-
lly bounded on C∪Do ( in the sense of being bounded on K ∩ (C∪Do) for every compact set
K in [0, T )×(0,∞) ) where we recall that C = { (t, x) ∈ [0, T )×(0,∞) | x < b(t) } . Moreover,
due to the smooth fit condition (3.24) we see that (iii) t 7→ Vx(t, b(t)±) is continuous on [0, T ) .
Finally, we claim that (iv) Vxx = f+g on C ∪Do where f ≤ 0 on C and f ≥ 0 on Do
while g is continuous on C¯ and D where we set C¯ = { (t, x) ∈ [0, T )×(0,∞) | x ≤ b(t) } .
To verify (iv) note from (3.22) that
(3.27) Vxx(t, x) =
2
σ2x2
(−Vt(t, x)− µxVx(t, x)) ≤ − 2µσ2x Vx(t, x)
for all (t, x) ∈ C since t 7→ V (t, x) is increasing on [0, T ] for every x > 0 . To bound Vx
from below take any (t, x) ∈ C and let τε := τ∗(t, x+ε) denote the optimal stopping time for
V (t, x+ε) where ε > 0 is given and fixed. By the mean value theorem we then have
(3.28)
V (t, x+ε)−V (t, x)
ε
≥ EG((x+ε)X
1
τε)−EG(xX1τε)
ε
= E
[
G′(ξε)X
1
τε
] ≥ −m
2x
for some ξε ∈ [xX1τε , (x+ε)X1τε ] where in the final inequality we use that G′ = F−1/2 ≥ −1/2
and (x+ε)X1τε ≤ m so that X1τε ≤ m/(x+ε) ≤ m/x . Letting ε ↓ 0 we obtain
(3.29) Vx(t, x) ≥ −m
2x
for all (t, x) ∈ C . Combining (3.27) and (3.29) we see that
(3.30) Vxx(t, x) ≤ µm
σ2x2
for all (t, x) ∈ C . This shows that (iv) holds with f := Vxx−g on C and g(t, x) := (µm/
σ2x2) for (t, x) ∈ C¯ while (iv) holds with f := Vxx = G′′ = F ′ ≥ 0 on Do and g = 0 on D
as claimed. For future reference note also that if we choose τx := τ∗(t, x) to be the optimal
stopping time for V (t, x) instead, then the first inequality in (3.28) is reversed and this gives
(3.31)
V (t, x+ε)−V (t, x)
ε
≤ E[G′(ηε)X1τx] ≤
(
F
((
1+ ε
x
)
m
)− 1
2
)
m
x
for some ηε ∈ [xX1τx , (x+ε)X1τx ] where in the final inequality we use that G′ = F−1/2 and
xX1τx ≤ m so that ηε ≤ (x+ε)X1τx ≤ (1+ε/x)m . Letting ε ↓ 0 we obtain
(3.32) Vx(t, x) ≤ 0
for all (t, x) ∈ C . Note that this inequality also holds for all (t, x) ∈ D ∩ ([0, T ]×(0,m]) as
is easily seen from (3.23) and (3.26) above.
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Since the conditions (i)-(iv) are satisfied we can apply the change-of-variable formula with
local time on curves (see [4, Theorem 3.1 & Remark 3.2]) and this gives
V (t+s,Xt+s) = V (t, x) +
∫ s
0
(
Vt+ILXV
)
(t+u,Xt+u) I
(
Xt+u 6= b(t+u)
)
du(3.33)
+
∫ s
0
σXt+uVx(t+u,Xt+u) I
(
Xt+u 6= b(t+u)
)
dBt+u
+
1
2
∫ s
0
(
Vx(t+u,Xt+u+)−Vx(t+u,Xt+u−)
)
I
(
Xt+u = b(t+u)
)
dℓbt+u(X)
under Pt,x for s ∈ [0, T−t] with (t, x) ∈ [0, T )×(0,∞) given and fixed where ℓb(X) denotes
the local time of X at b . Making use of (3.22) in the first integral, upon noting by (3.23)
that Vt+ILXV = Gt+ILXG = H strictly above b where in the final equality we also use (2.7)
and (3.2) above, and (3.24) in the third integral (which consequently vanishes) we obtain
(3.34) V (t+s,Xt+s) = V (t, x) +
∫ s
0
H(Xt+u)I(Xt+u>b(t+u)) du+Ms
under Pt,x where Ms =
∫ s
0
σXt+uVx(t+u,Xt+u)I(Xt+u 6= b(t+u)) dBt+u is a continuous local
martingale for s ∈ [0, T−t] . Moreover, making use of (3.29) and (3.32) combined with the fact
that |Vx| = |G′| = |F−1/2| ≤ 1/2 above b it is easily seen using E(sup 0≤t≤T (X1t )2) <∞ that
Et,x〈M,M〉T−t < ∞ and hence Ms is a true martingale for s ∈ [0, T−t] . Setting s = T−t
in (3.34) making use of (3.26) and taking Et,x on both sides we find that
(3.35) V (t, x) = Et,x
[
G(XT )
]−
∫ T−t
0
Et,x
[
H(Xt+u)I(Xt+u>b(t+u))
]
du
for all (t, x) ∈ [0, T )×(0,∞) . Recalling (3.1) and (3.3) we see that this establishes the formula
(3.8). Moreover, inserting x = b(t) in (3.8) and using (3.23) we see upon making a simple
change of variables that b solves the equation (3.6) as claimed.
7. We show that b is the unique solution to (3.6) in the class of continuous functions
t 7→ b(t) on [0, T ) satisfying α ≤ b(t) ≤ m for t ∈ [0, T ) . For this, take any continuous
function c : [0, T ) → IR which solves (3.6) and satisfies α ≤ c(t) ≤ m for t ∈ [0, T ) .
Motivated by (3.35) define the function V c : [0, T ]× (0,∞) → IR by setting
(3.36) V c(t, x) = Et,x
[
G(XT )
]−
∫ T−t
0
Et,x
[
H(Xt+u)I(Xt+u>c(t+u))
]
du
for (t, x) ∈ [0, T ]× (0,∞) . Observe that c solving (3.6) means exactly that V c(t, c(t)) =
G(c(t)) for all t ∈ [0, T ) . Note also that V c(T, x) = G(x) for all x > 0 .
(i) We show that V c(t, x) = G(x) for all (t, x) ∈ [0, T )× (0,∞) such that x ≥ c(t) . For
this, take any such (t, x) and note that the Markov property of X implies that
(3.37) V c(t+s,Xt+s)−
∫ s
0
H(Xt+u)I(Xt+u>c(t+u)) du
is a continuous martingale under Pt,x for s ∈ [0, T−t] . Consider the stopping time
(3.38) σc = inf { s ∈ [0, T−t] | Xt+s ≤ c(t+s) }
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under Pt,x . Since V
c(t, c(t)) = G(c(t)) for all t ∈ [0, T ) and V c(T, x) = G(x) for all x > 0
we see that V c(t+σc, Xt+σc) = G(Xt+σc) under Pt,x . Replacing s by σc in (3.37), taking
Et,x on both sides and applying the optional sampling theorem, we find that
V c(t, x) = Et,x
[
V c(t+σc, Xt+σc)
]− Et,x
[ ∫ σc
0
H(Xt+u)I(Xt+u>c(t+u)) du
]
(3.39)
= Et,x
[
G(Xt+σc)
]− Et,x
[ ∫ σc
0
H(Xt+u) du
]
= G(x)
where in the last equality we use (3.14). This shows that V c equals G above c as claimed.
(ii) We show that V c(t, x) ≥ V (t, x) for all (t, x) ∈ [0, T ]× (0,∞) . For this take any such
(t, x) and consider the stopping time
(3.40) τc = inf { s ∈ [0, T−t] | Xt+s ≥ c(t+s) }
under Pt,x . We claim that V
c(t+τc, Xt+τc) = G(Xt+τc) under Pt,x . Indeed, if x ≥ c(t) with
t < T then τc = 0 so that V
c(t, x) = G(x) by (i) above. On the other hand, if x < c(t) with
t < T then the claim follows since V c(t, c(t)) = G(c(t)) for all t ∈ [0, T ) and V c(T, x) = G(x)
for all x > 0 showing also that the identity holds when t = T . Replacing s by τc in (3.37),
taking Et,x on both sides and applying the optional sampling theorem, we find that
V c(t, x) = Et,x
[
V c(t+τc, Xt+τc)
]− Et,x
[ ∫ τc
0
H(Xt+u)I(Xt+u>c(t+u)) du
]
(3.41)
= Et,x
[
G(Xt+τc)
] ≥ V (t, x)
where in the second equality we use the definition of τc . This shows that V
c ≥ V as claimed.
(iii) We show that c(t) ≤ b(t) for all t ∈ [0, T ) . For this, suppose that there exists
t ∈ [0, T ) such that c(t) > b(t) . Take any x ≥ c(t) and consider the stopping time
(3.42) σb = inf { s ∈ [0, T−t] | Xt+s ≤ b(t+s) }
under Pt,x . Replacing s by σb in (3.34) and (3.37), taking Et,x on both sides of these iden-
tities and applying the optional sampling theorem, we find
Et,x
[
V (t+σb, Xt+σb)
]
= V (t, x) + Et,x
[ ∫ σb
0
H(Xt+u) du
]
(3.43)
Et,x
[
V c(t+σb, Xt+σb)
]
= V c(t, x) + Et,x
[ ∫ σb
0
H(Xt+u)I(Xt+u>c(t+u)) du
]
.(3.44)
Since x ≥ c(t) we see by (i) above that V c(t, x) = G(x) = V (t, x) where the second equality
holds since x ≥ b(t) . Moreover, by (ii) above we know that V c(t+σb, Xt+σb) ≥ V (t+σb, Xt+σb)
so that (3.43) and (3.44) imply that
(3.45) Et,x
[ ∫ σb
0
H(Xt+u)I(Xt+u≤c(t+u)) du
]
≤ 0 .
The fact that c(t) > b(t) and the continuity of b and c imply that there exists ε > 0
sufficiently small such that c(t+u) > b(t+u) for all u ∈ [0, ε] . Consequently the Pt,x -
probability of X spending a strictly positive amount of time below c (with respect to Lebesgue
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measure) before hitting b within ε units of time is strictly positive. Combined with the facts
that b lies between α and m (note that b(t) < m since b(t) < c(t) ≤ m by hypothesis)
and that H is strictly positive on (α,m) this forces the expectation in (3.45) to be strictly
positive and provides a contradiction. Hence c ≤ b as claimed.
(iv) We show that b(t) = c(t) for all t ∈ [0, T ) . For this, suppose that there exists
t ∈ [0, T ) such that c(t) < b(t) . Take any x ∈ (c(t), b(t)) and consider the stopping time
(3.46) τb = inf { s ∈ [0, T−t] | Xt+s ≥ b(t+s) }
under Pt,x . Replacing s by τb in (3.34) and (3.37), taking E t,x on both sides of these
identities and applying the optional sampling theorem, we find
Et,x
[
V (t+τb, Xt+τb)
]
= V (t, x)(3.47)
Et,x
[
V c(t+τb, Xt+τb)
]
= V c(t, x) + Et,x
[ ∫ τb
0
H(Xt+u)I(Xt+u>c(t+u)) du
]
.(3.48)
Since b ≥ c by (iii) above and V c equals G above c by (i) above, we see that V c(t+τb,
Xt+τb) = G(Xt+τb) = V (t+τb, Xt+τb) where the second equality holds since V equals G above
b (recall also that V c(T, x) = G(x) = V (T, x) for all x > 0 ). Moreover, by (ii) above we
know that V c(t, x) ≥ V (t, x) so that (3.47) and (3.48) imply that
(3.49) Et,x
[ ∫ τb
0
H(Xt+u)I(Xt+u>c(t+u)) du
]
≤ 0 .
But then as in (iii) above the continuity of b and c combined with the facts that c lies
between α and m (note that x < m since x < b(t) ≤ m ) and that H is strictly positive
on (α,m) forces the expectation in (3.49) to be strictly positive and provides a contradiction.
Thus c = b as claimed and the proof is complete. ¤
Remark 4 (Conditional median sets and curves). When the horizon in the optimal
prediction problem (2.3) is infinite it is known that the first entry time of X into the median
set [m,M ] of ℓ is optimal (whenever finite valued with probability one). This follows from
the well known characterisation of the median in terms of the L1 norm (cf. [5]). In view of
this fact we see that the optimal stopping set/boundary derived in Theorem 3 may be viewed
as the ‘conditional median set/curve’ of ℓ (or its law) with respect to X (or its law) and
T . (This identification also extends to the case when the horizon is infinite and the first entry
time above is not finite valued with probability one.) The result of Theorem 3 establishes the
existence and uniqueness of the conditional median sets/curves for admissible laws specified
in Definition 2. In this case we know that the conditional median curves can be characterised
as the unique solutions to the nonlinear integral equations (3.6) and (3.9). These equations
cannot be solved in closed form generally but can be used to find the conditional median curves
numerically (see e.g. [7, Remark 22.4] for a possible method relying on backward induction).
When the law of ℓ is not admissible in the sense of Definition 2 then the structure of the
conditional median set of ℓ can generally be more complicated and when this happens the
problem of determining this set (and its boundary) needs to be studied on a case-by-case basis.
We leave a fuller classification of the conditional median sets and their boundaries open for
future studies.
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Figure 1. The optimal selling boundary b from Example 1 when the
aspiration level ℓ is exponentially distributed.
4. Examples
In this section we illustrate the results derived in the previous section through some specific
examples. We assume throughout that the asset price is given by (2.1)-(2.2) and the loss
function G is given by (2.7) where F is the distribution function of the aspiration level ℓ .
Example 1 (Resistance level). Consider the case when µ > 0 and the distribution
function F of the aspiration level ℓ is exponentially distributed with parameter λ > 0 . This
corresponds to the most uncertain realisation of ℓ for the selling level (in terms of entropy)
with the expected value 1/λ . Thus F ′(x) = λe−λx for x > 0 and F ′(x) = 0 for x ≤ 0 .
A direct calculation shows that m = M = (1/λ) log 2 and (2.14) is satisfied with α ∈ (0,m)
solving uniquely the equation
(4.1) λα =
µ
σ2/2
(
1− 1
2
eλα
)
on (0,∞) so that F belongs to A(µ, σ) for all σ > 0 . By the result of Theorem 3 we
therefore know that the optimal selling time is given by
(4.2) τ∗ = inf { t ∈ [0, T ] | Xt ≥ b(t) }
where t 7→ b(t) is the unique solution to (3.6) satisfying α ≤ b(t) ≤ m for t ∈ [0, T ) with
b(T−) = α . Figure 1 shows the optimal selling boundary b when µ = 1 , λ = 1/2 , σ = 2
and T = 1 . In this case α = 0.39 , m = 1.38 and b(0) = 0.70 approximately. The optimal
selling action triggered at τ∗ creates a resistance level at Xτ∗ and pushes the price down.
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Figure 2. The optimal buying boundary b from Example 2 when the
aspiration level ℓ is exponentially distributed.
Example 2 (Support level). Consider the case when µ < 0 and the distribution function
F of the aspiration level ℓ is exponentially distributed with parameter λ > 0 . This corre-
sponds to the most uncertain realisation of ℓ for the buying level (in terms of entropy) with
the expected value 1/λ . A direct calculation shows that (2.15) is satisfied with β ∈ (m,∞)
solving uniquely the equation
(4.3) λβ =
µ
σ2/2
(
1− 1
2
eλβ
)
on (0,∞) so that F belongs to A(µ, σ) for all σ > 0 . By the result of Theorem 3 we
therefore know that the optimal buying time is given by
(4.4) τ∗ = inf { t ∈ [0, T ] | Xt ≤ b(t) }
where t 7→ b(t) is the unique solution to (3.9) satisfying m ≤ b(t) ≤ β for t ∈ [0, T ) with
b(T−) = β . Figure 2 shows the optimal buying boundary b when µ = −1 , λ = 4 , σ = 2
and T = 1 . In this case m = 0.17 , β = 0.61 and b(0) = 0.23 approximately. The optimal
buying action triggered at τ∗ creates a support level at Xτ∗ and pushes the price up.
Example 3 (Aspiration level at the ultimate maximum). Consider the case when
µ ∈ (0, σ2/2) and the aspiration level is equally distributed as the ultimate maximum of X
given by S = supt≥0[x0 exp(σBt+(µ−(σ2/2))t)] where x0 is given and fixed. Recalling the
well-known expression for the law of S (see e.g. [7, Remark 25.2]) this means that the distri-
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Figure 3. The optimal selling boundary b from Example 3 when the
aspiration level ℓ is equally distributed as the ultimate maximum.
bution function F of ℓ is given by
(4.5) F (x) = 1−
(x0
x
)1−µ/(σ2/2)
for x ≥ x0 and F (x) = 0 for x < x0 . Note that F ′ is only piecewise C1 in this case due to
its discontinuity at x0 . A direct calculation shows that m = M = 2
1/(1−µ/(σ2/2))x0 and (2.14)
is satisfied with α ∈ (0,m) given by
(4.6) α =
(
2
(
2− σ
2/2
µ
))1/(1−µ/(σ2/2))
x0
for µ ∈ [σ2/3, σ2/2) and α = x0 for µ ∈ (0, σ2/3) so that F belongs to A(µ, σ) . By the
result of Theorem 3 we therefore know that the optimal buying time is given by
(4.7) τ∗ = inf { t ∈ [0, T ] | Xt ≥ b(t) }
where t 7→ b(t) is the unique solution to (3.9) satisfying α ≤ b(t) ≤ m for t ∈ [0, T ) with
b(T−) = α . Figure 3 shows the optimal selling boundary b when µ = 1 , x0 = 1 , σ = 2
and T = 1 . In this case α = 1 , m = 4 and b(0) = 1.68 approximately. The optimal selling
action triggered at τ∗ creates a support level at Xτ∗ and pushes the price down.
Acknowledgments. The first named author was partially supported by EPSRC grant
EP/K00557X/1. The second named author gratefully acknowledges financial support and hos-
pitality from the Isaac Newton Institute for Mathematical Sciences in Cambridge where this
research was presented and further developed (January 2014).
17
References
[1] Glover, K. Hulley, H. and Peskir, G. (2013). Three-dimensional Brownian motion
and the golden ratio rule. Ann. Appl. Probab. 23 (895–922).
[2] Gomes, C. and Waelbroeck, H. (2010). An empirical study of liquidity dynamics and
resistance and support levels. Quant. Finance 10 (1099–1107).
[3] Osler, C. (2000). Support for resistance: Technical analysis and intraday exchange rates.
Federal Reserve Bank of New York Policy Review 6 (53–68).
[4] Peskir, G. (2005). A change-of-variable formula with local time on curves. J. Theoret.
Probab. 18 (499–535).
[5] Peskir, G. (2012). Optimal detection of a hidden target: The median rule. Stochastic
Process. Appl. 122 (2249–2263).
[6] Peskir, G. (2014). Quickest detection of a hidden target and extremal surfaces. Ann.
Appl. Probab. 24 (2340–2370).
[7] Peskir, G. and Shiryaev, A. N. (2006). Optimal Stopping and Free-Boundary Problems.
Lectures in Mathematics, ETH Zu¨rich, Birkha¨user.
[8] Shefrin, H. (2008). A Behavioral Approach to Asset Pricing. Academic Press.
[9] Simon, H. A. (1955). A behavioral model of rational choice. Quart. J. Econom. 69 (99–
118).
[10] Sonnemans, J. (2006). Price clustering and natural resistance points in the Dutch stock
market: A natural experiment. European Econom. Rev. 83 (505–518).
Tiziano De Angelis
School of Mathematics
University of Leeds
Leeds LS2 9JT
United Kingdom
t.deangelis@leeds.ac.uk
Goran Peskir
School of Mathematics
The University of Manchester
Oxford Road
Manchester M13 9PL
United Kingdom
goran@maths.man.ac.uk
18
