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Abstract
We propose in this paper a general framework for deriving loss functions for
structured prediction. In our framework, the user chooses a convex set including
the output space and provides an oracle for projecting onto that set. Given that
oracle, our framework automatically generates a corresponding convex and smooth
loss function. As we show, adding a projection as output layer provably makes the
loss smaller. We identify the marginal polytope, the output space’s convex hull,
as the best convex set on which to project. However, because the projection onto
the marginal polytope can sometimes be expensive to compute, we allow to use
any convex superset instead, with potentially cheaper-to-compute projection. Since
efficient projection algorithms are available for numerous convex sets, this allows
us to construct loss functions for a variety of tasks. On the theoretical side, when
combined with calibrated decoding, we prove that our loss functions can be used as
a consistent surrogate for a (potentially non-convex) target loss function of interest.
We demonstrate our losses on label ranking, ordinal regression and multilabel
classification, confirming the improved accuracy enabled by projections.
1 Introduction
The goal of supervised learning is to learn a mapping that links an input to an output, using examples
of such pairs. This task is noticeably more difficult when the output objects have a structure, i.e., when
they are not mere vectors. This is the so-called structured prediction setting [4] and has numerous
applications in natural language processing, computer vision and computational biology.
We focus in this paper on the surrogate loss framework, in which a convex loss is used as a proxy for
a (potentially non-convex) target loss of interest. Existing convex losses for structured prediction
come with different trade-offs. On one hand, the structured perceptron [16] and hinge [52] losses
only require access to a maximum a-posteriori (MAP) oracle for finding the highest-scoring structure,
while the conditional random field (CRF) [29] loss requires access to a marginal inference oracle,
for evaluating the expectation under a Gibbs distribution. Since marginal inference is generally
considered harder than MAP inference, for instance containing #P-complete counting problems, this
makes the CRF loss less widely applicable. On the other hand, unlike the structured perceptron
and hinge losses, the CRF loss is smooth, which is crucial for fast convergence, and comes with a
probabilistic model, which is important for dealing with uncertainty. Unfortunately, when combined
with MAP decoding, these losses are typically inconsistent, meaning that their optimal estimator does
not converge to the target loss function’s optimal estimator. Recently, several works [15, 26, 39, 31]
showed good results and obtained consistency guarantees by combining a simple squared loss with
calibrated decoding. Since these approaches only require a decoding oracle at test time and no
oracle at train time, this questions whether structural information is even beneficial during training.
In this paper, we propose loss functions for structured prediction using a different kind of oracle:
projections. Kullback-Leibler projections onto various polytopes have been used to derive online
algorithms [24, 56, 49, 1] but it is not obvious how to extract a loss from these works. In our
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framework, the user chooses a convex set containing the output space and provides an oracle for
projecting onto that set. Given that oracle, we automatically generate an associated loss function. As
we show, incorporating a projection as output layer provably makes the loss smaller. We identify
the marginal polytope, the output space’s convex hull, as the best convex set on which to project.
However, because the projection onto the marginal polytope can sometimes be expensive to compute,
we allow to use instead any convex superset, with potentially cheaper-to-compute projection. When
using the marginal polytope as the convex set, our loss comes with an implicit probabilistic model.
Our contributions are summarized as follows:
• Based upon Fenchel-Young losses [11, 12], we introduce projection-based losses in a broad setting.
We give numerous examples of useful convex polytopes and their associated projections.
• We study the consistency w.r.t. a target loss of interest when combined with calibrated decoding,
extending a recent analysis [38] to the more general projection-based losses. We exhibit a trade-off
between computational cost and statistical estimation.
• We demonstrate our losses on label ranking, ordinal regression and multilabel classification,
confirming the improved accuracy enabled by projections.
Notation. We denote the probability simplex by 4p := {q ∈ Rp+ : ‖q‖1 = 1}, the domain
of Ω: Rp → R ∪ {∞} by dom(Ω) := {u ∈ Rp : Ω(u) < ∞}, the Fenchel conjugate of Ω by
Ω∗(θ) := supu∈dom(Ω)〈u, θ〉 − Ω(u). We denote [k] := {1, . . . , k}.
2 Background and related work
Surrogate loss framework. The goal of structured prediction is to learn a mapping f : X → Y ,
from an input x ∈ X to an output y ∈ Y , minimizing the expected target risk
L(f) := E(X,Y )∼ρ L(f(X), Y ),
where ρ ∈ 4(X × Y) is a typically unknown distribution and L : Y × Y → R+ is a potentially
non-convex target loss. We focus in this paper on surrogate methods, which attack the problem in
two main phases. During the training phase, the labels y ∈ Y are first mapped to ϕ(y) ∈ Θ using an
encoding or embedding function ϕ : Y → Θ. In this paper, we focus on Θ := Rp, but some works
consider general Hilbert spaces [15, 26, 31]. In most cases, ϕ(y) will be a zero-one encoding of the
parts of y, i.e., ϕ(y) ∈ {0, 1}p. Given a surrogate loss S : Θ×Θ→ R+, a model g : X → Θ (e.g., a
neural network or a linear model) is then learned so as to minimize the surrogate risk
S(g) := E(X,Y )∼ρ S(g(X), ϕ(Y )).
This allows to leverage the usual empirical risk minimization framework in the space Θ. During the
prediction phase, given an input x ∈ X , a model prediction θ = g(x) ∈ Θ is “pulled back” to a valid
output ŷ ∈ Y using a decoding function d : Θ→ Y . This is summarized in the following diagram:
x ∈ X g−−−→
model
θ ∈ Θ d−−−−→
decoding
ŷ ∈ Y. (1)
Commonly used decoders include the pre-image oracle [55, 17, 25] θ 7→ argminy∈Y S(θ, ϕ(y)) and
the maximum a-posteriori inference oracle [16, 52, 29], which finds the highest-scoring structure:
MAP(θ) := argmax
y∈Y
〈θ, ϕ(y)〉. (2)
In the remainder of this paper, for conciseness, we will use use S(θ, y) as a shorthand for S(θ, ϕ(y))
but it is useful to bear in mind that surrogate losses are always really defined over vector spaces.
Examples of surrogate losses. We now review classical examples of loss functions that fall within
that framework. The structured perceptron [16] loss is defined by
SSP(θ, y) := max
y′∈Y
〈θ, ϕ(y′)〉 − 〈θ, ϕ(y)〉. (3)
Clearly, it requires a MAP inference oracle at training time in order to compute subgradients w.r.t. θ.
The structured hinge loss used by structured support vector machines [52] is a simple variant of (3)
using an additional loss term. Classically, it is assumed that this term satisfies an affine decomposition,
so that we only need a MAP oracle. The conditional random fields (CRF) [29] loss, on the other
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Figure 1: Proposed framework in the Euclidean geometry. Left. Each black point represents the
vector encoding ϕ(y) of one possible structure y ∈ Y . We require to choose a convex set C including
the encoded output space, ϕ(Y). The best choice isM, the convex hull of ϕ(Y), but we can use any
superset C′ of it with potentially cheaper-to-compute projection. Setting C = Rp, our loss SC(θ, y)
(omitting the superscript Ψ) recovers the squared loss (i.e., no projection). Right. When θ belongs to
the interior ofNC(v), the normal cone of C at a vertex v, the projection PC(θ) := argminu∈C ‖u−θ‖2
hits the vertex v and the angle formed by θ, PC(θ) and ϕ(y) is obtuse. In this case, SC(θ, y) is a strict
upper-bound for `C(θ, y) := 12‖ϕ(y)−PC(θ)‖22. When θ is not in the normal cone of C at any vertex,
then the angle is right and the two losses coincide, SC(θ, y) = `C(θ, y).
hand, requires a so-called marginal inference oracle [54], for evaluating the expectation under the
Gibbs distribution p(y; θ) ∝ e〈θ,ϕ(y)〉. The loss and the oracle are defined by
Scrf(θ, y) := log
∑
y′∈Y
e〈θ,ϕ(y
′)〉−〈θ, ϕ(y)〉 and marginal(θ) := EY∼p[ϕ(Y )] ∝
∑
y∈Y
e〈θ,ϕ(y)〉ϕ(y).
When ϕ(y) is a zero-one encoding of the parts of y (i.e., a bit vector), marginal(θ) can be interpreted
as some marginal distribution over parts of the structures. The CRF loss is smooth and comes with a
probabilistic model, but its applicability is hampered by the fact that marginal inference is generally
harder than MAP inference. This is for instance the case for permutation-prediction problems, where
exact marginal inference is intractable [53, 50, 44] but MAP inference can be computed exactly.
Consistency. When working with surrogate losses, an important question is whether the surrogate
and target risks are consistent, that is, whether an estimator g? minimizing S(g) produces an estimator
d ◦ g? minimizing L(f). Although this question has been widely studied in the multiclass setting
[58, 6, 51, 35] and in other specific settings [21, 45], it is only recently that it was studied in a fully
general structured prediction setting. The structured perceptron, hinge and CRF losses are generally
not consistent when using MAP as decoder d [38]. Inspired by kernel dependency estimation
[55, 17, 25], several works [15, 26, 31] showed good empirical results and proved consistency by
combining a squared loss Ssq(θ, y) := 12‖ϕ(y)− θ‖22 with calibrated decoding (no oracle is needed
during training). A drawback of this loss, however, is that it does not make use of the output space Y
during training, ignoring precious structural information. More recently, the consistency of the CRF
loss in combination with calibrated decoding was analyzed in [38].
3 Structured prediction with projection oracles
In this section, we build upon Fenchel-Young losses [11, 12] to derive a class of smooth loss functions
leveraging structural information through a different kind of oracle: projections. Our losses are
applicable to a large variety of tasks (including permutation problems, for which CRF losses are
intractable) and have consistency guarantees when combined with calibrated decoding (cf. §5).
Fenchel-Young losses. The aforementioned perceptron, hinge and CRF losses all belong to the
class of Fenchel-Young losses [11, 12]. The Fenchel-Young loss generated by Ω is defined by
SΩ(θ, y) := Ω
∗(θ) + Ω(ϕ(y))− 〈θ, ϕ(y)〉. (4)
As shown in [11, 12], SΩ(θ, y) satisfies the following desirable properties:
• Non-negativity: SΩ(θ, y) ≥ 0,
• Zero loss: SΩ(θ, y) = 0⇔ ∇Ω∗(θ) = ϕ(y),
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• Convexity: SΩ(θ, y) is convex in θ,
• Smoothness: If Ω is 1β -strongly convex, then SΩ(θ, y) is β-smooth,
• Gradient as residual (generalizing the squared loss): ∇θSΩ(θ, y) = ∇Ω∗(θ)− ϕ(y).
In the Fenchel duality perspective, θ = g(x) belongs to the dual space dom(Ω∗) = Θ = Rp and is
thus unconstrained. This is convenient, as this places no restriction on the model outputs θ = g(x).
On the other hand, ϕ(y) belongs to the primal space dom(Ω), which must include the encoded output
space ϕ(Y), i.e., ϕ(Y) ⊆ dom(Ω), and is typically constrained. The gradient ∇Ω∗ is a mapping
from dom(Ω∗) to dom(Ω) and SΩ can be seen as loss with mixed arguments, between these two
spaces. The theory of Fenchel-Young loss was recently extended to infinite spaces in [34].
Projection-based losses. Let the Bregman divergence generated by Ψ be defined as DΨ(u, v) :=
Ψ(u)−Ψ(v)− 〈∇Ψ(v), u− v〉. The Bregman projection of ∇Ψ∗(θ) onto a closed convex set C is
PΨC (θ) := argmin
u∈C
DΨ(u,∇Ψ∗(θ)). (5)
Intuitively, ∇Ψ∗ maps the unconstrained predictions θ = g(x) to dom(Ψ), ensuring that the Breg-
man projection is well-defined. Let us define the Kullback-Leibler divergence by KL(u, v) :=∑
i ui log
ui
vi
− ∑i ui + ∑i vi. Two examples of generating function Ψ are Ψ(u) = 12‖u‖22
with dom(Ψ) = Rp and ∇Ψ∗(θ) = θ, and Ψ(u) = 〈u, log u〉 with dom(Ψ) = Rp+ and
∇Ψ∗(θ) = eθ−1. This leads to the Euclidean projection argminu∈C ‖u − θ‖2 and the KL pro-
jection argminu∈C KL(u, e
θ−1), respectively.
Our key insight is to use a projection onto a chosen convex set C as output layer. If C contains the
encoded output space, i.e., ϕ(Y) ⊆ C, then ϕ(y) ∈ C for any ground truth y ∈ Y . Therefore, if
∇Ψ∗(θ) 6∈ C, then PΨC (θ) is necessarily a better prediction than ∇Ψ∗(θ), since it is closer to ϕ(y)
in the sense of DΨ. If ∇Ψ∗(θ) already belongs to C, then PΨC (θ) = ∇Ψ∗(θ) and thus PΨC (θ) is as
good as ∇Ψ∗(θ). To summarize, we have DΨ(ϕ(y), PΨC (θ)) ≤ DΨ(ϕ(y),∇Ψ∗(θ)) for all θ ∈ Θ
and y ∈ Y . Therefore, it is natural to choose θ so as to minimize the following compositional loss
`ΨC (θ, y) := DΨ(ϕ(y), P
Ψ
C (θ)).
Unfortunately, `ΨC is non-convex in θ in general, and∇θ`ΨC (θ, y) requires to compute the Jacobian
of PΨC (θ), which could be difficult, depending on C. Other works have considered the output of an
optimization program as input to a loss [48, 20, 8] but these methods are non-convex too and typically
require unrolling the program’s iterations. We address these issues, using Fenchel-Young losses.
Convex upper-bound. We now set the generating function Ω of the Fenchel-Young loss (4) to
Ω = Ψ + IC , where IC denotes the indicator function of C. We assume that Ψ is Legendre type
[46, 54], meaning that it is strictly convex and∇Ψ explodes at the boundary of the interior of dom(Ψ).
This assumption is satisfied by both Ψ(u) = 12‖u‖22 and Ψ(u) = 〈u, log u〉. With that assumption,
as shown in [11, 12], we obtain ∇Ω∗(θ) = PΨC (θ) for all θ ∈ Θ, allowing us to use Fenchel-Young
losses. For brevity, let us define the Fenchel-Young loss generated by Ω = Ψ + IC as
SΨC (θ, y) := SΨ+IC (θ, y). (6)
From the properties of Fenchel-Young losses, we have SΨC (θ, y) = 0 ⇔ PΨC (θ) = ϕ(y) and
∇θSΨC (θ, y) = PΨC (θ, y)− ϕ(y). Moreover, as shown in [11, 12], SΨC (θ, y) upper-bounds `ΨC (θ, y):
`ΨC (θ, y) ≤ SΨC (θ, y) ∀θ ∈ Θ, y ∈ Y. (7)
Note that if C = dom(Ψ) (largest possible set), then SΨC (θ, y) = DΨ(ϕ(y),∇Ψ∗(θ)). In particular,
with Ψ = 12‖ · ‖22 and C = Rp, SΨC (θ, y) recovers the squared loss Ssq(θ, y) = 12‖ϕ(y)− θ‖22.
Choosing the projection set. Recall that C should be a convex set such that ϕ(Y) ⊆ C. The next
new proposition, a simple consequence of (4), gives an argument in favor of using smaller sets.
Proposition 1 Using smaller sets results in smaller loss
Let C, C′ be two closed convex sets such that C ⊆ C′ ⊆ dom(Ψ). Then,
SΨC (θ, y) ≤ SΨC′(θ, y) ∀θ ∈ Θ, y ∈ Y.
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As a corollary, combined with (7), we have
`ΨC (θ, y) ≤ SΨC (θ, y) ≤ DΨ(ϕ(y),∇Ψ∗(θ))
and in particular when Ψ(u) = 12‖u‖22, noticing that Ssq = SΨRp , we have
`ΨC (θ, y) =
1
2
‖ϕ(y)− PΨC (θ)‖22 ≤ SΨC (θ, y) ≤
1
2
‖ϕ(y)− θ‖22 = Ssq(θ, y).
Therefore, the Euclidean projection PΨC (θ) always achieves a smaller squared loss than θ = g(x).
This is intuitive, as C is a smaller region than Rp and C is guaranteed to include the ground-truth ϕ(y).
Our loss SΨC is a convex and structurally informed middle ground between `ΨC and Ssq.
How to choose C? The smallest convex set C such that ϕ(Y) ⊆ C is the convex hull of ϕ(Y)
M := conv(ϕ(Y)) := {EY∼q[ϕ(Y )] : q ∈ 4|Y|} ⊆ Θ. (8)
When ϕ(y) is a zero-one encoding of the parts of y,M is also known as the marginal polytope [54],
since any point inside it can be interpreted as some marginal distribution over parts of the structures.
The loss SΨC with C =M and Ψ(u) = 12‖u‖22 is exactly the sparseMAP loss proposed in [37]. More
generally, we can use any superset C′ ofM, with potentially cheaper-to-compute projections. For
instance, when ϕ(y) uses a zero-one encoding, the marginal polytope is always contained in the unit
cube, i.e.,M ⊆ [0, 1]p, whose projection is very cheap to compute. We show in our experiments
that even just using the unit cube typically improves over the squared loss. However, an advantage of
using C =M is that PΨM(θ) produces a convex combination of structures, i.e., an expectation.
Smoothness. The well-known equivalence between strong convexity of a function and the smooth-
ness of its Fenchel conjugate implies that the following three statements are all equivalent:
• Ψ is 1β -strongly convex w.r.t. a norm ‖ · ‖ over C,
• PΨC is β-Lipschitz continuous w.r.t. the dual norm ‖ · ‖∗ over Rp,
• SΨC is β-smooth in its first argument w.r.t. ‖ · ‖∗ over Rp.
With the Euclidean geometry, since Ψ(u) = 12‖u‖22 is 1-strongly-convex over Rp w.r.t. ‖ · ‖2, we have
that SΨC is 1-smooth w.r.t. ‖ · ‖2 regardless of C. With the KL geometry, the situation is different.
The fact that Ψ(u) = 〈u, log u〉 is 1-strongly convex w.r.t. ‖ · ‖1 over C = 4p is well-known (this is
Pinsker’s inequality). The next proposition, proved in §C.1, shows that this straightforwardly extends
to any bounded C and that the strong convexity constant is inversely proportional to the size of C.
Proposition 2 Strong convexity of Ψ(u) = 〈u, log u〉 over a bounded set
Let C ⊆ Rd+ and β := supu∈C ‖u‖1. Then, Ψ is 1β -strongly convex w.r.t. ‖ · ‖1 over C.
This implies that SΨC is β-smooth w.r.t. ‖ · ‖∞. Since smaller β is smoother, this is another argument
for preferring smaller sets C. With the best choice of C =M, we obtain β = supy∈Y ‖ϕ(y)‖1.
Computation. Assuming C is compact (closed and bounded), the Euclidean projection can always
be computed using Frank-Wolfe or active-set algorithms, provided access to a linear maximization ora-
cle LMOC(v) := argmaxu∈C〈u, v〉. Note that in the case C =M, assuming that ϕ is injective, mean-
ing that is has a left inverse, MAP inference reduces to an LMO, since MAP(θ) = ϕ−1(LMOM(θ))
(the LMO can be viewed as a linear program, whose solutions always hit a vertex ϕ(y) ofM). The
KL projection is more problematic but Frank-Wolfe variants have been proposed [7, 27]. In the next
section, we focus on examples of sets for which an efficient dedicated projection oracle is available.
4 Examples of convex polytopes and corresponding projections
Probability simplex. For multiclass classification, we set Y = [k], where k is the number of
classes. With ϕ(y) = ey, the one-hot encoding of y, MAP inference (2) becomes MAP(θ) =
argmaxi∈[k] θk. The marginal polytope defined in (8) is nowM = 4k, the probability simplex.
The Euclidean and KL projections onto C =M then correspond to the sparsemax [32] and softmax
transformations. We therefore recover the sparsemax and logistic losses as natural special cases of
SΨC . Note that, although the CRF loss [29] also comprises the logistic loss as a special case, it no
longer coincides with our loss in the structured case.
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ϕ(1) = [1, 0, 0]
ϕ(2) = [0, 1, 0]
ϕ(3) = [0, 0, 1]
(a) Probability simplex
ϕ({1})
ϕ({1, 3})
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'((3, 1, 2))
'((2, 1, 3))
'((1, 2, 3))
'((1, 3, 2))
'((2, 3, 1))
(e) Permutahedron (f) Order simplex
Figure 2: Examples of polytopes
Budget polytope. We now set Y = {y 2 2[k] : l  |y|  u}, the subsets of [k] of bounded size,
where we assume 0  l  u  k. This is useful in a multilabel setting with known lower bound
l 2 N and upper bound u 2 N on the number of labels per sample. Setting again '(y) =P|y|i=1 eyi 2
{0, 1}k, MAP inference is equivalent to the integer linear program argmax'(y)2{0,1}kh✓,'(y)i s.t.
l  h'(y),1i  u. Let ⇡ be a permutation sorting ✓ in descending order. An optimal solution is
'(y)i =
(
1 if l > 0 and i 2 {⇡1, . . . ,⇡l},
1 else if i 2 {⇡1, . . . ,⇡u} and ✓i > 0,
0 else.
The marginal polytope is a generalization of budget polytope [2] and is now equal to M = {µ 2
[0, 1]k : l  hµ,1i  u}. The next proposition, proved in §C.2, shows how to project efficiently.
Proposition 3 Euclidean and KL projections on the budget polytope
• Let ⌫ be the projection of ✓ onto the unit cube (cf. “unit cube” paragraph).
• If l  h⌫,1i  u, then ⌫ is optimal.
• Otherwise, return the projection of ✓ onto {µ 2 [0, 1]k : hµ,1i = m}, where m = u if
h⌫,1i > u and m = l otherwise.
The total cost is O(k) in the Euclidean case and O(k log k) in the KL case (cf. §C.2 for details).
Birkhoff polytope. We view ranking as a structured prediction problem and let Y be the set of
permutations ⇡ of [k]. Setting '(⇡) 2 {0, 1}k⇥k as the permutation matrix associated with ⇡, MAP
inference becomes the linear assignment problem MAP(✓) = argmax⇡2Y
Pk
i=1 ✓i,⇡i and can be
computed exactly using the Hungarian algorithm [24]. The marginal polytope M becomes the
Birkhoff polytope [7], the set of doubly stochastic matrices
M = {P 2 Rk⇥k : P>1k = 1, P1k = 1, 0  P  1}.
Noticeably, marginal inference is known to be #P-complete [48, 45, §3.5], since it corresponds to
computing a matrix permanent. In contrast, the KL projection on the Birkhoff polytope can be
computed using the Sinkhorn algorithm [43, 15]. The Euclidean projection can be computed using
Dykstra’s algorithm [17] or dual approaches [10]. For both kinds of projections, the cost of obtaining
an ✏-approximate solution is O(k2/✏). To obtain cheaper projections, one can also consider [10, 33]
the set of row-stochastic matrices, a strict superset of the Birkhoff polytope
4k⇥k := 4k ⇥ · · ·⇥4k = {P 2 Rk⇥k : P>1m = 1, 0  P  1}  M.
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{0, 1}k, MAP inference is equivalent to the integer linear program argmax'(y)2{0,1}kh✓,'(y)i s.t.
l  h'(y),1i  u. Let ⇡ be a permutation sorting ✓ in descending order. An optimal solution is
'(y)i =
(
1 if l > 0 and i 2 {⇡1, . . . ,⇡l},
1 else if i 2 {⇡1, . . . ,⇡u} and ✓i > 0,
0 else.
The marginal polytope is a generalization of budget polytope [2] and is now equal to M = {µ 2
[0, 1]k : l  hµ,1i  u}. The next proposition, proved in §C.2, shows how to project efficiently.
Proposition 3 Euclidean and KL projections on the budget polytope
• Let ⌫ be the projection of ✓ onto the unit cube (cf. “unit cube” paragraph).
• If l  h⌫,1i  u, then ⌫ is optimal.
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h⌫,1i > u and m = l otherwise.
The total cost is O(k) in the Euclidean case and O(k log k) in the KL case (cf. §C.2 for details).
Birkhoff polytope. We view ranking as a structured prediction problem and let Y be the set of
permutations ⇡ of [k]. Setting '(⇡) 2 {0, 1}k⇥k as the permutation matrix associated with ⇡, MAP
inference becomes the linear assignment problem MAP(✓) = argmax⇡2Y
Pk
i=1 ✓i,⇡i and can be
computed exactly using the Hungarian algorithm [24]. The marginal polytope M becomes the
Birkhoff polytope [7], the set of doubly stochastic matrices
M = {P 2 Rk⇥k : P>1k = 1, P1k = 1, 0  P  1}.
Noticeably, marginal inference is known to be #P-complete [48, 45, §3.5], since it corresponds to
computing a matrix permanent. In contrast, the KL projection on the Birkhoff polytope can be
computed using the Sinkhorn algorithm [43, 15]. The Euclidean projection can be computed using
Dykstra’s algorithm [17] or dual approaches [10]. For both kinds of projections, the cost of obtaining
an ✏-approximate solution is O(k2/✏). To obtain cheaper projections, one can also consider [10, 33]
the set of row-stochastic matrices, a strict superset of the Birkhoff polytope
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Unit cube. For multilabe clas ification, we choose Y = 2[k], the powerset of [k]. Let us set
ϕ(y) =
∑|y|
i=1 eyi ∈ {0, 1}k, the label indicator vector of y (i.e., ϕ(y)i = 1 if i ∈ y and 0 otherwise).
MAP infer nce co responds to predicting each label independently. More precisely, for each label
i ∈ [k], f θi > 0 we predi t i, o herwise we do not. The marginal polytope is nowM = [0, 1]k, the
unit cube. Each vertex is in bijection with one possible subset of [k]. The Euclidean projection of θ
ontoM is equal to a coordinate-wise clipping of θ, i.e., max(min(θi, 1), 0) for all i ∈ [k]. The KL
projec ion is equal to m (1, eθi−1) for all i ∈ [k]. More generally, whenever ϕ for the task at hand
uses a 0-1 encoding, we can use the unit cube as superset with computationally cheap projection.
Knapsack polytope. We now set Y = {y ∈ 2[k] : l ≤ |y| ≤ u}, the subsets of [k] of bounded size.
We assume 0 ≤ l ≤ u ≤ k. This is useful for multilabel classification with known lower bound
l ∈ N and upper bound u ∈ N on the number of labels per sample. Setting again ϕ(y) = ∑|y|i=1 eyi ∈
{0, 1}k, MAP inference is equivalent to the integer linear program argmaxϕ(y)∈{0,1}k〈θ, ϕ(y)〉 s.t.
l ≤ 〈ϕ(y),1〉 ≤ u. Let pi be a permutation sorting θ in desc nding order. An optimal solution is
ϕ(y)i =
{
1 if l > 0 and i ∈ {pi1, . . . , pil},
1 else if i ∈ {pi1, . . . , piu} and θi > 0,
0 else.
The marginal polytope is an instance of knapsack polytope [2]. It is equal toM = {µ ∈ [0, 1]k : l ≤
〈µ,1〉 ≤ u} and is illustrated in Figure 2c with k = 3, l = 0 and u = 2 (i.e., we keep all elements of
2[3] except {1, 2, 3}). The next proposition, proved in §C.2, shows how to efficiently project onM.
Propositi n 3 Efficient Euclidea nd KL rojections onM
• Let ν be the projection of∇Ψ∗(θ) onto the unit cube (cf. “unit cube” paragraph).
• If l ≤ 〈ν,1〉 ≤ u, then ν is optimal.
• Otherwise, return the projec ion of∇Ψ∗(θ) onto {µ ∈ [0, 1]k : 〈µ,1〉 = m}, where m = u
if 〈ν,1〉 > u and m = l otherwise.
The total c st is O(k) in the Euclidean case and O(k log k) in the KL case (cf. §C.2 for details).
Birkhoff polytope. We view ranking as a structured prediction problem and let Y be the set of
permutations pi of [k]. Setting ϕ(pi) ∈ {0, 1}k×k as the permutation matrix associated with pi, MAP
inference becomes the lin ar assignment problem MAP(θ) = argmaxpi∈Y
∑k
i=1 θi,pii and can be
computed exactly using th Hu garian algorithm [28]. The marginal polytope M becomes the
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Birkhoff polytope [10], the set of doubly stochastic matrices
M = {P ∈ Rk×k : P>1 = 1, P1 = 1, 0 ≤ P ≤ 1}.
Noticeably, marginal inference is known to be #P-complete [53, 50, §3.5], since it corresponds to
computing a matrix permanent. In contrast, the KL projection on the Birkhoff polytope can be
computed using the Sinkhorn algorithm [47, 18]. The Euclidean projection can be computed using
Dykstra’s algorithm [19] or dual approaches [13]. For both projections, the cost of obtaining an
-precise solution is O(k2/). To obtain cheaper projections, we can also use [13, 38] the set4k×k
of row-stochastic matrices, a strict superset of the Birkhoff polytope and strict subset of the unit cube
[0, 1]k×k ⊃ 4k×k := 4k × · · · × 4k = {P ∈ Rk×k : P>1 = 1, 0 ≤ P ≤ 1} ⊃ M.
Projections onto 4k×k reduce to k row-wise projections onto 4k, for a worst-case total cost of
O(k2 log k) in the Euclidean case and O(k2) in the KL case.
Permutahedron. We again consider ranking and let Y be the set of permutations pi of [k] but
use a different encoding. This time, we define ϕ(pi) = (wpi1 , . . . , wpik) ∈ Rk, where w ∈ Rk is a
prescribed vector of weights, which without loss of generality, we assume sorted in descending order.
MAP inference becomes MAP(θ) = argmaxpi∈Y
∑k
i=1 θiwpii =
∑k
i=1 θpi−1i
wi, where pi−1 denotes
the inverse permutation of pi. The MAP solution is thus the inverse of the permutation sorting θ in
descending order, and can be computed in O(k log k) time. When w = (k, . . . , 1), which we use
in our experiments,M is known as the permutahedron. For arbitrary w, we follow [30] and call
M the permutahedron induced by w. Its vertices correspond to the permutations of w. Importantly,
the Euclidean projection ontoM reduces to sorting, which takes O(k log k), followed by isotonic
regression, which takes O(k) [57, 36]. Bregman projections reduce to isotonic optimization [30].
Order simplex. We again set Y = [k] but now consider the ordinal regression setting, where
there is an intrinsic order 1 ≺ · · · ≺ k. We need to use an encoding ϕ that takes into account that
order. Inspired by the all-threshold method [42, 38], we set ϕ(y) =
∑
1≤i<y≤k ei ∈ Rk−1. For
instance, with k = 4, we have ϕ(1) = [0, 0, 0], ϕ(2) = [1, 0, 0], ϕ(3) = [1, 1, 0] and ϕ(4) = [1, 1, 1].
This encoding is also motivated by the fact that it enables consistency w.r.t. the absolute loss (§A).
As proved in §C.3, with that encoding, the marginal polytope becomes the order simplex [22].
Proposition 4 Vertices of the order simplex
M = conv(0, e1, e1+e2, . . . , e1+· · ·+ek−1) = {µ ∈ Rk−1 : 1 ≥ µ1 ≥ µ2 ≥ · · · ≥ µk−1 ≥ 0}
Note that without the upper bound on µ1, the resulting set is known as monotone nonnegative cone
[14]. The scores (〈θ, ϕ(y)〉)ky=1 can be calculated using a cumulated sum in O(k) time and therefore
so do MAP and marginal inferences. The Euclidean projection is equivalent to isotonic regression
with lower and upper bounds, which can be computed in O(k) time [9].
5 Consistency analysis of projection-based losses
We now study the consistency of SΨC as a proxy for a possibly non-convex target loss L : Y×Y → R+.
Affine decomposition. We assume that the target loss L satisfies the decomposition
L(ŷ, y) = 〈ϕ(ŷ), V ϕ(y) + b〉+ c(y). (9)
This is a slight generalization of the decomposition of [15], where we used an affine map u 7→ V u+b
instead of a linear one and where we added the term c : Y → R, which is independent of ŷ. This
modification allows us to express certain losses L using a zero-one encoding for ϕ instead of a signed
encoding [38]. The latter is problematic when using KL projections and does not lead to sparse
solutions with Euclidean projections. Examples of target losses satisfying (9) are discussed in §A.
Calibrated decoding. A drawback of the classical inference pipeline (1) with decoder d = MAP
is that it is oblivious to the target loss L. In this paper, we propose to use instead
x ∈ X g−−−→
model
θ ∈ Θ = Rp P
Ψ
C−−−−−→
projection
u ∈ C ŷL−−−−−−−−−−→
calibrated decoding
ŷ ∈ Y, (10)
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where we define the decoding calibrated for the loss L by
ŷL(u) := argmin
y′∈Y
〈ϕ(y′), V u+ b〉 = MAP(−V u− b). (11)
Under the decomposition (9), calibrated decoding therefore reduces to MAP inference with pre-
processed input. It is a “rounding” to Y of the projection u = PΨC (θ) ∈ C, that takes into account
the loss L. Recently, [15, 26, 39, 31] used similar calibrated decoding in conjunction with a squared
loss (i.e., without an intermediate layer) and [38] used it with a CRF loss (with marginal inference as
intermediate layer). To our knowledge, we are the first to use a projection layer (in the Euclidean or
KL senses) as an intermediate step.
Calibrating target and surrogate excess risks. Given a (typically unknown) joint distribution
ρ ∈ 4(X × Y), let us define the target risk of f : X → Y and the surrogate risk of g : X → Θ by
L(f) := E(X,Y )∼ρ L(f(X), Y ) and SΨC (g) := E(X,Y )∼ρ SΨC (g(X), Y ).
The quality of estimators f and g is measured in terms of the excess of risks
δL(f) := L(f)− inf
f ′ : X→Y
L(f ′) and δSΨC (g) := SΨC (g)− inf
g′ : X→Θ
SΨC (g′).
The following proposition shows that δL(f) and δSΨC (g) are calibrated when using our proposed
inference pipeline (10), i.e., when f = ŷL ◦ PΨC ◦ g.
Proposition 5 Calibration of target and surrogate excess risks
Let SΨC (θ, y) and L(ŷ, y) be defined as in (6) and (9), respectively. Assume Ψ is
1
β -strongly
convex w.r.t. ‖ · ‖ over C, Legendre-type, and C is a closed convex set such that ϕ(Y) ⊆ C ⊆
dom(Ψ). Let σ := supŷ∈Y ‖V >ϕ(ŷ)‖∗, where ‖ · ‖∗ is the dual norm of ‖ · ‖. Then,
∀g : X → Θ : δL(ŷL ◦ P
Ψ
C ◦ g)2
8βσ2
≤ δSΨC (g).
The proof, given in §C.4, is based on the calibration function framework of [40] and extends a recent
analysis [38] to projection-based losses. Our proof covers Euclidean projection losses, not covered by
the previous analysis. Proposition 5 implies Fisher consistency, i.e., L(ŷL ◦PΨC ◦g?) = L(f?), where
f? := argminf : X→Y L(f) and g? := argming : X→Θ SΨC (g). Consequently, any optimization
algorithm converging to g? will also recover an optimal estimator ŷL ◦PΨC ◦ g? of L. Combined with
Propositions 1 and 2, Proposition 5 suggests a trade-off between computational cost and statistical
estimation, larger sets C enjoying cheaper-to-compute projections but leading to slower rates.
6 Experimental results
We present in this section our empirical findings on three tasks: label ranking, ordinal regression
and multilabel classification. In all cases, we use a linear model θ = g(x) := Wx and solve
1
n
∑n
i=1 S
Ψ
C (Wxi, yi) +
λ
2 ‖W‖2F by L-BFGS, choosing λ against the validation set. A Python
implementation is available at https://github.com/mblondel/projection-losses.
Label ranking. We consider the label ranking setting where supervision is given as full rankings
(e.g., 2  1  3  4) rather than as label relevance scores. Note that the exact CRF loss is intractable
for this task. We use the same six public datasets as in [26]. We compare different convex sets for
the projection PΨC and the decoding ŷL. For the Euclidean and KL projections onto the Birkhoff
polytope, we solve the semi-dual formulation [13] by L-BFGS. We report the mean Hamming loss,
for which our loss is consistent, between the ground-truth and predicted permutation matrices in the
test set. Results are shown in Table 1 and Table 2. We summarize our findings below.
• For decoding, using [0, 1]k×k or 4k×k instead of the Birkhoff polytope considerably degrades
accuracy. This is not surprising, as these choices do not produce valid permutation matrices.
• Using a squared loss 12‖ϕ(y) − θ‖2 (C = Rk×k, no projection) works relatively well when
combined with permutation decoding. Using supersets of the Birkhoff polytope as projection set
C, such as [0, 1]k×k or 4k×k, improves accuracy substantially. However, the best accuracy is
obtained when using the Birkhoff polytope for both projections and decoding.
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Table 1: Hamming loss (lower is better) for label ranking with Euclidean projections. The first line
indicates the projection set C used in (5). The second line indicates the decoding set used in (11).
Using the Birkhoff polytope for both projections and decoding achieves the best accuracy.
Projection [0, 1]k×k 4k×k Rk×k [0, 1]k×k 4k×k M
Decoding [0, 1]k×k 4k×k M M M M
Authorship 12.83 5.62 5.70 5.18 5.70 5.10
Glass 24.35 5.43 7.11 5.68 5.04 4.65
Iris 27.78 10.37 19.26 4.44 1.48 2.96
Vehicle 26.36 7.43 9.04 7.57 6.99 5.88
Vowel 43.71 9.65 10.57 9.56 9.18 8.76
Wine 10.19 1.85 1.23 1.85 1.85 1.85
M: Birkhoff polytope
Projection 4k×k Rk×k+ [0, 1]k×k 4k×k M
Decoding 4k×k M M M M
Authorship 5.84 5.10 5.62 5.84 5.10
Glass 5.43 5.81 5.94 5.68 4.65
Iris 11.11 18.52 4.44 1.48 2.96
Vehicle 7.57 8.46 7.43 7.21 6.25
Vowel 9.50 9.40 9.42 9.28 9.17
Wine 4.32 1.85 1.85 1.85 1.85
Table 2: Same as Table 1 but with KL projections instead.
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Figure 3: Example of soft
permutation matrix.
• The losses derived from Euclidean and KL projections perform similarly. This is informative, as
algorithms for Euclidean projections onto various sets are more widely available.
Beyond accuracy improvements, the projection µ = PΨM(Wx) is useful to visualize soft permutation
matrices predicted by the model, an advantage lost when using supersets of the Birkhoff polytope.
Ordinal regression. We compared classical ridge regression to our order simplex based loss on
sixteen publicly-available datasets [23]. For evaluation, we use mean absolute error (MAE), for which
our loss is consistent when suitably setting V and b (cf. §A). We find that ridge regression performs
the worst with an average MAE of 0.72. Combining a squared loss 12‖ϕ(y) − θ‖2 (no projection)
with order simplex decoding at prediction time improves the MAE to 0.47. Using a projection on
the unit cube, a superset of the order simplex, further improves the MAE to 0.45. Finally, using the
Euclidean projection onto the order simplex achieves the best MAE of 0.43, confirming that using the
order simplex for both projections and decoding works better. Detailed results are reported in Table 4.
Multilabel classification. We compared losses derived from the unit cube and the knapsack poly-
tope on the same seven datasets as in [32, 11]. We set the lower bound l to 0 and the upper-bound u
to dE[|Y |] +√V[|Y |]e, where E and V are computed over the training set. Although the unit cube is
a strong baseline, we find that the knapsack polytope improves F1 score on some datasets, especially
with few labels per sample (“birds”, “emotions”, “scene”). Results are reported in Tables 6 and 7.
7 Conclusion
We proposed in this paper a general framework for deriving a smooth and convex loss function
from the projection onto a convex set, bringing a computational geometry perspective to structured
prediction. We discussed several examples of polytopes with efficient Euclidean or KL projection,
making our losses useful for a variety of structured tasks. Our theoretical and empirical results
suggest that the marginal polytope is the convex set of choice when the projection onto it is affordable.
When not, our framework allows to use any superset with cheaper-to-compute projection.
9
Acknowledgments
We thank Vlad Niculae for suggesting the knapsack polytope for multilabel classification, and
Tomoharu Iwata for suggesting to add a lower bound on the number of labels. We also thank Naoki
Marumo for numerous fruitful discussions.
References
[1] N. Ailon, K. Hatano, and E. Takimoto. Bandit online optimization over the permutahedron.
Theoretical Computer Science, 650:92–108, 2016.
[2] M. Almeida and A. Martins. Fast and robust compressive summarization with dual decomposi-
tion and multi-task learning. In Proc. of ACL, volume 1, pages 196–206, 2013.
[3] B. Amos, V. Koltun, and J. Zico Kolter. The limited multi-label projection layer. arXiv preprint
arXiv:1906.08707, 2019.
[4] G. BakIr, T. Hofmann, B. Schölkopf, A. J. Smola, and B. Taskar. Predicting structured data.
MIT press, 2007.
[5] A. Banerjee, S. Merugu, I. S. Dhillon, and J. Ghosh. Clustering with Bregman divergences.
JMLR, 6:1705–1749, 2005.
[6] P. L. Bartlett, M. I. Jordan, and J. D. McAuliffe. Convexity, classification, and risk bounds.
Journal of the American Statistical Association, 101(473):138–156, 2006.
[7] D. Belanger, D. Sheldon, and A. McCallum. Marginal inference in mrfs using frank-wolfe. In
NIPS Workshop on Greedy Optimization, Frank-Wolfe and Friends, 2013.
[8] D. Belanger, B. Yang, and A. McCallum. End-to-end learning for structured prediction energy
networks. In Proc. of ICML, pages 429–439. JMLR. org, 2017.
[9] M. J. Best and N. Chakravarti. Active set algorithms for isotonic regression; a unifying
framework. Mathematical Programming, 47(1-3):425–439, 1990.
[10] G. Birkhoff. Tres observaciones sobre el algebra lineal. Univ. Nac. Tucumán Rev. Ser. A,
5:147–151, 1946.
[11] M. Blondel, A. F. Martins, and V. Niculae. Learning classifiers with Fenchel-Young losses:
Generalized entropies, margins, and algorithms. In Proc. of AISTATS, 2019.
[12] M. Blondel, A. F. Martins, and V. Niculae. Learning with fenchel-young losses. arXiv preprint
arXiv:1901.02324, 2019.
[13] M. Blondel, V. Seguy, and A. Rolet. Smooth and sparse optimal transport. In Proc. of AISTATS,
2018.
[14] S. Boyd and L. Vandenberghe. Convex optimization. Cambridge university press, 2004.
[15] C. Ciliberto, L. Rosasco, and A. Rudi. A consistent regularization approach for structured
prediction. In Proc. of NeurIPS, pages 4412–4420, 2016.
[16] M. Collins. Discriminative training methods for Hidden Markov Models: Theory and experi-
ments with perceptron algorithms. In Proc. of EMNLP, 2002.
[17] C. Cortes, M. Mohri, and J. Weston. A general regression technique for learning transductions.
In Proc. of ICML, pages 153–160. ACM, 2005.
[18] M. Cuturi. Sinkhorn distances: Lightspeed computation of optimal transportation distances. In
Proc. of NeurIPS, 2013.
[19] A. Dessein, N. Papadakis, and J.-L. Rouas. Regularized optimal transport and the Rot Mover’s
Distance. arXiv preprint arXiv:1610.06447, 2016.
[20] J. Domke. Generic methods for optimization-based modeling. In Proc. of AISTATS, pages
318–326, 2012.
[21] J. C. Duchi, L. W. Mackey, and M. I. Jordan. On the consistency of ranking algorithms. In Proc.
of ICML, pages 327–334, 2010.
[22] S. Grotzinger and C. Witzgall. Projections onto order simplexes. Applied mathematics and
Optimization, 12(1):247–270, 1984.
10
[23] P. A. Gutierrez, M. Perez-Ortiz, J. Sanchez-Monedero, F. Fernandez-Navarro, and C. Hervas-
Martinez. Ordinal regression methods: Survey and experimental study. IEEE Transactions on
Knowledge and Data Engineering, 28(1):127–146, 2016.
[24] D. P. Helmbold and M. K. Warmuth. Learning permutations with exponential weights. JMLR,
10:1705–1736, 2009.
[25] H. Kadri, M. Ghavamzadeh, and P. Preux. A generalized kernel approach to structured output
learning. In Proc. of ICML, pages 471–479, 2013.
[26] A. Korba, A. Garcia, and F. d’Alché Buc. A structured prediction approach for label ranking.
In Proc. of NeurIPS, pages 8994–9004, 2018.
[27] R. G. Krishnan, S. Lacoste-Julien, and D. Sontag. Barrier frank-wolfe for marginal inference.
In Proc. of NeurIPS, pages 532–540, 2015.
[28] H. W. Kuhn. The Hungarian method for the assignment problem. Nav. Res. Log., 2(1-2):83–97,
1955.
[29] J. D. Lafferty, A. McCallum, and F. C. Pereira. Conditional Random Fields: Probabilistic
models for segmenting and labeling sequence data. In Proc. of ICML, 2001.
[30] C. H. Lim and S. J. Wright. Efficient bregman projections onto the permutahedron and related
polytopes. In Proc. of AISTATS, pages 1205–1213, 2016.
[31] G. Luise, D. Stamos, M. Pontil, and C. Ciliberto. Leveraging low-rank relations between
surrogate tasks in structured prediction. In Proc. of ICML, 2019.
[32] A. F. Martins and R. F. Astudillo. From softmax to sparsemax: A sparse model of attention and
multi-label classification. In Proc. of ICML, 2016.
[33] A. F. Martins and J. Kreutzer. Learning what’s easy: Fully differentiable neural easy-first
taggers. In Proc. of EMNLP, pages 349–362, 2017.
[34] A. Mensch, M. Blondel, and G. Peyré. Geometric losses for distributional learning. In Proc. of
ICML, 2019.
[35] Y. Mroueh, T. Poggio, L. Rosasco, and J.-J. Slotine. Multiclass learning with simplex coding.
In Proc. of NeurIPS, pages 2789–2797, 2012.
[36] R. Negrinho and A. Martins. Orbit regularization. In Proc. of NeurIPS, 2014.
[37] V. Niculae, A. F. Martins, M. Blondel, and C. Cardie. SparseMAP: Differentiable sparse
structured inference. In Proc. of ICML, 2018.
[38] A. Nowak-Vila, F. Bach, and A. Rudi. A general theory for structured prediction with smooth
convex surrogates. arXiv preprint arXiv:1902.01958, 2019.
[39] A. Nowak-Vila, F. Bach, and A. Rudi. Sharp analysis of learning with discrete losses. In Proc.
of AISTATS, 2019.
[40] A. Osokin, F. Bach, and S. Lacoste-Julien. On structured prediction theory with calibrated
convex surrogate losses. In Proc. of NIPS, pages 302–313, 2017.
[41] P. M. Pardalos and N. Kovoor. An algorithm for a singly constrained class of quadratic programs
subject to upper and lower bounds. Mathematical Programming, 46(1-3):321–328, 1990.
[42] F. Pedregosa, F. Bach, and A. Gramfort. On the consistency of ordinal regression methods.
JMLR, 18(1):1769–1803, 2017.
[43] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel,
P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher,
M. Perrot, and E. Duchesnay. Scikit-learn: Machine learning in Python. JMLR, 12:2825–2830,
2011.
[44] J. Petterson, T. S. Caetano, J. J. McAuley, and J. Yu. Exponential family graph matching and
ranking. In Proc. of NeurIPS, pages 1455–1463, 2009.
[45] P. Ravikumar, A. Tewari, and E. Yang. On ndcg consistency of listwise ranking methods. In
Proc. of AISTATS, pages 618–626, 2011.
[46] R. T. Rockafellar. Convex Analysis. Princeton University Press, 1970.
[47] R. Sinkhorn and P. Knopp. Concerning nonnegative matrices and doubly stochastic matrices.
Pacific Journal of Mathematics, 21(2):343–348, 1967.
11
[48] V. Stoyanov, A. Ropson, and J. Eisner. Empirical risk minimization of graphical model
parameters given approximate inference, decoding, and model structure. In Proc. of AISTATS,
pages 725–733, 2011.
[49] D. Suehiro, K. Hatano, S. Kijima, E. Takimoto, and K. Nagano. Online prediction under
submodular constraints. In Proc. of ALT, 2012.
[50] B. Taskar. Learning Structured Prediction Models: A Large Margin Approach. PhD thesis,
Stanford University, 2004.
[51] A. Tewari and P. L. Bartlett. On the consistency of multiclass classification methods. JMLR,
8(May):1007–1025, 2007.
[52] I. Tsochantaridis, T. Joachims, T. Hofmann, and Y. Altun. Large margin methods for structured
and interdependent output variables. JMLR, 6:1453–1484, 2005.
[53] L. G. Valiant. The complexity of computing the permanent. Theor. Comput. Sci., 8(2):189–201,
1979.
[54] M. J. Wainwright and M. I. Jordan. Graphical models, exponential families, and variational
inference. Foundations and Trends R© in Machine Learning, 1(1–2):1–305, 2008.
[55] J. Weston, O. Chapelle, V. Vapnik, A. Elisseeff, and B. Schölkopf. Kernel dependency estimation.
In Proc. of NeurIPS, pages 897–904, 2003.
[56] S. Yasutake, K. Hatano, S. Kijima, E. Takimoto, and M. Takeda. Online linear optimization over
permutations. In International Symposium on Algorithms and Computation, pages 534–543.
Springer, 2011.
[57] X. Zeng and M. A. Figueiredo. The ordered weighted `1 norm: Atomic formulation and
conditional gradient algorithm. In Proc. of SPARS, 2015.
[58] T. Zhang et al. Statistical behavior and consistency of classification methods based on convex
risk minimization. The Annals of Statistics, 32(1):56–85, 2004.
12
Appendix
A Examples of decomposable target losses
For more generality, following [38], we consider losses L : O × Y → R+, where O is the output
space and Y is the ground-truth space. Typically, O = Y but we give examples below where O 6= Y .
Our affine decomposition (9) now becomes
L(ŷ, y) = 〈ψ(ŷ), V ϕ(y) + b〉+ c(y), (12)
where ψ : O → Rp. We give examples below of possibly non-convex losses L satisfiying decomposi-
tion (12). When not mentioned explicitly, we set V = I , b = 0 and c(y) = 0. For more examples of
decomposable losses, see also [15, 39, 38].
General loss. As noted in [15], any loss L : O × Y → R+ can always be written as (12) if O and
Y are finite sets. Indeed, it suffices to set ψ(y) = ϕ(y) = ey and to define V as the |O| × |Y| loss
matrix, i.e., Vŷ,y = L(ŷ, y) for all ŷ ∈ O and y ∈ Y . This, however, ignores structural information,
essential for large output spaces encountered in structured prediction.
Zero-one loss for multiclass classification. Let O = Y = [k]. The 0-1 loss L(ŷ, y) = 1[ŷ 6= y]
can be written as (12) if we set ψ(y) = ϕ(y) = ey and V = 1− Ik×k, i.e., V is the 0-1 cost matrix.
Hamming loss for multilabel classification. Let O = Y = 2[k] and ϕ(y) = ∑|y|i=1 eyi . Then,
L(ŷ, y) =
k∑
i=1
1[ŷi 6= yi] = 〈ϕ(ŷ),1〉+ 〈ϕ(y),1〉 − 2〈ϕ(ŷ), ϕ(y)〉.
This can be written as (12) with V = −2I , b = 1 and c(y) = 〈ϕ(y),1〉.
Hamming loss for ranking. Let O = Y be the set of permutations of [k]. If ψ(y) = ϕ(y) is the
permutation matrix associated with permutation y, the Hamming loss is L(ŷ, y) =
∑k
i=1 1[ŷi 6=
yi] = k − 〈ϕ(ŷ), ϕ(y)〉. It can thus be written as (12) with V = −Ik×k and c(y) = k.
Normalized discounted cumulative gain (NDCG). Let O be the permutations of [m] and Y =
[k]m be the relevance scores of m documents. The NDCG loss is L(pi, y) = 1− 1N(y)
∑m
i=1 yiwpii ,
where N(y) = maxpi∈O
∑m
i=1 yiwpii is a normalization constant. Inspired by [38], we can thus write
L as (12) by defining ψ(pi) as the permutation of w according to pi, ϕ(y) = y/N(y), V = −I and
c(y) = 1. This shows the importance of learning to predict normalized relevance scores, as also
noted in [45]. For this reason, we suggest using C = Rm+ . Decoding reduces to linear maximization
over the permutahedron.
Precision at k for ranking. LetO be the permutations of [m] and Y = {0, 1}m be binary relevance
scores. Precision at k corresponds to the number of relevant results (e.g., labels or documents) in
the top k results. The corresponding loss can be defined by L(pi, y) = 1 − 1k
∑m
i=1 yiwpii , where
w1 = · · · = wk = 1 and wk+1 = · · · = wn = 0. If the number of positive labels |y| =
∑m
i=1 yi is
less than k, we replace k with |y|. Similarly as for NDCG, we can therefore write L as (12). Again,
decoding reduces to linear maximization over the permutahedron.
Absolute loss for ordinal regression. Let O = Y = [k] and ψ(y) = ϕ(y) = ∑i<y ei. Then,
L(ŷ, y) = |ŷ − y| = 〈ϕ(ŷ),1〉+ 〈ϕ(y),1〉 − 2〈ϕ(ŷ), ϕ(y)〉.
This can be written as (12) with V = −2I , b = 1 and c(y) = 〈ϕ(y),1〉. A similar loss decomposition
is derived in [38] in the case of a signed encoding, instead of the zero-one encoding we use. However,
the signed encoding is problematic when using KL projections and does not lead to sparse projections
when using Euclidean projections.
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B Experiment details and additional empirical results
We discuss in this section our experimental setup and additional empirical results.
For all datasets, we normalized samples to have zero mean unit variance. We use the train-test split
from the dataset when provided. When not, we use 80% for training data and 20% for test data. We
hold out 25% of the training data for hyperparameter validation purposes. For the regularization
hyper-parameter λ, we used ten log-spaced values between 10−4 and 104. Once we select the best
hyperparameter, we refit the model on the entire training set. We ran all experiments on a machine
with Intel(R) Xeon(R) CPU with 2.90GHz and 4GB of RAM.
In all experiments, we use publicly-available datasets:
• https://github.com/akorba/Structured_Approach_Label_Ranking
• http://www.uco.es/grupos/ayrna/ucobigfiles/datasets-orreview.zip
• http://mulan.sourceforge.net/datasets-mlc.html
• https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
B.1 Label ranking
In this section, we compare the Birkhoff and permutahedron polytopes for the same label ranking task
as described in the main manuscript. With the Birkhoff polytope, θ = g(x) ∈ Rk×k can be interpreted
as an affinity matrix between classes for the input x. With the permutahedron, θ = g(x) ∈ Rk can
be intepreted as vector, containing the score of each class for input x. Therefore, the two polytopes
have different expressive power. For the model g(x), we compare g(x) = Wx, where W is a matrix
or linear map of proper shape, and a polynomial model g(x) =
∑n
i=1 wiκ(x, xi), where w ∈ Rn,
κ(x, x′) := (〈x, x′〉+ 1)D and D is the polynomial degree. For the Euclidean projection onto the
permutahedron, we use the isotonic regression solver from scikit-learn [43].
Our results, shown in Table 3, indicate that in the case of a linear model, the Birkhoff polytope
outperforms the permutahedron by a large margin. Using a polynomial model closes the gap between
the two, but the model based on the Birkhoff polytope is still slightly better.
Table 3: Test Hamming loss comparison when using the Birkhoff and permutahedron polytopes.
Projection B P P P
Decoding B P P P
Model Linear Linear Poly (D = 2) Poly (D = 3)
Authorship 5.10 10.06 10.50 8.59
Glass 4.65 7.49 7.10 8.14
Iris 2.96 27.41 20.00 5.93
Vehicle 5.88 11.62 8.30 9.26
Vowel 8.76 14.35 11.74 10.21
Wine 1.85 8.02 3.08 6.79
B: Birkhoff polytope, P : permutahedron
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B.2 Ordinal regression
In this section, we present our detailed results on ordinal regression. Table 4 below shows the
results for each dataset. For context, the first column indicates a simple baseline in which we always
predict the median label calculated on the train set. The second column indicates classical ridge
regression where we used rounding to the closest integer as decoding. Using the order simplex for
both projections and decoding achieves the best MAE on average.
Table 4: Mean absolute error (MAE) of our losses with Euclidean projections.
Projection Baseline R R
k−1 [0, 1]k−1 M
Decoding Round M M M
ERA 1.61 1.24 1.19 1.19 1.19
ESL 1.12 0.34 0.37 0.30 0.30
LEV 0.71 0.41 0.48 0.46 0.46
SWD 0.63 0.47 0.41 0.42 0.42
Automobile 1.02 0.50 0.54 0.54 0.48
Balance-scale 0.91 0.29 0.10 0.10 0.10
Car 0.41 0.32 0.23 0.17 0.17
Contact-lenses 0.5 0.50 0.33 0.17 0.17
Eucalyptus 1.22 3.96 0.40 0.44 0.45
Newthyroid 0.29 0.09 0.11 0.02 0.02
Pasture 0.66 0.44 0.33 0.33 0.33
Squash-stored 0.54 0.38 0.54 0.62 0.62
Squash-unstored 0.54 0.46 0.31 0.31 0.15
Tae 0.69 0.66 0.66 0.66 0.66
Toy 0.97 0.96 0.97 0.97 0.97
Winequality-red 0.66 0.46 0.45 0.46 0.46
Average MAE 0.78 0.72 0.47 0.45 0.43
Average rank 4.75 2.9 2.1 1.6 1.5
M: order simplex
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B.3 Multilabel classification
In this section, we show full empirical results for our multilabel experiment. Dataset statistics are
summarized in Table 5. Empirical results are shown in Tables 6 and 7.
Table 5: Multilabel dataset statistics
Dataset Type Train Dev Test Features Classes Avg. labels
Birds Audio 134 45 172 260 19 1.96
Cal500 Music 376 126 101 68 174 25.98
Emotions Music 293 98 202 72 6 1.82
Mediamill Video 22,353 7,451 12,373 120 101 4.54
Scene Images 908 303 1,196 294 6 1.06
SIAM TMC Text 16,139 5,380 7,077 30,438 22 2.22
Yeast Micro-array 1,125 375 917 103 14 4.17
Table 6: Accuracy comparison on multilabel classification, using Euclidean projections.
Projection [0, 1]k Rk [0, 1]k M
Decoding [0, 1]k M M M
Birds 90.21 90.61 90.61 90.70
Cal500 85.78 85.76 85.78 85.80
Emotions 77.64 76.32 75.99 75.83
Mediamill 96.90 96.85 96.90 96.82
Scene 90.05 88.34 89.62 90.79
TMC 94.67 94.48 94.65 94.67
Yeast 79.75 79.70 79.75 79.71
M: knapsack polytope
Table 7: F1-score comparison on multilabel classification, using Euclidean projections.
Projection [0, 1]k Rk [0, 1]k M
Decoding [0, 1]k M M M
Birds 38.87 37.75 39.21 39.43
Cal500 34.62 35.86 34.63 34.61
Emotions 56.60 51.73 53.98 62.57
Mediamill 56.22 55.35 56.22 54.53
Scene 61.06 50.33 58.95 69.01
TMC 60.45 58.61 60.37 60.25
Yeast 60.24 60.20 60.23 60.06
M: knapsack polytope
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C Proofs
C.1 Proof of strong convexity of Shannon negentropy (Proposition 2)
Let C ⊆ Rd+ and Ψ(u) = 〈u, log u〉. For all u, v ∈ C we have [14, §9.1.2]
Ψ(u) = Ψ(v) +∇Ψ(v)>(u− v) + 1
2
(u− v)>∇2Ψ(w)(u− v),
for some w ∈ C in the line segment [u, v], and where ∇Ψ(u) = log u + 1, ∇2Ψ(u) = diag(u−1).
Recall that Ψ is 1β -strongly convex over C w.r.t. ‖ · ‖ if for all u, v ∈ C
Ψ(u) ≥ Ψ(v) +∇Ψ(v)>(u− v) + 1
2β
‖u− v‖2. (13)
Therefore, letting z = u− v, it suffices to show that for all u, v, w ∈ C
βz>∇2Ψ(w)z ≥ ‖z‖21. (14)
Note that if there exists wi = 0, then (14) clearly holds. Therefore we can focus on showing (14) for
w > 0. This is indeed verified since by the Cauchy–Schwarz inequality
‖z||21 =
(
d∑
i=1
|zi|√
wi
√
wi
)2
≤
d∑
i=1
z2i
wi
d∑
i=1
wi = z
>∇2Ψ(w)z ||w||1.
Therefore Ψ is 1β -strongly convex over C w.r.t. ‖ · ‖1, with β = supw′∈C ||w′||1.
C.2 Projection onto the knapsack polytope (Proposition 3)
Euclidean case. The Euclidean projection onto the knapsack polytope is
argmin
µ∈Rk
1
2
‖µ− θ‖2 s.t. l ≤ 〈µ,1〉 ≤ u, 0 ≤ µ ≤ 1.
The corresponding Lagrangian is
L = 1
2
‖µ− θ‖2 + τ(〈µ,1〉 − u) + η(l − 〈µ,1〉)− 〈ξ, µ〉+ 〈ζ, µ− 1〉,
where the dual feasibility conditions are τ ≥ 0, η ≥ 0, ξ ∈ Rk+ and ζ ∈ Rk+. From the stationary
conditions, the optimal µ should satisfy
µ = θ + (η − τ)1+ ξ − ζ.
From the complementary slackness conditions,
τ(〈µ,1〉 − u) = 0
η(l − 〈µ,1〉) = 0
ζi(µi − 1) = 0 ∀i ∈ [k]
ξiµi = 0 ∀i ∈ [k].
If 0 < µi < 1, then ξi = ζi = 0 and µi = θi − τ + η. If ξi > 0 then µi = 0. If ζi > 0 then µi = 1.
Altogether, we thus have for all i ∈ [k]
µi = clip[0,1](θi − τ + η) := min{1,max{0, θi − τ + η}}.
Three cases can happen:
• If τ = η = 0, the inequality l ≤ 〈µ,1〉 ≤ u is inactive. Therefore the projection clip[0,1](θ)
onto the unit cube is optimal.
• If τ > 0, then η = 0 and 〈µ,1〉 = u is active. This case happens when 〈clip[0,1](θ),1〉 > u.
• If η > 0, then τ = 0 and l = 〈µ,1〉 is active. This case happens when 〈clip[0,1](θ),1〉 < l.
The second and third cases correspond to a projection onto {µ ∈ Rk : 〈µ,1〉 = m, 0 ≤ µ ≤ 1},
with m = u or m = l. This projection can be computed in O(k) time using Pardalos and Kovoor’s
algorithm [41]. See also [2, Appendix A] for pseudo code. Since that set is a special case of
permutahedron with w ∈ Rk defined by w1 = · · · = wm = 1 and wm+1 = · · · = wk = 0, we can
also use the projection onto the permutahedron. The cost is O(k log k) for sorting θ and O(k) for
isotonic regression via the pool adjacent violators algorithm [30]. Yet another alternative is to search
for τ solving
∑k
i=1 clip[0,1](θi − τ) = m by bisection.
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KL case. We want to solve (note that the non-negativity constraint on µ is vacuous)
argmin
µ∈Rk
〈µ, logµ〉 − 〈µ, θ〉 s.t. l ≤ 〈µ,1〉 ≤ u, 0 ≤ µ ≤ 1.
As for the Euclidean projection, we consider three cases.
• If the projection ν = min(1, eθ−1) on the unit cube satisfies the constraints, ν is the optimal
solution.
• If 〈ν,1〉 > u, we need to satisfy the constraint 〈µ,1〉 = u.
• If 〈ν,1〉 < l, we need to satisfy the constraint 〈µ,1〉 = l.
The last two cases correspond to solving the problem
argmin
µ∈Rk
〈µ, logµ〉 − 〈µ, θ〉 s.t. 〈µ,1〉 = m, µ ≤ 1.
with m = u or m = l. We can rewrite it as
argmin
α∈Rk
〈α, logα〉 − 〈α, z〉 s.t. 〈α,1〉 = 1, α ≤ 1
m
.
with α := µm and z := θ − (logm)1. An O(k log k) algorithm for solving this constrained softmax
(KL projection onto a capped simplex) was derived in [33]. A related projection using a different
entropy is derived in [3].
C.3 Vertices of the order simplex (Proposition 4)
Let us gather the vertices ϕ(y) ∈ {0, 1}k−1 for all y ∈ [k] as columns in a matrix M ∈ {0, 1}k−1×k.
For instance, with k = 4,
M =
[
0 1 1 1
0 0 1 1
0 0 0 1
]
.
Recall that
M = M4k = {Mp : p ∈ Rk, p ≥ 0, 〈p,1〉 = 1} ⊂ Rk−1.
Let µ = Mp. Then for all p ∈ 4k
µ1 = p2 + p3 + · · ·+ pk
µ2 = p3 + p4 + · · ·+ pk
µ3 = p4 + · · ·+ pk
...
µk−1 = pk,
from which we obtain
1− µ1 = p1 ≥ 0
µ1 − µ2 = p2 ≥ 0
µ2 − µ3 = p3 ≥ 0
...
µk−1 = pk ≥ 0.
Notice that 〈p,1〉 = 1 is automatically satisfied for any µ = Mp. Therefore
M = {µ ∈ Rk−1 : 1 ≥ µ1 ≥ µ2 ≥ · · · ≥ µk−1 ≥ 0},
which is known as the order simplex [22].
C.4 Calibration of target and surrogate excess risks (Proposition 5)
We prove Proposition 5, extending a recent analysis [38] to the more general projection losses.
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C.4.1 Background
In this section, after reviewing the classical notions of pointwise and population excess risks, we
discuss calibration functions for structured prediction, as introduced in [40]. We use the generalized
notation introduced in §A, with output space O and ground truth space Y .
Pointwise and population risks. Given a distribution q ∈ 4|Y|, we define the pointwise risk of
ŷ ∈ O for the loss L and the pointwise risk of θ ∈ Θ for the surrogate S by
`(ŷ, q) := EY∼q L(ŷ, Y ) and s(θ, q) := EY∼q S(θ, Y ),
respectively. We also define the corresponding excess of pointwise risks, the difference between the
pointwise risks and the pointwise Bayes risk:
δ`(ŷ, q) := `(ŷ, q)− inf
y′∈O
`(y′, q) and δs(θ, q) := s(θ, q)− inf
θ′∈Θ
s(θ′, q).
Given a joint distribution p ∈ 4(X × Y), let us now define the population target risk and the
population surrogate risk by
L(f) := E(X,Y )∼p L(f(X), Y ) and S(g) := E(X,Y )∼p S(g(X), Y ).
The quality of estimators f and g is measured in terms of the excess of population risks
δL(f) := L(f)− inf
f ′ : X→O
L(f ′) and δS(g) := S(g)− inf
g′ : X→Θ
S(g′).
Note that the population risks can be written in terms of the pointwise ones as
L(f) = EX∼pX `(f(X), p(·|X)) and S(g) = EX∼pX s(g(X), p(·|X)), (15)
where p(·|x) is the conditional distribution over Y , and pX is the marginal distribution over X .
Analogously, when the surrogate is a F-Y loss generated by Ω, we will use sΩ, δsΩ, SΩ and δSΩ.
Calibration functions. Let d : Θ → O be a decoding function, namely a function that turns a
continuous prediction θ = g(x) into a discrete structure in O. A calibration function ζ is a function
relating the excess of pointwise risks δ` and δs for all θ ∈ Θ and q ∈ 4|Y| by
ζ(δ`(d(θ), q)) ≤ δs(θ, q).
It allows to control how much reduction of δs is needed to reduce δ` when using d as a decoder
(larger ζ is better). As shown in [40], ζ can be cast as an optimization problem,
ζ() = inf
θ∈Θ,q∈4|Y|
δs(θ, q) s.t. δ`(d(θ), q) ≥ . (16)
It is easy to verify that ζ is positive, non-decreasing, and satisfies ζ(0) = 0. As shown in [40, 38],
any convex lower-bound ξ of ζ allows to in turn calibrate the excess of population risks:
ξ(δL(d ◦ g)) ≤ δS(g), (17)
for all g : X → Θ and d : Θ→ O. This follows from Jensen’s inequality and from (15). If ξ() > 0
for all  > 0 and ξ(0) = 0, this implies Fisher consistency.
C.4.2 Calibration function of Fenchel-Young losses
We derive the exact expression of the calibration function (16) for general Fenchel-Young losses.
Lemma 1 Calibration function of general Fenchel-Young losses
Let L(ŷ, y) be decomposed as (12) and S(θ, y) = SΩ(θ, ϕ(y)) := Ω∗(θ)+Ω(ϕ(y))−〈θ, ϕ(y)〉,
with ϕ(Y) ⊆ dom(Ω). Then the calibration function (16) with decoder d : Θ→ O reads
ζ() = inf
θ∈Θ,µ∈M
SΩ(θ, µ) s.t. 〈ψ(d(θ))− ψ(ŷL(µ)), V µ+ b〉 ≥ .
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Proof. Let µϕ(q) := EY∼q[ϕ(Y )]. The pointwise surrogate risk reads
sΩ(θ, q) := EY∼q[SΩ(θ, ϕ(Y ))]
=
∑
y∈Y
q(y)(Ω∗(θ) + Ω(ϕ(y))− 〈θ, ϕ(y)〉)
= Ω∗(θ) + Ω(µϕ(q))− 〈θ, µϕ(q)〉+ EY∼q[Ω(ϕ(Y ))]− Ω(µϕ(q))
=: SΩ(θ, µϕ(q)) + IΩ(ϕ(Y ), q),
where we defined IΩ(ϕ(Y ), q), the Bregman information [5] of the random variable ϕ(Y ) with
generating function Ω. Hence the excess of pointwise surrogate risk reads
δsΩ(θ, q) = sΩ(θ, q)− inf
θ′∈Θ
sΩ(θ
′, q)
= SΩ(θ, µϕ(q))− inf
θ′∈Θ
SΩ(θ
′, µϕ(q))︸ ︷︷ ︸
= 0
= SΩ(θ, µϕ(q)),
where in the second line we used [11, Proposition 2]. The pointwise target risk reads
`(ŷ, q) = EY∼q[L(ŷ, Y )]
=
∑
y∈Y
q(y)(〈ψ(ŷ), V ϕ(y) + b〉+ c(y))
= 〈ψ(ŷ), V µϕ(q) + b〉+ EY∼q[c(Y )].
Hence the excess of pointwise target risk reads
δ`(ŷ, q) = `(ŷ, q)− inf
y′∈O
`(y′, q)
= 〈ψ(ŷ), V µϕ(q) + b〉 − inf
y′∈O
〈ψ(y′), V µϕ(q) + b〉
= 〈ψ(ŷ), V µϕ(q) + b〉 − 〈ψ(ŷL(µϕ(q))), V µϕ(q) + b〉
= 〈ψ(ŷ)− ψ(ŷL(µϕ(q))), V µϕ(q) + b〉,
where
ŷL(u) := argmin
y′∈O
〈ψ(y′), V u+ b〉.
Therefore we can rewrite (16) as
ζ() = inf
θ∈Θ,q∈4|Y|
SΩ(θ, µϕ(q)) s.t. 〈ψ(d(θ))− ψ(ŷL(µϕ(q))), V µϕ(q) + b〉 ≥ .
Using the change of variable µ = µϕ(q) ∈M = conv(ϕ(Y)) gives the desired result. 
C.4.3 Technical lemma
We give in this section a technical lemma, which will be useful for the rest of the proof.
Lemma 2 Upper-bound on pointwise target risk
Let σ := supŷ∈O ‖V >ψ(ŷ)‖∗, where ‖ · ‖∗ denotes the dual norm of ‖ · ‖. Then,
δ`(ŷL(u), q) ≤ 2σ‖µϕ(q)− u‖ ∀u ∈ Rp, q ∈ 4|Y|.
Proof. The proof is a slight modification of [38, Lemma D.3] and is included for completeness. In
that work, V = I and b = 0, or put differently, they are absorbed into ϕ. In this work, we keep V and
b explicitly to decouple the label encoding from the loss decomposition. This is important in order to
keep MAP and projection algorithms unchanged. Following [38], let us decompose δ`(ŷL(u), q) into
two terms A and B:
δ`(ŷL(u), q) = 〈ψ(ŷL(u))− ψ(ŷL(µϕ(q))), V µϕ(q) + b〉
= 〈ψ(ŷL(u)), V µϕ(q) + b− V u− b〉︸ ︷︷ ︸
A
+ 〈ψ(ŷL(u)), V u+ b〉 − 〈ψ(ŷL(µϕ(q)), V µϕ(q) + b〉︸ ︷︷ ︸
B
.
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Clearly, A ≤ supŷ∈O |〈ψ(ŷ), V µϕ(q)− V u〉|.
Using |minz η(z) −minz η′(z)| ≤ supz |η(z) − η′(z)|, an inequality also used in [15, Thm. 12],
we also get B ≤ supŷ∈O |〈ψ(ŷ), V µϕ(q)− V u〉|.
Therefore, in both cases, we see that b cancels out. Combining the two, we obtain
δ`(ŷL(u), q) ≤ 2 sup
ŷ∈O
|〈ψ(ŷ), V µϕ(q)− V u〉| = 2 sup
ŷ∈O
|〈V >ψ(ŷ), µϕ(q)− u〉|.
By definition of the dual norm, we have the (generalized) Cauchy-Shwarz inequality 〈x, y〉 ≤
‖x‖ ‖y‖∗. Therefore,
δ`(ŷL(u), q) ≤ 2 sup
ŷ∈O
|〈V >ψ(ŷ), µϕ(q)− u〉| ≤ 2 sup
ŷ∈O
‖V >ψ(ŷ)‖∗‖µϕ(q)− u‖.

C.4.4 Convex lower bound on the calibration function of projection-based losses
Since ζ above could be non-convex and difficult to compute, we next derive a convex lower bound for
a particular subset of Fenchel-Young losses (namely, projection-based losses SΨC ) and for a particular
decoder d : Θ→ O (namely, d = ŷL ◦ PΨC ).
Lemma 3 Convex lower bound on the calibration function of SΨC
Let L(ŷ, y) be decomposed as (12) and S(θ, y) = SΨC (θ, y) be defined as in (6). Assume
Ψ is 1β -strongly convex over C w.r.t. ‖ · ‖, Legendre-type, and C is a convex set such that
ϕ(Y) ⊆ C ⊆ dom(Ψ). Let σ := supŷ∈O ‖V >ψ(ŷ)‖∗, where ‖ · ‖∗ is the dual norm of ‖ · ‖.
Then, the calibration function defined (11) with d = ŷL ◦ PΨC is lower bounded as
ζ() ≥ 
2
8βσ2
.
Proof. Let us set Ω = Ψ + IC , where Ψ is Legendre-type. Note that this does not imply that Ω itself
is Legendre-type. Using Lemma 2, we have for all u ∈ Rp and all q ∈ 4|Y|
δ`(ŷL(u), q) ≤ 2σ‖µϕ(q)− u‖.
Let us set the decoder to d = ŷL ◦ ∇Ω∗. With u = ∇Ω∗(θ), we thus get for all θ ∈ Θ and q ∈ 4|Y|:
 ≤ δ`(d(θ), q) ≤ 2σ‖µϕ(q)−∇Ω∗(θ)‖.
From (13), Ψ is 1β -strongly convex over C w.r.t. ‖ · ‖ if and only if for all u, v ∈ C
DΨ(u, v) ≥ 1
2β
‖u− v‖2.
Combining this with [11, Proposition 3], we have for all θ ∈ Θ and all u ∈ C
SΩ(θ, u) ≥ DΨ(u,∇Ω∗(θ)) ≥ 1
2β
‖u−∇Ω∗(θ)‖2.
Altogether, we thus get for all θ ∈ Θ and q ∈ 4|Y|
δsΩ(θ, q) = SΩ(θ, µϕ(q))
≥ DΨ(µϕ(q),∇Ω∗(θ))
≥ 1
2β
‖µϕ(q)−∇Ω∗(θ)‖2
≥ 1
8βσ2
δ`(d(θ), q)2
≥ 
2
8βσ2
.

C.5 Finalizing the proof
We simply combine (17) and Lemma 3. 
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