In this paper we study the subcritical contact process on Z d for large times, starting with all sites infected. The configuration is described in terms of the macroscopic locations of infected regions in space and the relative positions of infected sites in each such region.
Introduction
We consider the classical contact process on Z d , briefly described as follows. The state at time t is a subset η t ⊆ Z d , or equivalently an element η t ∈ {0, 1} Z d . Each infected site x (i.e. x ∈ η t ) heals spontaneously (i.e. is removed from η t ) at rate 1. Each healthy site x (i.e. x ∈ η t ) gets infected (i.e. is added to η t ) at rate given by the number of its nearest neighbors y that are infected at time t, multiplied by λ > 0. The number λ is the only parameter of this time evolution. For A ⊆ Z d , we denote by (η A t ) t 0 the process starting from η 0 = A. When A is random and has distribution µ, we denote the process by η µ t . When A = {x} we write η x t and when A = Z d we may omit the superindex.
The contact process is one of the simplest interacting particle systems that exhibit a phase transition. There exists a non-trivial critical value 0 < λ c < ∞ such that the probability that an infection starting from a single site propagates indefinitely is positive when λ > λ c and zero when λ < λ c . See [Lig05, Lig99] for background on this and related models.
In this paper we study the subcritical phase. Our goal is to describe the configuration η t starting from η 0 = Z d , for large values of t. We describe it in terms of the macroscopic locations of infected regions in space and the relative positions of infected sites in each such region. Hereafter we assume that 0 < λ < λ c is fixed.
To see something in this phase, we have to start with an infinite initial configuration, and search for the infected sites. In one dimension it is common to start from a configuration that is infinite only to the left, and consider the "contact process seen from the rightmost point." In [ASS90] it is shown that the subcritical contact process seen from the rightmost point has no invariant measures. In [AEGR15] it is shown that the process nonetheless converges in distribution.
In higher dimensions, the idea of "seen from a specific infected site" can be replaced by considering the contact process modulo translations, at least when finite configurations are being considered. We say that two non-empty finite configurations η and η ′ ⊆ Z d are equivalent if they are translations of each other. Let Λ denote the quotient space resulting from this equivalence, and let η denote the projection of a finite configuration η onto Λ ∪ {∅}. The contact process modulo translations is the process (ζ t ) t 0 given by ζ t = η t ∈ Λ ∪ {∅}. Since the evolution rules of (η t ) t 0 are translation-invariant, the process (ζ t ) t 0 is a homogeneous Markov process. The set Λ is an irreducible class and the absorbing state ∅ is reached almost-surely.
We say that a probability distribution µ on Λ is a quasi-stationary distribution, or simply QSD, if, for every t > 0, L (ζ 
Using Proposition 1.1 and controlling the statistical effect of picking the rightmost infected site, it is shown in [AEGR15] that, for any infinite initial configuration A ⊆ −N, the subcritical contact process seen from the rightmost point converges in distribution to ν.
In this paper we provide a more detailed description of the collection of infected regions, in any dimension. Let R t ∈ N be such that
At time t > 0, consider percolation on the set η t by connecting sites at distance less than R t . Let C t denote the set of connected components. Each finite component D ∈ C t can be identified by a pair (x, ζ), where the choice of x among the sites of D is arbitrary (e.g. lexicographical order for simplicity) and ζ = D ∈ Λ describes the relative positions of such sites. 
where dx is the Lebesgue measure, ν is given by (1) and 0 < ρ < ∞ is given by (4) below.
The difficulty in studying the infected regions comes from the interplay between two factors: the lack of finite-range dependence of the contact process, and the fact that by searching for infected regions one finds pieces of space where the process is not typical. To handle these effects simultaneously, we use a classification of "good points" and the construction of a "minimal path," described in §2.2 and §3.1. Both ideas were introduced in [AEGR15] , however they relied on the planar topology of the one-dimensional nearestneighbor model, and the extension to a more general setting was not straightforward.
We conclude with a brief discussion about the method of proof.
The arguments presented here provide an analogous scaling limit for the discrete-time analogue called oriented percolation.
Most of the work is devoted to extend the convergence stated in Proposition 1.1 to a scenario where η 0 = Z d instead of a fixed finite set A, and the conditioning is on the existence of infected sites within a large finite box. Denote
One of the central steps of the proof is to extend an idea introduced in [Eza12, AEGR15] , which works using Harris' graphical construction. Conditioned on the existence of an infected point at time t, we first locate a site x whose infection percolates from time 0 to time t. From site x one cannot apply Proposition 1.1 directly, because choice of x itself requires extra information that interferes with the process distribution. In order to clean most of this inconvenient information, a kind of renewal space-time point is used.
About the constant ρ, in [SS14] it is shown that the limiting distribution ν in (1) is the unique QSD satisfying E ν |ζ| < ∞. We will further prove the following.
Proposition 1.3. Under the extra assumption that
On the other hand, it is shown in [AEGR15] that the sub-Markovian kernel of the evolution ζ t restricted to Λ is α-recurrent with summable left eigenmeasure ν and positive right eigenfunction h. As a consequence, for each A ∈ Λ, one has not only (2) but also
Combining Propositions 1.2 and 1.3 with the above limit, we will show that
The rest of the paper is divided as follows. In Section 2 we briefly describe a graphical construction, introduce notation, state the FKG inequality, and give a definition of good points. In Section 3 we prove Propositions 1.2 and 1.3. In Section 4 we prove Theorem 1.1.
Preliminaries and main tools
We start gathering common notation for the reader's convenience. In §2.1 we will present Harris' graphical construction with further notation, and in §2.2 we will define good points, which will be a central concept used in the rest of the paper.
From (2), (3) and duality, we have the useful estimates:
Letter β denotes an arbitrary number that will be enlarged throughout the proof. The product βt means ⌊βt⌋. Some definitions such as that of good point are implicitly parametrized by β.
For r > 0, we define the balls B r = {x ∈ R d : x ∞ r} and B r = B r ∩Z d . We also define the discrete sphere D r by B r \ B r−1 . The associated balls and discrete sphere centered at y are denoted by B 
Graphical representation and FKG inequality
Define
e i , i = 1, . . . , d}, and let U be a Poisson point process in R d × R with intensity given by
(Ω, F , P) be the underlying probability space. For nearest neighbors x, y ∈ Z d we write
, t) ∈ U} and U x = {t : (x, t) ∈ U}. For t ∈ U x we say that there is a recovery mark at site x at time t, and for t ∈ U x,y we say that there is an infection arrow from x to y at time t.
Given two space-time points (y, s) and (x, t), we define a path from (y, s) to (x, t) as a finite sequence ( 
When s = 0 we omit it in the subindex. We use (η t ) t 0 for the process defined by (6) with A = Z d , so (η t ) is a contact process with parameter λ. The process (ζ t ) t 0 given by ζ t = η t is this contact process modulo translations. Both of them are Markov. Note that if A is finite, the same holds for η A t and ζ A t for every t 0, almost surely. Also note that ∅ is absorbing for both processes. When A is a singleton {y} we write η y t and ζ y t . We use ω for a configuration of points in R d+1 and ω δ , ω λ for its restrictions to
We slightly abuse the notation and identify a set of configurations Q with the event "U ∈ Q."
A minor topological technicality needs to be mentioned. Consider the space of locally finite configurations with the Skorohod topology: two configurations are close if they have the same number of points in a large space-time box and the position of the points are approximately the same. In the sequel we assume that all events considered have zero-probability boundaries under this topology. The important fact is that events of the form {E F } are measurable and satisfy this condition, as long as E and F are closed subsets of
Theorem (FKG Inequality). If Q 1 and Q 2 are increasing, then
See [BG91, § §2.1-2.2] for proofs and precise definitions.
Good point
We say that the space-time point (z, s) is a good point if every λ-path starting from (z, s) makes less than βt jumps during [s, s + t], and we denote by G s z the corresponding event. The definition of good point depends on β and t but we omit them in the notation G s z . We define
Lemma 2.1. For every ρ < ∞, for β and t large enough depending on ρ,
Proof. The proof in [AEGR15, Lemma 4] works on any dimension.
Corollary 2.2. For every ρ < ∞, for β and t large enough depending on ρ,
Proof. Use union bound over D 2βt and increase β to obtain the desired ρ.
Corollary 2.3. Let ρ < ∞. If β and t are large enough, then
for every pair of sets A and B with |A| e ρt and |B| 1, and every s t.
Proof. Let ρ < ∞ fixed. For t and β large enough, we have P (G 0 x ) 1 − e −(2ρ+α)t . Using this and (5) we get
Finally, we observe that, if
This proves the first inequality. The second one is proved the same way.
The fact that good points have so high probability creates independence between sets of sites infected by 2βt-distant points, and makes it possible to obtain the following bounds.
Corollary 2.4. If R t ≪ e αt/d then, for t large enough, we have
Proof. Let ρ > α and choose β as in Corollary 2.3. Take A = {2βty :
, that is, the event where all points in A are good, survivals of points in A are independent (because two points in A are at distance at least 2βt). Since
because e −ρt ≪ e −αt and |A|e −αt ≪ 1. We conclude using
Corollary 2.5. If R t ≪ e αt/d then, for β and t large enough, we have
Proof. Using Corollary 2.4 and (5),
Configuration at infected regions
In this section we prove Propositions 1.2 and 1.3. In §3.1 we describe the construction of a minimal path, and in §3.2 we define a kind of renewal point on this path, called break point. We then state some important properties of the the break point and use them to prove Proposition 1.2. In §3.3 we prove the statistical properties about the break point, in §3.4 we prove properties about its space-time location and finally in §3.5 we prove Proposition 1.3.
If the reader is wondering why the R t ≪ e αt/2d requirement for Proposition 1.2, we note that the same argument works for R t ≪ e αt d+ε . Likewise, the assumption R t ≪ e 3 √ t for Proposition 1.3 can be lessened to R t ≪ e o(t/ log t) . In any case, these assumptions are immaterial because, once Theorem 1.1 is proved for some 1 ≪ R t ≪ e αt/d , the result can be bootstrapped to any other such sequence.
Construction of the work path
Let denote a well-order of Z d , and read w ≺ z as w has higher priority or precedes z.
In the following we take
as the highest-priority site whose infection survives up to the space-time region D. We want to define a "minimal path" in a convenient way, which is slightly more delicate than in the one dimensional case [AEGR15] .
The path Γ A→D will be described by a finite sequence
Otherwise, in order to continue the construction, we let t k+1 = τ k+1 and choose x k+1 as follows. Let y k be the destination of the outgoing arrow from x k at time t k+1
If only one occurs, we choose the corresponding site. If both occur, we choose the site with higher priority. More precisely, we have four cases (illustrated in Figure 1 ):
We finally define the path
In the following, we restrict to
. We also write X and X y,s for the respective starting points. is not connected to L t (case d). At (➂,t 2 ), we have an arrow to ➀ which leads to a higher priority point and this one is connected to L t (case a). At (➀,t 3 ), there is an arrow to ➇ which leads to a lower priority point and (➀,t + 3 ) is connected to L t (case c) so we do not follow the arrow. At (➇,t 5 ), there is an arrow to ➃ which has higher priority but (➃,t 5 ) is not connected to L t (case b).
Break point and consequences
The space-time point (y, s) is called a break point if for every This definition provides control on the configuration η t through the following lemmas.
We will need some control on the properties of Y and S.
Lemma 3.3. If R t = e O(t) then, for β and t large enough,
Lemma 3.4. If R t = e O(t) then, for β and t large enough,
Lemma 3.5. If R t ≪ e αt/d then, for β and t large enough,
We now have all the ingredients to prove Proposition 1.2.
Proof of Proposition 1.2. Let
The term in (7) equals zero by Lemmas 3.3, 3.4 and 3.5. To obtain (8) we use Lemma 3.2. The second term vanishes by the assumption on R t . Equality (9) follows from Lemma 3.1. In (10), we use Corollary 2.3 and Proposition 1.1.
Properties of the break point
We now prove Lemmas 3.1 and 3.2.
Proof of Lemma 3.1. Recall the definitions of X, Γ, R and S from §3.1. Let
In order to decompose the event {Y = y, S = s} according to E i y,s and E e y,s , we introduce the following events. Let
H 1 means that (y, s) is reached, H 2 means that (y, s) is a break point, H 3 means that it is the first one.
We now need to describe necessary and sufficient conditions so that (y, s) is on Γ, that is, so that Γ y,s and Γ coincide on [0, s]. To that end, we find a set of space-time points that must not percolate in order to ensure that (y, s) is on Γ (the red and green squares at time s in Figure 2 ). Denote by {(x 1 , t 1 ), . . . , (x n , t n )} and {y 1 , . . . , y n } the points of the construction procedure of Γ y,s , as described in §3.1. Let y,s consists of points that had higher priority than X at time 0. They correspond to space-time points met during the construction of Γ y,s that had higher priority but were not chosen because they did not connect to (y, s). Finally, the set A ′′ corresponds to the offspring of these points at time s.
Let H 4 be the event that A ′′ B Rt × {t}. We then have the following equivalence:
Let A ′ = η s \ {y}; we have Using (11), and get
Proof of Lemma
The second equality follows from the fact that H 1 , H 2 and H 3 depend on the graphical construction up to time s. The last equality is due to the fact that, on the event G 
The last inequality is obtained applying (5).
Existence and location of the break point
We start by proving Lemmas 3.3 and 3.5. Lemma 3.4 requires further definitions. Proof of Lemma 3.5. On the occurrence of G 0 (D Rt−2βt ), the set η t ∩ B Rt−3βt can only be infected by points in B Rt−2βt , which implies that X t ∈ B Rt−2βt and also Y ∈ B Rt−βt . Now using Corollaries 2.3 and 2.5 we have for β and t large enough
and by adjusting C β we conclude the proof. 
Definition (Favorable time intervals
We will write the event {Γ = γ} as
where the event H γ is increasing and depends only on D The remainder of the proof is a straightforward adaptation of [AEGR15, Lemma 2.15] to general dimensions, and is included in the sequel for convenience.
Thus,
For the last equality, we used the fact that {γ is open} depends on U ∩ D γ whereas H are both decreasing, by FKG inequality we have
be such that t j t j−1 + √ t and [t j − √ t, t j ) is a favorable interval for γ. Let z j = (t j , γ(t j )) and write
By definition of favorable interval and of the set F t , the path γ cannot make enough jumps to leave F t so we have
, which are disjoint as j goes from 1 to k, we have that
This proves the lemma with
which is less than one as a consequence of exponential decay [AEGR15, Lemma 2.13].
Proof of Lemma 3.4.
The assumption R t = e O(t) could be waived, but it makes the proof more transparent. On the event G 0 (B Rt+βt ), no open path can start outside G 0 (B Rt+βt ) and reach B Rt by time t, so X must be in this box. This implies in particular that X itself is good, and by Lemma 3.6 the path Γ will have at least
When β and t are large enough, Corollary 2.3 gives
Using Lemma 3.7 we get
We obtain the result by taking 0 < c β <
.
Expectation of the number of infected sites
We finally prove Proposition 1.3. The notation E ν |ζ| in its statement is a short for ζ∈Λ |ζ| ν(ζ), where ν is the limiting distribution in (1). We first state two crucial facts about this Yaglom limit and then proceed to the proofs. 
Proof of Proposition 1.3. Consider the complementary events
ordered from most to least likely, and let F 1 = F 1a ∪ F 1b . WritingP andẼ to represent the conditioning on η t ∩ B Rt = ∅, we start by decomposingẼ (|η t ∩ B Rt |) as
The proof consists in showing that the first expectation converges to E ν |ζ| and that P(F 2 ) → 0 fast enough. Indeed, using Lemmas 3.3 and 3.4,
On the other hand,
By Lemmas 3.2 and 3.5,
SinceP(F 1a ) → 1 as t → ∞, it suffices to show that
Using Lemma 3.1 and translation invariance
On the other hand, Corollary 2.3 gives P(G , t], concluding the proof.
Proof of Lemma 3.8. We discuss how results of [Swa09, SS14] , translated to our setting, say that ν is the unique QSD satisfying E ν |ζ| < ∞. Recall that Λ is the quotient space resulting from translation equivalence and (ζ t ) is the contact process modulo translation taking values in Λ ∪ {∅}. Let Z = {A ⊆ Z d : A is non empty and finite}. Consider the kernel P t acting on (possibly infinite) measures µ on Z by
Proposition 1.4 in [Swa09] states that there exists a unique (modulo multiples) translationinvariant locally-finite eigenmeasure µ. That is, there is a unique µ satisfying:
We can thus consider the probability measureμ on Λ defined byμ( A ) = cµ(A) for each A ∈ Z. By (i),μ is well defined. By (iii), the measureμ satisfiesμP t = e −αtμ , so it is a quasi-stationary distribution for the contact process modulo translations. By (ii), t is α-positive and there exist a probability ν and positive function h such that e αt P t → hν and e αt P t 1 → h as t → ∞.
In the notation of [NT78] , for a nonnegative function g and a signed measure µ, define µ g = max{µ + g, µ − g}. Writing π = ν and taking g(ζ) = |ζ|, from Lemma 3.8 we have πg < ∞, so we can apply [NT78, Theorem 2], obtaining
Now, as a consequence of α-positivity with summable ν, the denominator in
,
which implies uniform integrability as stated.
where the right hand side is composed by independent copies of the contact process.
We are now ready to prove the scaling limit. 
where (x, ζ) represents each connected component of η t as defined at the introduction. Let M be a Poisson random measure on R d × Λ with intensity ρdx × ν.
We want to show that M t converges in distribution to M. We first prove convergence assuming that
and then extend it to any other 1 ≪ R t ≪ e αt/d . Letη t be obtained by patching a collection of independent copies of η t on boxes of radius R t . We denoteC t andM t to indicate the use ofη t instead of η t . By Lemma 4.3, it suffices to show thatM t converges in distribution to M. We will write η t = e −αt/dη t for the rescaled configuration. Now let Ξ ⊆ Ψ be a compact rectangle and let D ⊆ Λ be a finite set of configurations. By [Res08, Proposition 3.22], it suffices to show that
and
as t → ∞.
(1) Rt = ∅) By Lemma 4.2 we have p t ∼ ρ|B Rt |e −αt/d . Moreover, using Proposition 1.2 we get Rt . Denote the corresponding random measure byM
count the number of point masses in Ψ × Λ that are present in one of the random measures and not in the other. Then 
we compute the probability to have infected points in the box B Rt by
Thus, using Proposition 1.3 and (3), we get
Proof of Lemma 4.3. Let
Let t > 0 and (B (j)
Rt ) j∈{1,...,nt} be a subfamily of balls covering Ψ. The idea is the following: with high probability, we can suppose that the boundaries of Ψ + and the boxes B In the second inequality we excluded some sites from the initial configuration and used (5). The first equality uses the fact that, conditioning on the event of all good borders, the processes in each box are independent and stay within the respective boxes.
Proof of Lemma 4.1. We can assume that R t βt, since increasing R t only removes connections. For fixed t, consider the partitioning of Z d into boxes given by
To control interaction between distant boxes, we will consider the boundary of an enlarged box, also indexed by x ∈ Z d , namely . So the process of good and bad boxes is a 2-dependent percolation field with low density. Therefore, for large enough t there is a.s. no infinite path of neighboring bad boxes. To conclude the proof, notice that an infinite component in C t would require a sequence of infected sites at time t, each one R t -close to their predecessor, and this in turn would imply the existence of an infinite sequence of neighboring bad boxes.
