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Abstract
We compare complete genomes from common words denoted MUMs for maximum unique matches. They allow to transform
each genome into a linear order. We ﬁrst evaluate the minimum length of a MUM shared by two genomes to be signiﬁcant. Secondly,
we compute maximal common chains of elements, that are in the same order in genomes. From these chains we deﬁne conserved
genome segments as long DNA fragments having MUMs in the same order and with a bounded gap length between them. The
resulting small number of segments allow to detect main evolutionary events as reversal or transposition of these fragments.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Recently, closely related bacterial genomes have been made available. Comparing these genomes reveals some
large scale rearrangements. In particular, chromosomal inversion centered at the origin of replication is an important
mechanism involved in bacterial evolution [13]. The aim of this study is to compare complete genomes, identifying
preserved large DNA fragments, in order to analyse evolutionary process.
Many works deal with the sorting by reversal problem which is to ﬁnd the shortest sequences of signed inversions
(signs + and − corresponding to strands) transforming one genome into another [3,7,18,28]. However, this theory
supposes that a genome can be represented by a permutation of oriented genes, in order to deﬁne a bijective mapping
between genomes. Therefore the comparison of two genomes implies to ﬁrst select the ortholog pairs of genes that
are directly inherited from a common ancestor. This is a very difﬁcult task, even for closely related bacterial genomes,
because they are subject to mutations such as gene duplication, or horizontal transfers. Moreover, these events can blur
large scale inversions and transpositions making them difﬁcult to identify.
To overcome these difﬁculties we propose a method based on order comparison of patterns that are common words
belonging just one time to the genomes and that are maximal. They are called maximum unique matches or MUMs and
were introduced by Delcher et al. [12]. Using MUMs has a great advantage over genes; if they are long enough, they
are probably inherited from a common ancestor and it becomes useless to match genes. So MUMs deﬁne a one-to-one
mapping between anchors in genomes since they are common and unique words. Moreover, this approach can be easily
extended to more than two genomes because the identiﬁcation of MUMs shared by several genomes is feasible.
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Recently, we have been made aware that MUMs were a special case of syntenic anchors as deﬁned by Mural
and Pevzner and Tesler [23,27]. Syntenic anchors are bidirectional unique matches between two chromosomes with
signiﬁcant similarity. They are obtained by the authors using BLASTn and were used to identify regions of conserved
syntenies of human genome and mouse chromosome 16. However, as MUM subsequences are exact matches, they can
be more efﬁciently and easily found.
This idea has also been proposed by Höhl et al.[20] for another purpose; they try to perform multiple genome
alignment, using ordering of MEMs that are also common words but not necessarily unique. These authors compute a
single chain of common MEMs to anchor the genomes before realizing classical multiple alignment within the intervals.
Doing so they ignore the reversal and transposition events. Furthermore, the works of Delcher and Höhl, are limited
to linear orders. Nevertheless, most of the actual complete genomes are circular, and in the actual data bases no care is
made to begin a sequence at a standardized place, like the origin of replication. This point is of main interest and we
deal with circular genomes rooting them to get a longest common circular chain of MUMs.
Let M be the set of the n selected MUMs; each genome is a permutation on M, denoted (m1,m2, . . . , mn), where
mi is the reference number of the ith MUM in this permutation. The number of these patterns can be up to several
thousands when comparing two bacterial genomes. They can cover hundreds of bases showing that long fragments of
DNA can be preserved. However, generally they are much shorter, around 30 nucleotides, and oriented in one sense or
the other according to the inversions of sequence fragments generated by the evolutionary process.
So, given several circular permutations on a set M, we look for subsets having their elements ranked in the same
circular order in each permutation. It means that the order of MUMs reduced to these chains are identical. These subsets
being totally ordered, they form a chain. They are computed from a longest common circular chain (LCCC).
As the number of available genomes which are closely related increases, it is an important point that our LCCC
algorithm can be extended and applied to multiple genomes. Our paper is organized as follows:
• In Section 2, we recall how to compute MUMs shared by several genomes using a sufﬁx tree. Some statistics on
the number and the length of MUMs, according to the genome length and number, are established. They provide a
minimum length for MUMs to be considered as signiﬁcant.
• In Section 3, we recall the historical algorithm to built a longest common chain (LCC) to two linear orders, extending
it to circular permutations. Then we detail the method to build LCCC to more than two permutations and we prove
that this problem has a polynomial time and space complexity. In fact this method provides a rooted tree of chains,
the longest one being the LCCC. The other branches provide other chains.
• In Section 4, we deﬁne conserved segments as DNA fragments containing a chain with a minimum number of MUMs
with no gap larger than a given threshold.
• In Section 5 we compare some complete bacterial genomes from the Pyrococcus family. The mapping of different
conserved segments reveals some large evolution rearrangements.
2. Maximal unique matches
2.1. MUMs between two genomes
The notion of MUM was ﬁrst introduced by Delcher et al. and it is the basis of the MUMmer system. This set of
programs is used to efﬁciently align very long DNA sequences such as whole genomes, without taking care of large
rearrangements. A MUM is a word which is present in both genome sequences, which is unique in each genome
and which is maximal. Maximality means that it cannot be extended in either direction without mismatch. MUM
identiﬁcation is performed by a sufﬁx tree which is a rooted tree that represents all the sufﬁxes of one or many
strings. Each path of this tree from top to leaves corresponds to a sufﬁx of at least one of the strings. It is a very
efﬁcient structure for ﬁnding all the matches common to two or several strings. Weiner [34] gave the ﬁrst algorithm,
improved by McCreight [22] and Ukkonen gives an incremental algorithm processing the text from left to right [32].
It can be constructed in linear time, using a linear space. More precisely, time and space are proportional to the
sum of the length of the strings. For the implementation of a sufﬁx tree, we use the Strmat library developed by
Gusﬁeld [17].
When comparing two genomes, a MUM corresponds to a path from top to nodes having exactly two leaves underneath,
each leaf corresponding to a sufﬁx of one genome. By construction of a sufﬁx tree, words diverge at a node, that is they
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are followed by two different characters in the two genomes and therefore are right maximal. In addition, to satisfy the
left maximality property, we select words preceded by two different characters in the two genomes. Finally, to avoid
spurious matches, only MUMs having a length greater than a signiﬁcant value are selected.
2.2. MUMs of multiple genomes
In order to perform multiple genome comparison, we restate the notion of MUM. If comparing K genomes, a MUM
is always a word which occurs once in each genome and which is maximal for inclusion. MUMs corresponds to sufﬁx
tree nodes having exactly K leaves underneath, each leaves corresponding to a sufﬁx of a different genomes, and the K
MUM preceding characters are not all equal.
MUMs must satisfy two contradictory constraints: they must be long enough to be unique and signiﬁcant, that is,
such matches must be unlikely to occur just by chance. And they must be short enough to exist in sufﬁcient quantity
and to permit the detection of all the conserved segments even altered by mutation, deletion or insertion. In the next
section, in order to determine MUM minimum length, we estimate the expected number of MUMs in K random
sequences.
2.3. Estimation of the signiﬁcant MUM length
The sequences denoted Si, (0 iK) have length Li . We make the following strong assumption, called the uniform
Bernoulli model in order to simplify subsequent calculations: we assume that all sequences satisfy an IID model
(identical independently distributed sequence), that is successive letters are sampled independently with letters occurring
with equal probability p. In that case, the probability that any word w of length l occurs in a sequence is pl = pl . The
probability that a single character match occurs between two sequences is p.
If w is a rare word, that is its number of instances N(w) is bounded when L increases, N(w) can be approximated by
a Poisson variable. This approximation has been well studied in the literature [2,10,11,14]. A Poisson approximation
is not accurate for an overlapping word (one of its sufﬁxes is one of its preﬁxes), and it is better approximated by a
compound Poisson distribution [29]. However, the Poisson approximation hypothesis avoids complex computation of
a more accurate formula and provides nonetheless a tight accurate approximation of the expected number of MUMs.
This hypothesis is conﬁrmed by simulation (see Table 1).
The expected number of instances of w in a sequence of length L is (L− l+1)pl , and we approximate the probability
that w occurs only once with: (L − l + 1)ple−(L−l+1)pl . Considering two sequences (K = 2), the probability that a
given word of length l occurs once in each sequence is
(L1 − l + 1)ple−(L1−l+1)pl (L2 − l + 1)ple−(L2−l+1)pl . (1)
Let us deﬁne nl as the total number of possible words of length l. As all the words are equally probable, we have
pl = 1nl . Summing up formula (1) over all the possible words of length l is equivalent multiplying by 1pl , thus, the
expected number of unique match of length l is
(L1 − l + 1)(L2 − l + 1)ple−(L1+L2−2l+2)pl .
Table 1
The estimation of the expected number of MUMs is compared to the number of MUMs computed from simulated random DNA sequences having
the same lengths as P. horikoshii and P. abysii
Lengths 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Nr 0 8 58 251 178 343 83 453 24 469 6386 1626 380 109 22 5 2 1 0
Ne 0 10 58 258 178 498 83 494 24 413 6347 1602 402 100 25 6 2 0 0
Nr is the average value of the computed number of MUMs between two random DNA sequences generated using p=0.25. The ﬁrst sequence length
is L1 = 1 738 505 and the second one is L2 = 1 765 118. Ne is the expected number of MUMs computed using formula (2).
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This unique match is maximal, if it is framed by different characters. This occurs with probability (1−p)2. Therefore,
the expected number of maximal unique matches of length l between two sequences of length L1 and L2 is
(1 − p)2(L1 − l + 1)(L2 − l + 1)ple−(L1+L2−2l+2)pl .
And ﬁnally, the expected number of MUMs with minimum length lmin is
(1 − p)2
min{L1,L2}∑
l=lmin
(L1 − l + 1)(L2 − l + 1)ple−(L1+L2−2l+2)pl . (2)
The generalization of this calculation to K sequences gives
(1 − pK−1)2
min{Li }∑
l=lmin
K∏
i=1
(Li − l + 1)pK−1l e−pli (Li−l+1). (3)
The terms in summations (2) and (3) decrease rapidly as l increases. Therefore, only a few terms are necessary in
formula (3) to obtain an accurate estimate of the number of MUMs.
We deﬁne the signiﬁcant length to be the smallest length such that the expected number of MUMs Ne is equal to 0.
MUMs of such a length or longer are unlikely to occur in random DNA sequences. As the number of MUMs is greater
in related DNA sequences, this calculation shows that MUMs exist in great quantity, and yield a rich data set for large
DNA sequences and genome analysis.
3. Longest common chains
In this section, we design algorithms to build a longest chain of MUMs common to several permutations. We ﬁrst
study the linear case for two orders, before addressing the circular case. Then, we come to the multiple circular case
corresponding to bacterial genomes.
When permutations are linear, it reduces to the LCC-problem, and when they are circular, it becomes the LCCC-
problem. The respective number of elements in these chains are denoted Lcc and Lccc.
The LCC-problem is very similar to the longest common subsequence one (LCS-problem). It refers to sequences of
symbols or letters, over a ﬁnite alphabet. Our searched chains are also subsequences, since elements are not necessarily
consecutive but remain in the same order. The difference between the two problems comes from the number of instances
of each symbol; in a permutation they appear only once; it is essential for complexity:
• for two strings of n characters, the LCS-problem has O(n2) time complexity, but a O(n log(n)) algorithm is classical
for the LCC-problem;
• for more than two strings, (multiple case), we propose a polynomial algorithm for permutations, whereas it is well
known that the problem is NP-hard for subsequences [21].
3.1. Two linear orders
The problem of building a longest chain common to two linear orders is also known as the longest increasing sequence
problem (or LIS-problem). It is equivalent to the LCC-problem since it is always possible to number patterns according
to one genome. For the latter, its permutation corresponds the natural order, denoted , and a maximum increasing
sequence is searched in the other genome. This formulation refers to the combinatorial theory of the Young tableaux,
[6] and to the Schensted bijection between a permutation and a pair of Young tableaux having the same shape, called
its Ferrers diagram [30], as is clearly explained in [26]. We ﬁrst recall the Schensted rule to establish the LCC-problem
complexity.
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Fig. 1. Sequence ofYoung tableaux generated by the Schensted rule applied to permutation.TheCell andPred arrays are, respectively (1, 1, 2, 1, 2, 3)
and (0, 0, 2, 0, 2, 3), making (2, 3, 6) as a LIS in .
For a permutation of order n a Young tableau has n cells. It is composed of rows, each one having a non-increasing
number of consecutive cells. Each cell contains an integer from 1 to n such that they go increasingly along each row
and each column. The Schensted construction realizes a Young tableau ranking the elements in the cells, according to
the permutation order. An integer k is placed in the ﬁrst row:
• at the beginning if the row is empty,
• at the end if k is greater than the last integer in this row,
• otherwise, let k′ be the smallest integer larger than k; k is placed in the cell containing k′ and k′ is placed using the
same rule in the next row (cf. Fig. 1).
Clearly, the number of cells in the ﬁrst row (resp. column) is the length of the longest increasing (resp. decreasing)
subsequence in the permutation. Thus, to evaluate the length of a LCC to two linear orders, this algorithm is sufﬁcient.
But it does not provide the element selected in the chain, because the numbers in the ﬁrst row are not necessarily ranked
the same way in the permutation: integer 1 is always in the ﬁrst cell, even if it is the last element in the permutation.
Let 1 and 2 be two permutations on n elements. We ﬁrst calculate = −11 (2) = (m1,m2, . . . , mn) to get a LIS-
problem instance, since Lcc(1, 2) = Lcc(, ). We apply the Schensted rule restricted to the ﬁrst row. Let Cell(m)
be the rank of the cell containing integer m when it is placed in the ﬁrst row of a Young tableau. Element m will keep
this value even if it is removed later. To be able to recover an increasing chain, we denote Pred(m) the element in the
preceding cell where m is placed. Going back from the element in the maximum Cell value, the corresponding LCC is
built.
3.1.1. Example 1
1 = (2 1 5 3 4 6) →  = (1 2 3 4 5 6),
2 = (3 1 4 5 2 6) →  = (4 2 5 3 1 6).
3.1.2. Complexity
To establish , we ﬁrst calculate the inverse permutation of 1, which is done in O(n) as for . For each element m,
its assignment in one cell can be done in O(log(Lcc)) since the integers are ranked. Finally, establishing the LCC is in
O(Lcc). Hence, this algorithm has O(n log(Lcc)) time complexity which is bounded by O(n log(n)).
Consequently, it is more efﬁcient than the dynamical programming scheme for a longest common subsequence. Note
that it is linear in memory space, as for a LCS, but the needed Hirschberg algorithm [19] is much more difﬁcult to
implement, even if it remains quadratic in time.
3.1.3. Remark
This connection with the Young tableaux also allows to calculate the number of permutations having a LCC of a
given length. For that, an additive formula, over the set of all the partitions of n−Lcc, and the Frame–Robinson–Thrall
theorem, which counts the Young tableaux having a given Ferrers diagram, is required [15]. For the large values of n,
this computation is not feasible. However, the asymptotic average value of Lcc is equal to 2
√
n. This result has been
established by Baik et al. [5]. For a recent examination of this problem, see [1].
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3.2. The circular case
When genomes are circular, permutations must be interpreted on a circle. There are no ﬁrst and last elements anymore,
but we introduce a successor function to designate the next one. To distinguish circular permutations from linear ones,
the former will be denoted [m1,m2, . . . , mn], with the convention that m1 is the successor of mn. In this section, LCCC
are searched.
To compare circular permutations, it is necessary to begin with a common identical element. By deﬁnition, a circular
permutation is rooted in m if m1 = m. Because of Proposition 1, a straightforward algorithm consists in trying all the
elements as root.
Proposition 1. Let [c1, . . . , cLccc] be a LCCC of circular permutations. Rooting it in any ci gives a linear order, which
is a LCC of the linear permutations rooted in ci .
Consequently, it is enough to root all the permutations successively in 1, 2, . . . , n and to calculate a LCC. The largest
length provides the LCCC value. Thus, the complexity of the circular case is O(n2 log(n)).
3.2.1. Remark
One might wonder whether it is necessary to root permutations in any element of X and more particularly in those
belonging to a LCC obtained at a previous step. The following counter-example proves that it is necessary. Let [1, . . . , 9]
and [1, 8, 9, 5, 3, 4, 2, 6, 7] be two circular permutations. Root 1 gives (1, 3, 4, 6, 7) as LCC. If these elements are
avoided, root 2 is tested, comparing now (2, 3, 4, 5, 6, 7, 8, 9, 1) and (2, 6, 7, 1, 8, 9, 5, 3, 4), which admits as LCC
(2, 6, 7, 8, 9). It remains root 5 which provides (5, 6, 7, 8, 9), another chain of length 5. In fact, there exists a LCCC
having length 6, [3, 4, 6, 7, 8, 9] that would be obtained starting from any of its elements.
3.3. Longest common chains to multiple orders
The multiple case can be resolved by a different approach, coming from the algorithmic theory of ordered sets. The
proposed algorithm has been ﬁrst developed for multiple LCS by Guénoche and Vitte [16].
Let 1, . . . , K be a set of K linear orders on M with n elements. These permutations provide a partial order on
MUMs induced by the comparability relation on NK . For any x belonging to M, let (x1, . . . , xK) be the K-uple of
its ranks in each permutation; it will be called its rank vector. A partial order on M is deﬁned by : x ≺ y iff for any
i = 1, . . . , K, xi < yi . Two elements of X are comparable if they are placed in the same relative position (before or
after) in each permutation. Let (R,≺) be the partially ordered set of rank vectors, completed with vector 0= (0, . . . , 0)
as the smallest element.
The level of x is deﬁned as the largest integer k such that there exists an element y having level k − 1 with y ≺ x. By
deﬁnition, the element 0 has level 0. The elements at level 1 are those having no smaller element ; the elements at level
2 are those which have a smaller element at level 1, and so on. We denote Lev(x) the level of element x. The length of
a longest chain common to 1, . . . , K is the maximum level of an element of X.
The principle of the algorithm is to built R by layers of identical levels following the increasing order. To limit
the amount of comparisons, we ﬁrst establish a linear order on M. Let Rmin(x) be the smallest rank of x in a
permutation.
Rmin(x) = Mini=1,...,Kxi .
Proposition 2. For any x ∈ M , Rmin(x)Lev(x) and for x, y ∈ M , Rmin(x) = Rmin(y) implies that x and y are not
comparable.
Proof. Let i be the permutation such that Rmin(x) = xi . According to the deﬁnition, there are at least Rmin(x) − 1
elements placed before x in any permutation, so its level cannot be lower than Rmin(x). Now, let i and j be the two
permutations such that Rmin(x)=xi and Rmin(y)=yj . In the permutation i we have xi < yi (else Rmin(y)<Rmin(x))
and for the same reason in j , we have yj < xj . Consequently, x and y are not to be compared. 
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2 : (3,1,4) 4 : (9,4,1) 9 : (1,5,2)
0 : (0,0,0)
5 : (5,3,5) 3 : (2,8,7)
6 : (7,7,6) 7 : (6,6,8)
8 : (8,9,9)
1 : (4,2,3)
Fig. 2. Hasse diagram of the partial order on rank vectors. The continuous lines correspond to the selected tree that permits to go back to the root
and indicate (1, 5, 6, 8) as a LCC. The dotted lines link the other comparable pairs.
Algorithm
The elements are ranked in increasing Rmin order. To compute the levels, each element is compared to the preceding
ones, for which the level has been previously computed. Initially the elements x such that Rmin(x) = 1 are at level 1.
Then, we evaluate the level of elements having Rmin=2, comparing them to those at level 1, and 0 if necessary. To deﬁne
the level of x having Rmin(x) = k, x is compared to elements y such that Rmin(y)< k in the decreasing Rmin order. If
x and y are not comparable, we continue, until we ﬁnd the ﬁrst comparable element y. We set Lev(x)= Lev(y)+ 1 and
Pred(x) = y.
To recover a LCC, we start from an element with maximum level, and go back linking predecessors. This LCC is
generally not unique and other chains can be established, always starting from a new element with maximum level.
This data structure realizes a rooted tree on M; its longest path corresponds to a LCC. The other branches are also
common chains that will be used to design other fragments than those coming from the longest path.
3.3.1. Complexity
The rank vector in a permutation  is given by −1. The computation of R is in O(Kn). To evaluate the levels,
each element is compared to those having a smallest Rmin value in the decreasing order, that are at most n − 1. The
comparisons of two rank vectors is in O(K), and the whole algorithm is in O(Kn2). Tracing back to recover a LCCC
is in O(Lccc).
We deﬁne a polynomial algorithm to build a LCC to any number of linear orders, and it remains the same for a
circular common chain using the same rooting procedure as in Section 3.2.
Example 2
Let us consider: 1 = (9, 3, 2, 1, 5, 7, 6, 8, 4), 2 = (2, 1, 5, 4, 9, 7, 6, 3, 8) and 3 = (4, 9, 1, 2, 5, 6, 3, 7, 8). For
these three permutations the order given by Rmin is (2, 4, 9|1, 3|5|6, 7|8) in which vertical lines separate increasing
Rmin values. Initially, 2, 4 and 9 are at level 1. Element 1 is not comparable with any of them; consequently it is at the
same level. Element 3 is after 9, so it is at level 2. Then, 5 is not comparable to 3 but after 1 and 2, so it comes at level
2. Elements 6 and 7 are at levels 3 and 8, which comes after 6, and 7 is at level 4. So Lcc = 4 and there are four LCC
as it can be seen in Fig. 2.
1258 F. Guyon, A. Guénoche / Discrete Applied Mathematics 156 (2008) 1251–1262
4. Computation of conserved segments
4.1. Identiﬁcation of MUMs
We ﬁrst study the comparison of two genomes. Only one DNA strand in the ﬁrst one is considered. We compare it to
both strands of the second genome, establishing two sufﬁx trees. Then we compute the two permutations corresponding
to these two sets of MUMs. We ﬁrst number the MUMs relatively to their ascending order in the ﬁrst genome. Doing
this, the ﬁrst genome is represented by the identity permutation . The ﬁrst permutation applies to the MUMs found
in the direct–direct orientation comparison, the second one correspond to the direct-reverse comparison. The ﬁrst
permutation denoted 2 is the permutation which rearranges the MUM positions in the second genome into ascending
order, the second one denoted r2 rearranges the MUM position into descending order. Two LCCC algorithm runs are
applied to (, 2) and (, r2).
MUMs common to K > 2 genomes can be computed incrementally. Indeed, such MUMs are substrings of a subset
of the MUMs common to K − 1 genomes. This approach avoids the construction of a huge sufﬁx tree storing all the
N+1 genomes, however it requires to construct at each iteration a new sufﬁx tree storing the incoming genome with
the concatenation of the previously found MUMs separated with a non-DNA character.
Furthermore, with K > 2 genomes, we have to deal with the two strands of all genomes. It is sufﬁcient to consider
2K − 2 permutations, and K LCCC runs : for all genomes Xk, 2kK , k (resp. rk) rearranges the MUM positions
of the kth genome in ascending order (resp. descending order). Then K passes of the LCCC algorithm are applied to
(, 2, . . . , K), (, 2, . . . , K−1, rK), (, 2, . . . , rK−2, rK−1, rK), . . . , (, r2, ..., rK−1, rK).
4.2. Deﬁnition of conserved segments
We state that a long chain of MUMs reveals a conserved segment of DNA common to the compared genomes. These
searched segments are not necessarily similar DNA sequences; they must be sufﬁciently long and they must contain
MUMs not too far from one and the next. If these conditions are satisﬁed, we assume that there were no large genomic
rearrangements inside these segments. In our algorithm, the identiﬁcation of conserved segments depends on only one
parameter denoted MLG. It has two meanings, corresponding to the minimum length of a fragment and also to the
maximum gap within a fragment.
Therefore, a conserved segment is a maximal set of MUMs such that for all the compared genomes,
• all the MUMs are in the same order;
• the distance between two consecutive MUMs is not greater than MLG;
• the segment is longer than MLG.
This latter condition is necessary to avoid nested segments and to preserve a one-to-one mapping between genomes
(see Fig. 3).
4.3. Computation of conserved segments
The data ﬁle to deﬁne these segments contains:
• the number of genomes,
• the number of MUMs (denoted n),
• the n lengths of MUMs in nucleotides,
then, for each genome,
• an identiﬁcation label,
• the order of the n MUMs in this genome (a permutation of order n),
• the lengths of gaps between consecutive MUMs, counted in nucleotides, including for the last MUM its distance to
the ﬁrst one.
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Fig. 3. Segments selection with equally spaced MUMs which positions are separated by d nucleotides. Let MLG = 3d; the LCC algorithm ﬁnds
out 2 valid segments denoted A and C. Segment B having a length lower than MLG is discarded.
The algorithm used to build segments consists of three parts. The ﬁrst step provides a LCCC testing all the starting
points, and memorizing the one that gives the greatest number of MUMs. Starting from this initial point, all of them
receive a level value and are connected to their predecessor. This set of links constitutes a rooted tree as it is explained
in Section 3.3.
During the second step, we calculate the sequence of gaps between any two consecutive linked MUMs. The gap
values are the largest of the corresponding lengths in each genome. The maximum and the average gap values are edited
to help determining the MLG value.
During the third step, the segments are computed:
• We ﬁrst edit those that are extracted from the LCC; a gap larger than MLG is searched, and we continue until we
ﬁnd another gap which overpasses this value. If there is no such gap the whole chain is edited as one segment; in the
other case, it is sliced into several ones.
• Then we check the other branches of the tree. We start from a MUM having the greatest level value in the tree, and
we draw back until we ﬁnd either its root or a MUM previously selected in a segment edited before. It remains to
cut this branch according to the MLG parameter.
5. Application to Pyrococcus genomes
In this section, we present some results obtained with the genomes of three Pyrococcus species: P.horikoshii, P.abyssi
and P.furiosus. The lengths of these genomes are, respectively: 1 738 505 nt, 1 765 118 nt and 1 908 256 nt. We ﬁrst
determine a signiﬁcant minimum MUM length. The MUM number estimation derived in paragraph 2.3 shows that
most short MUMs (11) in the Pyrococcus occur by chance, and that we have to select MUM size over 22 nt in order
to eliminate all spurious matches. Then, we apply the LCCC algorithm on the 1326 selected MUMs (492 with direct
orientation and 834 with reverse orientation) with a maximal gap length (MLG) of 50 000 nt, and we retain the segments
with a minimum number of 20 MUMs. With that settings, the algorithm clusters the MUMs into 3 direct segments and
9 reverse segments (Figs. 4 and 5.)
The multiple comparison of MUM orders in the three Pyrococcus is performed with minimum MUM length of 16
a maximum gap length of 50 000 nt and minimum segment of 5 MUMs. With these settings, the LCCC algorithm
identiﬁes 19 segments: 3 with direct–direct–direct orientation, 6 with direct–direct–reverse orientation and 10 with
direct–reverse–reverse orientation (Fig. 6).
The number of segments identiﬁed by the LCCC algorithm depends on the MLG parameter. Large gaps tend to
cluster segments together and the number of segments increases with smaller gaps. Moreover, large gaps make the
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Fig. 4. Comparison of Pyrococcus horikoshii with Pyrococcus abyssi. MUMs scatterplot. Light gray color is used for non-selected MUMs. Our
method has identiﬁed 9 segments.
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Fig. 5. Comparison of Pyrococcus horikoshii with Pyrococcus abyssi. Segments mapping plot.
algorithm ignore deletions, insertions or inversions occurring to segments smaller than MLG nt. Therefore, large gaps
allow to identify large scale rearrangements.
The genomes of P. horikoshii and P. abyssi seem closer to each other than to P. furiosus. These two species share
large segments. On the contrary, common segments to the three species are much shorter and shufﬂed.
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Table 2
A most parsimonious scenario transforming P.horikoshii into P. abyssi: at each step, the inverted segments are printed with boldface
1 −9 8 −7 −4 −5 6 −3 −2
1 2 3 −6 5 4 7 −8 9
1 2 3 −4 −5 6 7 −8 9
1 2 3 4 −5 6 7 −8 9
1 2 3 4 5 6 7 −8 9
1 2 3 4 5 6 7 8 9
Once segments have been identiﬁed, we compute a reversal distance based on the segment orders in the genomes.
The reversal distance d is the minimum number of reversals (or inversions) needed to transform one order into another
[28,4]. It is computed using a polynomial algorithm developed by Hannenhalli and Pevzner [18]. In our example, the
segment orders of P. horikoshii and P. abyssi are shown in Fig. 6. In that case, the reversal distance is equal to 5, and
a possible scenario linking the P. horikoshii segment order to the P. abyssi one is presented in Table 2. In general, the
most parsimonious scenario is not unique. The number of parsimonious scenarios increases polynomially with d [31].
Furthermore, the most parsimonious scenario may not be the true one which have actually taken place. By deﬁnition, the
reversal distance underestimates the number of inversions which have actually occurred, called the True Evolutionary
Distance. However, the reversal distance gives a good estimate of the T.E.D when the actual number of inversions is
less than d/2 [33,9].
Therefore, only short scenarios corresponding to small d are reliable and thus signiﬁcant. Merging MUMs into
segments allows to consider smaller order size and provides a more reliable description of what effectively happened
between two close bacterial genomes. These results are conﬁrmed by previous studies [35].
6. Conclusions
We have proposed a method to identify conserved regions between closely related genomes, making it possible to
recover large evolution events. For this purpose, we have based these regions on common chains of signiﬁcant MUMs.
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The selected segment minimum length, which is equal to the maximal gap, is the only parameter. Its value gives us the
possibility to ignore small scale rearrangements and to only consider large ones, involving segments larger than MLG.
It implies that such segments cannot be aligned, because they may contain many small inversions or translocations.
Our method can efﬁciently identify these blurred conserved regions. Having identiﬁed these conserved regions, it is
possible to propose biologically plausible scenarios.
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