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The microscopic theory of chemical reactions is based on transition state theory, where atoms
or ions transfer classically over an energy barrier, as electrons maintain their ground state. Elec-
tron transfer is fundamentally different and occurs by tunneling in response to solvent fluctuations.
Here, we develop the theory of coupled ion-electron transfer, in which ions and solvent molecules
fluctuate cooperatively to facilitate electron transfer. We derive a general formula of the reaction
rate that depends on the overpotential, solvent properties, the electronic structure of the electron
donor/acceptor, and the excess chemical potential of ions in the transition state. For Faradaic reac-
tions, the theory predicts curved Tafel plots with a concentration-dependent reaction-limited cur-
rent. For moderate overpotentials, our formula reduces to the Butler-Volmer equation and explains
its relevance, not only in the well-known limit of large electron-transfer (solvent reorganization)
energy, but also in the opposite limit of large ion-transfer energy. The rate formula is applied to
Li-ion batteries, where reduction of the electrode host material couples with ion insertion. In the
case of lithium iron phosphate, the theory accurately predicts the concentration dependence of the
exchange current measured by in operando X-Ray microscopy without any adjustable parameters.
These results pave the way for interfacial engineering to enhance ion intercalation rates, not only
for batteries, but also for ionic separations and neuromorphic computing.
I. INTRODUCTION
Charge transfer reactions are paramount in biology,
e.g. in protein-protein electron transfer [1–3] and pho-
tosynthesis [4, 5], and electrochemical engineering, e.g.
in water desalination [6–10] and energy conversion and
storage [11–15]. Well established models, such as Butler-
Volmer (BV) and Marcus kinetics, are available to de-
scribe the rate of charge transfer carried by ions or elec-
trons [12, 16–18], respectively, as sketched in Fig. 1.
Here, we consider concerted or coupled ion-electron trans-
fer reactions, which have received much less attention and
lack a simple rate formula.
Efforts to describe charge-transfer reactions can be
traced to the early twentieth century. Building on Tafel’s
discovery of exponential overpotential dependence for
Faradaic reaction rates [19], the seminal work of But-
ler [20] and Volmer [21] introduced the phenomenological
BV equation, which is by far the most widely used rate
expression in electrochemistry [17, 18, 22] and electro-
chemical engineering [11, 23]. The classical derivation of
the BV equation [22] is based on Eyring’s transition-state
theory [24] applied to ion transfer (IT), Fig. 1(a) [23].
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The IT transition state is assumed to be fixed at a dis-
tance αd from the reduced state, where d is the distance
from the oxidized state. Electron transfer (ET) is not
treated explicitly in this picture, but the IT rate expres-
sion is sometimes interpreted to imply that a fraction
of electrons α is transferred on the reduced side of the
transition-state barrier, while the remaining fraction 1−α
is transferred on the oxidized side in order to complete
the reaction [17, 25]. The BV equation has recently been
generalized for consistency with non-ideal thermodynam-
ics [12], e.g. for phase transformations driven by charge
transfer reactions [26], setting the stage for our analysis
below.
Marcus was the first to recognize that classical tran-
sition state theory cannot be applied to electrons [27].
Instead, he proposed that ET occurs iso-energetically in
response to the environment fluctuations of the RedOx
species, whose energy landscape is modeled as intersect-
ing parabolas in terms of the solvent reorganization coor-
dinate [27–33], Fig. 1(b). In the case of outer sphere ET
reactions, Marcus related the ET activation energy bar-
rier to the solvent reorganization energy λ, which is domi-
nated by the dielectric polarization of the medium. Soon
afterwards, Hush derived a similar rate expression for
adiabatic inner sphere ET reactions, where the electrons
transfer in response to molecular vibrations, and thus the
reorganization energy is dominated by the phonons of the
molecular complex [34–37]. Notably, the Marcus-Hush
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FIG. 1. Physical pictures of ion (a) and electron (b) transfer, in terms of landscapes of the excess chemical potential µex.
In both cases, O, TS and R correspond to the oxidized, transition, and reduced states, respectively. (a) For ion transfer, the
reaction coordinate ξ is the the distance of the ion from its reduces state, e.g. the electrode where the charge transfer takes
place. Under an applied overpotential η, a cation, for example, is attracted towards the surface of the electrode, where at some
distance (red point) towards the electrode it is reduced by an electron (dashed green arrow). This distance is described by the
charge transfer coefficient α. (b) For electron transfer, the reaction coordinate x corresponds to the environment polarization
coordinate. For an electron transfer to occur, both the reactant and product states need to be at the same energy (orange point)
where the electron is able to tunnel between the two states. The reorganization step, which is related to the reorganization
energy λ of the environment, is denoted using the blue shade.
rate expression reduces to the BV equation for overpo-
tentials much smaller than the reorganization energy [18].
The quantum mechanical theory of ET, pioneered
by Levich, Dogonadze, Chizmadzhev, Christov, and
Kuznetsov [16, 38–42], also leads to Marcus-Hush rate
expressions. In general, electron transfer depends on the
interaction of the electrons that participate in the reac-
tion with the environment of the particular RedOx active
sites [16, 43]. When fluctuations of the environment are
large enough to make the reduced and oxidized states
iso-energetic, ET occurs by tunneling with a probabil-
ity controlled by electronic coupling between the RedOx
states. In the case of Faradaic ET reactions, all available
electrons can participate in the reaction, so the Marcus-
Hush rate must be integrated over the Fermi distribution
of electron energies in the band structure [44]. Thus, for
the typical case of a metallic electrode [45–47], the energy
landscape of the electron donor is described by a family
of parabolas, Fig. 1(b).
Classical theories assume either IT or ET is the rate
limiting step, but there are situations where both pro-
cesses occur simultaneously. The characteristic example
is coupled proton-electron transfer (CPET) [48–53]. The
theory of CPET is based on the ideas of electron transfer,
where the fluctuating environment of the RedOx species
determines how the reaction will proceed. In addition to
the isoenergetic requirement for the ET part, the initial
and final vibrational state of the proton bond with the
molecular complex need also to be at the same energy
before the proton transfer occurs [51, 54, 55]. Once the
isoenergetic conditions for both the ET and PT are sat-
isfied, both the electron and the proton are transferred
through tunneling. Although the mathematical frame-
work and concepts behind CPET are mature [56, 57] and
validated several times [58], there has still been little at-
tention paid to the limit where the ions behave classically
and only the electrons follow quantum mechanics [12, 59],
such as in the case of ion intercalation [60].
Ion intercalation has been traditionally modeled by the
BV equation in the context of batteries [11, 61] without
any mention to electron transfer. Additionally, ion inter-
calation is used for selective separations and water de-
salination [7, 9, 10, 62], where the process is thought to
be purely classical and dominated by IT. However, it has
been recently shown [60] that electron transfer can be the
limiting step in ion intercalation in the context of Li-ion
batteries. Therefore, a complete microscopic picture of
ion intercalation is still lacking, as both IT and ET seem
3to be important during the process.
In this work, we develop the fundamental theory of
coupled ion-electron transfer (CIET) reactions, in which
ions and electrons are transferred through a concerted
mechanism. Starting from the framework of far-from
equilibrium chemical thermodynamics [63] applied to
charge-transfer reactions [12], we derive a simple, closed-
form reaction-rate formula, which takes into account: (i)
the non-ideal thermodynamics of the reactants and prod-
ucts, (ii) ionic configurational entropy and other non-
idealities in the transition state, (iii) the electrostatic
coupling between the ions and the electrons, (iv) the
tunneling of electrons, (v) the solvation effects of the
ions near interfaces, and (vi) the electronic density of
states and quantum statistics of the electron donor. In-
terestingly, our formula reduces to the BV equation in
two different limits of moderate overpotentials, when ei-
ther ET or IT is dominant. In the case of ion inter-
calation coupled to a metallic electron donor, our for-
mula reduces to Marcus-Hush-Chidsey (MHC) kinetics
of ET with a new pre-factor accounting for the crowding
of ions during IT. The theory accurately predicts the ex-
change current versus concentration for LiFePO4 (LFP)
obtained directly from x-ray imaging experiments [13],
as well as the chronoamperometry data [60], and paves
the way for predictive modeling of Li-ion battery reaction
kinetics [64].
II. PHYSICAL PICTURE
In order to develop a general physical picture of cou-
pled ion-electron transfer, we consider a medium consist-
ing of neutral particles, unpaired cations and electroneu-
tral cation-anion pairs (polarons), Fig 2(a). The con-
certed ion-electron transfer requires both the ions and the
electrons that participate in the reaction to be transferred
together to form the product complex. In the present
picture, the electron transfer part corresponds to the re-
duction of a neutral site by either delocalized (coming
from a metal) or localized (from dopants or impurities)
electrons, and the ion transfer corresponds to the phys-
ical transfer of the cation nearby the reduced site. We
assume that the individual completion of the steps (ion
or electron transfer) cannot take place due to the pro-
hibitively large electrostatic energy required to separate
the cation and the reduced site from their final state.
The physical picture of Fig. 2(a) can be translated into
the energy landscape shown in Figs. 2(b) & (c). Our
representation of coupled ion-electron transfer is a com-
bination of the classical ion [12] and electron [65] transfer
treatments as described in Figs. 1. More specifically, the
ionic coordinate is equivalent to the distance travelled
by the ion to reach its final state ξ, and the electron
coordinate is the solvent polarization one x. Given the
non-adiabatic nature of electron transfer, the oxidized
and reduced states are described by different parabolic
function for constant values of ξ, Figs. 2(b) & (c).
We consider the energy landscape to have the four local
minima as clearly shown in the contour plot of Figs. 2(b).
These minima represent the following cases: i) at (x, ξ) =
(xO, ξO) both ions and electrons are in reactant/oxidized
state, ii) at (x, ξ) = (xR, ξR) both ions and electrons are
in product/reduced state, iii) at (x, ξ) = (xO, ξR) the ion
transfer is completed, but the electron transfer has not
occurred yet, iv) at (x, ξ) = (xR, ξO) the electron has tun-
neled in the reduced state, while the ion has not moved
from its initial position. The system can explore the last
two minima only when the driving force (overpotential)
is large enough to exceed the electrostatic attraction be-
tween the ion and the reduced complex in their final state.
According to Figs. 2(b) & (c), the non-adiabatic sur-
faces intersect each other along the dark orange line.
Across the intersection, electrons can tunnel from the
reactant to the product state as their environments are
at the same energy state. However, only one point along
the electron transfer line corresponds to the minimum
energy barrier (yellow diamond - CIET), where both the
ion and the electron transfers occur at the same time.
Similar ideas to coupled ion-electron transfer have been
previously demonstrated for electrocatalytic adsorption
reactions, where solvated ions transfer at the electrode
interface where an electron transfer occurs and covalent
bonding takes place [59, 66–69]. Another example is that
of non-adsorbing RedOx reactions near the electrodes. In
that case, the ions have to work against the formed dou-
ble layer to reach the electrified interface, where along
their way an electron is transferred to the ion which con-
sequently moves back to the solution [52, 70–72]. In both
examples, the concerted nature of the process translates
into a multidimensional energy landscape in the reaction
coordinates [70, 73], similar to that shown in Figs. 2(b)
& (c).
III. THEORY
A. Thermodynamics of RedOx Reactions
We consider a general electrochemical reaction of the
form
O+ + e−  R
where O+ and R represent oxidized and reduced states,
respectively, which may involve multiple ions or neutral
molecules, while e− corresponds to the electron which
participates in the RedOx reaction. In the general the-
ory of electrochemical thermodynamics [12], the electro-
chemical potential of individual species is described in
terms of its diffusional chemical potential µi, which is
defined relative to a reference state Θ, as a function of
the electrical potential, φ, and species activity, ai
µi =
δG
δci
= µΘi + kBT ln ai + zieφ = µ
ex
i + kBT ln ci
(1)
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FIG. 2. Physical and energy picture of coupled ion-electron transfer. (a) Schematic representation of an amorphous medium
that consists of neutral particles, reduced, and oxidized species. At first, the transferring ion starts moving towards the site
that is going to be reduced (blue shade), where its environment becomes reorganized as a result of thermal fluctuations. Once
the environment of the reactant and product states have similar energies and also when the ion is at the transition state
(TS), an electron coming either from a metal or a dopant will tunnel and reduce the site. Concurrently with this event, an
ion-polaron pair is formed. (b) & (c) Energy landscape drawn as a contour plot and a three-dimensional surface in terms of
the ionic ξ and polarization x coordinates. There are four minima, two of which correspond to the RedOx states. These are
accessed only through a single point (yellow diamond) that has the lowest energy barrier and allows the transfer of both ions
and electrons at their product state. In the contour plot, the minimum energy path is depicted with the red dashed line, while
in the three-dimensional surface with the solid and thinly-dashed red lines. Additionally, in the three-dimensional landscape
the solid and thinly-dashed green are the intersection of the energy landscape with x-normal planes at x = xO and x = xR,
and finally, the thick-dashed red is the projection of the minimum energy path on µex = 0.
where ci dimensionless species concentrations, kB is the
Boltzmann constant, T is the absolute temperature, e
is the elementary charge, and G corresponds to the non-
equilibrium free energy of the system that can also be de-
fined in terms of reaction coordinates. The excess chem-
ical potential is defined as
µexi = µ
Θ
i + kBT ln γi + zieφ (2)
where γi = ai/ci is the activity coefficient of species i
and contains all the present non-idealities of the studied
system at its reduced and oxidized states (e.g. chemical
or mechanical effects).
B. Reaction Kinetics
Coupled ion-electron transfer reactions take place at
interfacial regions in thermodynamically non-ideal sys-
tems and involve electron tunneling events. For this
reason, CIET reactions require a description of reacting
species that accounts for thermodynamic non-idealities,
the transition state and the tunneling process. We build
the theory using the Keizer’s principles of nonequilibrium
statistical mechanics [63], as formulated for electrochem-
ical reactions in [12].
The reaction rate is written in terms of elementary
processes as
Rr,o = Rred −Rox (3)
where Rred and Rox correspond to the reduction and ox-
idation reaction rates, respectively [12]. Each of these
rates is further analyzed as separate probabilistic events
leading to
Rred ∼ P(O)P
(
O → O‡)P(ET |O‡) (4a)
Rox ∼ P(R)P
(
R→ R‡)P(ET |R‡) (4b)
In the above two equations, P(O/R) correspond to the
5probability on finding particles of the oxidized or the
reduced species as well as electrons and holes from
an electron donor at the reaction site. This term is
proportional to the species concentration times an ad-
sorption/desorption factor cO/Rne/he
−wO/R/kBT , where
wO/R represent the work required to form the RedOx
species from a chemical reservoir [12, 64, 74], and ne, nh
are the normalized concentrations of the electrons and
holes [16]. P
(
O/R→ O‡/R‡) describe the probability
of thermally exciting the oxidized/reduced species to a
state at which electron tunneling becomes iso-energetic,
and is proportional to the Boltzmann factor relative to
the transition state and local equilibrium excess chemical
potential e(µ
ex
‡ −µexO/R)/kBT . Also, P
(
ET |O‡/R‡) ≡ kT
corresponds to the conditional probability of a success-
ful electron tunneling event [16], given that the oxi-
dized/reduced species are thermally activated. Thus, the
formal expressions for the forward and backward rates
read [12]
Rred = k0kT cOne exp
(
− wO
kBT
)
exp
(
µex‡ − µexO
kBT
)
(5a)
Rox = k0kT cRnh exp
(
− wR
kBT
)
exp
(
µex‡ − µexR
kBT
)
(5b)
where k0 is the reaction rate prefactor satisfying micro-
scopic reversibility [75]. The hole concentration can be
expressed as nh = 1− ne [16, 17].
C. Coupled ion-electron transfer
In the present section, we derive the model for µex‡
found in eqs. 5 for the case of coupled ion-electron trans-
fer. Electron transfer reactions have been modeled suc-
cessfully using classical Marcus theory [43]. In general,
both µexO and µ
ex
R can be extended to include the reac-
tion coordinate dependencies. We propose a description
of the transition state that includes the typical harmonic
polarization reaction coordinate x [12], as well as an ad-
ditional term that accounts for the ion transfer
µexO (x, ξ) = µ
ex
O (xO, ξO) +
κO
2
(x− xO)2 + fO(x, ξ)
(6a)
µexR (x, ξ) = µ
ex
R (xR, ξR) +
κR
2
(x− xR)2 + fR(x, ξ)
(6b)
The functions fO and fR describe dependencies with
respect to an additional reaction coordinate, the ionic one
ξ, which accounts for non-idealities arising from the ion
transfer reaction, as well as its coupling to the electron
transfer. Here ξ takes the values ξO in the oxidized state
and ξR in the reduced state and can be interpreted as
the distance the ion has to move for the ion transfer to
happen. That implies the following conditions on fO and
fR
fO(xO, ξO) = fR(xR, ξR) = 0 (7)
which ensure that reactant/product complexes satisfy
their equilibrium thermodynamics description and
µO(xO, ξO) = µ
Θ
O + kBT ln cOγO + zOeφ(xO, ξO),
µR(xR, ξR) = µ
Θ
R + kBT ln cRγR + zReφ(xR, ξR)
In the classical electron transfer theory, where the re-
action does not depend on the ionic coordinate, reduc-
tion of the oxidized species occurs iso-energetically [16].
Therefore, both the reactant and product environments
need to have exactly the same energy for an electron to
be transferred - electron tunneling events must conserve
energy. This is true when x = x‡, where
µexO (x‡) = µ
ex
R (x‡) = µ
ex
‡,ET (x‡). (8)
is used to determine x‡ [12]. Here, µex‡,ET is the TS chem-
ical potential defined at the intersection of the parabolas.
The value of x‡ from eq. 8 results in the same activation
barrier as the quantum mechanical approach of ET using
Fermi’s golden rule [16, 76].
Figure 3 illustrates the energy landscape including the
ionic reaction coordinate introduced in eqs. 6a & 6b. The
idea of including the ionic coordinates for the reaction
landscape can be seen as a generalization of Marcus’s
original picture [28]. The consideration of the ionic coor-
dinate allows for the description of environmental effects
on the transition state barrier, e.g. site exclusion due to
surface crowding phenomena [12, 26]. This is in contrast
to existing studies that focus on dilute liquids and solids.
Fig. 3(a) shows the intersection of the 2D parabolas
of both reactant and product species (orange thick line).
Solving eq. 6 at the intersection, we can express x‡ in
terms of ξ. In principle, ET is possible for any value
of ξ along the orange line, and thus the electron or ion
transfer occurs separately from each other. However, we
expect the ion-electron transfer to be concerted, as op-
posed to sequential, due to the large electrostatic attrac-
tion between the electron and the ion at their product
state - the ion and the electron reside nearby each other in
ion intercalation materials, where they interact through
short-range electrostatics. For example, in the case where
ξ = 0 there is a probability for electron transfer with-
out ion transfer. The energy barrier for that process,
though, is prohibitively large and is expected to scale as
the Coulomb interaction energy ∆EIT between the ion
and the electron [77]. In the other limit, where the reac-
tion complex is at its reduced state (x, ξ) = (xR, ξR),
again, there is a large energy barrier to separate the
electron from the transferred ion (x, ξ) = (xO, ξR) due
to their electrostatic attraction. In other words, ∆EIT
corresponds to the energy required to eliminate an ion-
electron pair (break local electroneutrality). This picture
leads to the additional conditions for fO and fR, which
is
fO(xO, ξR) ' fR(xR, ξO) = ∆EIT (9)
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FIG. 3. (a) Excess chemical potential landscape for both reactants and products vs. the reaction coordinates (x, ξ). The
orange line corresponds to the common points of the two parabolas, where iso-energetic electron transfer is possible. The red
line depicts a fluctuating path in the two dimensional space where it passes through the maximum with the minimum value of
the intersecting parabolas (yellow diamond), enabling the transfer of both the ion and the electron. In this picture, the coupled
ion-electron transfer corresponds to concerted reaction process. (b) Excess chemical potential landscape for ξ = ξO (dashed
line), ξ = ξ‡ (solid line), ξ = ξR (dashed-dot line). (c) Schematic illustration of the projection of the energy profiles of the
oxidized (x = xO) and reduced (x = xR) species on the energy-ξ plane is shown.
Therefore, we argue that a sequential process would re-
quire supplying a considerable amount of energy in order
to sacrifice the stabilizing attraction along that reaction
pathway.
Assuming the barrier is much larger than the ther-
mal energy kBT , the saddle point approximation for the
first passage time [78] is used to derive the rate at the
point where ∂µO/R/∂ξ
∣∣
x‡,ξ‡
= 0 (yellow point on the or-
ange line) where the reaction barrier is minimized. At
(x‡, ξ‡), the electrostatic penalty for separating the ions
and electrons from their final state is postulated to be
approximately the same, eq. 9, leading to an additional
constraint to the functional forms of fO and fR
fO(x‡, ξ‡) ' fR(x‡, ξ‡) (10)
In cases where either the species do not interact through
electrostatics, or the difference between µO and µR is
much larger than the stabilizing electrostatic attraction
∆EIT , eq. 10 might need to be modified. In such situa-
tion, ‘asymmetry’ in the ionic coordinate can exist, and
fO differs from fR at the transition state point (x‡, ξ‡).
The true nature of fO and fR can be revealed through
detailed ab-initio studies [70].
The oxidized cluster has to fluctuate on a 2D energy
surface until both the reactant and product states are
equally likely to exist energetically, while the fluctuating
trajectory is most likely to follow the path that passes
over the minimum energy barrier for the reaction to hap-
pen. The point of the minimum transition state barrier
(x‡, ξ‡) is defined by
µexO (x‡, ξ‡) = µ
ex
R (x‡, ξ‡) = µ
ex
‡ (x‡, ξ‡) (11)
Additional terms that account for the widening of the
RedOx species’ density of states upon its interaction with
the electrode [79] can be added to eqs. 6a and 6b.
The transition state chemical potential is split in two
parts: 1) one that describes the polarization coordinate
from traditional electron transfer kinetics µex‡,ET , and 2)
another which takes into account ionic effects of the TS
landscape f(x‡, ξ‡), e.g. surface site exclusion due to
surface crowding phenomena [12, 80]. By assuming sym-
metric (equal) force constants for the polarization of the
initial and final states κO = κR = κ, the functional form
of the ET contribution is found after solving eqs. 11 for
x‡, as [43, 81]
µex‡,ET = µ
ex
O (xO, ξO) +
λ
4
(
1 +
µexR (xR, ξR)− µexO (xO, ξO)
λ
)2
= µexR (xR, ξR) +
λ
4
(
1− µ
ex
R (xR, ξR)− µexO (xO, ξO)
λ
)2
(12)
with reorganization energy λ = κ2 (xO − xR)2 correspond-
ing to the energy required to alter the environment of the
oxidized/reduced state to that of the reduced/oxidized
sate without allowing an electron transfer to occur. Af-
ter substituting eq. 10 and eq. 12 in one of the equations
in eq. 6, the final form of µex‡ reads
µex‡ = µ
ex
‡,ET + f(x‡, ξ‡) = µ
ex
‡,ET + µ
ex
IT (13)
where µexIT = αξ∆EIT + kBT ln γ‡. The first term in
µexIT is the ion transfer barrier due to the electrostatic
penalty on separating the ion from the electron, and the
second term describes the ionic non-idealities on the tran-
sition state, such as excluded volume effects and activa-
tion strain energies [12]. The parameter αξ can be viewed
as an ionic transfer coefficient, the value of which is de-
termined by the exact functional form of fO and fR, as
we describe in Sec. IV. Finally, from eq. 12 we define the
7formal overpotential ηf , which is a measure of the depar-
ture of the electrode potential from the formal one [16]
eηf = eη + kBT ln
(
cO
cR
)
(14)
where the overpotential η is defined as eη = µR(xR, ξR)−
µO(xO, ξO). In the case where the transferred ion is
strongly coupled with the final position of the transfered
electron, we expect the force constants κO/R to be a func-
tion of the ionic coordinate ξ. This can induce asymme-
tries between the RedOx parabolas in the polarization
coordinates. Although, this consideration may be more
realistic, it poses analytical difficulties on arriving to a
simple analytical form for the transition state barrier µex‡ .
D. Quantum tunneling of electrons
The tunneling of electrons is modeled using the
Landau-Zener theory [82, 83]. The oxidized and reduced
states are coupled to the surrounding reaction media
which may fluctuate, leading to a crossing event of the
wavefunctions at which tunneling may occur. The proba-
bility for such an event allowing for multiple re-crossings
is given by [16]
P
(
ET |O‡/R‡) = kT = 1− exp(−2piΓLZ)
1− 12 exp(−2piΓLZ)
; (15)
ΓLZ =
H2DA
hv‡
(
∂|µexO − µexR |
∂x
)∣∣∣∣−1
x‡,ξ‡
(16)
where, kT stands for the electron tunneling probabil-
ity, HDA is the electronic coupling between the electron
donor and acceptor, v‡ is the thermally averaged reaction
coordinate ‘velocity’, m is the effective mass of the reac-
tion complex, and h is Planck’s constant [16]. Because
the coupling involves an electrode with electrons/holes
of a manifold of energy levels, the electronic coupling
is in general a function of electron energy levels ε. For
non-adiabatic ET the weak coupling limit, ΓLZ  1, we
obtain the more classical result [16, 82, 83]
kT =
H2DA
ν‡~
√
4piλkBT
(17)
where ν‡ is the frequency of the RedOx species along the
harmonic reaction coordinate [16].
E. Electrostatic effects on ion transfer
The main idea behind coupled ion-electron kinetics is
the concerted transfer of both ions and electrons along
the reaction coordinates. This process is mainly con-
trolled by the interaction between ions and electrons that
is described by the energy ∆EIT found in eq. 13. Mar-
cus in his original papers connected the reorganization
energy with the Born solvation energy [16, 43, 44], giv-
ing a simple estimate of the electron solvation energy in
a dielectric medium. Herein, we develop an analogous
formula to estimate ∆EIT based on electrostatics.
interface
ion
FIG. 4. Primitive electrostatic model for the solvation of an
ion near an interface that connects two media with dielectric
permittivities εp,1 and εp,2, respectively. The ion has charge q
and radius ai. When the ion is solvated left/right of the inter-
face, its distance from the interface is d1/2. At the transition
state ξ‡, the ion is solvated exactly at the interface, where
half of it is in the left dielectric medium and the other half
on the right one. This model is similar to the one presented
by Makov & Nitzan [84].
We focus on the process (xR, ξR) → (xR, ξO). In this
case, the electron and the ion are in the reduced state
where we supply energy ∆EIT to move the ion to the
position it occupies when the reaction complex is in its
oxidized state ξO. Therefore, we define ∆EIT as
∆EIT ≡ ∆GξR→ξO (18)
where ∆GξR→ξO includes the energy to separate the elec-
tron and ion pairs as well as desolvate and resolvate
the ion between different media, like in the case of ion
intercalation. For the solvation part of ∆GξR→ξO , we
follow a similar analysis to that presented by Makov &
Nitzan [84], who studied the effects of dielectric mismatch
on the solvation of ions with finite size.
According to fig. 3(a) and 5(a), the energy ∆GξR→ξO
is split in three contributions: 1) electrostatic interaction
between the ion and the electron EC , 2) desolvation of
the ion from ξR in vacuum, ∆GξR→v, 3) solvation of the
ion from vacuum in ξO, ∆Gv→ξO . This is summarized as
∆EIT = EC + ∆GξR→v + ∆Gv→ξO (19)
where we need to supply EC in order to separate the ion-
e− pair (break of electroneutrality). We expect this term
to be the dominant one in the expression above, and can
be approximated analytically using either the Coulomb
8or the screened Coulomb potential (Yukawa) [85]
EC =
{
e2
4piε0εrr
Coulomb
e2
4piε0εrr
e−r/λs Screened Coulomb
(20)
where ε0 and εr are the permittivities of vacuum and the
dielectric medium, λs is the screening length, and r the
distance between the localized electron and the ion.
For the solvation process, both ∆GξR→v and ∆Gv→ξO
depend on the ion radius ai, the permittivities of the
dielectric media εp,1, εp,2, and on the distances d1 and d2
of the ion from the interface – 1 stands for the electrolyte
phase and 2 for the solid phase, fig. 4. Following [84], we
use eqs. 17 in their work to derive the following form of
∆EIT
∆EIT =EC +
e2
2
[
1
ai
(
1
εp,1
− 1
εp,2
)
+
1
2
(
εp,2 − εp,1
εp,1 + εp,2
)(
1
d2εp,2
− 1
d1εp,1
)] (21)
When ξO and ξR correspond to the the same physical
position, then the second term in Eq. 21 is zero.
One can directly consider the relation between the en-
ergy contributions of the transition state due to the sol-
vation effects and ∆EIT . As discussed earlier, the saddle
point approximation predicts that for ξ = ξ‡ the ion is
midway to its final state. One can assume this position
to be right on top of a fictitious interface between the
two dielectric media where the ion is solvated. Again,
using eq. 18 from Ref. [84], we can describe the electro-
static part of the transition state as a solvation process
from the vacuum state to the interface between the two
dielectrics. Thus, we find a simple correspondence be-
tween ∆EIT and the electrostatic part due to solvation
of the transition state energy as follows
∆EIT = EC − e
2
2αξai
(
εp,1 + εp,2 − 2
εp,1 + εp,2
)
(22)
Based on this form, it is apparent that by tuning the
dielectric mismatch between the two media, one can pro-
mote or suppress the reaction dynamics. Eq. 22 can be
seen as an extrapolation from the transition state to the
final state of the system – the oxidized or reduced one.
The relations presented are simple approximations to
the real system. The actual ∆EIT can be calculated by
performing either molecular dynamics [70] or ab-initio
simulations, where the structure of the medium as well
as the dynamics of the reactant species are taken into
account in a systematic way. For example, Maxisch et
al. [86] estimated ∆EIT ' EC = 0.37eV for the Li+-
polaron interaction in a LFP crystal.
F. Rate of coupled ion-electron transfer
Substituting the transition state chemical potential of
eq. 13 and the tunnelling probability eq. 17 in the el-
ementary reaction rate expressions, eq. 5, we arrive at
Rred =
k˜0e
−αξ∆EIT /kBT
γ‡
cOne exp
(
− (λ+ eηf − (Ef − ε))
2
4λkBT
)
(23a)
Rox =
k˜0e
−αξ∆EIT /kBT
γ‡
cR(1− ne) exp
(
− (λ− eηf − (Ef − ε))
2
4λkBT
)
(23b)
where Ef the Fermi energy of the electron donor and k˜0
is the lumped reaction rate prefactor
k˜0 = k0kT e
−wO/R/kBT (24)
The electron concentration ne is expressed in terms of
the Fermi-Dirac distribution [16, 17]. For the remainder
of the paper, all energetic quantities are normalized to
kBT .
In eqs. 23, the term e−αξ∆EIT /kBT /γ‡ is the main con-
tribution of this work, where it describes the ion trans-
fer effects on the transition state coupled with electron
transfer. The other contributions such as the electron
transfer term, the work required to bring the species to
their RedOx states, and the tunneling factor are com-
mon in the field of electron transfer [16, 43, 74]. Finally,
we are interested in validating the ionic dependencies on
the transition state encoded in γ‡. We do so by applying
the developed theory in ion intercalation. Thus, we go
one step further and absorb the e−αξ∆EIT /kBT into the
reaction rate prefactor as
k∗0 = k˜0e
−αξ∆EIT /kBT .
IV. TWO LIMITS LEADING TO THE
BUTLER-VOLMER EQUATION
The ionic coordinate is tightly connected with the
Coulomb energy which is a result of the attraction be-
tween ions and electrons, and thus fO and fR scale with
∆EIT . From classical Marcus theory [43], it is known
that the electron transfer energy is proportional to the
reorganization energy λ, which in our model is expressed
in terms of the curvature of the parabolas, κ. Given that
we have two characteristic energy scales, dimensionless
analysis shows that their ratio κ/∆EIT serves as a char-
acteristic measure, and helps us understand the limits of
the developed model.
A. Electron-transfer limitation
The first case is that of κ/∆EIT  1. In this scenario,
ion transfer is decoupled from electron transfer, and thus
the reaction is limited by the environment reorganiza-
tion and electron tunneling only. The reaction is solely
described in the solvent polarization coordinate and the
9classical approach of the two intersecting parabolas is fol-
lowed. As a result, we recover the original Marcus/MHC
model, where only the electron transfer needs to be re-
solved, while ion transfer dependencies are lumped in the
constants of the model. For overpotential values smaller
than λ/e, one arrives at the BV model with charge trans-
fer coefficient α = 1/2. This result is well-known [12, 18]
and serves as the classical approach for providing a phys-
ical picture to the phenomenological Butler-Volmer ki-
netics.
Another interesting limit is when the ratio eη/λ  1.
In this case, one finds that µex‡,ET ∝ η2 and therefore
the activation energy barrier scales with ∼ e−η2/4λkBT .
For localized electrons, the resulting reaction rate is pre-
dicted to decrease with increasing imposed driving force.
This behavior leads to the well-known Marcus inverted
region [16, 43].
B. Ion-transfer limitation
In the limiting case of κ/∆EIT  1, which can be due
to steep changes in the electrostatic potential nearby the
electrode, e.g. diffuse double layers [72, 87, 88], the anal-
ysis shows an interesting connection between coupled ion-
electron transfer and Butler-Volmer kinetics [18, 20, 21].
Under these conditions, we consider the dependence of
fO and fR to be linear in the ionic coordinate ξ lead-
ing to the following expressions for the RedOx species
chemical potentials
µexO (x, ξ) ' µexO (xO, ξO) +
κ
2
(x− xO)2 + ∆EIT ξ
(25a)
µexR (x, ξ) ' µexR (xR, ξR) +
κ
2
(x− xR)2 + ∆EIT (1− ξ)
(25b)
as also shown in Fig. 5. By following the classical pro-
cedure on finding the intersection of µO and µR in the x
coordinate, eq. 11, the transition state line x‡ as a func-
tion of ξ is
x‡(ξ) =
1
2
(
xR + xO +
2(∆EIT (1− 2ξ) + µexR (xR, ξR)− µexO (xO, ξO))
κ(xR − xO)
)
(26)
Substituting back to µO or µR, eq. 6, and minimizing
over ξ we find the following explicit expression for ξ‡
∂µexO
∂ξ
∣∣∣∣
x‡,ξ‡
= 0→ ξ‡ = ∆EIT + µ
ex
R (xR, ξR)− µexO (xO, ξO)
2∆EIT
(27)
Finally, the transition state chemical potential, which
corresponds to the minimum energy barrier for the re-
action to proceed, is found by substituting eq. 27 and
eq. 26 in eq. 25
µex‡ =
1
2
(
∆EIT + µ
ex
R (xR, ξR) + µ
ex
O (xO, ξO) +
λ
2
)
(28)
where for κ/∆EIT  1, Fig. 5(b), we can drop the
λ/2 term). In this limit, we find µex‡ to be equivalent
to the transition state of Butler-Volmer kinetics [12] for
α = 1/2, where also we can see that αξ = α. This is
understandable in retrospect since the two-dimensional
energy landscape can be cast in a form which imitates
the phenomenological charge-transfer coordinate used in
deriving Butler-Volmer kinetics, Fig. 5(c). Our analy-
sis reveals a different mechanism that recovers Butler-
Volmer kinetics via coupled ion-electron transfer, and is
in agreement with Fokker-Planck approaches commonly
used in the field of quantum chemistry [72, 89].
V. APPLICATION TO ELECTRODES
A. Faradaic current
In order to obtain the total Faradaic reaction rate at
an electrode, we assume a continuum of electron energy
levels with density of states ρ(ε), which corresponds to
a family of parabolas in the electron transfer coordinate
x [16, 17, 47, 60, 90, 91]. By integrating eq. 3 over all
available energy levels we arrive at
R =
∞∫
−∞
(Rred −Rox)ρ dε (29)
where in the weak coupling limit ΓLZ  1, eq. 16, Rred
and Rox depend on the electron energy level ε through
ne. It is convenient to recast the net reaction rate in
current density form, i = eR, as a function of the over-
potential and a prefactor defining the exchange current
density [12],
i =
∫ ∞
−∞
i0
[
e−αη − e(1−α)η
]
ρ dε (30)
After some lengthy algebra for factorizing the current
density in the form of Butler-Volmer, we arrive at the
10
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FIG. 5. (a) Excess chemical potential landscape for both reactants and products vs. the reaction coordinates (x, ξ), when the
dependence in ξ is linear. The description of the lines and the fluctuating path in the energy landscape is given in fig. 3. (b)
Excess chemical potential landscape for ξ = ξO (dashed line), ξ = ξ‡ (solid line), ξ = ξR (dashed-dot line). (c) Schematic
illustration of the projection of the energy profiles of the oxidized (x = xO) and reduced (x = xR) species on the energy-ξ plane
is shown.
following form for the exchange current density
i0(ε, η, ci) =
ek∗0
γ‡
e−
λ
4 (cOne)
(3−2α)/4×
e
η2
4λ (cR[1− ne])(1+2α)/4,
(31)
and charge transfer coefficient
α(ε) =
1
2
(
1 +
1
λ
ln
(
cO
cR
)
+
ε
λ
)
. (32)
The model parameters can be obtained either through
experiments or first-principle calculations. In particular,
the chemical potential of the species can be found either
using equilibrium statistical mechanical methods [92], or
using experimental (non-)equilibrium measurements [93]
such as construction of Tafel plots [60]. The common
practice for estimating the electron donor density of
states ρ(ε) and the reorganization energy λ is by using
density functional theory, via the calculation of the band
and phonon structures of the materials used in the reac-
tion [94].
1. Localized electrons
In the case of localized electrons for an insulating elec-
trode or isolated molecule, the density of states can be
approximated by a Dirac delta function around the lo-
calized energy level ε0 as ρ = δ(ε−ε0). Additionally, the
factors which account for the probability of finding occu-
pied ne and unoccupied 1− ne energy levels in eqs. 23a-
23b need to be set equal to 1. In that case, the total
reaction rate expression reads
R =
k∗0
γ‡
(
cOe
− (λ+eηf)
2
4λ − cRe−
(λ−eηf)
2
4λ
)
(33)
where the second part of the expression corresponds to
the electron transfer event, as has been initially derived
by Marcus and others [16, 43]. The first part corresponds
to the ionic part of the transition state according to the
developed framework of coupled ion-electron transfer. A
similar form of eq. 33 has been given in [12], where the
transition state activity coefficient γ‡ has been included
through a ‘modified’ reorganization energy that depends
on the RedOx species concentrations, e.g. λ(cO, cR).
In Figs. 6, we present the reaction landscape in terms of
x at ξ = ξ‡ and the current vs. overpotential dependence.
In both figures, η and λ are scaled with kBT/e and kBT ,
respectively. At the transition state point (x‡, ξ‡), CIET
predicts the classical picture of the energy landscape that
Marcus reported in his seminal works [16–18, 43], where
for η = λ the electron transfer reaction becomes barrier-
less [95], Fig. 6(a). For η > λ, however, the electron
transfer barrier starts increasing again leading to the
Marcus inverted region [12, 95], Fig. 6(b). Finally, across
the line where the parabolas intersect, there are values
of ξ for which x‡(ξ) lies in the inverted region and others
that do not. For η  ∆EIT though, the transition state
point in the ionic coordinate becomes ξ‡ = ξO, result-
ing in negligible ionic barrier and the reaction becomes
electron-transfer limited.
2. Delocalized electrons
When the electrons that participate in the electro-
chemical reaction come from a metal, the density of states
ρ is approximated as uniform nearby the Fermi level Ef .
In that case, the total reaction rate is calculated by eq. 29
by setting ρ to be constant. Generally, the resulting in-
tegral does not admit an analytical solution, except in
certain limits where the Fermi-Dirac distribution can be
approximated with the Boltzmann distribution [17]. De-
spite these difficulties, one can either use special quadra-
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FIG. 6. (a) Energy landscape in terms of the reorganization coordinate x for constant ξ = ξ‡ for different values of the
overpotential. (b) Tafel plot for the case of localized (black) and delocalized (blue) donor electrons. In the case where the
electrons originate from an insulating phase or an isolated molecule, CIET predicts the inverted region observed in the classical
model by Marcus [43], where the current decreases with increasing driving force for η > λ. Here, η is scaled with kBT/e and
λ with kBT . When the electron donor has delocalized electrons, a family of parabolas exists that leads to a reaction-limited
current for η > λ.
ture rules to evaluate the integral with very few function
evaluations, e.g. Gauss–Laguerre quadrature, or other
analytical approximations with acc ptable numerical ac-
curacy. Here, we briefly review an analytical approxima-
tion to the integral over all available energy levels for the
case of constant ρ [47]. After applying the approxima ion
of eq. 17 of Ref. [47], the total reaction rate becomes
R =
k∗0
√
piλ
γ‡
(
cO
1 + eηf
− cR
1 + e−ηf
)
erfc
λ−
√
αˆ+ η2f
2
√
λ

(34)
where αˆ = 1 +
√
λ. As discussed in [47], Eq. 34 can be
evaluated as quickly as BV and does not require numeri-
cal integration, as implied from eq. 29. This fact makes it
convenient for its use in analytical models. Additionally,
it was shown in fig. 4 of [47] that it is extremely accu-
rate in various limits. More specifically, in the physically
relevant case where λ > kBT , the approximation error is
always bounded below 5% even for small values of ηf . At
large ηf and/or large λ the formula is able to replicate
with extreme accuracy the results obtained from numer-
ical quadrature, since it has exponentially small error in
both ηf and λ. Therefore, we believe that in the case of a
metallic electron donor, the integral appearing in eq. 29
can be approximated by the formula given in eq. 34 with
high accuracy and numerical efficiency.
In the case of delocalized electrons, the energy land-
scape of Fig. 6(a) would correspond to a family of parabo-
las for the oxidized state, instead of a single one. Thus
for metallic electron donors, CIET predicts the current
density to saturate for η > λ, Fig. 6(b), while its limiting
value is affected by the ionic energy barrier, eq. 13.
VI. APPLICATION TO ION INTERCALATION
A. Motivation
Intercalation is a reversible reaction of ion insertion
and extraction, whereby the stoichiometry of the host
material changes with increasing/decreasing ion concen-
tration. The insertion of species may be driven chem-
ically, e.g. hydrogen insertion in Pd [96], or electro-
chemically, e.g. Li ion intercalation in oxides [97]. Ion
intercalation has been traditionally modeled by charge
transfer kinetics using the BV equation in the context
of batteries [11, 61]. While charge transfer kinetics does
not explicitly specify the nature of charge, which can be
either that of the transferred electron or ion, it is of-
ten assumed that ion intercalation is limited by IT due
to the experimentally observed concentration-dependent
current densities [98–100]. Some have even questioned
whether ion intercalation is a Faradaic reaction, arguing
that ET from the electrode does not occur, beyond the
simple electrostatic response of a capacitor [101].
Contradicting this paradigm, it was recently proposed
that ion intercalation in the Li-ion battery cathode ma-
terial, LixFePO4 (LFP), is instead limited by electron
transfer. In particular, it was argued that the Li+ ion
transfer step is fast and follows the slow transfer of elec-
trons between the metallic carbon coating and the neigh-
boring RedOx-active Fe3+/Fe2+ sites in the insulating
host crystal [60]. These developments suggest that both
ET and IT are important in ion intercalation, and the
coupling between them depends on the electronic nature
of the host compound. The materials in which ions in-
tercalate can be metallic, semi-conducting or insulating.
For example, LFP is a poor electronic conductor, while
LixC6 (graphite) acts as a metal. Both are common ma-
terials found in commercial Li-ion batteries. Figs. 7 il-
lustrate the case of coupled ion-electron transfer applied
to ion intercalation, where the electron donor might be
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FIG. 7. Schematic illustration of the intercalation process
described by coupled ion-electron transfer kinetics. The ion
originates from a reservoir outside the particle, while the elec-
tron is provided by (a) & (b) a metallic or (c) a semiconduct-
ing source. In the present figure, the electron (e−) donor
corresponds to a metal or semi-conductor, with Fermi energy
EF . In (a) metals, electrons are delocalized within the solid,
while in (c) semi-conductors they are localized on homoge-
neously distributed dopants. In the case of (b) an insulating
material like LiFePO4, the electrons are provided from a thin
conductive coating.
conducting or semi-conducting. Initially, ions exist in
the electrolyte reservoir, and electrons reside either in
the environment of the system (e.g. in the LFP case,
where it comes from the carbon coating, fig. 7(b)), or in
the solid matrix of the intercalation material (e.g. as in
LixCoO2 (LCO) and graphite, because of their metallic
state, fig. 7(a) & (c)), or in a combination of both.
B. CIET applied to ion intercalation
The proposed mechanism of coupled ion-electron
transfer takes into account the effects of the ion environ-
ment on the transition state. In ion intercalation mate-
rials, a non-negligible phenomenon that affects both the
thermodynamics and the intercalation rates is the ex-
cluded volume interactions that take place either in the
bulk or on the surface of the system. For example, in a
lattice-gas model (solid solution) the diffusional chemi-
cal potential of the intercalated ions is described by the
following equation [12, 102]
µLi = µ
Θ
Li + kBT ln
c
1− c = kBT ln c+ µ
ex
Li (35)
where µexLi = µ
Θ
Li + kBT ln γLi, and γLi = 1/(1− c) that
corresponds to the excluded volume effects.
In the case of the transition state, the picture is similar
to the bulk [12, 13, 95, 102–106]. More specifically, the
idea of excluded sites on the transition state is demon-
strated in figs. 8, where we provide a combined energetic
and physical picture. For simplicity, we consider the case
of an isolated ion transfer to understand solely the ex-
cluded volume effects. Thus, fig. 8(a) shows the energy
landscape for both x = xO and x = x‡ to demonstrate
the effects of surface crowding on the reaction rate. We
focus on three cases: 1) low, 2) intermediate, and 3) high
concentration of intercalated ions cR ≡ c.
During ion transfer, ξ = ξ‡, the transferring ion occu-
pies a free site from the product state. At the same time,
all the other sites are populated by the ions of the product
state. For low c, it is clear that there is a high probabil-
ity for the TS ions to find a free site to be transferred,
fig. 8(b) which corresponds to the light green curve in
fig. 8(a). Once the concentration of products increases,
fig. 8(c), the ions at the transition state start competing
with those at the product state for free space. In other
words, the entropic effects at the transition state decrease
the probability of having a complete ion transfer by effec-
tively increasing (medium green) the ‘activation’ energy
of the process, fig. 8(a). At very high product concen-
trations, fig. 8(d), it becomes very rare for the transition
state ions to not be repelled back to their reactant state.
This translates to even higher (darker green) transition
state energies, fig. 8(a). In analogy to the activity co-
efficient of the bulk chemical potential shown in eq. 35,
and also as described in detail in fig. 8 and suggested
in Ref. [12], the excluded-volume effect during intercala-
tion can be modeled with the following expression for the
transition state activity coefficient
γ‡ = (1− cR)−s (36)
where s is the number of sites the transition state ions
occupy during insertion. The species concentration ef-
fects on the transition state theory lead to reaction-
limited current that depends on species concentration,
in agreement with experiments on ion intercalation ma-
terials [107].
In summary, for ion intercalation in a solid, excluding
one site in the transition state (s = 1), with electrons
provided by a metallic electrode source, the CIET current
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FIG. 8. (a) Schematic of the reactant and transition state energy landscape for only the ion transfer. With increasing products
concentration cR ≡ c, the entropic effects on the transition state increase the effective activation energy for the ion transfer
process. As a result, the transition state excess chemical potential µex‡ scales as ln(1 − c)−1. (b)-(d) Physical picture of the
entropic effects on the transition state. Three representative concentrations are shown. With increasing the concentration of
products, the ions at the transition state start interacting entropically with their environment, decreasing the probability for
the ion transfer to occur.
density, eq. 29, can be approximated as [47]
i ' ek∗0
√
piλ(1− c)
(
1
1 + eηf
− c
1 + e−ηf
)
× erfc
λ−
√
αˆ+ η2f
2
√
λ
 (37)
where c is the normalized concentration of Li ions in the
material [95, 102, 106, 108].
In the following sections, we test the predictions of
coupled ion-electron transfer on describing Li ion inter-
calation in LFP on both the single particle and porous
electrode scales. The Li intercalation reaction in LFP is
modeled as
Li+sol + Fe
+3
s + e
−  Li+s + Fe+2s
where Li+sol/s denote the lithium ions in the electrolyte
phase and in the particle respectively, while Fe+3/+2s
are the oxidized and reduced states of Fe in the crys-
tal. The electrons originate from the carbon film that
surrounds the LFP particles [60]. Finally, the thermody-
namic model for LFP can be found in [102, 105, 109].
C. Exchange current density
Most BV-based reaction models admit the factoriza-
tion of the form [12, 26]
i = eF (cO, cR)G(η)
where F (cO, cR) is a function only of the system species
concentrations, which is directly related to the exchange
current density i0, and G(η) is solely a function of the
applied overpotential [26, 61]. When the CIET model is
cast in the same form as BV, eq. 30, this factorization is
not possible. More specifically, the charge transfer coef-
ficient α becomes a function of both cO and cR, leading
to G(cO, cR, η). In fact, this non-linear coupling between
α and η is one of the main reasons for distinguishing
the models developed based on the quantum-mechanical
picture of electron transfer from those which are purely
phenomenological.
Table I summarizes several models that are commonly
used in electrochemical ion intercalation. The first three
are based on the BV formulation [12, 13, 61], where only
F (c) differs and α is a material parameter, while the last
two correspond to ET kinetics, where α is now a function
of the intercalated lithium concentration.
When the chemical potential µ is modeled using reg-
ular solution theory [102, 103, 110], the first two mod-
els differ only by the factor which describes the Li-Li
interactions. The regular solution term is responsible
for the existence of spinodal points in a thermodynam-
ics system [111]. The exchange current density i0 used
by Srinivasan & Newman [61, 112], corresponds to an
ideal lattice gas model with excluded volume effects. By
postulating G(η) to be similar to the BV model, Lim et
al. [13] mapped F (c) using the experimentally extracted
current.
Both the first [12] and the third [13] models capture the
auto-inhibition mechanism which is responsible for the
suppression of phase separation under non-equilibrium
conditions [26]. The former, though, overestimates the
range of c for which the reaction rate decreases with con-
centration [13]. Related to the differences between the
ET models, the latter model introduced in Ref. [64] starts
with the same general expression predicted by CIET the-
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Model Ref.
F (c) G(c, η)
k∗BV,0(1− c)eµ/2 exp(−αη)− exp((1− α)η) [12, 102]
k∗BV,0
√
c(1− c) ” ” [61]
3k∗BV,0(1− c)
√
c(1− c) ” ” [13]
k∗0
(1−c)eµ/2√
c
exp
(
η2
4λ
)
[exp (−α(c)η)− exp ((1− α(c))η)] [64]
k∗0(1− c) ” ” eq. 30, [64]
TABLE I. Constitutive relations for ion intercalation. For clarity, all BV-based and CIET-based models are described with
constant reaction constants, k∗BV,0 and k
∗
0 , respectively. The third model in the table, which is a variant of ET kinetics, is one
of the versions suggested in [64] and used for the simulations therein.
ory, Eq. (34), but is modified to replicate the exchange
current density of the BV model [12] by eliminating the
rough
√
c dependence of G(c, η), which is only true for
large λ. It is thus interesting to test how this ad hoc
departure from the CIET theory affects predictions of
experimental data in this section and the next.
Fig. 9 shows the predictions of the normalized current
i/imax as a function of c. The maximum current imax is
defined at the normalized concentration c where i attains
its maximum value. We compare the model predictions
with the experimentally measured data of the current
density for LFP [13] (blue dots). The measured local
concentration c and overpotential η are coupled, as the
discharging was performed under constant current. Thus,
fig. 9 is constructed by directly using the experimentally
observed values of (c, η) into the models presented in ta-
ble I. The solid lines illustrate the fitting (blue) on the
experimental data as performed in [13] along with the
theoretical predictions of the CIET model (orange). The
dashed lines show the predictions of the other models of
table I.
It is apparent that the model of our work along with
the empirical fit [13] can capture the correct behavior of
the normalized current vs. c. It noteworthy that the
developed model has not been calibrated to the experi-
mental data and the predictions are based on the material
parameters found in Refs. [60, 103]. The reorganization
energy of LFP is equal to λ = 8.3kBT [60]. Regard-
ing the predictions of the other three models, they either
overestimate or underestimate the concentration cmax at
which the current is maximized.
The quantitative agreement of our model with the ex-
perimental data highlights the importance of consider-
ing electron transfer coupled with ion transfer for ion
intercalation in solids. This aspect is missing in ear-
lier models of ion intercalation based on BV kinet-
ics [12, 61, 102, 112, 113], which we show here could arise
in certain limits of the CIET theory for either large re-
organization energy or large ion transfer energy at mod-
erate overpotentials. Several similar, thermodynamically
consistent generalizations of Marcus [12] and MHC [64]
kinetics have also been postulated for ET-limited ion in-
tercalation, but here we provide the first general micro-
scopic theory capable of describing all of these limits and
predicting the proper form of the rate expression. In the
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FIG. 9. Comparison of the observed normalized current [13]
versus the predicted ones by the models in table. I. Solid lines
describe the fitting on the experiments [13] and the theoret-
ical predictions of the models derived in section III. With
dashed lines are shown the predictions of the phenomenolog-
ical models as introduced in [12, 61, 64]. For clarity, we use
the following abbreviation for the models compared here: 1)
Experiment [13], 2) Phase-Field BV [12, 102], 3) Classical
BV [11, 61, 112], 4) Phase-Field MHC [64]. The model of
eq. 37 is not fitted to the experimental data. The parame-
ters for the thermodynamics model of LiFePO4 can be found
in [102], while the used value for the reorganization energy
is taken from [60], and is λ ' 8.3kBT . The inset figure cor-
responds to the normalized experimentally measured overpo-
tential eη/kBT as a function of the local Li ion concentration
c [13], where the dashed dark red line corresponds to the av-
erage value of eη/kBT ' 2.5.
next section, we provide further quantitative support for
the CIET theory by resolving the controversy over the
original measurements revealing MHC kinetics in Li-ion
15
batteries [60].
D. Chronoamperometry with porous electrodes
Porous electrode theory [64, 80, 114] is widely used
for predicting the behavior of macroscopic quantities
(e.g. current/voltage response, and (dis)charging capac-
ity) which are important in energy-related applications
(e.g. Li-ion batteries [97]). In general, the resulting volt-
age and current follow complex dynamics which are a
result of coupled processes across multiple scales. In Li-
ion batteries for example, the cathode and anode consist
of multiple particles where Li insertion and solid diffu-
sion are important. The primary particles and secondary
agglomerates are connected to each other through the
electrolyte, as well as conducting additives. Here, our
goal is to demonstrate how CIET theory performs on the
porous electrode scale. More specifically we compare the
predictions of the model with the chronoamperometry
experiments of [60] on LFP.
The system we are interested in contains N LFP parti-
cles and is initially prepared at Vcell = 3.422 V and room
temperature. At t = 0, we apply a voltage step of magni-
tude ∆V . We use the same voltage step values as those
in [60]. The voltage range under which the experiment is
performed covers a large spectrum of Li concentrations
inside the active material of the cathode. This is seen
from the voltage-capacity curves of LFP, where for the
largest voltage drop Vcell + ∆Vmax = 3.069V, the final
capacity of the intercalated Li in the cell lies in the spin-
odal [13, 102, 116].
As in the case of single particles, we are interested
in comparing the predictions of different reaction mod-
els that are commonly used to describe ion intercala-
tion kinetics. In particular, we compare the developed
model against BV [12, 102] and BV with film resistance
Rf (BV+film) [64, 80, 117, 118]. The mathematical ex-
pression of the latter can be found in eqs. 35, 36, and
37 of Ref. [64]. BV+film is known to reproduce curved
Tafel plots [118], similar to the ones predicted by electron
transfer limitations [60]. Therefore, we test the models
not only in terms of their capability to predict the Tafel
plots, but also on the time evolution of the resulting cur-
rent after we apply the voltage step.
We perform the simulation using porous electrode the-
ory, pioneered by Newman [61, 119], as recently modified
to describe phase separating materials [64, 80]. We refer
the readers interested in the porous electrode theory to
Refs. [11, 64, 80] and for the numerical methods for dis-
cretizing the equations to [120, 121] for more details. The
cell has a diameter of 1.27 cm, while each electrode has
thickness approximately around Lelectrode = 4 µm. The
size of the LFP primary particles is described by a log-
normal distribution [122] with average diameter 〈d〉 = 1
µm, and variance of σ2d = 250nm, a value found by fitting
the theory to the experiments. The total number of par-
ticles used in the simulations is of the order N ∼ O(104).
The simulation results using the particle size distribution
are denoted with PSD, otherwise we set σ2D = 0. All
the parameters related to the geometry of the cell, elec-
trode and the particle size are reported in the Methods
section of [60]. In addition to the variance of the parti-
cle population, we also adjust the constant reaction rate
prefactor k∗0 to fit the experiments, and we find it to be
k∗0 = 8 × 10−3A/m2. The coupled ion-electron transfer
and the BV models were calibrated on half of the avail-
able experimental data sets [60] that correspond to the
lower values of the applied ∆V , while the BV+film model
was calibrated on the Tafel plot of [60]. The fitting was
performed using a common non-linear least squares pro-
cedure [123]. This fitted value of k∗0 is very close to the
one calculated in Ref. [13] by assuming a reaction-limited
process. For the Butler-Volmer with film resistance, we
use Rf = 7 Ω m
2 to fit the Tafel plot.
Additionally, we neglect diffusion limitations in the
electrolyte within the electrode, and we set the num-
ber of volumes in the porous electrode model equal to
one. This assumption is based on the estimate of the
liquid diffusion timescale for the electrolyte within the
electrode τelectrolyte = L
2
electrode/DLi+ , where DLi+ is the
liquid electrolyte diffusion coefficient of the solvated Li
ions. Using DLi+ ' 5 × 10−11 m2/s as a characteristic
value, we find τelectrolyte ' 0.3 s, which is much shorter
than the operation timescale of the cell (around 1200 sec-
onds for the largest applied overpotential). Under these
conditions we can safely assume nearly uniform Li con-
centration across the electrolyte phase.
In general, porous electrode experiments involve thou-
sands of primary particles of variable sizes. As discussed
in [115], the resulting macroscopic quantities of the cell
are affected by several factors such as particle activa-
tion/nucleation, phase-separation, variable particle size,
inhomogeneous SEI formation amongst different parti-
cles, etc. Therefore, the usage of a statistical method is
important in order to extract the true reaction constants
of the studied reaction. We applied the same protocol to
our simulation results to construct in a similar fashion
the Tafel plot shown in fig 10(c). More specifically, af-
ter performing the simulations, we extract the resulting
current, and we fit it with eq.(4) of [60]. Then, we use
the fitted k values (reaction constant in the population
model) to construct the Tafel plot.
Fig. 10(a) illustrates the current I vs. time t after we
apply a step of ∆V = −0.045V (eη ∼ 2kBT ). The ex-
perimental measurements are shown with black circles,
while the model predictions are shown with continuous
lines. As shown in fig. 10(a), for conditions near equi-
librium (small overpotential) all models behave similarly,
reproducing the experimentally observed current-time re-
sponse. At large applied overpotential, however, the pre-
dictions of each model start to deviate from each other.
Fig. 10(b) shows the transients of the current under
∆Vmax = −0.354 V, a value almost 10 times larger than
the previously discussed voltage step. Under these con-
ditions, the predictability of the developed coupled ion-
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FIG. 10. Comparison of reaction models in chronoamperometry experiments and simulations. Experimental data are from
ref. [60]. (a)-(b) Transient simulated (solid lines) and experimental (black circles) current responses, under a voltage step of
∆V = −0.045 V and ∆V = −0.354 V, respectively, for the CIET (red line), CIET with particle size distribution (PSD) (dark
red line), BV+film (blue line) and BV (green line) reaction models. (c) Tafel plot constructed using the method presented
in [60, 115] to extract the representative reaction rate constant k.
electron transfer is apparent (red line), where it is able
to reproduce the experimentally observed current for the
largest percentage of the studied time interval. Regard-
ing the predictions of BV kinetics (green line), we know
that the model predicts exponentially increasing current
with increasing overpotential. Under the experimental
conditions the current is overestimated for the applied
overpotential, and decays rapidly at very early times
(t ∼ 100 s), fig. 10(b). Finally, the predictions on current
vs. t using BV+film are shown with the blue line. The
predicted values of current are not able to capture the
experimentally measured values, making clear the dis-
crepancies that can be introduced by using only Tafel
measurements to characterize the mechanism of a reac-
tion.
This last comparison raises questions on the interpreta-
tion of experimental data by using classical methods such
as Tafel analysis. Fig. 10(c) shows the constructed Tafel
plot by using the statistical method introduced in [115]
and used in [60]. Again, the red line represents the pre-
dictions using CIET and the blue line those of BV+film.
The agreement between CIET and BV+film is consistent
with the discussion in Ref. [118], where it was shown that
curved Tafel plot data can be fitted by Butler-Volmer
with film resistances included. However, as shown in
fig. 10(b), the latter model is not able to capture the
experimentally observed trends of the current transients
under large values of overpotential (eη/kBT  1). In
both current-time tests, as well as on comparing the ex-
tracted Tafel plots, we find that CIET predictions are
consistent with the experimentally observed behavior on
the porous electrode scale.
As a final remark on the porous electrode analysis, we
would like to raise general questions related to the char-
acterization of the reaction kinetics by classical electro-
analytical methods[18]. It is common practice to use
either electrochemical impedance measurements, Tafel
analysis, or cyclic voltammetry to characterize the pro-
cesses that are present in an electrochemical system.
Here, we show that in a reaction-limited system [13],
the Tafel analysis and EIS [118] alone are not able to re-
solve the rate-determining step of Li-ion intercalation and
predict other types of measurements. In a complicated
system such as a porous electrode, it is difficult to use
the classical electroanalytical machinery to deconvolute
different processes that take place across multiple scales
involving highly nonlinear couplings of reaction and dif-
fusion.
VII. DISCUSSION
The application of CIET theory is by no means lim-
ited to lithium intercalation in LFP [12, 105, 124]. The
generality of the reaction rate expressions presented
in Sec.III makes the theory applicable to CIET reac-
tions in both concentrated solids and liquids. As de-
scribed earlier, candidate processes in which coupled ion-
electron transfer might be the rate-determining step in-
clude: (i) lithium intercalation in other host materials,
such LixCoO2 (LCO) [106], LixC6 (graphite) [124–126],
LixTiO2 (anatase) [127], and Li4+3xTi5O12 (LTO) [128–
130], used in Li-ion batteries, as well as in neuromorphic
computing devices [106, 130–132], (ii) sodium intercala-
tion in Na-ion batteries [133, 134] or capacitive deioniza-
tion [9, 62, 135],(iii) multivalent aluminum ion intercala-
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tion in Al-ion batteries [136, 137] (iv) oxygen insertion
in perovskite oxides used in fuel cells [138, 139], or oxy-
gen reduction using perovskites as catalysts for metal-air
batteries [140].
The material parameters which enter the model are
directly connected with the microscopic nature of the
species which participate in the reaction. In particular,
via the explicit usage of chemical potentials, the non-ideal
nature of the species is included. Also, the electron en-
ergy levels are taken into account by describing the band
structure of the donor of the electrons via the density
of states of the material. Finally, the interactions be-
tween the electrons with their environment is described
through the reorganization energy. All this microscopic
information establishes coupled ion-electron transfer as a
quantitative, physics-based model for intercalation reac-
tion kinetics.
There are several Li ion intercalation studies where
coating the intercalation material with anionic additives
increases the rate performance [141–148]. Until now, ex-
isting models cannot explain the reason why this occurs.
More specifically, the parameters in BV-based models
cannot be directly related to the physical details of the
reaction event process, while ET models describe only
the electron transfer event without considering the fate
of the ions. On the other hand, the idea of coupled
ion-electron transfer takes into account the microscopic
physics of both the ion and electron transfer, as we con-
sider both processes to occur simultaneously. Through
CIET, we are able to give a possible explanation for why
the anionic-coating rate enhancement occurs. The model
includes the energies wO/R that correspond to the ‘ad-
sorption’ of the ion at the reaction interface (ξ = ξO).
In general, wO/R corresponds to the repul-
sive/attractive interactions between the solvated
ions and interface atoms, and the diffuse double-layer
effects on the ions that participate in the reaction. For
Li-ion intercalation, when anionic groups, for example
N− or S− groups [142], are added on the surface of
the intercalation material, the energy barrier wO/R
decreases, leading to an increase of the effective reaction
rate constant. This behavior is in qualitative agreement
with both experimental and ab-initio studies on Li
intercalation in LiFePO4 [141, 142, 147].
Coupled ion-electron transfer can be used to provide
insights on the design and engineering of interfaces where
electrochemical reactions take place. Very recently, it has
been shown that by understanding the functional form of
the reaction rate expressions, one is able to control, and
consequently engineer, the physics of interfaces where re-
actions take place [26]. Representative examples are the
lithiation of LFP and LiNi1/3Mn1/3Co1/3O2 [149, 150]
particles, as well as the operation of Li-air batteries,
where the thermodynamic stability of the system is con-
trolled by varying the applied current [13, 95, 102, 151,
152]. In terms of CIET, by understanding the concentra-
tion dependencies of both the reorganization energy and
the density of states of the electron donor, we will be able
to control interface structure by inducing or suppressing
phase separation/island formation.
There are cases where increased interfacial anisotropy
is desired. For example in electro-catalytic applications
the interface structure of the active area affects the effi-
ciency of processes like dealloying [153] or light absorp-
tion [154]. In other cases surface anisotropy can lead to
mechanical failure, e.g. in all-solid-state Li-ion batteries
where loss of contact between the active material and the
solid electrolyte leads to irreversible capacity loss [155].
Thus, the present theoretical framework of coupled ion-
electron transfer draws a connection between the struc-
tural information of the species participating in the re-
action with the operational conditions, providing direct
ways to engineer surfaces using electrochemical meth-
ods [95].
As a final remark, the idea of the coupled ion-electron
transfer can be extended to describe the diffusion of ion-
e− pairs in solids. This description can give important
insights on the limitations of technologies such as solid-
state batteries [156], where the electronic conductivity
of solid electrolytes [157, 158] is not fully understood
yet [159].
VIII. SUMMARY
In this work, the theory of electron transfer has been
extended to incorporate ion transfer effects on the re-
action kinetics. In particular, by expanding the reac-
tion space to include additional coordinates in addition
to the polarization one, we include phenomena such as
surface crowding, (de)solvation effects, misfit stress con-
tributions, etc. on the transition state. Moreover, the
thermodynamics of the species are incorporated in the
reaction kinetics formalism, allowing for the description
of phase separation and its effects on the reaction rate.
The results presented here illustrate the importance of
coupled ion-electron transfer kinetics in ion intercalation
kinetics [12, 13, 60]. The key expressions for the total
reaction rate derived from our theory are
ired =
ek∗0cO
γ‡
ne exp
(
− (λ+ eηf − xε)
2
4λkBT
)
iox =
ek∗0cR
γ‡
[1− ne] exp
(
− (λ− eηf − xε)
2
4λkBT
)
i =
∫ ∞
−∞
(ired − iox)ρ dε
where xε = Ef − ε and eηf = eη − kBT ln(cO/cR). For
practical purposes, the reaction rate prefactor k∗0 can be
fitted to experiments or predicted from first-principles as
described in eq. 24. Additionally, the transition state
activity coefficient can take into account the effects of
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the environment on the ion transfer event. One example
is the exclusion of a free site during the transfer of an
ion to its product state, where γ‡ scales with the number
of available free sites, γ‡ ∝ (1− cR)−1. For insertion
of ions in solids, pre-existing strains developed due to
concentration fluctuations can also affect the transition
state barrier.
The usage of the theory is demonstrated by modeling
the insertion of ions in solid materials, a process present
in several applications of technological importance. By
comparing the predicted current density to available ex-
perimental data [13, 60] on lithium intercalation in pri-
mary FePO4 particles, we demonstrated the capability
of CIET to accurately describe, on microscopic (single
particle) and macroscopic (porous electrode) levels, the
(dis)charging process of Li-ion batteries. In particular,
the model predicts the experimentally observed normal-
ized total current without using any adjustable parame-
ters. Additionally, the surface crowding effects upon Li
insertion were found to be crucial in correctly predicting
the auto-inhibitory nature of the phenomenon.
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