1. Introduction. In many cases of importance a finite difference approximation to the eigenvalue problem of a second-order differential equation reduces the problem to that of solving the eigenvalue problem of a tridiagonal matrix having the Sturm property. In this paper we illustrate the use of the Rayleigh quotient for obtaining a quadratically convergent iteration to the eigenvalues of such a matrix.
1. Introduction. In many cases of importance a finite difference approximation to the eigenvalue problem of a second-order differential equation reduces the problem to that of solving the eigenvalue problem of a tridiagonal matrix having the Sturm property. In this paper we illustrate the use of the Rayleigh quotient for obtaining a quadratically convergent iteration to the eigenvalues of such a matrix.
If the finite difference approximation is to give a tridiagonal matrix having the Sturm property then there must be restrictions on the coefficients in the differential equation and on the form of the boundary conditions. The type of problem we consider is defined in Section 2.
The Rayleigh quotient iteration is derived in Section 3 where we also relate it to a class of quadratically convergent iterations. This section is included at the suggestion of a referee to whom I am indebted for several other constructive suggestions and, in particular, for bringing to my attention the paper by J. W. Cooley [1] .
The Rayleigh quotient iteration is exemplified in Section 4. We show that it can be conveniently linked to a difference correction procedure for estimating the error in the solution of the finite difference approximation. The stability of the iteration is discussed in Section 5 ; and a routine which we have used on an electronic computer is described in Section 6.
2. Finite Difference Approximations. In the usual notation the standard method of approximating to a second-order differential equation using finite i2 , difference formulas on a grid of equispaced points equates h2 -j-¿ with <52, and hwith p.8 where h is the grid spacing. For example, the equation
and when written out at the jth. grid point this gives (2.3) (l -\ p^i 7/y-i -(2 -h2(XQj + r,))Vj + (\ + I p)j yj+x = 0.
We assume boundary conditions Ay(0) + Bd^l=0, Combining the boundary conditions (2.5) with the set of equations (2.3) for 0 ^ i á « -1 we obtain an algebraic eigenvalue problem which we write as (2.6) (A + h2XQ)y . 0.
Here y is the vector with components y¡■, 0 g j ^ n -1, Q is a diagonal matrix whose (j + l)st element is q¡, and A is a tridiagonal matrix. We adopt the notation that the nonzero elements in the (j + l)st row of A are c¡, a¡, b¡. We assume that q(x) is strictly positive in 0 ^ x ^ e, and that h can be chosen sufficiently small so that | -py | < 1, 1 g j g ra -1. From these assumptions it follows that the principal minors of the determinant of A + hXQ have the Sturm property [2, p. 181-2], so that a technique of counting signs and bisection can be used to calculate the eigenvalues of (2.6).
In general the matrix A is not symmetric. It can, however, be made symmetric by premultiplying it by a certain diagonal matrix D. If the (j + l)th element of D is dj then the elements of the (j + l)th row of DA are djC,-, dja¡, and d,bj so that DA is symmetric if dfij = <23_i&y_i. This gives a recurrence for dj when one value which can be freely chosen is fixed. Thus we can always write equation (2.6 It is important to note that by suitable choice of Vo we can arrange for any one of the components of V to be fixed independent of the value of X. From equation (3.1) we see that the components of AV are
where e" is a vector with 1 in the nth place, and zero in all other positions. Also ß vanishes whenever X is an eigenvalue of (2.6) so that ß(X) is proportional to the characteristic polynomial of (2.6).
One method of improving X is to calculate the Rayleigh quotient of equation (2.7) It will be seen that (3.3) gives the correction to X in a very economical form. Another possibility is to apply Newton's method to find the zeros of ß(X).
This suggests that X -/3/-j-is a better approximation to the desired eigenvalue. ," oX We can calculate -by differentiating equation (3.2) . This gives us dX ».
(3.4) (A + h2XQ) ^ + h2QV = f e".
aX dX
If we take the scalar product of equation (3.4) with en we have
This equation forms the basis of the procedure described by Fox (see [3] , Chapter dV 8, and references given there). He calculates -j-by choosing the scale of V so that dn^ßen' ™ + AV'QV = Vt-t ^.
The correction formula given by Cooley [1] can be derived from (3.7) by choosing the scale of V so that F"_i is independent of X. Then -^ = e"' -?-= 0, and dX dX -f-= h2 -~-. The correction to X is -h~2 "~* . It is identical with that given dX Vn_i V* QV by the Rayleigh quotient (3.3).
It does not follow from this result that Fox's procedure is equivalent to an application of the Rayleigh quotient because the value of ß is dependent on the way in which the scale is fixed in each method (although the correction to X in each case is independent of the choice of scale), and the scale factors are in general different functions of X. We make this point clear by relating the principal minors of the determinant of (2.6) to the successive terms in the recurrence (3.1).
The principal minors of (2.6) satisfy the recurrence Do = 1. If Vo is fixed independent of X then s is a constant, and ß differs from the characteristic polynomial only by a constant multiplier. Therefore, Fox's method is equivalent to applying Newton's method to the characteristic polynomial. If F"_i is fixed independent of X then, by (3.8), s is inversely proportional to Dn-i so that ß differs from D/Dn_x only by a constant multiplier. Now, by a well-known result for Sturm sequences, the zeros of D"_i interlace those of D so that for the Rayleigh quotient to give a useful correction to X it is necessary that X lie inside the interval containing the desired eigenvalue bounded by the pair of adjacent zeros of Dn-x ■ No such restriction applies to Fox's iteration.
The results obtained in this section can readily be extended to the Numerov difference approximation (equation (2.10) ). The initial value procedure gives a vector V satisfying (3.10) (M + h2XN)V = ß*n , and the only change is in the definition of V which we take as the solution of (3.11) (M' + h2XN')V* = ß*en. In this case Q is the unit matrix. Taking n = 4, h = J we find that A is the The quadratic nature of the convergence is clearly indicated. For this example the Rayleigh quotient requires about half as much arithmetic as Fox's method. It has another advantage for the vector V is readily to hand if it is required to compute an estimate of the deviation of the computed X from the exact eigenvalue of the differential equation by using the difference correction (see reference [3] ). Returning to our example we set e*-¿«"* + rf 5. The Problem of Stability. The crucial factor to be considered in suggesting the Rayleigh quotient procedure as a general routine is the stability of the calculation of the approximate eigenvector; it is well known that we cannot use the procedure summarized in equation (3.1) in general as the resulting vector may well differ substantially from the exact eigenvector. There is, however, numerical evidence that Fox's iteration works (and gives quadratic convergence) for the eigenvalue at least in some cases of instability in the calculation of the vector (see [4] ). It is doubtful if the Rayleigh quotient iteration can be successful in these circumstances, and it is interesting that the numerical evidence would seem to indicate that there is a root of Z)"_i very close to the desired root of D in the direction of increasing X. In many cases this evidence can be supported by heuristic argument.
In solving problems associated with second-order differential equations one often knows beforehand that instability is likely for part of the range for which the solution is defined. For example, the desired solution may have the character of an exponential decay in some region where the second solution to the differential equation is changing rapidly, and we may anticipate that the solutions of our second-order difference equation mirror this behavior. However, if instability is likely when running forward due to a rapidly increasing spurious solution then we may expect stability if we reverse the direction of the computation. This device works well within the limits of its applicability.
With little loss of convenience we may march the approximate eigenvector back from the last row of the matrix as well as forward from the first row. If we match the computations by making their rth components agree then we have solved (5.1) (A + h2XQ)V = ßer where 1 ^ r f£ n. The analysis of Section 3 can be applied to (5.1). We find that Newton's method applied to ß(X) with v0 fixed independent of X (Fox's correction) is equivalent to applying Newton's method to D/En-r+i, while the Rayleigh quotient is equivalent to Newton's method applied to D/Dr-xEn-r+x ■ Here En-r+x is the principal minor with diagonal elements (aT + h Xqr), ■ ■ ■ , (etn-i + h Xqn-x) ■ If it is necessary to do more than march from both ends to achieve stability then the initial value techniques lose much of their simplicity. In this case we are forced to solve an equation of the form (5.2) (A + h2XQ)V = k where we have considerable freedom in the choice of k. The calculation of an eigenvector of A + h2XQ from (5.2) has been discussed in detail by Wilkinson in reference [5] . In particular, he suggests that k at any stage should be the approximate eigenvector calculated in the previous iteration. In considering finite difference approximations to eigenvalues of higher-order differential equations we find that A is no longer tridiagonal, and that the Rayleigh quotient procedure cannot be readily combined with an initial value procedure for the desired eigenvector. Fox's procedure can be modified to apply in this case [3] and [4] . The cost is the addition of further variational equations similar to (3.6). However, the Rayleigh quotient is defined whenever the approximate vectors 6. A Computational Procedure. This paper is based on experience gained over several years in solving differential equation eigenvalue problems which arise in the theory of the propagation of sound in the ocean treated as a layered fluid medium (the theoretical background to this work has been described in [7] ). Here one boundary is taken at an infinite depth (which is treated as very great in the numerical work) ; the differential equations have, in general, mixed spectra. Our concern has been to calculate the eigenvalues and eigenfunctions in the discrete spectrum.
The differential equation has the form ¿+(X + q(x))y = 0 so that the Numerov difference approximation (equation (2.10)) is applicable, and we solve this in the following stages.
(I) We begin by using the standard finite difference approximation. We use the Sturm count procedure to roughly isolate an eigenvalue; and we then use the Rayleigh quotient formula to obtain a quadratically convergent iteration to it. The use of the standard equation instead of the Numerov equation at this stage approximately halves our arithmetic. (II) We calculate an 0(h2) improvement to this value of X using the difference correction technique exactly as described in Section 4. This gives an eigenvalue having the same kind of order of magnitude deviation from the exact value as does the corresponding eigenvalue of (2.10).
(III) We use the Rayleigh quotient iteration (3.12) to calculate the accurate eigenvalue of equation (2.10) from the value of X obtained in stage (II). We also obtain a useful improvement in the accuracy of the eigenvector. If further refinement is required we can calculate an improvement to X (and, if desired, to y) by a further stage of difference correction.
Using values of n up to 100 we have been able to obtain stable computations by marching forward the calculation of the eigenvector from each boundary point, and matching at a suitably chosen interior point. There is physical evidence to
