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THE TOPOLOGY OF KURANISHI ATLASES
DUSA MCDUFF AND KATRIN WEHRHEIM
Abstract. Kuranishi structures were introduced in the 1990s by Fukaya and Ono for the
purpose of assigning a virtual cycle to moduli spaces of pseudoholomorphic curves that
cannot be regularized by geometric methods. Starting from the same core idea (patching
local finite dimensional reductions) we develop a theory of topological Kuranishi atlases
and cobordisms that transparently resolves algebraic and topological challenges in this
virtual regularization approach. It applies to any Kuranishi-type setting, e.g. atlases with
isotropy, boundary and corners, or lack of differentiable structure.
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1. Introduction
Historical Context: Abstract regularization methods were developed in symplectic geom-
etry in the 1990s for the purpose of assigning a virtual fundamental cycle to moduli spaces
of pseudoholomorphic curves that cannot be regularized by geometric methods. In purely
topological terms, such regularization methods aim to answer the following question:
Given a surjection pr : E → B with a canonical zero section 0 : B → E (i.e. pr ◦ 0 = idB)
and a designated section s : B → E with compact zero set s−1(0) = {b ∈ B | s(b) = 0(b)},
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2 DUSA MCDUFF AND KATRIN WEHRHEIM
what extra structure is needed to induce a homology class on s−1(0) that generalizes the
Euler class of vector bundles?
The current abstract regularization approaches in symplectic geometry roughly fall into
three classes: The Kuranishi approach, introduced by Fukaya-Ono [FO] and implicitly Li-
Tian [LiT], and further developed by Fukaya-Oh-Ohta-Ono [FOOO] and Joyce [J1] in the
2000s, works with local finite dimensional reductions – classically smooth sections sι : Uι →
Eι of orbibundles in which both base and fiber are finite dimensional – and obtains the
global zero set s−1(0) = ∪s
−1
ι (0)/∼ as a quotient by transition data. The obstruction bundle
approach introduced by Liu-Tian [LiuT], Ruan [R], and Siebert [Si] works with the zero set
of a continuous map s : B → E which has local obstruction bundles Eι → Uι ⊂ B that
cover the cokernel of ds|Uι in local, but generally not compatible, smooth structures. The
polyfold approach developed by Hofer-Wysocki-Zehnder [HWZ1–4] in the 2000s also works
with a global section s : B → E but equips the bundle with a global generalized smooth
structure in which s is Fredholm.
The original goal of our discussions, beginning with [W] in 2009, which have motivated
much new work in this field [FOOO12, J2, P], was to clarify how these approaches resolve the
fundamental difficulty in regularizing pseudoholomorphic curve moduli spaces: Elements of
s−1(0) are equivalence classes of pseudoholomorphic maps modulo reparametrization by a
finite dimensional group of automorphisms. This action is smooth on finite dimensional sets
of smooth maps, but it is nowhere differentiable as action on a classical Banach space of
maps; see e.g. [MW2, §3]. While one of the cornerstones of the polyfold approach is a new
notion of smoothness that includes infinite dimensional reparametrization actions, the other
approaches need to deal with this issue only in the notion of compatibility between different
local obstruction bundles resp. local finite dimensional reductions. We communicated in
[MW1] a variety of fundamental issues: The obstruction bundle approach as explained in
[M1] makes differentiability assumptions on the transition data that do guarantee a virtual
fundamental class, but which generally do not hold in the analytic setting for pseudoholo-
morphic curves. In the Kuranishi approach we found that geometric construction of local
finite dimensional reductions following [LiT] does yield smooth transition data. However,
as of 2011, algebraically inconsistent notions of Kuranishi structure were still in use (see
[MW2, §2.5]), and fundamental topological issues were not addressed in generalizing the
perturbative construction of the Euler class to the Kuranishi context (see [MW2, §2.6]).
Aim of this paper: We develop a theory of topological Kuranishi atlases and cobordisms
that transparently resolves the algebraic and topological issues of Kuranishi regularization.
To demonstrate the universal applicability of our theory – originally developed in [MW1] in
the context of smooth atlases with trivial isotropy – we formulate it in a context of atlases
that consist of continuous maps sι : Uι → Eι between locally compact metric spaces. Thus
our theory allows bases Uι with boundary and corners, sections sι with weak differentiability
properties, or arising as quotients by isotropy group actions. Our theory then provides a
framework for the regularization, in particular a global ambient space and section s : B → E
made up of local sections modulo transition data. To obtain a virtual fundamental class
[s−1(0)] from this framework, one still has to add suitable differentiability and orientation
assumptions, and in that context construct compatible transverse perturbations of the local
zero sets (sι + νι)
−1(0), or more abstract compatible local Euler classes as in [P].
However, our framework allows for a straightforward perturbation theory in which com-
patibility, Hausdorffness, and compactness of the perturbed zero set are automatic. We
demonstrate this in the case of smooth Kuranishi atlases with trivial isotropy in [MW2] and
extend it to finite but not necessarily effective isotropy in [MW3]. Moreover, [MW4, C, M2]
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show that Gromov-Witten moduli spaces fit into this framework. The following describes
the new abstract framework and scope of applications in more detail.
Moduli Spaces of Pseudoholomorphic Curves: In the applications to symplectic
geometry, one wishes to assign a fundamental cycle to a compactified moduli space M
of pseudoholomorphic curves in a symplectic manifold M . Since in the algebro-geometric
setting (when M carries a complex structure) the space M carries a virtual fundamental
class, one expects well defined homological information also in the symplectic setting. In
that case, M carries a contractible space of almost complex structures J . Thus elements of
M are not described algebraically but analytically: For fixed J , any element of the moduli
spaceM (i.e. J-curve) has a neighbourhood F ⊂M that is homeomorphic F ∼= ∂J−1(0)/Γ to
the zero set of a Fredholm section ∂J that is equivariant under a finite isotropy group Γ. In
the best case scenario (equivariant transversality of ∂J) this makes M a smooth oriented
orbifold, which has a fundamental class in the rational homology of M. Moreover, if
transversality can be achieved in families, then this homological information is independent
of the choice of J via cobordisms. However, while any choice of J yields an equivariant
Fredholm section, many situations do not allow for a J that also achieves transversality.
This is a pervasive problem in symplectic geometry, where most modern tools – from the
Floer Theory used in the proof of the Arnold Conjecture to the Fukaya categories involved
in Mirror Symmetry – require the regularization of various moduli spaces. However, unless
a suitable type of injectivity of the J-curves is known a priori, no variation of geometric
structure (e.g. the choice of J) will yield equivariant transverse perturbations.
In such cases, the Kuranishi approach aims to implement the perfect obstruction theory
of algebraic geometry by choosing obstruction spaces E which locally cover the cokernel
of the Fredholm sections ∂J and yield finite dimensional reductions F ' s−1(0)/Γ. Such
Kuranishi charts roughly consist of a Γ-equivariant section s = ∂J |U : U → E of a finite
rank bundle E → U = ∂J−1(E). Depending on the specific context, the base U might have
additional structure such as boundary and corners (on which the chart is given as fiber
product of Kuranishi charts on other moduli spaces), evaluation maps to M , or forgetful
maps to Deligne-Mumford moduli spaces, and the section s might only be stratified smooth.
However, the key difference to algebraic geometry is in the uniqueness: Already the local
Fredholm description involves non-canonical choices, and a transition map between different
charts is generally just an identification of zero sets s−11 (0)/Γ ∼= s−12 (0)/Γ. An extension to
a map U1 → U2 between the base spaces has to be constructed and is not unique either.
Ideas and Challenges of Kuranishi Regularization: Given a cover of a compact metric
space X =
⋃
Fι (e.g. X = M) by Kuranishi charts Fι ∼= s−1ι (0)/Γι involving Γι-equivariant
sections sι : Uι → Eι, and a suitable compatibility notion between these charts, one wishes
to regularize such a space X with Kuranishi atlas K = {(Uι, Eι,Γι, sι)} by means of abstract
perturbations of the local sections. The expected degree of this class is the fixed dimension
D := dimUι−rankEι of charts in the atlas, and pre-2011 regularization results claim virtual
moduli cycles in the following sense: Given suitable evaluation maps ev : Uι → M there
exists a class of perturbations ν = {νι} such that the push-forwards ev : (sι + νι)−1(0)→M
define cycles ev∗[X]ν ∈ CD(M) whose homology class is independent of ν.
Our framework allows for a more direct regularization in terms of cycles that represent
a homology class on X, which can then be pushed forward by evaluation maps. In the case
of trivial isotropy, [MW2] builds on the present paper to prove the following:
Let X be a compact metrizable space. Then any cobordism class of D-dimensional weak
additive Kuranishi atlases K on X determines uniquely
• a virtual moduli cycle, that is a cobordism class of smooth, compact manifolds, and
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• a virtual fundamental class [X]virK ∈ HˇD(X;Q) in Cˇech homology.
In the case of nontrivial isotropy, the analogous result – with “weighted branched mani-
folds” in place of manifolds – is proven in [MW3] by combining the present paper with the
techniques in [MW2] applied to a more complicated categorical setting. Under reasonable
differentiability assumptions on the local sections sι : Uι → Eι, transverse (multi-valued)
perturbations and hence a smooth (weighted branched) structure are easily achieved locally,
leaving the following challenges:
(a) Capture compatibility between overlapping local models appropriately;
(b) construct compatible transverse (possibly multivalued) perturbations;
(c) ensure that the resulting locally smooth zero sets remain compact and Hausdorff (resp.
in the case of nontrivial isotropy have consistent weights on their branches);
(d) capture orientation data that induces coherent orientations on the perturbed zero sets;
(e) establish suitable independence from the choice of perturbations;
(f) capture the effect of varying J in a cobordism theory;
(g) appropriately describe the invariant information obtained from perturbed zero sets.
In the case of a section s : U → E of an (orbi)bundle (i.e. a Kuranishi atlas with a single
chart), challenges (a) and (b) above are absent so that generic (multi-valued) perturbations
yield locally smooth solution sets. Challenge (c) is resolved by the ambient space U that
is Hausdorff and locally compact. Straightforward cobordism theories deal with challenges
(d) and (e), and finally a metric on the ambient space U allows for the construction of
[s−1(0)]vir ∈ HrkE−dimU(s−1(0);Q) as inverse limit in Cˇech homology. However, once several
charts are involved, their base spaces will usually have different dimensions and hence are
at best related by embeddings φIJ : UIJ ↪→ UJ of open subsets UIJ ⊂ UI into a larger
dimensional domain UJ . This immediately causes fundamental challenges:
(a) The cocycle condition φJK ◦φIJ = φIK holds automatically only on the zero sets s−1I (0),
which are related via embeddings to the moduli space X. In order to be able to patch
local perturbations of these zero sets together, this condition must be extended to open
subsets of the base spaces UI as an axiom on the transition maps φIJ . However, the
natural cocycle condition that is obtained from analytical constructions – equality on the
overlap – does not even induce an ambient set
⊔
UI/∼ since the transition maps only
induce a transitive relation ∼ if each φIK extends φJK ◦ φIJ .
(b) While one could easily add a transverse perturbation νI : UI → EI to each section sI ,
patching of the perturbed zero sets (sI+νI)
−1(0) requires compatible perturbations in the
sense that νJ |imφIJ = (φIJ)∗νI . Unless charts are totally ordered, compatible with the
direction of transition maps, this yields more conditions than degrees of freedom. More-
over, there will be obstructions to transversality and even smoothness of perturbations
unless images of transition maps intersect nicely.
(c) Given compatible transverse perturbations, the perturbed space
⊔
(sI + νI)
−1(0)/∼ has
smooth charts, but there is no good reason for the quotient topology to be Hausdorff
other than an embedding into a Hausdorff ambient space
⊔
UI/∼. While there are types
of atlases that guarantee Hausdorffness, this requires even stronger compatibility of the
charts, in particular the domains of φIK and φJK ◦ φIJ need to agree exactly.
Moreover, the quotient topology on such an ambient space is not locally compact or
metrizable if there is a nontrivial transition map between domains of different dimension.
Thus there is neither a natural notion of “small perturbations” nor a good reason why
they should yield a compact perturbed space
⊔
(sI + νI)
−1(0)/∼.
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On the upside, it turns out that our approaches to overcoming these obstacles also naturally
yield all the tools necessary for the direct construction of the virtual fundamental class.
Key Notions and Results: In order to obtain a coherent theory that resolves these
challenges transparently, we develop in Section 2 notions of topological Kuranishi charts and
coordinate changes that underlie all existing notions in e.g. [FO, FOOO, J1, MW2, MW3, P],
see Remark 2.1.2. Our resolutions of the challenges (a)– (g) then proceed as follows.
(a) Definition 2.3.4 introduces the notion of topological Kuranishi atlas on a compact
metrizable space X, consisting of a covering X =
⋃N
i=1 Fi by basic charts with footprints
Fi ' s−1i (0), whose compatibility is captured by transition charts with footprints FI =⋂
i∈I Fi and directional coordinate changes UI ⊃ UIJ ↪→ UJ for each I ⊂ J that satisfy a
cocycle condition. Such an atlas K can equivalently be seen as a bundle functor between
topological categories prK : BK → EK together with a section functor sK : BK → EK and
an embedding ιK : X → |K| to the zero set |s−1K (0)|. This categorical language allows us
to succintly express compatibility conditions between maps and spaces of interest, and it
yields a virtual neighbourhood |K| := ⊔UI/∼ of X ∼= ιK(X) in Definition 2.4.1.
Definition 3.1.3 introduces the notion of filtered weak topological Kuranishi atlas,
which is the structure that naturally arises from local Fredholm descriptions of a moduli
space. As we demonstrate for Gromov–Witten moduli spaces in [MW4], these satisfy a
weaker form of the cocycle condition (equality on the overlap) but have a natural filtration
arising from “additive choices of obstruction spaces”.
Theorem 3.1.9 then shows that every filtered weak topological Kuranishi atlas has a
tame shrinking which satisfies the stronger cocycle and filtration conditions stated in
Definition 3.1.10. For such a tame atlas K, the virtual neighbourhood |K| is Hausdorff
with embeddings piK : UI → |K|. Moreover |K| can be equipped with a metric topology
that is compatible with metrics on the domains UI , and this tame metric shrinking is
unique up to a notion of metric cobordism in Definition 4.2.1.
(b) Since the category BK has too many morphisms for us to be able to construct a nontrivial
perturbation functor ν : BK → EK, we introduce in Definition 5.1.2 the notion of a
reduction BK|V . It is the full subcategory determined by a precompact subset of objects
V = ⊔VI < ObjBK whose realization piK(V) ⊂ |K| still contains the zero set |sK|−1(0),
but whose domains VI < UI only have overlaps piK(VI) ∩ piK(VJ) 6= ∅ if there is a direct
coordinate change UI ⊃ UIJ ↪→ VJ . Theorem 5.1.6 shows that reductions exist, are
unique up to a notion of cobordism reduction, and have various subtle refinements. In
particular, a reduction V induces a precompact subset piK(V) ⊂ |K|. While this generally
is not an open subset, it is the closest analogue to a precompact neighbourhood of the
zero set |sK|−1(0) ' X – it controls compactness of perturbed zero sets, see Section 5.2.
(c) Given nested reductions C < V, which exist by Lemma 5.3.7, the remaining challenge
– given suitable smooth structure – is to construct perturbations ν : BK|V → EK|V
of sK|V so that the local zero sets (sI |VI + νI)−1(0) ⊂ VI are cut out transversely and
contained in pi−1K (piK(C)). In order to obtain uniqueness, one also needs to interpolate
different choices ν0, ν1 by a perturbation over the Kuranishi concordance [0, 1]×K. (For
trivial isotropy this is performed in [MW2]; for nontrivial isotropy essentially the same
construction is used in [MW3] to obtain multi-valued perturbations.) Then the realization∣∣(sK|V+ν)−1(0)∣∣ of the zero set is sequentially compact by Theorem 5.2.2. Since it also is
a locally smooth subset of a Hausdorff space, it forms a closed manifold (resp. branched
manifold). Moreover, this is unique up to cobordism by interpolation of perturbations.
(d) Basic notions of determinant bundles and orientations of smooth Kuranishi structures
are introduced in [MW2] and extended to nontrivial isotropy in [MW3].
6 DUSA MCDUFF AND KATRIN WEHRHEIM
(e) Towards proving independence of the virtual fundamental class from the multitude of
choices (in particular shrinking, metric, and perturbation), Section 4 develops notions of
concordance between topological Kuranishi atlases with various extra structures.
Theorem 4.2.7 then shows that the metric shrinkings constructed by Theorem 3.1.9 are
unique up to concordance. This framework also allows one to make the perturbation
constructions (e.g. in [MW2]) unique up to perturbations over the concordance.
(f) We generalize the notion of concordance to a notion of topological Kuranishi cobor-
dism between two topological Kuranishi atlases on different compact moduli spaces in
Definition 4.1.6. Our cobordisms only have boundary, no corners, in the sense that they
are topological Kuranishi atlases on compact spaces such as a union of compact moduli
spaces
⋃
t∈[0,1]{t}×M(Jt), in which all data has boundary collar structure near t = 0, 1.
Section 4 develops the theory of (a) for Kuranishi cobordisms, and since Section 5 resp.
[MW2, MW3] treat Kuranishi cobordisms in parallel with Kuranishi atlases, the approach
described here will allow us to conclude, for example, that the the Gromov-Witten virtual
moduli cycles for different choices of J are cobordant in a suitable sense.
(g) In any setting in which existence of transverse perturbations (c) and a compatible notion
of orientations (d) is established, one can now capture the invariant information both
as a smooth cobordism class and as a Cˇech homology class on X. This hinges on the
topological model |K| for a metrizable neighbourhood of X in which X appears as the
zero set of a section |sK| of a finite-dimensional “bundle” pr : |EK| → |K|. For any
ε > 0, Theorem 5.1.6 yields nested reductions with piK(C) ⊂ Bε(X) contained in the ε-
neighbourhood of X, so that the perturbation construction yields a smooth compact zero
set |sK + ν| ⊂ Bε(X), independent of ν up to cobordism. The resulting cobordism class
of closed (possibly weighted branched) submanifolds |Zν | forms the virtual moduli cycle
and (if oriented) represents an element [Zν ] ∈ HD(Bε(X);Q). The virtual fundamental
class [X]virK ∈ HD(X;Q) = lim← HˇD(Bε(X);Q) is then obtained as inverse limit as ε→ 0.
1
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about this project, and Jingchen Niu for pointing out some gaps in an earlier version. We
moreover thank MSRI, IAS, BIRS and SCGP for hospitality.
2. Topological Kuranishi atlases
Throughout, X is assumed to be a compact and metrizable space. The first two sections
of this chapter introduce the notions of topological Kuranishi charts for X and topological
coordinate changes between them. Our definitions differ significantly from e.g. [FO, J1, P]
but are motivated by capturing the topological essence of all these notions. Moreover,
our insistence on specifying the domains of coordinate changes is new, as is our notion
of Kuranishi atlas (rather than Kuranishi structure) and its interpretation in terms of
categories in Section 2.3. The main result of this chapter is the novel construction of a
virtual neighbourhood of X from a topological Kuranishi atlas in Section 2.4.
2.1. Charts and restrictions.
The most general notions of Kuranishi charts consist of
• a manifold B with boundaries and corners and an action by a finite group Γ;
• a Γ-equivariant finite rank obstruction bundle E → B;
1 Here we cannot work with integral Cˇech homology since it does not even satisfy the exactness axiom.
However, in the case of trivial isotropy an integral theory could be obtained using Steenrod homology [Mi].
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• a Γ-equivariant section s : B → E;
• a homeomorphism s−1(0)/Γ ∼= F to an open subset F ⊂ X.
In order to capture the topological information, we may forget any smoothness and replace
the Γ-equivariant bundle and section by the induced “bundle map” E/Γ→ B/Γ and “section”
s : B/Γ→ E/Γ. If we moreover capture the linear structure of the bundle by the induced zero
section 0 : B/Γ→ E/Γ, [u] 7→ [0 ∈ pr−1(u)], then the zero set s−1(0) = {x ∈ B/Γ | s(x) = 0(x)}
is identified with s
−1(0)/Γ. Hence we obtain a topological Kuranishi chart in the following
sense with the same footprint s−1(0) ∼= s−1(0)/Γ ∼= F ⊂ X.
Definition 2.1.1. A topological Kuranishi chart for X with open footprint F ⊂ X is
a tuple K = (U,E, s, ψ) consisting of
• the domain U , which is a separable, locally compact metric space;
• the obstruction “bundle” which is a continuous map pr : E→ U from a separa-
ble, locally compact metric space E, together with a zero section 0 : U → E, which
is a continuous map with pr ◦ 0 = idU ;
• the section s : U → E, which is a continuous map with pr ◦ s = idU ;
• the footprint map ψ : s−1(0)→ X, which is a homeomorphism between the zero
set s−1(0) := s−1(im 0) = {x ∈ U | s(x) = 0(x)} and the footprint ψ(s−1(0)) = F .
Remark 2.1.2. (i) According to [MW3], a smooth Kuranishi chart is a tuple as above,
where E = U×E/Γ is the product of a finite dimensional manifold with a finite dimensional
vector space, modulo a smooth action by a finite group Γ (which is linear on E). Then pr :
E→ U is the obvious projection and 0 : [u]→ [(u, 0)] is the zero section. To see that these
and other notions of Kuranishi charts induce topological Kuranishi charts, note that finite
dimensional manifolds and their quotients by the action of a finite group are automatically
separable (i.e. contain a countable dense subset), locally compact, and metrizable.
(ii) We will not use particular choices of metrics on topological Kuranishi charts, until we
consider compatible metrics for topological Kuranishi atlases in Definition 3.1.7. So it would
be more appropriate (but more cumbersome) to say that the domain U of a topological
Kuranishi chart is a separable, locally compact, metrizable topological space.
(iii) Both the domain U and the bundle E are also second countable and hence Lindelo¨f:
Every open cover has a countable subcover. Indeed, these properties are equivalent to
separability in metric spaces; see [Mu, Ex. 4.5].
(iv) The zero section 0 : U → E is a homeomorphism to a closed subset of E. Indeed,
its inverse is the projection pr|im 0, and to check that im 0 = {0(x) |x ∈ U} ⊂ E is closed
consider a sequence 0(xi) → e∞. Its limit must be e∞ = lim 0(xi) = 0(pr(e∞)) since
continuity of pr implies xi = pr(0(xi)) → pr(e∞) and 0 is continuous. It follows that the
zero set s−1(0) ⊂ U is a closed subset since it is the preimage of a closed subset under a
continuous map. 3
Since we aim to define a regularization of X, the most important datum of a Kuranishi
chart is its footprint. So, as long as the footprint is unchanged, we can vary the domain
U and section s without changing the chart in any important way. Nevertheless, we will
always work with charts that have a fixed domain and section. In fact, our definition of a
coordinate change between Kuranishi charts will crucially involve these domains. Moreover,
it will require the following notion of restriction of a chart to a smaller subset of its footprint.
Definition 2.1.3. Let K be a topological Kuranishi chart and F ′ ⊂ F an open subset of
the footprint. A restriction of K to F ′ is a topological Kuranishi chart of the form
K′ = K|U ′ :=
(
U ′ , E′ = E|U ′ , s′ = s|U ′ , ψ′ = ψ|U ′∩s−1(0)
)
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given by a choice of open subset U ′ ⊂ U of the domain such that U ′ ∩ s−1(0) = ψ−1(F ′).
In particular, K′ has footprint ψ′(s′−1(0′)) = F ′. Here E|U ′ denotes the obstruction bundle
with total space E′ := pr−1(U ′), projection pr′ := pr|E′, and zero section 0′ := 0|U ′.
Note here that we will not always put the “topological” prefix in front of all Kuranishi
data though we always mean to refer to the topological Kuranishi framework, unless we are
explicitly discussing smooth structures or constructions of perturbations. However, if we
had formally introduced a (smooth) Kuranishi framework, it would for the most part make
sense to speak about both. For example, the following lemma constructs a restriction of a
topological Kuranishi chart whose footprint is any given open subset of the original footprint.
If the topological chart underlies a smooth Kuranishi chart, then a simple pullback of the
restricted domain will yield the corresponding restriction of the smooth Kuranishi chart.
The next lemma provides a tool for restricting to precompact domains, which we require
for refinements of Kuranishi atlases in Sections 3.3 and 5. Here and throughout we will use
the notation V ′ < V to mean that the inclusion V ′ ↪→ V is precompact. That is, clV (V ′)
is compact, where clV (V
′) denotes the closure of V ′ in the relative topology of V . If both
V ′ and V are contained in a compact space X, then V ′ < V is equivalent to the inclusion
V ′ := clX(V ′) ⊂ V of the closure of V ′ with respect to the ambient topology.
Lemma 2.1.4. Let K be a topological Kuranishi chart. Then for any open subset F ′ ⊂ F
there exists a restriction K′ to F ′ whose domain U ′ is such that U ′ ∩ s−1(0) = ψ−1(F ′). If
moreover F ′ < F is precompact, then U ′ can be chosen to be precompact.
Proof. Since F ′ ⊂ F is open and ψ : s−1(0) → F is a homeomorphism in the relative
topology of s−1(0) ⊂ U , there exists an open set V ⊂ U such that ψ−1(F ′) = U ′∩s−1(0). If
F ′ < F then we claim that U ′ ⊂ V can be chosen so that in addition its closure intersects
s−1(0) in ψ−1(F ′). To arrange this we define
U ′ :=
{
x ∈ V ∣∣ d(x, ψ−1(F ′)) < d(x, ψ−1(FrF ′))},
where d(x,A) := infa∈A d(x, a) denotes the distance between the point x and the subset
A ⊂ U with respect to any metric d on U . Then U ′ is an open subset of V . By con-
struction, its intersection with s−1(0) = ψ−1(F ) is V ∩ ψ−1(F ′) = ψ−1(F ′). To see that
U ′ ∩ s−1(0) ⊂ ψ−1(F ′), consider a sequence xn ∈ U ′ that converges to x∞ ∈ ψ−1(F ).
If x∞ ∈ ψ−1(FrF ′) then by definition of U ′ there are points yn ∈ ψ−1(F ′) such that
d(xn, yn) < d(xn, x∞). This implies d(xn, yn)→ 0, hence we also get convergence yn → x∞,
which proves x∞ ∈ ψ−1(F ′) = ψ−1(F ′), where the last equality is by the homeomor-
phism property of ψ. Finally, the same homeomorphism property implies the inclusion
ψ−1(F ′) = ψ−1(F ′) ⊂ U ′ ∩ s−1(0), and thus equality. This proves the first statement.
The second statement will hold if we show that for precompact F we may choose V , and
hence U ′ ⊂ V to be precompact in U . For that purpose we use the homeomorphism property
of ψ and closedness of s−1(0) ⊂ U to deduce that ψ−1(F ′) ⊂ U is a precompact set in a
locally compact space. So it has a precompact open neighbourhood V < U , since each point
in ψ−1(F ′) has a precompact neighbourhood by local compactness of U and a compactness
argument provides a finite covering of ψ−1(F ′) by such precompact neighbourhoods. 
2.2. Coordinate changes.
The following notion of coordinate change is key to the definition of Kuranishi atlases.
Here we begin using notation that will also appear in our definition of Kuranishi atlases.
For now, KI = (UI ,EI , sI , ψI) and KJ = (UJ ,EJ , sJ , ψJ) just denote different Kuranishi
charts for the same space X. Also recall that the data of the obstruction bundles EI , resp.
EJ , implicitly contains projections prI , resp. prJ , and zero sections 0I , resp. 0J .
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Figure 2.2.1. A coordinate change in which dimUJ = dimUI + 1. Both
UIJ and its image φIJ(UIJ) are shaded.
Definition 2.2.1. Let KI and KJ be topological Kuranishi charts such that FI ∩ FJ is
nonempty. A topological coordinate change from KI to KJ is a map Φ̂ : KI |UIJ → KJ
defined on a restriction of KI to FI ∩ FJ . More precisely:
• The domain of the coordinate change is an open subset UIJ ⊂ UI such that
s−1I (0I) ∩ UIJ = ψ−1I (FI ∩ FJ).
• The map of the coordinate change is a topological embedding (i.e. homeomorphism
to its image) Φ̂ : EI |UIJ := pr−1I (UIJ)→ EJ that satisfies the following.
(i) It is a bundle map, i.e. we have prJ ◦ Φ̂ = φ ◦ prI |pr−1I (UIJ ) for a topological
embedding φ : UIJ → UJ , and it is linear in the sense that 0J ◦ φ = Φ̂ ◦ 0I |UIJ .
(ii) It intertwines the sections in the sense that sJ ◦ φ = Φ̂ ◦ sI |UIJ .
(iii) It restricts to the transition map induced from the footprints in X in the sense
that φ|ψ−1I (FI∩FJ ) = ψ
−1
J ◦ ψI : UIJ ∩ s−1I (0I)→ s−1J (0J).
In particular, the following diagrams commute:
EI |UIJ Φ̂−→ EJ
↓ prI ↓ prJ
UIJ
φ−→ UJ
EI |UIJ Φ̂−→ EJ
↑ 0I ↑ 0J
UIJ
φ−→ UJ
EI |UIJ Φ̂−→ EJ
↑ sI ↑ sJ
UIJ
φ−→ UJ
UIJ ∩ s−1I (0I)
φ−→ s−1J (0J)
↓ ψI ↓ ψJ
X
Id−→ X.
(2.2.1)
The map Φ̂ is not required to be locally surjective. Indeed, the rank of the obstruction
bundles E will typically be different for different charts.
Remark 2.2.2. A smooth coordinate change between smooth Kuranishi charts, as
defined in [MW2] for trivial isotropy Γ = {id}, is a topological coordinate change Φ̂ = (φ, φ̂)
given by a smooth embedding of domains φ : UIJ → UJ and a linear injection of fibers
φ̂ : EI → EJ , which satisfy an index condition: dφ and φ̂ identify the kernels and
cokernels of dsI and dsJ . This is an essential requirement for the perturbative construction
of the virtual fundamental cycle of a smooth Kuranishi atlas. However, the only consequence
relevant in the topological context is the openness condition (iv) in Definition 3.1.3. 3
Example 2.2.3. Here is a basic example of a topological coordinate change with I = {1} ⊂
J = {1, 2} between charts on the finite set X = {−1, 0, 1}. Consider the two Kuranishi
charts with U1 = (−2, 2), E1 = U1×R, s1(x) = (x, (x2− 1)x2) and U12 = (−1, 2)× (−1, 1),
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E12 = U12 × R2, s12(x, y) =
(
x, y, (x2 − 1)x2, y), with the obvious projections and zero
maps and footprint maps given by the obvious identification. Their footprints are {0, 1} =
F12 ⊂ F1 = {−1, 0, 1} = X, and both charts have dimension 0 although their domains and
obstruction spaces are not locally diffeomorphic. A natural coordinate change that extends
the identification s−11 (01) ⊃ {0, 1} ∼= {(0, 0), (1, 0)} = s−112 (012) is the inclusion φ : x 7→ (x, 0)
of U1,12 := (−1, 2) onto (−1, 2)× {0} ⊂ U12 together with Φ̂ : (x, v) 7→ (x, 0, v, 0). 3
Note that coordinate changes are in general unidirectional since the map EI |UIJ → EJ
is not assumed to have open image. Note also that the footprint of the intermediate chart
KI |UIJ is always the full intersection FI ∩ FJ . Moreover, in Kuranishi atlases we will only
have coordinate changes when FJ ⊂ FI , so that this intersection is FI ∩FJ = FJ . By abuse
of notation, we often denote a coordinate change by Φ̂ : KI → KJ , thereby indicating the
choice of a domain UIJ ⊂ UI and a map Φ̂ : KI |UIJ → KJ . Further, for clarity we usually
add subscripts, writing Φ̂IJ = (φIJ , φ̂IJ) : KI → KJ . The next lemmas provide restrictions
and compositions of coordinate changes.
Lemma 2.2.4. Let Φ̂ : KI |UIJ → KJ be a topological coordinate change from KI to KJ ,
and let K′I = KI |U ′I , K′J = KJ |U ′J be restrictions to open subsets F ′I ⊂ FI , F ′J ⊂ FJ with
F ′I ∩ F ′J 6= ∅. Then a restricted topological coordinate change Φ̂|U ′IJ : K′I → K′J is
given by any choice of open subset U ′IJ ⊂ UIJ of the domain such that
U ′IJ ⊂ U ′I ∩ φ−1(U ′J), ψI(s−1I (0I) ∩ U ′IJ) = F ′I ∩ F ′J ,
and the map Φ̂|pr−1I (U ′IJ ) : EI |U ′IJ → EJ .
Proof. First note that restricted domains U ′IJ ⊂ UIJ always exist since we can choose e.g.
U ′IJ = U
′
I ∩ φ−1(U ′J), which is open in UIJ by the continuity of φ and has the required
footprint since
ψI
(
s−1I (0I) ∩ U ′I
) ∩ ψI(s−1I (0I) ∩ φ−1(U ′J)) = F ′I ∩ ψJ(s−1J (0J) ∩ U ′J) = F ′I ∩ F ′J .
Next, K′I |U ′IJ = KI |U ′IJ is a restriction of K′I to F ′I ∩ F ′J since it has the required footprint
ψ′I(s
′
I
−1(0I) ∩ U ′IJ) = ψI
(
s−1I (0I) ∩ U ′IJ
)
= F ′I ∩ F ′J .
Finally, Φ̂′ := Φ̂|pr−1I (U ′IJ ) is the required map since it satisfies the conditions of Defini-
tion 2.2.1 with the induced embedding φ′ := φ|U ′IJ ,
(i) pr′J ◦ Φ̂′ = prJ ◦ Φ̂|pr−1I (U ′IJ ) = φ|U ′IJ ◦ prI |pr−1I (U ′IJ ) = φ
′ ◦ pr′I |pr′I−1(U ′IJ ),
0′J ◦ φ′ = 0J |U ′J ◦ φ|U ′IJ = Φ̂|pr−1I (U ′IJ ) ◦ 0I |U ′IJ = Φ̂
′ ◦ 0′I |U ′IJ ;
(ii) s′J ◦ φ′ = sJ |U ′J ◦ φ|U ′IJ = Φ̂|pr−1I (U ′IJ ) ◦ sI |U ′IJ = Φ̂
′ ◦ s′I |U ′IJ ;
(iii) φ′|ψ′I−1(F ′I∩F ′J ) = φ|ψ−1I (F ′I∩F ′J ) = ψ
−1
J ◦ ψI |ψ−1I (F ′I∩F ′J ) = ψ
′
J
−1 ◦ ψ′I |ψ′I−1(F ′I∩F ′J ).
This completes the proof. 
Lemma 2.2.5. Let KI ,KJ ,KK be topological Kuranishi charts such that FI∩FK ⊂ FJ , and
let Φ̂IJ : KI → KJ and Φ̂JK : KJ → KK be topological coordinate changes. (That is, we are
given restrictions KI |UIJ to FI ∩FJ and KJ |UJK to FJ ∩FK and maps Φ̂IJ : KI |UIJ → KJ ,
Φ̂JK : KJ |UJK → KK .) Then the following holds.
(i) The domain UIJK := φ
−1
IJ (UJK) ⊂ UI defines a restriction KI |UIJK to FI ∩ FK .
(ii) The composition Φ̂JK ◦ Φ̂IJ : EI |UIJK → EK defines a map Φ̂IJK : KI |UIJK → KK
as in Definition 2.2.1, which covers the embedding φIJK := φJK ◦ φIJ : UIJK → UK .
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We denote the induced composite coordinate change Φ̂IJK by
Φ̂JK ◦ Φ̂IJ := Φ̂IJK : KI |UIJK → KK .
Proof. In order to check that
(
UIJK ,EI |UIJK , sI |UIJK , ψI |s−1I (0I)∩UIJK
)
is the required re-
striction, we need to verify that it has footprint FI ∩ FK . Indeed, ψI
(
s−1I (0I) ∩ UIJK
)
=
FI ∩ FK holds since we may decompose ψI = ψJ ◦ φIJ on s−1I (0I) ∩ UIJ with UIJK ⊂ UIJ ,
and then combine the identities
φIJ(s
−1
I (0I) ∩ UIJK) = φIJ(s−1IJ (0I)) ∩ UJK ⊂ s−1J (0J),
ψJ
(
φIJ(s
−1
IJ (0I))
)
= ψI(s
−1
IJ (0I)) = FI ∩ FJ ,
ψJ(s
−1
J (0J) ∩ UJK) = FJ ∩ FK .
Next, our assumption FI ∩ FK ⊂ FJ ensures that (FI ∩ FJ) ∩ (FJ ∩ FK) = FI ∩ FK . This
proves the first assertion. To prove the second claim, first note that both compositions and
restrictions (to open subsets) of topological embeddings are again topological embeddings.
Moreover, we check the conditions of Definition 2.2.1,
- The composition is a bundle map, i.e. on pr−1I (UIJK) we have
prK ◦ Φ̂IJK = prK ◦ Φ̂JK ◦ Φ̂IJ = φJK ◦ prJ ◦ Φ̂IJ = φJK ◦ φIJ ◦ prI = φIJK ◦ prI
and the weak form of linearity
0K ◦ φIJK = 0K ◦ φJK ◦ φIJ = Φ̂JK ◦ 0J ◦ φIJ = Φ̂JK ◦ Φ̂IJ ◦ 0I = Φ̂IJK ◦ 0IK .
- The sections are intertwined, i.e. on UIJK we have
sK ◦ φIJK = sK ◦ φJK ◦ φIJ = Φ̂JK ◦ sJ ◦ φIJ = Φ̂JK ◦ Φ̂IJ ◦ sI = Φ̂IJK ◦ sIK .
- On the zero set UIJK ∩ s−1I (0I) = ψ−1I (FI ∩ FK) we have
φIJK = φJK ◦ φIJ =
(
ψ−1K ◦ ψJ
) ◦ (ψ−1J ◦ ψI) = ψ−1K ◦ ψI .
This completes the proof. 
Finally, we introduce two notions of equivalence between coordinate changes that may
not have the same domain. One can easily shown that these equivalence relations are
compatible with composition, but we will not make use of this fact.
Definition 2.2.6. Let Φ̂α : KI |UαIJ → KJ and Φ̂β : KI |UβIJ → KJ be coordinate changes.
• We say the coordinate changes are equal on the overlap and write Φ̂α ≈ Φ̂β, if the
restrictions of Lemma 2.2.4 to U ′IJ := U
α
IJ ∩ UβIJ yield equal maps Φ̂α|U ′IJ = Φ̂β|U ′IJ .
• We say that Φ̂β extends Φ̂α and write Φ̂α ⊂ Φ̂β, if UαIJ ⊂ UβIJ and the restriction of
Lemma 2.2.4 yields equal maps Φ̂β|UαIJ = Φ̂α.
2.3. Covering families and transition data.
This section defines the notion of topological Kuranishi atlas on X and describes it in
categorical terms. There are various notions of “Kuranishi structure”, but in practice every
such structure on a compact moduli space of holomorphic curves is constructed from basic
building blocks as follows.
Definition 2.3.1. • A covering family of basic charts for X is a finite collection
(Ki)i=1,...,N of topological Kuranishi charts for X whose footprints cover X =
⋃N
i=1 Fi.
• Transition data for a covering family (Ki)i=1,...,N is a collection of topological Kuran-
ishi charts (KJ)J∈IK,|J |≥2 and coordinate changes (Φ̂IJ)I,J∈IK,I(J as follows:
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(i) IK denotes the set of subsets I ⊂ {1, . . . , N} for which the intersection of footprints
is nonempty, FI :=
⋂
i∈IFi 6= ∅ ;
(ii) KJ is a topological Kuranishi chart for X with footprint FJ =
⋂
i∈J Fi for each
J ∈ IK with |J | ≥ 2, and for one element sets J = {i} we denote K{i} := Ki;
(iii) Φ̂IJ is a topological coordinate change KI → KJ for every I, J ∈ IK with I ( J .
The transition data for a covering family automatically satisfies a cocycle condition on
the zero sets, where due to the footprint maps to X we have for I ⊂ J ⊂ K
φJK ◦ φIJ = ψ−1K ◦ ψJ ◦ ψ−1J ◦ ψI = ψ−1K ◦ ψI = φIK on s−1I (0) ∩ UIK .
Since there is no natural ambient topological space into which the entire domains of the
Kuranishi charts map, the cocycle condition on the complement of the zero sets has to be
added as an axiom. For the embeddings between the domains of the charts however, there
are three natural notions of cocycle condition with varying requirements on the domains of
the coordinate changes.
Definition 2.3.2. Let K = (KI , Φ̂IJ)I,J∈IK,I(J be a tuple of basic charts and transition
data. Then for any I, J,K ∈ IK with I ( J ( K we define the composed coordinate
change Φ̂JK ◦ Φ̂IJ : KI → KK as in Lemma 2.2.5 with domain φ−1IJ (UJK) ⊂ UI . Using the
notions of Definition 2.2.6 we then say that the triple of coordinate changes Φ̂IJ , Φ̂JK , Φ̂IK
satisfies
• the weak cocycle condition if Φ̂JK ◦ Φ̂IJ ≈ Φ̂IK , i.e. the coordinate changes are equal
on the overlap;
• the cocycle condition if Φ̂JK ◦ Φ̂IJ ⊂ Φ̂IK , i.e. Φ̂IK extends the composed coordinate
change;
• the strong cocycle condition if Φ̂JK ◦ Φ̂IJ = Φ̂IK are equal as coordinate changes.
More explicitly,
• the weak cocycle condition requires
(2.3.1) Φ̂JK ◦ Φ̂IJ = Φ̂IK on pr−1I
(
φ−1IJ (UJK) ∩ UIK
)
.
• the cocycle condition requires (2.3.1) and UIJK := φ−1IJ (UJK) ⊂ UIK ;
• the strong cocycle condition requires (2.3.1) and UIJK := φ−1IJ (UJK) = UIK .
Remark 2.3.3. For topological coordinate changes satisfying the weak cocycle condition,
the second identity follows from the bundle map property (i) in Definition 2.2.1. The
cocycle condition resp. strong cocycle condition require in addition φ−1IJ (UJK) ⊂ UIK resp.
φ−1IJ (UJK) = UIK . 3
The relevance of these versions is that the weak cocycle condition can be achieved in
practice by constructions of finite dimensional reductions for holomorphic curve moduli
spaces, whereas the strong cocycle condition is needed for our construction of a virtual
moduli cycle in [MW2] from perturbations of the sections in the Kuranishi charts. The
cocycle condition is an intermediate notion which is too strong to be constructed in practice
and too weak to induce a virtual moduli cycle, but it does allow us to formulate Kuranishi
atlases categorically. This in turn gives rise, via a topological realization of a category, to a
virtual neighbourhood of X into which all Kuranishi domains map.
Definition 2.3.4. A topological Kuranishi atlas on a compact metrizable space X
is a tuple K = (KI , Φ̂IJ)I,J∈IK,I(J of a covering family of basic charts (Ki)i=1,...,N and
transition data (KJ)|J |≥2, (Φ̂IJ)I(J for (Ki) as in Definition 2.3.1, that consist of topological
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Kuranishi charts and topological coordinate changes, which satisfy the cocycle condition
Φ̂JK ◦ Φ̂IJ ⊂ Φ̂IK for every triple I, J,K ∈ IK with I ( J ( K.
Remark 2.3.5. We have assumed from the beginning that X is compact and metrizable.
Some version of compactness is essential in order for X to define a virtual fundamental
class, but one might hope to weaken the metrizability assumption. However, we claim
that any compact space X that is covered by topological Kuranishi charts is automatically
metrizable. Indeed, one of the most basic properties of topological Kuranishi charts is that
the footprint maps ψi : s
−1
i (0i) → X are homeomorphisms between subsets s−1i (0i) ⊂ Ui
of metrizable spaces and open subsets Fi ⊂ X. If X is covered by such charts, it will be
locally metrizable. Since compactness also implies paracompactness, such X is metrizable
by the Smirnov metrization theorem [Mu, Thm.42.1]. 3
It is useful to think of the domains and obstruction spaces of a topological Kuranishi
atlas as forming the following categories.
Definition 2.3.6. Given a topological Kuranishi atlas K we define its domain category
BK to consist of the space of objects2
ObjBK :=
⊔
I∈IK
UI =
{
(I, x)
∣∣ I ∈ IK, x ∈ UI}
and the space of morphisms
MorBK :=
⊔
I,J∈IK,I⊂J
UIJ =
{
(I, J, x)
∣∣ I, J ∈ IK, I ⊂ J, x ∈ UIJ}.
Here we denote UII := UI for I = J , and for I ( J use the domain UIJ ⊂ UI of the
restriction KI |UIJ to FJ that is part of the coordinate change Φ̂IJ : KI |UIJ → KJ .
Source and target of these morphisms are given by
(I, J, x) ∈ MorBK
(
(I, x), (J, φIJ(x))
)
,
where φIJ : UIJ → UJ is the embedding given by Φ̂IJ , and we denote φII := idUI . Compo-
sition3 is defined by (
I, J, x
) ◦ (J,K, y) := (I,K, x)
for any I ⊂ J ⊂ K and x ∈ UIJ , y ∈ UJK such that φIJ(x) = y.
The obstruction category EK is defined in complete analogy to BK to consist of the
spaces of objects ObjEK :=
⊔
I∈IK EI and morphisms
MorEK :=
{
(I, J, e)
∣∣ I, J ∈ IK, I ⊂ J, e ∈ EI |UIJ},
with source and target maps
(I, J, e) 7→ (I, e), (I, J, e) 7→ (J, Φ̂IJ(e)).
We also express the further parts of a topological Kuranishi atlas in categorical terms:
• The obstruction category EK is a bundle over BK in the sense that there is a functor
prK : EK → BK that is given on objects and morphisms by projection (I, e) 7→ (I, prI(e))
and (I, J, e) 7→ (I, J, prI(e)).
2 When forming categories such as BK, we take always the space of objects to be the disjoint union of
the domains UI , even if we happen to have defined the sets UI as subsets of some larger space such as R2
or a space of maps as in the Gromov–Witten case. Similarly, the morphism space is a disjoint union of the
UIJ even though UIJ ⊂ UI for all J ⊃ I.
3 Note that we write compositions in the categorical ordering here.
14 DUSA MCDUFF AND KATRIN WEHRHEIM
• The zero sections 0I and sections sI induce two continuous sections of this bundle, i.e.
functors 0K : BK → EK and sK : BK → EK which act continuously on the spaces
of objects and morphisms, and whose composite with the projection prK : EK → BK
is the identity. More precisely, sK is given by (I, x) 7→ (I, sI(x)) on objects and by
(I, J, x) 7→ (I, J, sI(x)) on morphisms, and analogously for 0K.
• The zero sets of the sections ⊔I∈IK{I} × s−1I (0I) ⊂ ObjBK form a very special strictly
full subcategory s−1K (0K) of BK. Namely, BK splits into the subcategory s
−1
K (0K) and its
complement (given by the full subcategory with objects {(I, x) | sI(x) 6= 0I(x)}) in the
sense that there are no morphisms of BK between the underlying sets of objects. (This
holds because, given any morphism (I, J, x), the injectivity of Φ̂IJ ensures that we have
sI(x) = 0I(x) ⇔ Φ̂IJ(sI(x)) = Φ̂IJ(0I(x)) ⇔ sJ(φIJ(x)) = 0J(φIJ(x)).)
• The footprint maps ψI give rise to a surjective functor ψK : s−1K (0K)→ X to the category
X with object space X and trivial morphism spaces. It is given by (I, x) 7→ ψI(x) on
objects and by (I, J, x) 7→ idψI(x) on morphisms.
Lemma 2.3.7. The categories BK and EK are well defined.
Proof. We must check that the composition of morphisms in BK is well defined and associa-
tive; the proof for EK is analogous. To see this, note that the composition
(
I, J, x
)◦(J,K, y)
only needs to be defined for x = φ−1IJ (y) ∈ φ−1IJ (UJK), i.e. for x ∈ UIJK in the domain of the
composed coordinate change Φ̂JK ◦ Φ̂IJ , which by the cocycle condition is contained in the
domain of Φ̂IK , and hence
(
I,K, x
)
is a well defined morphism. With this said, identity
morphisms are given by
(
I, I, x
)
for all x ∈ UII = UI , and the composition is associative
since for any I ⊂ J ⊂ K ⊂ L, and x ∈ UIJ , y ∈ UJK , z ∈ UKL the three morphisms(
I, J, x
)
,
(
J,K, y
)
,
(
K,L, z
)
are composable iff y = φIJ(x) and z = φJK(y). In that case we
have (
I, J, x
) ◦ ((J,K, y) ◦ (K,L, z))) = (I, J, x) ◦ (J, L, φIJ(x)) = (I, L, x)
and z = φJK(φIJ(x)) = φIK(x), hence((
I, J, x
) ◦ (J,K, y)) ◦ (K,L, z) = (I,K, x) ◦ (K,L, φIK(x)) = (I, L, x),
which proves associativity. 
2.4. The virtual neighbourhood.
The categorical formulation of a topological Kuranishi atlas K allows us to construct a
topological space |K| which contains a homeomorphic copy ιK(X) ⊂ |K| of X and hence
may be viewed as a virtual neighbourhood of X.
Definition 2.4.1. Let K be a topological Kuranishi atlas for the compact space X. Then
the virtual neighbourhood of X,
|K| := ObjBK/∼
is the topological realization4 of the category BK, that is the quotient of the object space
ObjBK by the equivalence relation generated by
MorBK
(
(I, x), (J, y)
) 6= ∅ =⇒ (I, x) ∼ (J, y).
4 As is usual in the theory of e´tale groupoids we take the realization of the category BK to be a quotient
of its space of objects rather than the classifying space of the category BK (which is also sometimes called
the topological realization).
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We denote by piK : ObjBK → |K| the natural projection (I, x) 7→ [I, x], where [I, x] ∈ |K|
denotes the equivalence class containing (I, x). We moreover equip |K| with the quotient
topology, in which piK is continuous. Similarly, we define
|EK| := ObjEK/∼
to be the topological realization of the obstruction category EK. The natural projection
ObjEK → |EK| is denoted piEK.
Lemma 2.4.2. The functor prK : EK → BK induces a continuous map
|prK| : |EK| → |K|,
which we call the obstruction bundle of K, although its fibers generally do not have the
structure of a vector space. However, the functors 0K and sK induce continuous maps
|0K| : |K| → |EK|, |sK| : |K| → |EK|.
These maps are sections in the sense that |prK| ◦ |sK| = |prK| ◦ |0K| = id|K|. Moreover, there
is a natural homeomorphism from the realization of the subcategory s−1K (0K) (with quotient
topology) to the zero set of the section |sK|, with the relative topology induced from |K|,∣∣s−1K (0K)∣∣ = s−1K (0K)/∼
s−1K (0K)
∼=−→ |sK|−1(|0K|),
where |sK|−1(|0K|) :=
{
p ∈ |K| ∣∣ |sK|(p) = |0K|(p)} ⊂ |K|. Moreover, the footprint functor
ψK : s−1K (0K)→ X descends to a homeomorphism |ψK| : |sK|−1(|0K|)→ X. Its inverse is
ιK := |ψK|−1 : X −→ |sK|−1(|0K|) ⊂ |K|, p 7→ [(I, ψ−1I (p))],
where [(I, ψ−1I (p))] is independent of the choice of I ∈ IK with p ∈ FI .
Proof. The existence, continuity, and identities for |prK|, |0K|, and |sK| follow from the
continuity of, and identities between, the maps induced by prK, 0K, and sK on the object
space, together with the following general fact: Any functor f : A→ B, which is continuous
on the object space, induces a continuous map between the realizations (where these are
given the quotient topology of each category). Indeed, |f | : |A| → |B| is well defined
since the functoriality of f ensures a ∼ a′ ⇒ f(a) ∼ f(a′). Then by definition we have
piB ◦ f = |f | ◦ piA with the projections piA : A→ |A| and piB : B → |B|. To prove continuity
of |f | we need to check that for any open subset U ⊂ |B| the preimage |f |−1(U) ⊂ |A| is open,
i.e. by definition of the quotient topology, pi−1A
(|f |−1(U)) ⊂ A is open. But pi−1A (|f |−1(U)) =
f−1
(
pi−1B (U)
)
, which is open by the continuity of piB (by definition) and f (by assumption).
Towards the last statement, first note that |sK|−1(|0K|) = s−1K (0K)/∼ ⊂ |K| is given by the∼ equivalence classes for which one and hence every representative lies in the subcategory
s−1K (0K). Next, recall that the equivalence relation ∼ on ObjBK that defines |K| is given by
the embeddings φIJ , their inverses, and compositions. Since these generators intertwine the
zero sets s−1I (0I) and the footprint maps ψI : s
−1
I (0I)→ FI , we have the useful observations
ψI(x) = ψJ(y) =⇒ (I, x) ∼ (J, y),(2.4.1)
(I, x) ∼ (J, y), sI(x) = 0I(x) =⇒ sJ(y) = 0J(y), ψI(x) = ψJ(y).(2.4.2)
In particular, (2.4.2) implies that the equivalence relation ∼ on ObjBK that defines |K| =
ObjBK/∼, restricted to the objects {(I, x) | sI(x) = 0I(x)} of the subcategory s−1K (0K), coin-
cides with the equivalence relation ∼
s−1K (0K)
generated by the morphisms of s−1K (0K). Hence
the map
∣∣s−1K (0K)∣∣ → |sK|−1(|0K|), [(I, x)]s−1K (0K) 7→ [(I, x)]K is a bijection. It also is con-
tinuous because it is the realization of the functor s−1K (0K) → BK given by the continuous
embedding of the object space.
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To check that the inverse is continuous, consider an open subset Z ⊂∣∣s−1K (0K)∣∣, that
is with open preimage pi−1K (Z) ⊂ {(I, x) | sI(x) = 0I(x)}. The latter is given the relative
topology induced from ObjBK , hence we have pi
−1
K (Z) =W∩{(I, x) | sI(x) = 0I(x)} for some
open subset W ⊂ ObjBK . Now we claim that W can be chosen so that W = pi−1K (piK(W)),
and hence piK(W) ⊂ |K| is open, and piK(W)∩|sK|−1(|0K|) = Z. For that purpose note that
each footprint ψI(pi
−1
K (Z)∩UI) ⊂ X is open since ψI is a homeomorphism from s−1I (0I) to an
open subset of X and ZI := pi
−1
K (Z)∩UI ⊂ s−1I (0I) is open by assumption. Hence the finite
union
⋃
I∈IK ψI(ZI) ⊂ X is open, thus has a closed complement, so that each preimage
CJ := ψ
−1
J
(
Xr
⋃
I ψI(ZI)
) ⊂ UJ is also closed by the homeomorphism property of the
footprint map ψI . Moreover, by (2.4.1) and (2.4.2) the morphisms in BK on the zero sets are
determined by the footprint functors, so that we have ψ−1J (ψI(ZI)) = pi
−1
K (piK(ZI)) ∩ UJ =
pi−1K (Z ∩ piK(UI)) ∩ UJ for each I, J ∈ IK, and thus CJ = s−1J (0J)rpi−1K (Z). With that we
obtain an open set W := ⊔I∈IK(UIrCI) ⊂ ObjBK such that piK(W) ⊂ |K| is open since W
is invariant under the equivalence relation by piK, namely
piK(W) =
⋃
I∈IKpiK(UI)r
(
piK(s−1I (0I))rZ
)
= |K|r(|s−1K (0K)|rZ)
so that its preimage is W and hence open, by the identity
pi−1K (piK(W)) =
⊔
I∈IKUI ∩ pi−1K
(|K|r(|s−1K (0K)|rZ)) = ⊔I∈IKUIr(s−1I (0I)rZ).
Finally, using the above, we check that piK(W) has the required intersection
piK(W) ∩ |sK|−1(|0K|) =
(|K|r(|s−1K (0K)|rZ)) ∩ |sK|−1(|0K|) = Z.
This proves the homeomorphism between the quotient space
∣∣s−1K (0K)∣∣ and the subspace
|sK|−1(|0K|).
Next, recall that ψK is a surjective functor from s−1K (0K) to X with objects X (i.e. the
footprints FI = ψI(s
−1
I (0I)) cover X). Hence the above general argument for realizations of
functors shows that |ψK| is well defined, surjective, and continuous when |ψK| is considered
as a map from the quotient space |s−1K (0K)| to X.
The map |ψK| = ι−1K considered here is given by composing this realization of the functor
ψK with the natural homeomorphism
∣∣s−1K (0K)∣∣ ∼=→ |sK|−1(|0K|). So it remains to check
continuity of its inverse ιK with respect to the subspace topology on |sK|−1(|0K|) ⊂ |K|.
For that purpose we need to consider an open subset V ⊂ |K|, that is pi−1K (V ) ⊂ ObjBK is
open. Since ObjBK is a disjoint union that means pi
−1
K (V ) =
⊔
I∈IK{I} ×WI is a union of
open subsets WI ⊂ UI . So in the relative topology WI ∩ s−1I (0I) ⊂ s−1I (0I) is open, as is its
image under the homeomorphism ψI : s
−1
I (0I)→ FI ⊂ X. Therefore
ι−1K (V ) = |ψK|(V ) = ψK
(
s−1K (0K) ∩
⊔
I∈IK{I} ×WI
)
=
⋃
I∈IKψI(WI ∩ s−1I (0I))
is open in X since it is a union of open subsets. This completes the proof. 
Note that the injectivity of ιK : X → |K| could be seen directly from the injectivity
property (2.4.2) of the equivalence relation ∼ on s−1K (0K) ⊂ ObjBK . In particular, this
property implies injectivity of the projection of the zero sets in fixed charts, piK : s−1I (0I)→
|K|. This injectivity however only holds on the zero set. On UIrs−1I (0I), the projections
piK : UI → |K| need not be injective, as Example 2.4.3 below shows.
The remainder of this section is a collections of examples which show that – beyond
the embedding of X – the virtual neighbourhood generally only has undesirable properties:
The maps from the domains UI of the charts to |K| need not be injective, |K| need not be
Hausdorff, and |K| is – except in very simple cases – neither metrizable nor locally compact.
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Example 2.4.3 (Failure of Injectivity). The circle X = S1 = R/Z can be covered by
a single “global” smooth Kuranishi chart K0 of dimension 1 with domain U0 = S
1 × R,
obstruction space E0 = R, section map s0 = prR : U0 → E0 = R, and footprint map
ψi = prS1 . A slightly more complicated smooth Kuranishi atlas (involving transition charts
but still no cocycle conditions) can be obtained by the open cover S1 = F1 ∪ F2 ∪ F3
with Fi = (
i
3 ,
i+2
3 ) ⊂ R/Z such that all pairwise intersections Fij := Fi ∩ Fj 6= ∅ are
nonempty, but the triple intersection F1 ∩ F2 ∩ F3 is empty. We obtain a covering family
of basic charts
(
Ki := K0|Ui
)
i=1,2,3
with these footprints by restricting K0 to the open
domains Ui := Fi × (−1, 1) ⊂ S1 × R. Similarly, we obtain transition charts Kij :=
K0|Ui∩Uj and coordinate changes Φ̂i,ij := Φ̂0,0|Ui∩Uj by restricting the identity map Φ̂0,0 =
(idU0 , idE0) : K0 → K0 to the overlap Uij := Ui∩Uj . These are well defined for any pair i, j ∈
{1, 2, 3} (and satisfy all cocycle conditions), but for a Kuranishi atlas it suffices to restrict
to i < j. That is, the transition charts K12,K13,K23 and corresponding coordinate changes
Φ̂1,12, Φ̂2,12, Φ̂1,13, Φ̂3,13, Φ̂2,23, Φ̂3,23 form transition data, for which the cocycle condition is
vacuous. The realization of this Kuranishi atlas is |K| = U1 ∪ U2 ∪ U3 ⊂ S1 × R, and the
maps Ui → |K| are injective.
However, keeping the same basic charts K1,K2, and transition data for i, j ∈ {1, 2}, we
may choose K3 to have the same form as K0 but with domain U3 ⊂ (0, 2) × R such that
the projection pi : R × R → S1 × R embeds U3 ∩ (R × {0}) = (1, 23) × {0} to F3 × {0}.
We can moreover choose U3 so large that the inverse image of U1 ∩ U2 meets U3 in two
components pi−1(U1 ∩ U2) ∩ U3 = V 13 unionsq V 23 with pi(V 13 ) = pi(V 23 ), but there are continuous
lifts pi−1 : Ui ∩ pi(U3) → U3 with V i3 ⊂ pi−1(Ui); cf. Figure 2.4.1. These intersections
V i3 ⊂ U3 necessarily lie outside of the zero section s−13 (0) = F3 × {0}, though their closure
might intersect it. Then it remains to construct transition data from Ki for i = 1, 2 to
K3. We choose the transition charts as restrictions Ki3 := K3|Ui3 of K3 to the domains
Ui3 := pi
−1(U1) ∩ U3, with transition maps Φ̂3,i3 := Φ̂3,3|Ui3 . Finally, we construct the
transition maps Φ̂i,i3 : Ki|Ui,i3 → K3 for i = 1, 2 by the identity φ̂i,i3 := idEi on the identical
obstruction spaces Ei = E3 = E0 and the lift φi,i3 := pi
−1 on the domain Ui,i3 := U1∩pi(U3).
Figure 2.4.1. The lift pi−1(U1 ∩ U2) is shown as two light grey strips in
R × R, intersecting the dark grey region U3 in the two shaded sets V 13 , V 23 .
The domains U1, U2 ⊂ S1 ×R lift injectively to the dashed sets. The points
x13 6= x23 ∈ U3 have the same image in |K| ⊂ S1 × R.
This again defines a smooth Kuranishi atlas with vacuous cocycle condition, but the map
piK : U3 → |K| is not injective. Indeed any point x13 ∈ V 13 ⊂ U3 is identified [x13] = [x23] ∈ |K|
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with the corresponding point x23 ∈ V 23 with pi(x13) = pi(x23) = y ∈ S1 × R. Indeed, denoting
by (ij, z) the point z considered as an element of Uij (which is just a simplified version of
the previous notation (I, x) for a point x ∈ UI), we have
(2.4.3) (3, x13) ∼ (13, x13) ∼ (1, y) ∼ (12, y) ∼ (2, y) ∼ (23, x23) ∼ (3, x23),
where each equivalence is induced by the relevant coordinate change. Since there are such
points x13 arbitrarily close to the zero set s
−1
3 (0) = F3 × {0}, the projection piK : U3 → |K|
is not injective on any neighborhood of the zero set s−13 (0). 3
Next, we give a simple example where |K| is not Hausdorff in any neighbourhood of ιK(X)
even though the map s× t : MorBK → ObjBK ×ObjBK is proper.
Example 2.4.4 (Failure of Hausdorff property). We construct a smooth Kuranishi atlas
for X := R, starting with a basic chart whose footprint F1 = R already covers X,
K1 :=
(
U1 = R2 , E1 = R , s1(x, y) = y , ψ1(x, 0) = x
)
.
We then construct a second basic chart K2 := K1|U2 with footprint F2 = (0,∞) ⊂ R and
the transition chart K12 := K1|U12 as restrictions of K1 to the domains
U2 := {−y < x ≤ 0} ∪ {x > 0}, U12 := {x > 0}.
This induces coordinate changes Φ̂i,12 := Φ̂1,1|Ui,12 : Ki|Ui,12 → K12 for i = 1, 2 given
by restriction of the trivial coordinate change
(
φ1,1 = idR2 , φ̂1,1 = idR
)
to Ui,12 := U12.
This defines a Kuranishi atlas since there are no compositions of coordinate changes for
which a cocycle condition needs to be checked. Moreover, s × t is proper because on
each of the finitely many connected components of MorBK the target map t restricts to a
homeomorphism to a connected component of ObjBK . (For example, t : MorBK ⊃ Ui,12 →
U12 ⊂ ObjBK is the identity.)
On the other hand the images in |K| of the points (0, y) ∈ U1 and (0, y) ∈ U2 for y > 0
have no disjoint neighbourhoods since for every x > 0(
1, (x, y)
) ∼ (12, (x, y)) ∼ (2, (x, y)).
Therefore ιK(X) does not have a Hausdorff neighbourhood in |K|. 3
In Sections 3.2 and 3.3 below we will achieve both the injectivity and the Hausdorff
property by a subtle shrinking of the domains of charts and coordinate changes. However,
we are still unable to make the virtual neighbourhood |K| locally compact or even metrizable,
due to the following natural example.
Example 2.4.5 (Failure of metrizability and local compactness). For simplicity we will
give an example with noncompact X = R. (A similar example can be constructed with
X = S1.) We construct a smooth Kuranishi atlas K on X by two basic charts, K1 = (U1 =
R, E1 = {0}, s = 0, ψ1 = id) and
K2 =
(
U2 = (0,∞)× R, E2 = R, s2(x, y) = y, ψ2(x, y) = x
)
,
one transition chart K12 = K2|U12 with domain U12 := U2, and the coordinate changes
Φ̂i,12 induced by the natural embeddings of the domains U1,12 := (0,∞) ↪→ (0,∞) × {0}
and U2,12 := U2 ↪→ U2. Then as a set |K| =
(
U1 unionsq U2 unionsq U12
)
/ ∼ can be identified with(
R × {0}) ∪ ((0,∞) × R) ⊂ R2. However, the quotient topology at (0, 0) ∈ |K| is strictly
stronger than the subspace topology. That is, for any O ⊂ R2 open the induced subset
O ∩ |K| ⊂ |K| is open, but some open subsets of |K| cannot be represented in this way. In
fact, for any ε > 0 and continuous function f : (0, ε)→ (0,∞), the set
Uf,ε :=
{
[x]
∣∣x ∈ U1, |x| < ε} ∪ {[(x, y)] ∣∣ (x, y) ∈ U2, |x| < ε, |y| < f(x)} ⊂ |K|
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is open in the quotient topology. Moreover these sets form a basis for the neighbourhoods of
[(0, 0)] in the quotient topology. To see this, let V ⊂ |K| be open in the quotient topology.
Then, since pi−1K (V )∩U1 is a neighbourhood of 0, there is ε > 0 so that {(x, 0) | |x| < ε} ⊂ V .
Further, define f : {x ∈ R | 0 < x < ε} → (0,∞) by f(x) := sup{δ |Bδ(x, 0) ⊂ V },
where Bδ(x, 0) is the open ball in R2 with radius δ. Then f(x) > 0 for all 0 < x < ε
because pi−1K (V ) ∩ U2 is a neighbourhood of (0, x). The triangle inequality implies that
f(x′) ≥ f(x) − |x′ − x| for all 0 < x, x′ < ε. Hence |f(x) − f(x′)| ≤ |x′ − x|, so that f is
continuous. Thus we have constructed a neighbourhood Uf,ε ⊂ |K| of [(0, 0)] of the above
type with Uf,ε ⊂ V .
We will use this to see that the point [(0, 0)] does not have a countable neighbourhood
basis in the quotient topology. Indeed, suppose by contradiction that (Uk)k∈N is such a
basis, then by the above we can iteratively find 1 > εk > 0 and fk : (0, εk) → (0,∞) so
that Ufk,εk ⊂ Uk ∩ Ufk−1, 12 εk−1 (with Uf0, 12 ε0 replaced by |K|). In particular, the inclusion
Ufk,εk ⊂ Ufk−1, 12 εk−1 implies εk < εk−1. Now there exists a continuous function g : (0, 1)→
(0,∞) such that g(12εk) < fk(12εk) for all k ∈ N. Then the neighbourhood Ug,1 does not
contain any of the Uk because Ug,1 ⊃ Uk ⊃ Ufk,εk implies that g(12εk) ≥ fk(12εk). This
contradicts the assumption that (Uk)k∈N is a neighbourhood basis of [(0, 0)], hence there
exists no countable neighbourhood basis.
Note also that the point [(0, 0)] ∈ |K| has no compact neighbourhood with respect to
the subspace topology from R2, and hence neither with respect to the stronger quotient
topology on |K|. The same failure of local compactness and metrizability occurs for any
Kuranishi atlas that involves coordinate changes between charts with domains of different
dimension (more precisely the issue arises from an embedding UIJ → UJ if UIJ ⊂ UI is
not just a connected component and dimUI < dimUJ). In particular, the tame Kuranishi
atlases that we will work with to achieve the Hausdorff property, will – except in trivial
cases – always exclude local compactness or metrizability. 3
Remark 2.4.6. For the Kuranishi atlas in Example 2.4.5 there exists an exhausting se-
quence An ⊂ An+1 of closed subsets of ⊔I∈IK UI with the properties
• each piK(An) contains ιK(X);
• each piK(An) ⊂ |K| is metrizable and locally compact in the subspace topology;
• ⋃n∈NAn = ⊔I∈IK UI .
For example, we can take An to be the disjoint union of the closed sets
An1 = [−n, n] ⊂ U1, An2 := {(x, y) ∈ U2
∣∣x ≥ 1n , |y| ≤ n},
and any closed subset An12 ⊂ An2 . However, in the limit [(0, 0)] becomes a “bad point”
because its neighbourhoods have to involve open subsets of U2.
In fact, if we altered Example 2.4.5 to a Kuranishi atlas for the compact space X = S1,
then we could choose An compact, so that the subspace and quotient topologies on piK(An)
coincide by Proposition 3.1.16 (ii). We emphasize the subspace topology above because
that is the one inherited by (open) subsets of An. For example, the quotient topology on
piK(An), where An :=
⋃
I int(A
n
I ) has the same bad properties at [(
1
n , 0)] as the quotient
topology on |K| has at [(0, 0)], while the subspace topology on piK(An) is metrizable. We
prove in Proposition 3.1.16 that a similar statement holds for all K, though there we only
consider a fixed set A since we have no need for an exhaustion of the domains. 3
3. Topological taming of Kuranishi atlases
Having defined the notion of topological Kuranishi atlas on a compact metrizable space
X (which we fix throughout), the previous chapter constructed a virtual neighbourhood
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|K| for X. However, Examples 2.4.4 and 2.4.3 showed that |K| need not be Hausdorff and
that the maps from the domains UI of the charts to |K| need not be injective. Moreover,
in practice one can construct only weak Kuranishi atlases in the sense of Definition 3.1.1,
although they do often have the filtration property of Definition 3.1.3. The main result
of this chapter is then Theorem 3.1.9, which states that given a filtered weak topological
Kuranishi atlas one can construct a topological Kuranishi atlas K, whose neighborhood |K|
is Hausdorff and has the injectivity property, and that moreover is well defined up to a
natural notion of cobordism. This cobordism theory is developed in Section 4.
3.1. Filtrations, Metrics, and Tameness.
We begin by introducing the notion of a filtered weak topological Kuranishi atlas, which
can be constructed in practice on compactified holomorphic curve moduli spaces, as outlined
in [MW2, M2]. We then introduce tameness conditions for topological Kuranishi atlases
that imply the Hausdorff property of the virtual neighbourhood. Finally, we provide tools
for refining topological Kuranishi atlases to achieve the tameness condition.
Definition 3.1.1. A weak topological Kuranishi atlas on a compact metrizable space
X is a covering family of basic charts with transition data K = (KI , Φ̂IJ)I,J∈IK,I(J as in
Definition 2.3.1, that satisfy the weak cocycle condition of Definition 2.3.2, that is for every
triple I, J,K ∈ IK with I ( J ( K we have equality on the overlap Φ̂JK ◦ Φ̂IJ ≈ Φ̂IK .
Remark 3.1.2. In practice one does not need to construct a metric on the underlying topo-
logical space X. Rather, it suffices to check that X is compact and has a weak topological
Kuranishi atlas. Then X is automatically metrizable as in Remark 2.3.5. 3
This weaker notion of Kuranishi atlas is crucial for two reasons. Firstly, in the application
to moduli spaces of holomorphic curves, it is not clear how to construct Kuranishi atlases
that satisfy the cocycle condition. Secondly, it is hard to preserve the cocycle condition
while manipulating Kuranishi atlases, for example by shrinking as we do below. Note that
if K is only a weak Kuranishi atlas then we cannot define its domain category BK precisely
as in Definition 2.3.6 since the given set of morphisms is not closed under composition. We
will deal with this by simply not considering this category unless K is a Kuranishi atlas,
i.e. satisfies the standard cocycle condition in Definition 2.3.2.
On the other hand, the constructions of transition data in practice, e.g. in [MW4, M2],
use a sum construction which has the effect of adding the obstruction bundles and thus
yields an additivity property EI =
⊕
i∈I Φ̂iI(Ei) in the smooth context. It generalizes to
the following filtration property in the topological context. Here we simplify the notation by
writing Φ̂iI := Φ̂{i}I for the coordinate change Ki = K{i} → KI where i ∈ I. This notion
uses subsets EIJ ⊂ EJ that play the role of Φ̂IJ(EI) ⊂ EJ , and allows us to formulate a
topological version of the index condition, which can only be formulated for Kuranishi charts
and coordinate changes whose structure maps have well defined differentials. (Then the
index condition requires the differentials to identify kernel and cokernel of the charts.) This
generalized index property will be crucial in the taming construction of Proposition 3.3.5.
Definition 3.1.3. Let K be a weak topological Kuranishi atlas. We say that K is filtered if
it is equipped with a filtration, that is a tuple of closed subsets EIJ ⊂ EJ for each I, J ∈ IK
with I ⊂ J , that satisfy the following conditions:
(i) EJJ = EJ and E∅J = im 0J for all J ∈ IK;
(ii) Φ̂JK
(
pr−1J (UJK)∩EIJ
)
= EIK∩pr−1K (imφJK) for all I, J,K ∈ IK with I ⊂ J ( K;
(iii) EIJ ∩ EHJ = E(I∩H)J for all I,H, J ∈ IK with I,H ⊂ J ;
(iv) imφIJ is an open subset of s
−1
J (EIJ) for all I, J ∈ IK with I ( J .
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Remark 3.1.4. Applying condition (ii) above to any triple I = I ( J for J ∈ IK gives
(3.1.1) im Φ̂IJ = Φ̂IJ(pr
−1
I (UIJ)) = EIJ ∩ pr−1J (imφIJ).
In particular, by the compatibility of coordinate changes sJ ◦ φIJ = Φ̂IJ ◦ sI |UIJ we obtain
sJ
(
φIJ(UIJ)
)
= Φ̂IJ(sI(UIJ)) ⊂ im Φ̂IJ ⊂ EIJ .
In other words, the first three conditions above imply the inclusion φIJ(UIJ) ⊂ s−1J (EIJ).
Condition (iv) strengthens this by saying the image is open. This can be viewed as topo-
logical version of the index condition, since for smooth coordinate changes it follows from
the index condition. 3
Lemma 3.1.5. For any filtration (EIJ)I⊂J on a weak topological Kuranishi atlas K we have
for any H, I, J ∈ IK
H, I ⊂ J =⇒ s−1J (EIJ) ∩ s−1J (EHJ) = s−1J (E(I∩H)J),(3.1.2)
in particular
H ∩ I = ∅ =⇒ s−1J (EIJ) ∩ s−1J (EHJ) = s−1J (0J).(3.1.3)
Proof. These statements all follow from applying sJ to the defining property (iii), and
making use of (i) in case H ∩ I = ∅. 
Example 3.1.6. The prototypical example of a smooth atlas that is not filtered is one that
has two basic charts K1,K2 with overlapping (but distinct) footprints, sections s1, s2 whose
zero sets s−11 (01), s
−1
2 (02) have empty interiors, and the same obstruction space, which we
understand to mean that all bundles Ei = Ui × E and E12 = U12 × E have the same
fiber E. In this case the index condition of Remark 2.2.2 implies that each imφi(12) is an
open submanifold of U12 that contains s
−1
12 (012), see [MW2]. If this atlas were also filtered,
then conditions (iii) and (iv) in Definition 3.1.3 would imply that s−112 (E1(12))∩s−112 (E2(12)) =
s−112 (012) contains the open neighbourhood imφ1(12)∩ imφ2(12) of the zero set s−112 (012). This
is possible only if imφ1(12) ∩ imφ2(12) = s−112 (012), which implies that ψ−1i (F12) coincides
with the open set Ui(12), contradicting the assumption on the sections si. 3
Next, we introduce a notion of metrics on topological Kuranishi atlases that will be part
of the main result.
Definition 3.1.7. A topological Kuranishi atlas K is said to be metrizable if there is
a bounded metric d on the set |K| such that for each I ∈ IK the pullback metric dI :=
(piK|UI )∗d on UI induces the given topology on the domain UI . In this situation we call d
an admissible metric on |K|. A metric topological Kuranishi atlas is a pair (K, d)
consisting of a metrizable topological Kuranishi atlas together with a choice of admissible
metric d. For a metric topological Kuranishi atlas, we denote the δ-neighbourhoods of subsets
Q ⊂ |K| resp. A ⊂ UI for δ > 0 by
Bδ(Q) :=
{
w ∈ |K| | ∃q ∈ Q : d(w, q) < δ},
BIδ (A) :=
{
x ∈ UI | ∃a ∈ A : dI(x, a) < δ
}
.
It is important to note that an admissible metric generally does not induce the quotient
topology on |K|, since this may not be not metrizable by Example 2.4.5. However, the
following shows that the metric topology on |K| is weaker (has fewer open sets) than the
quotient topology.
Lemma 3.1.8. Suppose that d is an admissible metric on the virtual neighbourhood |K| of
a topological Kuranishi atlas K. Then the following holds.
22 DUSA MCDUFF AND KATRIN WEHRHEIM
(i) The identity id|K| : |K| → (|K|, d) is continuous as a map from the quotient topology
to the metric topology on |K|.
(ii) In particular, each set Bδ(Q) is open in the quotient topology on |K|, so that the
existence of an admissible metric implies that |K| is Hausdorff.
(iii) The embeddings φIJ that are part of the coordinate changes for I ( J ∈ IK are
isometries when considered as maps (UIJ , dI)→ (UJ , dJ).
Proof. Since the neighbourhoods of the form Bδ(Q) define the metric topology, it suffices to
prove that these are also open in the quotient topology, i.e. that each subset UI∩pi−1K (Bδ(Q))
is open in UI . So consider x ∈ UI with piK(x) ∈ Bδ(Q). By hypothesis there is q ∈ Q and
ε > 0 such that d(piK(x), q) < δ−ε, and compatibility of metrics and the triangle inequality
then imply the inclusion piK(BIε (x)) ⊂ Bε(Q) ⊂ Bδ(Q). Thus BIε (x) is a neighbourhood of
x ∈ UI contained in UI ∩ pi−1K (Bδ(Q)). This proves the openness required for (i) and (ii).
Since every metric space is Hausdorff, |K| is therefore Hausdorff in the quotient topology
as stated in (ii). Claim (iii) follows from the construction of dI , dJ as pullback of d under
piK and the fact that piK(φIJ(x)) = piK(x) for x ∈ UIJ . 
One might hope to achieve the Hausdorff property by constructing an admissible metric,
but the existence of the latter is highly nontrivial. Instead, in a refinement process that
will take up the remainder of this chapter, we will first construct a Kuranishi atlas whose
virtual neighbourhood has the Hausdorff property, then prove metrizability of certain sub-
spaces, and finally obtain an admissible metric by pullback to a further refined Kuranishi
atlas. This process will prove the following theorem whose formulation uses the notions of
shrinking from Definition 3.3.2, tameness from Definition 3.1.10, preshrunk tame shrinking
from Proposition 3.3.8, and concordance from Definition 4.1.8.
Theorem 3.1.9. Let K be a filtered weak topological Kuranishi atlas. Then there exists a
preshrunk tame shrinking of K. It provides a metrizable tame topological Kuranishi atlas K′
with domains (U ′I ⊂ UI)I∈IK′ such that the realizations |K′| and |EK′ | are Hausdorff in the
quotient topology. In addition, for each I ∈ IK′ = IK the projection maps piK′ : U ′I → |K′|
and piK′ : E′I := pr
−1
I (U
′
I) → |EK′ | are homeomorphisms onto their images and fit into a
commutative diagram
E′I
piK′
↪−→ |EK′ |
↓prI ↓|prK′ |
U ′I
piK′
↪−→ |K′|
Any two such preshrunk tame shrinkings with choices of admissible metrics are concordant
by a metric tame topological Kuranishi concordance whose realization also has the above
Hausdorff and homeomorphism properties.
Proof. The key step is Proposition 3.3.5, which establishes the existence of a tame shrinking.
As we show in Proposition 3.3.8, the existence of a metric tame shrinking is an easy con-
sequence. Uniqueness up to metric tame concordance is proven by applying Theorem 4.2.7
to the product concordance [0, 1] × K with product filtration. By Proposition 3.1.13 and
Lemma 4.1.15 for the concordance, tameness implies the Hausdorff and homeomorphism
properties. The diagram commutes since it arises as the realization of commuting functors
to prK′ : EK′ → BK′ . 
The Hausdorff property for the virtual neighbourhood |K| will require the following con-
trol of the domains of coordinate changes, which we will achieve in Section 3.3 by a shrinking
from a filtered weak Kuranishi atlas.
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Definition 3.1.10. A weak topological Kuranishi atlas is tame if it is equipped with a
filtration (EIJ)I⊂J such that for all I, J,K ∈ IK we have
UIJ ∩ UIK = UI(J∪K) ∀I ⊂ J,K;(3.1.4)
φIJ(UIK) = UJK ∩ s−1J (EIJ) ∀I ⊂ J ⊂ K.(3.1.5)
Here we allow equalities, using the notation UII := UI and φII := IdUI . Further, to allow
for the possibility that J ∪ K /∈ IK, we define UIL := ∅ for L ⊂ {1, . . . , N} with L /∈ IK.
Therefore (3.1.4) includes the condition
UIJ ∩ UIK 6= ∅ =⇒ FJ ∩ FK 6= ∅
( ⇐⇒ J ∪K ∈ IK ).
The notion of tameness generalizes the identities FJ ∩ FK = FJ∪K and ψ−1J (FK) =
UJK ∩ s−1J (0J) between the footprints and zero sets, which we can include into (3.1.4) and
(3.1.5) as the case I = ∅, by using the notation
(3.1.6) U∅J := FJ , φ∅J := ψ−1J , E∅J := im 0J .
Indeed, the first tameness condition (3.1.4) extends the identity for intersections of foot-
prints – which is equivalent to ψ−1I (FJ) ∩ ψ−1I (FK) = ψ−1I (FJ∪K) for all I ⊂ J,K – to the
domains of the transition maps in UI . In particular, with I ⊂ J ⊂ K it implies nesting of
the domains of the transition maps,
(3.1.7) UIK ⊂ UIJ ∀I ⊂ J ⊂ K.
(This in turn generalizes the I = ∅ case FK ⊂ FJ for J ⊂ K.) The second tameness
condition (3.1.5) extends the relation between footprints and zero sets – equivalent to
φIJ(ψ
−1
I (FK)) = UJK ∩ s−1J (0J) for all I ⊂ J ⊂ K – to a relation between domains of
transition maps and preimages of corresponding subbundles by the section. In particular,
with J = K it controls the image of the transition maps, generalizing the I = ∅ case
ψ−1J (FJ) = s
−1
J (0J) to φIJ(UIJ) = s
−1
J (EIJ) for all I ⊂ J . This strengthens the inclusion
imφIJ ⊂ s−1J (EIJ) from Lemma 3.1.5. As a result, tameness controls the topology and
intersections of images of the coordinate changes as follows.
Lemma 3.1.11. If K is a tame topological Kuranishi atlas, then
the images of the transition maps φIJ and Φ̂IJ are closed subsets of the Kuranishi domain
UJ resp. bundle EJ ,
(3.1.8) imφIJ = s
−1
J (EIJ) ⊂ UJ , im Φ̂IJ = EIJ ∩ (sJ ◦ prJ)−1(EIJ) ⊂ EJ ,
for any I, J ∈ IK, I ⊂ J . Moreover, for any J ∈ IK, H, I ⊂ J with H ∩ I 6= ∅ we have
(3.1.9) imφHJ ∩ imφIJ = imφ(H∩I)J .
In case H ∩ I = ∅ we have the intersection identity5 imφHJ ∩ imφIJ = s−1J (0J).
Proof. The identities in (3.1.8) follow from (3.1.5) with J = K and (3.1.1). Then the subsets
imφIJ ⊂ UJ and im Φ̂IJ ⊂ EJ are closed since they are the preimages of closed subsets
EIJ ⊂ EJ under the continuoussection sJ and projection prJ .
Moreover, tameness (3.1.8) identifies imφLJ = s
−1
J (ELJ) for L = H, I,H ∩ I, so that
the intersection identity holds by the filtration property (3.1.2). In case H ∩ I = ∅ it gives
s−1J (EHJ) ∩ s−1J (EIJ) = s−1J (0J) since E∅J = im 0J . 
The next lemma shows that every tame weak topological Kuranishi atlas satisfies the
strong cocycle condition, and so is a topological Kuranishi atlas.
5This intersection identity is consistent with (3.1.6) since FH ∩ FI ⊃ FJ so that s−1J (0J) = ψ−1J (FJ) =
ψ−1J (FH ∩ FI) = imφ∅J .
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Lemma 3.1.12. Suppose that the filtered weak topological Kuranishi atlas K satisfies the
tameness conditions (3.1.4), (3.1.5) for all I, J,K ∈ IK with |I| ≤ k. Then for all I ⊂ J ⊂
K with |I| ≤ k the strong cocycle condition in Definition 2.3.2 is satisfied, i.e. Φ̂JK ◦ Φ̂IJ =
Φ̂IK with equality of domains, in particular
UIJ ∩ φ−1IJ (UJK) = UIK .
Proof. From the tameness conditions (3.1.5) and (3.1.8) we obtain for all I ⊂ J ⊂ K with
|I| ≤ k
φIJ(UIK) = UJK ∩ s−1J (EIJ) = UJK ∩ φIJ(UIJ).
Applying φ−1IJ to both sides and using (3.1.7) implies equality of the domains. Then the
weak cocycle condition φJK ◦φIJ = φIK on the overlap of domains is identical to the strong
cocycle condition. 
Finally, the key feature of the tameness property is that it implies the topological prop-
erties claimed in Theorem 3.1.9.
Proposition 3.1.13. Suppose that the topological Kuranishi atlas K is tame. Then |K|
and |EK| are Hausdorff, and for each I ∈ IK the quotient maps piK|UI : UI → |K| and
piEK |EI : EI → |EK| are homeomorphisms onto their image.
The proof will take up the following section. We end this section with further topological
properties of the virtual neighbourhood of a tame Kuranishi atlas that will be useful when
constructing an admissible metric in Section 3.3 and eventually the virtual fundamental
class in e.g. [MW2]. For that purpose we need to be careful in differentiating between the
quotient and subspace topology on subsets of the virtual neighbourhood, as follows.
Definition 3.1.14. For any subset A ⊂ ObjBK of the union of domains of a topological
Kuranishi atlas K, we denote by
‖A‖ := piK(A) ⊂ |K|, resp. |A| := piK(A) ∼= A/∼ ,
the set piK(A) equipped with its subspace topology induced from the inclusion piK(A) ⊂
|K|, resp. its quotient topology induced from the inclusion A ⊂ ObjBK and the equivalence
relation ∼ on ObjBK (which is generated by all morphisms in BK, not just those between
elements of A).
Remark 3.1.15. In many cases we will be able to identify different topologies on sub-
sets of the virtual neighbourhood |K| by appealing to the following elementary nesting
uniqueness of compact Hausdorff topologies:
Let f : X → Y be a continuous bijection from a compact topological space X to a
Hausdorff space Y . Then f is in fact a homeomorphism. Indeed, it suffices to see that f is
a closed map, i.e. maps closed sets to closed sets, since that implies continuity of f−1. But
any closed subset of X is also compact, and its image in Y under the continuous map f is
also compact, hence closed since Y is Hausdorff.
In particular, if Z is a set with nested compact Hausdorff topologies T1 ⊂ T2, then
idZ : (Z, T2)→ (Z, T1) is a continuous bijection, hence homeomorphism, i.e. T1 = T2. 3
Proposition 3.1.16. Let K be a tame topological Kuranishi atlas.
(i) For any subset A ⊂ ObjBK the identity map idpiK(A) : |A| → ‖A‖ is continuous.
(ii) If A < ObjBK is precompact, then both |A| and ‖A‖ are compact. In fact, the
quotient and subspace topologies on piK(A) coincide, that is |A| = ‖A‖ as topological
spaces.
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(iii) If A < A′ ⊂ ObjBK, then piK(A) = piK(A) and piK(A) < piK(A′) in the topological
space |K|.
(iv) If A < ObjBK is precompact, then ‖A‖ = |A| is metrizable; in particular this
implies that ‖A‖ is metrizable.
Proof. To prove (i) recall that openness of U ⊂ piK(A) in the subspace topology implies the
existence of an open subset W ⊂ |K| with W ∩ piK(A) = U . Then we have A ∩ pi−1K (U) =
A ∩ pi−1K (W), where pi−1K (W) ⊂
⊔
I∈IK UI is open by definition of the quotient topology
on |K|. However, that exactly implies openness of A ∩ pi−1K (U) ⊂ A and thus of U in the
quotient topology. This proves continuity.
The compactness assertions in (ii) follow from the compactness of A together with the
fact that both piK : A → |K| and piK : A → A/∼ are continuous maps. Moreover, ‖A‖ is
Hausdorff because its topology is induced by the Hausdorff topology on |K|. Therefore the
identity map |A| → ‖A‖ is a continuous bijection from a compact space to a Hausdorff space,
and hence a homeomorphism by Remark 3.1.15, which proves the equality of topologies.
In (iii), the continuity of piK implies piK(A) ⊂ piK(A) for the closure in |K|. On the other
hand, compactness of A implies that piK(A) is compact by (ii), in particular it is closed and
contains piK(A), hence also contains piK(A). This proves equality piK(A) = piK(A). The last
claim of (iii) then holds because piK(A) = piK(A) ⊂ piK(A′), and piK(A) is compact by (ii).
To prove the metrizability in (iv), we will use Urysohn’s metrization theorem, which says
that any regular and second countable Hausdorff space is metrizable. Here ‖A‖ ⊂ |K| is
regular (i.e. points and closed sets have disjoint neighbourhoods) since it is a compact subset
of a Hausdorff space. So it remains to establish second countability, i.e. to find a countable
base for the topology, namely a countable collection of open sets, such that any other open
set can be written as a union of part of the collection.
For that purpose first recall that each UI is second countable by Remark 2.1.2 (iii). This
property is inherited by the subsets AI ⊂ UI for I ∈ IK, and by their images piK(AI) ⊂ |K|
via the homeomorphisms piK|UI of Proposition 3.1.13. Moreover, each piK(AI) is compact
since it is the image under the continuous map piK of the closed subset AI = A ∩ UI of
the compact set A. So, in order to prove second countability of the finite union ‖A‖ =⋃
I∈IK piK(AI) iteratively, it remains to establish second countability for a union of two
compact second countable subsets, as follows.
Claim: Let B,C ⊂ Y be compact subsets of a Hausdorff space Y such that B,C are second
countable in the subspace topologies. Then B∪C is second countable in subspace topology.
To prove this claim, let (V Bi )i∈N, resp. (V
C
i )i∈N, be countable bases of open neighbour-
hoods for B, resp. C. Then (V Bi rC)i∈N, resp. (V Ci rB)i∈N, are countable neighbourhood
bases for BrC, resp. CrB. Moreover, V Bi rC ⊂ B ∪ C, and similarly V Ci rB ⊂ B ∪ C, is
open since (B ∪ C)rV Bi = C ∪ (BrV Bi ) is a union of compact and hence closed sets. To
finish the construction of a countable neighborhood basis for B ∪C we add to (V Bi rC)i∈N
and (V Ci rB)i∈N the sets for i, j ∈ N
Vij :=
(
V Bi rC
) ∪ (V Bi ∩ V Cj ) ∪ (V Cj rB).
To check that these are open in BC := B ∪ C we rewrite their complement
(B ∪ C)rVij =
(
BCr(V Cj rB)
) ∩ (BCr(V Bi rC)) ∩ (BCr(V Bi ∩ V Cj ))
=
(
B ∪ (CrV Cj )
) ∩ ((BrV Bi ) ∪ C) ∩ (BCr(V Bi ∩ V Cj ))
=
(
(BrV Bi ) ∪ (CrV Cj ) ∪ (B ∩ C)
)
r(V Bi ∩ V Cj )
= (BrV Bi ) ∪ (CrV Cj ) ∪
(
(B ∩ C)r(V Bi ∩ V Cj )
)
.
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Here each of B, C, and B ∩ C is compact, with relatively open subset V Bi resp. V Cj resp.
V Bi ∩V Cj = (V Bi ∩C)∩ (V Cj ∩B), so that (B ∪C)rVij is the union of compact sets BrV Bi ,
CrV Cj , and (B∩C)r(V Bi ∩V Cj ). This shows that Vij is open since its complement is closed.
Finally, the sets Vij together with the V
B
i rC and V Ci rB form the required neighbour-
hood basis since any x ∈ B ∪C either lies in BrC (hence in some V Bi rC), in CrB (hence
in some V Ci rB), or in B ∩ C. In the latter case we find i, j so that x ∈ V Bi ∩ V Cj ⊂ Vij .
This proves the claim and thus proves that ‖A‖ is metrizable.
In particular, ‖A‖ is metrizable in the subspace topology, by restriction of a metric on
‖A‖, which finishes the proof of (iv). 
Remark 3.1.17. As a final topological remark, we note that when K is tame so that |K|
is Hausdorff, then it follows from [St, 2.6] that the quotient topology on |K| is compactly
generated. Thus, although its topology is not in general metrizable, |K| does belong to a
well understood and well studied category of topological spaces. 3
3.2. Proof of Hausdorff property.
The filtration conditions (i) – (iv) in Definition 3.1.3 interact with the tameness identities
(3.1.4) and (3.1.5) in a rather subtle way. As we will see in the proof of Proposition 3.3.5
(cf. the discussion following (3.3.7)), condition (iv) for filtrations is just strong enough to
allow the inductive construction of a tame shrinking of an atlas that also satisfies filtration
conditions (i)–(iii). On the other hand, if conditions (i)–(iii) hold as well as the tameness
identities, then the equivalence relation on ObjBK , given in Definition 2.4.1 by abstractly
inverting the morphisms, simplifies in a way that we will establish in Lemma 3.2.3. This is
the key tool in the proof in Proposition 3.1.13 that tame atlases have Hausdorff realizations.
We begin the proof by reformulating the equivalence relation ∼ with the help of a partial
order given by the morphisms – more precisely the embeddings φIJ that are part of the
coordinate changes.
Definition 3.2.1. Let  denote the partial order on ObjBK given by
(I, x)  (J, y) :⇐⇒ MorBK((I, x), (J, y)) 6= ∅.
That is, we have (I, x)  (I, y) iff x ∈ UIJ and y = φIJ(x). Moreover, for any I, J ∈ IK
and subset SI ⊂ UI we denote the subset of points in UJ that are equivalent to a point in
SI by
εJ(SI) := UJ ∩ pi−1K (piK(SI)) =
{
y ∈ UJ
∣∣∃x ∈ SI : (I, x) ∼ (J, y)} ⊂ UJ .
The partial order  on ObjEK is defined analogously.
The relation  on ObjEK is very similar to that on ObjBK . Indeed, (I, e)  (J, f) implies
(I, prI(e))  (J,prJ(f)). Conversely, if (I, x)  (J, y) then for every e ∈ pr−1I (x) ⊂ EI there
is a unique f = Φ̂IJ(e) ∈ EJ such that (I, e)  (J, f). Thus to ease notation we mostly work
with the relation on ObjBK though any statement about this has an immediate analog for
the relation on ObjEK (and vice versa). Now we can reformulate the equivalence relation∼ in terms of the partial order .
Lemma 3.2.2. The equivalence relation ∼ on ObjBK of Definition 2.4.1 is equivalently
defined by (I, x) ∼ (J, y) iff there is a finite tuple of objects (I0, x0), . . . , (Ik, xk) ∈ ObjBK
such that
(I, x) = (I0, x0)  (I1, x1)  (I2, x2)  . . . (Ik, xk) = (J, y)(3.2.1)
or (I, x) = (I0, x0)  (I1, x1)  (I2, x2)  . . . (Ik, xk) = (J, y).
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Proof. The relation  is transitive by the cocycle condition 2.3.4 and antisymmetric since
the transition maps are directed. In particular, we have (I, x)  (I, y) iff x = y. The two
definitions of ∼ are equivalent since, if (3.2.1) had consecutive morphisms (I`−1, x`−1) 
(I`, x`)  (I`+1, x`+1), these could be composed to a single morphism (I`−1, x`−1)  (I`+1, x`+1)
by the cocycle condition. Similarly, any consecutive morphisms (I`−1, x`−1)  (I`, x`) 
(I`+1, x`+1) can be composed to a single morphism (I`−1, x`−1)  (I`+1, x`+1). 
The following lemma for tame Kuranishi atlases further simplifies the definition of ∼ in
terms of , and thus provide a more useful characterization of the sets εJ(SI), as well as
good topological properties of the relation ∼ and the corresponding projection piK.
Lemma 3.2.3. Let K be a tame topological Kuranishi atlas.
(a) For (I, x), (J, y) ∈ ObjBK the following are equivalent.
(i) (I, x) ∼ (J, y);
(ii) (I, x)  (I ∪ J, z)  (J, y) for some z ∈ UI∪J (in particular I ∪ J ∈ IK);
(iii) (I, x)  (I ∩ J,w)  (J, y) for some w ∈ UI∩J (in particular ∅ 6= I ∩ J ∈ IK),
or I ∩ J = ∅, sI(x) = 0I(x), sJ(y) = 0J(y), and ψI(x) = ψJ(y).
(b) For (I, e), (J, f) ∈ ObjEK the following are equivalent.
(i) (I, e) ∼ (J, f);
(ii) (I, e)  (I ∪ J, g)  (J, f) for some g ∈ EI∪J (in particular I ∪ J ∈ IK);
(iii) (I, e)  (I ∩ J, d)  (J, f) for some d ∈ EI∩J (in particular ∅ 6= I ∩ J ∈ IK),
or I ∩ J = ∅ and e = sI(x) = 0I(x), f = sJ(y) = 0J(y) for some x ∈ UI ,
y ∈ UJ with ψI(x) = ψJ(y).
(c) piK : UI → |K| and piK : EI → |EK| are injective for each I ∈ IK, that is (I, p) ∼
(I, q) implies p = q in both cases p, q ∈ UI or p, q ∈ EI . In particular, the elements
z and w in (a) resp. g and d in (b) are automatically unique.
(d) For any I, J ∈ IK and any subset SI ⊂ UI we have
εJ(SI) := UJ ∩ pi−1K
(
piK(SI)
)
= φ−1J(I∪J)
(
φI(I∪J)(UI(I∪J) ∩ SI)
)
= φ(I∩J)J
(
U(I∩J)I ∩ φ−1(I∩J)I(SI)
)
,
where in case I ∩ J = ∅ the second identity is εJ(SI) = ψ−1J
(
ψI(s
−1
I (0I) ∩ SI)
)
,
consistently with (3.1.6). In particular we have
εJ(UI) := UJ ∩ pi−1K
(
piK(UI)
)
= UJ(I∪J) ∩ s−1J (E(I∩J)J).
Analogously for any I, J ∈ IK and any subset SI ⊂ EI we have
ε̂J(SI) := pi
−1
EK
(
piEK(SI)
)
= Φ̂−1J(I∪J)
(
Φ̂I(I∪J)
(
pr−1I (UI(I∪J)) ∩ SI
))
= Φ̂(I∩J)J
(
pr−1I (UI(I∪J)) ∩ Φ̂−1(I∩J)I(SI)
)
,
which in case I ∩ J = ∅ is ε̂J(SI) = 0J
(
ψ−1J
(
ψI(prI(im 0I ∩ SI))
))
.
Proof. We first prove the following claims which generalize the implications (iii) ⇒ (ii) and
(ii) ⇒ (iii) in (a) and (b).
Claim 1: Suppose that (I, e)  (K, g)  (J, f) for some (K, g) ∈ ObjEK. If in addition
I ∩ J 6= ∅, then there exists d ∈ EI∩J such that (I, e)  (I ∩ J, d)  (J, f).
Moreover, denote x := prI(e) and y := prJ(f). Then sI(x) 6= 0I(x) or e 6= 0I(x) both
imply I ∩ J 6= ∅, whereas in case sI(x) = e = 0I(x) we may have I ∩ J = ∅ but always
f = sJ(y) = 0J(y) and y = ψ
−1
J
(
ψI(x)
)
.
Before we begin, note that Φ̂IK(e) = g = Φ̂JK(f) implies φIK(x) = z = φJK(y) for the
projection to the base z := prK(g).
28 DUSA MCDUFF AND KATRIN WEHRHEIM
Now suppose first that e 6= 0I(x). Then (I, e)  (K, g) implies g = Φ̂IK(e) 6= Φ̂IK(0I(x)) =
0K(z), and (K, g)  (J, f) implies g ∈ Φ̂JK(EJ), so that Φ̂IK(EI)∩ Φ̂JK(EJ) 6⊂ im 0K . The
same follows in case sI(x) 6= 0I(x) from 0K(z) = Φ̂IK(0I(x)) 6= Φ̂IK(sI(x)) = sK(z) =
Φ̂JK(sJ(y)). On the other hand, the filtration property (3.1.1) gives Φ̂IK(EI)∩ Φ̂JK(EJ) ⊂
EIK ∩EJK , which in case I ∩ J = ∅ by the filtration properties equals to E(I∩J)K = E∅K =
im 0K . This shows I ∩ J 6= ∅ as claimed.
Next, assuming I ∩ J 6= ∅ for any reason, the filtration properties, (3.1.1), and tameness
(3.1.9) give
g ∈ Φ̂IK(EI) ∩ Φ̂JK(EJ) = EIK ∩ pr−1K (imφIK) ∩ EJK ∩ pr−1K (imφJK)
= E(I∩J)K ∩ pr−1K (imφ(I∩J)K) = Φ̂(I∩J)K(E(I∩J)K).
Therefore we have g = Φ̂(I∩J)K(d) for some d ∈ E(I∩J)K . We also have g = Φ̂IK(e) by
assumption, and Lemma 3.1.12 implies that Φ̂(I∩J)K(d) = Φ̂IK
(
Φ̂(I∩J)I(d)
)
, so the elements
e and φ(I∩J)I(d) of EI have the same image under Φ̂IK . Since the latter is injective we deduce
e = Φ̂(I∩J)I(d). Similarly, f = Φ̂(I∩J)J(d) follows from Φ̂(I∩J)K = Φ̂JK ◦ Φ̂(I∩J)J .
Finally, in case sI(x) = e = 0I(x) the assertions sJ(y) = 0J(y) and ψI(x) = ψJ(y)
hold in general weak Kuranishi atlases, as noted in (2.4.2). Moreover, in that case we have
Φ̂JK(0J(y)) = 0K(z) = Φ̂IK(e) = g = Φ̂JK(f), so that injectivity of Φ̂JK implies f = 0J(y).
Claim 2: Suppose (I, e)  (H, d)  (J, f) for some (H, d) ∈ ObjEK. Then there exists
g ∈ EI∪J such that (I, e)  (I ∪ J, g)  (J, f). The same conclusion holds under the
assumption e = 0I(x) and f = 0J(y) for x ∈ s−1I (0I), y ∈ s−1J (0J) with ψI(x) = ψJ(y).
The fact that both Φ̂HI(d) = e and Φ̂HJ(d) = f are defined implies d ∈ pr−1H (UHI ∩ UHJ),
which by (3.1.4) means d ∈ pr−1H (UH(I∪J)) so that g := Φ̂H(I∪J)(d) ∈ EI∪J is defined. The
strong cocycle condition in Definition 2.3.2, proved in Lemma 3.1.12, then implies
g = Φ̂H(I∪J)(d) = Φ̂I(I∪J)
(
Φ̂HI(d)
)
= Φ̂I(I∪J)(e).
Similarly, g = Φ̂J(I∪J)(f) follows from f = Φ̂HJ(d) and the strong cocycle condition.
Finally, in case e = 0I(x) = sI(x) and f = 0J(y) = sJ(y) with ψI(x) = ψJ(y) we conclude
∅ 6= FI ∩ FJ = FI∪J so that K := I ∪ J ∈ IK. In particular there exists z ∈ UK with
ψK(z) = ψI(x), so that the property of coordinate changes φIK |ψ−1I (FK) = ψ
−1
I ◦ ψK (from
Definition 2.2.1 (iii) for I ⊂ K) implies x ∈ UIK with φIK(x) = z. Then the linearity of
coordinate changes (Definition 2.2.1 (i)) implies Φ̂IK(0I(x)) = 0K(z) and hence (I, 0I(x)) 
(K, 0K(z)), and we analogously obtain (J, 0J(y))  (K, 0K(z)), which proves the claim with
g = 0K(z).
The now established Claims 1 and 2 proves (ii)⇔ (iii) in the setting of (b) as well as (a),
in the latter case by applying the claims to e = 0I(x), f = 0J(y), g = 0I∪J(z), d = 0I∩J(w).
Moreover, (ii) ⇒ (i) holds by definition of the equivalence relation ∼ for both (a) and (b).
Finally, the implication (i) ⇒ (ii) for (b) is proven by considering a chain of morphisms
as in (3.2.1), applying Claim 2 to replace every other occurrence of . . .  (I`, e`)  . . .
with . . .  (I ′`, e′`)  . . ., and then composing consecutive morphisms in the same direction
(using the cocycle condition as in Lemma 3.2.2). Unless we started with (I, e)  (J, f) or
(I, e)  (J, f) which are both special cases of (ii), this shortens the chain and can be iterated
until we reach a chain of type (I, e)  (K, g)  (J, f). Then Claim 1 either provides a chain
(I, e)  (I ∩ J, d)  (J, f) or shows that x = sI(x) = 0J(x) and f = sJ(y) = 0J(y) for some
ψI(x) = ψJ(y), upon which Claim 2 provides the required chain of type (ii). Repeating the
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same argument for the zero sections applied to x, y, z, w to prove (i)⇒ (ii) in (a) completes
the proofs of (a) and (b).
Next, part (c) is a consequence of (i)⇒(ii) since φII = IdUI and Φ̂II = IdEI . The
uniqueness of z follows from the representation z ∈ pi−1K (piK(x)) ∩ UI∪J in terms of the
projection piK, and similar for the other elements.
The formulas for εJ(SI) and EJ ∩ pi−1EK
(
piEK(SI)
)
in (d) follow from the equivalent defi-
nitions of ∼ in (a) resp. (b). In case SI = UI we start from
εJ(UI) = φ
−1
J(I∪J)
(
φI(I∪J)(UI(I∪J) ∩ UI) ∩ imφJ(I∪J)
)
and then use (3.1.9), the strong cocycle condition φ(I∩J)(I∪J) = φJ(I∪J)◦φ(I∩J)J , and (3.1.8)
to obtain the claimed
εJ(UI) = φ
−1
J(I∪J)
(
imφI(I∪J) ∩ imφJ(I∪J)
)
= φ−1J(I∪J)
(
imφ(I∩J)(I∪J)
)
= UJ(I∪J) ∩ imφ(I∩J)J = UJ(I∪J) ∩ s−1J (E(I∩J)J).
This completes the proof. 
With these preparations we can finally show that the tameness conditions imply the
Hausdorff and homeomorphism properties claimed in Theorem 3.1.9.
Proof of Proposition 3.1.13. We first prove the statement for |K|, and then give the neces-
sary extensions of the argument for |EK|. To see that |K| is Hausdorff, note first that the
equivalence relation on O := ObjBK =
⊔
I∈IK UI is closed, i.e. that the subset
R :=
{(
(I, x), (J, y)
) | (I, x) ∼ (J, y)} ⊂ O ×O
is closed. Since O × O is the disjoint union of the metrizable sets UI × UJ for the finite
index set I, J ∈ IK, closedness of R will follow if we show that for all pairs I, J and all
convergent sequences xν → x∞ in UI , yν → y∞ in UJ with (I, xν) ∼ (J, yν) for all ν, we have
(I, x∞) ∼ (J, y∞). For that purpose denote H := I ∩ J . In case H = ∅, Lemma 3.2.3 (a)
implies sI(x
ν) = 0I(x
ν), sJ(y
ν) = 0J(y
ν), and ψI(x
ν) = ψJ(y
ν), all of which persist in
the limit by continuity of s• and ψ•. Thus we have ψI(x∞) = ψJ(y∞), which by (2.4.1)
implies (I, x∞) ∼ (J, y∞). In case H 6= ∅, Lemma 3.2.3 (a) provides a sequence wν ∈ UH
such that xν = φHI(w
ν) and yν = φHJ(w
ν). Since φHI(UHI) = s
−1
I (EH) ⊂ UI is closed by
Lemma 3.1.11, it contains the limit x∞, and since φHI is a homeomorphism to its image we
deduce convergence wν → w∞ ∈ UHI to a preimage of x∞ = φHI(w∞). Then by continuity
of the transition map we obtain φHJ(w
∞) = y∞, so that (I, x∞) ∼ (J, y∞) as claimed.
With closedness of R ⊂ O × O established, we can appeal to the well known fact that
whenever a space O is a separable, locally compact, metric space, then its quotient O/R by a
closed relation R ⊂ O ×O is Hausdorff. For completeness, we give a proof in Lemma 3.2.4
below. In our case, O =
⊔
I∈IK UI satisfies these assumptions since it is the finite disjoint
union of spaces UI of this kind by Definition 2.1.1. So this proves that |K| = O/R is Hausdorff.
To make the same argument for |EK|, we replace the UI by the spaces EI , each of which
is a separable, locally compact, metric space by Definition 2.1.1 as well. We then establish
closedness of the relation by the same arguments as above, applied to sequences eν → e∞
in EI , fν → f∞ in EJ with (I, eν) ∼ (J, fν) whose base points xν = prI(eν), yν = prJ(fν)
converge to (I, x∞) ∼ (J, y∞) by the above. In case I ∩ J = ∅, Lemma 3.2.3 (b) implies
eν = 0I(x
ν), fν = 0J(y
ν) which by continuity of 0• implies (I, e∞ = 0I(x∞)) ∼ (J, f∞ =
0J(y
∞)). In case H := I∩J 6= ∅, Lemma 3.2.3 (b) provides gν ∈ EH such that eν = Φ̂HI(gν).
In this case (3.1.1) together with Lemma 3.1.11 implies that the limit e∞ is contained
in the intersection of closed subsets Φ̂HI(EH) = EHI ∩ pr−1I (s−1I (EH)) of EI . Then the
homeomorphism properties of Φ̂HI and Φ̂HJ imply g
ν → g∞ ∈ EHI with e∞ = Φ̂HI(g∞)
30 DUSA MCDUFF AND KATRIN WEHRHEIM
and Φ̂HJ(g
∞) = f∞, so that (I, e∞) ∼ (J, f∞) confirms closedness of the relation. The
Hausdorff property of the quotient then follows as before.
To show that piK|UI is a homeomorphism onto its image, first recall that it is injective
by Lemma 3.2.3 (c). It is moreover continuous since |K| is equipped with the quotient
topology. Hence it remains to show that piK|UI is an open map to its image, i.e. for a given
open subset SI ⊂ UI we must find an open subsetW ⊂ |K| such thatW∩piK(UI) = piK(SI).
Equivalently, we set W := |K|rQ and construct the complement
Q := (ιK(X) ∪⋃H⊂IpiK(UH))rpiK(SI) ⊂ |K|.
With that the intersection identity follows from Q∩piK(UI) = piK(UI)rpiK(SI), so it remains
to show that UJ ∩ pi−1K (Q) is closed for each J . In case J ⊂ I we have UJ ∩ pi−1K (Q) =
UJrεJ(SI), which is closed iff εJ(SI) is open. Indeed, Lemma 3.2.3 (d) gives εJ(SI) =
φ−1JI (SI) ⊂ UJ , and this is open since SI ⊂ UI and hence SI ∩UIJ ⊂ UIJ is open and φJI is
continuous.
In case J 6⊂ I to show that UJ ∩ pi−1K (Q) is closed, we express it as the union of Q0J :=
UJ ∩ pi−1K (ιK(X)rpiK(SI)) with the union over H ⊂ I of
QJH := UJ ∩ pi−1K
(
piK(UH)rpiK(SI)
)
= UJ ∩ pi−1K
(
piK(UHrεH(SI))
)
= εJ
(
UHrφ−1HI(SI)
)
= εJ(CH).
Note here that CH := UHrφ−1HI(SI) ⊂ UH is closed since as above φ−1HI(SI) ⊂ UH is open.
We moreover claim that this union can be simplified to
(3.2.2) UJ ∩ pi−1K (Q) = Q0J ∪
⋃
H⊂I∩J
εJ(CH).
Indeed, in case H ∩ J = ∅ we have εJ(CH) ⊂ Q0J since Lemma 3.2.3 (d) gives
εJ
(
UHrφ−1HI(SI)
)
= ψ−1J
(
ψH
(
s−1H (0H)rφ
−1
HI(SI)
))
= ψ−1J
(
FHr
(
FI ∩ piK(SI)
)) ⊂ UJ ∩ pi−1K (ιK(X)rpiK(SI)) = Q0J .
For H 6⊂ J with H ∩ J 6= ∅ we have εJ(CH) ⊂ εJ(CH∩J) since Lemma 3.2.3 (d) gives
εJ
(
UHrφ−1HI(SI)
)
= φ(H∩J)J
(
U(H∩J)J ∩ φ−1(H∩J)H(UHrφ−1HI(SI))
) ⊂ UJ ∩ pi−1K (CH∩J),
where φ−1(H∩J)H
(
UHrφ−1HI(SI)
) ⊂ UH∩Jrφ−1(H∩J)I(SI) = CH∩J by the cocycle condition.
This confirms (3.2.2).
It remains to show that Q0J and εJ(CH) for H ⊂ I ∩ J are closed. For the latter,
Lemma 3.2.3 (d) gives εJ(UHrφ−1HI(SI)) = φHJ(UHJ ∩ CH), which is closed in UJ since
closedness of CH ⊂ UH implies relative closedness of UHJ∩CH ⊂ UHJ , and φHJ : UHJ → UJ
is a homeomorphism onto a closed subset of UJ by Lemma 3.1.11. Finally,
Q0J = UJ ∩ pi−1K (ιK(X)rpiK(SI)) = s−1J (0J)rψ−1J
(
FJ ∩ ψI(s−1I (0I) ∩ SI)
)
is closed in s−1J (0J) and hence in UJ , since both FJ and ψI(s
−1
I (0I) ∩ SI) are open in X,
and ψJ : s
−1
J (0J)→ X is continuous. Thus UJ ∩pi−1K (Q) is closed, as claimed, which finishes
the proof of the homeomorphism property of piK|UI .
The analogous homeomorphism statement for |EK| is proven by the same constructions,
using part (b) of Lemma 3.2.3 instead of part (a) and replacing |K|, UL, UKL, φKL, εKL
by |EK|, EL, pr−1K (UKL), Φ̂KL, ε̂KL, respectively, and instead of ιK(X) using the subset
|0K|
(
ιK(X)
)
=
∣∣⊔
I∈IK 0I(ψ
−1
I (FI))
∣∣ ⊂ |EK|. Then
Q̂0J := EJ ∩ pi−1EK
(|0K|(ιK(X))rpiEK(SI)) = 0J(Q0J)
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is closed in EJ since 0J is a homeomorphism to its closed image by Remark 2.1.2 (iv), and
Q0J = s
−1
J (0J)rψ
−1
J
(
FJ ∩ ψI(s−1I (0I) ∩ SI)
) ⊂ UJ was shown to be closed above. 
Lemma 3.2.4 ([B] Exercise 19, §10, Chapter 1). Let O be a separable, locally compact,
metric space, and suppose that an equivalence relation ∼ on O is given by a closed subset
R ⊂ O ×O. Then the quotient topology on O/∼ is Hausdorff.
Proof. In the following let pi : O → O/∼ denote the projection to the quotient, which is
continuous by definition of the quotient topology. We begin by considering the special case
when O and hence O/∼ is compact.
Step 1: If in addition O is compact, then O/∼ is compact, normal, and Hausdorff. In
particular, any two disjoint closed sets A1, A2 ⊂ O/∼ have open neighhourhoods A1 ⊂ U1,
A2 ⊂ U2 in O/∼ with disjoint closures U1 ∩ U2 = ∅.
The key in this case is the fact that the projection pi : O → O/∼ is a closed map (maps closed
sets to closed sets). To check this, let C ⊂ O be a closed subset. Then pi(C) ⊂ O/∼ is closed
in the quotient topology iff pi−1
(
O/∼rpi(C)
)
= Orpi−1
(
pi(C)
)
is open, i.e. pi−1
(
pi(C)
) ⊂ O
is closed. Now pi−1
(
pi(C)
)
= pr2
(
(C ×O) ∩R) is indeed closed since it is the projection of
an intersection of two closed sets, and the projection pr2 : O×O → O to the second factor
is a continuous map between compact Hausdorff spaces, so maps closed hence compact sets
to compact hence closed sets.
Now the quotient of a Hausdorff space with closed projection is Hausdorff by [Mu, Ex-
ercise 31.7]. Moreover, O/∼ = pi(O) is compact since it is the image of a compact set
O under the continuous projection pi, and compact Hausdorff spaces are normal by [Mu,
Theorem 32.3]. Finally, in a normal space, disjoint closed sets can be separated by neigh-
bourhoods with disjoint closures by [Mu, Exercise 31.2].
Step 2: In the general case, O =
⋃
k∈NOk is exhausted by a nested sequence Ok ⊂ Ok+1
of open subsets with compact closures Ok ⊂ Ok+1. Moreover, the quotients Xk := Ok/∼ are
compact and Hausdorff with continuous injections ιk` : Xk → X` for k < ` that are induced
by the injective inclusions jk : Xk → O/∼ in the sense that j` ◦ ιk` = jk.
By hypothesis, each point x ∈ O has a metric neighbourhood Bε(x) that is contained
in a precompact neighbourhood V and so has compact closure Bε(x). Recall that sepa-
rable metric spaces are also second countable and hence Lindelo¨f: Every open cover has
a countable subcover. Hence we may cover O by a countable number of the precom-
pact neighbourhoods
(
Bεi(xi)
)
i∈N. Then define O1 := Bε1(x1), and, given Ok with com-
pact closure Ok, choose a finite subset Ak so that Ok ⊂
⋃
i∈Ak Bεi(xi) and then define
Ok+1 := Bεk+1(xk+1) ∪
⋃
i∈Ak Bεi(xi). Then O =
⋃
k∈NOk because Bεk(xk) ⊂ Ok for each
k.
Now the Hausdorff property of pik : Ok → Xk follows from Step 1, and compactness of
Xk follows from compactness of Ok and continuity of the projection pik : Ok → Xk. The
inclusions jk are induced by the operation pi ◦ pi−1k on sets. These take points to points,
and they are injective by transitivity of the relation ∼. The inclusions ιk` are induced by
the operation pi` ◦ pi−1k , which take points to points due to Ok ⊂ O` for ` > k, and are
injective by transitivity. The identity j` ◦ ιk` = jk follows from the representation in terms
of the projections and transitivity. Finally, ιk` is continuous since V ⊂ X` open means
pi−1` (V ) = U ∩O` for some U ⊂ O open, and then pi−1k
(
ι−1k` (V )
)
= pi−1` (V )∩Ok = U ∩Ok is
open in Ok as well.
32 DUSA MCDUFF AND KATRIN WEHRHEIM
Step 3: Given disjoint points x1, x2 ∈ pi1(O1) ⊂ X1, there are open neighbourhoods Bik ⊂
Xk of ι1k(x
i) for i = 1, 2 and k ∈ N, satisfying
(3.2.3) B1k ∩B2k = ∅ and ιk(k+1)(Bik) = ιk(k+1)(Xk) ∩Bik+1 for i = 1, 2.
To prove this we can use the normal Hausdorff property for the compact quotients Xk
proved in Step 1. We start the inductive construction by choosing B11 , B
2
1 ⊂ X1 to be open
neighbourhoods of x1 6= x2 in X1 with disjoint closures. For the inductive step, suppose
that we have found open neighbourhoods Bi` ⊂ X` of xi` := ι1`(xi) for ` = 1, . . . , k. Then the
continuous inclusion ιk := ιk(k+1) maps the disjoint compact sets B
1
k, B
2
k ⊂ Xk to disjoint
compact sets ιk
(
B1k
)∩ ιk(B2k) = ∅ in Xk+1 which contain ιk(xik) = xik+1 for i = 1, 2. By the
normal Hausdorff property of Xk+1, we find open neighbourhoods U
i
k+1 ⊂ Xk+1 of ιk
(
Bik
)
for i = 1, 2 with disjoint closures.
Then Bik+1 := U
i
k+1rιk
(
XkrBik
)
for i = 1, 2 also have disjoint closures, still contain
xik+1 ∈ ιk
(
Bik
) ⊂ U ik+1, and are open since ιk(XkrBik) is the compact and hence closed
image of a compact set under a continuous map. Finally, they satisfy the second iteration
condition ιk(Xk) ∩ Bik+1 = ιk(Bik) in (3.2.3) since ιk(Xk) = ιk(Bik) ∩ ιk
(
XkrBik
))
with
ιk(B
i
k) ⊂ U ik+1.
Step 4: We prove the Hausdorff property of O/∼ in the general case.
Given disjoint points y1 6= y2 in O/∼, we can without loss of generality forget about the first
few exhausting subsets so that y1, y2 ∈ pi(O1), and hence we can view yi = j1(xi) as disjoint
points x1, x2 ∈ X1 and ι1k(xi) = j−1k (yi) ∈ Xk for each k ∈ N, and apply Step 3. We then
claim that
Ui :=
⋃
k∈Npi
(
Ok ∩ pi−1k (Bik)
) ⊂ O/∼
are disjoint open neighbourhoods of yi for i = 1, 2. For that purpose note that iteration of
the second part of (3.2.3) implies ιk`(B
i
k) = ιk`(Xk) ∩Bi` for ` > k. For ` ≥ k this identity
and the inclusion Ok ⊂ O` implies
O` ∩ pi−1
(
pi
(
Ok ∩ pi−1k (Bik)
))
= O` ∩ pi−1`
(
ιk`
(
pik(Ok) ∩Bik
)) ⊂ O` ∩ pi−1` (Bi`),
whereas for ` < k we use the equivalent formulation ι−1`k (B
i
k) = B
i
` and the inclusion O` ⊂ Ok
to obtain
O` ∩ pi−1
(
pi
(
Ok ∩ pi−1k (Bik)
))
= O` ∩ pi−1`
(
ι−1`k
(
pik(Ok) ∩Bik
))
= O` ∩ pi−1`
(
Bi`
)
.
Together this implies O` ∩ pi−1(Ui) = O` ∩ pi−1`
(
Bi`
)
, where pi−1k (B
i
k) is open in the relative
topology on Ok (because B
i
k is open and pik continuous), i.e. pi
−1
k (B
i
k) = Bi` ∩ Ok for some
open subset Bi` ⊂ O. This implies that each O` ∩ pi−1(Ui) = O` ∩ Bi` is an intersection of
open subsets, and hence their union pi−1(Ui) is open in O =
⋃
`∈NO`.
Note also that each Ui contains yi ∈ pi(O1) ∩ pi
(
pi−11 (B
i
1)), so we have found open neigh-
borhoods of y1, y2 ∈ O/∼. They are disjoint since for w.l.o.g. ` ≥ k ∈ N we have
pi
(
Ok ∩ pi−1k (B1k)
) ∩ pi(O` ∩ pi−1` (B2` )) ⊂ pi(pi−1` (ιk`(B1k) ∩B2` )),
which is empty since the construction (3.2.3) implies ιk`
(
B1k
) ⊂ B1` and B1` ∩B2` = ∅. This
concludes the proof of Step 4 and thus the Lemma. 
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3.3. Tame shrinkings.
The purpose of this section is to prove the existence part of Theorem 3.1.9 by giving a
general construction of a metric tame topological Kuranishi atlas starting from a filtered
weak topological Kuranishi atlas in Propositions 3.3.5 and 3.3.8. The construction uses a
shrinking of the footprints along with the domains of charts and transition maps, as follows.
Definition 3.3.1. Let (Fi)i=1,...,N be an open cover of a compact space X. We say that
(F ′i )i=1,...,N is a shrinking of (Fi) if F
′
i < Fi are precompact open subsets which cover
X =
⋃
i=1,...,N F
′
i , and are such that for all subsets I ⊂ {1, . . . , N} we have
(3.3.1) FI :=
⋂
i∈IFi 6= ∅ =⇒ F ′I :=
⋂
i∈IF
′
i 6= ∅.
Recall here that precompactness V ′ < V is defined as the relative closure of V ′ in V
being compact. If V is contained in a compact space X, then V ′ < V is equivalent to the
closure V ′ in the ambient space X being contained in V .
Definition 3.3.2. Let K = (KI , Φ̂IJ)I,J∈IK,I(J be a weak topological Kuranishi atlas. We
say that a weak topological Kuranishi atlas K′ = (K′I , Φ̂′IJ)I,J∈IK′ ,I(J is a shrinking of K if
(i) the footprint cover (F ′i )i=1,...,N ′ is a shrinking of the cover (Fi)i=1,...,N , in particular
the numbers N = N ′ of basic charts and index sets IK′ = IK agree;
(ii) for each I ∈ IK the chart K′I is the restriction of KI to a precompact domain
U ′I < UI as in Definition 2.1.3;
(iii) for each I, J ∈ IK with I ( J the coordinate change Φ̂′IJ is the restriction of Φ̂IJ
to the open subset U ′IJ := φ
−1
IJ (U
′
J) ∩ U ′I as in Lemma 2.2.4.
Note that a shrinking is determined by the choice of domains U ′I < UI , thus can be
considered as the restriction of K to the subset⊔I∈IK U ′I ⊂ ObjBK . Any such restriction of a
weak topological Kuranishi atlas preserves the weak cocycle condition (since it only requires
equality on overlaps), and hence is a shrinking. The next lemma shows that shrinking
preserves the filtration. More precisely, any shrinking of a filtered atlas will be equipped
with a canonical filtration as follows.
Lemma 3.3.3. Any shrinking of a filtered weak topological Kuranishi atlas K is canonically
filtered: Given a filtration (EIJ ⊂ EJ)I⊂J of K and a shrinking K′ induced by domains
U ′I < UI , the canonical filtration on K′ is given by E′IJ := EIJ ∩ pr−1J (U ′J).
Proof. The conditions in Definition 3.1.3 are preserved by the shrinking as follows:
(i) E′JJ = E′J and E′∅J = im 0
′
J holds since pr
−1
J (U
′
J) = E′J .
(ii) For I ⊂ J ( K we have
Φ̂′JK
(
pr′J
−1
(U ′JK) ∩ E′IJ
)
= Φ̂JK
(
pr−1J
(
UJK ∩ U ′J ∩ φ−1JK(U ′K)
) ∩ EIJ)
= Φ̂JK
(
pr−1J
(
U ′J ∩ φ−1JK(U ′K)
)) ∩ EIK ∩ pr−1K (imφJK)
= pr−1K (U
′
K) ∩ EIK ∩ pr−1K
(
φJK(U
′
JK)
)
= E′IK ∩ pr′−1K (imφ′JK),
where the second and third equalities hold because Φ̂JK is a bundle map;
(iii) for I,H ⊂ J we have
E′IJ ∩ E′HJ = EIJ ∩ pr−1J (U ′J) ∩ EHJ = E(I∩H)J ∩ pr−1J (U ′J) = E′(I∩H)J .
(iv) For I ( J we can write the image imφ′IJ = φIJ(U ′IJ) = φIJ(UIJ ∩ U ′I) ∩ U ′J as the
image under the homeomorphism φIJ of an open subset U
′
IJ ⊂ UIJ , which shows
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that imφ′IJ is an open subset of imφIJ ∩ U ′J and thus – since (EIJ) is a filtration
– of s−1J (EIJ) ∩ U ′J = s−1J
(
EIJ ∩ pr−1J (U ′J)
)
= s′−1J (E′IJ).
This shows that filtrations are inherited by shrinkings. 
Remark 3.3.4. Given two tame shrinkings K0 and K1 of the same weak topological
Kuranishi atlas, one might hope to obtain a “common refinement” K01 by intersection
U01IJ := U
0
IJ ∩ U1IJ of the domains. This could in particular simplify the proof of compat-
ibility of the atlases K0,K1 in Theorem 4.2.7. However, for this to be a valid approach,
the footprint covers (F 0i )i=1,...,N and (F
1
i )i=1,...,N would have to be comparable in the sense
that their intersections still cover X =
⋃
i=1,...,N (F
0
i ∩F 1i ) and have the same index set, i.e.
F 0I ∩ F 1I 6= ∅ for all I ∈ IK. Once this is satisfied, one can check that K01 defines another
tame shrinking of K. 3
We can now prove the main result of this section.
Proposition 3.3.5. Every filtered weak topological Kuranishi atlas K has a tame shrink-
ing: a shrinking K′ that is a tame topological Kuranishi atlas.
Here the main challenge is to achieve the tameness conditions (3.1.4), (3.1.5), which
relate the domains UIJ of the transition data with each other and with the filtration EIJ .
So although a shrinking is determined by the choice of the sets U ′I < UI , our goal is to
achieve relations between the domains U ′IJ := φ
−1
IJ (U
′
J) ∩ U ′I of the coordinate changes,
and hence we cannot choose the sets U ′I independently of each other. Since the relevant
conditions are expressed in terms of the U ′IJ , we will iteratively construct such domains
U
(k)
IJ , including in particular U
(k)
I := U
(k)
II . The latter will form shrinkings in each step,
though we prove it only up to the level k of the iteration. Our construction is made possible
only because of the filtration conditions on K.
Proof of Proposition 3.3.5. In a first step, we will choose a shrinking (F ′i )i=1,...,N of the
footprint cover (Fi)i=1,...,N in the sense of Definition 3.3.1. For that purpose we use the
fact that X =
⋃
I∈IK FI is a finite open cover to choose δ > 0 so that every nonempty FI
contains some ball Bδ(xI). Then for every i ∈ I the footprint Fi contains the compact ball
Bδ/2(xI) ⊂ FI ⊂ Fi. Now we iteratively choose F ′i < Fi for i = 1, . . . , N as open subset
containing the compact set Ci :=
(
Xr
(⋃
i<j F
′
i ∪
⋃
j>i Fj
)∪⋃I3iBδ/2(xI). This is possible
since X =
⋃
i<j F
′
i ∪
⋃
j≥i Fj is an open cover in each step, and X is normal. The ball
construction ensures that F ′I
⋃
i∈I F
′
i 6= ∅ since it contains Bδ/2(xI) for each I ∈ IK.
In another preliminary step we find precompact open subsets U
(0)
I < UI and open sets
U
(0)
IJ ⊂ UIJ ∩ U (0)I for all I, J ∈ IK such that
(3.3.2) U
(0)
I ∩ s−1I (0I) = ψ−1I (F ′I), U (0)IJ ∩ s−1I (0I) = ψ−1I (F ′I ∩ F ′J).
The restricted domains U
(0)
I are provided by Lemma 2.1.4. Next, we may take
(3.3.3) U
(0)
IJ := UIJ ∩ U (0)I ∩ φ−1IJ (U (0)J ) ⊂ UIJ ∩ U (0)I ,
which is open because U
(0)
• ⊂ U• is open and φIJ : UIJ → UJ is continuous. It has the
required footprint
U
(0)
IJ ∩ s−1I (0I) = UIJ ∩ ψ−1I (F ′I) ∩ φ−1IJ
(
ψ−1J (F
′
J)
)
= ψ−1I (F
′
I ∩ F ′J) = ψ−1I (F ′J).
Therefore, this defines a weak topological Kuranishi atlas with footprints F ′I , which satisfies
the conditions of Definition 3.3.2 and so is a shrinking of K. Moreover, it inherits a canonical
filtration by Lemma 3.3.3.
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Now we will construct the required shrinking K′ by choosing possibly smaller domains
U ′I ⊂ U (0)I and U ′IJ ⊂ U (0)IJ but will preserve the footprints F ′I . We will also arrange U ′IJ =
U ′I ∩ φ−1IJ (U ′J), so that K′ is a shrinking of the original K. Since K′ is automatically filtered
by Lemma 3.3.3, we just need to make sure that it satisfies the tameness conditions (3.1.4)
and (3.1.5). By Lemma 3.1.12 it will then satisfy the cocycle condition and hence will be
a topological Kuranishi atlas. We will construct the domains U ′I , U
′
IJ by a finite iteration,
starting with U
(0)
I , U
(0)
IJ . Here we streamline the notation by setting U
(k)
I := U
(k)
II and extend
the notation to all pairs of subsets I ⊂ J ⊂ {1, . . . , N} by setting U (k)IJ = ∅ if J /∈ IK. (Note
that J ∈ IK and I ⊂ J implies I ∈ IK.) Then in the k-th step we will construct open
subsets U
(k)
IJ ⊂ U (k−1)IJ for all I ⊂ J ⊂ {1, . . . , N} such that the following holds.
(i) The zero set conditions U
(k)
IJ ∩ s−1I (0I) = ψ−1I (F ′J) hold for all I ⊂ J .
(ii) The first tameness condition (3.1.4) holds for all I ⊂ J,K with |I| ≤ k, that is
U
(k)
IJ ∩ U (k)IK = U (k)I(J∪K).
In particular, we have U
(k)
IK ⊂ U (k)IJ for I ⊂ J ⊂ K with |I| ≤ k.
(iii) The second tameness condition (3.1.5) holds for all I ⊂ J ⊂ K with |I| ≤ k, with
respect to the induced filtration E(k)IJ := EIJ ∩ pr−1J (U (k)J ). Since prJ ◦ sJ = idUJ
and U
(k)
JK ⊂ U (k)J by (ii), this tameness is equivalent to
φIJ(U
(k)
IK ) = U
(k)
JK ∩ s−1J (EIJ).
In particular we have φIJ(U
(k)
IJ ) = U
(k)
J ∩ s−1J (EIJ) for all I ⊂ J with |I| ≤ k.
Note that after the k-th step, the domains U
(k)
IJ form a shrinking “up to order k” in the
sense that
(3.3.4) U
(k)
IJ = U
(k)
I ∩ φ−1IJ (U (k)J ) ∀ |I| ≤ k, I ( J.
Indeed, for any such pair I ( J , property (iii) with J = K implies
φIJ(U
(k)
IJ ) = U
(k)
J ∩ s−1J (EIJ) = U (k)J ∩ imφIJ ,
where the second equality holds because the first implies U
(k)
J ∩ s−1J (EIJ) ⊂ imφIJ , while
also imφIJ ⊂ s−1J (EIJ) because sJ ◦ φIJ = φ̂IJ ◦ sI . Since φIJ is injective, this implies
U
(k)
IJ = φ
−1
IJ (U
(k)
J ). Now (3.3.4) follows since (ii) with K = I implies U
(k)
IJ ⊂ U (k)II = U (k)I .
Thus, when the iteration is complete, that is when k = M := maxI∈IK |I|, then K′
is a shrinking of K. Moreover, the tameness conditions hold on K′ by (ii) and (iii), and
Lemma 3.1.12 implies that K′ satisfies the strong cocycle condition. Hence K′ is the desired
tame topological Kuranishi atlas. So it remains to implement the iteration.
Our above choice of the domains U
(0)
IJ completes the 0-th step since conditions (ii) (iii)
are vacuous. Now suppose that the (k − 1)-th step is complete for some k ≥ 1. Then we
define U
(k)
IJ := U
(k−1)
IJ for all I ⊂ J with |I| ≤ k − 1. For |I| = k we also set U (k)II := U (k−1)II .
This ensures that (i) and (ii) continue to hold for |I| < k. In order to preserve (iii) for
triples H ⊂ I ⊂ J with |H| < k we then require that the intersection U (k)IJ ∩ s−1I (EHI) =
U
(k−1)
IJ ∩ s−1I (EHI) is fixed. In case H = ∅, this is condition (i), and since U (k)IJ ⊂ U (k−1)IJ
it can generally be phrased as inclusion (i′) below. With that it remains to construct the
open sets U
(k)
IJ ⊂ U (k−1)IJ as follows.
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(i′) For all H ( I ⊂ J with |H| < k and |I| ≥ k we have U (k−1)IJ ∩s−1I (EHI) ⊂ U (k)IJ . Here
we include H = ∅, in which case the condition says that U (k−1)IJ ∩ s−1I (0I) ⊂ U (k)IJ
(which implies U
(k)
IJ ∩ s−1I (0) = ψ−1I (F ′J), as explained above).
(ii′) For all I ⊂ J,K with |I| = k we have U (k)IJ ∩ U (k)IK = U (k)I(J∪K).
(iii′) For all I ( J ⊂ K with |I| = k we have φIJ(U (k)IK ) = U (k)JK ∩ s−1J (EIJ).
Here we also used the fact that (iii) is automatically satisfied for I = J and so stated
(iii′) only for J ) I. By construction, the domains U (k)II for |I| = k already satisfy (i′), so
we may now do this iteration step in two stages:
Step A will construct U
(k)
IK for |I| = k and I ( K satisfying (i′),(ii′) and
(iii′′) U (k)IK ⊂ φ−1IJ (U (k−1)JK ) for all I ( J ⊂ K .
Step B will construct U
(k)
JK for |J | > k and J ⊂ K satisfying (i′) and (iii′).
Step A: We will accomplish this construction by applying Lemma 3.3.6 below for fixed
I with |I| = k to the metric space U := UI , its precompact open subset U ′ := U (k)II , the
relatively closed subset
Z :=
⋃
H(I
(
U
(k−1)
II ∩ s−1I (EHI)
)
=
⋃
H(I
φHI
(
U
(k−1)
HI
) ⊂ U ′
and the relatively open subsets for all i ∈ {1, . . . , N}rI
Zi := U
(k−1)
I(I∪{i}) ∩ Z =
⋃
H(I
(
U
(k−1)
I(I∪{i}) ∩ s−1I (EHI)
)
=
⋃
H(I
φHI
(
U
(k−1)
H(I∪{i})
)
.
Here, by slight abuse of language, we define φ∅I
(
U
(k−1)
∅J
)
:= U
(k−1)
IJ ∩ s−1I (0I). Note that
Z ⊂ U ′ is relatively closed since U (k−1)II = U (k)II = U ′ and EHI ⊂ EI is closed for all H, and
Zi ⊂ Z is relatively open since U (k−1)I(I∪{i}) ⊂ U ′ is open. Also the above identities for Z and
Zi in terms of φHI follow from (iii) for the triples H ⊂ I ⊂ I and H ⊂ I ⊂ I ∪ {i} with
|H| < |I| = k.
To understand the choice of these subsets, note that in case k = 1 with I = {i0} the
set Z is given by H = ∅ and U (0)II = U (0)i0 < Ui0 , hence Z = U
(0)
i0
∩ s−1i0 (0i0) = ψ−1i0 (F ′i0) is
the preimage of the shrunk footprint and for i 6= i0 we have Zi = ψ−1i0 (F ′i0 ∩ F ′i ). When
k ≥ 1, the index sets K ⊂ {1, . . . , N} containing I as proper subset are in one-to-one
correspondence with the nonempty index sets K ′ ⊂ {1, . . . , N}rI via K = I ∪K ′ and give
rise to the relatively open sets
ZK′ :=
⋂
i∈K′
Zi = Z ∩
⋂
i∈K′
U
(k−1)
I(I∪{i}) = Z ∩ U
(k−1)
IK .
Here we used (ii) for |H| < k. We may also use the identity Zi =
⋃
H(I . . . together with
(ii) and (iii) for |H| < k to identify these sets with
(3.3.5) ZK′ =
⋃
H(I
φHI
( ⋂
i∈K′
U
(k−1)
H(I∪{i})
)
=
⋃
H(I
φHI
(
U
(k−1)
H(I∪K′)
)
=
⋃
H(I
(
U
(k−1)
IK ∩ s−1I (EHI)
)
,
which explains their usefulness: If we construct the new domains such that ZK′ ⊂ U (k)IK ,
then this implies the inclusion U
(k−1)
IK ∩ s−1I (EHI) ⊂ ZK′ ⊂ U (k)IK required by (i′).
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Finally, in order to achieve the inclusion condition U
(k)
IK ⊂ φ−1IJ (U (k−1)JK ) of (iii′′), we fix
the open subsets WK′ for all I ( K = I ∪K ′ as
(3.3.6) WK′ :=
⋂
I⊂J⊂K
(
φ−1IJ (U
(k−1)
JK ) ∩ U (k−1)IJ
) ⊂ U ′.
If we require U
(k)
IK ⊂WK′ then this ensures (iii′′) as well as U (k)IK ⊂ U (k−1)IK . The latter follows
from the inclusion WK′ ⊂ U (k−1)IK , which holds by definition (3.3.6) with J = K. Now if
we can ensure that WK′ ∩ Z = ZK′ , then Lemma 3.3.6 provides choices of open subsets
U
(k)
IK ⊂ U ′ satisfying (ii′) and the inclusions ZK′ ⊂ U (k)IK ⊂ WK′ . The latter imply (i′) and
the desired inclusion (iii′′), as discussed above.
Hence it remains to check that the sets WK′ in (3.3.6) do satisfy the conditions WK′∩Z =
ZK′ . To verify this, first note that WK′ is contained in U
(k−1)
IJ for all J ⊃ I, in particular
for J = K, and hence
WK′ ∩ Z ⊂ U (k−1)IK ∩ Z = ZK′ .
It remains to check ZK′ ⊂ WK′ . By (3.3.6) and the expression for ZK′ in the middle
of (3.3.5), it suffices to show that for all H ( I ⊂ J ⊂ K
φHI
(
U
(k−1)
HK
) ⊂ φ−1IJ (U (k−1)JK ) ∩ U (k−1)IJ .
But, (ii) for H ⊂ J ⊂ K and (iii) for H ⊂ I ⊂ J imply
φHI(U
(k−1)
HK ) ⊂ φHI(U (k−1)HJ ) ⊂ U (k−1)IJ ,
so it remains to check that φHI
(
U
(k−1)
HK
) ⊂ φ−1IJ (U (k−1)JK ). For that purpose we will use the
weak cocycle condition φ−1IJ ◦ φHJ = φHI on UHJ ∩ φHI(UIJ). Note that U (k−1)HK lies in this
domain since, by (ii) for |H| < k, it is a subset of U (k−1)HJ , which by (iii) for H ⊂ I ⊂ J is
contained in φ−1HI(UIJ). This proves the first equality in
φHI
(
U
(k−1)
HK
)
= φ−1IJ
(
φHJ
(
U
(k−1)
HK
)) ⊂ φ−1IJ (U (k−1)JK ),
and the last inclusion holds by (iii) for H ⊂ J ⊂ K. This finishes Step A.
Step B: The crucial requirement on the construction of the open sets U
(k)
JK ⊂ U (k−1)JK for
|J | ≥ k + 1 and J ⊂ K is (iii′), that is
U
(k)
JK ∩ s−1J (EIJ) = φIJ(U (k)IK )
for all I ( J with |I| = k. Here U (k)IK is fixed by Step A and satisfies φIJ(U (k)IK ) ⊂ U (k−1)JK ∩
s−1J (EIJ) by (iii
′′), where the second part of the inclusion is automatic by φIJ mapping to
s−1J (EIJ). Hence the maximal subsets U
(k)
JK ⊂ U (k−1)JK satisfying (iii′) are
(3.3.7) U
(k)
JK := U
(k−1)
JK r
⋃
I⊂J,|I|=k
(
s−1J (EIJ)rφIJ(U
(k)
IJ )
)
.
It remains to check that these subsets are open and satisfy (i′). Here U (k)JK is open since
s−1J (EIJ) ⊂ UJ is closed and φIJ(U (k)IJ ) ⊂ s−1J (EIJ) is relatively open by condition (iv) in
Definition 3.1.3. Finally, condition (i′), namely
U
(k−1)
JK ∩ s−1J (EHJ) ⊂ U (k)JK ,
follows from the following inclusions for all H ( I ( J ⊂ K with |I| = k. On the
one hand, we have U
(k−1)
JK ∩ s−1J (EHJ) ⊂ s−1J (EIJ) from the properties of the filtration
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on K; on the other hand, (iii) for |H| < k together with the weak cocycle condition on
U
(k−1)
HK ⊂ UHJ ∩ φ−1HI(UIJ) and (i′) for |I| = k imply
U
(k−1)
JK ∩ s−1J (EHJ) = φHJ(U (k−1)HK ) = φIJ
(
φHI(U
(k−1)
HK )
)
= φIJ
(
U
(k−1)
IK ∩ s−1I (EHI)
) ⊂ φIJ(U (k)IJ ).
Hence no points of U
(k−1)
JK ∩ s−1J (EHJ) are removed from U (k−1)JK when we construct U (k)JK .
This finishes Step B and hence the k-th iteration step.
Since the order of I ∈ IK is bounded |I| ≤ N by the number of basic charts, this iteration
provides a complete construction of the shrinking domains after at most N steps. In fact,
we obtain U ′I = U
(|I|−1)
II and U
′
IJ = U
(|I|)
IJ since the iteration does not alter these domains
in later steps. 
Lemma 3.3.6. Let U be a metric space, U ′ ⊂ U a precompact open set, and Z ⊂ U ′ a
relatively closed subset. Suppose we are given a finite collection of relatively open subsets
Zi ⊂ Z for i = 1, . . . , N and open subsets WK ⊂ U ′ with
WK ∩ Z = ZK :=
⋂
i∈KZi
for all index sets K ⊂ {1, . . . , N}. Then there exist open subsets UK ⊂WK with UK ∩Z =
ZK and UJ ∩ UK = UJ∪K for all J,K ⊂ {1, . . . , N}.
Proof. Let us first introduce a general construction of an open set Uf ⊂ U ′ associated to
any lower semi-continuous function f : Z → [0,∞), where Z ⊂ U denotes the closure in U .
By assumption, Z is compact, hence the distance function Z → [0,∞), z 7→ d(x, z) for fixed
x ∈ U ′ achieves its minimum on a nonempty compact set Mx ⊂ Z. Hence we have
d(x, Z) := inf
z∈Z
d(x, z) = d(x, Z) = min
z∈Z
d(x, z) = min
z∈Mx
d(x, z)
for the distance between x and the set Z, or equivalently the closure Z.
Claim: For any lower semi-continuous function f : Z → [0,∞) the set
Uf :=
{
x ∈ U ′ ∣∣ d(x, Z) < inf f |Mx} ⊂ U ′
is open (in U ′ or equivalently in U) and satisfies
(3.3.8) Uf ∩ Z =
{
z ∈ Z ∣∣ f(z) > 0}.
Proof of Claim. For x ∈ Z we have d(x, Z) = 0 and Mx = {x}, so d(x, Z) < inf f |Mx is
equivalent to 0 < f(x). We prove openness of Uf ⊂ U ′ by checking closedness of U ′rUf .
Thus, we consider a convergent sequence U ′ 3 xi → x∞ ∈ U ′ with d(xi, Z) ≥ inf f |Mxi
and aim to prove d(x∞, Z) ≥ inf f |Mx∞ . Since f is lower semi-continuous and each Mxi is
compact, we may choose a sequence zi ∈ Z with zi ∈Mxi and f(zi) = inf f |Mxi . (Indeed, for
fixed i any minimizing sequence zνi ∈Mxi with limν→∞ f(zνi ) = inf f |Mxi has a convergent
subsequence zνi → zi ∈ Mxi and the limit satisfies f(zi) ≤ lim f(zνi ) = inf f |Mxi , hence
f(zi) = inf f |Mxi .) Since Z is compact, we may moreover choose a subsequence, again
denoted by (xi) and (zi), such that zi → z∞ ∈ Z converges. Then by continuity of the
distance functions we deduce z∞ ∈Mx∞ from
d(x∞, z∞) = lim d(xi, zi) = lim d(xi, Z) = d(x∞, Z),
and finally the lower semi-continuity of f implies the claim
d(x∞, Z) = lim d(xi, Z) ≥ lim f(zi) ≥ f(z∞) ≥ inf f |Mx∞ .
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We now use this general construction to define the sets UK :=
⋂
i∈K Ufi as intersections
of the subsets Ufi ⊂ U ′ arising from functions fi : Z → [0,∞) defined by
fi(z) := min
{
d(z, U ′rWJ)
∣∣ J ⊂ {1, . . . , N} : i ∈ J, d(z, ZrZi) = d(z, ZrZJ)}.
To check that fi is indeed lower semi-continuous, consider a sequence zν → z∞ ∈ Z.
Then fi(zν) = d(zν , U
′rWJν ) for some index sets Jν with i ∈ Jν and d(zν , ZrZi) =
d(zν , ZrZJν ). Since the set of all index sets is finite, we may choose a subsequence, again
denoted (zν), for which J
ν = J is constant. Then in the limit we also have d(z∞, ZrZi) =
d(z∞, ZrZJ) and hence
fi(z∞) ≤ d(z∞, U ′rWJ) = lim d(zν , U ′rWJ) = lim fi(zν).
Thus fi is lower semi-continuous. Therefore, the above Claim implies that each Ufi is open,
and hence also that each UK is open as the finite intersection of open sets.
The intersection property holds by construction:
UJ ∩ UK =
⋂
i∈J
Ufi ∩
⋂
i∈K
Ufi =
⋂
i∈J∪K
Ufi = UJ∪K .
To obtain UK ∩Z =
⋂
i∈K
(
Ufi ∩Z
)
= ZK it suffices to verify that Ufi ∩Z = Zi. In view of
(3.3.8), and unravelling the meaning of fi(z) > 0 for z ∈ Z, that means we have to prove
the following equivalence for z ∈ Z,
z ∈ Zi ⇐⇒ d(z, U ′rWJ) > 0 ∀J ⊂ {1, . . . N} : i ∈ J, d(z, ZrZi) = d(z, ZrZJ).
Assuming the right hand side, we may choose J = {i} to obtain d(z, U ′rW{i}) > 0, and
hence, since U ′rW{i} is closed, z ∈ Zr(U ′rW{i}) = Zi. On the other hand, z ∈ Zi
implies d(z, ZrZi) > 0 since z ∈ Z and ZrZi ⊂ Z is relatively closed. So for any J
with d(z, ZrZi) = d(z, ZrZJ) we obtain d(z, ZrZJ) > 0. Hence z ∈ ZJ ⊂ WJ , so that
d(z, U ′rWJ) > 0. This proves the desired equivalence, and hence UK ∩Z =
⋂
i∈K Zi = ZK .
Finally, we need to check that UK ⊂WK . Unravelling the construction, note that UK is
the set of all x ∈ U ′ that satisfy
(3.3.9) d(x, Z) < d(z, U ′rWJ)
for all z ∈Mx and all J ⊂ {1, . . . , N} such that there exists i ∈ J∩K satisfying d(z, ZrZi) =
d(z, ZrZJ). Now suppose by contradiction that there exists a point x ∈ UKrWK , and pick
z ∈Mx. Then d(x, Z) = d(x, z) ≥ d(z, U ′rWK) since x ∈ U ′rWK . This contradicts (3.3.9)
with J = K. On the other hand, the condition d(z, ZrZi) = d(z, ZrZJ) for J = K is
always satisfied for some i ∈ K since we have d(z, ZrZK) = minj∈K d(z, ZrZj). This
provides the contradiction and hence proves UK ⊂WK . 
This lemma completes the proof that every weak filtered topological Kuranishi atlas has a
tame shrinking. We will return to these ideas in Section 4 when discussing cobordisms. We
end this section by constructing admissible metrics on certain tame shrinkings by pullback
with the map in the following lemma. The proof uses the following lemma.
Lemma 3.3.7. Let K′ be a tame shrinking of a tame topological Kuranishi atlas K. Then
the natural map ι : |K′| → |K| induced by the inclusion of domains ιI : U ′I → UI is injective.
Proof. We write UI , UIJ for the domains of the charts and coordinate changes of K and
U ′I , U
′
IJ for those of K′, so that U ′I ⊂ UI , U ′IJ ⊂ UIJ for all I, J ∈ IK = IK′ . Suppose that
piK(I, x) = piK(J, y) where x ∈ U ′I , y ∈ U ′J . Then we must show that piK′(I, x) = piK′(J, y).
Since K is tame, Lemma 3.2.3 (a) implies that if I ∩ J 6= ∅ there is w ∈ UI∩J such that
φ(I∩J)I(w) is defined and equal to x. Hence x ∈ s−1I (EI∩J) ∩ U ′I = φ(I∩J)I(U ′(I∩J)I) by the
tameness equation (3.1.8) for K′. Therefore w ∈ U ′(I∩J)I . Similarly, because φ(I∩J)J(w)
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is defined and equal to y, we have w ∈ U ′(I∩J)J . Then by definition of piK′ we deduce
piK′(I, x) = piK′(I ∩J,w) = piK′(J, y). On the other hand, if I ∩J = ∅ then Lemma 3.2.3 (a)
implies that ψI(x) = ψJ(y) so that piK′(I, x) = piK′(J, y) by the injectivity of ιK : X → |K|
proved in Lemma 2.4.2. 
In order to construct metric tame topological Kuranishi atlases, we will find it useful to
consider tame shrinkings Ksh of a weak topological Kuranishi atlas K that are obtained as
shrinkings of an intermediate tame shrinking K′ of K. For short we will call such Ksh a
preshrunk tame shrinking of K.
Proposition 3.3.8. Let K be a filtered weak topological Kuranishi atlas. Then every
preshrunk tame shrinking of K is metrizable. In particular, K has a metrizable tame shrink-
ing.
Proof. First use Proposition 3.3.5 to construct a tame shrinking K′ of K with domains
(U ′I ⊂ UI)I∈IK , and then use this result again to construct a tame shrinking Ksh of K′ with
domains (U shI < U
′
I)I∈IK . We claim that Ksh is metrizable.
For that purpose we apply Proposition 3.1.16 (iv) to the precompact subset A :=⊔
I∈IK U
sh
I of ObjBK′ to obtain a metric d
′ on piK′(A) that induces the relative topology on
the subset piK′(A) of |K′|, that is
(
piK′(A), d′
)
= ‖A‖. Further, since piK′(A) is compact, the
metric d′ must be bounded. Now, by Lemma 3.3.7 the natural map ι : |Ksh| → |K′| is injec-
tive, with image piKsh(A), so that the pullback d := ι∗d′ is a bounded metric on |Ksh| that is
compatible with the relative topology induced by |K′|; in other words ι : (|Ksh|, d )→ ‖A‖
is an isometry.
Next, note that the pullback metric dI on U
sh
I does give the usual topology since piKsh :
U shI → piKsh(U shI ) ⊂
(|Ksh|, d) is a homeomorphism to its image. Indeed, by Lemma 3.3.7 it
can also be written as piKsh |UshI = ι
−1◦piK′ ◦ιI with the embedding ιI : U shI → U ′I . The latter
is a homeomorphism to its image, as is piK′ : U ′I → piK′(U ′I) ⊂ |K′| by Proposition 3.1.13,
and ι−1 by the definition of the metric topology on |Ksh|. 
4. Cobordisms of topological Kuranishi atlases
Because there are many choices involved in constructing a Kuranishi atlas, and holomor-
phic curve moduli spaces in addition depend on the choice of an almost complex structure,
it is important to have suitable notions of equivalence. Since we are only interested here in
constructing the virtual moduli cycle as cobordism class, resp. the virtual fundamental class
as a homology class, a notion of uniqueness up to cobordism will suffice for our purposes.
We will introduce (see Definition 4.1.6) a general notion of topological Kuranishi cobor-
dism to be a topological Kuranishi atlas on a compact metrizable space Y with two collared
boundary components ∂0Y and ∂1Y . However, if we are considering atlases over a fixed
space X, then we will mostly work with the stronger equivalence relation of concordance,
which is a Kuranishi cobordism on the product [0, 1]×X.
It turns out that, although the construction of a Kuranishi atlas on a fixed Gromov–
Witten moduli space X in [M2, MW3] depends on many choices (for example of slicing
conditions and obstruction spaces for the basic charts), the resulting atlas is unique up to
concordance.
4.1. Definitions and properties.
In this section we first define these notions and then develop the abstract theory of cobor-
disms. The main result is Theorem 4.2.7, which in particular implies that tame shrinkings
are unique up to tame concordance.
THE TOPOLOGY OF KURANISHI ATLASES 41
We begin with the notion of cobordism between topological Kuranishi atlases. In order
to define this so that it is transitive, we will need a special form of charts and coordi-
nate changes at the boundary that allows for gluing of cobordisms. Thus we will define a
Kuranishi cobordism to be a Kuranishi atlas over a space Y whose designated “boundary
components” ∂0Y, ∂1Y ⊂ Y have collared neighbourhoods as follows.
Definition 4.1.1. A collared cobordism (Y, ι0Y , ι
1
Y ) is a separable, locally compact, metriz-
able space Y together with disjoint (possibly empty) closed subsets ∂0Y, ∂1Y ⊂ Y and maps
ι0Y : [0, ε)× ∂Y 0 → Y, ι1Y : (1− ε, 1]× ∂Y 1 → Y
for some ε > 0 that are collared neighbourhoods in the following sense: They extend
the inclusions ι0Y (0, ·) : ∂0Y ↪→ Y , resp. ι1Y (1, ·) : ∂1Y ↪→ Y , and are homeomorphisms onto
disjoint open neighbourhoods of ∂0Y ⊂ Y , resp. ∂1Y ⊂ Y .
We call ∂0Y and ∂1Y the boundary components of (Y, ι0Y , ι
1
Y ).
For the next definition, it is useful to introduce the notation
(4.1.1) A0δ := [0, δ) and A
1
δ := (1− δ, 1] where 0 < δ < 12
for collar neighbourhoods of 0 resp. 1 in [0, 1].
Definition 4.1.2. If (Y, ι0Y , ι
1
Y ) is a collared cobordism, we say that an open subset F ⊂ Y
is collared if there is 0 < δ ≤ ε such that for α ∈ {0, 1} we have
F ∩ im (ιαY ) 6= ∅ ⇐⇒ F ∩ im (ιαY ) = ιαY (Aαδ × ∂αF ).
Here we denote by ∂αF := F ∩ ∂αY the intersection with the “boundary component” ∂αY
and allow one or both of ∂αF to be empty.
Note that a collared subset F ⊂ Y with empty “boundary” ∂αF = ∅ is in fact disjoint
from the open neighbourhood im ιαY of the corresponding “boundary component” ∂
αY .
Example 4.1.3. In general the “boundary components” ∂αY are by no means uniquely
determined by Y or topological boundaries of Y in any sense, though the main example
of a collared cobordism is Y = [0, 1] × X, which has the natural “boundary components”
{0} ×X and {1} ×X. In this case we always take ιαY to be the canonical extensions of the
inclusions ιαY (α, ·) : {α}×X → [0, 1]×X, for some choice of 0 < ε < 12 . More generally, we
might consider a union of moduli spaces
Y =
⋃
t∈[0,1]{t} ×M0,k(M,A, Jt),
where Jt is a family of almost complex structures that are constant for t near 0 and 1. This
again has canonical “boundary components” ∂αY = {α} × M0,k(M,A, Jα) and collared
neighbourhoods ιαY
(
t, (α, p)
)
= (t, p) for sufficiently small choice of ε > 0. 3
When constructing Kuranishi cobordisms we will require all charts and coordinate changes
in a sufficiently small collar to be of a compatible product form as introduced below.
Definition 4.1.4. Let (Y, ι0Y , ι
1
Y ) be a compact collared cobordism.
• Let Kα = (Uα,Eα, sα, ψα) be a topological Kuranishi chart for ∂αY , and let A ⊂ [0, 1]
be a relatively open interval. Then we define the product chart for [0, 1] × ∂αY with
footprint A× Fα as
A×Kα := (A× Uα, A× Eα, idA × (sα ◦ prUα), idA × ψα),
where A×Eα denotes the obstruction bundle with projection idA×prα : A×Eα → A×Uα
and zero section idA × 0α : A× Uα → A× Eα.
• A topological Kuranishi chart with collared boundary for (Y, ι0Y , ι1Y ) is a tuple
K = (U,E, s, ψ) as in Definition 2.1.1, with the following collar form requirements:
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(i) The footprint F = ψ(s−1(0)) ⊂ Y is collared and intersects at least one of the
boundary components ∂αY .
(ii) The domain U and obstruction bundle E in addition carry the structure of collared
cobordisms (U, ι0U , ι
1
U ) resp. (E, ι0E, ι1E) whose boundary components ∂αU and ∂αE are
nonempty iff ∂αF = F ∩ ∂αY 6= ∅.
(iii) If ∂αF 6= ∅ then for some ε > 0 there is a topological Kuranishi chart ∂αK for ∂αY
with footprint ∂αF , domain ∂αU , and obstruction bundle ∂αE, and an embedding of
the product chart Aαε ×∂αK into K in the following sense: The boundary embeddings
ιαU : A
α
ε × ∂αU ↪→ U and ιαE : Aαε × ∂αE ↪→ E intertwine the projection, section,
zero and footprint maps of the charts Aαε × ∂αK and K as in Definition 2.2.1. In
particular, the footprint map is compatible with the boundary collars on K and Y in
the sense that the following diagram commutes:
(idAαε × sα)−1(idAαε × 0α)
ιαU−→ s−1(0)
idAαε × ψα ↓ ↓ ψ
Aαε × ∂αY
ιαY−→ Y .
• For any topological Kuranishi chart with collared boundary for (Y, ι0Y , ι1Y ) we call the
resulting uniquely determined topological Kuranishi charts ∂αK (with footprints in ∂αY )
the restrictions of K to the boundary.
We now define a coordinate change between charts on Y that may have boundary. Be-
cause in a Kuranishi atlas there is a coordinate change KI → KJ only when FI ⊃ FJ ,
we will restrict to this case here. (Definition 2.2.1 considered a more general scenario.) In
other words, we need not consider coordinate changes from a chart without boundary to a
chart with boundary.
Definition 4.1.5. • Let Φ̂αIJ : KαI → KαJ be a coordinate change between topological
Kuranishi charts for ∂αY , and let AI , AJ ⊂ [0, 1] be relatively open intervals. Then the
product coordinate change idAI∩AJ × Φ̂αIJ : (AI ∩AJ)×KαI → AJ ×KαJ is given by
idAI∩AJ × Φ̂αIJ : (AI ∩AJ)× EαI
∣∣
UIJ
→ AJ × EαJ .
In particular, the embedding of domains is of the form idAI∩AJ ×φαIJ : (AI ∩AJ)×UIJ →
AJ × UJ .
• Let KI ,KJ be topological Kuranishi charts on (Y, ι0Y , ι1Y ) such that only KI or both
KI ,KJ have collared boundary. Then a topological coordinate change with collared
boundary Φ̂IJ : KI → KJ with domain UIJ satisfies the conditions in Definition 2.2.1,
with the following boundary variations and collar form requirement:
(i) The domain is a collared subset UIJ ⊂ UI in the sense of Definition 4.1.2, so has
“boundary components” ∂αUIJ := UIJ ∩ ∂αUI .
(ii) If FJ ∩ ∂αY 6= ∅ then FI ∩ ∂αY 6= ∅ and there is a topological coordinate change
∂αΦ̂IJ : ∂
αKI → ∂αKJ with domain ∂αUIJ such that the restriction of Φ̂IJ to
UIJ ∩ ιαUI (Aαε × ∂αUI) pulls back via the collar inclusions ιαEI , ιαEJ to the product
idAαε × ∂αΦ̂IJ for some ε > 0. In particular we have
(ιαUI )
−1(UIJ) ∩
(
Aαε × ∂αUI
)
= Aαε × ∂αUIJ ,
(ιαUJ )
−1(imφIJ) ∩
(
Aαε × ∂αUJ
)
= φIJ(A
α
ε × ∂αUIJ).
(iii) If FJ ∩ ∂αY = ∅ but FI ∩ ∂αY 6= ∅ then we have ∂αUIJ = ∅ and hence also
UIJ ∩ ιαUI
(
Aαε × ∂αUI
)
= ∅ for some ε > 0.
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• For any topological coordinate change with collared boundary Φ̂IJ on (Y, ι0Y , ι1Y ) we call
the uniquely determined topological coordinate changes ∂αΦ̂IJ for ∂
αY the restrictions
of Φ̂IJ to the boundary for α = 0, 1.
Definition 4.1.6. A (weak) topological Kuranishi cobordism on a compact collared
cobordism (Y, ι0Y , ι
1
Y ) is a tuple
K = (KI , Φ̂IJ)I,J∈IK
of basic charts and transition data as in Definition 2.3.4 resp. 3.1.1, with the following
boundary variations and collar form requirements:
• The charts of K are either topological Kuranishi charts with collared boundary or stan-
dard topological Kuranishi charts whose footprints are precompactly contained in Yr(∂0Y ∪
∂1Y ).
• The coordinate changes Φ̂IJ : KI → KJ are either standard coordinate changes on
Yr(∂0Y ∪ ∂1Y ) between pairs of standard charts, or coordinate changes with collared
boundary between pairs of charts, of which at least the first has collared boundary.
A (weak) topological Kuranishi concordance is a (weak) topological Kuranishi
cobordism on a collared cobordism of product type Y = [0, 1] × X with canonical collars
as in Example 4.1.3.
Remark 4.1.7. Let (Y, ι0Y , ι
1
Y ) be a compact collared cobordism. Then any (weak) topologi-
cal Kuranishi cobordism K on (Y, ι0Y , ι1Y ) induces by restriction (weak) topological Kuranishi
atlases ∂αK on each boundary component ∂αY with
• basic charts ∂αKi given by restriction of basic charts of K with Fi ∩ ∂αY 6= ∅;
• index set I∂αK = {I ∈ IK |FI ∩ ∂αY 6= ∅};
• transition charts ∂αKI given by restriction of transition charts of K;
• coordinate changes ∂αΦ̂IJ given by restriction of coordinate changes of K.
In this case we say that K is a cobordism from ∂0K to ∂1K and call ∂αK the restrictions
of K to the boundary. In the special case when K is in fact a topological Kuranishi
concordance, we also say that K is a concordance from ∂0K to ∂1K. 3
With this language in hand, we can now introduce the cobordism and concordance rela-
tions between topological Kuranishi atlases.
Definition 4.1.8. Let K0,K1 be (weak) topological Kuranishi atlases on compact metrizable
spaces X0, X1.
• K0 is (weakly) cobordant to K1 if there exists a (weak) topological Kuranishi cobor-
dism K from K0 to K1. Equivalently, K is an atlas on a compact collared cobordism
(Y, ι0Y , ι
1
Y ) with boundary components ∂
αY = Xα and boundary restrictions ∂αK = Kα
for α = 0, 1. To be more precise, there are injections ια : IKα ↪→ IK for α = 0, 1 such
that im ια = I∂αK and for all I, J ∈ IKα we have
KαI = ∂
αKια(I), Φ̂
α
IJ = ∂
αΦ̂ια(I)ια(J).
• K0 is (weakly) concordant to K1 if there exists a (weak) topological Kuranishi con-
cordance K from K0 to K1. Equivalently, the spaces X0 = X1 = X are identical and K
is a (weak) topological Kuranishi cobordism on Y = [0, 1]×X with boundary restrictions
∂αK = Kα for α = 0, 1 as above.
In the following we will usually identify the index sets IKα of cobordant Kuranishi atlases
with the restricted index set I∂αK in the cobordism index set IK, so that IK0 , IK1 ⊂ IK are
the (not necessarily disjoint) subsets of charts whose footprints intersect ∂0Y resp. ∂1Y .
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Example 4.1.9. Let K = (KI , Φ̂IJ)I,J∈IK be a weak topological Kuranishi atlas on X.
Then the product Kuranishi concordance [0, 1]×K from K to K is the weak topological
Kuranishi cobordism on [0, 1]×X consisting of the product charts [0, 1]×KI and the product
coordinate changes id[0,1] × Φ̂IJ for I, J ∈ IK.
Note that in this case all index sets are the same, IK0 = IK1 = I[0,1]×K = IK. 3
In the following we will extend the categorical and topological notions from sections
2.3 and 3.1 to topological Kuranishi cobordisms before proving the uniqueness statements
claimed there. For that purpose it will often be convenient to work with the following
uniform collar width.
Remark 4.1.10. Let K be a (weak) topological Kuranishi cobordism. Since the index
set IK in Definition 4.1.6 is finite, there exists a uniform collar width ε > 0 such that
all collar embeddings ιαY , ι
α
U , ι
α
E are defined on a neighbourhood of A
α
ε , all coordinate
changes between charts with nonempty boundary are of collar form on Bα = Aαε , and
all charts without boundary have footprint contained in Yr
⋃
α=0,1 ι
α
Y (A
α
ε × ∂αY ). In
particular, the footprints of the charts with nonempty boundary cover a neighbourhood of⋃
α=0,1 ι
α
Y (A
α
ε × ∂αY ) ⊂ Y . 3
Remark 4.1.11. Let K be a topological Kuranishi cobordism. Its associated categories
BK,EK with projection, section, and footprint functor, as well as their realizations |BK|, |EK|
are defined as for topological Kuranishi atlases without boundary in Section 2.3, and form
cobordisms in the following sense.
• We can think of the virtual neighbourhood |K| of Y as a collared cobordism with bound-
ary components ∂0|K| ∼= |∂0K| and ∂1|K| ∼= |∂1K| in sense of Definition 4.1.1, with the
exception that |K| is usually not locally compact or metrizable. More precisely, using
Remark 4.1.10 we have collared neighbourhoods for some ε > 0,
ι0|K| : [0, ε)× |∂0K| ↪→ |K|, ι1|K| : (1− ε, 1]× |∂1K| ↪→ |K|.
These are induced by the natural functors ιαBK : A
α
ε ×B∂αK → BK given by the inclusions
ιαUI : A
α
ε × UαI ↪→ UI on objects and ιαUIJ : Aαε × UαIJ ↪→ UIJ on morphisms, where Aαε
is defined in (4.1.1). The axioms on the interaction of the coordinate changes with the
collar neighbourhoods imply that the functors map to full subcategories that split BK in
the sense that there are no morphisms between any other object and this subcategory.
Hence the functors ιαBK descend to topological embeddings ι
α
|K| :
∣∣Aαε ×B∂αK∣∣→ |K|, i.e.
homeomorphisms onto open subsets of |K|. Here the product topology on Aαε ×
∣∣B∂αK∣∣ ∼=∣∣Aαε × B∂αK∣∣ coincides with the quotient topology by [Mu, Ex. 29.11]: Applied to the
topological space X :=
⊔
I∈IK UI with equivalence relation Y ⊂ X ×X induced by the
morphisms, and the locally compact Hausdorff space T := Aαε , it asserts that the product
topology on T ×X/Y coincides with the quotient topology induced by the product relation
T × Y ↪→ (T ×X)× (T ×X).
To check that ια|K| are collared neighbourhoods in the sense of Definition 4.1.1, note
that ια|K|
({α} × |∂αK|) is contained in the open image of ια|K|. Moreover, to see that
ια|K|
({α} × |∂αK|) ⊂ |K| is closed we verify that its complement has open preimage in⊔
I∈IK UI by noting that each ι
α
UαI
({α} × UαI ) ⊂ UI is closed.
• The “obstruction bundle” consists of an analogous collared cobordism |EK| with bound-
ary components ∂α|EK| ∼= |E∂αK| and a projection |prK| : |EK| → |K| that has product
form on the collared boundary |prK| ◦ ια|EK| = ια|K| ◦
(
idAαε × |pr∂αK|
)
induced by the
“obstruction bundles” of the boundary components, |pr∂αK| : |E∂αK| → |∂αK|.
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• The embeddings ια|K| extend the natural map between footprints
|sK|−1(|0K|) ιK←− Y
ιαY←− Aαε × ∂αY id×ι∂
αK−−−−−→ Aαε × |s∂αK|−1(|0∂αK|).
• If K is a topological Kuranishi concordance on Y = [0, 1]×X then the footprint functor
to [0, 1]×X induces a continuous surjection
pr[0,1] ◦ ψK : s−1K (0K) → [0, 1]×X → [0, 1].
In general we do not assume that this extends to a functor BK → [0, 1]. However, all the
topological Kuranishi concordances that we construct explicitly do have this property. 3
In order to extend e.g. the Hausdorff property of the realization |BK| from Theorem 3.1.9
to Kuranishi cobordisms, we need the notions of filtration and tameness. In the following
we introduce them for general topological Kuranishi cobordisms with the understanding
that they can equally be applied to the special case of topological Kuranishi concordances.
Definition 4.1.12. A (weak) topological Kuranishi cobordism K is said to be filtered if it
is equipped with a filtration (EIJ)I⊂J∈IK as in Definition 3.1.3 that is compatible with the
boundary collars in the sense that for some ε > 0 the following holds for α = 0, 1:
• The restrictions (∂αEIJ = EIJ ∩ ∂αEJ) define a filtration of the boundary atlas ∂αK.
• For each I ⊂ J we have ιαEJ (Aαε × ∂αEIJ) = EIJ ∩ pr−1J
(
ιαUJ
(
Aαε × ∂αUJ
))
.
A filtered cobordism is said to be tame if it also satisfies the conditions in Definition 3.1.10.
Remark 4.1.13. (i) If K is a (weak) topological Kuranishi atlas with filtration (EIJ)I⊂J∈IK ,
then the product concordance [0, 1] × K is equipped with the canonical filtration ([0, 1] ×
EIJ)I,J∈IK .
(ii) If K is a tame topological Kuranishi atlas, then [0, 1] × K with the canonical filtration
is a tame topological Kuranishi concordance.
(iii) If K is a tame topological Kuranishi cobordism, then both restrictions ∂αK are also
tame with the induced filtrations (∂αEIJ)I,J∈I∂αK . 3
Definition 4.1.14. Let K0,K1 be filtered (weak) topological Kuranishi atlases with filtra-
tions (EαIJ)I,J∈IKα .
• K0 is filtered (weak) cobordant/concordant to K1 if there exists a filtered (weak)
topological Kuranishi cobordism/concordance K from K0 to K1 such that the induced
filtrations (∂αEIJ)I,J∈I∂αK coincide with the given (EαIJ)I,J∈IKα .
• If K0,K1 are in addition tame, then K0 is tame cobordant/concordant to K1 if there
exists a filtered topological Kuranishi cobordism/concordance K from K0 to K1 as above
that in addition is tame.
While filtered versions of topological Kuranishi cobordisms are used to define suitable
equivalence relations, the tameness notion is needed because of its topological implications.
Lemma 4.1.15. Let K be a tame topological Kuranishi cobordism (or concordance). Then
its realization |K| has the Hausdorff and homeomorphism properties stated in Theorem 3.1.9.
Proof. These properties are proven by precisely the same arguments as in Proposition 3.1.13.
The fact that some charts have collared boundaries is irrelevant in this context. 
Finally, all reasonable flavours of cobordism and concordance form equivalence relations.
We end this section by proving this fact in the cases that will be used in applications.
Lemma 4.1.16. Filtered (weak) cobordism is an equivalence relation between (weak) filtered
topological Kuranishi atlases.
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Remark 4.1.17. As we saw, the existence of a filtration on a topological Kuranishi at-
las resp. cobordism K is an essential hypothesis in Proposition 3.1.13 and Lemma 4.1.15.
However, when manipulating charts other than by shrinking the domains, one may easily
destroy this property. For example, when constructing concordances over [0, 1] × X it is
natural to use product charts of the form A ×KI . However one must guard against tak-
ing two products of the same basic chart with intersecting footprints, e.g. [0, 13) ×Ki and
(14 ,
1
2) ×Ki, since their obstruction bundles have the same fibers. The natural transition
chart for the overlap of footprints (14 ,
1
3)× Fi is (14 , 13)×Ki which again has an obstruction
bundle with the same fiber and so, as in Example 3.1.6, in general fails to be filtered. This
means that in the following proof we have to construct cobordisms with great care. 3
Proof of Lemma 4.1.16. Filtered (weak) cobordism is reflexive by Remark 4.1.13 (i).
To check symmetry of the filtered cobordism relation, suppose that (Y, ι0Y , ι
1
Y ) is a com-
pact collared cobordism as in Definition 4.1.1, and that K is a filtered weak topologi-
cal Kuranishi cobordism on (Y, ι0Y , ι
1
Y ) from K0 to K1 as in Definition 4.1.8. Then we
may interchange the two boundary components of Y to get a compact collared cobordism
(Y ′ := Y, ι0Y ′ , ι
1
Y ′) from ∂
0Y ′ := ∂1Y to ∂1Y ′ := ∂0Y with collars ιαY ′ defined as composites
with the reflection τ : [0, 1]→ [0, 1], t 7→ 1− t:
ι0Y ′ : [0, ε)× ∂0Y ′ τ×id→ (1− ε, 1]× ∂1Y
ι1Y→ Y = Y ′,
ι1Y ′ : (1− ε, 1]× ∂1Y ′ τ×id→ [0, ε)× ∂0Y
ι0Y→ Y = Y ′.
If we similarly relabel and reparametrize the boundary collars of each chart in K, we obtain
a filtered cobordism K′ over Y ′ from K1 to K0, which proves symmetry.
The nontrivial point is transitivity. For that purpose consider two (weak) topological
Kuranishi cobordisms,6 the first K[0,1] on (Y [0,1], ι0
Y [0,1]
, ι1
Y [0,1]
) from an atlas K0 on Y 0 =
∂0Y [0,1] to an atlas K1 on Y 1 = ∂1Y [0,1], and the second K[1,2] on (Y [1,2], ι0
Y [1,2]
, ι1
Y [1,2]
) from
the atlas K1 on Y 1 = ∂0Y [1,2] to an atlas K2 on Y 2 = ∂1Y [1,2]. Our goal is to concatenate
these to a (weak) topological Kuranishi cobordism K[0,2] on (Y [0,2], ι0
Y [0,2]
, ι1
Y [0,2]
), which
restricts to K0 on Y 0 = ∂0Y [0,2] and to K2 on Y 2 = ∂1Y [0,2]. As underlying space Y [0,2] we
choose the boundary connected sum
Y [0,2] = Y [0,1] ∪
Y 1
Y [1,2] := Y
[0,1]unionsqY [1,2]/
ι1
Y [0,1]
(1,y)∼ ι0
Y [1,2]
(1,y) ∀y∈Y 1
with boundary collars ι0
Y [0,2]
:= j[0,1] ◦ ι0Y [0,1] , ι1Y [0,2] := j[1,2] ◦ ι1Y [1,2] , where j[i,i+1] denotes the
inclusion Y [i,i+1] ⊂ Y [0,2]. We obtain an atlas K[0,2] on Y [0,2] as follows:
• The index set IK[0,2] := I[0,1) unionsq IK1 unionsq I(1,2] is given by
I[0,1) := IK[0,1]rι1K[0,1](IK1), I(1,2] := IK[1,2]rι0K[1,2](IK1).
This partitions IK[0,2] into those index sets in IK1 whose footprints intersect ∂1Y [0,1] =
Y 1 = ∂0Y [1,2] and the index sets in I[0,1) resp. I(1,2] whose footprints are contained in
Y [0,1]rι1
Y [0,1]
((1− ε, 1]× Y 1) ⊂ Y [0,2], resp. Y [1,2]rι0
Y [1,2]
([0, ε)× Y 1) ⊂ Y [0,2].
• The charts are K[0,2]I := K[0,1]I for I ∈ I[0,1), and K[0,2]I := K[1,2]I for I ∈ I(1,2]. For
I ∈ IK1 denote by I01 = ι1K[0,1](I) ∈ IK[0,1]rI[0,1), I12 = ι0K[1,2](I) ∈ IK[1,2]rI(1,2] the
6 The prototypical example – and source of our notation – are two Kuranishi concordances which we
would in a preliminary step shift to obtain cobordisms over [0, 1]×X and [1, 2]×X.
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labels of the charts that restrict to KI . In particular this implies ∂
1U
[0,1]
I01
= U1I = ∂
0U
[1,2]
I12
.
Then define the glued chart (possibly with collared boundary at Y 0 or Y 2)
K
[0,2]
I := K
[0,1]
I01
∪
U1I
K
[1,2]
I12
:=
U [0,2]I , E[0,2]I ,
 s
[0,1]
I01
, ψ
[0,1]
I01
on U
[0,1]
I01
s
[1,2]
I12
, ψ
[1,2]
I12
on U
[1,2]
I12


where the domain and obstruction bundle are boundary connected sums
U
[0,2]
I := U
[0,1]
I01
∪
U1I
U
[1,2]
I12
:= U
[0,1]
I01
unionsq U [1,2]
I12
/
ι1UI01
(x) ∼ ι0UI12 (x) ∀x ∈ U
1
I
and similarly for E[0,2]I . Further the projection prI : E
[0,2]
I → U [0,2]I and zero section 0I :
U
[0,2]
I → E[0,2]I are the obvious concatenation. Note that due to the collar requirements,
both domain and obstruction bundle contain an embedded product (1 − ε, 1 + ε) × U1I ,
(1− ε, 1 + ε)×E1I for some ε > 0. Moreover the sections, projections, and footprint maps
fit continuously since their pullbacks to this (1 − ε, 1 + ε)-collar have product form and
agree at the middle 1-slice.
• The coordinate changes are Φ̂[0,2]IJ := Φ̂[0,1]IJ for I, J ∈ I[0,1), and Φ̂[0,2]IJ := K[1,2]IJ for
I, J ∈ I(1,2], and the following.
- For I, J ∈ IK1 the coordinate charts corresponding to I01, J01 ∈ IK[0,1] , I12, J12 ∈
IK[1,2] fit together to give a glued coordinate change (possibly with collared bound-
ary)
Φ̂
[0,2]
IJ :=
U [0,1]
I01J01
∪
U1IJ
U
[1,2]
I12J12
,
 Φ̂
[0,1]
I01
on E[0,1]
I01J01
Φ̂
[1,2]
I12
on E[1,2]
I12J12

 .
Here the embeddings of obstruction bundles fit continuously since as before their
restrictions to the product (1 − ε, 1 + ε) × E1I
∣∣
U1IJ
⊂ E[0,2]∣∣
U
[0,2]
IJ
have product form
and agree on {1} × E1I
∣∣
U1IJ
. A similar remark applies to the domains.
- For J ∈ I[0,1) and I ∈ IK1 corresponding to I01 ∈ IK[0,1] with I01 ( J the coordinate
change Φ̂
[0,2]
IJ := Φ̂
[0,1]
I01J
is well defined with domain U
[0,1]
I01J
⊂ U [0,2]IJ ; similarly for
J ∈ I(1,2], I ∈ IK1 .
Note that we need not construct coordinate changes from I ∈ I[0,1) (or I ∈ I(1,2]) to
J ∈ IK1 since in these cases FJ is not a subset of FI . Now we may define the basic charts
in K[0,2] to consist of the basic charts in I[0,1) and I(1,2] whose footprints are disjoint from
{1} × X, together with one glued chart for each basic chart in IK1 (which is constructed
from a pair of charts in K[0,1] and K[1,2] with matching collared boundaries). The further
charts and coordinate changes constructed above then cover exactly the overlaps of the new
basic charts, since the charts from I[0,1) have no overlap with those arising from I(1,2]. The
weak cocycle condition for charts or coordinate changes in I[0,1)unionsqI(1,2] then follows directly
from the corresponding property of K[0,1] and K[1,2]. Furthermore, for I ∈ IK1 the glued
chart K
[0,2]
I = K
[0,1]
I01
∪
K1I
K
[1,2]
I12
has restrictions (up to natural pullbacks)
K
[0,2]
I
∣∣
int(U
[0,1]
I01
)
= K
[0,1]
I01
∣∣
int(U
[0,1]
I01
)
, K
[0,2]
I
∣∣
int(U
[1,2]
I12
)
= K
[1,2]
I12
∣∣
int(U
[1,2]
I12
)
,
K
[0,2]
I
∣∣
(1−ε,1+ε)×U1I
= (1− ε, 1 + ε)×K1I .
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The cocycle condition for any tuple of coordinate changes can be checked separately for
these restrictions (which cover the entire domain of K
[0,2]
I ) and hence follows from the cor-
responding property of K[0,1], K[1,2], and K1. Thus we have constructed a weak topological
Kuranishi cobordism K[0,2] from K0 to K2.
Moreover, K[0,2] satisfies the cocycle condition if both constituent Kuranishi cobordisms
do. Indeed, the inclusion of domains (φ
[0,2]
IJ )
−1(U [0,2]JK ) ⊂ U [0,2]IK holds immediately if I ⊂ J ⊂
K all lie in the same subset IK[0,1] , IK1 , IK[1,2] of the index set. The only other cases are
I ∈ IK1 and K ∈ I[0,1) resp. K ∈ I(1,2] with the intermediate J in one or the other subset.
For w.l.o.g. K ∈ I[0,1) we have U [0,2]•K = U [0,1]•K and (φ[0,2]IJ )−1(U [0,2]JK ) = (φ[0,1]IJ )−1(U [0,1]JK ) since
even in case J ∈ IK1 the map φ[0,2]IJ takes U [0,2]IJ rU [1,2]IJ to U [0,2]J rU [1,2]J due to its product
form on the middle collar.
It remains to construct a filtration on K[0,2] whose boundary restrictions are given fil-
trations (E[0,1]IJ )I,J∈IK[0,1] and (E
[1,2]
IJ )I,J∈IK[1,2] . For a chart K
[0,2]
J with J ∈ IK[0,1) we define
E[0,2]IJ := E
[0,1]
IJ for all I ⊂ J . Note here that although J ∈ I[0,1), some of its subsets I
might lie in IK1 . However E[0,1]IJ is defined because I, J are both in the indexing set IK[0,1] .
Similarly, if J ∈ IK(1,2] we take E[0,2]IJ := E[1,2]IJ for all I ⊂ J . Finally, if J ∈ IK1 and I ⊂ J
we define E[0,2]IJ := E
[0,1]
I01J01
∪E1IJ E
[1,2]
I12J12
by concatenation. Note that this is well defined for
all I ⊂ J because J ∈ IK1 implies that I ∈ IK1 (since the footprint of I contains that of J).
That these sets satisfy the filtration properties (i) and (iii) in Definition 3.1.3 follow directly
from the corresponding statements for the atlases K[0,1],K1,K[1,2]. Conditions (ii) and (iv)
concern the compatiblity with coordinate changes. They are also immediate if they involve
indices I ⊂ J ⊂ K that all lie in the same subset IK[0,1] , IK1 , IK[1,2] of the index set. The
other cases in which we need to check property (ii),
(4.1.2) Φ̂
[0,2]
JK
(
(pr
[0,2]
J )
−1(U [0,2]JK ) ∩ E[0,2]IJ
)
= E[0,2]IK ∩ (pr[0,2]K )−1(imφ[0,2]JK ),
are as before I ∈ IK1 and K ∈ I[0,1) resp. K ∈ I(1,2]. Suppose w.l.o.g. K ∈ I[0,1). Then
I, J,K ∈ IK[0,1] , and we can identify (pr[0,2]J )−1(U [0,2]JK ) with the subset (pr[0,1]J )−1(U [0,1]JK ) ⊂
E[0,1]J on which Φ̂
[0,2]
JK = Φ̂
[0,1]
JK , so that (4.1.2) follows from the filtration property of K[0,1],
since we have E[0,2]IK = E
[0,1]
IK ⊂ E[0,1]K and E[0,1]K ∩ (pr[0,2]K )−1(imφ[0,2]JK ) = (pr[0,1]K )−1(imφ[0,1]JK ).
It remains to check the filtration property (iv) for I ( J with w.l.o.g. I ∈ IK1 and
J ∈ I[0,1). We have U [0,2]J ∼= U [0,1]J so that imφ[0,2]IJ ∼= imφ[0,1]IJ is an open subset of
(s
[0,1]
J )
−1(E[0,1]IJ ) by the filtration property of K[0,1]. To see that imφ[0,2]IJ is also an open
subset of (s
[0,2]
J )
−1(E[0,2]IJ ), observe that the latter is identified with (s
[0,1]
J )
−1(E[0,1]IJ ) ⊂ U [0,2]J
since E[0,2]IJ = E
[0,1]
IJ ⊂ E[0,1]J and (s[0,2]J )−1(E[0,1]J ) ⊂ pr[0,2]J (E[0,1]J ) = U [0,1]J . This shows transi-
tivity of the filtered (weak) cobordism relation and thus completes the proof. 
4.2. Construction of metric tame cobordisms.
The final task in this section is to construct tame concordances between different tame
shrinkings in order to establish the uniqueness claimed in Theorem 3.1.9. It will also be
useful to have suitable metrics on these concordances, since they are used in the construction
of perturbations. We therefore begin by discussing the notion of metric tame topological
Kuranishi cobordism. However, we prove in Proposition 4.2.3 that this is an equivalence
relation in which the particular choice of metric is to a large extent irrelevant. One difficulty
here is that we are dealing with an arbitrary distance function, not a length metric such as
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a Riemannian metric. Hence we must build in resp. prove various elementary results that
would be evident in the Riemannian case.
Definition 4.2.1. A metric tame topological Kuranishi cobordism on Y is a tame
topological Kuranishi cobordism K equipped with a metric d on |K| that satisfies the admis-
sibility conditions of Definition 3.1.7 and has a metric collar as follows:
There is ε > 0 such that for α = 0, 1 the collaring maps ια|K| : A
α
ε × |∂αK| → |K| of
Remark 4.1.11 are defined and pull back d to the product metric
(4.2.1) (ια|K|)
∗d
(
(t, x), (t′, x′)
)
= |t′ − t|+ dα(x, x′) on Aαε × |∂αK|,
where the metric dα on |∂αK| is given by pullback of the restriction of d to ∂α|K| = ια|K|
({α}×
|∂αK|), which we denote by
dα := d||∂αK| := ια|K|(α, ·)∗d.
In addition, we require for all y ∈ |K|rια|K|
(
Aαε × |∂αK|
)
(4.2.2) d
(
y, ια|K|(α+ t, x)
) ≥ ε− |t| ∀ (α+ t, x) ∈ Aαε × |∂αK|.
We call a metric on |K| admissible if it satisfies the conditions of Definition 3.1.7, ε-
collared if it satisfies (4.2.1) and (4.2.2), and collared if it is ε-collared for some ε > 0.
Condition (4.2.2) controls the distance between points ια|K|(α+t, x) in the collar and points
y outside of the collar. In particular, if δ < ε − |t|, then the δ-ball around ια|K|(α + t, x)
is contained in the ε-collar, while the δ-ball around y ∈ |K|rια|K|
(
Aαε × |∂αK|
)
does not
intersect the |t|-collar ια|K|
(
Aα|t| × |∂αK|
)
.
Example 4.2.2. (i) Any admissible metric d on |K| for a topological Kuranishi atlas K
induces an admissible collared metric dR + d on |[0, 1]×K| ∼= [0, 1]× |K|, given by(
dR + d
)(
(t, x), (t′, x′)
)
= |t′ − t|+ d(x, x′).
For short, we call dR + d a product metric.
(ii) Let d be an admissible collared metric on |K| for a topological Kuranishi cobordism K,
and let b be an upper bound of dα := d
∣∣
|∂αK| for α = 0, 1. Then we claim that for any κ > b
the truncated metric min(d, κ) given by (x, y) 7→ min(d(x, y), κ) is an admissible ε′-collared
metric for ε′ := min(ε, κ− b). Indeed, the metric min(d, κ) is admissible because it induces
the same topology on each UI as d. The product form on the collar is preserved since
(4.2.3) |t− t′| < κ− b =⇒ |t− t′|+ dα(x, x′) ≤ |t− t′|+ b < κ,
and (4.2.2) holds since for (α+ t, x) ∈ Aαε′ × |∂αK| we have
d
(
y, ια|K|(α+ t, x)
) ≥ {ε− |t| ≥ ε′ − |t| if y ∈ |K|rια|K|(Aαε × |∂αK|),|t′ − t| ≥ ε′ − |t| if y = ια|K|(α+ t′, x′) ∈ ια|K|((AαεrAαε′)× |∂αK|)
by (4.2.2) for d resp. the product form of the metric on the ε-collar, and moreover κ >
κ− b− t ≥ ε′ − t. Finally, the restrictions of this truncated metric are by κ > b
min(d, κ)
∣∣
|∂αK| = min(d
α, κ) = dα for α = 0, 1.
(iii) Let (K, d) be a metric tame topological Kuranishi cobordism on Y with collar width
ε > 0. Then for any 0 < δ < ε the δ-neighbourhood of the inclusion of Y ,
(4.2.4) Wδ := Bδ
(
ιK(Y )
)
=
{
y ∈ |K| ∣∣ ∃z ∈ ιK(Y ) : d(y, z) < ε},
is collared with collars of width ε− δ, that is
Wδ ∩ ια|K|
(
Aαε−δ × |∂αK|
)
= ια|K|
(
Aαε−δ ×Bδ(ι∂αK(∂αY )))
)
.
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This holds because (4.2.2) implies that Bδ
(
ιK
(
YrιαY (Aαε × ∂αY )
))
does not intersect the
collar ια|K|
(
Aαε−δ × ∂αK
)
, and on the other hand Bδ
(
ιK
(
ιαY (A
α
ε × ∂αY )
)) ∩ ια|K|(Aαε × |∂αK|)
has product form because the metric in the collar is a product metric. 3
The following result establishes the existence of collared metrics on Kuranishi cobor-
disms with given boundary restrictions. This is useful for proving invariance of homological
information in applications (when e.g. homotopies of almost complex structures give rise
to Kuranishi cobordisms) and is also used abstractly below in proving the uniqueness of
metrics in Theorem 3.1.9.
Proposition 4.2.3. Metric tame Kuranishi cobordism is an equivalence relation. Moreover,
admissible metrics on tame Kuranishi atlases are unique in the following sense:
(i) Given a tame topological Kuranishi atlas K and two admissible metrics d0, d1 on
|K|, there exists an admissible collared metric D on |[0, 1] × K| with restrictions
D||{α}×K| = dα at the boundaries ∂α|[0, 1]×K| = {α} × |K| ∼= |K| for α = 0, 1.
(ii) Suppose that K is a metrizable tame topological Kuranishi cobordism and dα are
admissible metrics on |∂αK| for α = 0, 1. Then there exists an admissible collared
metric D on |K| with D||∂αK| = dα for α = 0, 1.
The proof of this proposition will be based on the following techniques for interpo-
lating, collaring, and concatenating admissible metrics. Here, as in Remark 4.1.11 and
Lemma 4.1.16, we will consider product atlases A × K for various intervals A ⊂ R, that is
with domain category A × ObjBK . Their virtual neighbourhoods |A × K| are canonically
identified with A × |K| as topological spaces by Remark 4.1.11. We will write B × |K| for
the quotients |B ×K| ⊂ |A×K| for any B ⊂ A.
Lemma 4.2.4. Let K be a metrizable tame topological Kuranishi atlas and suppose that d
and d′ are admissible metrics on |K|, where d′ is bounded by 1. Then for any 0 < ε < 14
there is an admissible ε-collared metric D on |[0, 1]×K| that restricts to dR+d on [0, ε]×|K|
and to dR + d+ d
′ on [1− ε, 1]× |K|.
Proof. Choose a smooth nondecreasing function β : [0, 1] → [0, 1] such that β|[0,ε] = 0,
β|[1−ε,1] = 1, and the derivative is bounded by supβ′ < 2. (At this point we need to know
that (1 − ε) − ε > 12 , which holds by assumption ε < 14 .) For r ∈ [0, 1] we then obtain a
metric dr on |K| by
dr(x, x
′) := d(x, x′) + β(r)d′(x, x′)
and note that dr(x, x
′) ≤ ds(x, x′) whenever r ≤ s. Moreover, each dr is admissible on
|K| since their pullback to the charts are analogous sums, and the sum of two metrics that
induce the same topology also induces this topology. Now we claim that
D
(
(t, x), (t′, x′)
)
= dmin(t,t′)(x, x
′) + |t− t′|
provides the required metric D on |[0, 1] × K|. This is evidently symmetric and positive
definite, and by symmetry it suffices to check the following triangle inequality
(4.2.5) D
(
(t, x), (t′′, x′′)
) ≤ D((t, x), (t′, x′))+D((t′, x′), (t′′, x′′))
for t ≤ t′′. In the case t′ < t ≤ t′′ we use 0 ≤ β(t)− β(t′) ≤ 2(t− t′) and d′ ≤ 1 to obtain
D
(
(t, x), (t′, x′)
)
+D
(
(t′, x′), (t′′, x′′)
)
= d(x, x′) + d(x′, x′′) + β(t′)d′(x, x′) + β(t′)d′(x′, x′′) + |t− t′|+ |t′ − t′′|
≥ d(x, x′′) + β(t′)d′(x, x′′) + 2|t− t′|
≥ d(x, x′′) + β(t)d′(x, x′′) = D((t, x), (t′′, x′′)).
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In the other cases t ≤ t′ ≤ t′′ resp. t ≤ t′′ ≤ t′, we can use the monotonicity β(t′) ≥ β(t)
resp. β(t′′) ≥ β(t) to check (4.2.5). Therefore D is a metric. It is admissible because each dr
is admissible on |K| so that the pullback metric on each set [0, 1]× UI induces the product
topology. Finally it is ε-collared by construction. In particular, it satisfies (4.2.2) due to
the term |t− t′| in its formula. This finishes the proof. 
The next lemma first shows how to stretch a collar by a factor L, and then uses this as
a tool to patch together metrics on different halves of a cobordism, using the long neck to
establish the triangle inequality.
Lemma 4.2.5. (i) Let K be a tame topological Kuranishi cobordism with collar width
2ε, and equipped with an admissible metric d on |K|. Given a boundary component
α ∈ {0, 1} and a length parameter L ≥ 1, there exists an admissible metric D on
|K| which on |K|rια|K|(Aα2ε × |∂αK|) coincides with d and which is ε-collared with
stretching factor L near |∂αK| in the following sense: We have
D|ια|K|(Aαε×|∂αK|) = (ι
α
|K|)∗
(
dα + LdR
)
, where dα := d||∂αK|,
and require in addition that for all y ∈ |K|rια|K|
(
Aαε × |∂αK|
)
(4.2.6) d
(
y, ια|K|(α+ t, x)
) ≥ L(ε− |t|) ∀ (α+ t, x) ∈ Aαε × |∂αK|.
(ii) Let K[0,1],K[1,2] be two tame topological Kuranishi cobordisms with ∂1K[0,1] = ∂0K[1,2]
and collar width 2ε, and equipped with admissible 2ε-collared metrics d[0,1], d[1,2]
whose boundary restrictions agree d[0,1]||∂1K[0,1]| = d[1,2]||∂0K[1,2]|. Then for the
tame topological Kuranishi cobordism K obtained from composing K[0,1] and K[1,2]
as in Lemma 4.1.16 there exists an admissible 2ε-collared metric D on |K| with
D||∂0K| = d[0,1]||∂0K[0,1]| and D||∂1K| = d[1,2]||∂1K[1,2]|.
Proof. We give the proof of (i) in case α = 0; the construction for α = 1 is similar. We begin
by pushing forward the metric d on |K| by the bijection F : |K| ∼=7−→ |K|rι0|K|
(
A0ε × |∂0K|
)
given by F : ι0|K|(t, x) 7→ ι0|K|(ε+ 12 t, x) and the identity on the complement of the 2ε-collar.
The pushforward F∗d is admissible since F pulls back to homeomorphisms supported in the
collars of the boundaries ∂0UI ⊂ UI of domains in K. Now d0 is equal to the restriction
(F∗d)|ι0|K|({ε}×|∂0K|), pulled back via ι
0
|K|(ε, ·), and we extend F∗d to an admissible metric on
|K| by symmetric extension of
D
(
p, p′
)
:=

(F∗d)
(
p, p′
)
if p, p′ ∈ imF ;
(ι0|K|)∗(d
0 + LdR)(p, p
′) if p, p′ ∈ ι0|K|
(
[0, ε)× |∂0K|);
(F∗d)
(
p, ι0|K|(ε, x
′)
)
+ L|ε− t′| if p ∈ imF, p′ = ι0|K|(t′, x′), t′ ∈ [0, ε).
This evidently restricts to (ι0|K|)∗d
0 on ι0|K|
({0}× |∂0K|) as required, and restricts on the ε-
collar ι0|K|
(
[0, ε)×|∂0K|) to a product metric with stretching factor L. Moreover the collaring
requirement (4.2.6) holds due to the L|ε− t′| summand in the construction. Boundedness,
symmetry, and positive definiteness of D follow from that of d, and we will check the
triangle inequality below. For charts KI in the interior of K we have piK(UI) ⊂ imF ,
so that admissibility follows from admissibility of F∗d. This also implies compatibility of
the pullback metric (piK|UI )∗D with the topology on UI ∩ pi−1K (imF ) for charts KI with
boundary. To check compatibility of the metric on the collars ι0UI ([0, 2ε)× ∂0UI) ⊂ UI note
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that the collar pullback to A02ε × ∂0UI is the symmetric extension of
(ι0UI )
∗(piK|UI )∗D
(
(t, x), (t′, x′)
)
:=
 dI
(
(2(t− ε), x), (2(t′ − ε), x′)) if t, t′ ≥ ε;
d0(x, x′) + L|t− t′| if t, t′ < ε;
dI
(
2(t− ε), x), (0, x′))+ L|ε− t′| if t ≥ ε > t′.
This restricts to dI := (ι
0
UI
)∗(piK|UI )∗d on [ε, 2ε) × ∂0UI and to d0 + LdR on [0, ε] × ∂0UI ,
both of which are admissible (i.e. induce the product topology) by admissibility of d resp.
d0 = d||∂αK|. Moreover, balls around (ε, x) ∈ {ε}×∂0UI are unions of balls in [ε, 2ε)×∂0UI
and in [0, ε]× ∂0UI , so that the metric topology on [0, 2ε)× ∂0UI is the quotient topology
obtained from the product topologies on the disjoint union [0, ε] × ∂0UI unionsq [ε, 2ε) × ∂0UI
by identifying the two copies of {ε}× ∂0UI . Since this coincides with the product topology
on [0, 2ε)× ∂0UI , it shows that D|im ι0|K| is admissible. The analogous argument applies to
D|im ι1|K| , and together with admissibility of D|imF shows that the metric D is admissible.
Finally, we need to check the triangle inequality D(p, p′) + D(p′, p′′) ≥ D(p, p′′) when
p, p′, p′′ do not all lie in the same components of |K| = ι0|K|
(
A0ε×|∂0K|
)unionsqimF . By symmetry
under exchange of p, p′′ it suffices to go through the following cases, in which we use the tri-
angle inequalities for d, d0, dR and the fact that e.g. d
(
y, ι0|K|(0, x
′)
)
= (F∗d)
(
F (y), ι0|K|(ε, x
′)
)
.
• For p = F (y), p′′ = F (y′′) ∈ imF and p′ ∈ ι0|K|
(
A0ε × |∂0K|
)
we have
D
(
F (y), ι0|K|(t
′, x′)
)
+D
(
ι0|K|(t
′, x′), F (y′′)
)
= d
(
y, ι0|K|(0, x
′)
)
+ L|ε− t′|+ d(ι0|K|(0, x′), y′′)+ L|ε− t′| ≥ d(y, y′′) = D(F (y), F (py′)).
• For p, p′ ∈ imF and p′′ ∈ ι0|K|
(
A0ε × |∂0K|
)
we have
D
(
F (y), F (y′)
)
+D
(
F (y′), ι0|K|(t
′′, x′′)
)
= d
(
y, y′
)
+ d
(
y′, ι0|K|(0, x
′′)
)
+ L|ε− t′′|
≥ (y, ι0|K|(0, x′′))+ L|ε− t′′| = D(F (y), ι0|K|(t′′, x′′)).
• For p ∈ imF and p′, p′′ ∈ ι0|K|
(
A0ε × |∂0K|
)
we have
D
(
F (y), ι0|K|(t
′, x′)
)
+D
(
ι0|K|(t
′, x′), ι0|K|(t
′′, x′′)
)
= d
(
y, ι0|K|(0, x
′)
)
+ L|ε− t′|+ d0(x′, x′′) + L|t′′ − t′|
≥ d(y, ι0|K|(0, x′′))+ L|ε− t′′| = D(F (y), ι0|K|(t′′, x′′)).
• For p′ ∈ imF and p, p′′ ∈ ι0|K|
(
A0ε × |∂0K|
)
we have
D
(
ι0|K|(t, x), F (y
′)
)
+D
(
F (y′), ι0|K|(t
′′, x′′)
)
= d
(
ι0|K|(0, x), y
′)+ L|ε− t|+ d(y′, ι0|K|(0, x′′))+ L|ε− t′′|
≥ d(ι0|K|(0, x), ι0|K|(0, x′′))+ L|t′′ − t′| = D(ι0|K|(t, x), ι0|K|(t′′, x′′)).
This proves the triangle inequality and thus finishes the proof of (i).
To prove (ii), let us denote K1 := ∂1K[0,1] = ∂0K[1,2] and d1 := d[0,1]||∂1K[0,1]|∼=|K1| =
d[1,2]||∂0K[1,2]|∼=|K1|, and let B ≥ 1 be a common upper bound of d[0,1], d[1,2]. Then in a
first step we replace the metric d[0,1] by the metric D[0,1] on |K[0,1]| constructed in (i)
with L := ε−1B and α = 1, which restricts to d[0,1] outside of ι1|K[0,1]|(A
1
2ε × |K1|) and
to (ι1|K[0,1]|)∗
(
d1 + LdR
)
on ι1|K[0,1]|(A
1
ε × |K1|). Similarly, (i) provides a metric D[1,2] on
|K[1,2]| which restricts to d[1,2] outside of ι0|K[1,2]|(A02ε × |K1|) and to (ι0|K[1,2]|)∗
(
d1 + LdR
)
on ι0|K[1,2]|(A
0
ε × |K1|). Now the virtual neighbourhood induced by the composed Kuranishi
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cobordism K is |K| = |K[0,1]| ∪|K1| |K[1,2]|, where we identify ι1|K[0,1]|({1} × |K1|) ∼= |K1| ∼=
ι0|K[1,2]|({0} × |K1|). It can also be decomposed as
|K| = C [0,1] ∪
ι1({1−ε}×|K1|)∼={−ε}×|K1|
[−ε, ε]× |K1| ∪
ι0({ε}×|K1|)∼={ε}×|K1|
C [1,2]
into pieces CA = |KA|rια|KA|(Aαε × |K1|) for A = [0, 1], α = 1, resp. for A = [1, 2], α = 0,
and a cylindrical piece
[−ε, ε]× |K1| ∼= ι1|K[0,1]|(A1ε × |K1|) ∪|K1| ι
0
|K[1,2]|(A
0
ε × |K1|) ⊂ |K|,
obtained by identifying A1ε ∪
0∼1
A0ε
∼= [−ε, ε]. We claim that the required metric on |K| can be
obtained by gluing the metrics DA on CA via a long neck metric d1 +LdR on [−ε, ε]×|K1|,
that is by symmetric extension of
D(p, p′) :=

min
(
DA(p, p′) , B
)
if p, p′ ∈ |KA|;
min
(
d1(x, x′) + L|1− t|+ L|t′| , B ) if p = ι1|K[0,1]|(t, x), t ∈ (1− ε, 1],
p′ = ι0|K[1,2]|(t
′, x′), t′ ∈ [0, ε);
B otherwise.
Indeed, D is well defined since DA for A = [0, 1] resp. A = [1, 2] pulls back via the respective
collar embedding to d1 +LdR on
(
[1−ε, 1+ε]∩A)×|K1|. It is constructed to be symmetric,
positive definite, and bounded by B, and is 2ε-collared with the required restrictions since
D restricts to dA on |KA|rια|KA|(Aα2ε×|K1|) ⊂ CA, where α = 1 for A = [0, 1] and α = 0 for
A = [1, 2]. Further, D is admissible because each DA is admissible, and as in (i) the pullback
of D induces the product topology on each concatenation of collars (1 − ε, 1] × ∂1U [0,1]
I01
∪∼
[0, ε)× ∂0U [1,2]
I12
∼= (−ε, ε)× U1I via ι1U [0,1]
I01
(1, x) ∼ ι0
U
[1,2]
I12
(0, x) ∼ x ∈ U1I in Lemma 4.1.16.
Finally, to see that D satisfies the triangle inequality D(p, p′) + D(p′, p′′) ≥ D(p, p′′),
note that D is bounded by B and already restricts to metrics min(DA, B) on the subsets
|KA| ⊂ |K| as well as to min(d1 + LdR, B) on the middle neck [−ε, ε]× |K1|. So it remains
to check triples with D(p, p′) + D(p′, p′′) < B that lie in different parts of |K|. Up to
symmetries (switching p, p′′ or switching [0, 1] for [1, 2]), the only remaining case is p ∈ C [0,1],
p′ = ι1|K[0,1]|(t
′, x′) with t′ ∈ (1− ε, 1], and p′′ = ι0|K[1,2]|(t′′, x′′) with t′′ ∈ [0, ε), when
D
(
p, ι1|K[0,1]|(t
′, x′)
)
+D
(
ι1|K[0,1]|(t
′, x′), ι0|K[1,2]|(t
′′, x′′)
)
= min
(
D[0,1]
(
p, ι1|K[0,1]|(t
′, x′)
)
, B
)
+ min
(
d1(x′, x′′) + L|1− t′|+ L|t′′| , B )
≥ min((F∗d[0,1])(p, ι1|K[0,1]|(1− ε, x′))+ L|1− ε− t′|+ d1(x′, x′′) + L|1− t′|+ L|t′′| , B )
≥ min(L|1− ε− t′|+ L|1− t′| , B ) ≥ min(Lε , B ) = B = D(p, ι0|K[1,2]|(t′′, x′′)).
This proves the triangle inequality, so D is a metric, which finishes the proof of (ii). 
Proof of Proposition 4.2.3. To show that metric tame cobordism is an equivalence relation,
we have to extend the constructions in the proof of Lemma 4.1.16 by constructions of
admissible metrics, and check the tameness identities (3.1.4), (3.1.5) for the given filtrations.
For reflexivity one can use the product metric of Example 4.2.2 (i), and tameness transfers
automatically to the product atlas. The reflection, reparametrization, and relabeling in
the proof of symmetry in Lemma 4.1.16 does not affect the metric or tameness properties.
For transitivity note that the concatenation construction in the proof of Lemma 4.1.16
transfers the tameness properties of the constituent atlases directly to the concatenated
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atlas. Moreover, concatenation of metrics is provided by Lemma 4.2.5 (ii). This proves the
first statement.
Although the uniqueness statement (i) is a special case of (ii) for the trivial Kuranishi
cobordism [0, 1] × K, we need to prove it first, so we can use it in the proof of (ii). So let
two admissible metrics d0, d1 on |K| be given, and let c ≥ 1 be a common upper bound for
d0 and d1. By Lemma 4.2.4 there is an admissible 16 -collared metric d
[0,1] on [0, 1]×|K| with
boundary restrictions dR+
1
cd
0 on {0}×|K| and dR+ 1c (d0 +d1) on {1}×|K|. Similarly, there
is an admissible 16 -collared metric d
[1,2] on [1, 2]× |K| with boundary restrictions 1c (d0 + d1)
on {1} × |K| and 1cd1 on {2} × |K|. These satisfy the assumptions of Lemma 4.2.5 (ii), so
that we obtain an admissible 16 -collared metric D
′ on [0, 2]×|K| with boundary restrictions
1
cd
0 on {0} × |K| and 1cd1 on {2} × |K|. Now define D on [0, 1] × |K| to be the pullback
of cD′ by a rescaling map (t, x) 7→ (β(t), x), where β : [0, 1]→ [0, 2] is a monotone smooth
function such that β(t) = tc for 0 ≤ t ≤ 16 and β(t) = 2 − 1−tc for 56 ≤ t ≤ 1. Then D
restricts to dR+d
0 on [0, 16 ]×|K| and to dR+d1 on [56 , 1]×|K| and also satisfies (4.2.2) with
ε = 16 since for 0 ≤ t < 16 ≤ s (and similarly for s ≤ 56 < t < 1) we either have β(s) ≥ 16 ,
which by (4.2.2) for D′ implies
D
(
(s, y), (t, x)
)
= c ·D′((β(s), y), ( tc , x)) ≥ c(16 − tc) = c6 − t ≥ 16 − t,
or we have 16 > β(s) ≥ β(16) = 16c so that the collar form of D′ implies
D
(
(s, y), (t, x)
)
= c D′
(
(β(s), y), ( tc , x)
) ≥ c(β(s)− tc) ≥ c 16c − t = 16 − t.
Moreover, this rescaling does not affect the admissibility. Hence it provides the required
metric tame concordance ([0, 1]×K, D) from (K, d0) to (K, d1), which proves (i).
Now in (ii) we consider a general tame topological Kuranishi cobordism K and may
assume that it is equipped with an admissible metric on |K|. Let 4ε > 0 be the collar
width of K, then we can use Lemma 4.2.5 (i) with L = 1 to obtain a 2ε-collared admissible
metric d on |K|. Next, we may view K as the result of concatenating the product Kuranishi
atlases [0, ε]× ∂0K, [1− ε, 1]× ∂1K with the Kuranishi cobordism K′ that is obtained from
K by removing an ε-collar ιαUI (Aαε × ∂αUI) from each domain UI . This K′ still has collar
width 3ε and canonically identified boundaries ∂αK′ ∼= ∂αK, and the metric d restricts
to an admissible ε-collared metric d′ on |K′| = |K|r(ι0|K|([0, ε) × |∂0K|) ∪ ι1|K|((1 − ε, 1] ×
|∂1K|)). Now we apply the construction of (i) to the above product Kuranishi atlases to
obtain metrics D0 and D1 on [0, ε] × |∂0K| resp. [1 − ε, 1] × |∂1K| with D0|{0}×|∂0K| = d0,
D0|{ε}×|∂0K| = d′||∂0K′|, D1|{1−ε}×|∂1K| = d′||∂1K′|, D1|{1}×|∂1K| = d1. These satisfy the
assumptions of Lemma 4.2.5 (ii), so that by two consecutive concatenations we obtain an
admissible collared metric D on
|K| = [0, ε]× |∂0K| ∪
{ε}×|∂0K|∼=|∂0K′|
|K′| ∪
{1−ε}×|∂1K|∼=|∂1K′|
[1− ε, 1]× |∂1K|
with the required boundary restrictions D||∂0K|∼={0}×|∂0K| = d0, D||∂1K|∼={1}×|∂1K| = d1. This
finishes the proof. 
We are now in a position to prove the uniqueness part of Theorem 3.1.9, namely that dif-
ferent tame shrinkings of the same filtered weak topological Kuranishi atlas are concordant.
This is a crucial ingredient in establishing that the virtual fundamental class associated
to a given Kuranishi atlas is well defined. In fact, in practice one only associates a well
defined concordance class of additive weak Kuranishi atlases to a given moduli space, which
requires the full generality of the next result for concordances together with the uniqueness
of metrics from Proposition 4.2.3 (i). Moreover, different geometric choices (e.g. of the
almost complex structure in Gromov–Witten moduli spaces) yield more general Kuranishi
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cobordisms as in Example 4.1.3, not just concordances, so that uniqueness of the resulting
(e.g. Gromov–Witten) invariants requires the full generality of the following result. For the
proof, we must revisit the construction of shrinkings in the proof of Proposition 3.3.5 and
will construct the following notions of cobordism shrinkings.
Definition 4.2.6. A tame shrinking of a weak topological Kuranishi cobordism K is a
tame topological Kuranishi cobordism K′ that is a shrinking of K in the sense of Defini-
tion 3.3.2. That is, K′ is a restriction of K to a suitable choice of collared subsets U ′I < UI
of the Kuranishi domains. Moreover, a tame shrinking K′′ of K is preshrunk if K′′ is also
a shrinking of an intermediate tame shrinking K′ of K.
Theorem 4.2.7. Let K be a filtered weak topological Kuranishi cobordism on a compact
collared cobordism (Y, ι0Y , ι
1
Y ), let K0sh,K1sh be preshrunk tame shrinkings of ∂0K and ∂1K,
and let admissible metrics dα on |Kαsh| be given (which exist by Proposition 3.3.8). Then
there is a preshrunk tame shrinking of K and an admissible collared metric d on |K| that
provide a metric tame topological Kuranishi cobordism K˜ on (Y, ι0Y , ι1Y ) with ∂αK˜ = Kαsh
and d||∂αK˜| = dα.
Remark 4.2.8. In the case of shrinkings K0,K1 of a fixed topological Kuranishi atlas K
there is an easier construction of a concordance in one special case: If the shrinkings of the
footprint covers (FαI ) are compatible in the sense that their intersection (F
0
I ∩F 1I ) is also a
shrinking (i.e. covers X and has the same index set of nonempty intersections of footprints),
then by Remark 3.3.4 the intersection of domains U0IJ ∩U1IJ defines another shrinking of K.
Thus one obtains a shrinking of the product concordance [0, 1]×K by
U
[0,1]
IJ :=
(
[0, 13)× U0IJ
)
∪
(
[13 ,
2
3 ]×
(
U0IJ ∩ U1IJ
)) ∪ ((23 , 1]× U1IJ).
Further it is straightforward to check that if K is filtered, and if the shrinkings K0,K1 are
tame, then the above shrinking is also tame. (Here, we use the canonical filtration that is
induced from the product filtration of [0, 1]×K as in Lemma 3.3.3.)
Proof of Theorem 4.2.7. As in the proof of Proposition 3.3.8 we first construct a tame
shrinking between any pair of tame shrinkings K0,K1 of ∂0K and ∂1K. We will use this
first to obtain a tame shrinking K′ of K with ∂αK′ = Kα (where by assumption we have
chosen tame shrinkings Kα of ∂αK for α = 0, 1 so that Kαsh is a shrinking of Kα), and
second to obtain a tame shrinking Ksh of K′ with ∂αKsh = Kαsh. The latter topological
Kuranishi cobordism Ksh supports an admissible metric dsh by the same argument as in
Proposition 3.3.8. We may arrange that the metric is collared with the given restrictions dα
to the boundary atlases by Proposition 4.2.3 (ii). So it remains to show how to construct a
tame shrinking of K with given boundary shrinkings.
We write the index set as the union IK = I0 ∪ I(0,1) ∪ I1 of Iα := I∂αK ⊂ IK and
I(0,1) := IKr(I0 ∪ I1). Since the footprint of a chart K might intersect both ∂0Y and ∂1Y
the sets I0 and I1 may not be disjoint, though they are both disjoint from I(0,1), which
indexes the charts with precompact footprint in Yr(∂0Y unionsq∂1Y ). We will denote the charts
of the Kuranishi cobordism K by KI = (UI , . . .), while KαI = (UαI , . . .) = ∂αKI |UαI denotes
the charts of the shrinking Kα of ∂αK with domains UαIJ ⊂ ∂αUIJ . Recall moreover that
by definition of a shrinking the index sets IKα = I∂αK = Iα coincide. We suppose that the
charts and coordinate changes of K have uniform collar width 5ε > 0 as in Remark 4.1.10.
Then the footprints have induced 5ε-collars
FI ∩
(
ιαY (A
α
5ε × ∂αY )
)
= ιαY (A
α
5ε × ∂αFI)
with ∂αFI = FI ∩ ∂αY as in Definition 4.1.1. It will be convenient to denote for any
0 < δ ≤ 5ε the complement in Y of the δ-collar of the boundary by the following shorthand,
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which denotes by ιδ the indicated restriction of the collar embeddings for Y :
Yrim ιδ := Yr
⊔
α=0,1 ι
α
Y (A
α
δ × ∂αY ).
By construction of the shrinkings Kα of ∂αK, we have precompact inclusions FαI < ∂αFI .
Now one can form a 3ε-collared shrinking (F ′i < Fi)i=1,...,N of the cover of Y by the footprints
of the basic charts by first choosing an arbitrary shrinking (F ′′i ) as in Definition 3.3.1, and
then adding 3ε-collars to the boundary charts. Namely, for i ∈ I0 ∪ I1 we define
F ′i :=
(
F ′′i ∪
(
ιαY (A
α
4ε × Fαi )
))
r ιαY
(
Aα3ε × (∂αYrFαi )
)
.
By construction, these sets still cover im ι4ε = unionsqαιαY (Aα4ε × ∂αY ), and so, because the sets
F ′i := F
′′
i for i ∈ I(0,1) cover Yrim ι3ε, their union covers all of Y . Moreover, each F ′i is open
with 3ε-collar F ′i ∩ ιαY
(
Aα3ε × ∂αY
)
= ιαY (A
α
3ε × Fαi ) and has compact closure in Fi because
F ′′i does by construction and A
α
4ε × Fαi < Aα5ε × ∂αFi ⊂ Fi. Next, the induced footprints
F ′I =
⋂
i∈I F
′
i also have 3ε-collars, and FI 6= ∅ implies F ′I 6= ∅ since either FI ∩ im ι5ε 6= ∅ so
that ∅ 6= ιαY (Aα4ε × FαI ) ⊂ F ′I , or FI ⊂ Yrim ι5ε so that ∅ 6= F ′′I ⊂ F ′I . Hence (F ′i )i=1,...,N is
a shrinking of the footprint cover with 3ε-collars.
We now carry through the proof of Proposition 3.3.5, in the k-th step choosing domains
U
(k)
IJ ⊂ U (k−1)IJ ⊂ UIJ for I, J ∈ IK[0,1] satisfying the conditions (i′), (ii′),(iii′) as well as the
following collar requirement which ensures that the resulting shrinking of K is a topological
Kuranishi cobordism between the given tame atlases K0 and K1:
(4.2.7) (ιαI )
−1(U (k)IJ ) = Aαε × UαIJ ∀ α ∈ {0, 1}, I ⊂ J ∈ Iα.
For k = 0 we first must choose precompact sets U
(0)
I < UI satisfying the zero set condition
(3.3.2), namely U
(0)
I ∩ s−1I (0I) = ψ−1I (F ′I). For that purpose we apply Lemma 2.1.4 to
F ′I ∩
(
Yrim ι2ε
)
< ψI
(
s−1I (0I)r
⊔
α ι
α
I (∂
αUI ×Aαε )
)
to find U ′I < UI r
⊔
αι
α
I (A
α
ε × ∂αUI) with
U ′I ∩ s−1I (0I) = ψ−1I
(
F ′I ∩
(
Yrim ι2εY
))
.
Then we add the image under ιαI of the precompact subsets A
α
3ε × UαI < Aα4ε × ∂αUI ⊂ UI ,
which have footprint
ιαY (A
α
3ε × FαI ) = F ′I ∩ ιαY (Aα3ε × ∂αY ),
to obtain the required domains
U
(0)
I := U
′
I ∪
⊔
α=0,1ι
α
I (A
α
3ε × UαI ) < UI
with boundary ∂αU
(0)
I = U
α
I and collar width ε. Next, the domains U
(0)
IJ for I ( J are
determined by (3.3.3) and satisfy (4.2.7) since both UIJ and U
(0)
I , U
(0)
J have ε-collars, and
φIJ has product form on the collar. For I ∈ I(0,1) these constructions also apply, and
reproduce the construction without boundary, if we denote im ιαI := ∅ and recall that the
footprints are contained in Yrim ι2ε. In the following we will use the same conventions and
hence need not mention I(0,1) separately.
Now in each iterative step for k ≥ 1 there are two adjustments of the domains. First,
in Step A the domains U
(k)
IK ⊂ WK′ for |I| = k are chosen using Lemma 3.3.6, where WK′
is given by (3.3.6). In order to give these sets ε-collars, we denote the sets provided by
Lemma 3.3.6 by V
(k)
IK ⊂WK′ and define
(4.2.8) U
(k)
IK := V
(k)
IK ∪ U0,1,εIK with U0,1,εIK := ι0I
(
A0ε × U0IK) ∪ ι1I
(
A1ε × U1IK).
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This set is open and satisfies (4.2.7) because V
(k)
IK is a subset of U
(k−1)
IK , which by induction
hypothesis has the required ε-collar. We now show that (4.2.8) satisfies the requirements
of Step A.
(i′) holds since U (k−1)IJ ∩
(
sI
)−1
(EHI) ⊂ V (k)IJ ⊂ U (k)IJ , where the first inclusion holds by
construction of V
(k)
IJ .
(ii′) holds since V (k)IJ ∩ V (k)IK = V (k)I(J∪K) by construction and U0,1,εIJ ∩ U0,1,εIK = U0,1,εI(J∪K) by
the tameness of the collars, so
U
(k)
IJ ∩ U (k)IK =
(
V
(k)
IJ ∩ V (k)IK
) ∪ (U0,1,εIJ ∩ V (k)IK ) ∪ (V (k)IJ ∩ U0,1,εIK ) ∪ (U0,1,εIJ ∩ U0,1,εIK )
= V
(k)
I(J∪K) ∪ U0,1,εI(J∪K) = U
(k)
I(J∪K).
Here the two mixed intersections are subsets of the collar U0,1,εIJ ∩U0,1,εIK by V (k)I• ⊂ U (k−1)I• .
(iii′′) holds since V (k)IK ⊂ (φIJ)−1(V (k−1)JK ) by construction and U0,1,εIK ⊂ (φ[0,1]IJ )−1(U0,1,εJK )
by the tameness of the shrinkings U0• , U1• .
This completes Step A. In Step B the domains U
(k)
JK for |J | > k are constructed by (3.3.7),
namely
U
(k)
JK := U
(k−1)
JK r
⋃
I⊂J,|I|=k
(
s−1J (EIJ)rφIJ(U
(k)
IJ )
)
.
We must check that this removes no points in the collars, i.e.
ιαJ (A
α
ε × UαJK) ∩ s−1J (EIJ) ⊂ φIJ(U (k)IJ ).
But in this collar sJ and φIJ have product form induced from the corresponding maps
in the atlases Kα, where tameness implies UαJK ∩ (sαJ )−1(EIJ) = φαIJ(UαIJ). Since the U (k)IJ
already have ε-collars by construction, this guarantees the above inclusion. Thus, with these
modifications, the k-th step in the proof of Proposition 3.3.5 carries through. After a finite
number of iterations, we find a tame shrinking K′ of K with given restrictions ∂αK = Kα
for α = 0, 1. This completes the proof. 
5. Reductions and perturbations
The next step in the construction of a virtual moduli cycle is to show that the canon-
ical section sK has suitable transverse perturbations. The discussion at the beginning of
Section 5.1 shows that one cannot expect to be able to define suitable perturbations as
functors BK → EK since the category BK has too many morphisms. In this section we
explain the construction and properties of a suitable subcategory of BK whose coordinate
changes are governed by the natural partial order I ⊂ J on the indexing set IK of the charts
in the atlas. This subcategory is called a reduction; it is the closest we come to the notion
from [FO, FOOO] of a “good coordinate system”. While transverse perturbations can only
be constructed in a smooth context, e.g. [MW2], we introduce the notion of a precompact
perturbation of the reduced section and its perturbed zero set in Definition 5.2.1. The main
results of this section are Theorem 5.1.6, which establishes the existence and uniqueness of
reductions, and Theorem 5.2.2, which establishes compactness of the perturbed zero set.
5.1. Definitions and properties.
Suppose that K is a smooth and tame atlas. The cover of X by the footprints (FI)I∈IK
of all the Kuranishi charts (both the basic charts and those that are part of the transitional
data) is closed under intersection. This makes it easy to express compatibility of the charts,
since the overlap of footprints of any two charts KI and KJ is covered by another chart
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KI∪J . However, this yields so many compatibility conditions that a construction of nonzero
compatible perturbations in the Kuranishi charts may not be possible. For example, suppose
that I ∩ J = ∅ but K := I ∪ J ∈ IK. Then for the perturbations νI : UI → EI and
νJ : UJ → EJ to be compatible they must induce the same perturbation over the intersection
imφIK ∩ imφJK ⊃ ψ−1K (FK). In particular, when working with an additive atlas – i.e.
the smooth version of a filtered atlas, in which EIJ = im Φ̂IJ – we must have for all
x ∈ imφIK ∩ imφJK
EIK 3 Φ̂IK ◦ νI(φ−1IK(x)) = νK(x) = Φ̂JK ◦ νJ(φ−1JK(x)) ∈ EJK .
But the filtration conditions imply that EIK ∩EJK = E∅K = im 0K , so that νK must vanish
at such points. In particular this means that s−1K (0) is contained in any perturbed zero set
(sK + νK)
−1(0), so that compatible perturbations of all sI : UI → EI generally cannot
achieve transversality.
We will avoid these difficulties, and also make a step towards compactness, by reducing
the domains of the Kuranishi charts to precompact subsets VI < UI such that all compat-
ibility conditions between KI |VI and KJ |VJ are given by direct coordinate changes Φ̂IJ or
Φ̂JI . The left diagram in Figure 5.1.1 illustrates a typical family of sets VI for I ⊂ {1, 2, 3}
with the appropriate intersection properties. As we explain in Remark 5.1.1 this reduction
process is analogous to replacing the star cover of a simplicial set by the star cover of its
first barycentric subdivision. This method was introduced in the current context by [LiuT].
13V
23V
123V
12V
3V 1V
2V
123
12
13
2
23
13
Figure 5.1.1. The right diagram shows the first barycentric subdivision of
the triangle with vertices 1, 2, 3. It has three new vertices labelled ij at the
barycenters of the three edges and one vertex labelled 123 at the barycenter
of the triangle. The left is a schematic picture of a reduction of the cover as
in Lemma 5.3.1. The black sets are examples of multiple intersections of the
new cover, which correspond to the simplices in the barycentric subdivision.
E.g. V2∩V23∩V123 corresponds to the triangle with vertices 2, 23, 123, whereas
V1 ∩ V123 corresponds to the edge between 1 and 123.
Remark 5.1.1. In algebraic topology it is often useful to consider the nerve N := N (U) of
an open cover U := (Fi)i=1,...,N of a space X, namely the simplicial complex with one vertex
for each open subset Fi and a k-simplex for each nonempty intersection of k + 1 subsets.
7
7 A simplicial complex is defined in [H, §2.1] as a finite set of vertices (or 0-simplices) V and a subset of
the power set I ⊂ 2V , whose (k + 1)-element sets are called k-simplices for k ≥ 0. The only requirements
are that any subset τ ( σ of a simplex σ ∈ I is also a simplex τ ∈ I, and that each simplex is linearly
ordered, compatible with a partial order on V . In our case the ordering is provided by the linear order on
V = {1, . . . , N}. Then the j-th face of a k-simplex σ := {i0, . . . , ik}, where i0 < · · · < ik, is given by the
subset of σ obtained by omitting its j-th vertex ij . This provides the order in which faces are identified
when constructing the realization of the simplicial complex.
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We denote its set of simplices by
IU :=
{
I ⊂ {1, . . . , N} ∣∣ ∩i∈I Fi 6= ∅}.
This combinatorial object is often identified with its realization, the topological space
|N | :=
∐
I∈IU{I} ×∆|I|−1
/
∼
where ∼ is the equivalence relation under which the |I| codimension 1 faces of the simplex
{I} × ∆|I|−1 are identified with {Ir{i}} × ∆|I|−2 for i ∈ I. The realization |N | has a
natural open cover by the stars St(v) of its vertices v, where St(v) is the union of all (open)
simplices whose closures contain v. Notice that the nerve of the star cover of |N | can be
identified with N .
Next, let N1 := N1(U) be the first barycentric subdivision of N . That is, N1 is a
simplicial complex with one vertex vI at the barycenter of each simplex I ∈ IU and a k
simplex for each chain I0 ( I1 ( . . . ( Ik of simplices I0, . . . , Ik ∈ IU . This linear order
on each simplex is induced from the partial order on the set of vertices IU given by the
inclusion relation for subsets of {1, . . . , N}. Further, the star St(vI) of the vertex vI in N1
is the union of all simplices given by chains that contain I as one of its elements. Hence two
stars St(vI), St(vJ) have nonempty intersection if and only if I ⊂ J or J ⊂ I, because this
is a necessary and sufficient condition for there to be a chain containing both I and J . For
example in the right hand diagram in Figure 5.1.1 the stars of the vertices v12 and v13 are
disjoint, as are the stars of v1 and v2. As before the nerve of the star cover of |N1| can be
identified with N1 itself. In particular, each nonempty intersection of sets in the star cover
of |N1| corresponds to a simplex in |N1|, namely to a chain I0 ⊂ . . . ⊂ Ik in the poset IU .
Therefore the indexing set for this cover is the set C of chains in IU ; cf. [H, p.119ff].
Now suppose that U = (Fi)i=1,...,N is the footprint cover of X by the basic charts of a
tame Kuranishi atlas. Then IU = IK is the index set of the Kuranishi atlas. Hence K
consists of one basic chart for each vertex of the nerve N (U) and one transition chart KI
for each simplex in N (U). We are aiming to construct from the original cover (Fi) a reduced
cover (ZI)I∈IU whose pattern of intersections mimics that of the star cover of |N1(U)|. In
particular, we will require ZI∩ZJ = ∅ unless I ⊂ J or J ⊂ I. Next, we will aim to construct
corresponding subsets VI ⊂ UI with VI∩s−1I (0I) = ψ−1I (ZI) and piK(VI)∩piK(VJ) = ∅ unless
I ⊂ J or J ⊂ I. We proved in [MW1] that such a reduction gives rise to a Kuranishi atlas
KV that has one basic chart for each vertex in N1(U), i.e. for each element in IK, and one
transition chart for each simplex in N1(U), i.e. for each chain C of elements in the poset
IK. However, because such a Kuranishi atlas contains extra structure with no real purpose
for us, we work below with the full subcategory of BK with objects V. 3
We will prove the existence of the following type of reduction in Theorem 5.1.6 below.
As always, we denote the closure of a set Z ⊂ X by Z and write V < U to mean that
the inclusion V ↪→ U is precompact, i.e. the closure V ⊂ U is compact. The notions of
reductions make sense for general Kuranishi atlases and cobordisms, but we will throughout
assume tameness since that is the context in which perturbations will be constructed.
Definition 5.1.2. Let K be a tame topological Kuranishi atlas. A reduction of K is an
open subset V = ⊔I∈IK VI ⊂ ObjBK i.e. a tuple of (possibly empty) open subsets VI ⊂ UI ,
satisfying the following conditions:
(i) VI < UI is precompact for all I ∈ IK, and if VI 6= ∅ then VI ∩ s−1I (0I) 6= ∅;
(ii) if piK(VI) ∩ piK(VJ) 6= ∅ then I ⊂ J or J ⊂ I;
(iii) the zero set ιK(X) = |sK|−1(|0K|) is contained in piK(V) =
⋃
I∈IK piK(VI).
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Given a reduction V, we define the reduced domain category BK|V and the reduced ob-
struction category EK|V to be the full subcategories of BK and EK with objects
⊔
I∈IK VI
resp.
⊔
I∈IK EI |VI and denote by sK|V : BK|V → EK|V the section given by restriction of sK.
In some ways, which we will further explore in Section 5.2, the closest we come in this
paper to constructing a “good cover” in the sense of [FO, J1] is the subcategory BK|V of
the category BK. Though it is not a Kuranishi atlas, Lemma 5.2.3 below shows that its
realization |BK|V | injects into |K| with image |V| = piK(V), and we proved in [MW1] that
there is a well defined Kuranishi atlas KV with virtual neighbourhood |KV | ∼= |BK|V |.
Uniqueness of the virtual fundamental class requires a relative notion of reduction.
Definition 5.1.3. Let K be a tame topological Kuranishi cobordism. Then a cobordism
reduction of K is an open subset V = ⊔I∈IK VI ⊂ ObjBK that satisfies the conditions of
Definition 5.1.2 and is collared in the following sense:
(iv) For each α ∈ {0, 1} and I ∈ I∂αK ⊂ IK there exists ε > 0 and a subset ∂αVI ⊂ ∂αUI
such that ∂αVI 6= ∅ iff VI ∩ ψ−1I
(
∂αFI
) 6= ∅, and
(ιαI )
−1(VI) ∩ (Aαε × ∂αUI) = Aαε × ∂αVI .
We call ∂αV := ⊔I∈I∂0K ∂αVI ⊂ ObjB∂αK the restriction of V to ∂αK.
Remark 5.1.4. The restrictions ∂αV of a cobordism reduction V of a topological Kuranishi
cobordism K are reductions of the restricted topological Kuranishi atlases ∂αK for α = 0, 1.
In particular condition (i) holds because part (iv) of Definition 5.1.3 implies that if ∂αVI 6= ∅
then ∂αVI ∩ψ−1I
(
∂αFI
) 6= ∅. This is the reason for making a stronger collaring requirement
in (iv), which implies that VI ⊂ UI is a collared subset in the sense of Definition 4.1.2. 3
Before stating the existence and uniqueness result for reductions, we introduce the notion
of a nested pair of reductions, which is extensively used both for the control of compactness
of perturbed zero sets in Section 5.2, and for the construction of perturbations in [MW2].
Definition 5.1.5. Let K be a topological Kuranishi atlas (or cobordism). Then we call a
pair of subsets C,V ⊂ ObjBK a nested (cobordism) reduction if both are (cobordism)
reductions of K and C < V.
Theorem 5.1.6. (i) Any tame topological Kuranishi atlas K has a unique concordance
class of reductions as follows: There exists a reduction of K in the sense of Def-
inition 5.1.2, and given any two reductions V0,V1 of K, there exists a cobordism
reduction V of [0, 1]×K such that ∂αV = Vα for α = 0, 1.
(ii) Any tame topological Kuranishi cobordism has a cobordism reduction in the sense
of Definition 5.1.3.
(iii) For any reduction V of a metric topological Kuranishi atlas (K, d) there exist smaller
and larger nested reductions as follows:
(a) Given any open subset W ⊂ |K| with respect to the metric topology such that
ιK(X) ⊂ W, there is a nested reduction CW < V such that piK(CW) ⊂ W.
(b) There exists δ > 0 such that V < ⊔I∈IK BIδ (VI) is a nested reduction, and we
moreover have BI2δ(VI) < UI for all I ∈ IK, and for any I, J ∈ IK
B2δ(piK(VI)) ∩B2δ(piK(VJ)) 6= ∅ =⇒ I ⊂ J or J ⊂ I.
(iv) For any cobordism reduction V of a metric topological Kuranishi cobordism (K, d)
there exist nested reductions with prescribed boundary as follows:
(a) LetW ⊂ |K| be a collared subset, open with respect to metric topology, and such
that ιK(X) ⊂ W, and let Cα < ∂αV for α = 0, 1 be nested cobordism reductions
of ∂αK with pi∂αK(Cα) ⊂ W∩|∂αK|. Then there is a nested cobordism reduction
C < V such that piK(C) ⊂ W and ∂αC = Cα for α = 0, 1.
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(b) There exists δ > 0 such that V < ⊔I∈IK BIδ (VI) is a nested cobordism reduc-
tion, and moreover the properties of (iii)(b) hold.
Proof. The existence and uniqueness of reductions in (i), (ii) are proven in Proposition 5.3.5.
The δ > 0 enlargement of a given reduction in (iii)(b) and (iv)(b) is proven in Lemma 5.3.7.
Moreover, Lemma 5.3.7 (b), (c) construct a nested (cobordism) reduction (with prescribed
boundaries), which proves (iii)(a) and (iv)(a) in the case W = |K|.
Given a more general open subset W ⊂ (|K|, d), we start from a nested (cobordism)
reduction C < V of K, which is provided by Lemma 5.3.7. Then we obtain a further
precompact subset C ∩ pi−1K (W) < V, which is open by Lemma 3.1.8 (i). After discarding
components CI ∩ pi−1K (W) that have empty intersection with s−1I (0), the resulting subset
CW < V forms another nested reduction since ιK(X) = |sK|−1(0) ⊂ piK(C) ∩W. Finally, if
K is a cobordism, then CW has product form in the boundary collars since W does. 
5.2. Compactness of perturbed zero sets.
Given a reduction V, the reduced section sK|V : BK|V → EK|V has local zero sets
(sK|V)−1(0) :=
⊔
I∈IK(sI |VI )−1(0) ⊂ ObjBK which still cover X by the reduction condi-
tion (iii), in the sense that piK
(
(sK|V)−1(0)
)
= ιK(X) ⊂ |K|. In particular that means that
the zero set is contained in the image of any other reduction C, i.e. piK
(
(sK|V)−1(0)
) ⊂ piK(C).
While piK(C) ⊂ |K| is rarely an open neighbourhood of ιK(X), it plays the role of a pre-
compact neigbhourhood in that perturbations of the zero set are constructed in [MW2] to
remain contained in piK(C), yielding the following notion of desirable perturbations.
Definition 5.2.1. Let V be a (cobordism) reduction of a tame Kuranishi atlas/cobordism K.
Then a precompact perturbation of sK|V is a continuous functor ν : BK|V → EK|V
between the reduced domain and obstruction categories such that prK ◦ ν is the identity
functor and such that piK
(
(sK|V + ν)−1(0)
) ⊂ piK(C) for some nested reduction C < V. That
is, ν = (νI)I∈IK is given by a family of continuous maps νI : VI → EI such that
Φ̂IJ ◦ νI = νJ ◦ φIJ on VI ∩ φ−1IJ (VJ) ∀I, J ∈ IK, I ( J,(5.2.1)
(sI |VI + νI)−1(0) ⊂ pi−1K
(
piK(C)
) ∩ VI ∀I ∈ IK.(5.2.2)
Its perturbed zero set |Zν | is the realization of the full subcategory Zν of BK with objects
(sK|V + ν)−1(0) :=
⊔
I∈IK(sI |VI + νI)−1(0) ⊂ ObjBK .
That is, we equip |Zν | :=
∣∣(sK|V +ν)−1(0)∣∣ = ⊔I∈IK(sI |VI + νI)−1(0) / ∼ with the quotient
topology generated by the morphisms of BK|V .
The key topological property of precompact perturbations is the following sequential
compactness of the perturbed zero set, whose use in the construction of the virtual moduli
cycle we will explain in Remark 5.2.6 below.
Theorem 5.2.2. Let K be a tame Kuranishi atlas (or cobordism) with a (cobordism) re-
duction V, and suppose that ν : BK|V → EK|V is a precompact perturbation. Then the
realization |(sK|V + ν)−1(0)| is a sequentially compact Hausdorff space.
The proof of Hausdorffness in this theorem, at the end of this section, will be based on
the following comparison of topologies.
Lemma 5.2.3. Let K be a tame topological Kuranishi atlas with reduction V, and suppose
that C is a full subcategory of the reduced domain category BK|V . Then the map |C| →
|K|, induced by the inclusion of object spaces, is a continuous injection. In particular, the
realization |C| is homeomorphic to its image |ObjC| = piK(ObjC) with the quotient topology
in the sense of Definition 3.1.14.
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Proof. The map |C| → |K| is well defined because (I, x) ∼C (J, y) implies (I, x) ∼BK (J, y)
since the morphisms in C are a subset of those in BK. In order for |C| → |K| to be injective
we need to check the converse implication, that is we consider objects (I, x), (J, y) ∈ ObjC,
identify them with points x ∈ VI and y ∈ VJ , and assume piK(I, x) = piK(J, y). Then
we have I ⊂ J or J ⊂ I by Definition 5.1.2 (ii), so that Lemma 3.2.3 (a) implies either
y = φIJ(x) or x = φJI(y). Since C is a full subcategory of BK|V and hence of BK,
the corresponding morphism (I, J, x) (or (J, I, y)) belongs to C. Hence (I, x) ∼BK (J, y)
implies (I, x) ∼C (J, y), so that |C| → |K| is injective. In fact, this shows that the relations
∼BK and ∼C agree on ObjC ⊂ ObjBK , and thus |C| → |piK(ObjC)| is a homeomorphism
with respect to the quotient topology on piK(ObjC). Finally, Proposition 3.1.16 (i) asserts
that the identity map |piK(ObjC)| → ‖piK(ObjC)‖ ⊂ |K| is continuous from this quotient
topology to the relative topology induced by |K|, which finishes the proof. 
Example 5.2.4. The inclusion |C| ↪→ |K| does not hold for arbitrary full subcategories
of BK. For example, the full subcategory C with objects
⊔
i=1,...,N Ui (the union of the
domains of the basic charts) has only identity morphisms, so that |C| = ObjC equals |K|
only if there are no transition charts. 3
As explained in Definition 3.1.14, the subset piK(V) ⊂ |K| has two different topologies: its
quotient topology and the subspace topology. If (K, d) is metric, there might conceivably
be a third topology, namely that induced by restriction of the metric. Although we will not
use this explicitly, let us show that the metric topology on piK(V) agrees with the subspace
topology, so that we only have two different topologies in play.
Lemma 5.2.5. Let V be a reduction of a metric tame topological Kuranishi atlas (K, d).
Then the metric topology on piK(V) equals the subspace topology.
Proof. Since every reduction V ⊂ ObjBK is precompact, the continuity of piK : ObjBK →|K| (to |K| with its quotient topology) and of id|K| : |K| → (|K|, d) from Lemma 3.1.8
imply that piK(V) ⊂ |K| is compact in both topologies. Thus the identity map idpiK(V) :
|K| ⊃ piK(V) →
(
piK(V), d
)
is a continuous bijection from the compact space piK(V) with
the subspace topology to the Hausdorff space
(
piK(V), d
)
with the induced metric. But
this implies that idpiK(V) is a homeomorphism, see Remark 3.1.15, and hence restricts to
a homeomorphism idpiK(V) : |K| ⊃ piK(V) →
(
piK(V), d
)
. Thus, the relative and metric
topologies on piK(V) agree. 
Before proving the sequential compactness of precompactly perturbed zero sets, the fol-
lowing remark explains its use in the construction of the virtual moduli cycle.
Remark 5.2.6. In an orbibundle context one would expect that any precompact pertur-
bation ν has closed zero set piK
(
(sK|V + ν)−1(0)
) ⊂ piK(C). Since piK(C) = piK(C) ⊂ |K| is
compact by Proposition 3.1.16 (ii),(iii), this would imply compactness of the zero set. At
the same time, the Hausdorffness of |K| transfers to its subset. Theorem 5.2.2 establishes
the same for the Kuranishi context, but has to overcome a number of topological obstacles,
beginning with an abundance of topologies: As in Definition 3.1.14, we need to differentiate
between the quotient topology and the subspace topology on piK
(
(sK|V+ν)−1(0)
)
, which we
denote by
∣∣(sK|V+ν)−1(0)∣∣ and ∥∥(sK|V+ν)−1(0)∥∥ ⊂ |K|, respectively. In fact, there are two
quotient topologies induced by the morphisms of BK|V and by piK, respectively. If (K, d) is
metric, a fourth topology is induced by restriction of the metric. Fortunately, Lemma 5.2.5
above shows that the metric and subspace topologies coincide, while Lemma 5.2.3 identi-
fies the quotient topologies induced by the morphisms resp. piK. Moreover, the inclusion
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(sK|V + ν)−1(0) ⊂ V = ObjBK|V induces a continuous injection
(5.2.3) iν : |(sK|V + ν)−1(0)| −→
∥∥(sK|V + ν)−1(0)∥∥ ⊂ |K|.
The Hausdorffness of |K| also transfers to the domain of this injection, so the perturbed zero
set is equipped with two Hausdorff topologies: the quotient topology on |(sK|V +ν)−1(0)| =
(sK|V+ν)−1(0)/∼ and the relative topology on ‖(sK|V + ν)−1(0)‖ ⊂ |K|.
In a smooth context, transversality of the perturbation will imply local smoothness of
the perturbed zero set, though only in the quotient topology, which may contain smaller
neighbourhoods than the relative topology. On the other hand, compactness of the per-
turbed zero set is easier to obtain in the relative topology than in the quotient topology,
which may have more open covers: One could use the fact that ‖(sK|V + ν)−1(0)‖ ⊂ ‖V‖ is
precompact in |K| by Proposition 3.1.16 (iii), so it would suffice to deduce closedness. This
would follow if the continuous map |sK|V + ν| : ‖V‖ → |EK|V | had a continuous extension
to |K| with no further zeros. However, such an extension may not exist. In fact, generally
‖V‖ ⊂ |K| fails to be open, ιK(X) ⊂ |K| does not have any precompact neighbourhoods (see
Example 2.4.5), and even those assumptions would not guarantee an appropriate extension.
So compactness of the perturbed zero set in either topology will not hold in general
without further hypotheses on the perturbation that force its zero set to be “away from the
boundary” of piK(V). This is exactly what the notion of precompactness in Definition 5.2.1
accomplishes, and what guarantees the sequential compactness of |(sK|V + ν)−1(0)|.
In the smooth context, |(sK|V + ν)−1(0)| will moreover be second countable, so that
compactness is equivalent to sequential compactness (see e.g. [K, Theorem 5.5]) and hence
|(sK|V + ν)−1(0)| has a fundamental cycle that represents the virtual moduli cycle.
In that case, the map (5.2.3) then is a continuous bijection between the compact space
|(sK|V + ν)−1(0)| and the Hausdorff space ‖(sK|V + ν)−1(0)‖ ⊂ |K|. By Remark 3.1.15, this
in fact is a homeomorphism |(sK|V + ν)−1(0)| ∼= ‖(sK|V + ν)−1(0)‖, so that eventually all
four topologies on the perturbed zero set agree. 3
Proof of Theorem 5.2.2. The continuous injection |(sK|V+ν)−1(0)| → |K| from Lemma 5.2.3
transfers the Hausdorffness of |K| from Proposition 3.1.13 to the domain |(sK|V + ν)−1(0)|.
To prove sequential compactness we consider a sequence (pk)k∈N ⊂ |(sK|V + ν)−1(0)|
(whose subsequences we will index by k ∈ N as well). By finiteness of IK there is I ∈ IK
and a subsequence of (pk) that has lifts in (sI |VI +νI)−1(0). In fact, by the precompactness
assumption (5.2.2), and using the language of Definition 3.2.1, the subsequence lies in
VI ∩ pi−1K
(
piK(C)
)
= VI ∩
⋃
J∈IKεI(CJ) ⊂ UI .
Here we have εI(CJ) = ∅ unless I ⊂ J or J ⊂ I, due to the intersection property (ii) of
Definition 5.1.2 and the inclusion CJ ⊂ VJ . So we can choose another subsequence and lifts
(xk)k∈N ⊂ VI with piK(xk) = pk such that either
(xk)k∈N ⊂ VI ∩ φ−1IJ (CJ) or (xk)k∈N ⊂ VI ∩ φJI(CJ ∩ UJI)
for some I ⊂ J or some J ⊂ I. In the first case, compatibility of the perturbations (5.2.1)
implies that there are other lifts φIJ(xk) ∈ (sJ |VJ +νJ)−1(0)∩CJ , which by precompactness
CJ < VJ have a convergent subsequence φIJ(xk)→ y∞ ∈ (sJ |VJ + νJ)−1(0). Thus we have
found a limit point in the perturbed zero set pk = piK(φIJ(xk)) → piK(y∞) ∈ |(sK|V +
ν)−1(0)|, as required for sequential compactness.
In the second case we use the relative closedness of φJI(UJI) = s
−1
I (EJ) ⊂ UI from
Lemma 3.1.11 and the precompactness VI < UI to find a convergent subsequence xk →
x∞ ∈ VI∩φJI(UJI). Since φJI is a homeomorphism to its image, this implies convergence of
the preimages yk := φ
−1
JI (xk) → φ−1JI (x∞) =: y∞ ∈ UJI . By construction and compatibility
of the perturbations (5.2.1), this subsequence (yk) of lifts of piK(yk) = pk lies in (sJ |VJ +
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νJ)
−1(0)∩CJ . Now precompactness CJ < VJ implies y∞ ∈ VJ , and continuity of the section
implies y∞ ∈ (sJ |VJ +νJ)−1(0). Thus we again have a limit point pk = piK(yk)→ piK(y∞) ∈
|(sK|V + ν)−1(0)|. This proves the claimed sequential compactness. 
5.3. Existence and uniqueness of reductions.
In order to prove the existence and uniqueness up to cobordism of (nested) reductions, we
start by analyzing the induced footprint cover ofX. Since piK(V) contains the zero set ιK(X),
the further conditions on reductions imply that the reduced footprints ZI = ψI(VI∩s−1I (0I))
form a reduction of the footprint cover X =
⋃
i=1,...,N Fi in the sense of the following lemma.
This lemma makes the first step towards existence of reductions by showing how to reduce
the footprint cover. We will use the fact that every compact Hausdorff space is a shrinking
space in the sense that every open cover has a shrinking – in the sense of Definition 3.3.1
without requiring condition (3.3.1).
Lemma 5.3.1. For any finite open cover of a compact Hausdorff space X =
⋃
i=1,...,N Fi
there exists a cover reduction
(
ZI
)
I⊂{1,...,N} in the following sense: The ZI ⊂ X are
(possibly empty) open subsets satisfying
(i) ZI < FI :=
⋂
i∈I Fi for all I;
(ii) if ZI ∩ ZJ 6= ∅ then I ⊂ J or J ⊂ I;
(iii) X =
⋃
I ZI .
Proof. Since X is compact Hausdorff, we may choose precompact open subsets F 0i < Fi
that still cover X. Next, any choice of precompactly nested sets
(5.3.1) F 0i < G
1
i < F
1
i < G
2
i < . . . < F
N
i = Fi
yields further open covers X =
⋃
i=1,...,N F
n
i and X =
⋃
i=1,...,N G
n
i for n = 1, . . . , N . Now
we claim that the required cover reduction can be constructed by
(5.3.2) ZI :=
(⋂
i∈IG
|I|
i
)
r
⋃
j /∈IF
|I|
j .
To prove this we will use the following notation: Given any open cover X =
⋃
i=1,...,N Hi of
X, we denote the intersections of the covering sets by HI :=
⋂
i∈I Hi for all I ⊂ {1, . . . , N}.
This convention will apply to define F kI resp. G
k
I from the F
k
i resp. G
k
i , but it does not
apply to the sets ZI constructed above, since in particular the Zi generally do not cover X.
With this notation we have
ZI := G
|I|
I r
⋃
j /∈IF
|I|
j for all I ⊂ {1, . . . , N}.
These sets are open since they are the complement of a finite union of closed sets in the
open set G
|I|
I . The precompact inclusion ZI < FI in (i) holds since G
|I|
I < FI .
To prove the covering in (iii) let x ∈ X be given. Then we claim that x ∈ ZIx for
Ix :=
⋃
I⊂{1,...,N},x∈G|I|I
I ⊂ {1, . . . , N}.
Indeed, we have x ∈ G|Ix|Ix since i ∈ Ix implies x ∈ G
|I|
i for some |I| ≤ |Ix|, and hence
x ∈ G|Ix|i since G|I|i ⊂ G|Ix|i . On the other hand, for all j /∈ Ix we have x /∈ G|Ix|+1Ix∪j by
definition. However, x ∈ G|Ix|+1Ix by the nesting of the covers, so for every j /∈ Ix we obtain
x ∈ XrG|Ix|+1j , which is a subset of XrF |Ix|j . This proves x ∈ ZIx and hence (iii).
THE TOPOLOGY OF KURANISHI ATLASES 65
To prove the intersection property (ii), suppose to the contrary that x ∈ ZI ∩ ZJ where
|I| ≤ |J | but IrJ 6= ∅. Then given i ∈ IrJ , we have x ∈ ZI ⊂ G|I|I ⊂ F |J |i since |I| ≤ |J |,
which contradicts x ∈ ZJ ⊂ XrF |J |i . Thus the sets ZI form a cover reduction. 
To construct cobordism reductions with given boundary restrictions we need the following
notion of collared concordance of cover reductions.
Definition 5.3.2. Given a finite open cover X =
⋃
i=1,...,N Fi of a compact Hausdorff space,
we say that two cover reductions (Z0I )I⊂{1,...,N}, (Z
1
I )I⊂{1,...,N} are collared concordant
if there exists a family of open subsets ZI < [0, 1]× FI satisfying conditions (i),(ii),(iii) in
Lemma 5.3.1 for the cover [0, 1]×X = ⋃i=1,...,N [0, 1]× Fi, and in addition are collared in
the sense of Definition 4.1.2, i.e.
(iv) There is ε > 0 such that ZI ∩
(
Aαε × X
)
= Aαε × ZαI for all I ⊂ {1, . . . , N} and
α = 0, 1.
Lemma 5.3.3. The collared concordance relation for cover reductions is reflexive, symmet-
ric, and transitive.
Proof. The proof is similar to (but much easier than) that of Lemma 4.1.16. 
With these preparations we can prove uniqueness of cover reductions up to collared
concordance, and also provide reductions for footprint covers of Kuranishi cobordisms.
Lemma 5.3.4. (a) Let (Y, ι0Y , ι
1
Y ) be a compact collared cobordism. Any cover Y =⋃
i=1,...,N Fi by collared open sets Fi ⊂ Y has a cover reduction (ZI)I⊂{1,...,N} by
collared sets ZI ⊂ Y .
(b) Let X be a compact Hausdorff space. Any two cover reductions (Z0I )I⊂{1,...,N},
(Z1I )I⊂{1,...,N} of an open cover X =
⋃
i=1,...,N Fi are collared concordant.
Proof. To prove (a) first note that any finite open cover Y =
⋃
i=1,...,N Fi by collared open
subsets can be shrunk to sets F ′i < Fi that are also collared. Indeed, taking a common collar
width ε > 0, one can first choose a shrinking Fαi < ∂
αFi of the covers of the “boundary
components” ∂αY and a general shrinking F ′′i < Fi. Then we obtain a shrinking with the
required collars by setting
F ′i := ι
0
Y
(
[0, ε2)×F 0i
) ∪ ι1Y ((1− ε2 , 1]×F 1i ) ∪ (F ′′i r(ι0Y ([0, ε4 ]×∂0Fi)∪ι1Y ([1− ε2 , 1]×∂1Fi))).
Hence we may choose nested covers F 0i . . . F
k
i < G
k+1
i < . . . Fi as in (5.3.1) of Y that
consist of collared open subsets. Then the sets (ZI) defined by intersections in (5.3.2) are
also collared, and the arguments of Lemma 5.3.1 prove (a).
To prove (b), we first transfer to the standard form constructed in Lemma 5.3.1.
Claim: Any cover reduction (ZI) of a finite open cover X =
⋃
i Fi is collared concordant
to a cover reduction constructed from nested covers F 0i . . . F
k
i < G
k+1
i < . . . Fi by (5.3.2).
To prove this claim, choose a shrinking Z0I < ZI such that X =
⋃
I Z
0
I . Then these covers
induce precompactly nested open covers
F 0i :=
⋃
i∈IZ
0
I < F
′
i :=
⋃
i∈IZI < Fi =
⋃
i∈IFI .
As in (5.3.1) we can choose interpolating sets
F 0i < . . . F
k
i < G
k+1
i < . . . < F
2N
i = F
′
i ,
and let
(
Z ′I := G
|I|
I r
⋃
j /∈I F
|I|
j
)
be the resulting cover reduction of F ′i and hence of Fi.
Then we will show that the union (Z ′′I := Z
0
I ∪ Z ′I) is a cover reduction of (Fi) as well.
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Since Z0I < ZI < FI we only have to check the mixed terms in the intersection axiom (ii)
in Lemma 5.3.1, i.e. we need to verify(
JrI 6= ∅, IrJ 6= ∅
)
=⇒
(
(Z0I ∪ Z ′I) ∩ (Z0J ∪ Z ′J) = ∅
)
.
Indeed, for j ∈ JrI we obtain Z0J ⊂ F 0j < F |I|j ⊂ XrZ ′I so that Z0J ∩ Z ′I = ∅. Conversely,
Z0I ∩ Z ′J = ∅ follows from the existence of i ∈ IrJ . Now we have a chain of inclusions
between cover reductions of (Fi), namely Z
0
I ⊂ ZI , Z0I ⊂ Z ′′I , and Z ′I ⊂ Z ′′I . We will show
that this induces collared concordances (Z0I ) ∼ (ZI), (Z0I ) ∼ (Z ′′I ), and (Z ′I) ∼ (Z ′′I ), so
that Lemma 5.3.3 implies that (ZI) is collared concordant to (Z
′
I), which is constructed by
(5.3.2). To show this, consider any two cover reductions Z ′I ⊂ Z ′′I of (Fi) and note that a
collared concordance of reductions as in Definition 5.3.2 is given by(
[0, 23)× Z ′I
) ∪ ((13 , 1]× Z ′′I ) ⊂ [0, 1]×X.
Indeed, these open subsets are collared and form a cover reduction since each of (Z ′I), (Z
′′
I )
satisfies the axioms (i),(ii), and the mixed intersection in (iii) is(
[0, 23 ]× Z ′I
)
∩
(
[13 , 1]× Z ′′J
)
⊂
(
[13 ,
2
3 ]× Z ′I ∩ Z ′′J
)
,
which is empty unless I ⊂ J or J ⊂ I. This proves the Claim.
To prove (b), note that by the above Claim and Lemma 5.3.3 it now suffices to consider
cover reductions (ZαI ) that are constructed from nested covers F
0,α
i . . . F
k,α
i < G
k+1,α
i <
. . . ∂αFi as in (5.3.1). We extend these to nested reductions of the product cover [0, 1]×X =⋃
i[0, 1]× Fi by choosing constants
1
3 = ε2N < . . . < ε0 <
1
2 < δ0 < . . . < δ2N =
2
3 ,
and then setting
F ki : =
(
[0, δ2k)× F k,0i
)
∪
(
(ε2k, 1]× F k,1i
)
< [0, 1]× Fi,
Gki : =
(
[0, δ2k−1)×Gk,0i
)
∪
(
(ε2k−1, 1]×Gk,1i
)
< [0, 1]× Fi.
Since these sets satisfy the nested property in (5.3.1) and are collared subsets with bound-
aries given by the nested covers Gk,αi < F
k,α
i , the cover reduction (ZI) defined as in (5.3.2)
is a collared concordance between the reductions (Z0I ) and (Z
1
I ). 
We are now in a position to prove existence and uniqueness of reductions in Theorem 5.1.6.
Proposition 5.3.5.
(a) Every tame topological Kuranishi atlas has a reduction.
(b) Every tame topological Kuranishi cobordism has a cobordism reduction.
(c) Let V0,V1 be reductions of a tame topological Kuranishi atlas K. Then there exists
a cobordism reduction V of [0, 1]×K such that ∂αV = Vα for α = 0, 1.
Proof. For (a) we begin by using Lemma 5.3.1 to find a cover reduction (ZI)I⊂{1,...,N} of
the footprint cover X =
⋃
i=1,...,N Fi of a given Kuranishi atlas K. Since ZI ⊂ FI = ∅ for
I /∈ IK, we can index the potentially nonempty sets in this cover reduction by (ZI)I∈IK .
Then Lemma 2.1.4 provides precompact open sets WI < UI for each I ∈ IK with ZI 6= ∅,
satisfying
(5.3.3) WI ∩ s−1I (0I) = ψ−1I (ZI), WI ∩ s−1I (0I) = ψ−1I (ZI).
The set V = (WI)I∈IK now satisfies condition (iii) in Definition 5.1.2, namely
⋃
I piK(WI)
contains
⋃
I piK
(
ψ−1I (ZI)
)
, which covers ιK(X). We will construct the reduction by choosing
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VI ⊂ WI so that (ii) is satisfied, while the intersection with the zero set does not change,
i.e.
(5.3.4) VI ∩ s−1I (0I) = ψ−1I (ZI),
which guarantees (iii). Further, condition (i) holds automatically since VI ⊂ WI , and we
define VI := ∅ when ZI = ∅. To begin the construction of the VI , define
C(I) := {J ∈ IK | I ⊂ J or J ⊂ I},
and for each J /∈ C(I) define
YIJ := WI ∩ pi−1K (piK(WJ)) = UI ∩ pi−1K
(
piK(WI) ∩ piK(WJ)
)
which is closed by the continuity of piK and the fact that each set piK(WI), piK(WJ) is
compact and hence closed by the Hausdorff property of |K|. If J /∈ C(I), then using
ψ−1I (ZI) = s
−1
I (0I) ∩WI and the notation εI from Definition 3.2.1 we obtain
ψ−1I (ZI) ∩ YIJ ⊂ ψ−1I (ZI) ∩ s−1I (0I) ∩ εI(WJ)
= ψ−1I (ZI) ∩ εI
(
s−1J (0J) ∩WJ
)
= ψ−1I (ZI) ∩ εI
(
ψ−1J (ZJ)
)
= ψ−1I (ZI) ∩ ψ−1I (ZJ) = ∅,
where the first equality holds because s is compatible with the coordinate changes. The
inclusion YIJ ⊂WI < UI moreover ensures that YIJ is compact, so has a nonzero Hausdorff
distance from the closed set ψ−1I (ZI). Thus we can find closed neighbourhoods N (YIJ) ⊂ UI
of YIJ for each J /∈ C(I) such that
N (YIJ) ∩ ψ−1I (ZI) = ∅.
We now claim that we obtain a reduction by removing these neighbourhoods,
(5.3.5) VI := WI r
⋃
J /∈C(I)N (YIJ).
Indeed, each VI ⊂ WI is open, and VI ∩ s−1I (0I) = ψ−1I (ZI) r
⋃
J /∈C(I)N (YIJ) = ψ−1I (ZI)
by construction of N (YIJ). Moreover, because VI ⊂WI for all I, we have for all J /∈ C(I)
VI ∩ pi−1K (piK(VJ)) ⊂ VI ∩WI ∩ pi−1K (piK(WJ)) ⊂ VI ∩ YIJ = ∅.
This completes the proof of (a).
To prove (b) we use Lemma 5.3.4 (a) to obtain a collared cover reduction (ZI)I∈IK[0,1] of
the footprint cover of a given Kuranishi cobordism K[0,1], which is collared by Remark 4.1.10.
Then the arguments for (a) also show that K[0,1] has a reduction (V ′I )I∈IK[0,1] . It remains
to adjust it to achieve the collaring property in Definition 5.1.3 (iv). For that purpose note
that the footprint of the reduction is given by the cover reduction, that is (5.3.4) provides
the identity
V ′I ∩ s−1I (0I) = ψ−1I (ZI) ∀I ∈ IK[0,1] .
In particular, if ∂αZI 6= ∅ then ∂αV ′I 6= ∅, though the converse may not hold. Now choose
ε > 0 less or equal to half the collar width of K[0,1] in Remark 4.1.10 and so that condition
(iv) in Definition 5.3.2 holds with Aα2ε for the footprint reduction (ZI)I∈IK[0,1] , in particular
(5.3.6) ψ−1I (ZI) ∩ ιαI
(
Aα2ε × ∂αUI
)
= ψ−1I (A
α
2ε × ∂αZI) ∀α ∈ {0, 1}, I ∈ IKα .
Then we set VI := V
′
I for interior charts I ∈ IK[0,1]r(IK0 ∪ IK1). If I ∈ IKα for α = 0 or
α = 1 (or both) we define V αI ⊂ ∂αUαI so that, with ε0 := ε and ε1 := 1− ε,
ιαI
({εα} × V αI ) = { V ′I ∩ ιαI ({εα} × ∂αUI) if ∂αZI 6= ∅,∅ if ∂αZI = ∅.
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Since (∂αZI)I∈IKα is a cover reduction of the footprint cover of Kα, and
ψ−1I (ZI) ∩ ιαI
({εα} × ∂αUI) = ψ−1I ({εα} × ∂αZI),
this defines reductions (V αI )I∈IKα of Kα. With that, we obtain collared subsets of UI for
each I ∈ IK0 ∪ IK1 by
(5.3.7) VI :=
(
V ′I r
⊔
α=0,1 ι
α
I
(
Aαε × ∂αUI
)) ∪ ⊔α=0,1 ιαI (Aαε × V αI ) ⊂ UI .
These are open subsets of UI because, firstly, each Aαε ×∂αUI is a relatively closed subset of
the domain of the embedding ιαI . Secondly, each point in the boundary of ι
α
I
(
Aαε ×V αI
) ⊂ UI
is of the form ιαI (x, εα) and, since the collar width is 2ε, has neighbourhoods ι
α
I
(
(εα−ε, εα+
ε)×Nx
) ⊂ VI for any neighbourhood Nx ⊂ V αI of x. Moreover, VI has the same footprint
as V ′I , since adjustment only happens on the collars ι
α
I (A
α
ε × ∂αUI), where the footprint is
of product form, thus preserved by the construction. Therefore the sets (VI)I∈K[0,1] satisfy
conditions (i) and (iii) in Definition 5.1.2. They also satisfy (ii) because, in the notation of
Remark 4.1.11, we can check this separately in the collars ια|K|(A
α
ε × |Kα|) of |K[0,1]| (where
it holds because (V αI ) is a reduction) and in their complements (where it holds because (V
′
I )
is a reduction).
Finally, condition (iv) in Definition 5.1.3 holds by construction, namely (ιαI )
−1(VI) ∩(
Aαε × ∂αUI
)
= Aαε × V αI , and the condition
(
∂αVI 6= ∅ ⇒ VI ∩ ψ−1I
({α} × ∂αFI) 6= ∅ )
holds since ∂αVI = V
α
I 6= ∅ implies ∂αZI 6= ∅ by definition of V αI . This completes (b).
To prove (c) we will use reflexivity and transitivity for cobordism reductions of the
product cobordism [0, 1] × K. More precisely, given a cobordism reduction V of [0, 1] × K,
we can apply the isomorphism on [0, 1]×ObjBK that reverses the inverval [0, 1] to turn V into
a cobordism reduction V ′ with ∂0V ′ = ∂1V and ∂1V ′ = ∂0V. Similarly, given two cobordism
reductions V and V ′ of [0, 1]×K with ∂1V = ∂0V ′ we obtain a reduction V ′′ ⊂ [0, 1]×ObjBK
with ∂0V ′′ = ∂0V and ∂1V ′′ = ∂1V ′ by gluing and rescaling
V ′′ := {(12s, x) ∣∣ (s, x) ∈ V} ∪ {(12(1 + s), x) ∣∣ (s, x) ∈ V ′}.
Just as in the proof of filtration in Lemma 4.1.16, the resulting sets satisfy the separation
condition (ii) of Definition 5.1.2 because the reductions V,V ′, and ∂1V = ∂0V ′ do. Based
on this, we will prove (c) in several stages.
Step 1: The result holds if V0 ⊂ V1 and V 0I ∩ s−1I (0I) = V 1I ∩ s−1I (0I) for all I ∈ IK.
In this case the footprints ZI := ψI
(
V αI ∩ s−1I (0I)
)
are the same for α = 0, 1 by assumption.
Hence the sets for I ∈ IK
VI :=
(
[0, 23)× V 0I
)
∪
(
(13 , 1]× V 1I
)
⊂ [0, 1]× UI
form the required cobordism reduction. In particular, they satisfy the intersection condition
(ii) over the interval (13 ,
2
3) because V
0
I ⊂ V 1I for all I. Their footprints are [0, 1]×ZI and so
cover [0, 1]×X, and they satisfy the collar form requirement (iv) because VI 6= ∅ iff V 1I 6= ∅,
and the latter implies ZI 6= ∅ by condition (i) for V1.
Step 2: The result holds if all footprints coincide, i.e. V 0I ∩ s−1I (0I) = V 1I ∩ s−1I (0I).
Note that V01 := ⋃I∈IK V 0I ∩V 1I is another reduction of K since it has the common footprints
ZI as above, thus covers ιK(X). So Step 1 for V01 ⊂ Vα (together with reflexivity for α = 0)
provides cobordism reductions V and V ′ of [0, 1] × K with ∂0V = V0, ∂1V = V01 = ∂0V ′,
and ∂1V ′ = V1. Now transitivity provides the required reduction with boundaries V0,V1.
Step 3: The result holds for all reductions V0,V1 ⊂ ObjBK.
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First use Lemma 5.3.4 (b) to obtain a family of collared sets ZI < [0, 1]×FI for I ∈ IK that
form a cover reduction of [0, 1]×X = ⋃i=1,...,N [0, 1]×Fi and restrict to the cover reductions
∂αZI = ψI(V
α
I ∩s−1I (0I)) induced by the reductions Vα for α = 0, 1. Next, as in the proof of
(b), we construct a cobordism reduction V ′ of [0, 1]×K with footprints ZI . Its restrictions
∂αV ′ are reductions of Kα with the same footprint ∂αZI as Vα for α = 0, 1. Now Step 2
provides further cobordism reductions V and V ′′ with V0 = ∂0V, ∂1V = ∂0V ′, ∂1V ′ = ∂0V ′′,
and ∂1V ′′ = V1, so that another transitivity construction provides the required cobordism
reduction with boundaries V0,V1. 
Remark 5.3.6. If K is also preshrunk and hence metrizable, then the above construction
of a reduction V = (VI)I∈IK with footprints equal to a given cover reduction (ZI)I∈IK can
be improved to satisfy the additional condition
ZI ∩ ZJ = ∅ =⇒ piK(VI) ∩ piK(VJ) = ∅.
To see this, choose an admissible metric on |K| and choose δ > 0 so that each pair of
disjoint sets ιK(ZI), ιK(ZJ) in |K| has disjoint δ-neighbourhoods. Then choose the initial
neighbourhood WI ⊂ UI of ψ−1I (ZI) to lie in BIδ/2(ψ−1I (ZI)) so that WI ⊂ BIδ (ψ−1I (ZI)).
Because piK is an isometry, we have
piK(WI) ∩ piK(WJ) ⊂ Bδ(ιK(ZI)) ∩Bδ(ιK(ZJ)),
which is empty if ZI , ZJ are disjoint. Since VI ⊂WI , the conclusion follows. 3
Our last task is to establish the relevant existence and uniqueness results for nested
cobordism reductions. Given one reduction V, the smaller reductions C < V in (b),(c)
below are used to control compactness of the perturbed zero set, as described in Section 5.2.
The larger reductions “V < Bδ(V)” are used in [MW2] for the construction of transverse
perturbations by iteration over a hierarchy of charts along with nested reductions
C < V < . . . < B2−kδ(V) < . . . < Bδ(V).
Lemma 5.3.7. Let V be a (cobordism) reduction of a metric topological Kuranishi atlas (or
cobordism) K.
(a) There exists δ > 0 such that V < ⊔I∈IK BIδ (VI) is a nested (cobordism) reduction,
and we moreover have BI2δ(VI) < UI for all I ∈ IK, and for any I, J ∈ IK
B2δ(piK(VI)) ∩B2δ(piK(VJ)) 6= ∅ =⇒ I ⊂ J or J ⊂ I.
(b) If V is a reduction of a Kuranishi atlas, then there is a nested reduction C < V.
(c) If V is a cobordism reduction of the Kuranishi cobordism K, and if Cα < ∂αV for
α = 0, 1 are nested cobordism reductions of the boundary restrictions ∂αK, then
there is a nested cobordism reduction C < V such that ∂αC = Cα for α = 0, 1.
Proof. To prove (a) for a Kuranishi atlas K we need to find δ > 0 so that
(I) BI2δ(VI) < UI for all I ∈ IK;
(II) if B2δ(piK(VI)) ∩ B2δ(piK(VJ)) 6= ∅ then I ⊂ J or J ⊂ I.
The latter implies the separation condition (ii) in Definition 5.1.2, due to the inclusion
piK(BIδ (W )) ⊂ B2δ(piK(W )) by compatibility of the metrics for any W ⊂ UI . The other
conditions BIδ (VI) ∩ s−1I (0I) 6= ∅ and ιK(X) ⊂ piK(A) for A :=
⊔
I∈IK B
I
δ (VI) < ObjBK to
be a reduction then follow directly from the inclusion V ⊂ A. Finally, the inclusion V < A
is precompact since each component VI < B
I
δ (VI) is precompact.
In order to obtain cobordism reductions from this construction, recall that, by definition,
a metric Kuranishi cobordism carries a product metric in the collar neighbourhoods ιαI (A
α
ε ×
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∂αUI) ⊂ UI of the boundary, which ensures that for δ < ε2 the δ-neighbourhood of a
collared set (in this case VI with (ι
α
I )
−1(VI) = Aαε × ∂αVI) is ε2 -collared. More precisely,
with B∂
αI
δ (W ) ⊂ ∂αUI denoting balls in the domains of ∂αK we have
BIδ (VI) ∩ ιαI
(
Aαε
2
× ∂αUI
)
= ιαI
(
Aαε
2
×B∂αIδ (∂αVI)
)
.
So it remains to find δ > 0 satisfying (I) and (II). Property (I) for sufficiently small δ > 0
follows from the precompactness VI < UI in Definition 5.1.2 (i) and a covering argument
based on the fact that, in the locally compact space UI , every p ∈ VI has a compact
neighbourhood BIδp(p) for some δp > 0. To check (II) recall that by Definition 5.1.2 the
subsets piK(VI) and piK(VJ) of |K| are disjoint unless I ⊂ J or J ⊂ I. Since each piK|UI
maps continuously to the quotient topology on |K|, and the identity to the metric topology
is continuous by Lemma 3.1.8, the piK(VI) are also compact subsets of the metric space
(|K|, d). Hence (II) is satisfied if we choose δ > 0 less than quarter the distance between
each disjoint pair piK(VI), piK(VJ).
For (b) choose any shrinking (Z ′I)I∈IK of the footprint cover
(
ZI = ψI(VI ∩s−1I (0I))
)
I∈IK
of V as in Definition 3.3.1. By Lemma 2.1.4 there are open subsets CI < VI such that
CI ∩ s−1I (0I) = ψ−1I (Z ′I). This guarantees ιK(X) ⊂ piK(C), and since the (VI) satisfy the
separation condition (ii) in Definition 5.1.2, so do the sets (CI).
Note that the statement of (b) also holds if K is a Kuranishi cobordism and we require
that C be collared. For this construction we must start with a collared shrinking (Z ′I)I∈IK
of the footprint cover of the cobordism reduction V, which exists by Lemma 5.3.4 (a). Then
we choose C ′I < VI such that C
′
I ∩ s−1I (0I) = ψ−1I (Z ′I) as above. Finally we adjust each C ′I
to be a product in the collar by the method described in (5.3.7).
To prove (c), we proceed as above, starting with a collared shrinking (Z ′I)I∈IK of the
footprint cover
(
ZI = ψI(VI ∩ s−1I (0I)
)
I∈IK of the cobordism reduction V that extends the
shrinkings at α = 0, 1 determined by the reductions Cα. This exists by the construction in
the proof of Lemma 5.3.4 (a). Then choose collared open subsets C ′I < VI as above with
C ′I ∩ s−1I (0I) = ψ−1I (Z ′I) for all I. Finally, let 2ε > 0 be less than the collar width of the sets
VI , Z
′
I , and C
′
I , then we adjust C
′
I in these collars so that they have the needed restrictions
by setting
CI :=
(
C ′IrιαI
(
Aαε × ∂αC ′I
)) ∪ ιαI (Aα2ε × CαI ).
This set is open by the same arguments as for (5.3.7). To see that it yields a nested reduction
note that because Cα and ∂αC′ are both precompactly contained in ∂αV, their union is also
a nested reduction. 
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