Objective: This work aims at predicting the patient discharge outcome on each hospitalization day by introducing a new paradigm -evolving classification of event data streams. Most classification algorithms implicitly assume the values of all predictive features to be available at the time of making the prediction. This assumption does not necessarily hold in the evolving classification setting (such as intensive care patient monitoring), where we may be interested in classifying the monitored entities as early as possible, based on the attributes initially available to the classifier, and then keep refining our classification model at each time step (e.g., on daily basis) with the arrival of additional attributes. 
Introduction
Over the recent years, the nature, the scale and the speed of data collected within healthcare has changed dramatically, creating new challenges and opportunities. For example, we may be interested to utilize data mining techniques for estimating the probabilities of various discharge outcomes on each day of a given hospital episode. This can be considered as an evolving classification problem, where each patient is repeatedly assigned a probability distribution over the optional classes, such as A (discharged alive) vs. D (discharged dead) as more clinical data becomes available. The evolving classification problem considered in this paper is different from the wellknown problem of incremental learning from evolving data streams [1] [2] , where the model should be adapted to changing system dynamics in response to new data samples that are continuously arriving over time.
In this paper, we introduce a new paradigm for evolving classification of event data streams. We extend an oblivious read-once decision-tree algorithm, called information network (IN), to deal with evolving classification. The new algorithm, named incremental information network (IIN), restricts the order of selected features by the temporal order of feature arrival. The IIN algorithm is evaluated on the outcome prediction task in an 8-year dataset of adult patients admitted to two Intensive Care Units (ICUs) in the United Kingdom.
The rest of this paper is organized as follows. Section 2 covers related work on evolving classification algorithms and risk prediction in intensive care units. Section 3 describes the analyzed dataset and the evaluated classification algorithms. The results of the data analysis are presented in Section 4. Section 5 concludes the paper with some insights and directions for future research.
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Related work
Most classification and regression algorithms, such as logistic regression [3] , decision trees [4] [5], and support vector machines [6] , are not designed for the "evolving classification" task as they consider all predictive features at the same time while ignoring the potentially temporal nature of various features and feature sets. Millan-Giraldo et al. [7] deal with a streaming data scenario, where one or several attributes of incoming instances arrive only after some delay. They suggest the following three straightforward strategies for an early classification of streaming data with delayed attributes: Do-nothing (ignore the values of delayed attributes when they become available), Put-and-reclassify (re-classify an instance after all attributes become available), and
Wait-and-classify (classify an instance only after all attributes become available). According to the experimental evaluation of [7] , Wait-and-classify proves to provide the most accurate results out of the above three strategies, especially when the delayed attributes are the most relevant ones. In case of hospital episodes, Do-nothing means classifying a given patient at a single time point (e.g., 24 hours after admission) and then ignoring all data arriving afterwards, Put-and-reclassify can be interpreted as repeatedly classifying a patient episode on arrival of new attributes, and Wait-andclassify implies that patients are classified only on the discharge day when all episode attributes become known. Of course, predicting the episode outcome on the discharge day is nearly useless in the clinical setting.
The delayed attributes scenario of [7] is related to the novel paradigm of entity stream mining introduced by Krempl et al. in [8] . This paradigm assumes monitoring a set of entities, such as hospital patients, in the course of their lifetime (e.g., during a given hospital episode). At various time points, each entity is linked to structured or unstructured records ("instances") generated by 4 entity-related events such as medical tests. While many different learning tasks may be defined over such an entity stream, we focus here on the evolving classification task, where an entity classification is required at multiple time steps based on partial sequences of entity-related events.
Stratification of patients into risk groups is important for comparing quality-of-care across different hospitals and units, evaluating the results of clinical trials, and other purposes [9] . Back in 1985, Knaus et al. [10] presented APACHE II, a point score system for estimating the risk of ICU death outcome from 12 physiologic measurements, age, and previous health status. Based on its worst value measured within 24 hours after ICU admission, each physiological parameter is assigned a severity weight on a scale of 0 to 4. The sum of all points is called APACHE II score. Its maximum possible value is 71 though in practice it usually does not exceed 55. The predictive capability of APACHE II was evaluated on 5,815 ICU admissions in 13 US hospitals during 1982. The data collection process was actively controlled by the authors of [10] . A statistically significant increase in the death rate was shown for each 5-point increase in the APACHE score. The predictive capability of APACHE II was evaluated using logistic regression analysis with the outcome as the dependent variable. The area under receiver operating characteristic (ROC) curve (AUC) reported in [10] for the logistic regression model based on APACHE II score is 0.863. Since the paper [10] does not specify any cross-validation procedure, the reported predictive performance may be based on the developmental (training) data only and thus it may be higher than the true (validation)
accuracy. Though the paper [10] emphasizes the importance of the early patient classification at the time of ICU admission (rather than after 24 hours), no alternative models for such early prediction are proposed.
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Contrary to [10] , Lemeshow et al. [11] propose two mortality probability models (MPM), named However, such short ICU stays were excluded from the training set of the MPM24 model, which has shown a slightly higher AUC of 0.836. Out of 13 variables included in the MPM24 model, 5
variables were available at admission and 8 additional variables were assessed at the 24-hour mark.
Both the authors of [12] and [9] indicate the need of accurate risk prediction models for patients who stay in ICU beyond 72 hours. Hence, in [12] , the MPM24 model has been adapted to 48-hour and 72-hour prediction by adjusting the constant coefficient of the logistic regression equation induced for the 24-hour model while keeping the coefficients of all independent variables unchanged. This approach has resulted in a decrease in the validation AUC of the MPM48 model to 0.796 (vs. 0.836 of MPM24) and a further decrease to 0.752 for the MPM72 model. In their Discussion section, the authors of [12] try to find an explanation of this counter-intuitive result, since generally we would expect a later classification model, based on more accumulated information about the patient, to be more accurate.
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Trujillano et al. [13] calculate the probability of hospital mortality with three decision-tree classification algorithms: CART [4] , CHAID [14] , and C4.5 [5] . All evaluated models are aimed at severity estimation for patients within the first 24 hours of their admission only. The authors of [13] indicate that the main benefits of decision trees include the high interpretability of the resulting decision rules along with the relative homogeneity of patient groups associated with each terminal node ("leaf") of the tree. A retrospective dataset of 2,864 patients was randomly partitioned in a 70:30 ratio, to form the development and the validation sets. On the validation set, all decision-tree models have reached in [13] [16] for studying antibiotic guideline adherence was extracted from the same information systems and collected over the same years but it was based on different inclusion criteria. The details of the ethics committee approval can be found in [16] .
Only episodes lasting between 3 days and 21 days were included in the current study. (Table 10 ). (usually characterized by a stronger antibiotic resistance) were found in at least one of the relevant episode samples (taken from the corresponding specimen).
The Evolving classification paradigm
We present here a new paradigm for evolving classification of event data streams based on a static training dataset of labeled entity records. This is different from the data streaming scenario of [1] [2] [7] , where training instances arrive over time. Each entity in the training dataset is linked to a set of entity-related events recorded at various time steps of an entity lifetime. Given the training dataset, an evolving classification algorithm should produce a set of classification models, which, ideally, satisfy the following requirements:
1. Providing an up-to-date classification model for each time step (e.g., episode day d) based on the predictive features available up to that step. This is similar to the Put-and-reclassify strategy proposed in [7] . 3. It should be an anytime classification algorithm [17] . This means that models induced from additional attributes that become available over time should have a non-decreasing classification performance.
4. The induced models should be interpretable, i.e. provide an easy to understand explanation of their prediction. Decision trees are an example of easy to interpret classification models [13] .
5. The models induced from the attributes that become available after the first few time steps should be nearly as accurate as the models induced from all entity attributes (a property known as earliness [18] ).
6. Each model prediction should be accompanied by an uncertainty estimate [18] , which allows the user to decide whether to wait for additional data before classifying a specific episode.
In this study, we explore the evolving classification properties of three algorithms: logistic regression [19] , C4.5 decision tree [5] , and an oblivious read-once decision-tree algorithm (IN) [20] . In the ICU setting, where nearly the same measurements are taken every day (see Table 2 above), the Put-and-reclassify strategy [7] can be implemented in the following three ways: update the model built for the previous day (d -1), build a new model from all attributes available up to day d, and build a new model from the attributes that become available only on day d. We call these three approaches incremental, regenerative all, and regenerative last, respectively. In addition to implementing the regenerative approach with all three algorithms, we have developed an 13 incremental version of the IN algorithm that minimizes the difference between two successive classification models. The evaluated algorithms are briefly described in the following sections.
Logistic regression
The logistic regression (LR) models [19] estimate the posterior probabilities of target classes as linear functions of one or several numeric features. The models are called simple or multiple logistic regression when the number of predictive features is equal to one or greater than one, respectively. They are widely used in biostatistical applications. The models are usually fit by maximum likelihood. The logistic regression models use two basic assumptions: the independence of observations (in the ICU setting, this means that the outcome of one patient is independent of the outcomes of other patients) and the linearity of the relationship between the natural log of the odds ratio and the predictive features (which means that the log of the outcome odds ratio increases / decreases linearly as a function of each predictor variable). Like in multiple linear regression, variable selection techniques include forward selection, backward elimination, and stepwise. The best variable is considered the one, which maximizes the difference in likelihood between a regression equation with or without it. In this study, we have built LR models with the W-Logistic operator available on RapidMiner 5.3.15 [21] without changing any of its default settings. WLogistic is a Weka (Waikato Environment for Knowledge Analysis) [22] class for building a multinomial logistic regression model with a ridge estimator.
C4.5 decision-tree algorithm
C4.5 is a decision tree induction algorithm introduced by Quinlan in [5] as an extension of the ID3 algorithm [23] . Both algorithms perform variable selection at the node level, which means that the sequences of attributes tested along each tree path may be quite different, except for the first attribute, which appears in the root node. C4.5 chooses the best splits of its internal nodes based on an entropy-based criterion called "information gain ratio", which aims at maximizing the "purity" of the terminal ("leaf") nodes. It can handle both continuous and discrete attributes. Missing attribute values in C4.5 training data are simply skipped in the algorithm calculations. To avoid overfitting, a constructed tree is post-pruned using a reduced error pruning technique. Due to its computational efficiency and relatively high accuracy, C4.5 is considered one of the most popular classification algorithms in machine learning. We have built C4.5 models with the W-J48 operator available on RapidMiner 5.3.15 [21] . W-J48 is a Weka [22] implementation of C4.5, written in Java.
IN algorithm
IN [20] is an oblivious read-once decision-tree algorithm. The name oblivious indicates the fact that, unlike most decision-tree models, all nodes at a given layer of an information network are labeled by the same predictive feature, whereas read-once means that a feature is tested at most once along any model path. Consequently, the order of predictive features tested by the IN model is fixed along each path, which is not necessarily true in the models induced by the C4.5 algorithm.
The best feature selected for splitting the nodes of a given IN layer should maximize the statistically significant conditional mutual information with the target (classification) variable. The formulas for calculating the conditional mutual information and testing its statistical significance can be found in 15 [20] . As shown in [20] , the IN construction algorithm tends to produce considerably smaller and thus more interpretable models than other decision-tree models of similar accuracy. [20] ). The default settings of these parameters were not changed in our study. The IIN software is available upon request from the first author. On the other hand, the most risky group in the second layer (Day 1 / APACHE) are the patients diagnosed with colon cancer at the admission and having APACHE score of 26 and higher at the end of the first day in ICU. Their probability of death outcome is as high as 0.417.
The algorithm calculations
Step 4 of Algorithm 1 requires calculating the conditional mutual information of each candidate input feature, which became available at the time step d, and then testing this conditional mutual information for statistical significance. The Algorithm 1 calculations corresponding to each candidate feature are identical to the calculations performed in each layer by the original IN construction algorithm [20] , which ignores the temporal order of candidate features. The main calculation formulas are shown below while an interested reader is referred to [20] for complete details.
For each candidate input (predictive) attribute A i in a layer n, the algorithm calculates the conditional mutual information of A i and the target (classification) attribute T given n-1 input attributes X 1 , …, X n-1 by the following formula [20] :
Where MI (T; A i / z) is the conditional mutual information of a candidate input attribute A i with the target attribute T given a terminal node z in the layer n-1 (denoted by L n-1 ). Like in any decision 18 tree, each terminal (leaf) node z of the k-th layer of an information network represents a specific conjunction of values of k predictive attributes associated with k hidden layers, respectively.
For nominal predictive attributes, the conditional mutual information of a candidate input (predictive) attribute A i and the target (classification) attribute T given a node z is calculated by the following formula [20] :
Where M T / M i : number of distinct values ("classes") of the target attribute T / candidate input attribute i, respectively.
P (V ij /z):
an estimated conditional probability of a value j of the candidate input attribute i given the node z.
P (V ij t /z):
an estimated conditional probability of a value j of the candidate input attribute i and a value ("class") t of the target attribute T given the node z.
P (C t /z):
an estimated conditional probability of a value ("class") t of the target attribute T given the node z.
P(C t ;V ij ;z)
: an estimated joint probability of a value ("class") t of the target attribute T, a value j of the candidate input attribute i, and the node z out of all dataset records. At the root node, this probability is identical to P (V ij t
/z).
The statistical significance of the estimated conditional mutual information between a candidate input attribute A i and the target attribute T given a node z is evaluated by using the following likelihood-ratio statistic [20] :
Where E* is the total number of training cases in the dataset. The null hypothesis is that the actual conditional mutual information is zero. That hypothesis is rejected if the G 2 statistic is significant at the pre-specified confidence level. Based on the empirical results with real-world datasets [20] , the default significance level, leading to the most compact and accurate models, is set to 0.1%, though its p-value can be increased if larger models involving more predictive features are needed.
The conditional entropy of the target (classification) attribute can only be calculated with respect to input attributes taking a finite number of values. For continuous predictive attributes, the algorithm performs discretization "on-the-fly" by recursively finding a binary partition of an input attribute that minimizes the conditional entropy. The conditional mutual information of partitioning an interval S of a candidate input attribute at the threshold Th and the target attribute T given a node z is calculated by the following formula [20] :
Where P (S y / S, z): an estimated conditional probability of a subinterval S y , given the partitioned interval S and the node z. The number of subintervals in each partitioned interval is two. 20
P (C t /S, z):
an estimated conditional probability of a value ("class") t of the target attribute T given the interval S and the node z.
P (S y ;C t / S, z):
an estimated joint probability of a value C t of the target attribute T and a subinterval S y given the interval S and the node z.
P (S y ; C t ; z): an estimated joint probability of a value C t of the target attribute T, a subinterval S y , and the node z.
The main steps of the recursive discretization procedure are described in [20] . Node z from the a priori distribution in the entire dataset, the more informative that node is. In [20] , we calculate the informativeness weight of a terminal node by the following formula:
Where P(C t ; z) is an estimated joint probability of the target value C t and the node z; P (C t / z) is an estimated conditional (a posteriori) probability of the target value C t given the node z; P(C t ) is an estimated unconditional (a priori) probability of the target value C t ; and P(z) is the probability of a node z. As indicated in [20] , the above weight represents both the simplicity and goodness-of-fit (cross entropy) of a given terminal node. As shown in [20] , the sum of informativeness weights across all terminal nodes in a given network is equal to the estimated mutual information between the set of input attributes and the target attribute.
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Results and discussions
Demographic and clinical factors
In the first part of our study, we have explored the effect of demographic and clinical factors (shown in Tables 1 and 2 above) on the episode outcome. We have induced and evaluated outcome prediction models for Days 0 -7 only, since about 50% of included patients are discharged from the ICU within that time. Since our goal is probability estimation rather than exact classification of a given episode, we have used the Area under ROC curve (AUC) as our main performance criterion, similar to the previous studies of ICU mortality prediction [10] [11] [12] 23, 24] . The original dataset has been randomly partitioned at the 66:34 ratio into a development (training) set with 2,287 episodes and a validation set with 1,165 episodes. The mortality rate was 21.2% in the training set and 20.0% in the testing set. The number of training and testing episodes in each retrospective data table is shown in Table 3 . We have also reduced to six the number of labels for each nominal feature such as the diagnosis (five most common labels + "Other" for all remaining labels). A higher number of labels has resulted in lower validation AUC values of Day 0 models. The resulting six diagnosis labels are shown in Table 4 .
Table 4 Diagnosis labels

Diagnosis
Number of Episodes
Cancer of colon 579
Cancer of kidney and renal pelvis 163
Cancer of rectum and anus 287
Cancer of uterus 233
Viral infection 513
Other 1677
Total 3452
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We have induced outcome prediction models for the eight time steps (Day 0 -Day 7) using the following algorithms and evolving classification approaches: Out of the more interpretable, decision-tree models, the incremental IN has reached the highest AUC of 0.660 on Day 1, the first day when physiological measurements, including APACHE scores, become available. After Day 1, the incremental IN is being increasingly outperformed by other decision-tree approaches, including regenerative IN, which usually provides slightly higher AUC values than J48 models.
As shown in Table 5 , the IIN algorithm has created network layers for four time steps only (Days 0, 1, 2, and 3). No features were found statistically significant for Days 4 and higher. At the time of admission (Day 0), Diagnosis and Age were selected as significant predictive features for identifying the mortality risk of each patient. The APACHE Score, which is considered the state-ofthe-art severity measure for ICU patients, was selected on Day 1, along with PaO2 (the partial pressure of oxygen in arterial blood). On the two other days (2 and 3), two additional physiologic parameters were found significant: Temperature on Day 2 and Bicarb (the bicarbonate of the blood plasma) on Day 3. The differences between the AUC values of IIN models induced on various dayswere not found statistically significant using Delong's method for comparing ROC curves built for the same individuals [24] . Similar to other decision-tree models, an information network can be represented as a set of probability estimation rules, which incorporate both numeric and categorical features and can be easily interpreted by physicians. In case of predicting ICU outcome, these rules would identify high-risk and low-risk patient groups. Thus, Table 6 shows the prediction rules induced by the IIN algorithm for Day 0. These rules clearly identify the high and the low risk groups of ICU patients at the time of their admission. The patients with cancer of rectum and anus are under the highest death risk of 0.349, whereas the risk of patients with viral infection is nearly two times lower (0.180).
Rule 5 is the most informative rule in Day 0 model, since its outcome distribution is most different from the outcome distribution in the entire dataset. Table 7 shows the new rules that were induced on Day 1 from the two additional features that were selected by the algorithm: APACHE Score and PaO2. Rule 11 represents the episodes with the highest death risk (1.000). These are patients with other diagnoses than the five most common This feature appeared in the two rules of the Day 2 model, which are shown in Table 8 . Both rules represent patients with other diagnoses than the five most common types and low APACHE scores (between 1 and 13). However, the death outcome probabilities estimated by these two rules differ by the order of magnitude. If no gram-negative bacteria is found in blood, the death risk of these patients is as low as 0.0278, whereas finding a gram-negative bacteria culture in blood increases their death risk up to 0.2632. A complete set of Day 2 predictive rules for this dataset is shown in the Appendix (Table 11) . 
Discussion
In the previous section, we have explored seven different options for evolving classification of ICU episodes. The relationship of the induced models to the requirements of an evolving classification algorithm, defined by us in the Methods section, is briefly discussed below.
Providing an up-to-date classification model. Each one of the evaluated approaches provides an upto-date classification model for every episode day d based on some or all of the predictive features available up to that day. This allows us to apply the Put-and-reclassify strategy [7] to incoming ICU episodes.
Refining an existing classification model. Regenerative approaches build a new model from scratch for each time unit rather than refining an existing classification model with a new set of attributes.
For example, Table 9 shows the set of input attributes selected by the IN algorithm for each episode day using the Regenerative IN (all) approach. Though the most recent APACHE score is always the first attribute in the model, the list of subsequently selected attributes is subject to significant variations. To minimize the amount of changes made to the previous model, one can use IIN, an incremental version of the IN algorithm, but as shown in Figure 2 , the classification performance of IIN models becomes significantly inferior to the regenerative approaches starting with Day 3. 
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Anytime classification. As shown in Figure 2 , all regenerative models tend to have a non-decreasing classification performance as a function of ICU stay duration. In most cases of a slight decrease in the AUC value (e.g., in the Regenerative LR (all) model between Day 5 and Day 6), the decrease was not found statistically significant. However, the performance of the incremental IN algorithm experiences a steady decrease after Day 3, since no new attributes are added to the model by the algorithm (see Table 5 ).
Models interpretability. As indicated by [13] , the interpretative advantage of decision trees over logistic regression models is only obtained with simple trees. Uncertainty estimate. Each leaf node of a decision-tree model is associated with a probability distribution of the outcome. In case of a binary classification problem, such as ICU discharge outcome, the leaves where one of the possible classes has a probability of close to one (or close to zero) may be considered more certain than the leaves where the outcome probabilities are close to their distribution in the entire population, i.e. at the root node. Similar information is available with logistic regression models, which calculate the class probabilities for each validation record.
Our experimental results have not identified a single optimal approach for evolving classification of ICU episodes. On Day 0 and Day 1, the incremental IN algorithm has produced the simplest and the most accurate models, which incorporate the temporal order of feature arrival.
However, starting with Day 2, other approaches have reached better performance, especially in terms of predictive accuracy. Specifically, LR models produce the highest AUC values, but they are harder to interpret than decision-tree models of 20-30 nodes, which are obtained with IN and C4.5
algorithms. It appears to be more beneficial to induce decision-tree models from the last arriving attributes only, since these models tend to be more compact while not necessarily less accurate. The challenge of inducing both accurate and interpretable episode classification models, which are continuously refined upon arrival of new attributes, requires further research with multiple classification algorithms and ICU datasets.
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Conclusions
In this paper, we have presented a new paradigm for evolving classification of event data streams by a set of daily classification models, which can utilize all available features, are refined or re-trained upon arrival of new features, have anytime properties, are interpretable (in case of decision trees), become accurate as early as possible, and are accompanied by uncertainty estimates. Seven alternative approaches were shown to meet most evolving classification requirements though no "ideal" approach to evolving classification has been found. This implies that more methods for the evolving classification scenario should be developed and evaluated. 
