Abstract. We give a concise exposition of the basic theory of H ∞ functional calculus for N -tuples of sectorial or bisectorial operators, with respect to operator-valued functions; moreover we restate and prove in our setting a result of N. Kalton and L. Weis about the boundedness of the operator f (T 1 , . . . , T N ) when f is an R-bounded operator-valued holomorphic function.
case; we think that also this part of the paper can be useful, since in the existing literature it is difficult to find explicit proofs of some of these results.
The paper is organized as follows: in §2 we give some basic definitions; in § §3 and 4 we introduce and study the functional calculus; in §5 we prove some technical results; §6 is devoted to the proof of the Kalton-Weis theorem.
Sectorial and bisectorial operators.
In the whole paper X is a complex (nontrivial) Banach space. We say that a linear operator T acts in X if its domain D(T ) and its range R(T ) are subspaces of X; for such an operator σ(T ) denotes the spectrum and (T ) the resolvent set. As usual, L(X) denotes the Banach algebra of bounded linear operators from X to X.
The symbol R + denotes the set of positive (i.e. > 0) real numbers, and N the set of positive integers; "arg" denotes the principal argument and takes values in ]−π, π[. We shall work with sectors and "double sectors" of the complex plane. Their definition is the following. The greatest lower bound of the θ's satisfying (ii) and (iii) will be called the spectral angle of T .
Definition 2.3. Let T be a linear operator acting in X. We say that T is bisectorial if The greatest lower bound of the δ's satisfying (ii) and (iii) will be called the spectral angle of T .
It is obvious that a bisectorial operator T with spectral angle δ ∈ ]0, π/2[ is also a sectorial operator with spectral angle δ + π/2 (and that in both cases the operator is closed, since its resolvent set is not empty). The reason why we want to consider bisectorial operators is that we are going to study a functional calculus for operators that can be either sectorial or bisectorial; however, in the bisectorial case we want to use holomorphic functions that are defined only on a double sector.
Bisectorial operators also appear in the papers [3] and [11] . We will need the following result (for a proof we refer to [8, Ths. 2.1, 3.1] or to [4, Th. 3.8 
]).
Lemma 2.4. Let T be a linear operator acting in X. Assume that there is a subset Ω of (T ) such that 0 and ∞ are accumulation points of Ω and
By Lemma 2.4(c) any (bi)sectorial operator is injective; moreover, if
Therefore it is easy to prove that T −1 is (bi)sectorial simultaneously with T , with the same spectral angle.
The following converse of the triangle inequality will be useful.
Lemma 2.5. Let α, β ∈ R and w, z ∈ C; assume that w = |w|e iα , z = |z|e iβ . Then
Proof.
Let us introduce now a useful family of functions.
Definition 2.6. (a) For each positive integer n we let ψ n be the function
We denote ψ 1 by ψ.
(b) If n and N are positive integers, we set
If N is understood, we shall write Ψ instead of Ψ 1,N .
Note that
Proof. If z ∈ S θ , then z = |z|e iα with α ∈ ]−θ, θ[. Therefore, taking into account Lemma 2.5, we obtain
n|z| 1 + n|z| n n + |z| and the desired inequality follows easily.
In the next sections, we are going to define and study operators that we shall call f (T ), in the following two situations:
(i) T is a sectorial operator with spectral angle θ ∈ [0, π[ and f is a holomorphic function defined on a sector S θ with θ < θ < π; (ii) T is a bisectorial operator with spectral angle θ ∈ [0, π/2[ and f is a holomorphic function defined on a bisector Σ θ with θ < θ < π/2.
We shall also deal with operators f (T 1 , . . . , T N ), where each T k is sectorial or bisectorial, and f is a (possibly operator-valued) holomorphic function of N variables defined on the cartesian product of N sectors (or double sectors). In order to handle this situation we need another definition.
and oriented according to the increasing values of (i.e. according to the decreasing imaginary parts). If 0 < θ < ϕ, we will also say that Γ ϕ is an admissible curve for S θ .
Remark 2.9. Let ϕ ∈ ]0, π[. It is obvious that, as a set, Γ π−ϕ = −Γ ϕ . However, when we write "−Γ ϕ " it is understood that the orientation of the curve is opposite to the one provided by Definition 2.8, i.e. −Γ ϕ is oriented according to the increasing imaginary parts. 
We write T instead of (T 1 , . . . , T N ), whenever convenient, and we let B = B(T) be the commutator of the set
is, the closed subalgebra of the Banach algebra L(X) consisting of the operators that commute with the resolvent operators of T 1 , . . . , T N . Note that B ⊇ {λI X ; λ ∈ C}; functions with values in {λI X ; λ ∈ C} will be naturally identified with complex-valued functions. 
• H P (Ω, Y ) the space of holomorphic functions f : Ω → Y with polynomial growth at 0 and at ∞, that is, satisfying the following condition: there are s ∈ R and C > 0 such that for all
The mention of Y will be omitted when Y = C. 
converges in the norm of L(X) and does not depend on Γ .
Proof. For suitable C, s ∈ R + we have
This proves the integrability. The same estimate yields the independence of the integral from the system of curves, by means of standard arguments of holomorphic function theory.
Proof. The only nontrivial thing to check is that (f g)(
. We choose two systems of admissible curves Γ = n k=1 Γ k and Γ = n k=1 Γ k with the property that Γ k "lies outside Γ k ", in the sense that every point of Γ k belongs to the boundary of a (double) sector with respect to which Γ k is admissible. Then
By developing the product one gets 2 N summands, so that we have 2 N integrals, each in 2N variables, and in each integral we can exchange the order of integration as we like. But it follows from Cauchy's theorem that for all k ∈ {1, . . . , N } and w ∈ Γ ,
since the function of z k is holomorphic "inside Γ k ". Therefore the 2 N − 1 integrals in which not all the resolvents are of kind
(by an iterated application of the residue theorem) = (f g)(T).
) and f (z) commutes with g(z) for all z ∈ Ω, then f (T) commutes with g(T).

Proof. Indeed, f (T)g(T) = (f g)(T) = (gf )(T) = g(T)f (T).
In the following we shall only meet products of the type f (T)g(T) when f or g is scalar-valued, and so Corollary 3.6 applies.
and the last integral vanishes by Cauchy's theorem.
Theorem 3.8. For positive integers n and N ,
).
Proof. By Fubini's theorem we have Ψ n,N (T) =
N k=1 ψ n (T k ); therefore it is not restrictive to take N = 1, and hence we only prove that
When n = 1, by the residue theorem we get
When n ≥ 2,
Remark 3.9. As the operators T 1 , . . . , T N are (bi)sectorial we obtain Proof. Let p, n be positive integers. Then
and hence, by the commutativity of the resolvent operators of
. Now Remark 3.9 implies immediately that this common range is dense in X.
In particular, in the case N = 1, we have
Proof. For all x ∈ X we have
. By Corollary 3.6, the operators f (T) and Ψ n,N (T) commute; therefore it is well known that for all m ∈ N,
Hence by Theorem 3.10, the domain of
4. H ∞ functional calculus. We are interested in building a functional calculus defined on H ∞ (Ω, B) for N -tuples of (bi)sectorial operators; however, technical reasons suggest defining the functional calculus on the larger space H P (Ω, B).
does not depend on m. Indeed, by Theorem 3.5 we have
and by applying Ψ (T) −m−1 to both sides we obtain
Moreover, this argument, with m = 0, proves that Definition 4.1 extends Definition 3.4. (b) By Remark 3.12, for every f ∈ H P (Ω, B), f (T) is a closed operator with dense domain.
Proof. Trivial.
Theorem 4.4. If f : Ω → B is constant, and S ∈ B is its unique value, then f (T) = S.
Proof. Indeed, taking into account that S commutes with the resolvent operators of the T j 's, one can check easily that (Ψ f )(T) = Ψ (T)S.
But, by Theorem 3.5, we have (
This proves that
From Remark 3.12 we get
.
Proof. (a) By Theorem 4.5, f (T) = (f + g − g)(T) ⊇ (f + g)(T) − g(T). Since g(T) ∈ L(X), we have D((f + g)(T) − g(T)) = D((f + g)(T)). Hence f (T) + g(T) ⊇ (f + g)(T).
(b) For a suitably large m ∈ N the operators (Ψ m f g)(T) and (Ψ m f )(T) are bounded together with g(T); therefore as a consequence of Theorem 4.5 we obtain (Ψ m f )(T)g(T) = (Ψ m f g)(T). Hence
, B). A necessary and sufficient condition for f (T) to be a bounded operator is that
by Remark 3.9. Moreover, by Corollary 4.6 (and Remark 3.9), we have
Conversely, assume that sup n∈N (Ψ n,N f )(T) = M < ∞. If x ∈ D(f (T)), then, by Theorem 4.5 and Remark 3.9,
Therefore f (T)x ≤ M x for all x ∈ D(f (T)). Since f (T) is closed and densely defined, this proves that f (T) ∈ L(X). 
Then for all x ∈ X we have
Sx.
Since Ψ (T) −1 is closed, this proves that
Theorem 4.9. Let A be a closed subalgebra of B. The following statements are equivalent:
Proof. (a)⇒(b). This follows immediately from Theorem 4.8 and the closed graph theorem. (b)⇒(a). Let f ∈ H
∞ (Ω, A). Then Ψ n,N f ∈ H ∞ 0 (Ω, A), and so (Ψ n,N f )(T) ≤ C Ψ n,N f ∞ ≤ C f ∞ (see Lemma 2.
7). Hence, by Theorem 4.7, we have f (T) ∈ L(X).
Remark 4.10. If T is an operator in X and α ∈ C \ {0}, then it is obvious that D(αT ) = D(T ), R(αT ) = R(T ), and (αT ) = α (T ) with
Hence, if α ∈ R + and T is (bi)sectorial with spectral angle θ, then the same is true for αT . More precisely, if λ(λ − T ) −1 ≤ M in a certain domain which is invariant under multiplication by positive real numbers, then in the same domain we also have λ(λ − αT by g(ζ 1 , . . . , ζ N ) = f (α 1 ζ 1 , . . . , α N ζ N ) , then f (α 1 T 1 , . . . , α N T N ) = g(T 1 , . . . , T N ) .
Proof. If f ∈ H ∞
0 the equality is obtained by a change of variables in the integral that defines f (α 1 T 1 , . . . , α N T N ) . In the general case we set µ(z 1 , . . . , z N ) = (α 1 z 1 , . . . , α N z N ) , so that g = f • µ. We also write αT for (α 1 T 1 , . . . , α N T N ) . Then
However,
Hence
)(T) = g(T).
Theorem 4.12. Let f ∈ H P (Ω j , B), and let g : Ω → B be defined by g(z) = f (z j ). Then g ∈ H P (Ω, B) and g(T) = f (T j ).
Proof. Since the first statement is trivial, we prove that g(T) = f (T j ).
Let m be a suitably large integer. From Fubini's theorem it follows that
Some results in the case of a single operator.
The results of this section concern the case N = 1, so that we will write T instead of T or T j . Note that, by means of Theorem 4.12, these results can be easily extended to the case of several operators when the function f actually depends on one variable only. 
Proof. The case k = 0 follows immediately from Theorem 4.4. Assume that k > 0. Take m ∈ N with m > k so that p k ψ m ∈ H ∞ 0 . By an iterated application of Lemma 5.2 we have (
If k < 0 and m > |k|, then from the equality ψ(
Now we remark that T −1 has the same properties as T , and that ψ(
by the same argument as above.
As p w ∈ H P (Ω) we can give the following
Observe that by Theorem 5.3 this definition extends the case of the integer exponents.
As in Theorem 3.7 we denote by r λ the function z → (λ − z) −1 .
Proof. We fix w ∈ C and m ∈ N with m > |Re w|. Then
This proves the first statement. Now we assume that 0 < Re w < 1. Then Remark 5.6. The constant C w,Ω that appears in Theorem 5.5 obviously depends also on the operator T . However, looking at the proof of that theorem, one can see that this dependence concerns only the supremum of z(z − T ) −1 on Γ . In particular (see Remark 4.10) the constant does not change if one replaces T with αT (α ∈ R + ).
6. The Kalton-Weis theorem. In this section we go back to the general situation described at the beginning of Section 3.
so that λ − r ∈ S |β| . Therefore for all z ∈ S |β|−ε one has z, z − λ ∈ ]−∞, 0], and we can set
, the assertion follows from (a), as Σ |β|−π/2−ε ⊆ S |β|−ε . If |β| < π/2, then in a way similar to (a) it can be proved that for all z ∈ Σ π/2−|β|−ε we have z, λ − z ∈ ]−∞, 0], and therefore we can set
and the integral converges in the norm of L(X).
Proof. First, we remark that the operators T r j (z j − T j ) −1 commute (by Theorem 5.5 and Corollary 3.6). Next, for m ∈ {0, . . . , N } we set
This integral is convergent in the norm of L(X) because, by Theorem 5.5,
and this is an integrable function on Γ . Since S 0 = f (T) and S N is the right-hand side of the equality to be proved, it is sufficient to show that
Let m ∈ {1, . . . , N } be fixed, and let ∆ be a curve of the same type as Γ m , lying "inside Γ m ". Then (by Theorem 5.5, which also enables us to change the order of integration)
This proves that S m = S m−1 . 
Proof. It is not restrictive to assume that max k∈Z N |α k | = 1. By Theo-
,
where C 0 does not depend on (α k ) k∈Z N , (t 1 , . . . , t N ) and f . Now, by the geometric properties of Ω,
(by Lemma 6.1).
Now we are going to state and prove the theorem of Kalton and Weis that we mentioned in the introduction. In their paper [7] the main tool is a property called U-boundedness. We use a slightly stronger one, which is more common in the literature.
A subset U of L(X) is said to be R-bounded if there is a C > 0 such that for any positive integer N and for arbitrary T 1 , . . . , T N ∈ U and x 1 , . . . , x N ∈ X,
(and it is known that the exponent 2 can be replaced by any other exponent p > 0 with a suitable modification of the constant C). The best constant that can be put in (6.5) is called the R 2 -bound of U, and is denoted by R 2 (U). It is easy to see that any R-bounded set of operators is bounded, and that the elementary operations on sets preserve the R-boundedness. Moreover the "contraction principle" says that (6.5) holds when T k = λ k I X , with C = 2 max 1≤k≤N |λ k |. Hence for any R-bounded subset of L(X) and
For details about R-boundedness we refer to the papers [2] , [5] , [12] . 
Proof. We fix g ∈ H ∞ R (Ω, B) and set g n = Ψ n,N g. We will show that sup n∈N g n (T) ≤ C R 2 (g(Ω)); by Theorem 4.7 that will prove the theorem. Since g ∈ H ∞ (Ω, B), and hence g n ∈ H ∞ 0 (Ω, B), by Theorem 6.3 we can write (with r ∈ ]0, 1[)
where Γ is a curve lying in Ω \ Ω . Notice that the integral with respect to z j is performed on Γ j , which is the union of two or four half-lines with origin at 0; therefore we obtain the sum of a finite number of terms of the form
where Γ j is one of the (two or four) branches of Γ j . Thus it is enough to estimate each of these integrals. Let us introduce the abbreviation 2
. If Γ j is the half-line through e iβ j with |β j | < π, we get
Here we have carried the sums inside the integrals: this is allowed by the inequalities that follow. We have also applied Theorem 4.11 which implies that t 
so that, by Lemma 6.1, we get
The proof will be concluded if we show that on the right-hand side of the last inequality we can put C R 2 (g(Ω)). By Fatou's lemma it is enough to estimate in the same way the norm of for any finite subset E of Z N . Therefore we fix n ∈ N, t ∈ [1, 2] N , a finite subset E of Z N , and moreover x ∈ X with x ≤ 1 and x * ∈ X * with x * ≤ 1. By Lemma 6.2 and Theorem 5.5 we can write
where h j ∈ H ∞ 0 (Ω j ). Therefore Finally, we apply Lemma 6.4, which is possible by the assumption that f (T) ∈ L(X) for all f ∈ H ∞ (Ω ). By that lemma,
is bounded above by a constant that depends only on h, and therefore only on Ω . Thus
This concludes the proof.
