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Abstract
Community identification in a network is an important problem in fields such as social
science, neuroscience, and genetics. Over the past decade, stochastic block models (SBMs) have
emerged as a popular statistical framework for this problem. However, SBMs have an important
limitation in that they are suited only for networks with unweighted edges; in various scientific
applications, disregarding the edge weights may result in a loss of valuable information. We
study a weighted generalization of the SBM, in which observations are collected in the form of
a weighted adjacency matrix and the weight of each edge is generated independently from an
unknown probability density determined by the community membership of its endpoints. We
characterize the optimal rate of misclustering error of the weighted SBM in terms of the Renyi
divergence of order 1/2 between the weight distributions of within-community and between-
community edges, substantially generalizing existing results for unweighted SBMs. Furthermore,
we present a computationally tractable algorithm based on discretization that achieves the
optimal error rate. Our method is adaptive in the sense that the algorithm, without assuming
knowledge of the weight densities, performs as well as the best algorithm that knows the weight
densities.
1 Introduction
The recent explosion of network datasets has created a need for new statistical methodology [35,
14, 26, 18]. One active area of research with diverse scientific applications pertains to community
detection and estimation, where observations take the form of edges between nodes in a graph, and
the goal is to partition the nodes into disjoint groups based on their relative connectivity [15, 23,
38, 41, 31, 37].
A standard model assumption in community recovery problems is that—conditioned on the
community labels of the nodes of the graph—each edge is generated independently according to a
distribution governed solely by the community labels of its endpoints. This is the setting of the
stochastic block model (SBM) [25]. Community recovery may also be viewed as estimating the
latent cluster memberships of the nodes a random graph generated by an SBM. The last decade has
seen great progress on this problem, beginning with the seminal conjecture of Decelle et al. [13] (see,
e.g., the excellent survey paper by Abbe [1]). Various algorithms for community recovery have been
devised with guaranteed optimality properties, measured in terms of correlated recovery [32, 34, 30],
exact recovery [3, 5, 4], and minimum misclustering error rate [17, 43].
However, an important shortcoming of SBMs is that all edges are assumed to be binary. In
contrast, the edges appearing in many real-world networks possess weights reflecting a diversity of
strengths or characteristics [36, 11]: Edges in social or cellular networks may quantify the frequency
of interactions between pairs of individuals [40, 10]. Similarly, edges in gene co-expression networks
are assigned weights corresponding to the correlation between expression levels of pairs of genes [44];
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and in brain networks, edge weights may indicate the level of neuronal activity between correspond-
ing regions in the brain [39]. Although an unweighted adjacency matrix could be constructed by
disregarding the edge weight data, this might result in a loss of valuable information that could be
used to recover hidden communities.
This motivates the weighted stochastic block model, which we study in this paper. Each edge
is generated from a Bernoulli(p) or Bernoulli(q) distribution, depending on whether its endpoints
lie in the same community, and then each edge is assigned an edge weight generated from one
of two arbitrary densities, p(·) or q(·). We study the problem of community estimation based on
observations of the edge weights in the network, without assuming knowledge of p, q, p(·) or q(·).
Since p(·) and q(·) are allowed to be continuous, our model strictly generalizes the discrete labeled
SBMs considered in previous literature [24, 29, 27], as well as the censored SBM [2, 19, 20].
We emphasize key differences between the weighted SBM framework and the setting of other
clustering problems involving continuous edge weights [8, 21]. First, we do not assume that between-
cluster edges tend to have heavier weights than within-cluster edges (e.g., in mean-separation mod-
els). Such an assumption is critical to many algorithms for weighted networks, since it allows existing
algorithms for unweighted SBMs, such as spectral clustering, to be applied in relatively straightfor-
ward ways. In contrast, the algorithms in this paper allow us to exploit other potential differences in
p(·) and q(·), such as differences in variance or shape. This is crucial to achieve optimal performance.
Second, our setting is nonparametric in the sense that the densities p(·) and q(·) may be arbitrary
and are only required to satisfy mild regularity conditions, whereas previous approaches generally
assume that p(·) and q(·) belong to a specific parametric family. Nonparametric density estimation
is itself a difficult problem, made even more difficult in the case of weighted SBMs, since we do not
know a priori which edge weights have been drawn from which densities.
Our main theoretical contribution is to characterize the optimal rate of misclustering error in the
weighted SBM. On one side, we derive an information-theoretic lower bound for the performance of
any community recovery algorithm for the weighted SBM. Our lower bound applies to all parameters
in the parameter space (thus is not minimax) and all algorithms that produce the same output
on isomorphic networks—a property that we call permutation equivariance. On the other side,
we present a computationally tractable algorithm with a rate of convergence that matches the
lower bound. Our results show that the optimal rate for community estimation in a weighted
SBM is governed by the Renyi divergence of order 12 between two mixed distributions, capturing
the discrepancy between the edge probabilities and edge weight densities for between-community
and within-community connections. This provides a natural but highly nontrivial generalization
of the results in Zhang and Zhou [43] and Gao et al. [17], which show that the optimal rate of
the unweighted SBM is characterized by the Renyi divergence of order 12 between two Bernoulli
distributions corresponding only to edge probabilities.
Remarkably, our rate-optimal algorithm is fully adaptive and does not require prior knowledge of
p(·) and q(·). Thus, even in cases where the densities belong to a parametric family, it is possible—
without making any parametric assumptions—to obtain the same optimal rate as if one imposes
the true parametric form. This is in sharp contrast to most nonparametric estimation problems in
statistics, where nonparametric methods usually lead to a slower rate of convergence than parametric
methods if a specific parametric form is known. The apparent discrepancy is explained by the simply
stated observation that in weighted SBMs, one does not need to estimate edge densities well in order
to recover communities to desirable accuracy. This intuition is also reflected in the work of Abbe
and Sandon [4] for the exact recovery problem and Gao et al. [17] for the unweighted SBM. Our
proposed recovery algorithm hinges on a careful discretization technique: When the edge weights
are bounded, we discretize the distribution via a uniformly spaced binning to convert the weighted
SBM into an instance of a labeled SBM, where each edge possesses a label from a discrete set
with finite (but divergent) cardinality; we then perform community recovery in the labeled SBM
by extending a coarse-to-fine clustering algorithm that computes an initialization through spectral
clustering [12, 28] and then performs refinement through nodewise likelihood maximization [17].
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When the edge weights are unbounded, we reduce the problem to the bounded case by first applying
an appropriate transformation to the edge weight distributions.
The remainder of our paper is organized as follows: Section 2 introduces the mathematical
framework of the weighted SBM, defines the community recovery problem, and formalizes the notion
of permutation equivariance. Section 3 provides an informal summary of our results, later formalized
in Section 5. Section 4 outlines our proposed community estimation algorithm. The key technical
components of our proofs are highlighted in Section 6, and Section 7 reports the results of various
simulations. Section 8 concludes the paper with further implications and open questions.
Notation: For a positive integer n, we write [n] to denote the set {1, . . . , n} and Sn to denote
the set of permutations of [n]. We write o(1) to denote a sequence indexed by n that tends to 0 as
n→∞, and write Θ(1) to denote a sequence indexed by n that is bounded away from 0 and ∞ as
n→∞. For two real numbers a and b, we write a∨ b to denote max(a, b) and write a∧ b to denote
min(a, b).
2 Model and problem formulation
We begin with a formal definition of the homogeneous weighted SBM and a description of the
community recovery problem.
2.1 Weighted stochastic block model
Let n denote the number of nodes in the network and let K ≥ 2 denote the number of communities.
A clustering σ is a function [n]→ [K]. For each node u ∈ [n], we refer to σ(u) as the cluster of node
u.
Definition 2.1. For a positive number β ≥ 1, we define C(β,K) as the set of clusterings with
minimum cluster size is at least nβK , i.e., σ ∈ C(β,K) if and only if |σ−1(k)| ≥ nβK for all k ∈ [K].
We refer to β as the cluster-imbalance constant.
We first define the homogeneous unweighted SBM, which is characterized by the following prob-
ability distribution over adjacency matrices A ∈ {0, 1}n×n:
Definition 2.2 (Homogeneous unweighted SBM). Let σ0 ∈ C(β,K) and p, q ∈ [0, 1]. We say that
a random binary-valued matrix A has the distribution SBM(σ0, p, q) if for all u < v, the entries of
A are generated independently according to
Auv ∼
{
Ber(p) if σ0(u) = σ0(v),
Ber(q) if σ0(u) 6= σ0(v).
Thus, the parameters p and q correspond to the within-cluster and between-cluster edge proba-
bilities. The more general heterogenous unweighted SBM is characterized by a matrix P ∈ RK×K
of probabilities instead of two scalars p and q, and edges are generated independently according to
Auv ∼ Ber(Pσ0(u),σ0(v)).
A homogeneous weighted SBM is parametrized by σ0 ∈ C(β,K), the edge absence probabilities
P0 and Q0, and the edge weight probability densities p(·) and q(·) supported on S ⊂ R, where S may
be [0, 1], [0,∞), or R. The weighted SBM is then characterized by a distribution over symmetric
matrices A ∈ Sn×n in the following manner:
Definition 2.3 (Homogeneous weighted SBM). Let σ0 ∈ C(β,K). We say that a random real-valued
matrix A has the distribution WSBM(σ0, (P0, p), (Q0, q)) if for all u < v,
Auv ∼
{
P0δ0(·) + (1− P0)p(·) if σ0(u) = σ0(v),
Q0δ0(·) + (1−Q0)q(·) if σ0(u) 6= σ0(v). (1)
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where P0δ0(·)+(1−P0)p(·) denotes a probability distribution whose singular part (with respect to the
Lebesgue measure) is a point mass at 0 with probability P0 and whose continuous part has (1−P0)p(·)
as its Radon-Nikodym derivative with respect to the Lebesgue measure; and Q0δ0(·) + (1−Q0)q(·) is
defined analogously.
Note that if p(·) and q(·) are Dirac delta masses at 1, the weighted SBM reduces to the unweighted
version. We make a few additional remarks about the definition of the weighted SBM. First, we
observe that E(A) may not exhibit the familiar block structure found in unweighted SBMs, since our
model includes the case where (P0, p(·)) and (Q0, q(·)) have the same mean. Second, our definition
treats an edge with weight 0 as a missing edge, but it is straightforward to distinguish the two
notions by defining P and Q as probability measures over S ∩ {∗}, where the symbol ∗ denotes a
missing edge. Lastly, it is possible to generalize the weighted SBM to a weighted and labeled SBM
with the model
Auv ∼
{
P, if σ0(u) = σ0(v)
Q, if σ0(u) 6= σ0(v).
where P and Q are general probability distributions over S (and the labels correspond to a discrete
part). The theory derived in this paper extends in a straightforward fashion to the cases where the
discrete portion of P and Q has finite support.
2.2 Community estimation
Given an observation A ∈ Sn×n generated from a weighted SBM, the goal of community estimation
is to recover the true cluster membership structure σ0. We assume throughout our paper that the
number of clusters K is known.
We evaluate the performance of a community recovery algorithm in terms of its misclustering
error. For a clustering algorithm σˆ, let σˆ(A) : [n]→ [K] denote the clustering produced by σˆ when
provided with the input A. We have the following definition:
Definition 2.4. We define the misclustering error to be
l(σˆ(A), σ0) := min
pi∈SK
1
n
dH(pi ◦ σˆ(A), σ0),
where dH(·, ·) denotes the Hamming distance. The risk of σˆ is defined as R(σˆ, σ0) := El(σˆ(A), σ0),
where the expectation is taken with respect to both the random network A and any potential random-
ness in the algorithm σˆ.
The goal of this paper is to characterize the minimal achievable risk for community recovery on
the weighted SBM in terms of the parameters (n, β,K, (P0, p), (Q0, q)).
2.3 Permutation equivariance
Since the cluster structure in a network does not depend on how the nodes are labeled, it is natural
to focus on estimation algorithms that output equivalent clusterings when provided with isomorphic
inputs. We formalize this property in the following definition:
Definition 2.5. For an n× n matrix A and a permutation pi ∈ Sn, let piA denote the n× n matrix
such that Auv = [piA]pi(u),pi(v). Let σˆ be a deterministic clustering algorithm. Then σˆ is permutation
equivariant if, for any A and any pi ∈ Sn,
τ ◦ σˆ(piA) ◦ pi = σˆ(A) for some τ ∈ SK . (2)
4
Note that σˆ(piA) by itself is not equivalent to σˆ(A), since the nodes in piA are labeled with respect
to the permutation pi. It is straightforward to extend Definition 2.5 to randomized algorithms by
requiring condition (2) to hold almost everywhere in the probability space that underlies the algo-
rithmic randomness. Permutation equivariance is a natural property satisfied by all the clustering
algorithms studied in literature except algorithms that leverage extra side information in addition
to the given network. In Section 5.2, we study permutation equivariance in detail and provide some
properties of permutation equivariant estimators.
3 Overview of main results
The difficulty of community recovery depends on the extent to which (P0, p) and (Q0, q) are different;
it is clearly impossible to have a consistent clustering algorithm if (P0, p) and (Q0, q) are equal. We
show in this paper that natural measure of discrepancy between (P0, p) and (Q0, q)) which governs
the optimal rate of convergence is the Renyi divergence of order 12 .
Given any probability distributions P and Q that are absolutely continuous with respect to each
other, the Renyi divergence of order 12 is defined as I(P,Q) := −2 log
∫ (
dP
dQ
)1/2
dQ. For our setting,
the Renyi divergence takes on the special form
I((P0, p), (Q0, q)) = −2 log
(√
P0Q0 +
∫ √
(1− P0)(1−Q0)p(x)q(x)dx
)
.
If I((P0, p), (Q0, q)) is bounded above by a universal constant, the Renyi divergence is of the same
order as the Hellinger distance (cf. Lemma H.2):
I((P0, p), (Q0, q))  (
√
P0 −
√
Q0)
2 +
∫
S
(
√
(1− P0)p(x)−
√
(1−Q0)q(x))2dx
= (
√
P0 −
√
Q0)
2 + (
√
1− P0 −
√
1−Q0)2
+
√
(1− P0)(1−Q0)
∫
S
(
√
p(x)−
√
q(x))2dx.
Thus, we can think of I((P0, p), (Q0, q)) as having two components, the first of which captures the
divergence between the edge presence probabilities (and also appears in the analysis of unweighted
SBM), and the second of which captures the divergence between the edge weight densities.
The presence of the second term illustrates how the weighted SBM behaves quite differently from
its unweighted counterpart—in particular, dense networks may be interesting in a weighted setting.
For example, even if the weighted network is completely dense in the sense that 1− P0 = 1−Q0 =
1, a nonzero signal I may still exist if p(·) and q(·) are sufficiently different. Our results apply
simultaneously to dense and sparse settings; it is important to note that dense weighted networks
arise in real-world settings, such as gene co-expression data.
We now provide an informal overview of our main results.
Theorem. (Informal statement) Let A be generated from a weighted SBM. Under regularity
conditions on ((P0, p), (Q0, q)), any permutation equivariant estimator σˆ satisfies the lower bound
El(σˆ(A), σ0) ≥ exp
(
−(1 + o(1)) n
βK
I((P0, p), (Q0, q))
)
.
Theorem. (Informal statement) Under regularity conditions on ((P0, p), (Q0, q)), there exists a
permutation equivariant algorithm σˆ achieving the following misclustering error rate:
lim
n→∞P
(
l(σˆ(A), σ0) ≤ exp
(
−(1 + o(1)) n
βK
I((P0, p), (Q0, q))
))
→ 1.
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Furthermore, if nIβK logn ≤ 1, we have
El(σˆ(A), σ0) ≤ exp
(
−(1 + o(1)) nI
βK
)
.
Taken together, the theorems imply that in the regime where nIβK logn ≤ 1, the optimal risk is
tightly characterized by the quantity exp
(
−(1 + o(1)) nIβK
)
. On the other hand, if nIβK logn > 1,
we have exp
(
−(1 + o(1)) nIβK
)
< 1n for large enough n, so limn→∞ P (l(σˆ(A), σ0) = 0) → 1 (since
l(σˆ(A), σ0) <
1
n implies l(σˆ(A), σ0) = 0). Thus, the regime where
nI
βK logn > 1 is in some sense an
easier problem, since we can guarantee perfect recovery with high probability.
3.1 Relation to previous work
Our result generalizes the work of Zhang and Zhou [43], which establishes the minimax rate of
exp
(
−(1 + o(1)) nβK I
(
Ber(p), Ber(q)
))
for the unweighted SBM, where
I(Ber(p), Ber(q)) = −2 log(√pq +√(1− p)(1− q)).
The optimal algorithm proposed in Zhang and Zhou [43] is intractable, but a computationally feasible
version was developed by Gao et al. [17]; the latter algorithm is a building block for the estimation
algorithm proposed in this paper.
Our result should also be viewed in comparison to Yun and Proutiere [42], who studied the
optimal risk for the heterogenous labeled SBM with finitely many labels, with respect to a prior on
the cluster assignment σ0. They characterize the optimal rate under a notion of divergence that
reduces to the Renyi divergence of order 12 between two discrete distributions over a fixed finite
number of labels in the homogeneous setting (cf. Lemma G.2). Since the discussion is somewhat
technical, we provide a more detailed comparison of our work to the results of Yun and Proutiere in
Section 6.1.
Jog and Loh [27] proposed a similar weighted block model and show the exact recovery threshold
to be dependent on the Renyi divergence. They focus on the setting where the distributions are
discrete and known, whereas we consider continuous densities that are unknown. Aicher et al. [6]
introduced a version of a weighted SBM that is a special case of the setting discussed in this paper,
where the densities P and Q in equation (1) are drawn from a known exponential family. Notably,
the definition of Aicher et al. [6] cannot incorporate sparsity. The weighted SBM model considered
in Hajek et al. [22] is also similar to the one we propose in our paper, except it only involves a single
hidden community and assumes knowledge of the distributions P and Q. Weighted networks have
also received some attention in the physics community [36, 9], and various ad-hoc methods have been
proposed; since theoretical properties are generally unknown, we do not explore these connections
in our paper.
Other notions of recovery: A closely related problem is that of finding the exact recovery thresh-
old. We say that the unweighted SBM has an exact recovery threshold if a function θ(p, q, n,K, β, σ0)
exists such that exact recovery is asymptotically almost always impossible if θ < 1, and almost al-
ways possible if θ > 1. For the homogeneous unweighted SBM, Abbe et al. [3] show that when
β = 1,K = 2, 1 − P0 = a lognn , and 1 −Q0 = b lognn , for some constants a and b, the exact recovery
threshold is
√
a−√b. This result was later generalized to multiple communities with heterogenous
edge probabilities in Abbe and Sandon [5], where a notion of CH-divergence was shown to char-
acterize the threshold for exact recovery. A notion of weak recovery, corresponding to a detection
threshold, has also been considered [30, 33].
6
4 Estimation algorithm
A natural approach to community estimation is to first estimate the edge weight densities p(·) and
q(·), but this is hindered by the fact that we do not know whether an edge weight observation
originates from p(·) or q(·). An alternative approach of applying spectral clustering directly to the
weighted adjacency matrix A will also be ineffective if (P0, p) and (Q0, q) have the same mean, so
E(A) does not exhibit any cluster structure. A third idea is to output the clustering that maximizes
the Kolmogorov-Smirnov distance (or another nonparametric two-sample test statistic) between the
empirical CDFs of within-cluster edge weights and the between-cluster edge weights. This idea,
though feasible, is computationally intractable, since it involves searching over all possible clus-
terings. Our approach is appreciably different from the methods suggested above, and consists of
combining the idea of discretization from nonparametric density estimation with clustering tech-
niques for unweighted SBMs.
4.1 Outline of algorithm
We begin by describing the main components of our algorithm. The key ideas are to convert the edge
weights into a finite set of labels by discretization, and then cluster nodes on the labeled network.
Our algorithm is summarized pictorially in Figure 1.
1. Transformation & discretization. We take as input a weighted adjacency matrix A and
apply an invertible transformation function Φ : S → [0, 1] (recall S is the support of the edge
weights and can be [0, 1], [0,∞), or R) on the nonzero edges to obtain a matrix Φ(A) with
weights between 0 and 1. Next, we divide the interval [0, 1] into L equally-spaced subintervals.
We replace the real-valued entries of Φ(A) with categorical labels in [L]. We denote the labeled
adjacency matrix by AL.
2. Add noise. We perform the following process on every edge of the labeled graph, indepen-
dently of other edges: With probability 1− δ where δ = 2(L+1)n , keep an edge as it is, and with
probability δ, erase the edge and replace it with an edge with label uniformly drawn from the
set of labels. We continue to denote the modified adjacency matrix as AL.
3. Initialization parts 1 & 2. For each label l, we create a sub-network by including only edges
of label l. We then perform spectral clustering on all sub-networks, and output the label l∗
that induces the maximally separated spectral clustering. Let Al∗ be the adjacency matrix for
label l∗. For each u ∈ {1, . . . , n}, we perform spectral clustering on Al∗ \ {u}, which denotes
the adjacency matrix with vertex u removed. We output n clusterings σ˜1, . . . , σ˜n.
4. Refinement & consensus. From each σ˜u, we generate a clustering σˆu on {1, 2, . . . , n} that
retains the assignments specified by σ˜u for {1, 2, . . . , n}\{u}, and assigns σˆu(u) by maximizing
the likelihood taking into account only the neighborhood of u. We then align the cluster
assignments made in the previous step.
Transform Discretize & add noise
Initialize 
1
Initialize 
2
Refinement Consensus
A
 (A)
AL
Al⇤  ˜1, ...,  ˜n
 ˆ
 ˆ1, ...,  ˆn
Figure 1: Pipeline for our proposed algorithm
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4.2 Transformation and discretization
In the transformation step, we apply an invertible CDF Φ : S → [0, 1] as the transformation function
on all the edge weights, so that each entry of Φ(A) lies in [0, 1]. In the discretization step, we divide
the interval [0, 1] into L equally-spaced bins of the form [al, bl], where a1 = 0, bL = 1, and bl−al = 1L .
An edge is assigned the label l if the weight of that edge lies in bin l.
Algorithm 4.1 Transformation and Discretization
Input: A weighted network A, a positive integer L, and an invertible function Φ : S → [0, 1]
Output: A labeled network AL with L labels
Divide [0, 1] into L bins, labeled bin1, . . . ,binL
for every edge (u, v) such that Auv 6= 0 do
Let l be the bin in which Φ(Auv) falls
Assign the edge (u, v) the label l in the labeled network AL
end for
4.3 Add noise
For technical reasons, we inject noise into the network as a form of regularization. As detailed in
the proof of Proposition 6.1 in Appendix A, deliberately forming a noisy version of the graph barely
affects the separation between the distributions of the within-community and between-community
edge labels, but has the desirable effect of ensuring that all edge labels occur with probability at least
2
n . This property is crucial to our analysis in subsequent steps of the algorithm. In the description
of the algorithm below, we treat the label 0 (i.e., an empty edge) as a separate label, so we have a
network with L+ 1 labels.
Algorithm 4.2 Add noise
Input: A labeled network AL with L+ 1 labels
Output: A labeled network AL with L+ 1 labels
for every edge (u, v) do
With probability 1− 2(L+1)n , do nothing
With probability 2(L+1)n , replace the edge label with a label drawn uniformly at random from{0, 1, 2, . . . , L}
end for
4.4 Initialization
The initialization procedure takes as input a network with edges labeled {0, 1, . . . , L}. The goal of
the initialization procedure is to create a rough clustering σ˜ that is consistent but not necessarily
optimal. As outlined in Algorithm 4.3, the rough clustering is based on a single label l∗, selected
based on the maximum value of the estimated Renyi divergence between within-community and
between-community distributions for the unweighted SBMs based on individual labels.
For technical reasons, we actually create n separate rough clusterings {σ˜u}u=1,...,n, where each
σ˜u : [n − 1] → [K] is a clustering of a network of n − 1 nodes with u removed. The clusterings
{σ˜u} will later be combined into a single clustering algorithm. In practice, it is sufficient to create
a single rough clustering (see Remark 4.2 below).
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Remark 4.1. The initialization procedure that we propose is based on choosing a single best label l∗
and deriving an initial clustering from the unweighted network associated with l∗. This is sufficient
in theory, but a better initial clustering may be gained in practice by aggregating information from
all labels. Such an aggregation must, however, be performed with care, so that uninformative labels
do not dilute the information content of the informative labels.
Algorithm 4.3 Initialization
Input: A labeled network AL with L labels
Output: A set of clusterings {σ˜u}u=1,...,n, where σ˜u is a clustering on {1, 2, . . . , n} \ {u}
1: Separate AL into L networks {Al}l=1,...,L . Stage 1
2: for each label l do
3: Perform spectral clustering (Algorithm 4.4) with τ = 40Kd¯, where d¯ = 1n
∑n
u=1 du is
the average degree, and µ = 4β to obtain σ˜l
4: Estimate Pˆl =
∑
u 6=v : σ˜l(u)=σ˜l(v)(Al)uv
|{u6=v : σ˜l(u)=σ˜l(v)}| and Qˆl =
∑
u 6=v : σ˜l(u)6=σ˜l(v)(Al)uv
|{u 6=v : σ˜l(u)6=σ˜l(v)}|
5: Compute Iˆl ← (Pˆl−Qˆl)
2
Pˆl∨Qˆl
6: end for
7: Choose l∗ = arg maxl Iˆl
8: for each node u do . Stage 2
9: Create network Al∗ \ {u} by removing node u from Al∗
10: Perform spectral clustering (with the same parameter setting as stage 1) on Al∗ \ {u}
to obtain σ˜u
11: end for
12: Output the set of clusterings {σ˜u}u=1,...,n
Spectral clustering: Note that Algorithm 4.3 involves several applications of spectral clus-
tering. We describe the spectral clustering algorithm used as a subroutine in Algorithm 4.4 below.
Importantly, note that we may always choose the parameter µ sufficiently large such that Algo-
rithm 4.4 generates a set S with |S| = K.
4.5 Refinement and consensus
This step parallels Gao et al. [17]. In the refinement step, we use the set of initial clusterings
{σ˜u}u=1,...,n to generate a more accurate clustering for the labeled network by locally maximiz-
ing an approximate log-likelihood for each node u. The consensus step resolves any cluster label
inconsistencies present after the refinement stage.
Remark 4.2. In our simulation studies, we find that it is sufficient to output a single cluster-
ing σ˜ on the whole of Al∗ in the initialization stage. In the refinement stage, we simply estimate
{Pˆl, Qˆl}l∈{0,...,L} based on σ˜, assign σˆ(u) = arg maxk∈[K]
∑
v : σ˜(v)=k, v 6=u
∑L
l=0 log
Pˆl
Qˆl
1(Auv = l),
and then output σˆ directly. We also note that one could in practice use a discretization level for the
refinement stage that is different from that of the initialization stage (see discussions in Section 6).
5 Optimal misclustering error
We analyze the rate of convergence of the estimation algorithm from Section 4 in Section 5.1. In
Section 5.2, we provide a matching information-theoretic lower bound. In both sections, we let P
denote the set of probability distributions on S whose singular part is a point mass at 0.
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Algorithm 4.4 Spectral clustering
Input: An unweighted network A with columns {Au}, trim threshold τ , number of communities
K, and tuning parameter µ
Output: A clustering σ
1: For each node u with degree du ≥ τ , set Au = 0 and (A>)u = 0 to obtain Tτ (A)
2: Compute Aˆ := arg minA˜ : rank(A˜)≤K ‖A˜− Tτ (A)‖2 by SVD
3: For each node u, index the other nodes by v(1), . . . , v(n−1) such that
‖Aˆu − Aˆv(1)‖2 ≤ ‖Aˆu − Aˆv(2)‖2 ≤ . . . ≤ ‖Aˆu − Aˆv(n−1)‖2,
and define
D(u) := ‖Aˆu − Aˆv(dn/µKe)‖2
4: Initialize S ← 0
5: Select node u1 := arg minuD(u) and add u1 to S as S[1]
6: for i = 2, . . . ,K do
7: Among all u such that |D(u)| ≤ (1− 1µK )-quantile{D(v) : v ∈ [n]}, select
ui = arg max
u
min
v∈{S[1],...,S[i−1]}
‖Aˆu − Aˆv‖2
8: Add ui to S as S[i]
9: end for
10: for u = 1, . . . , n do
11: Assign σ(u) = arg mini ‖Aˆu − AˆS[i]‖
12: end for
Algorithm 4.5 Refinement
Input: A labeled network AL and a set of clusterings {σ˜u}u=1,...,n, where σ˜u is a clustering on the
set {1, 2, . . . , n} \ {u} for each u
Output: A clustering σˆ over the whole network
1: for each node u do
2: Estimate {Pˆl, Qˆl}l=0,...,L from σ˜u
3: Let σˆu : [n]→ [K], where σˆu(v) = σ˜u(v) for all v 6= u and
σˆu(u) = arg max
k∈[K]
∑
v : σ˜u(v)=k, v 6=u
L∑
l=0
log
Pˆl
Qˆl
1(Auv = l)
4: end for
5: Let σˆ(1) = σˆ1(1) . Consensus Stage
6: for each node u 6= 1 do
σˆ(u) = arg max
k∈[K]
|{v : σˆ1(v) = k} ∩ {v : σˆu(v) = σˆu(u)}|
7: end for
8: Output σˆ
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5.1 Upper bound
We begin by stating a condition on the function Φ.
Definition 5.1. Let S be [0, 1], R, or R+. We say that Φ : S → [0, 1] is a transformation function
if it is a differentiable bijection and φ := Φ′ satisfies
∣∣∣φ′(x)φ(x) ∣∣∣ <∞.
For S = [0, 1], we always take Φ to be the identity. For S = R or [0,∞), we choose the function
Φ so that all moments exist and φ has a subexponential tail. The specific choice of Φ is not crucial,
and we will use the following definitions:
φ(x) =
e1−
√
x+1
4
, if S = [0,∞), φ(x) = e
1−
√
|x|+1
8
, if S = R. (3)
These expressions are similar to a generalized normal density, modified so that
∣∣∣φ′(x)φ(x) ∣∣∣ is bounded.
It is easy to verify that Φ(x) =
∫ x
0
φ(t)dt (respectively, Φ(x) =
∫ x
−∞ φ(t)dt) is a valid transformation
function. The function Φ induces a probability measure on S, and we let Φ{·} denote the Φ-measure
of a set.
We describe our regularity conditions by defining an appropriate subset of P2. For C ∈ [1,∞),
c1, c2 ∈ int(S), r > 2, and t ∈ (2/r, 1), we define GΦ,C,c1,c2,r,t ⊂ P2 such that ((P0, p), (Q0, q)) ∈
GΦ,C,c1,c2,r,t if and only if
A0 We have 1C ≤ 1−P01−Q0 ≤ C and 1C ≤ P0Q0 ≤ C.
A1 For all x in the interior of S, 0 < p(x), q(x) ≤ Cφ(x).
A2 There exists a quasi-convex g : S → [0,∞) such that g(x) ≥ ∣∣log p(x)q(x) ∣∣ and ∫S g(x)rφ(x) dx ≤ C.
A3 Denoting α2 :=
∫
S
(
√
p(x)−√q(x))2 dx and γ(x) := p(x)−q(x)α , we have∫
S
(
γ(x)
p(x) + q(x)
)r
(p(x) + q(x)) dx ≤ C.
A4 There exists a quasi-convex function h : S → [0,∞) such that
h(x) ≥ 1
φ(x)
max
{∣∣∣ γ(x)
p(x) + q(x)
∣∣∣ ∣∣∣ γ′(x)
p(x) + q(x)
∣∣∣ ∣∣∣q′(x)
q(x)
∣∣∣, ∣∣∣p′(x)
p(x)
∣∣∣}
and
∫
S
|h(x)|tφ(x)dx ≤ C.
A5 We have (log p)′(x), (log q)′(x) ≥ (log φ)′(x) for all x < c1, and (log p)′(x), (log q)′(x) ≤
(log φ)′(x) for all x > c2.1
The above conditions depend on the choice of Φ, but it generally suffices to choose Φ such that its
derivative φ is a heavy-tailed density where all moments exist. In particular, we show in Section 5.1.3
that choosing Φ according to equation (3) allows GΦ to encompass Gaussian, Laplace, and other
broad classes of densities. We also provide an intuitive discussion of the regularity conditions in
Section 5.1.1 below.
We now state our upper bound. For a given clustering σ0 and ((P0, p), (Q0, q)) ∈ P2, let the
random network A be distributed according to WSBM(σ0, (P0, p), (Q0, q)).
1If S = [0,∞) and g is non-decreasing, we only need (log p)′(x), (log q)′(x) ≤ (log φ)′(x) for all x > c2.
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Theorem 5.1. Let σ0 ∈ C(β,K). Let C ≥ 1, c1, c2 ∈ int(S), r > 2, and t ∈ (2/r, 1), and let Φ be
a transformation function. Define GΦ := GΦ,C,c1,c2,r,t. Let {In, I ′n}n∈N be arbitrary sequences such
that In → 0 and nI ′n → ∞. Let Ln be a sequence such that nI
′
n
Ln exp(L
2/r
n )
→ ∞. Let σˆΦ,Ln be the
algorithm described in Section 4 with transformation function Φ and discretization level Ln. Then
there exists a sequence of real numbers ζn → 0 such that
lim
n→∞ sup((P0,p),(Q0,q))∈GΦ :
I′n≤I((P0,p),(Q0,q))≤In
P(P0,p),
(Q0,q)
{
l(σˆΦ,Ln(A), σ0) ≤ exp
(
−(1− ζn) n
βK
I((P0, p), (Q0, q))
)}
= 1.
Furthermore, if nInβK logn ≤ 1, we have
sup
((P0,p),(Q0,q))∈GΦ :
I′n≤I((P0,p),(Q0,q))≤In
E(P0,p),(Q0,q)
[
l(σˆΦ,Ln(A), σ0)
]
exp
(
(1− ζn) n
βK
I((P0, p), (Q0, q))
)
≤ 1.
We relegate the full proof of Theorem 5.1to Appendix D.1 but we provide a proof overview in
Section 6. Since Theorem 5.1 involves many technical details, we first make a few high-level remarks
to illustrate its implications.
Remark 5.1. It is important to observe that the supremum over GΦ appears after the limit. Thus, an
equivalent way to understand the theorem is to think of a sequence ((P0,n, pn), (Q0,n, qn)), each term
of which is a member of GΦ. If I((P0,n, pn), (Q0,n, qn)) is o(1) but ω(Ln exp(L2/rn )n−1), Theorem 5.1
states that P
{
l(σˆ(A), σ0) ≤ exp
(
−(1 + o(1)) nβK I((P0,n, pn), (Q0,n, qn))
)}
→ 1. Theorem 5.1 thus
applies to the so-called sparse setting where P0, Q0 → 1. In particular, suppose there are constants
a, b > 0 such that P0,n = 1− a lognn and Q0 = 1− b lognn . Then Theorem 5.1 states that perfect recovery
is achievable if (
√
a −√b)2 +√ab ∫
S
(
√
pn(x) −
√
qn(x))
2 dx > βK; this generalizes the previously
known result that perfect recovery for unweighted SBMs when p = 1 − a lognn and q = 1 − b lognn is
possible if (
√
a−√b)2 > βK.
Remark 5.2. The assumption that there exist sequences In → 0 and I ′n = ω(1/n) such that I ′n ≤
I((P0, p), (Q0, q)) ≤ In is a very mild one. As our information-theoretic lower bound (cf. Section 5.2)
shows, estimation consistency is impossible if a sequence I ′n = ω(1/n) such that I((P0, p), (Q0, q)) ≥
I ′n does not exist. Moreover, we observe that if I((P0, p), (Q0, q)) > βK
logn
n , then P(l(σˆ(A), σ0) =
0)→ 1, and we are able to perfectly recover the clustering with high probability. Since the estimation
problem is intrinsically easier if as I((P0, p), (Q0, q)) becomes larger, we expect the same perfect
recovery guarantee to hold in the case where I((P0, p), (Q0, q)) is positively bounded away from 0.
Remark 5.3. Since nI ′n → ∞, it is always possible to choose a sequence Ln → ∞ satisfying
the conditions of the theorem. Note that Ln must grow very slowly to satisfy the condition that
nI′n
Ln exp(L
2/r
n )
→ ∞; indeed, our simulation studies (cf. Section 7) confirm that we should choose the
discretization level to be very small in order to achieve good performance. We note that Ln has a
second-order effect on the rate and appears in the ζn term.
5.1.1 Additional discussion of the conditions
It is crucial to note that our algorithm does not require prior knowledge of the form of p(·) and
q(·); the same algorithm and guarantees apply so long as ((P0, p), (Q0, q)) ∈ GΦ,C,c1,c2,r,t for some
universal constants C, c1, c2, r, and t. To aid the reader, we now provide a brief, non-technical
interpretation of the regularity conditions described above.
Condition A1 is simple; the last part states that φ must have a tail at least as heavy as that
of p(·) and q(·). Condition A2 requires that the likelihood ratio be integrable. It is analogous to
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a bounded likelihood ratio condition, but much weaker; we add a mild quasi-convexity constraint
for technical reasons related to the analysis of binning. In condition A3, the function γ(·) is of
constant order in the sense that
∫
S
( γ(x)
p(x)+q(x)
)r
(p(x) + q(x))dx ≤ C. Requirements on γ(·) translate
into convergence statements on |p − q|: For instance, an L∞-bound on γ implies almost uniform
convergence (with respect to Φ) of |p − q| to 0. The integrability condition we impose on γ(·) in
condition A3 is analogous to an L∞-bound, but much weaker.
Condition A4 controls the smoothness of the derivatives of log p(·) and log q(·). Condition A5 is
a mild shape constraint on p(·) and q(·). When S = R, this condition essentially requires p(·) and
q(·) to be monotonically increasing in x for x→ −∞, and decreasing in x for x→∞.
5.1.2 Examples for S = [0, 1]
When S = [0, 1], we can always take Φ to be the identity—we do not need a transformation, but we
keep the same notation in order to present our results in a unified manner. The simplest example
of GΦ that satisfy conditions A1–A5 is when, for all ((P0, p), (Q0, q)) ∈ GΦ, the densities p(·) and
q(·) are bounded above and below by strictly positive universal constants, and when the function
x 7→ p(x)−q(x)α and its derivative are bounded by universal constants.
5.1.3 Examples for S = R or [0,∞)
We begin with a proposition that characterizes conditions A1–A5 in the setting where p(·) = efθ1 (·)
and q(·) = efθ0 (·), for some parametrized family {fθ}θ∈Θ. This result allows us to generate several
large classes of examples.
Proposition 5.1. Let C∗∗ ∈ [1,∞), c1, c2 ∈ S, r > 2, and t ∈ (2/r, 1/2). Let Θ ⊂ Rd be compact
and suppose diam(Θ) < 1 ∧ 12C∗∗2 . Let {fθ}θ∈Θ be a collection of functions such that efθ(·) is a
density and:
B1 For all θ ∈ Θ and all x ∈ S, we have 0 < efθ(x) ≤ C∗φ(x).
B2 We have infθ∈Θ λmin
(∫
S
2∇fθ(x)(∇fθ(x))>φ(x) dx
) ≥ C∗−1 and
supθ∈Θ
∫
S
λmax
(
H(fθ)(x)
)2
φ(x) dx ≤ C∗.
B3 There exists a quasi-convex function g∗ : S → [0,∞) such that g∗(x) ≥ supθ ‖∇fθ(x)‖2 and∫
S
g∗(x)rφ(x) dx ≤ C∗.
B4 There exists a quasi-convex function h∗ : S → [0,∞) such that
h∗(x) ≥ 1
φ(x)
max
{
sup
θ∈Θ
‖∇fθ(x)‖2, sup
θ∈Θ
‖∇f ′θ(x)‖2, sup
θ∈Θ
|f ′θ(x)|
}
and
∫
S
h∗(x)2tφ(x) dx ≤ C∗.
B5 For all x ≤ c1, we have infθ∈Θ f ′θ(x) ≥ (log φ)′(x), and for all x ≥ c2, we have supθ∈Θ f ′θ(x) ≤
(log φ)′(x).2
Then there exists C ∈ [1,∞) such that for any θ1, θ2 ∈ Θ and any P0, Q0 ∈ [0, 1] such that
1
C ≤ P0Q0 , 1−P01−Q0 ≤ C, we have ((P0, efθ1 ), (Q0, efθ2 )) ∈ GΦ,C,c1,c2,r,t.
In all the examples below, we take Φ to be the transformation function defined in equation (3).
The proofs of all statements in the examples are provided in Section E.2
Example 5.1 (Location-scale family over R). Let f : R → R be a continuously differentiable
function such that
∫∞
−∞ e
f(x) dx = 1. Suppose
2If S = [0,∞) and g∗ is non-decreasing, we only need supθ∈Θ f ′θ(x) ≤ (log φ)′(x) for all x ≥ c2.
13
(a) |f (k)(x)| is bounded for some k ≥ 2, and
(b) there exist c,M > 0 such that f ′(x) > M for x < −c and f ′(x) < −M for x > c.
For any µ ∈ R and σ > 0, define fµ,σ(x) := f
(
x−µ
σ
)− log σ.
Then there exists Cµ > 0 and cσ > 1 such that, with Θ := [−Cµ, Cµ] × [ 1cσ , cσ], the family{fµ,σ}(µ,σ)∈Θ satisfies conditions B1–B5 in Proposition 5.1 with respect to φ defined in equation (3),
and some universal constants C∗∗, c1, c2, r, and t. As a direct consequence of Proposition 5.1, for
some universal constant C > 0, if we fix any ((µ1, σ1), (µ0, σ0)) ∈ Θ2 and define
p(x) =
1
σ1
exp
(
f
(
x− µ1
σ1
))
, and q(x) =
1
σ0
exp
(
f
(
x− µ0
σ0
))
, (4)
then ((P0, p), (Q0, q)) ∈ GΦ,C,c1,c2,r,t for any P0, Q0 ∈ [0, 1] that satisfy condition A0.
These assumptions on f are satisfied for Gaussian location-scale families, where the base
density is the standard Gaussian density with f(x) = −x2 − 12 log 2pi, and Laplace location-scale
families, where the base density is the standard Laplace density with f(x) = −|x| − log 2.
Example 5.2 (Scale family over [0,∞)). Let f : [0,∞) → R be a continuously differentiable
function such that
∫∞
0
ef(x) dx = 1. Suppose
(a) |f (k)(x)| is bounded for some k ≥ 2, and
(b) there exist c,M > 0 such that f ′(x) < −M for x > c.
For any σ > 0, define fσ(x) := f
(
x
σ
)− log σ.
Then there exists cσ > 1 such that, with Θ := [
1
cσ
, cσ], the family {fσ}σ∈Θ satisfies conditions
B1–B5 in Proposition 5.1 with respect to φ defined in equation (3), and some universal constants
C∗∗, c1, c2, r, and t. As a direct consequence of Proposition 5.1, for some universal constant C > 0,
if we fix any (σ1, σ0) ∈ Θ2 and define
p(x) =
1
σ1
exp
(
f
(
x
σ1
))
, and q(x) =
1
σ0
exp
(
f
(
x
σ0
))
,
then ((P0, p), (Q0, q)) ∈ GΦ,C,c1,c2,r,t for any P0, Q0 ∈ [0, 1] that satisfy condition A0.
These assumptions on f are satisfied for exponential scale families, where the base density
is the standard exponential density with f(x) = −x.
Proposition 5.1 also applies to the family of Gamma distributions, see Proposition E.3 in the
appendix.
In this paper, we only study continuous edge weights in detail; in practice, discrete edge weights
such as counts are also important. Although Theorem 5.1 does not apply directly to such cases,
our analysis is relevant to some instances of SBMs with discrete edge weights. In Appendix F, we
discuss a crude way to handle count-valued edge weights, with particular attention toward Poisson-
distributed edge weights.
5.2 Lower bound
Our information-theoretic lower bound applies to any permutation equivariant estimators (Defini-
tion 2.5). Before stating the result, we define an appropriate subset of P2 to capture the conditions
we need on ((P0, p), (Q0, q)). Let C
∗ ∈ [1,∞), and let G∗C∗ ⊂ P2 be such that ((P0, p), (Q0, q)) ∈ G∗
if and only if
A0∗ 1C∗ ≤ P0Q0 ≤ C∗, and
A1∗
∫
S
(p(x) + q(x))
∣∣log p(x)q(x) ∣∣2 dx ≤ C∗ ∫S(p(x)1/2 − q(x)1/2)2 dx.
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Condition A1∗ is similar to A2 and A3 in the definition of the set of regular distributions
GΦ,C,c1,c2,r,t that appears in the upper bound (Theorem 5.1). In fact, if
∫
S
(p1/2 − q1/2)2dx is
bounded away from 0, then there exists C∗ such that A1∗ is equivalent to A2. Thus, although G∗C∗
is in general not a superset of GΦ,C,c1,c2,r,t, the set G∗C∗ ∩ GΦ,C,c1,c2,r,t contains important and inter-
esting examples. For instance, any family that satisfies the conditions of Proposition 5.1 belongs to
the intersection, as is verified in the proof (cf. Appendix E).
Theorem 5.2. Let C∗ ≥ 1 and let σ0 : [n] → [K] be a clustering such that one cluster is of size
n
βK and another is of size
n
βK + 1. Let I
′
n be any sequence such that nI
′
n →∞, and let C = 2 log 2.
Then there exists ζn → 0 and c′ > 0 such that, for any permutation equivariant algorithm σˆ,
inf
((P0,p),(Q0,q))∈G∗C∗
I′n≤I((P0,p),(Q0,q))≤C
E(P0,p)
(Q0,q)
[
`
(
σˆ(A), σ0
)]
exp
(
n
βK
I
(
(P0, p), (Q0, q)
)
(1 + ζn)
)
≥ c′.
Furthermore, for any c > 0, there exists c′ > 0 such that for any permutation equivariant algorithm
σˆ,
inf
((P0,p),(Q0,q))∈G∗C∗
I((P0,p),(Q0,q))≤c/n
E(P0,p)
(Q0,q)
[
`
(
σˆ(A), σ0
)] ≥ c′.
Theorem 5.2 shows that if nIn →∞, the misclustering risk of any permutation equivariant algo-
rithm is at least exp
(
−(1 + o(1))nI
(
(P0,p),(Q0,q)
)
βK
)
. If nI
(
(P0, p), (Q0, q)
)
= O(1), any permutation
invariant algorithm is inconsistent.
Remark 5.4. Rather than being a minimax lower bound that applies to the worst case, Theorem 5.2
applies to any parameter ((P0, q), (Q0q)) ∈ G∗C∗ ; we thus have an infimum over the parameter space
rather than a supremum. This is possible because the permutation equivariance condition excludes
the trivial case where σˆ = σ0.
Proof sketch of Theorem 5.2: The full proof of the theorem is provided in Appendix G; we
highlight key points here. The proof borrows elements from Yun and Proutiere [42] and Zhang and
Zhou [43]. One key difference is that Theorem 5.2 holds for any parameters in the parameter space,
rather than adopting a minimax framework, as in Zhang and Zhou [43], or assuming a prior on σ0,
as in Yun and Proutiere [42].
Crucial to the proof is the notion of a misclustered node. Let
SK [σˆ(A), σ0] := arg min
ρ∈SK
dH(ρ ◦ σˆ(A), σ0).
It is straightforward to define a set of misclustered nodes when SK [σˆ(A), σ0] is a singleton, but care
must be taken when SK [σˆ(A), σ0] contains multiple elements. We define the set of misclustered
nodes as
E [σˆ(A), σ0] :=
{
v : (ρ ◦ σˆ(A))(v) 6= σ0(v), for some ρ ∈ SK [σˆ(A), σ0]
}
. (5)
To see an example of the subtlety that arises when SK [σˆ(A), σ0] is not a singleton, note that
the “for some ρ ∈ SK [σˆ(A), σ0]” qualifier in the definition of E [σˆ(A), σ0] cannot be replaced with
“for all ρ ∈ SK [σˆ(A), σ0].” Otherwise, in the case where the clusters in σ0 all have the same size,
and where σˆ(A) is a trivial algorithm that maps all nodes to cluster 1, the set SK [σˆ(A), σ0] equals
SK and E [σˆ(A), σ0] would be empty.
With the definition of E [σˆ(A), σ0], we may formalize symmetry properties of permutation equiv-
ariant estimators. For example, if A is distributed according to a weighted SBM with σ0 as the true
15
cluster assignment, and if nodes u and v lie in clusters of equal sizes, then P (u ∈ E [σˆ(A), σ0]) =
P (v ∈ E [σˆ(A), σ0]) for any permutation equivariant σˆ (cf. Corollary G.1).
Without loss of generality, let cluster 1 and 2 be the clusters in σ0 that have sizes
n
βK + 1 and
n
βK , respectively, and let node 1 belong to cluster 1. Let σ
∗ be a random cluster assignment where
σ∗(u) = σ0(u) for all u 6= 1, and σ∗(1) is 1 or 2 with probability 12 each. Let PSBM (· |σ∗) denote
the distribution on Rn×n induced by the random cluster assignment σ∗. We perturb PSBM (· |σ∗) to
define a new distribution PΨ(·) on Rn×n, where under PΨ, the Auv’s are independent; and if u = 1
and v is in cluster 1 or 2, then Auv is distributed according to a new probability distribution Y
∗
instead of P or Q. If u 6= 1 or if v is not in cluster 1 or 2, then Auv is distributed according to
PSBM (A |σ∗). We take Y ∗ := arg minY max
{∫
S
log dYdP dY,
∫
S
log dYdQdY
}
, constructed to be similar
to both P and Q (see Lemma G.2).
Under PΨ(·), we can show that it is impossible to consistently cluster node 1 with respect to σ∗
as the true cluster assignment. We then use the fact that PΨ(A) and PSBM (A |σ∗) are similar to
deduce the difficulty of correctly clustering node 1 under PSBM (A |σ∗). Permutation equivariance
translates this into a result on the number of misclustered nodes in a way similar to Lemma 2.1
in Zhang and Zhou [43]—the distinction being that Zhang and Zhou [43] uses a uniform prior over
the true clustering to transform arbitrary estimators into permutation equivariant ones, whereas we
place no prior on the true clustering, but restrict estimators to be permutation equivariant. Finally,
we finish the proof by using permutation equivariance again to show that the misclustering error
does not depend on whether σ∗(1) = 1 or σ∗(1) = 2.
5.3 Adaptivity
Let Fp.e.n be the class of permutation equivariant clustering algorithm on networks with n nodes.
Theorems 5.1 and 5.2 directly imply the following corollary, which sharply characterizes the optimal
performance of Fp.e.n :
Corollary 5.1. Let σ0 : [n]→ [K], and suppose one cluster is of size nβK and another is of size nβK+
1. Let C∗, C ≥ 1, c1, c2 > 0, r > 0, and t ∈ (2/r, 1), and let Φ be a transformation function. Write
GΦ := GΦ,C,c1,c2,r,t, G∗ := G∗C∗ , and Λ := {β,K,C∗, C, c1, c2, r, t,Φ}. Let
(
(P0,n, pn), (Q0,n, qn)
) ∈
GΦ ∩ G∗ for every n ∈ N.
(i) If lim supn I
(
(P0,n, pn), (Q0,n, qn)
)
n
βK logn ≤ 1, there exists ζn → 0, depending only on Λ, such
that
inf
σˆ∈Fp.e.n
E(P0,n,pn)
(Q0,n,qn)
[
l(σˆ(A), σ0)
]
= exp
(
−nI
(
(P0,n, pn), (Q0,n, qn)
)
βK
(1 + ζn)
)
.
(ii) If lim infn I
(
(P0,n, pn), (Q0,n, qn)
)
n
βK logn > 1, there exists ζn → 0, depending only on Λ, such
that inf σˆ∈Fp.e.n P(P0,n,pn),(Q0,n,qn)
(
l(σˆ(A), σ0) > 0
) ≤ ζn.
(iii) If there exists c > 0 such that lim supn I
(
(P0,n, pn), (Q0,n, qn)
)
n < c, there exists c′ > 0 such
that lim infn→∞ inf σˆ∈Fp.e.n E(P0,n,pn),(Q0,n,qn)
[
l(σˆ(A), σ0)
]
> c′.
The algorithm σˆ described in Section 4.1 with discretization level Ln diverging sufficiently slowly
achieves the optimal rate in part (i) and (ii) for any ((P0,n, pn), (Q0,n, qn)) ∈ GΦ ∩ G∗. Thus, σˆ
adapts to the edge probabilities P0,n and Q0,n and the edge weight densities pn and qn: Although
σˆ has no knowledge of the parameters ((P0,n, pn), (Q0,n, qn)), it achieves the same optimal rate as if
((P0,n, pn), (Q0,n, qn)) were known.
In particular, this implies that one does not have to pay a price for taking the nonparametric
approach. This seemingly counterintuitive phenomenon arises because the cost of discretization is
reflected in the lower-order ζn term in the exponent. As an illustrative example, suppose 1−P0,n =
1 − Q0,n = a lognn for some a > 0, and the densities pn and qn are of N(µ1, σ21) and N(µ0, σ20),
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respectively. Then In = (1 + o(1))
a logn
n θ, where θ = 2
(
1−
√
2σ21σ
2
0
σ21+σ
2
0
e
− 14
(µ1−µ0)2
σ21+σ
2
0
)
, and the optimal
rate is n−(1+o(1))
2θ
βK , which is attained by the nonparametric discretization estimator σˆ.
Similarly, if 1− P0,n = 1−Q0,n = a lognn and the densities pn and qn are Exp(λ1) and Exp(λ0),
respectively, then In = (1+o(1))
logn
n θ
′, where θ′ = 2
(
1−
√
λ1λ0
λ1+λ0
)
. The optimal rate n−(1+o(1))
2θ′
βK
is again achieved by the nonparametric discretization estimator σˆ.
6 Proof sketch: Recovery algorithm
A large portion of the Appendix is devoted to proving that our recovery algorithm succeeds and
achieves the optimal error rates. We provide an outline of the proofs here.
We divide our argument into propositions that focus on successive stages of our algorithm.
A birds-eye view of our method reveals that it contains two major components: (1) convert a
weighted network into a labeled network, and then (2) run a community recovery algorithm on the
labeled network. The first component involves two steps, transformation and discretization. Step
(1) comprises the red and green steps in Figure 1 and outputs an adjacency matrix with discrete
edge weights. Step (2) is denoted in blue.
Transform Discretize & add noise
Initialize 
1
Initialize 
2
Refinement Consensus
A
 (A)
AL
Al⇤  ˜1, ...,  ˜n
 ˆ
 ˆ1, ...,  ˆn
Figure 2: Analysis of the right-most blue region is contained in Section 6.1, of the middle green
region in Section 6.2, and of the left-most red region in Section 6.3
.
In our algorithm, we use a single discretization level L throughout for ease of presentation. In
practice, one could use different discretization levels for the initialization stage and for the refinement
stage. By comparing Proposition 6.1, Proposition 6.2, and Theorem 5.1, we can see that the bias
introduced by discretization is a second-order effect compared to the variance, which is why the
discretization level should be small in both stages. The discretization level for the initialization stage
can, however, be chosen to be larger than that of the refinement stage, because the initialization
stage aims to produce a consistent estimator rather than an optimal one, and can thus tolerate
greater variance. More precisely, the theoretical requirements on discretization for the initialization
stage are L→∞ and nI′nL →∞, whereas the requirements for the refinement stage are L→∞ and
nI′n
LeL
r/2 →∞ (note that I ′n is defined in Theorem 5.1); L is required to be of smaller order to control
the ratio PlQl of the discretized probabilities.
6.1 Analysis of community recovery on a labeled network
We first examine the second component of our algorithm, which is a subroutine (right-most region in
Figure 1) for recovering communities in a network where the edges have discrete labels l = 1, . . . , Ln.
The following proposition characterizes the rate of convergence of the output of the subroutine, where
within-community edges are assigned edge labels with probabilities {Pl}, and between-community
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edges are assigned edge labels according to {Ql}. For convenience, if an edge does not exist between
u and v, we assign the label 0 to Auv, so P0 and Q0 are the edge absence probabilities.
Formally, for L ∈ N, define PL := {(P0, ..., PL) ∈ [0, 1]L+1 :
∑L
l=1 Pl = 1}. For a clustering σ0 :
[n]→ [K] and ({Pl}, {Ql}) ∈ P2L, we define a Labeled Stochastic Block Model LSBM(σ0, {Pl}, {Ql})
as a distribution on {0, . . . , L}n×n such that if A ∼ LSBM(σ0, {Pl}, {Ql}), then for any u, v ∈ [n]
such that u > v,
Auv ∼
{ {Pl} if σ0(u) = σ0(v),
{Ql} if σ0(u) 6= σ0(v).
For ρ > 1, let GL,ρ ⊂ P2L be such that ({Pl}, {Ql}) ∈ GL,ρ if and only if 1ρ ≤ PlQl ≤ ρ for all l = 0, ..., L.
For a pair ({Pl}, {Ql}) ∈ PL, we define I
({Pl}, {Ql}) := −2 log∑Ll=0√PlQl.
In the next proposition, for a given clustering σ0 and ({Pl}, {Ql}) ∈ P2L, we let the random
network A have the distribution LSBM(σ0, {Pl}, {Ql}).
Proposition 6.1. Let σ0 ∈ C(β,K). Let {In, I ′n, ρn, Ln}n∈N be any sequences such that In → 0,
ρn ≥ 2, Ln ≥ 1, and nI
′
n
(Ln+1)ρ2n log ρn
→∞. Then there exists a sequence ζn → 0 such that
lim
n→∞ sup({Pl},{Ql})∈GLn,ρn
I′n≤I({Pl},{Ql})≤In
P({Pl},{Ql})
(
l(σˆ(A), σ0) ≤ exp
(
−(1− ζn) n
βK
I({Pl}, {Ql})
))
= 1.
Furthermore, if nInβK logn ≤ 1, then
sup
({Pl},{Ql})∈GLn,ρn
I′n≤I({Pl},{Ql})≤In
E
[
l(σˆ(A), σ0)
]
exp
(
(1− ζn) n
βK
I
({Pl}, {Ql})) ≤ 1.
Remark 6.1. This result resembles that of Yun and Proutiere [42], who also study an SBM where
the edges carry discrete labels. They state their results using a seemingly different divergence, but it
coincides with the Renyi divergence when specialized to our setting (cf. Lemma G.2). Proposition 6.1
differs critically from Yun and Proutiere [42] in two respects, however. First, they hold the number
of labels Ln to be fixed and assume that the bound ρn on the probability ratio
Pl,n
Ql,n
is fixed, whereas
we allow both Ln and ρn to diverge. Second, they assume that
∑Ln
l=1(Pl,n−Ql,n)2 is sufficiently large
when compared to maxl=1,...,Ln Pl,n, whereas we do not make any assumptions of this form. These
generalizations are crucial in analyzing the weighted SBM, since in order to achieve consistency for
continuous distributions, the discretization level Ln and the bound ρn must increase with n.
6.2 Discretization of the Renyi divergence
We now analyze the discretization step of the algorithm (green box in Figure 1). The input to this
step is the weighted network Φ(A) in which all the edge weights are in [0, 1]. We use p˜(z) and
q˜(z) for z ∈ [0, 1] to denote the densities of the transformed edge weights; the next section shows
the relationship between p˜(z) and p(x) and q˜(z) and q(x). The discretization step of the algorithm
divides [0, 1] into Ln uniform bins, denoted by [al, bl], for 1 ≤ l ≤ Ln. The output is a network ALn ,
where each edge is assigned label l = 1, . . . , Ln with probability either
Pl := (1− P0)
∫ bl
al
p˜(z)dz, or Ql := (1−Q0)
∫ bl
al
q˜(z)dz. (6)
A missing edge is assigned the label 0. It is easy to show that discretization always leads to a loss
of information; i.e., I
({Pl}, {Ql}) ≤ I((P0, p˜), (Q0, q˜)).
Let P˜ denote the set of probability distributions on [0, 1] whose singular part is a point mass at
0. Let C˜ ∈ (0,∞), c˜1, c˜2 ∈ (0, 1/2), r > 2, and t > 0, and define the set G˜C˜,c˜1,c˜2,r,t ⊂ P˜2 such that
((P0, p˜), (Q0, q˜)) ∈ G˜ if and only if the following hold:
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C0 We have 1
C˜
≤ 1−P01−Q0 ≤ C˜ and 1C˜ ≤
P0
Q0
≤ C˜.
C1 For all z ∈ (0, 1), we have 0 < p˜(z), q˜(z) ≤ C˜.
C2 There exists a quasi-convex g˜ : [0, 1]→ [0,∞) such that g˜(z) ≥ ∣∣log p˜(z)q˜(z) ∣∣ and ∫ 10 g˜(z)r dz ≤ C˜.
C3 Denoting α˜ :=
{∫ 1
0
(
√
p˜(z)−√q˜(z))2 dz}1/2 and γ˜(z) := p˜(z)−q˜(z)α˜ , we have∫ 1
0
{ γ˜(z)
p˜(z) + q˜(z)
}r
(p˜(z) + q˜(z)) dz ≤ C˜.
C4 There exists a quasi-convex function h˜ : [0, 1]→ [0,∞) such that
h˜(z) ≥ max
{∣∣∣∣ γ˜(z)p˜(z) + q˜(z)
∣∣∣∣ , ∣∣∣∣ p˜′(z)p˜(z)
∣∣∣∣ , ∣∣∣∣ q˜′(z)q˜(z)
∣∣∣∣ , ∣∣∣∣ γ˜′(z)p˜(z) + q˜(z)
∣∣∣∣}
and
∫ 1
0
h˜(z)tdz < C˜.
C5 We have p˜′(z), q˜′(z) ≥ 0 for all z < c˜1, and p˜′(z), q˜′(z) ≤ 0 for all z > 1− c˜2.3
Proposition 6.2. Let C˜ ∈ (0,∞), c˜1, c˜2 ∈ (0, 1/2), r > 2, and t > 0. For any ((P0, p˜), (Q0, q˜)) ∈
G˜C˜,c˜1,c˜2,r,t, for any L ∈ N such that L ≥ c˜−11 ∨ c˜−12 , and for {Pl, Ql} defined in equation (6), we have
1
2C˜ exp((2C˜L)1/r)
≤ PlQl ≤ 2C˜ exp((2C˜L)1/r) for all l ∈ {0, . . . L}. Furthermore,
lim
L→∞
sup
((P0,p˜),(Q0,q˜))∈G˜C˜,c˜1,c˜2,r,t
∣∣∣∣∣1− I({Pl}, {Ql}
)
I
(
(P0, p˜), (Q0, q˜)
) ∣∣∣∣∣ = 0.
We prove Proposition 6.2 in Appendix C.
6.3 Analysis of the transformation function
Proposition 6.2 considers densities supported on [0, 1]. In conjunction with Proposition 6.1, this
suffices to obtain Theorem 5.1, because the densities of the transformed edge weights are compactly
supported and, importantly, the Renyi divergence is invariant with respect to the transformation
function Φ.
To be precise, let p(·) and q(·) denote probability densities on S, and for X ∼ p and Y ∼ q, let p˜(·)
and q˜(·) denote the densities of Φ(X) and Φ(Y ). We then have p˜(z) = p(Φ−1(z))φ(Φ−1(z)) and q˜(z) = q(Φ
−1(z))
φ(Φ−1(z))
for z ∈ [0, 1]. Therefore, via the change of variable z = Φ−1(x), we have∫
S
√
p(x)q(x) dx =
∫ 1
0
√
p˜(z)q˜(z) dz, and
I
(
(P0, p), (Q0, q)
)
= I
(
(P0, p˜), (Q0, q˜)
)
.
7 Simulation studies
We start with a toy example that illustrates the intuition behind our discretization-based algorithm.
In this example, we have n = 1000 nodes, K = 2 clusters, and P0 = Q0 = 0.5. We also set p(·)
and q(·) as the normal density N(0, 1.32 + 1) and mixture of normals 12N(−1.3, 1) + 12N(1.3, 1),
respectively (see Figure 3). Observe that
∫
R xdP =
∫
R xdQ = 0 and
∫
R x
2dP =
∫
R x
2dQ = 12 (1.3
2 +
1). The true clustering σ0 maps the first 500 nodes to cluster 1 and the rest to cluster 2.
3If g˜ is non-decreasing, we need only p˜′(z), q˜′(z) ≤ 0 for all z > 1− c′2.
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(a) p(·) (b) q(·)
Figure 3
In Figure 4a, we generate a random weighted network A and display the adjacency matrix without
randomly permuting the rows and columns. It is difficult to discern the block structure because (P0, p)
and (Q0, q) have equal mean and variance. In Figure 4b, 4c, and 4d, we discretize A using the
transformation Φ(x) =
∫ x
−∞
1
4e
−|t|/2 dt and L = 3 bins and show the discretized network A1, A2, A3;
recall that A1 is a binary adjacency matrix, where A1uv = 1 if Auv 6= 0 and φ(Auv) ∈ [0, 1/3), and
A1uv = 0 otherwise, and likewise for A
2 and A3. We observe that the block structure is clearly
distinguishable in A2 because the densities p(·) and q(·) differ most around the origin; the block
structure is somewhat visible in A1 and A3, but to a lesser extent. These figures illustrate why the
discretization and initialization stages are useful.
(a) A (b) A1
(c) A2 (d) A3
Figure 4
In Figure 5a, we test how the performance of our algorithm scales with the network size n. We
use the same setting as our first simulation, except we let n ∈ {400, 600, 800, . . . , 2000} and Ln =
b0.4(log(log n))4c. For each value of n, we perform 100 trials, where we generate a random network
A, perform our clustering algorithm, and calculate the misclustering error. The misclustering errors
are averaged across the 100 random trials and the aggregated medians are shown, with deviations,
in Figure 5a. In Figure 5a, we observe the same threshold behavior that arises in the unweighted
setting: the misclustering error is around 0.5—equivalent to random guessing—for low n, and drops
sharply to 0 as the value of n passes a threshold (around n = 1000 in this case). We note that
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for this and our next simulation study, we use a simplified version of our algorithm as described in
Remark 4.2; we observed no difference in performance between the full version and the simplified
version of the algorithm.
(a) Misclustering error vs. n (b) Misclustering error vs. L
Figure 5
In Figure 5b, we study the sensitivity of our algorithm to the choice of discretization level L.
We let K = 3, n = 2100, P0 = 0.3, and Q0 = 0.27, and let p(·) be the density of N(0.3, 0.82), and
q(·) be the density of N(0, 1). We let L ∈ {1, 2, 3, . . . , 12, 13} and, for each setting of L, we perform
100 random trials in which we generate a random network A, perform our clustering algorithm, and
calculate the misclustering error; the results are shown in Figure 5b; the error for L = 1, in which
we discard the edge weights, exceeds 0.56 and is thus omitted from the plot. We observe that the
algorithm performs best when L is chosen to be small, though not too small, as is suggested by our
theoretical analysis.
In Figure 6a, we compare our approach against treating a weighted network as an unweighted
one by discarding the edge weights. In this setting, we let n = 1500, P0 = 0.3, Q0 = 0.23, and
K = 3. We choose q(·) as the density of N(0, 1) and p(·) as the density of N(µ, 1) where we let
µ ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.25}. We perform 100 trials and aggregate the result in Figure 6a. In
red, we plot the misclustering proportion error incurred by our WSBM clustering algorithm with
L = 5; in blue, we plot the misclustering error incurred by ignoring the edge weights entirely and
treating the network as an unweighted one. As we expect, when µ is close to 0, the edge weights are
uninformative and it is better to ignore the edge weights. As µ increases, however, the advantage of
using the weights become significant.
In Figure 6b, we compare our algorithm against clustering an unweighted network formed by
optimally thresholding the edge weights. We let K = 3, P0 = 0.3, and Q0 = 0.27, and let p(·) be
the density of N(0.3, 0.8) and q(·) be the density of N(0, 1). For τ ∈ R, we define the thresholded
(a) (b)
Figure 6
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network Aτ ∈ {0, 1}n×n as Aτ,uv = 1 if Auv 6= 0 and Auv ≥ τ , and Aτ,uv = 0 if Auv = 0
or if Auv < τ . For each τ ∈ {−2,−1.8,−1.6, . . . , 1.6, 1.8, 2.0}, we form Aτ , extract the cluster,
and compute the misclustering error. We then report the lowest misclustering error among all
Aτ for τ ∈ {−2,−1.8,−1.6, . . . , 1.6, 1.8, 2.0} as the red line in Figure 6b; this approach is of course
impossible to implement in practice, and we use it only for the purpose of comparison. The turquoise
line is the misclustering error incurred by our algorithm, using Ln = b0.4(log(log n))4c.
8 Conclusion
We have provided a rate-optimal community estimation algorithm for the homogeneous weighted
stochastic block model. Our algorithm includes a preprocessing step consisting of transforming and
discretizing the (possibly) continuous edge weights to obtain a simpler graph with edge weights
supported on a finite, discrete set. This approach may be useful for other network data analysis
problems involving continuous distributions, where discrete versions of the problem are simpler to
analyze.
Our paper provides a step toward understanding the weighted SBM under the same mathematical
framework that has been exceptionally fruitful in the case of unweighted models. It is far from
comprehensive, however, and many open questions remain. We describe a few here:
1. An important extension is the heterogenous stochastic block model, where edge weight dis-
tributions depend on the exact community assignments of both endpoints. In such a setting,
Abbe and Sandon [5] and Yun and Proutiere [42] have shown that a generalized information
divergence—the CH divergence—governs the intrinsic difficulty of community recovery. We
believe that a similar discretization-based approach should lead to analogous results in the
case of a heterogeneous weighted SBM.
2. Real-world networks often have nodes with very high degrees, which may adversely affect the
accuracy of recovery methods for the stochastic block model. To solve this problem, degree-
corrected SBMs [45, 16] have been proposed as an effective alternative to regular SBMs. It
remains to extend the concept of degree-correction to the weighted SBM.
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A Proof of Proposition 6.1
We structure the proof according to the flow of our algorithm. Since this proposition addresses
the case of discrete labels, we do not need to consider the “transformation and discretization” step.
We will prove the proposition by constructing a sequence ζn → 0 such that the statements of the
proposition are satisfied.
Since
nI′n
(Ln+1)ρ2n log ρn
→∞ and In → 0, there exists N0 ∈ N such that for all n ≥ N0, we have
n− 1
ρ2nβ
2K5 log(ρ2nβK)
I ′n
Ln + 1
≥ c−1initCspec2Cmis, (7)
n− 1
β2K6
I ′n
Ln + 1
≥ c−1initCspec1,
Ln + 1
n
≤ 1
8
, and In ≤ 1
2
, (8)
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where Cspec1 and Cspec2 are universal constants defined in Proposition B.3, cinit is a universal
constant defined in Proposition B.11, and Cmis is a universal constant defined in Proposition B.12.
For n ≤ N0, we define ζn such that exp
(−nInβK (1 + ζn)) = 1.
Now, suppose n ≥ N0, so inequalities (7) and (8) hold. Let us arbitrarily fix ({Pl}, {Ql}) ∈ GLn,ρn
such that I ′n ≤ I({Pl}, {Ql}) ≤ In. We consider Algorithm 4.2. Let δ = 2L+1n and define
P ′l := Pl(1− δ) +
δ
L+ 1
, and Q′l := Ql(1− δ) +
δ
L+ 1
.
Since the input network AL has the distribution LSBM(σ0, ({Pl}, {Ql}), the output AL of Algo-
rithm 4.2 has the distribution LSBM(σ0, ({P ′l }, {Q′l})). It is then clear that P ′l , Q′l ≥ 2n for all
l ∈ {0, . . . , L+ 1}, and furthermore, by Lemma B.2, we know that
I({P ′l }, {Q′l}) ≥
I({Pl}, {Ql})
1 + 2I({Pl}, {Ql})
(
1− 4L+ 1
n
) ≥ I ′n
4
, (9)
I({P ′l }, {Q′l}) ≤ I({Pl}, {Ql}) ≤ In. (10)
Let l∗ ∈ {0, . . . , L} be the output of the first stage of initialization (Algorithm 4.3). Define
E1 as the event that
∆2l∗
Pl∗ ∨Ql∗ ≥ cinit
I({P ′l }, {Q′l})
L+ 1
. (11)
Since
nI({P ′l }, {Q′l})
(L+ 1)β2K6
≥ nI
′
n
4(L+ 1)β2K6
≥ 1
4
c−1initCspec1 ≥ 2Cspec1,
P ′l ∨Q′l ≥ 1n , and nlogn ≥ 215 ∨ 30βK, we may apply Claim 3 of Proposition B.11 to conclude that
P(E1) ≥ 1− 12(L+ 1)2n−5.
Let {σ˜u}u∈[n] be the initial clusterings output by the second stage of initialization (Algo-
rithm 4.3). Define E2 as the event that
for all u ∈ [n], l\{u}(σ˜u, σ0) ≤ Cspec2 βK
4
n− 1
Pl∗ ∨Ql∗
∆2l∗
,
where l\{u}(·, ·) is the misclustering error defined on [n]\{u}. For u ∈ [n] and l ∈ {0, . . . , L}, define
σ˜
(l)
u as the result of applying spectral clustering (with µ = 4β and τ = 40Kd¯ where d¯ is defined with
respect to Al,−u) on Al,−u ∈ {0, 1}(n−1)×(n−1), that is, the network excluding node u with only the
edges whose label is l. By Proposition B.3 and a union bound, we have that, with probability at
least 1− Ln(n− 1)−5,
max
u∈[n]
max
l∈{0,...L} : n
β2K6
(Pl−Ql)2
Pl∨Ql ≥Cspec1
l\{u}(σ˜(l)u , σ0)C
−1
spec2
n
βK4
(Pl −Ql)2
Pl ∨Ql ≤ 1.
Since, under event E1,
n− 1
β2K6
∆2l∗
Pl∗ ∨Ql∗ ≥ cinit
nI({P ′l }, {Q′l})
Ln + 1
≥ cinit n− 1
β2K6
I ′n
Ln + 1
≥ Cspec1,
since Pl∗ ∨Ql∗ ≥ 1n−1 , and since n− 1 ≥ 8β2K2 ∨ 2000, we obtain
P(E1 ∩ E2) ≥ 1− 12(L+ 1)2n−5 − Ln(n− 1)−5. (12)
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Note that under event E1 ∩ E2, for all u ∈ [n], we have
l\{u}(σ˜u, σ0) ≤ Cspec2 βK
4
n− 1
Pl∗ ∨Ql∗
∆2l∗
≤ c−1initCspec2
βK4
n− 1
Ln + 1
I({P ′l }, {Q′l})
≤ 4c−1initCspec2
βK4
n− 1
Ln + 1
I ′n
(a)
≤ (Cmisρ2nβK log(ρ2nβK))−1, (13)
where (a) follows from inequality (7). Since Cmis > 16 and ρn ≥ 1, we have l\{u}(σ˜u, σ0) < 116βK .
Recall the definition (99) of SK [σ˜u, σ0]. Since the smallest cluster of σ0 is of size at least
n
βK , we
have by Lemma B.6 that SK [σ˜u, σ0] is a singleton; we let piu denote the only element of SK [σ˜u, σ0].
Since σˆu = σ˜u on [n]\{u}, we thus have, for all u ∈ [n], that
1
n
dH(piu ◦ σˆu, σ0) ≤ 1
n
{
dH(piu ◦ σ˜u, σ0) + 1
} ≤ 1
16βK
n− 1
n
+
1
n
<
1
8βK
. (14)
By Lemma B.6 again, we know that piu is the only element of SK [σˆu, σ0].
Since the smallest cluster of σ0 is of size at least
n
βK , the smallest cluster of σˆu is of size at least
n
2βK . Furthermore, we have
l(σˆ1, σˆu) ≤ 1
n
dH(pi1 ◦ σˆ1, piu ◦ σˆu) ≤ 1
n
(
dH(pi1 ◦ σˆ1, σ0) + dH(piu ◦ σˆu, σ0)
)
<
1
4βK
. (15)
Therefore, from Lemma B.6, we conclude that pi−11 ◦ piu is the only element of SK [σˆu, σˆ1] and
σˆ(u) = arg max
k∈[K]
∣∣{v ∈ [n] : σˆu(v) = σˆu(u)} ∩ {v ∈ [n] : σˆ1(v) = k}∣∣ = (pi−11 ◦ piu)(σˆu(u)). (16)
Define γu = l\{u}(σ˜u, σ0), η′u = 2βKγu log
eK
γu
+ 12 lognn , and ηu = 10(
√
η′u + η
′
u). Because
inequality (13) holds under E1 ∩ E2 and also P ′l ∨ Q′l ≥ 1n−1 and nlogn ≥ 28ρ2n, we can apply
Proposition B.12, for each u ∈ [n], to obtain
P
{∃pi ∈ SK [σˆ1, σ0], pi(σˆ(u)) 6= σ0(u)}
≤ P{∃pi ∈ SK [σˆ1, σ0], pi(σˆ(u)) 6= σ0(u) |E1 ∩ E2}+ P (Ec1 ∪ Ec2)
(a)
= P
{
pi1(σˆ(u)) 6= σ0(u) |E1 ∩ E2
}
+ P (Ec1 ∪ Ec2)
(b)
= P
{
pi−1u (σ0(u)) 6= σˆu(u) |E1 ∩ E2
}
+ P (Ec1 ∪ Ec2)
≤ (K − 1) exp
(
−(1− CerrβKρnηu) n
βK
I({P ′l }, {Q′l})
)
+ 5(L+ 1)n−6 + 12(L+ 1)2n−5 − Ln(n− 1)−5
≤ (K − 1) exp
(
−(1− CerrβKρnηu) n
βK
I({P ′l }, {Q′l})
)
+ n−3,
where (a) follows because SK [σˆ1, σ0] is a singleton under E1∩E2, and (b) follows from equation (16).
Define ζ ′n := CerrβKρn maxu∈[n] ηu. By the penultimate statement in inequality (13) and the
assumption that
nI′n
(L+1)ρ2n log ρn
→∞, we have βK log(βK) maxu∈[n] γu → 0, so maxu∈[n] ηu → 0 and
ζ ′n → 0.
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Observe that
E
[
l(σˆ, σ0)
]
= E
[
min
pi∈SK
1
n
n∑
u=1
1{(pi ◦ σˆ)(u) 6= σ0(u)}
]
≤ E
[
min
pi∈SK [σˆ1,σ0]
1
n
n∑
u=1
1{(pi ◦ σˆ)(u) 6= σ0(u)}
]
≤ E
[
1
n
n∑
u=1
1
{∃pi ∈ SK [σˆ1, σ0], (pi ◦ σˆ)(u) 6= σ0(u)}]
≤ 1
n
n∑
u=1
P
{∃pi ∈ SK [σˆ1, σ0], pi(σˆ(u)) 6= σ0(u)}
≤ exp
(
−(1− ζ ′n)
n
βK
I({P ′l }, {Q′l})
)
+ n−3,
≤ exp
(
−(1− ζ ′′n)
n
βK
I({Pl}, {Ql})
)
+ n−3,
where in the last inequality, we define ζ ′′n := 1− (1− ζ ′n)
(
1− I({Pl},{Ql})−I({P ′l },{Q′l})I({Pl},{Ql})
)
. By inequali-
ties (10) and (9), we have
0 ≤ I({Pl}, {Ql})− I({P
′
l }, {Q′l})
I({Pl}, {Ql}) ≤ 1−
1
1 + 2In
(1− 4L+ 1
n
),
so since In → 0 by assumption, we have ζ ′′n → 0. For the second claim of Proposition 6.1, let ζn = ζ ′′n
for all n ≥ N0. It is then clear that if nInβK logn ≤ 1, we have
El(σˆ, σ0) ≤ exp
(
−(1− ζn) n
βK
I({Pl}, {Ql})
)
.
Since ({Pl}, {Ql}) was chosen arbitrarily, the second claim of the proposition follows.
For the first claim, let us first suppose that exp
(
−(1 − ζ ′′n)nI({Pl},{Ql})βK
)
≥ n−2. Define ζ˜n :=
ζ ′′n +
(
βK
nIn′
)1/2
. Then
P
{
l(σˆ, σ0) > exp
(
−(1− ζ˜n)nI({Pl}, {Ql})
βK
)}
≤ El(σˆ, σ0)
exp
(
−(1− ζ˜n)nI({Pl},{Ql})βK
)
≤ exp
(
(ζ ′′n − ζ˜n)
nI({Pl}, {Ql})
βK
)
+
n−3
exp
(
−(1− ζ˜n)nI({Pl},{Ql})βK
)
≤ exp
(
−(nI({Pl}, {Ql})
βK
)1/2)
+ n−1 ≤ exp
(
−(nI ′n
βK
)1/2)
+ n−1.
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Let us now suppose that exp
(
−(1− ζ ′′n)nI({Pl},{Ql})βK
)
< n−2. Then
P
{
l(σˆ, σ0) ≥ exp
(
−(1− ζ ′′n)
nI({Pl}, {Ql})
βK
)}
≤ P(l(σˆ, σ0) > 0)
≤ P{ min
pi∈SK
dH(pi ◦ σˆ, σ0) > 0
}
≤ P{ min
pi∈SK [σˆ1,σ0]
dH(pi ◦ σˆ, σ0) > 0
}
≤
n∑
u=1
P
{∃pi ∈ SK [σˆ1, σ0], pi(σˆ(u)) 6= σ0(u)}
≤ n exp
(
−(1− ζ ′′n)
nI({Pl}, {Ql})
βK
)
+ n−2 ≤ 2n−1.
We now let ζn = ζ˜n. Since ζ˜n ≥ ζ ′′n , we can conclude that
P
{
l(σˆ, σ0) > exp
(
−(1− ζn) n
βK
I({Pl}, {Ql})
)}
→ 0.
B Supporting results for Proposition 6.1
We now provide proofs for the supporting results stated in Appendix A.
B.1 Analysis of estimation error of Pˆl and Qˆl
We begin with a proposition.
Proposition B.1. Let σ0 ∈ C(β,K). Let L ∈ Z+, let ({Pl}, {Ql}) ∈ P2L, and let A ∈ {0, . . . L}n×n
be a random labeled network with the distribution LSBM(σ0, ({Pl}, {Ql})). Define ∆l := |Pl −Ql|.
For a clustering σ, define
S(σ) := {(u, v) ∈ [n]2 : u 6= v, σ(u) = σ(v)},
S(σ)c := {(u, v) ∈ [n]2 : u 6= v, σ(u) 6= σ(v)},
and also define the estimators
Pˆl :=
1
|S(σ)|
∑
(u,v)∈S(σ)
1{Auv = l}, Qˆl := 1|S(σ)c|
∑
(u,v)∈S(σ)c
1{Auv = l}. (17)
Let γ ∈ [0, 1] and let η := 8(√η′ + η′), where η′ := βKγ log eKγ + 6 lognn .
Then with probability at least 1 − 4(L + 1)n−6, it holds that for any σ : [n] → [K] such that
l(σ, σ0) ≤ γ, we have
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ ∆l + η
(
Pl ∨Ql
n
)1/2
.
Furthermore, if γ ≤ 14βK , then
1. for all l ∈ {0, . . . , L} where Pl ∨Ql ≥ 1n and n∆
2
l
Pl∨Ql ≥ 1, we have
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ η∆l,
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2. and for all l ∈ {0, . . . , L} where Pl ∨Ql ≥ 1n and n∆
2
l
Pl∨Ql ≤ 1, we have
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ η
(
Pl ∨Ql
n
)1/2
.
Proof. We first fix a clustering σ : [n] → [K] satisfying l(σ, σ0) ≤ γ and fix a color l ∈ {0, . . . , L}.
Then
EPˆl − Pl = 1|S(σ)|
(|S(σ) ∩ S(σ0)|Pl + |S(σ) ∩ S(σ0)c|Ql)− Pl = |S(σ) ∩ S(σ0)c||S(σ)| (Ql − Pl), (18)
and
EQˆl −Ql = 1|S(σ)c|
(|S(σ)c ∩ S(σ0)|Pl + |S(σ)c ∩ S(σ0)c|Ql)− Pl = |S(σ)c ∩ S(σ0)||S(σ)c| (Pl −Ql).
(19)
Hence, we have
max{|EPˆl − Pl|, |EQˆl −Ql|} ≤ ∆l. (20)
Now suppose γ ≤ 14βK . Note that for any u, v ∈ [n] such that σ(u) = σ(v) but σ0(u) 6= σ0(v), we
either have σ(u) 6= σ0(u) or σ(v) 6= σ0(v). Therefore,
|S(σ) ∩ S(σ0)c| ≤ |{(u, v) ∈ [n]2 : u 6= v, σ0(u) 6= σ(u) or σ0(v) 6= σ(v)}| ≤ 2n2γ.
By a symmetric argument, it follows that |S(σ)c ∩ S(σ0)| ≤ 2n2γ, as well. Define nˆk = |{u ∈ [n] :
σ(u) = k}|. Then
|S(σ)| =
K∑
k=1
|{(u, v) ∈ [n] : u 6= v, σ(u) = σ(v) = k}| =
K∑
k=1
nˆ2k ≥
n2
K
, (21)
where the inequality holds by observing that n =
∑K
k=1 nk and applying the Cauchy-Schwarz in-
equality. We also have
|S(σ)c| =
K∑
k=1
nˆk
∑
k′ 6=k
nˆk′
(a)
≥
K∑
k=1
nˆk(K − 1) n
2βK
≥ n2 (K − 1)
2βK
≥ n
2
4β
, (22)
where (a) follows because l(σ, σ0) ≤ γ ≤ 14βK , so mink∈[K] |{u ∈ [n] : σ(u) = k}| ≥ n2βK .
Combining these bounds with equations (18) and (19), we conclude that if γ ≤ 14βK , we have
EPˆl − Pl ≤ Kγ∆l and EQˆl −Ql ≤ 4βγ∆l. (23)
We now bound the variance. We use the shorthand
T1,P := (Pl ∨Ql)|S(σ)|, T2 := γn log eK
γ
+ 6 log n, tP :=
√
7/3{T1,PT2 ∨ T 22 }1/2,
T1,Q = (Pl ∨Ql)|S(σ)c|, and tQ :=
√
7/3{T1,QT2 ∨ T 22 }1/2.
We let EP (σ, l) be the event that |Pˆl − EPˆl| ≤ tP1
2 |S(σ)|
and let EQ(σ, l) be the event that |Qˆl −
EQˆl| ≤ tQ1
2 |S(σ)c|
. For convenience, we also denote A˜uv := 1{Aij = l}. By Bernstein’s inequality, we
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have
P
(
EP (σ, l)
c
) ≤ P(∣∣∣∣ ∑
(u,v) :u<v,
σ(u)=σ(v)
(A˜uv − EA˜uv)
∣∣∣∣ > tP) ≤ 2 exp(− 12 t2P∑
(u,v) :u<v,
σ(u)=σ(v)
EA˜uv + 13 tP
)
≤ exp
(
−
1
2 t
2
P
1
2 (Pl ∨Ql)|S(σ)|+ 23 tP
)
= exp
(
− t
2
P
T1,P +
1
3 tP
)
. (24)
We consider two cases:
1. Suppose T1,P ≥ T2. Then t2P = (7/3)T1,PT2 and
2 exp
(
− t
2
P
T1,P +
2
3 tP
)
≤ 2 exp
(
− (7/3)T1,PT2
T1,P +
4
3T1,P
)
≤ 2 exp(−T2).
2. Suppose T1,P ≤ T2. Then t2P = (7/3)T 22 , and the probability term is at most
2 exp
(
− 4T
2
2
A+ 43T2
)
≤ 2 exp
(
− (7/3)T
2
2
T2 +
4
3T2
)
≤ 2 exp(−T2).
Combining the above with inequality (24), we have P (EP (σ, l)) ≥ 1−2 exp(−T2). By an identical
argument, we can show that P (EQ(σ, l)) ≥ 1− 2 exp(−T2), as well. Now note that
tP
1
2 |S(σ)|
≤ 2
√
7
3
(T1T2)
1/2
|S(σ)| + 2
√
7
3
T2
|S(σ)|
≤ 4
(
(Pl ∨Ql)T2
|S(σ)|
)1/2
+ 4
T2
|S(σ)|
(a)
≤ 4
(
K(Pl ∨Ql)
n
T2
n
)1/2
+ 4
K
n
T2
n
(b)
≤ 4
(
K
T2
n
)1/2(
Pl ∨Ql
n
)1/2
+ 4K
T2
n
(
Pl ∨Ql
n
)1/2
,
where (a) follows from inequality (21) and (b) holds because Pl ∨Ql ≥ 1n . In an identical manner,
we can use inequality (22) to show that
tQ
2|S(σ)c| ≤ 4
(
4β
T2
n
)1/2(
Pl ∨Ql
n
)1/2
+ 16β
T2
n
(
Pl ∨Ql
n
)1/2
.
Let η′ := 2βK T2n . Using the fact that 4β ∨K ≤ 2βK, we have
max{|Pˆl − EPˆl|, |Qˆl − EQˆl|} ≤ 4(
√
η′ + η′)
(
Pl ∨Ql
n
)1/2
, (25)
under event EP (σ, l) ∩ EQ(σ, l).
We now take a union bound over all colors l and over all clusterings σ satisfying l(σ, σ0) ≤ γ.
There are at most
(
n
γn
)
Kγn possible σ’s satisfying the error bound. Since
log
((
n
γn
)
Kγn
)
≤ log
(
nγneγn
(γn)γn
1√
2piγn
)
+ γn logK
≤ log
(
eγn
γγn
)
− 1
2
log 2piγn+ γn logK
≤ γn log e
γ
+ γn logK = γn log
eK
γ
,
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we conclude that
P
( ⋂
l∈{0,...,L
⋂
σ : l(σ,σ0)≤γ
(EP (σ, l) ∩ EQ(σ, l))
)
≥ 1− 4(L+ 1) exp(−6 log n)
≥ 1− 4(L+ 1)n−6.
Combining inequalities (20), (23), and (25), we conclude that, with probability at least 1 − 4(L +
1)n−6, for all clusterings σ such that l(σ, σ0) ≤ γ and for all l ∈ {0, . . . , L},
max{|Pl − Pˆl|, |Ql − Qˆl|} ≤ ∆l + η
(
Pl ∨Ql
n
)1/2
.
If also γ ≤ 14Kβ , then
max
{
|Pl − Pˆl|, |Ql − Qˆl|
}
≤ η∆l + η
(
Pl ∨Ql
n
)1/2
,
where η := (2βKγ) ∨ 4(√η′ + η′) ≤ 4(√η′ + η′) and η′ = 2βKγ log eKγ + 6 lognn . The statement of
the theorem follows immediately.
Proposition B.2. Let L,A, ({Pˆl}, {Qˆl}) be defined as in Proposition B.1 and suppose n ≥ 2. Then
with probability at least 1 − (L + 1) exp(− n5βK ), we have that, for any clustering σ, and for any
l ∈ {0, . . . , L} such that Pl ∨Ql ≥ 1n ,
Pˆl ∨ Qˆl ≥ 1
βK
(Pl ∨Ql).
Proof. Fix a clustering σ, fix l ∈ {0, . . . , L}, and suppose Pl∨Ql ≥ 1n . Define Tˆl := 2n(n−1)
∑
(u,v) :u<v(Al)uv.
Let S(σ) and S(σ)c be defined as in the statement of Proposition B.1. Then
Pˆl ∨ Qˆl ≥ |S(σ)|Pˆl
n(n− 1) +
|S(σ)c|Qˆl
n(n− 1) = Tˆl. (26)
Note that Tˆl does not depend on σ. Let t :=
1
2ETˆl, and let E(l) be the event that Tˆl ≥ t. Note that
t =
1
n(n− 1)(|S(σ0)Pl + |S(σ0)
c|Ql)
(a)
≥ 1
K
Pl +
1
2β
Ql ≥ 1
βK
(Pl ∨Ql). (27)
In the above derivations, (a) follows because we can use similar reason as in inequalities (21) and (22)
to show that |S(σ0)| ≥ n2K and |S(σ0)c| ≥ n
2
2β . The last inequality follows because 2β ∨ K ≤ βK.
Thus, under event E(l), for any σ, we have Pˆl ∨ Qˆl ≥ Tˆl ≥ 1βK (Pl ∨Ql). By Bernstein’s inequality,
we have
P(E(l)c) ≤ P
(∣∣∣∣ ∑
(u,v) :u<v
(Al)uv − E(Al)uv
∣∣∣∣ ≥ t)
≤ exp
( − 12 t2
1
3 t+
∑
(u,v) :u<v E(Al)uv
)
≤ exp(− t
5
) (a)≤ exp(− n
5βK
)
,
where (a) follows from inequality (27). A union bound over all colors l ∈ {0, . . . , L} finishes the
proof.
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B.2 Analysis of spectral clustering
Proposition B.3. Let σ0 ∈ C(β,K), let p, q ∈ [1/n, 1], and let A ∈ {0, 1}n×n be a random matrix
with the distribution SBM(σ0, p, q). Let Cspec1 := 2
34 and Cspec2 := 2
29. Suppose n ≥ 8β2K2∨2000
and
n
β2K6
(p− q)2
p ∨ q ≥ Cspec1. (28)
Then the output σ of Algorithm 4.4 with parameters µ = 4β and τ = 40Kd¯ satisfies
l(σ, σ0) ≤ Cspec2 βK
4
n
p ∨ q
(p− q)2 ,
with probability at least 1− n−5.
Proof. Let E1 be the event that
1
2Kn(p∨q) ≤ d¯ ≤ 3n(p∨q). By Proposition B.4 and the assumption
that K ≤ n1/6, we have P (E1) ≥ 1 − exp
(− n12K ) ≥ 1 − exp(−n5/612 ). Under event E1, we have
τ = 40Kd¯ ≥ 20n(p ∨ q), so we may apply Lemma B.1 to obtain
P (E2 ∩ E1) ≥ 1− exp
(−n5/6
12
)− n−6,
where E2 is defined to be the event that
‖Tτ (A)− P‖2 ≤ 211K
√
n(p ∨ q).
Note that n ≥ 2000 implies that 32 nlogn ≥ 6 + log(2).
Now suppose the event E1 ∩ E2 holds. Then
D2total :=
n∑
u=1
‖Aˆu − Pu‖2 ≤ ‖Aˆ− P‖2F ≤ K‖Aˆ− P‖22
≤ K(‖Tτ (A)− P‖2 + ‖Aˆ− Tτ (A)‖2)2
(a)
≤ 4K‖Tτ (A)− P‖22 ≤ 224K3n(p ∨ q). (29)
Let σ0 : [n] → [K] denote the true clustering function, and let {Z1, . . . ,ZK} denote the K unique
rows of P , where we use the indexing convention that Pu = Zk if and only if σ0(u) = k. We also let
{S1, . . .SK} denote the set {Aˆu}u∈S , where we use the indexing convention that, for any k ∈ [K],
we have arg minZk′∈{Z1,...,ZK} ‖Sk −Zk′‖2 = Zk. For each node u ∈ [n], we define
S∗(u) := arg min
Sk∈{S1,...SK}
‖Aˆu − Sk‖2, and Z∗(u) := arg min
Zk∈{Z1,...ZK}
‖Aˆu −Zk‖2.
We also define the shorthand D2sep := 2
n
βK (p − q)2. For a node u ∈ [n], we call u valid if ‖Aˆu −
Z∗(u)‖2 ≤ Dsep/8. We now make several claims that we use in the proof.
Claim 1: For k, k′ ∈ [K] such that k 6= k′, we have ‖Zk −Zk′‖2 ≥ Dsep.
Claim 2: For any k ∈ [K], we have ∣∣{u ∈ Ck : D(u) < 2Dtotal( n
µβK2
)1/2
, ‖Aˆu − Zk‖2 < Dtotal(
n
µβK2
)1/2}∣∣ ≥
|Ck|(1 − 1/(µK)). Thus, it follows that the (1 − 1/(µK))-quantile of {D(u) : u ∈ [n]} is less
than 2Dtotal(
n
µβ2K
)1/2 .
Claim 3: If a node u ∈ S, then u is valid.
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Claim 4: For any u, v ∈ S such that u 6= v, we have Z∗(u) 6= Z∗(v).
Claim 5: For k, k′ ∈ [K] such that k 6= k′, we have ‖Sk − Sk′‖2 ≥ 34Dsep.
Claim 6: If u is valid, then ‖Aˆu − S∗(u)‖2 ≤ Dsep/4.
Claim 1 follows from the SBM definition and the fact that the smallest cluster has at least nβK
elements. To derive Claim 2, let k ∈ [K], define Ck := {u : σ0(u) = k}, and let C ′ ⊂ Ck be such
that |C ′| = b|Ck|/(µK)c and maxu∈Ck\C′ ‖Aˆu −Zk‖2 ≤ minu∈C′ ‖Aˆu −Zk‖2. Then
D2total ≥
∑
v∈C′
‖Aˆv −Zk‖22 ≥ |C ′| min
v∈C′
‖Aˆv −Zk‖22
(a)
>
( n
µβK2
− 1) max
v∈Ck\C′
‖Aˆv −Zk‖22,
where (a) follows because |Ck| ≥ nβK . Thus, we have shown that for any v ∈ Ck\C ′, we have
‖Aˆv −Zk‖2 < Dtotal(
n
µβK2
−1
)1/2 . Since |Ck\C ′| = Ck|(1− 1/(µK)) ≥ n2βK ≥ d nµK e, we have that, for any
v ∈ Ck\C ′,
D(v) ≤ max
v′∈Ck\C′
‖Aˆv − Aˆv′‖2 ≤ max
v′∈Ck\C′
(‖Aˆv −Zk‖2 + ‖Aˆv′ −Zk‖2) < 2Dtotal(
n
µβK2 − 1
)1/2 .
Claim 2 follows by again noting that |Ck\C ′| ≥ |Ck|(1− 1/(µK)).
To argue Claim 3, let u be an arbitrary invalid node and let N(u) = {v ∈ [n] : ‖Aˆu − Aˆv‖ ≤
D(u)}; it follows from the definition of D(u) that |N(u)| ≥ d nµK e. Then
D2total ≥
∑
v∈N(u)
‖Aˆv −Z∗(v)‖22 ≥
∑
v∈N(u)
max
{‖Aˆu −Z∗(v)‖2 − ‖Aˆv − Aˆu‖2, 0}2
≥ n
µK
max{Dsep/8−D(u), 0}2.
Therefore,
D(u) ≥ Dsep
8
− Dtotal
( nµK )
1/2
(a)
≥ Dsep
16
(b)
≥ 2Dtotal
( nµβK2 − 1)1/2
(c)
> (1− 1/(µK))-quantile{D(u) : u ∈ [n]},
where (a) and (b) follows from hypothesis (28) of the proposition, and (c) follows from Claim 2.
Claim 3 can then be shown from the definition of the set S.
We argue Claim 4 by induction. Let {u1, . . . uK} = S, where u1 is the first node added to S, u2
is the second, etc. Let r be a positive integer such that 2 ≤ r < K, and suppose Z∗(us) 6= Z∗(us′)
for all s, s′ ∈ [r]. Since r < K, there exists k ∈ [K] such that Z∗(us) 6= Zk for all s ∈ [r]. Since
n
µK ≤ n2βK , by Claim 2 and the Pigeonhole Principle, there must exist a node u′ ∈ Ck such that
‖Aˆu′ − Zk‖2 ≤ Dtotal( n
µβK2
−1)1/2 ≤ Dsep/8, where the latter inequality is true by hypothesis (28) of the
proposition and the fact that D(u′) ≤ (1− 1/(µK))-quantile{D(u) : u ∈ [n]}. Let ur+1 ∈ S. Then
by the definition of S, for any s ∈ [r], we have
‖Aˆus − Aˆur+1‖2 ≥ ‖Aˆus − Aˆu′‖2 ≥ ‖Zk −Z∗(us)‖2 − ‖Aˆus −Z∗(us)‖2 − ‖Aˆu′ −Zk‖2
(a)
≥ 3
4
Dsep,
where (a) follows by Claim 1 and Claim 3. At the same time, let v be a valid node such that
Z∗(v) = Z∗(us) for some s ∈ [r]. Then
‖Aˆv − Aˆus‖2 ≤ ‖Aˆv −Z∗(v)‖2 + ‖Aˆus −Z∗(us)‖2
(a)
≤ D/4,
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where (a) follows again by Claim 3. Therefore, by definition of ur+1, it must be that Z∗(ur+1) 6=
Z∗(us) for any s ∈ [r]. Claim 4 follows by induction.
Claim 5 is true because, for any k 6= k′, we have
‖Sk − Sk′‖2 ≥ ‖Zk′ −Zk‖2 − ‖Zk − Sk‖2 − ‖Zk′ − Sk′‖2
(a)
≥ (3/4)Dsep,
where (a) holds because of Claim 1, Claim 3, Claim 4, and the indexing convention for {S1, . . .SK}.
To see that Claim 6 is true, let u be valid and suppose Z∗(u) = Zk for some k ∈ [K]. Then
‖Aˆu − S∗(u)‖2 ≤ ‖Aˆu − Sk‖2 ≤ ‖Aˆu −Zk‖2 + ‖Zk − Sk‖2 ≤ Dsep
4
.
We have proved all six claims and now proceed to the proof of the proposition. We say that a
node u ∈ [n] is incorrect if u is valid and if S∗(u) 6= Sσ0(u). Suppose u is incorrect and suppose
without the loss of generality that σ0(u) = k. Then
‖Aˆu −Zk‖2 ≥ ‖Aˆu − Sk‖2 − ‖Sk −Zk‖2
≥ ‖Sk − S∗(u)‖2 − ‖Aˆu − S∗(u)‖2 − ‖Sk −Zk‖2
(a)
≥ 3
4
Dsep − 1
4
Dsep − 1
8
Dsep ≥ 3
8
Dsep,
where (a) holds because of Claim 5 and Claim 6. Define a permutation τ : [K]→ [K] such that for
i, k ∈ [K], we have τ(i) = k if S[i] = Sk. Then
l(σ0, σ) ≤ dH(σ0, τ ◦ σ) ≤ |{u ∈ [n] : u is invalid or incorrect}|
n
≤ 1
n
D2total
(Dsep/8)2
≤ 229 βK
4
n
p ∨ q
(p− q)2 .
We finish the proof by noting that if n ≥ 2000, then P (E1 ∩ E2) ≥ 1− e−n5/6/12 − n−6 ≥ n−5.
The following Lemma is Lemma 3.3 in [12] and also as Lemma 5 in [? ]. We transcribe the full
statement and proof here to make the paper self-contained.
Lemma B.1. Let P ∈ [0, 1]n×n be a symmetric matrix, let pmax := maxu≥v Puv, and suppose
npmax ≥ 1. Let A be an adjacency matrix such that Auu = 0 and Auv ∼ Ber(Puv) for u < v. Let
τ˜ ≥ 20 and τ := τ˜npmax. Then for any C ′ > 0 and any n such that 32 nlogn ≥ C ′ + log 2, we have
‖Tτ (A)− P‖2 ≤ 4
3
(461 + 160C ′ + 16τ˜)
√
npmax,
with probability at least 1− n−C′ .
Proof. Let S := {u ∈ [n] : du < τ} and let ASS := Tτ (A). Let PSS be the result of setting
row/column u of P to zero for every u ∈ Sc. Observe then that
‖Tτ (A)− P‖2 ≤ ‖PSS − P‖2 + ‖ASS − PSS‖2.
We first bound ‖PSS −P‖2. By Proposition B.5, with probability at least 1− 2 exp(−n/2), we have
‖PSS − P‖2 ≤ ‖PSS − P‖F ≤
∣∣{(u, v) : u ∈ Sc or v ∈ Sc}∣∣1/2pmax
≤ 21/2 n
τ1/2
pmax
(a)
≤ √npmax,
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where (a) follows because τ˜ ≥ 20. Define E1 to be the event that ‖PSS − P‖2 ≤ √npmax.
Also define M := ASS − PSS . Let C be the minimal 1/8-covering of Sn−1; it follows that
|C| ≤ 64n. For any x, y ∈ Sn−1, let x˜, y˜ ∈ C be such that ‖x− x˜‖, ‖y − y˜‖ ≤ 1/8. Then
x>My = x˜>My˜ + (x− x˜)>My + x˜>M(y − y˜) ≤ x˜>My˜ + 1
4
‖M‖2.
Taking the supremum over x, y ∈ Sn−1, we have
‖M‖2 = sup
x,y∈Sn−1
x>My ≤ 4
3
sup
x˜,y˜∈C
x˜>My˜. (30)
For any x, y ∈ C, define H(x, y) := {(u, v) : |xuyv| ≥
√
pmax
n } and L(x, y) := {(u, v) : |xuyv| <√
pmax
n }. It follows that for any x, y ∈ C, we have
x>My =
∑
(u,v)∈H(x,y)
xuyvMuv +
∑
(u,v)∈L(x,y)
xuyvMuv. (31)
Define E2 to be the event in which maxx,y∈C
∑
(u,v)∈L(x,y) xuyvMuv ≤ 12
√
pmaxn. By Proposi-
tion B.6 and a union bound over all x, y ∈ C, we have P (E2) ≥ 1 − e−n. For any x, y ∈ C,∑
(u,v)∈H(x,y) xuyv ≤
∑
(u,v)∈H(x,y) x
2
uy
2
v
√
n
pmax
≤ √npmax. Thus,∑
(u,v)∈H(x,y)
xuyv(PSS)uv ≤ √npmax. (32)
For any S′, T ′ ⊆ [n], define e(S′, T ′|A) := ∑(u,v) : (u,v)∈(S′×T ′)∪(T ′×S′)Auv. Let E3 be the event
that, for any S′, T ′ ⊆ [n], either
e(S′, T ′|A)
|S′||T ′|pmax ≤ 4
or
e(S′, T ′|A)
|S′||T ′|pmax log
e(S′, T ′|A)
|S′||T ′|pmax ≤ 3(4 + 2C
′)
1
|S′| log
en
|T ′| .
Then by Proposition B.7, we have P (E3) ≥ 1−n−2C′ . For any S′, T ′ ⊆ [n], we have e(S′, T ′|ASS) ≤
e(S′, T ′|A), so in the event E3, for any S′, T ′ ⊆ [n], we have either e(S
′,T ′|ASS)
|S′||T ′|pmax ≤ 4 or
e(S′,T ′|ASS)
|S′||T ′|pmax log
e(S′,T ′|ASS)
|S′||T ′|pmax ≤
3(4 + 2C ′) 1|S′| log
en
|T ′| . By Proposition B.8 with d = npmax, C2 set to 8, C3 = 2(4 + 2C
′), and
τ = τ˜npmax, it is known that, in the event E3, we have
max
x,y∈C
∑
(u,v)∈H(x,y)
xuyv(ASS)uv ≤ (448 + 160C ′ + 16τ˜)√npmax. (33)
Under the event E1 ∩ E2 ∩ E3, by combining inequalities (30), 31, 32, 33, and the definition of E2,
we have
‖M‖2 ≤ 4
3
(461 + 160C ′ + 16τ˜)
√
npmax.
To finish the proof, we take a union bound over the events Ec1, E
c
2, and E
c
3, and observe that
2e−n/2 + e−n + n−2C
′ ≤ n−C′ when 32 nlogn ≥ C ′ + log 2.
Proposition B.4. Let A,P , and pmax be defined as in Lemma B.1. Let C1 > 0 be defined such that∑
u<v Puv = C1n
2pmax. Let d¯ :=
1
n
∑
u6=v Auv be the average degree. Then with probability at least
exp(−Cn) where C := C1/21/3+2 , we have
C1npmax ≤ d¯ ≤ 3C1npmax.
In the case of SBM(K,β, p, q), we have 12K ≤ C1 ≤ 1.
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Proof. We use the shorthand t := 12C1n
2pmax. By Bernstein’s inequality (Proposition B.10), we
have
P
(
C1npmax ≤ d¯ ≤ 3C1npmax
) ≤ P(∣∣∣∣ ∑
(u,v) :u<v
(Auv − EAuv)
∣∣∣∣ ≥ t)
≤ exp
(
− (1/2)t
2
(1/3)t+ C1n2pmax
)
≤ exp
(
− (1/2)C1n
1/3 + 2
)
,
where the last inequality follows because npmax ≥ 1 by assumption. For the second claim, define
Nw :=
∑K
k=1
nk(nk−1)
2 and Nb :=
n(n−1)
2 −Nw. Then
C1 =
Nw
n2
p
pmax
+
Nb
n2
q
pmax
.
The lower bound on C1 follows from the fact that Nw ≤ n(n/K − 1) and the assumption that
K ≤ n/2. The upper bound on C1 follows from the fact that Nw +Nb = n(n− 1)/2.
B.3 Supporting results for Lemma B.1
The following proposition is Lemma 3.1 in [12] and Lemma 11 in [17]. We transcribe the full
statement and the proof here to make the paper self-contained.
Proposition B.5. Let A,P , and pmax be defined as in Lemma B.1. For a node u, let du :=∑
v 6=uAuv be the degree. Let τ˜ ≥ 20 and let τ := τ˜npmax. Then with probability at least 1 −
2 exp(−n/2), we have ∣∣{u ∈ {1, . . . , n} : du ≥ τ}∣∣ ≤ n
τ
.
Proof. Let S ⊆ [n] and define e(S, V ) := 12
∑
(u,v) :u∈S or v∈S Auv. Since∣∣{(u, v) : u ∈ S or v ∈ S}∣∣ ≤ 2|S|n,
we have Ee(S, V ) ≤ |S|npmax. Therefore, by Chernoff’s bound (Proposition B.9), we have
P
(
du ≥ τ, ∀u ∈ S
) ≤ P(e(S, V ) ≥ τ
2
|S|)
≤ P
(
e(S, V ) ≥ Ee(S, V ) + ( τ˜
2
− 1)pmaxn|S|)
≤ exp
(
−( τ˜
2
− 1)pmaxn(log(1 + ( τ˜2 − 1)pmaxnEe(S, V ) )− 1
))
(a)
≤ exp(−(( τ˜
2
− 1) log 10)pmaxn) (b)≤ exp(− τ˜
4
pmaxn|S|
)
. (34)
In the above, (a) follows because (τ˜/2−1)pmaxnEe1(S,V ) ≥ 9 and log(x)− 1 ≥ log(x)/2 for all x ≥ 10, and (b)
follows because (τ˜ /2− 1) log 10 ≥ τ˜ for all τ˜ ≥ 20.
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Taking a union bound over all subsets of size greater than nτ , we have
P
(∃S, |S| > n
τ
, du ≥ τ, ∀u ∈ S
) ≤ n∑
l=dn/τe
∑
S⊆V, |S|=l
exp
(−τ˜ pmaxnl)
(a)
≤
n∑
l=dn/τe
exp
(−τ˜ pmaxnl + l log en
l
)
(b)
≤
n∑
l=dn/τe
exp
(
−l(τ˜ pmaxn− log(eτ˜pmaxn)))
(c)
≤
n∑
l=dn/τe
exp
(− τ˜
2
pmaxnl
) (d)≤ 2 exp(−n/2).
In the above derivations, (a) follows from the Stirling approximation; (b) follows because nl >
τ ; (c) follows because τ˜ − log(eτ˜) ≥ τ˜ /2 for all τ˜ ≥ 20 and pmaxn ≥ 1; (d) follows because∑n
l=dn/τe exp
(− τ˜2pmaxnl) is a geometric series the largest term of which is bounded above by
exp(−n/2), and the ratio is exp(− τ˜2pmaxn) ≤ e−10 ≤ 1/2.
Proposition B.6. Let A,P , and pmax be defined as in Lemma B.1. Let x, y ∈ Sn−1 and let
L := {(u, v) : |xuyv| ≤
√
pmax
n }. Then with probability at least exp(−8n),
sup
S⊆[n]
∑
(u,v)∈L
xuyv(ASS − PSS)uv ≤ 12√pmaxn.
Proof. First fix S ⊆ [n]. Since max(u,v)∈L |xuyv(ASS−PSS)uv| ≤
√
pmax
n and
∑
(u,v)∈L |xuyv|2E((ASS−
PSS)
2
uv) ≤ pmax, we may apply Bernstein’s inequality (Proposition B.10) to obtain
∑
(u,v)∈L xuyv(ASS−
PSS)uv ≥ 12√pmaxn, with probability at most exp(−9n). We now take a union bound to obtain
P
(
max
S⊆[n]
∑
(u,v)∈L
xuyv(ASS − PSS)uv ≥ 12√pmaxn
)
≤ exp(−9n+ n log 2) ≤ exp(−8n).
The following Lemma is Lemma A.3 in [12]. We transcribe the full statement and proof here to
make the paper self-contained.
Proposition B.7. Let A, pmax be defined as in Lemma B.1. Let d := npmax. Let C
′ > 0. For any
S, T ⊆ [n], define e(S, T ) := 12
∑
(u,v) : (u,v)∈(S×T )∪(T×S)Auv. Then with probability at least 1−n−C
′
,
for any S, T ⊆ [n], we have
e(S, T )
|S||T | dn
≤ 8, or e(S, T )|S||T | dn
log
e(S, T )
|S||T | dn
≤ 2(4 + C ′) 1|S| log
en
|T | .
Proof. Fix C ′ > 0. Let us first fix S, T ⊆ [n] and, without loss of generality, suppose that |T | ≥ |S|.
Since |{(u, v) : u ∈ S, v ∈ T or v ∈ S, u ∈ T}| ≤ 2|S||T |, we have Ee(S, T ) ≤ pmax|S||T |. By a
Chernoff bound (Proposition B.9), for l ≥ 8, we have e(S,T )|S||T |pmax ≤ l with probability at least 1 −
exp
(− 12 |S||T |pmaxl log l). Let l′ > 0 be a positive real number such that l′ log l′ = 2(4+C′)|T ||S||T |pmax log en|T | .
Let l = 8 ∨ l′. It is clear that l log l ≥ 2(4+C′)|T ||S||T |pmax log en|T | . Taking a union bound over all subsets, we
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obtain
P
(
∃S, T ⊆ V, e(S, T ) ≥ lpmax|S||T |
)
≤
∑
(s,t)∈[n]×[n] : t≥s
exp
(
−(4 + C ′)t log en
t
)(
n
s
)(
n
t
)
≤
∑
(s,t)∈[n]×[n], t≥s
exp
(−(2 + C ′)t log en
t
)
(a)
≤
∑
(s,t)∈[n]×[n], t≥s
n−(2+C
′) ≤ n−C′ ,
where (a) follows because t log ent ≥ log en for 1 ≤ t ≤ n. The proposition follows.
The following Lemma is Lemma A.2 in [12]. We transcribe the full statement and proof here to
make the paper self-contained.
Proposition B.8. Let τ > 0. Let A be a graph on n nodes such that the maximum degree is τ . For
any S, T ⊆ [n], let e(S, T ) be defined as in Proposition B.7. Let d > 0 be a positive number such
that, for any S, T ⊂ [n], we have either
e(S, T )
|S||T | dn
≤ C2, or e(S, T )|S||T | dn
log
e(S, T )
|S||T | dn
≤ C3 1|S| log
en
|T | ,
where C2 ≥ e and C3 > 0 are positive universal constants. Let x, y ∈ Sn−1, and let H = {(u, v) :
|xuyv| ≥
√
d/n}. Then ∑
(u,v)∈H
xuyvAuv ≤
(
16C2 + 40C3 + 8 + 16
τ
d
)√
d.
Proof. Fix x, y ∈ Sn−1. Since Auv ≥ 0, we may assume without loss of generality that xu, yv ≥ 0
for all u, v ∈ [n]. For i, j ∈ {1, . . . , dlog2 n√de}, let γ0 =
√
d/n, γi := 2
iγ0, and γj := 2
jγ0. We also
define
Si :=
{
u :
γi−1√
n
≤ xu ≤ γi√
n
}
, Tj :=
{
v :
γj−1√
n
≤ yv ≤ γj√
n
}
.
Define the shorthand si := |Si| and tj := |Tj |. Note that since |xuyv| ≥
√
d
n and xu, yv ≤ 1 for all
(u, v) ∈ H, we have H ⊆ ⋃(i,j) : γiγj≥√d Si × Tj . Hence,∑
(u,v)∈H
xuyvAuv ≤
∑
(i,j):
γiγj≥
√
d
∑
u∈Si, v∈Tj
xuyvAuv ≤
∑
(i,j):
γiγj≥
√
d
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
. (35)
Also note that since x, y ∈ Sn−1, we have ∑i γ2in si ≤ 4 and ∑j γ2jn tj ≤ 4. Define the shorthand
H∗ := {(i, j) : γiγj ≥
√
d} and define H1 :=
{
(i, j) ∈ H∗ : e(Si,Tj)
sitj
d
n
≤ C2 γiγj√d
}
. Then
∑
(i,j)∈H1
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤ C2
√
d
∑
(i,j)∈H1
γ2i
n
γ2j
n
sitj ≤ 16C2
√
d. (36)
Now define H2 :=
{
(i, j) ∈ H∗ : γiγj ≥
√
d
}
. Note that because the maximum degree is bounded by
36
τ , we have
e(Si,Tj)
sitj
d
n
≤ siτ
sitj
d
n
≤ τd ntj . Thus,∑
(i,j)∈H2
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤ τ
d
∑
(i,j)∈H2
γiγj
n
sid
≤ τ
d
∑
i
γ2i
n
sid
∑
j : (i,j)∈H2
γj
γi
(a)
≤ 2τ
d
√
d
∑
i
γ2i
n
si ≤ 8τ
d
√
d, (37)
where in the above derivations, (a) follows because, for any fixed i, the sum
∑
(i,j)∈H2
γj
γi
is a
geometric series whose term-to-term ratio is 2. Let j∗ := max{j : (i, j) ∈ H2}. Then γj∗γi ≤ 1√d .
Therefore, we have
∑
(i,j)∈H2
γj
γi
≤ 2√
d
. Now define H ′2 := {(i, j) ∈ H∗ : γjγi ≥
√
d}. By similar
reasoning as above, we have ∑
(i,j)∈H′2
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤ 8τ
d
√
d. (38)
Define H3 :=
{
(i, j) ∈ H∗ : e(Si,Tj)
sitj
d
n
≥ C2 γiγj√d ,
1√
d
≤ γiγj ≤
√
d,
e(Si,Tj)
sitj
d
n
≥ ( ntj )1/2}. Since e(Si,Tj)sitj dn ≥
C2
γiγj√
d
≥ C2 for all (i, j) ∈ H3, we have e(Si,Tj)sitj dn ≤
C3
log
e(Si,Tj)
sitj
d
n
n
dsi
log ntj ≤ 2C3 ndsi . Thus,
∑
(i,j)∈H3
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤ 2C3
√
d
∑
(i,j)∈H3
γ2j
n
tj
γi
γj
1√
d
≤ 8C3
√
d. (39)
Define H4 :=
{
(i, j) ∈ H∗ : e(Si,Tj)
sitj
d
n
≥ C2 γiγj√d ,
1√
d
≤ γiγj ≤
√
d,
e(Si,Tj)
sitj
d
n
≤ ( ntj )1/2, γ2j ≤ ntjγ2j }. Note
that if (i, j) ∈ H3, then e(Si,Tj)sitj dn ≤
(
n
tjγ2j
)1/2
γj ≤ ntjγ2j . Therefore,
∑
(i,j)∈H4
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤
√
d
∑
(i,j)∈H4
γ2i
n
si
√
d
γiγj
≤
√
d
∑
i
γ2i
n
si
∑
j : (i,j)∈H4
√
d
γiγj
≤ 8
√
d. (40)
The last inequality follows because, for every i, the sum
∑
j : (i,j)∈H4
√
d
γiγj
is a geometric series where
the term-to-term ratio is 2 and the largest term is at most 1. Define H5 :=
{
(i, j) ∈ H∗ : e(Si,Tj)
sitj
d
n
≥
C2
γiγj√
d
, 1√
d
≤ γiγj ≤
√
d, γ2j ≥ ntjγ2j
}
. For any (i, j) ∈ H5, we have 4 log γj ≥ log ntj . Therefore,
e(Si,Tj)
sitj
d
n
≤ 4C3 ndsi
log γj
log
(
C2
γiγj√
d
) , and
∑
(i,j)∈H5
γiγj
n
e(Si, Tj)
sitj
d
n
sitj
d
n
≤ 4C3
√
d
∑
(i,j)∈H5
γ2j
n
tj
γiγj√
d
1
γ2j
log γj
log
(
C2
γiγj√
d
)
≤ 4C3
√
d
∑
j
γ2j
n
tj
∑
i : (i,j)∈H5
γiγj√
d
1
γ2j
log γj
log
(
C2
γiγj√
d
)
(a)
≤ 32C3
√
d. (41)
In the above derivations, (a) follows because for all (i, j) ∈ H5, we have γ2j ≥ γiγj√d ≥ 1. Since C2 ≥ e
and x 7→ xlog(C2x) is non-decreasing for all x ≥ 1, we have
γiγj√
d
1
γ2j
log γj
log(C2
γiγj√
d
)
≤ γiγj√
d
1
γ2j
log(C2γ
2
j )
log(C2
γiγj√
d
)
≤ 1.
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For any j, the quantity
∑
i : (i,j)∈H5
γiγj√
d
1
γ2j
log γj
log
(
C2
γiγj√
d
) is a geometric series with largest term bounded
by 1.
Since H∗ = H1 ∪H2 ∪H ′2 ∪H3 ∪H4 ∪H5, we may combine inequalities (35), 36, 37, 38, 39, 40,
and 41 to obtain the bound∑
(u,v)∈H
xuyvAuv ≤ (16C2 + 16τ
d
+ 8 + 40C3)
√
d.
Proposition B.9 (Chernoff bound). For i = 1, . . . , n, let pi ∈ [0, 1]. Let Xi ∼ Ber(pi), and let
p = 1n
∑n
i=1 pi. Then for any t > 0, we have
P
( n∑
i=1
Xi ≥ pn+ t
)
≤ exp
(
t− (t+ pn) log
(
1 +
t
pn
))
.
A bound that we frequently use is P
(∑n
i=1Xi ≥ pn+ t) ≤ exp
(
−(t+ pn)(log(1 + tpn)− 1)).
Proposition B.10 (Bernstein’s inequality). Let X1, . . . , Xn be real-valued random variables bounded
in absolute value by M > 0. Suppose EXi = 0 for all i = 1, . . . , n. Then for any t > 0, we have
P
( n∑
i=1
Xi ≥ t
)
≤ exp
(
− (1/2)t
2
(1/3)Mt+
∑n
i=1 EX2i
)
.
If t ≥ 3M
∑n
i=1 EX2i , then P
(∑n
i=1Xi ≥ t
)
≤ exp(−(3/4) tM ).
B.4 Choosing the label l∗
First, we show that for sufficiently well-separated labels, Iˆl is close to
(Pl−Ql)2
Pl∨Ql . If the probabilities
are not well-separated, we claim that Iˆl is negligibly small.
Proposition B.11. Let σ0 ∈ C(β,K), let L ∈ Z+, ({Pl}, {Ql}) ∈ P2L, and let A ∈ {0, . . . , L}n×n
have the distribution LSBM(σ0, ({Pl}, {Ql}). For l = 0, . . . , L, let A˜l ∈ {0, 1}n×n be defined as
A˜lij := 1{Aij = l}. Let σl be the output of spectral clustering (Algorithm 4.4 with parameters
µ = 4β and τ = 20d¯) on A˜l, and let Pˆl and Qˆl be estimates of Pl and Ql constructed from σ
l.
Suppose nlogn ≥ 215 ∨ 30βK.
Let Cspec1 > 0 be the universal constant defined in Proposition B.3. Then the following claims
are true with probability at least 1− 12(L+ 1)2n−5:
1. For all labels l satisfying Pl ∨Ql ≥ 1n and n∆
2
l
Pl∨Ql ≥ Cspec1β2K6, we have
1
4
|Pl −Ql|√
Pl ∨Ql
≤ |Pˆl − Qˆl|√
Pˆl ∨ Qˆl
≤ 2 |Pl −Ql|√
Pl ∨Ql
. (42)
2. For all labels satisfying Pl ∨Ql ≥ 1n and n∆
2
l
Pl∨Ql ≤ Cspec1β2K6, we have
|Pˆl − Qˆl|√
Pˆl ∨ Qˆl
≤ 16√Cspec1β2K4√ 1
n
. (43)
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3. Suppose Pl∨Ql ≥ 1n for all l ∈ {0, . . . , L} and nI({Pl},{Ql})Lβ2K6 ≥ 2Cspec1. Let cinit := 2−7. Then,
with l∗ := arg minl∈{0,...,L}
|Pˆl−Qˆl|√
Pˆl∨Qˆl
, we have
∆2l∗
Pl∗ ∨Ql∗ ≥ cinit
I({Pl}, {Ql})
L
. (44)
Proof. Let Cspec1 = 2
34. Let us fix l ∈ {0, . . . , L}. Let us first suppose that Pl ∨Ql ≥ 1n and
n∆2l
Pl ∨Ql ≥ Cspec1β
2K6. (45)
Let σl be the result of performing spectral clustering (Algorithm 4.4) on Al, and let Pˆl and
Qˆl be the subsequent estimators of Pl and Ql. Let E1(l) be the event that l(σ0, σl) ≤ γ, where
γ := 1214βK log(βK) . Under assumption (45), we can verify that the hypothesis of Proposition B.3
holds and thus apply Proposition B.3 to show that P(E1(l)) ≥ 1−n−5. Define E2(l) to be the event
that
max{Pˆl − Pl, Qˆl −Ql} ≤ 1
4
∆l. (46)
It is straightforward to show that, under E1(l) and the hypothesis that 6
logn
n ≤ 2−12, we can bound
η ≤ 14 , where η is defined in the statement of Proposition B.1. Therefore, by Proposition B.1 and
a union bound, we have P
(
E1(l) ∩ E2(l)
) ≥ 1 − 4(L + 1)n−5. Under E1(l) ∩ E2(l), we have from
inequality (46) that
|Pˆl − Qˆl| ≤ |Pˆl − Pl|+ |Pl −Ql|+ |Qˆl −Ql| ≤ 2η∆l + ∆l ≤ 3
2
∆,
|Pˆl − Qˆl| ≥ |Pl −Ql| − |Qˆl −Ql| − |Pˆl − Pl| ≥ ∆l − 2η∆l ≥ 1
2
∆l.
Furthermore, we can again apply inequality (46) to obtain
Pˆl ∨ Qˆl ≤ (Pl ∨Ql) + η∆l ≤ (Pl ∨Ql) + η(Pl ∨Ql) ≤ 5
4
(Pl ∨Ql),
Pˆl ∨ Qˆl ≥ (Pl ∨Ql)− η∆l ≥ 3
4
(Pl ∨Ql).
We can thus prove inequality (42):
1√
5
∆l√
Pl ∨Ql
≤ |Pˆl − Qˆl|√
Pˆl ∨ Qˆl
≤ 3√
3
∆l√
Pl ∨Ql
.
Now suppose Pl ∨ Ql ≥ 1n and n∆
2
l
Pl∨Ql < Cspec1β
2K6. Let E1(l) denote the entire probability
space, and let E2(l) be the event that
max{Pˆl − Pl, Qˆl −Ql} ≤ ∆l + 4β2K2
(
Pl ∨Ql
n
)1/2
, and Pˆl ∨ Qˆl ≥ 1
βK
(Pl ∨Ql). (47)
Since γ ≤ 1 we have η ≤ 4βK2, where η is defined in the statement of Proposition B.1. Hence, by
Proposition B.1 and Proposition B.2, we have
P(E2(l)) ≥ 1− 4(L+ 1)n−6 − (L+ 1) exp
(− n
5βK
) (a)≥ 1− 8(L+ 1)n−6,
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where (a) follows under the hypothesis that nlogn ≥ 30βK. Under E2(l) = E1(l) ∩ E2(l), we have
|Pˆl − Qˆl| ≤ ∆l + |Pˆl − Pl|+ |Qˆl −Ql|
≤ 3∆l + 8βK2
(
Pl ∨Ql
n
)1/2
≤ 16√Cspec1βK3(Pl ∨Ql
n
)1/2
.
Therefore,
|Pˆl − Qˆl|√
Pˆl ∨ Qˆl
≤ 16√Cspec1β2K4( 1
n
)1/2
.
A union bound gives us P
(⋂L
l=0E1(l)∩E2(l)
)
≥ 1− 12(L+ 1)2n−5, which proves the first and the
second claims of the proposition. For the third claim (44), suppose
⋂L
l=0E1(l)∩E2(l) holds and let
l′ := arg maxl∈{0,...,L}
∆2
l′
Pl′∨Ql′ . Observe that
n∆2l′
Pl′ ∨Ql′ ≥
n
L
L∑
l=0
∆2l
Pl ∨Ql ≥
n
L
L∑
l=0
(
√
Pl −
√
Ql)
2
(a)
≥ n
2L
I({Pl}, {Ql})
(b)
≥ Cspec1β2K6, (48)
where (a) holds by Lemma H.2 and (b) follows from the hypothesis of the proposition. Therefore,
from the definition of l∗ and from inequality (42), we have
|Pˆl∗ − Qˆl∗ |√
Pˆl∗ ∨ Qˆl∗
≥ |Pˆl′ − Qˆl′ |√
Pˆl′ ∨ Qˆl′
≥ 1
4
∆l′√
Pl′ ∨Ql′
≥√Cspec1βK3 > 16√Cspec1β2K4n−1/2. (49)
We may deduce from inequality (43) that
n∆2l∗
Pl∗∨Ql∗ ≥ Cspec1β2K6. Hence, by inequality (42), we
have
∆l∗√
Pl∗ ∨Ql∗
≥ 1
2
|Pˆl∗ − Qˆl∗ |√
Pˆl∗ ∨ Qˆl∗
≥ 1
8
∆l′√
Pl′ ∨Ql′
≥ 1
8
(I({Pl}, {Ql})
2L
)1/2
. (50)
B.5 Analysis of error probability for a single node
Proposition B.12. Let ({Pl}, {Ql}) ∈ GL,ρ be such that Pl ∨Ql ≥ 1n−1 for all l ∈ {0, . . . , L}. Let
σ0 ∈ C(β,K), and let A be a random labeled matrix taking values in {0, . . . , L}n×n, with the distri-
bution LSBM(σ0, ({Pl}, {Ql})). Let u ∈ [n], and let σ˜u be the output clustering on {1, . . . , n}\{u}
of initialization (Algorithm 4.3). For l ∈ {0, . . . , L}, let Pˆl, Qˆl be computed by equation (17) on
Al∗\{u} with respect to σ˜l. Suppose piu ∈ SK satisfies
l(σ0, σ˜u) =
1
n− 1dH(σ0, piu ◦ σ˜u),
where both l and d are taken with respect to the set {1, 2, . . . , n} \ {u}. Let Cmis := 215 log(215), let
γ0 :=
(
Cmisρ
2Kβ log(eρ2Kβ)
)−1
, let γ ∈ [0, γ0], and suppose that l(σ0, σ˜u) ≤ γ. Suppose also that
n
logn ≥ 216ρ2 and nI({Pl},{Ql})L+1 ≥ 1. Let η′ := 2βKγ log eKγ + 12 lognn and η := 10(
√
η′ + η′).
Then there exists a universal constant C > 0 such that, with probability at least
1− 5(L+ 1)n−6 − (K − 1) exp
(
−(1− CβKρη) n
βK
I({Pl}, {Ql})
)
,
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we have
pi−1u (σ0(u)) = arg max
k∈[K]
∑
v :σ˜u(v)=k
L∑
l=0
log
Pˆl
Qˆl
1(Auv = l).
Proof. Define the shorthand Ctmp1 := 4·402ρ2βK and Ctmp2 := eK. Since γ0 ≤
(
Cmisρ
2βK log(eρ2βK)
)−1
with Cmis = 2
15 log(215), we have γ ≤ γ0 ≤
(
4Ctmp1 log(Ctmp1 + Ctmp2 + 4)
)−1
, which implies that
4 · 402ρ2βKγ log eK
γ
= Ctmp1γ log
Ctmp2
γ
≤ 1,
so 2βKγ log eKγ ≤ 12 1402 1ρ2 . Additionally, since nlogn ≥ 216ρ2 by assumption, we have 12 lognn ≤
1
2
1
402
1
ρ2 , as well. Thus,
η′ ≤ 1
402
ρ2 < 1, and η ≤ 20
√
η′ ≤ 1
2ρ
. (51)
Let us assume without loss of generality that σ0(u) = 1, and piu is the identity. Observe that since
2β ≥ n−1K 1nβK−1 , the minimum cluster size of σ0 with respect to {1, . . . , n}\{u} is at least
n
2βK .
Define E1 to be the event that for any l ∈ {0, . . . , L},
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ η
(
∆l ∨
(
Pl ∨Ql
n
)1/2)
. (52)
Since l(σ˜u, σ0) ≤ γ ≤ 18βK , we have by Proposition B.1 that
P (E1) ≥ 1− 4(L+ 1)(n− 1)−6 ≥ 1− 5(L+ 1)n−6.
For k ∈ [K], define E2(k) to be the event
∑
v∈[n]\{u} : σ˜u(v)=1
L∑
l=0
log
Pˆl
Qˆl
1{Auv = l} >
∑
v∈[n]\{u} : σ˜u(v)=k
L∑
l=0
log
Pˆl
Qˆl
1{Auv = l}. (53)
For any v ∈ [n]\{u}, define A¯uv :=
∑L
l=0 log
Pˆl
Qˆl
1(Auv = l). Note that {A¯uv}v∈[n]\{u} is a set of
independent random variables. If v ∈ σ−10 (1), then for l ∈ {0, . . . , L}, we have A¯uv = log PˆlQˆl with
probability Pl. On the other hand, if v /∈ σ−10 (1), then for l ∈ {0, . . . , L}, A¯uv = log PˆlQˆl with
probability Ql. Now define the shorthand
V1 := {v ∈ [n]\{u} : σ0(v) = 1, σ˜u(v) = 1}, V ′1 := {v ∈ [n]\{u} : σ0(v) 6= 1, σ˜u(v) = 1}, (54)
Vk := {v ∈ [n]\{u} : σ0(v) = 1, σ˜u(v) = k}, V ′k := {v ∈ [n]\{u} : σ0(v) 6= 1, σ˜u(v) = k}. (55)
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Then for any t ≥ 0, we have
P(Ec1 ∪ E2(k)c)− P(Ec1)
≤ P
(∑
v∈Vk
A¯uv +
∑
v∈V ′k
A¯uv −
∑
v∈V1
A¯uv −
∑
v∈V ′1
A¯uv ≥ 0
)
≤ P
{
exp
(
t
(∑
v∈Vk
A¯uv +
∑
v∈V ′k
A¯uv −
∑
v∈V1
A¯uv −
∑
v∈V ′1
A¯uv
))
≥ 1
}
≤ E
[
exp
(
t
(∑
v∈Vk
A¯uv +
∑
v∈V ′k
A¯uv −
∑
v∈V1
A¯uv −
∑
v∈V ′1
A¯uv
))]
≤
( L∑
l=0
e
t log
Pˆl
Qˆl Pl
)|Vk|( L∑
l=0
e
t log
Pˆl
QˆlQl
)|V ′k|
( L∑
l=0
e
−t log Pˆl
Qˆl Pl
)|V1|( L∑
l=0
e
−t log Pˆl
QˆlQl
)|V ′1 |
.
Setting t = 1/2, we have
P(Ec1 ∪ E2(k)c)− P(Ec1) (56)
≤
 L∑
l=0
√
Pˆl
Qˆl
Pl
|Vk| L∑
l=0
√
Pˆl
Qˆl
Ql
|V
′
k| L∑
l=0
√
Qˆl
Pˆl
Pl
|V1| L∑
l=0
√
Qˆl
Pˆl
Ql
|V
′
1 |
=
∑Ll=0
√
Pˆl
Qˆl
Pl∑L
l=0
√
Pˆl
Qˆl
Ql
|Vk|∑Ll=0
√
Qˆl
Pˆl
Ql∑L
l=0
√
Qˆl
Pˆl
Pl
|V
′
1 |
 L∑
l=0
√
Pˆl
Qˆl
Ql
|V
′
k|−|Vk| L∑
l=0
√
Qˆl
Pˆl
Pl
|V1|−|V
′
1 |
. (57)
Since 1n−1dH(σ0, σ˜u) ≤ γ, we have
min(|V1|, |V ′k|) ≥
n
βK
− 1− γ(n− 1) ≥ n
2βK
− γn, (58)
max(|V ′1 |, |Vk|) ≤ γ(n− 1) ≤ γn. (59)
Observe that the bounds (51) and (52) satisfy the conditions of Lemmas B.3 and B.4. Define
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L1 := {l ∈ {0, . . . , L} : n∆
2
l
Pl∨Ql ≥ 1}. Then∣∣∣∣∣∣1−
∑L
l=0
√
Pˆl
Qˆl
Pl∑L
l=0
√
Pˆl
Qˆl
Ql
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑L
l=0
√
Pˆl
Qˆl
(Pl −Ql)∑L
l=0
√
Pˆl
Qˆl
Ql
∣∣∣∣∣∣
(a)
≤ 4∑L
l=0
√
PlQl
∣∣∣∣∣∣
L∑
l=0
√
Pˆl
Qˆl
(Pl −Ql)
∣∣∣∣∣∣
(b)
≤ 8
∣∣∣∣∣∣
L∑
l=0
√ Pˆl
Qˆl
− 1
 (Pl −Ql)
∣∣∣∣∣∣
≤ 8
∣∣∣∣∣∣
∑
l∈L1
√ Pˆl
Qˆl
− 1
 (Pl −Ql)
∣∣∣∣∣∣+ 8
∑
l/∈L1
∣∣∣∣∣∣
√
Pˆl
Qˆl
− 1
∣∣∣∣∣∣ |Pl −Ql|
(c)
≤ 8(1 + 6ηρ)
∑
l∈L1
∆2l
Ql
+ 32ρ
∑
i/∈L1
∆l√
n(Pl ∨Ql)
≤ 8(1 + 6ηρ)ρ
∑
l∈L1
∆2l
Pl ∨Ql + 32ρ
∑
l/∈L1
∆l√
n(Pl ∨Ql)
(d)
≤ 26ρI({Pl}, {Ql}) + 32ρL+ 1
n
≤ 27ρI({Pl}, {Ql}),
where (a) follows from Claim 3 of Lemma B.3, (b) follows because
∑L
l=0
√
PlQl ≥ e−I({Pl},{Ql}) ≥ 12
by assumption, (c) follows by Lemma B.4, and (d) follows from Lemma B.5 and the fact that
2ηρ ≤ 1. An identical analysis shows that
∣∣∣∣∣∣1−
∑L
l=0
√
Qˆl
Pˆl
Ql∑L
l=0
√
Qˆl
Pˆl
Pl
∣∣∣∣∣∣ ≤ 27ρI({Pl}, {Ql}). Using the fact that
|x| ≤ exp(|1− x|) for all x ∈ R, we have∑Ll=0
√
Pˆl
Qˆl
Pl∑L
l=0
√
Pˆl
Qˆl
Ql
|Vk|∑Ll=0
√
Qˆl
Pˆl
Ql∑L
l=0
√
Qˆl
Pˆl
Pl
|V
′
1 |
≤ exp((|Vk|+ |V ′1 |)27ρI({Pl}, {Ql}))
≤ exp(27γρnI({Pl}, {Ql}))
≤ exp(27ρβKγ n
βK
I({Pl}, {Ql})
)
. (60)
We now use the shorthand Iˆ := − log
{(∑L
l=0
√
Pˆl
Qˆl
Ql
)(∑L
l=0
√
Qˆl
Pˆl
Pl
)}
, and define mk := |V ′k| −
|Vk| and m1 := |V1| − |V ′1 |. Then( L∑
l=0
√
Pˆl
Qˆl
Ql
)|V ′k|−|Vk|( L∑
l=0
√
Qˆl
Pˆl
Pl
)|V1|−|V ′1 |
= exp
(−m1 +mk
2
Iˆ
) L∑
l=0
√
Pˆl
Qˆl
Ql

mk−m1
2
 L∑
l=0
√
Qˆl
Pˆl
Pl

m1−mk
2
. (61)
We now have
Iˆ − I({Pl}, {Ql}) = − log
(∑L
l=0
√
Pˆl
Qˆl
Ql
)(∑L
l=0
√
Qˆl
Pˆl
Pl
)
(∑L
l=0
√
PlQl
)2 . (62)
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Let us first consider the numerator:( L∑
l=0
√
Pˆl
Qˆl
Ql
)( L∑
l=0
√
Qˆl
Pˆl
Pl
)
=
 L∑
l=0
√
PlQl
√
Pˆl
Pl
Ql
Qˆl
 L∑
l=0
√
PlQl
√
Pl
Pˆl
Qˆl
Ql

=
L∑
l=0
PlQl + 2
∑
l<l′
√
PlQlPl′Ql′ +
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
=
(
L∑
l=0
√
PlQl
)2
+
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
,
where, we write Tl,l′ :=
Pˆl
Pl
Ql
Qˆl
Pl′
Pˆl′
Qˆl′
Ql′
. Furthermore, since
∑L
l=0
√
PlQl ≥ 1/2, we have
Iˆ − I({Pl}, {Ql})
= − log
{
1 +
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2)(∑L
l=0
√
PlQl
)2 }
≥ − log
{
1 + 4
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)}
≥ −4
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
. (63)
We now bound |Tl,l′ − 1|:
|Tl,l′ − 1| =
∣∣∣∣∣ PˆlPl QlQˆl Pl′Pˆl′ Qˆl′Ql′ − 1
∣∣∣∣∣
=
∣∣∣∣∣
(
1− Pl − Pˆl
Pl
)(
1− Qˆl −Ql
Qˆl
)(
1− Pˆl′ − Pl′
Pˆl′
)(
1− Ql′ − Qˆl′
Ql′
)
− 1
∣∣∣∣∣
(a)
≤ 4
(
|Pl − Pˆl|
Pl
+
|Qˆl −Ql|
Qˆl
+
|Pˆl′ − Pl′ |
Pˆl′
+
|Ql′ − Qˆl′ |
Ql′
)
(b)
≤ 8
(
|Pl − Pˆl|
Pl
+
|Qˆl −Ql|
Ql
+
|Pˆl′ − Pl′ |
Pl′
+
|Ql′ − Qˆl′ |
Ql′
)
,
where (a) and (b) follow from Lemma B.3. Suppose without loss of generality that for all l =
{0, . . . , L−1}, we have |Pˆl−Pl|Pl +
|Qˆl−Ql|
Ql
≥ |Pˆl+1−Pl+1|Pl+1 +
|Qˆl+1−Ql+1|
Ql+1
. Then for l, l′ ∈ {0, . . . , L} such
that l < l′, we have, by Proposition B.1, that
|Tl,l′ − 1| ≤ 8
(
|Pˆl − Pl|
Pl
+
|Qˆl −Ql|
Ql
)
(a)
≤
8η
∆l
Pl∨Ql , if l ∈ L1,
8η 1√
n(Pl∨Ql)
, if l /∈ L1. (64)
Applying Taylor’s theorem on the function g(x) = x1/2 +x−1/2−2 and using the fact that ∣∣ 38x−5/2−
15
8 x
−7/2∣∣ ≤ 24 for all x ∈ [1/2, 3/2], we have, for some τl,l′ ∈ [−3, 3], that √Tl,l′ + 1√Tl,l′ − 2 =
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τl,l′(Tl,l′ − 1)2 . Continuing from inequality (63), we obtain
Iˆ − I({Pl}, {Ql})
≥ −4
∑
l<l′
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
≥ −4
∑
l∈L1
∑
l′ : l′>l
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
− 4
∑
l/∈L1
∑
l′ : l′>l
√
PlQlPl′Ql′
(√
Tl,l′ +
1√
Tl,l′
− 2
)
≥ −24η
∑
l∈L1
∑
l′>l
√
PlQlPl′Ql′
(
∆l
Pl ∨Ql
)2
− 24η
∑
l/∈L1
∑
l′>l
√
PlQlPl′Ql′
1
n(Pl ∨Ql)
≥ −24η
(∑
l∈L1
∆2l
√
PlQl
(Pl ∨Ql)2
)(
L∑
l′=0
√
Pl′Ql′
)
− 24η
∑
l/∈L1
√
PlQl
n(Pl ∨Ql)
( L∑
l′=0
√
Pl′Ql′
)
≥ −24η
(∑
l∈L1
∆2l
Pl ∨Ql
)(
L∑
l′=0
√
Pl′Ql′
)
− 24η
∑
l/∈L1
1
n
( L∑
l′=0
√
Pl′Ql′
)
(a)
= −27ηI({Pl}, {Ql}),
where (a) follows from the assumptions that I({Pl}, {Ql}) ≤ 2 log 2 and I({Pl}, {Ql}) ≥ L+1n , and
also from Lemma B.5. Thus, using the fact that mk = |V ′k|−|Vk| ≥ n2βK−2γn and m1 = |V1|−|V ′1 | ≥
n
2βK − 2γn, where both inequalities follow from (58) and (59), we have
exp
(− (m1 +mk)
2
Iˆ
) ≤ exp(−( n
βK
− γn)I({Pl}, {Ql})(1− 27η))
≤ exp
(
−(1− 27η)(1− βKγ) n
βK
I({Pl}, {Ql})
)
. (65)
Now we bound the last two terms of equation (61). We first assume that mk ≥ m1. Then L∑
l=0
√
Pˆl
Qˆl
Ql

mk−m1
2
 L∑
l=0
√
Qˆl
Pˆl
Pl

m1−mk
2
=
∑Ll=0
√
Pˆl
Qˆl
Ql∑L
l=0
√
Pˆl
Qˆl
Qˆl

mk−m1
2
∑Ll=0
√
Qˆl
Pˆl
Pl∑L
l=0
√
Qˆl
Pˆl
Pˆl

m1−mk
2
=
1 + ∑Ll=0
√
Pˆl
Qˆl
(Ql − Qˆl)∑L
l=0
√
Pˆl
Qˆl
Qˆl

mk−m1
2
1 + ∑Ll=0
√
Qˆl
Pˆl
(Pˆl − Pl)∑L
l=0
√
Qˆl
Pˆl
Pl

mk−m1
2
. (66)
By Lemma B.4, we have
∑L
l=0
√
Pˆl
Qˆl
Qˆl ≥ 12
√
PlQl ≥ 14 and
∑L
l=0
√
QˆlPˆlPl ≥ 14
√
PlQl ≥ 18 . We also
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have ∣∣∣∣∣∣
L∑
l=0
√
Pˆl
Qˆl
(Ql − Qˆl)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
L∑
l=0
√ Pˆl
Qˆl
− 1
 (Ql − Qˆl)
∣∣∣∣∣∣
≤
∑
l∈L1
∣∣∣∣
√
Pˆl
Qˆl
− 1
∣∣∣∣|Ql − Qˆl|+ ∑
l/∈L1
∣∣∣∣
√
Pˆl
Qˆl
− 1
∣∣∣∣|Ql − Qˆl|
(a)
≤ η(1 + 6ηρ)
∑
l∈L1
∆2l
Ql
+ 4ηρ
L+ 1
n
(b)
≤ ηρ(1 + 6ηρ)
∑
l∈L1
∆2l
Ql ∨ Pl + 4ηρI({Pl}, {Ql}) ≤ 12ηρI({Pl}, {Ql}), (67)
where (a) follows from Proposition B.1 and Lemma B.4, (b) follows from the assumption that
nI({Pl},{Ql})
L+1 ≥ 1, and the last inequality follows from Lemma B.5. By an identical argument, we
have ∣∣∣∣∣∣
L∑
l=0
√
Pˆl
Qˆl
(Ql − Qˆl)
∣∣∣∣∣∣ ≤ 12ηρI({Pl}, {Ql}). (68)
Using inequalities (66), (67), and (68), we have L∑
l=0
√
Pˆl
Qˆl
Ql

mk−m1
2
 L∑
l=0
√
Qˆl
Pˆl
Pl

m1−mk
2
≤ exp((mk −m1) log(1 + 27ηρI({Pl}, {Ql}))
≤ exp((mk +m1)27ηρI({Pl}, {Ql})) ≤ exp(28ηρnI({Pl}, {Ql}))
≤ exp(28βKρη n
βK
I({Pl}, {Ql})
)
. (69)
If m1 ≥ mk, inequality (69) still holds by an identical argument.
Finally, we combine inequalities (57), (60), (61), (65), and (69) to obtain
P(E1(k)c ∪ E2(k)c) ≤ P(E1(k)c) + exp
(
−(1− Cηρ) n
βK
I({Pl}, {Ql})
)
≤ 5(L+ 1)n−6 + exp
(
−(1− CβKρη) n
βK
I({Pl}, {Ql})
)
.
A union bound over {Ec1 ∪ E2(k)c : k ∈ [K]\{1}} finishes the proof.
B.6 Additional lemmas for Proposition 6.1
Lemma B.2. Let L ∈ Z+ and ({Pl}, {Ql}) ∈ P2L. Suppose I({Pl}, {Ql}) ≤ 2 log 2. Let c ∈ [0,∞),
let δ := cL+1n , and let
P ′l := Pl(1− δ) +
δ
L+ 1
, and Q′l := Ql(1− δ) +
δ
L+ 1
.
Then P ′l , Q
′
l ≥ cn for all l ∈ {0, . . . , L}, and
1− cL+ 1
n
≥ I({P
′
l }, {Q′l})
I({Pl}, {Ql}) ≥
1
1 + 2I({Pl}, {Ql})
(
1− cL+ 1
n
)
.
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Proof. Define P ′′l :=
1
L+1 and Q
′′
l :=
1
L+1 for all l ∈ {0, . . . , L}. Then ({P ′l }, {Q′l}) = (1 −
δ)({Pl}, {Ql}) + δ({P ′′l }, {Q′′l }). Since I : PL × PL → [0,∞] is convex, we have
I({P ′l }, {Q′l}) ≤ (1− δ)I({Pl}, {Ql}) + δI({P ′′l }, {Q′′l }) ≤
(
1− L+ 1
n
)
I({Pl}, {Ql}).
Define the shorthand H :=
∑L
l=0(
√
Pl −
√
Ql)
2 and H ′ :=
∑L
l=0(
√
P ′l −
√
Q′l)
2. We then have
H −H ′ =
L∑
l=0
(
√
Pl −
√
Ql)
2
(
1− (
√
P ′l −
√
Q′l)
2
(
√
Pl −
√
Ql)2
)
=
L∑
l=0
(
√
Pl −
√
Ql)
2
(
1− (1− cL+ 1
n
)2( √Pl +√Ql√
P ′l +
√
Q′l
)2)
(a)
≤ 2cL+ 1
n
L∑
l=0
(
√
Pl −
√
Ql)
2 ≤ 2cL+ 1
n
H,
where (a) is true because (
√
P ′l +
√
Q′l)
2 ≤ (√Pl+
√
Ql)
2. Note also that since I({Pl}, {Ql}) ≤ 2 log 2
and I({Pl}, {Ql}) = −2 log(1 − H/2), we have H ≤ 1, so by Lemma H.1, we conclude thatH ≤
I({Pl}, {Ql}) ≤ H(1 + 2H).
Therefore, by Lemma H.1, we have
I({P ′l }, {Q′l}) ≥ H ′ ≥ H
(
1− 2cL+ 1
n
) (a)≥ I({Pl}, {Ql}) 1
1 + 2H
(
1− 2cL+ 1
n
)
(b)
≥ I({Pl}, {Ql}) 1
1 + 2I({Pl}, {Ql})
(
1− 2cL+ 1
n
)
.
We often use the bound 12P ≤ Pˆl ≤ 2Pl, justified in the following lemma:
Lemma B.3. Let L ∈ Z+, ρ ∈ [1,∞), let ({Pl}, {Ql}) ∈ GL,ρ, and suppose Pl ∨ Ql ≥ 1n for all
l ∈ {0, . . . , L}. Suppose there exists η ∈ [0, 12ρ ) such that, for all l ∈ {0, . . . , L}, we have
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ η
(
∆l ∨
(Pl ∨Ql
n
)1/2)
.
Then for all l ∈ {0, . . . , L}:
1. It holds that
max
{ |Pˆl − Pl|
Pl
,
|Qˆl −Ql|
Ql
}
≤ ηρ.
2. It holds that 12Pl ≤ Pˆl ≤ 2Pl and 12Ql ≤ Qˆl ≤ 2Ql.
3. It holds that
(
Pˆl
Qˆl
)1/2
Ql ≥ 12
√
PˆlQˆl ≥ 14
√
PlQl.
Proof. Fix an l ∈ {0, . . . , L} arbitrarily. We prove the first claim for Pl; the same argument applies
to Ql. Since n(Pl ∨Ql) ≥ 1, we have
|Pˆl − Pl|
Pl
≤ ηmax
{
∆l
Pl
,
√
(Pl ∨Ql)√
nPl
}
≤ ηρ.
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The second claim follows from Claim 1, since ηρ ≤ 12 by assumption. The third claim follows
because, by Claim 2, we have
( Pˆl
Qˆl
)1/2
Ql ≥
√
PˆlQˆl
Ql
Qˆl
≥ 1
2
√
PˆlQˆl ≥ 1
4
√
PlQl.
Lemma B.4. Let L ∈ Z+, ρ ∈ [1,∞), let ({Pl}, {Ql}) ∈ GL,ρ, and suppose Pl ∨ Ql ≥ 1n for all
l ∈ {0, . . . , L}. Suppose there exists η ∈ [0, 12ρ ) such that, for all l ∈ {0, . . . , L}, we have
max{|Pˆl − Pl|, |Qˆl −Ql|} ≤ η
(
∆l ∨
(Pl ∨Ql
n
)1/2)
.
Then:
1. For all l satisfying n
∆2l
Pl∨Ql ≥ 1, we have∣∣∣∣( PˆlQˆl
)1/2
− 1
∣∣∣∣ ≤ ∆Ql (1 + 6ηρ) and
∣∣∣∣( QˆlPˆl
)1/2
− 1
∣∣∣∣ ≤ ∆Pl (1 + 6ηρ). (70)
2. For all l satisfying n
∆2l
Pl∨Ql < 1, we have∣∣∣∣( PˆlQˆl
)1/2
− 1
∣∣∣∣ ≤ 4ρ 1√n(Pl ∨Ql) and
∣∣∣∣( QˆlPˆl
)1/2
− 1
∣∣∣∣ ≤ 4ρ 1√n(Pl ∨Ql) . (71)
Proof. Fix an l ∈ {0, . . . , L}, and suppose ∆l ≥
(
Pl∨Ql
n
)1/2
. Define the shorthand
η1 :=
Pˆl − Pl
Pl −Ql , η2 :=
Ql − Qˆl
Pl −Ql , η3 :=
Ql
Qˆl
− 1.
Then
Pˆl
Qˆl
− 1 = Pˆl − Pl + (Pl −Ql) + (Ql − Qˆl)
Ql
Ql
Qˆl
=
Pl −Ql
Ql
(1 + η1 + η2)(1 + η3).
Now note that |η1| ≤ |Pˆl−Pl|∆l ≤ η. Likewise, we have |η2| ≤ η. Finally, we know that |η3| ≤
|Qˆl−Ql|
Ql
Ql
Qˆl
≤ 2ηρ by Lemma B.3. Therefore, we have ∣∣ Pˆl
Qˆl
− 1∣∣ ≤ ∣∣Pl−QlQl ∣∣(1 + 2η)(1 + 2ηρ). We then
use the fact that 2ηρ ≤ 1 and apply the inequality |√x− 1| ≤ |x− 1| for all x ≥ 0 to prove the first
inequality of the first case (70). The second inequality holds by symmetry.
Now suppose ∆l <
(
Pl∨Ql
n
)1/2
. Define the shorthand
η1 :=
Pˆl − Pl
Ql
√
n(Pl ∨Ql), η2 := Ql − Qˆl
Ql
√
n(Pl ∨Ql), η3 := Ql
Qˆl
− 1, τ := Pl −Ql
Ql
√
n(Pl ∨Ql).
Then
Pˆl
Qˆl
− 1 = Pˆl − Pl + (Pl −Ql) + (Ql − Qˆl)
Ql
Ql
Qˆl
=
1√
n(Pl ∨Ql)
(η1 + η2 + τ)(1 + η3).
Observe |η1| ≤ η Pl∨QlQl ≤ ηρ, and likewise |η2| ≤ ηρ. We use Lemma B.3, the fact that Qln ≥ 1,
and ρ ≥ 1 to bound |η3| ≤ 2η
√
Pl∨Ql
Ql
√
n
≤ 2ηρ1/2 ≤ 2ηρ. Finally, we have |τ | ≤ ∆lQl
√
n(Pl ∨Ql) ≤ ρ.
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Therefore, we have
∣∣ Pˆl
Qˆl
−1∣∣ ≤ 1√
n(Pl∨Ql)
(2ηρ+ρ)(1+2ηρ). Since 2ηρ ≤ 1 ≤ ρ and |√x−1| ≤ |x−1|
for all x ≥ 0, the first inequality of the second case (71) holds. The second inequality holds by
symmetry.
Lemma B.5. Let L ∈ Z+, let ({Pl}, {Ql}) ∈ PL × PL, and let ∆l := |Pl − Ql|. Let C ∈ (0,∞)
be such that nI({Pl},{Ql})L+1 ≥ 4C and suppose I({Pl}, {Ql}) ≤ 2 log 2. Define L1 := {l ∈ {0, . . . , L} :
∆2l
Pl∨Ql ≥ C}. Then
1
2
∑
l∈L1
∆2l
Pl ∨Ql ≤ I({Pl}, {Ql}) ≤ 4
∑
l∈L1
∆2l
Pl ∨Ql . (72)
Proof. Observe that
I({Pl}, {Ql}) = −2 log
(
1−
∑L
l=0(
√
Pl −
√
Ql)
2
2
)
.
Since log(1− x) ≤ −x for all x ∈ (−1,∞), we have
I({Pl}, {Ql}) ≥
L∑
l=0
(
√
Pl −
√
Ql)
2 ≥
L∑
l=0
∆2l
(
√
Pl +
√
Ql)2
≥ 1
2
∑
l∈L1
∆2l
Pl ∨Ql .
On the other hand, we know that
∑L
l=0
√
PlQl = e
− 12 I({Pl},{Ql}) ≥ 12 . By the fact that −2x ≤
log(1− x) for all x ∈ [0, 1/2], we have
I({Pl}, {Ql}) ≤ 2
L∑
l=0
(
√
Pl −
√
Ql)
2 ≤ 2
L∑
l=0
∆2l
Pl ∨Ql
≤ 2
∑
l∈L1
∆2l
Pl ∨Ql + 2
(L+ 1)C
n
≤ 2
∑
l∈L1
∆2l
Pl ∨Ql +
I({Pl}, {Ql})
2
.
The following lemma slightly expands upon Lemma 4 of Gao et al [17].
Lemma B.6. Let σ, σ′ : [n] → [K] be two clusters such that, for some T ∈ [n], the minimum
cluster size of σ is at least T . Suppose l(σ, σ′) < T2n . Then there is a unique ξ ∈ SK such that
l(σ, σ′) = 1ndH(ξ ◦ σ, σ′); furthermore, the unique permutation ξ is of the form
ξ(k) = arg max
k′∈[K]
|{v ∈ [n] : σ(v) = k} ∩ {v ∈ [n] : σ′(v) = k′}|. (73)
Proof. Suppose pi ∈ SK satisfies l(σ, σ′) = 1ndH(pi ◦ σ, σ′) < T2n . Fix k ∈ [K]. Then
|{u ∈ [n] : σ(u) = k} ∩ {u ∈ [n] : σ′(u) 6= pi(k)}| ≤ dH(pi ◦ σ, σ′) < T
2
,
and
|{u ∈ [n] : σ(u) = k} ∩ {u ∈ [n] : σ′(u) = pi(k)}|
= |{u ∈ [n] : σ(u) = k}| − |{u ∈ [n] : σ(u) = k} ∩ {u ∈ [n] : σ′(u) 6= pi(k)}|
≥ T − dH(ξ ◦ σ, σ′) ≥ T
2
.
It thus follows that pi(k) is the unique maximizer of arg maxk′∈[K] |{u ∈ [n] : σ(u) = k} ∩ {u ∈ [n] :
σ′(u) = k′}|. Since k was fixed arbitrarily, the lemma follows.
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C Proof of Proposition 6.2
Proof. Let µ be the Lebesgue measure on [0, 1]. Let us arbitrarily fix ((P0, p), (Q0, q)) ∈ GC˜,c˜1,c˜2,r,t
and define g˜ as in Condition C2. Let L ∈ N, and suppose L ≥ c˜−11 ∨ c˜−12 . Let {[al, bl]}l∈{1,...,L} be a
uniformly spaced binning of [0, 1], and for each l ∈ {1, . . . , L}, define
P˜l :=
∫ bl
al
p˜(z)dz and
∫ bl
al
q˜(z)dz. (74)
Define R := {z ∈ [0, 1] : g˜(z) ≤ (2C˜L)1/r}. By Markov’s inequality, we have µ(Rc) ≤ 12L . Since g˜(z)
is quasi-convex, R must be an interval. Thus, only bins [0, 1/L] and [1 − 1/L, 1] have non-empty
intersection with Rc. Let [al, bl] be a bin such that [al, bl] ⊂ R. Then
Pl
Ql
=
(1− P0)
∫ bl
al
p˜(z) dz
(1−Q0)
∫ bl
al
q˜(z)
≤ C˜
∫ bl
al
p˜(z)
q˜(z) q˜(z) dz∫ bl
al
q˜(z) dz
≤ C˜ exp((2C˜L)1/r).
Likewise, we can show that PlQl ≥ C˜−1 exp(−(2C˜L)1/r). Now we consider [0, 1/L] and suppose
[0, 1/L] ∩ Rc 6= ∅. Define P˜ ′l :=
∫
binl∩R p˜(z) dz and Q˜
′
l :=
∫
binl∩R q˜(z) dz, and define P˜
′′
l :=∫
binl∩Rc p(z) dz and Q˜
′′
l :=
∫
binl∩Rc q(z) dz. We can use the same reasoning as above to show that
exp(−(2C˜L)1/r) ≤ P˜ ′l
Q˜′l
≤ exp((2C˜L)1/r). Since L ≥ c˜−11 , both p˜(z) and q˜(z) are non-decreasing in
[0, 1/L] by Assumption C5. Thus,
P˜ ′l ≥ min
z∈[0,1/L]∩R
p˜(z)
2L
≥ max
z∈[0,1/L]∩Rc
p˜(z)
2L
≥ P˜ ′′l ,
where the first inequality follows because µ(Rc) ≤ 12L . With the same reasoning, we know that
Q′l ≥ Q′′l . Thus,
1
2
exp(−(2C˜L)1/r) ≤ P˜
′
l
2Q˜′l
≤ P˜l
Q˜l
≤ 2P˜
′
l
Q˜′l
≤ 2 exp((2C˜L)1/r).
Therefore, we have
1
2C˜
exp(−(2C˜L)1/r) ≤ (1− P0)P˜l
(1−Q0)Q˜0
≤ 2C˜ exp((2C˜L)1/r).
Using identical reasoning, we may obtain the same bounds for PlQl for l corresponding to the [1−1/L, 1]
bin. This proves the first claim of the proposition. Moreover, if g˜ is non-decreasing, then Rc ⊆
[1 − 1/L, 1]. Thus, the condition that p˜, q˜ are non-increasing in (1 − c2, 1] yields the first claim of
the proposition as observed in footnote 3.
For the second claim, define
H˜ :=
∫ 1
0
(
√
p˜(z)−
√
q˜(z))2 dz, H˜L :=
L∑
l=1
(
√
P˜l −
√
Q˜l)
2,
H := (
√
P0 −
√
Q0)
2 + (
√
1− P0 −
√
1−Q0)2 +
√
(1− P0)(1−Q0)H˜,
HL := (
√
P0 −
√
Q0)
2 + (
√
1− P0 −
√
1−Q0)2 +
√
(1− P0)(1−Q0)H˜L.
Let ηL := sup
{∣∣1 − H˜L
H˜
∣∣ : ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t}; we know then by Proposition C.1 that
limL→∞ ηL = 0. Fix ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t, and let {Pl, Ql} be the corresponding discretized
probabilities. Then
|H −HL| =
√
(1− P0)(1−Q0)|H˜L − H˜| ≤
√
(1− P0)(1−Q0)H˜ηL ≤ HηL.
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Observe that we also have
I((P0, p˜), (Q0, q˜)) = −2 log
{√
P0Q0 +
√
(1− P0)(1−Q0)
∫ 1
0
√
p˜(z)q˜(z) dz
}
= −2 log(1− 1
2
H),
and also I({Pl}, {Ql}) = −2 log(1− 12HL). Hence,
I({Pl}, {Ql})− I((P0, p˜), (Q0, q˜)) = −2 log
1− 12HL
1− 12H
= −2 log
(
1 +
1
2
H −HL
1− 12H
)
≥ −H −HL
1− 12H
≥ −2(H −HL) ≥ −2ηLH
(a)
≥ −2ηLI((P0, p˜), (Q0, q˜)),
where (a) follows from Lemma H.1. On the other hand, we have by the Cauchy-Schwarz inequality
that ∫ 1
0
√
p˜(z)q˜(z) dz ≤
{∫ 1
0
p˜(z) dz
}1/2{∫ 1
0
q˜(z) dz
}1/2
=
√
P˜lQ˜l.
Therefore, we have I((P0, p˜), (Q0, q˜)) ≥ I({Pl}, {Ql}). Since ((P0, p˜), (Q0, q˜)) was chosen arbitrarily,
the proposition follows.
Proposition C.1. Let C˜ ∈ [1,∞), c˜1, c˜2 ∈ (0, 1/2), r > 2, and t ∈ (0, 1). For any ((P0, p˜), (Q0, q˜)) ∈
G˜C˜,c˜1,c˜2,r,t and for any L ∈ N, let P˜l, Q˜l be defined as in equation (74) for l ∈ {1, . . . , L}.
Then
lim
L→∞
sup
((P0,p˜),(Q0,q˜))
∈G˜C˜,c˜1,c˜2,r,t
∣∣∣∣1−
∑L
l=1(
√
P˜l −
√
Q˜l)
2∫ 1
0
(
√
p˜(z)−√q˜(z))2 dz
∣∣∣∣ = 0.
Proof. Let us arbitrarily fix ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t. Let α˜ :=
∫ 1
0
(
√
p˜(z)−√q˜(z))2 dz, and let
γ˜(z) := p˜(z)−q˜(z)α˜ . Let L ∈ N and suppose that L ≥ 4−
r(t+1)
2−rt .
For each l = 1, . . . , L, we also define γ˜l :=
∫ bl
al
γ˜(z) dz. Since p˜ and q˜ are continuous and
bounded, we may define zl := arg maxz∈[al,bl] p˜(z) + q˜(z), z
′
l := arg maxz∈[al,bl] p˜(z), and z
′′
l :=
arg maxz∈[al,bl] q˜(z). We also define the shorthand
Dl :=
∫ bl
al
γ˜(z)2
(
√
p˜(z) +
√
q˜(z))2
dz, D′l :=
γ˜2l
(
√
P˜l +
√
Q˜l)2
, and D′′l :=
1
L
γ˜(zl)
2
(
√
p˜(z′l) +
√
q˜(z′′l ))2
.
for each l ∈ {1, . . . , L}.
Let τ = 2+rr
1
1+t , and note that 0 < τ < 1, since 2 < rt by assumption. Also, L
τ−1 ≤ 14 ,
since we assumed that L ≥ 4− r(t+1)2−rt . Define B := {l ∈ {1, . . . , L} : supz∈[al,bl] h˜(z) ≤ Lτ} andBc := {1, . . . , Ln} \ B. Then∣∣∣∣ Ln∑
l=1
Dl −
Ln∑
l=1
D′l
∣∣∣∣ ≤∑
l∈Bc
|Dl −D′l|+
∑
l∈B
|Dl −D′l|. (75)
We first bound the first term of inequality (75). Let l ∈ Bc and note that, by the Cauchy-Schwarz
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inequality, we have
D′l ≤
γ˜2l
P˜l + Q˜l
≤
{∫ bl
al
γ˜(z)
p˜(z) + q˜(z)
p˜(z) + q˜(z)
P˜l + Q˜l
}2
P˜l + Q˜l
≤
∫ bl
al
(
γ˜(z)
p˜(z) + q˜(z)
)2
(p˜(z) + q˜(z)) dz
≤
{∫ bl
al
(
γ˜(z)
p˜(z) + q˜(z)
)r
(p˜(z) + q˜(z)) dz
}2/r{∫ bl
al
p˜(z) + q˜(z) dz
}(r−2)/r
≤ C˜rL−(r−2)/r.
By similar reasoning, we have Dl ≤ C˜rL−(r−2)/r. Now, since h˜(z) is quasi-convex, the set {z ∈
[0, 1] : h˜(z) ≤ Lτ} is an interval and 1L |Bc| ≤ µ({z ∈ [0, 1] : h˜(z) > Lτ}) + 4L . Thus, by Markov’s
inequality, we have
|Bc| ≤ Lµ({z ∈ [0, 1] : h˜(z) > Lτ}) + 4 ≤ C˜L1−τt + 4 ≤ 8C˜L1−τt,
where the last inequality follows because 1− τt = r−2t(1+t)r > 0. Therefore,∑
l∈Bc
|Dl −D′l| ≤ C˜rL−(r−2)/r|Bc| ≤ 8C˜r+1L−
r−2
r +(1−τt) = 8C˜r+1L
2−rt
(1+t)r . (76)
We now turn our attention to the second term of inequality (75). Let l ∈ B, and let z ∈ [al, bl].
By the Mean Value Theorem, there exists some cγ,z, cp,z, cq,z ∈ [al, bl] such that
γ˜(z)2
(
√
p˜(z) +
√
q˜(z))2
=
(γ˜(zl) + γ˜
′(cγ,z)(z − zl))2
(
√
p˜(z′l) + p˜′(cp,z)(z − z′l) +
√
q˜(z′′l ) + q˜′(cq,z)(z − z′′l ))2
=
(
γ˜(zl)
p˜(zl)+q˜(zl)
+ T1
)2
(√
p˜(z′l)(1 + T2) +
√
q˜(z′′l )(1 + T3)
)2 (p˜(zl) + q˜(zl))2, (77)
where we denote T1 :=
γ˜′(cγ,z)(z−zl)
p˜(zl)+q˜(zl)
, T2 :=
p˜′(cp,z)
p˜(z′l)
(z − zl), and T3 := q˜
′(cq,z)
q˜(z′′l )
(z − zl). Since cγ,z ∈
[al, bl] and l ∈ B, we have
|T1| =
∣∣∣∣ γ˜′(cγ,z)(z − zl)p˜(zl) + q˜(zl)
∣∣∣∣ ≤ ∣∣∣∣ γ˜′(cγ,z)(z − zl)p˜(cγ,z) + q˜(cγ,z)
∣∣∣∣ ≤ |h˜(cγ,z)|L−1 ≤ Lτ−1 ≤ 14 .
Likewise, we have |T2|, |T3| ≤ Lτ−1 ≤ 14 .
We now observe that(
γ˜(zl)
p˜(zl) + q˜(zl)
+ T1
)2
−
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
≤ 2
∣∣∣∣ γ˜(zl)p˜(zl) + q˜(zl)
∣∣∣∣|T1| (78)
≤
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
|T1|+ |T1| ≤
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
Lτ−1 + Lτ−1 (79)(
γ˜(zl)
p˜(zl) + q˜(zl)
+ T1
)2
−
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
≥ −2
∣∣∣∣ γ˜(zl)p˜(zl) + q˜(zl)
∣∣∣∣|T1| (80)
≥ −
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
|T1|+ |T1| ≥ −
(
γ˜(zl)
p˜(zl) + q˜(zl)
)2
Lτ−1 + Lτ−1. (81)
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Furthermore,(√
p˜(z′l)(1 + T2) +
√
q˜(z′′l )(1 + T3)
)−2
≥
((√
p˜(z′l) +
√
q˜(z′′l )
)
(1 + |T2|+ |T3|)
)−2
≥
(
1√
p˜(z′l) +
√
q˜(z′′l )
(1− |T2| − |T3|)
)2
≥
(
1√
p˜(z′l) +
√
q˜(z′′l )
)2
(1− 4Lτ−1), (82)
and (√
p˜(z′l)(1 + T2) +
√
q˜(z′′l )(1 + T3)
)−2
≤
((√
p˜(z′l) +
√
q˜(z′′l )
)
(1− |T2| − |T3|)
)−2
(a)
≤
(
1√
p˜(z′l) +
√
q˜(z′′l )
(1 + 2|T2|+ 2|T3|)
)2
≤
(
1√
p˜(z′l) +
√
q˜(z′′l )
)2
(1 + 8Lτ−1). (83)
where (a) follows because 11−x ≤ 1+2x for all x ∈ [0, 1/2]. Combining inequalities (77), (79), (81), (82),
and (83), we have∣∣∣∣∣ γ˜(z)2(√p˜(z) +√q˜(z))2 − γ˜(zl)2(√p˜(z′l) +√q˜(z′′l ))2
∣∣∣∣∣
≤ 10Lτ−1 γ˜(zl)
2
(
√
p˜(z′l) +
√
q˜(z′′l ))2
+ 8Lτ−1
(p˜(zl) + q˜(zl))
2
(
√
p˜(z′l) +
√
q˜(z′′l ))2
≤ 10Lτ−1 γ˜(zl)
2
(
√
p˜(z′l) +
√
q˜(z′′l ))2
+ 8Lτ−1,
where the last inequality holds because p˜(z′l) ≥ p˜(zl) and q˜(z′′l ) ≥ q˜(zl) by the definitions of z′l and
z′′l . Hence, |Dl −D′′l | ≤ 10Lτ−2D′′l + 8Lτ−2, which, with the triangle inequality, implies that
|Dl −D′′l | ≤ 20Lτ−2Dl + 16Lτ−2.
We now bound |D′l −D′′l | in the same manner. Note that
γ˜l =
∫ bl
al
γ˜(zl) + γ˜
′(cγ,z)(z − zl) dz = 1
L
(
γ˜(zl)
p˜(zl) + q˜(zl)
+ T ′1
)
(p˜(zl) + q˜(zl)),
where T ′1 :=
1
L
∫ bl
al
γ˜′(cγ,z)
p˜(zl)+q˜(zl)
(z − zl) dz satisfies |T ′1| ≤ Lτ−1. Likewise, we have P˜l = 1L p˜(z′l)(1 + T ′2)
and Q˜l =
1
L q˜(z
′′
l )(1+T
′
3), where T
′
2 :=
1
L
∫ bl
al
p˜′(cp,z)
p˜(z′l)
(z−zl) dz and T ′3 := 1L
∫ bl
al
q˜′(cq,z)
q˜(z′′l )
(z−zl) dz both
satisfy |T ′2|, |T ′3| ≤ Lτ−1. By similar reasoning as in the case of |Dl −D′′l |, we have
|D′l −D′′l | ≤ 10Lτ−2D′′l + 8Lτ−2 ≤ 20Lτ−2Dl + 16Lτ−2.
Therefore, ∑
l∈B
|Dl −D′l| ≤
∑
l∈B
|Dl −D′′l |+ |D′l −D′′l |
≤ 20Lτ−1
∑
l∈B
Dl + 16L
τ−1 ≤ 36Lτ−1. (84)
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Combining inequalities (76) and (84), we obtain
∣∣∣∣1−
∑L
l=1(
√
P˜l −
√
Q˜l)
2∫ 1
0
(
√
p˜(z)−√q˜(z))2 dz
∣∣∣∣ ≤ L∑
l=1
|Dl −D′l| ≤ 36Lτ−1 + 8C˜r+1L
2−rt
(1+t)r ≤ (36 + 8C˜r+1)L 2−rt(1+t)r .
The RHS goes to 0 as L→∞, since rt > 2 by assumption. Since the RHS does not depend on the
particular choice of ((P0, p˜), (Q0, q˜)), the proposition follows.
D Proof of Theorem 5.1
We provide the proof of Theorem 5.1, with proofs of supporting propositions in the succeeding
subsection.
D.1 Main argument: Proof of Theorem 5.1
Fix ((P0, p), (Q0, q)) ∈ GΦ,C,c1,c2,r,t, and let p˜, q˜ be defined as in Proposition D.1. If the random
network A ∈ Sn×n has the distribution WSBM(σ0, ((P0, p), (Q0, q))), then the transformed network
A˜ has the distribution WSBM(σ0, ((P0, p˜), (Q0, q˜))). By Proposition D.1, we know that there exists
c˜1, c˜2 ∈ (0, 1/2) such that ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t.
Let ALn be the labeled network that is the result of discretizing A˜ with Ln bins, and let
{Pl, Ql}l∈{1,...,Ln} be defined as in equation (6). ThenALn follows the distribution LSBM(σ0, ({Pl}, {Ql})).
Let ρn := 2C˜ exp((2C˜Ln)
1/r); by Proposition 6.2, we have ({Pl}, {Ql}) ∈ GLn,ρn .
Note that
nI′n
(Ln+1)ρ2n log rhon
→∞. Thus, by Proposition 6.1, there exists ζ ′n → 0 such that
lim
n→∞ sup({Pl},{Ql})∈GLn,ρn
I′n≤I({Pl},{Ql})≤2In
P({Pl},{Ql})
(
l(σˆ(ALn), σ0) > exp
(
−(1− ζ ′n)
n
βK
I({Pl}, {Ql})
))
.
We now define
ζn := 1− (1− ζ ′n) sup
((P0,p˜),(Q0,q˜))
∈G˜C˜,c˜1,c˜2,r,t
I((P0, p˜), (Q0, q˜))
I({Pl}, {Ql}) .
By Proposition 6.2 and the fact that Ln → 0, we have limn→∞ ζn = 0. Since I((P0, p), (Q0, p)) =
I((P0, p˜), (Q0, q˜)), we have
sup
({Pl},{Ql})∈GLn,ρn
I′n≤I({Pl},{Ql})≤2In
P({Pl},{Ql})
(
l(σˆ(ALn), σ0) > exp
(
−(1− ζ ′n)
n
βK
I({Pl}, {Ql})
))
≤ sup
((P0,p˜),(Q0,q˜))
∈G˜C˜,c˜1,c˜2,r,t
I′n≤I((P0,p˜),(Q0,q˜))≤In
P((P0,p˜),(Q0,q˜))
(
l(σˆ(A˜), σ0) > exp
(
−(1− ζn) n
βK
I((P0, p˜), (Q0, q˜))
))
≤ sup
((P0,p),(Q0,q))
∈G˜Φ,C,c1,c2,r,t
I′n≤I((P0,p),(Q0,q))≤In
P((P0,p),(Q0,q))
(
l(σˆ(A), σ0) > exp
(
−(1− ζn) n
βK
I((P0, p), (Q0, q))
))
.
The first claim of the theorem follows immediately. The second claim can be shown in exactly the
same manner.
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D.2 Transformation analysis
Proposition D.1. Let Φ be a transformation function (5.1), C ∈ [1,∞), c1, c2 ∈ (0,∞), r > 2,
and t ≥ 2r . Let ((P0, p), (Q0, q)) ∈ GΦ,C,c1,c2,r,t, and let p˜(z) := p(Φ
−1(z))
φ(Φ−1(z)) and q˜(z) =
q(Φ−1(z))
φ(Φ−1(z))
for z ∈ [0, 1]. Then, with CΦ := supx∈S
∣∣φ′(x)
φ(x)
∣∣, with C˜ = C(1 + CΦ), with c˜1 = Φ(c1), and with
c˜2 = 1− Φ(c2), we have that ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t.
Proof. Let ((P0, p), (Q0, q)) ∈ Gφ,C,c1,c2,r,t. We show that ((P0, p˜), (Q0, q˜)) ∈ G˜C˜,c˜1,c˜2,r,t by verifying
conditions C0–C5 in the definition of G˜C˜,c˜1,c˜2,r,t in Section 6.2. Condition C0 follows trivially from
A0. It is also trivial to verify condition C1 from the definitions of p˜ and q˜. For condition C2, define
g˜(z) := g(Φ−1(z)); the integrability conditions holds from a change of variables x := Φ−1(z). For
condition C3, we first note that α˜ = α and γ˜(z) = γ(Φ−1(z)). The integrability condition follows
by a change of variable again.
For condition C4, define h˜(z) := (1 + CΦ)h(Φ
−1(z)). Then∣∣∣∣ γ˜′(z)q˜(z) + p˜(z)
∣∣∣∣ ≤ ∣∣∣∣ 1α p′(Φ−1(z))− q′(Φ−1(z))p(Φ−1(z)) + q(Φ−1(z))
∣∣∣∣ 1φ(Φ−1(z)) (85)
+
∣∣∣∣ 1α p(Φ−1(z))− q(Φ−1(z))q(Φ−1(z)) + p(Φ−1(z))
∣∣∣∣ ∣∣∣∣φ′(Φ−1(z))φ(Φ−1(z))
∣∣∣∣ 1φ(Φ−1(z)) (86)
≤
∣∣∣∣ γ′(Φ−1(z))p(Φ−1(z)) + q(Φ−1(z))
∣∣∣∣ 1φ(Φ−1(z)) +
∣∣∣∣ γ(Φ−1(z))p(Φ−1(z)) + q(Φ−1(z))
∣∣∣∣ CΦφ(Φ−1(z)) (87)
≤ (1 + CΦ)h(Φ−1(z)) = h˜(z). (88)
In the same manner, we can show that h˜(z) ≥
∣∣∣∣ p˜′(z)p˜(z) ∣∣∣∣, ∣∣∣∣ q˜′(z)q˜(z) ∣∣∣∣. The integrability condition again
follows from a change of variable. Condition C5 follows directly from A5; footnote 3 follows from
footnote 1.
E Proof of Proposition 5.1
Proof. Condition A0 is satisfied by assumption. Let θ1, θ0 ∈ Θ. Observe that for any x ∈ S, we
have ∣∣log p(x)
q(x)
∣∣ ≤ |fθ1(x)− fθ0(x)| ≤ ‖θ1 − θ0‖2‖∇fθ¯(x)‖2 ≤ g∗(x).
Thus, condition A2 holds where we let g = g∗.
To verify A3, we let α =
∫
S
(
√
p(x)−√q(x))2 dx. By Lemma E.1, it holds that α ≥ 12C∗ ‖θ0−θ1‖22.
By the Mean Value Theorem, there exists ρ : S → [0, 1] such that∫
S
(
γ(x)
p(x) + q(x)
)r
(p(x) + q(x)) dx =
∫
S
(
(fθ1(x)− fθ0(x))eρ(x)fθ1 (x)+(1−ρ(x))fθ0 (x)
α(p(x) + q(x))
)r
(p(x) + q(x)) dx
≤ 2C∗
∫
S
sup
θ∈Θ
‖∇fθ(x)‖r2(p(x) + q(x)) dx
≤ 2C∗2
∫
S
sup
θ∈Θ
‖∇fθ(x)‖r2φ(x) dx
≤ 2C∗2
∫
S
g∗(x)rφ(x) dx ≤ 2C∗3.
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For A4, observe that∣∣∣∣ γ(x)p(x) + q(x)
∣∣∣∣ = ∣∣∣∣efθ1 (x) − efθ0 (x)α(p(x) + q(x))
∣∣∣∣ ≤ |fθ1(x)− fθ0(x)|α
≤ 2C∗ sup
θ∈Θ
‖∇fθ(x)‖2 ≤ 2C∗h∗(x)φ(x),
and ∣∣∣∣ γ′(x)p(x) + q(x)
∣∣∣∣ = ∣∣∣∣f ′θ1(x)p(x)− f ′θ0(x)q(x)α(p(x) + q(x))
∣∣∣∣
≤ 1
α
|f ′θ1(x)− f ′θ0(x)|+ |f ′θ0(x)||γ(x)|
≤ 2C∗
(
sup
θ∈Θ
‖∇f ′θ(x)‖2 + |f ′θ0(x)| sup
θ∈Θ
‖∇fθ(x)‖2
)
≤ 4C∗h∗(x)2φ(x).
It is straightforward to verify that φ(x)h∗(x)2 ≥ ∣∣p′(x)p(x) ∣∣, ∣∣ q′(x)q(x) ∣∣, so∣∣ γ′(x)
p(x) + q(x)
∣∣, ∣∣ γ(x)
p(x) + q(x)
∣∣, ∣∣p′(x)
p(x)
∣∣, ∣∣q′(x)
q(x)
∣∣ ≤ 2C∗3h∗(x)2φ(x).
We then define h(x) := 2C∗3h∗(x)2. The integrability and quasi-convexity properties hold, implying
A4. Condition A5 follows trivially; footnote 1 follows from footnote 2.
E.1 Supporting lemmas
Lemma E.1. Let {fθ}θ∈Θ be as defined in Proposition 5.1. Let θ0, θ1 ∈ Θ and let p(x) = exp(fθ1(x))
and q(x) = exp(fθ0(x)). Then
1
2C∗
‖θ1 − θ0‖22 ≤
∫
S
(√
p(x)−
√
q(x)
)2
dx ≤ C∗‖θ0 − θ1‖22.
Proof. By the Mean Value Theorem, there exists a function ρ : S → [0, 1] such that∫
S
(√
p(x)−
√
q(x)
)2
dx =
∫
S
efθ1 (x)
(
1− e 12 (fθ0 (x)−fθ1 (x))
)2
dx
=
∫
S
(fθ1(x)− fθ0(x))2eρ(x)fθ0 (x)+(1−ρ(x))fθ1 (x) dx. (89)
For the upper bound, we note that, from (89),∫
S
(√
p(x)−
√
q(x)
)2
dx ≤ max
{∫
S
(fθ1(x)− fθ0(x))2efθ0 (x) dx,
∫
S
(fθ1(x)− fθ0(x))2efθ1 (x) dx
}
.
Applying the Mean Value Theorem again, there exists a function ρ : S → [0, 1] such that∫
S
(fθ1(x)− fθ0(x))2efθ0 (x) dx ≤ ‖θ1 − θ0‖2
∫
S
‖∇fρ(x)θ1+(1−ρ(x))θ0(x)‖2efθ0 (x) dx
≤ ‖θ1 − θ0‖2
∫
S
g∗(x)2φ(x) dx ≤ C∗‖θ1 − θ0‖22.
We can bound
∫
S
(fθ1(x)− fθ0(x))2efθ0 (x) dx using the same argument.
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For the lower bound, we first note that, from (89),∫
S
(√
p(x)−
√
q(x)
)2
dx ≥ min
{∫
S
(fθ1(x)− fθ0(x))2efθ0 (x) dx,
∫
S
(fθ1(x)− fθ0(x))2efθ1 (x) dx
}
.
Define a function Ψ : Θ → [0,∞) by θ 7→ ∫
S
(fθ(x) − fθ0(x))2efθ0 (x) dx. Then the gradient of Ψ at
θ0 is 0. Thus, by Taylor’s theorem, there exists θ¯ = ρθ0 + (1− ρ)θ1 for some ρ ∈ [0, 1] such that∫
S
(fθ1(x)− fθ0(x))2efθ0 (x) dx
= (θ1 − θ0)T
{∫
S
2(∇fθ¯(x))(∇fθ¯(x))Tefθ0 (x) dx+
∫
S
2(fθ¯(x)− fθ0(x))H(fθ¯)(x)efθ0 (x) dx
}
(θ1 − θ0)
≥ ‖θ1 − θ0‖22 inf
θ∈Θ
λmin
(∫
S
2(∇fθ(x))(∇fθ(x))Tefθ0 (x) dx
)
− ‖θ1 − θ0‖32
{∫
S
sup
θ∈Θ
‖∇fθ(x)‖2efθ0 (x) dx
}1/2{
sup
θ∈Θ
∫
S
λmax
(
H(fθ)(x)
)2
efθ0 (x) dx
}1/2
≥ ‖θ1 − θ0‖22(
1
C∗
− C∗diam(Θ)) ≥ 1
2C∗
‖θ1 − θ0‖22.
By the same reasoning, the same lower bound holds for
∫
S
(fθ1(x) − fθ0(x))2efθ0 (x) dx. The propo-
sition thus follows.
E.2 Proofs of examples
Proposition E.1. Let k ≥ 2 be an integer and let f : R → [−∞,∞) be a k-times continuously
differentiable function such that
∫∞
−∞ e
f(x) dx = 1. Suppose that
(a) supx∈R |f (k)(x)| <∞, and
(b) there exist c > 0 and M > 0 such that f ′(x) > M for x < −c and f ′(x) < −M for x > c.
For any µ ∈ R and σ > 0, define
fµ,σ(x) := f
(
x− µ
σ
)
− log σ.
Then there exists C∗∗ ≥ 1, c1, c2 ∈ R, r > 4, and t ∈ (2/r, 1/2), such that the following holds: For
some Cµ > 0 and cσ > 1, with Θ := [−Cµ, Cµ]×[c−1σ , cσ], the family {fµ,σ}(µ,σ)∈Θ satisfies conditions
B1–B4 in Proposition 5.1 with respect to φ defined in equation (3) for S = R, and C∗∗, c1, c2, r, and
t.
Proof. We use the notation a .f b to denote that a ≤ Cfb for some Cf > 0 possibly dependent on
f . Let r > 4 and t ∈ (2/r, 1/2) be fixed arbitrarily. let Θ0 = [−1, 1]× [1/2, 2]. To verify conditions
B1–B4, we will show that
sup
x∈R
efµ,σ(x) − φ(x) <∞, (90)
sup
(µ,σ)∈Θ0
λ−1min
(∫ ∞
−∞
2∇fµ,σ(x)(∇fµ,σ(x))>φ(x) dx
)
<∞, (91)
sup
(µ,σ)∈Θ0
∫ ∞
−∞
λmax
(
H(fµ,σ)
)2
φ(x) dx <∞, (92)
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that there exists a quasi-convex g∗ : R→ [0,∞) such that g∗(x) ≥ sup(µ,σ)∈Θ0 ‖∇fµ,σ(x)‖2 and∫ ∞
−∞
g∗(x)rφ(x) dx <∞, (93)
and that there exists a quasi-convex h∗ : R→ [0,∞) such that
h∗(x) ≥ 1
φ(x)
max
{
sup
(µ,σ)∈Θ0
‖∇fµ,σ(x)‖, sup
(µ,σ)∈Θ0
|∇f ′µ,σ(x)|, sup
(µ,σ)∈Θ0
|f ′µ,σ(x)|
}
and ∫ ∞
−∞
h∗(x)2tφ(x) dx <∞. (94)
We may then choose C∗∗ as the maximum of bounds (90), (91), (92), (93), and (94), and choose Θ
as any subset of Θ0 satisfying diam(Θ) ≤ 12C∗∗2 .
We make a few observations before proving the above statements. Note that for any x > c, we
have
f(x) ≤ sup
x∈[−c,c]
f(x) +
∫ x
c
f ′(t)dt .f 1−
∫ x
c
Mdt .f 1− x.
Similarly, for any x < −c, it can be shown that f(x) .f 1 + x. Therefore, we conclude that
f(x) .f 1− |x|. Thus, for any µ ∈ [−1, 1] and σ ∈ [1/2, 2],
f
(
x− µ
σ
)
.f 1−
∣∣∣∣x− µσ
∣∣∣∣ .f 1− ∣∣∣xσ ∣∣∣+ µσ .f 1− |x|, (95)
Since f (k)(x) is bounded, L’Hopital’s rule implies that |f ′(x)| .f |x|k−1+1 and |f ′′(x)| .f |x|k−2+1.
Moreover, ∣∣∣∣f ′(x− µσ
)∣∣∣∣ .f ∣∣∣∣x− µσ
∣∣∣∣k−1 + 1 .f ∣∣∣xσ ∣∣∣k−1 + ∣∣∣µσ ∣∣∣k−1 + 1 .f |x|k−1 + 1. (96)
To verify inequality (90), observe that for any θ ∈ Θ and x ∈ R, we have
log φ(x)− fµ,σ(x) = log e
8
−
√
|x|+ 1− f
(
x− µ
σ
)
− log σ
≥ −
√
|x|+ 1− f
(
x− µ
σ
)
− log 1
cσ
+ log
e
8
&f −
√
|x|+ 1 + |x| − 1.
Inequality (90) follows so long as we choose C∗∗ such that logC∗∗ &f supx∈R−|x|+
√|x|+ 1 + 1.
To verify inequality (91), we first claim that
sup
(µ,σ)∈Θ
λmax
(∫
S
2∇fµ,σ(x)(∇fµ,σ(x))>φ(x) dx
)
<∞. (97)
Since
∇fµ,σ(x) =
[ − 1σf ′ (x−µσ )
− (x−µσ2 ) f ′ (x−µσ )− 1σ
]
= − 1
σ
f ′
(
x− µ
σ
)[
1
x−µ
σ + 1
]
,
58
we have, for any (µ, σ) ∈ Θ, that
λmax
(∫ ∞
−∞
2∇fθ(x)(∇fθ(x))>φ(x) dx
)
≤
∫ ∞
−∞
2‖∇fθ(x)‖2φ(x) dx
=
∫ ∞
−∞
1
σ2
f ′
(x− µ
σ
)2((x− µ
σ
+ 1
)2
+ 1
)
φ(x) dx .f
∫ ∞
−∞
(|x|2k + 1)φ(x) dx.
Since the RHS is finite and does not depend on (µ, σ), inequality (97) holds. To verify inequality (91),
we need only show that
inf
(µ,σ)∈Θ
det
(∫ ∞
−∞
2(∇fµ,σ(x))(∇fµ,σ(x))>φ(x) dx
)
> 0. (98)
To show the bound (98), fix (µ, σ) ∈ Θ and let sµ,σ(x) = 1σ2 f ′
(
x−µ
σ
)2
φ(x). Note that sµ,σ is positive
and integrable. Since |f ′(x)| ≥M for all |x| > c, it holds that inf(µ,σ)∈Θ
∫∞
−∞ sµ,σ(x) dx > 0. Thus,
sµ,σ may be normalized to a density s¯µ,σ. Fix (µ, σ) ∈ Θ. We then have
det
(∫ ∞
−∞
2∇fµ,σ(x))(∇fµ,σ(x))>φ(x) dx
)
≥
∫ ∞
−∞
(
x− µ
σ
+ 1
)2
sµ,σ(x) dx−
(∫ ∞
−∞
(
x− µ
σ
+ 1
)
sµ,σ(x) dx
)2
≥ Varsµ,σ
(
X − µ
σ
+ 1
)
& Varsµ,σ (X).
Since inf(µ,σ)∈Θ
∫∞
−∞ sµ,σ(x) dx > 0, we have inf(µ,σ)∈Θ Varsµ,σ (X) > 0, which proves inequality (98)
and thus also inequality (91). For inequality (92), observe that
H(fµ,σ)(x) =
1
σ2
f ′
(x− µ
σ
)( 0 1
1 2x−µσ + 1
)
+
1
σ2
f ′′
(x− µ
σ
)( 1 x−µσ
x−µ
σ
x−µ
σ +
(
x−µ
σ
)2 ) .
Therefore, we have∫ ∞
−∞
λmax
(
H(fµ,σ)(x)
)2
φ(x) dx ≤
∫ ∞
−∞
‖H(fµ,σ)(x)‖2Fφ(x) dx
.f
∫ ∞
−∞
(|x|2k + 1)φ(x) dx.
Since the RHS is finite and does not depend on (µ, σ), inequality (92) follows. To verify (93), note
that
‖∇fµ,σ(x)‖2 =
∣∣∣∣ 1σf ′
(
x− µ
σ
)∣∣∣∣
√
1 +
(
x− µ
σ
+ 1
)2
.f |x|k + 1.
Thus, there exists C > 0 such that if we set g∗(x) := C(1+|x|k), then g∗(x) ≥ sup(µ,σ)∈Θ ‖∇fµ,σ(x)‖2.
The function g∗(x) is quasi-convex and
∫∞
−∞ g
∗(x)rφ(x)dx <∞, since all the moments of φ are finite.
To verify inequality (94), observe that
f ′µ,σ(x) =
1
σ
f ′
(
x− µ
σ
)
, and ∇f ′µ,σ(x) =
[ − 1σ2 f ′′ (x−µσ )
− 1σ2 f ′
(
x−µ
σ
)− x−µσ3 f ′′ (x−µσ )
]
.
Therefore, |f ′µ,σ(x)| . 1 + |x|k−1, and
‖∇f ′µ,σ(x)‖ ≤
1
σ2
∣∣∣∣f ′′(x− µσ
)∣∣∣∣+ 1σ2
∣∣∣∣f ′(x− µσ
)∣∣∣∣+ 1σ2
∣∣∣∣f ′′(x− µσ
)∣∣∣∣ ∣∣∣∣x− µσ
∣∣∣∣
.f 1 + |x|k−1.
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Thus, there exists C > 0 such that if we set h∗(x) := C(1 + |x|k), then
h∗(x) ≥ max{ sup
(µ,σ)∈Θ
‖∇fµ,σ(x)‖, sup
(µ,σ)∈Θ
‖∇f ′µ,σ(x)‖, sup
(µ,σ)∈Θ
|f ′µ,σ(x)|
}
.
It is clear that h∗ is quasi-convex and
∫
S
h∗(x)2tφ(x) dx <∞.
Finally, to verify condition B5 of Proposition 5.1, observe that
(log φ)′(x) =
{
1
2
1√
1−x , if x < 0,
− 12 1√1+x , if x > 0.
In particular, (log φ)′(x) → 0 as |x| → ∞. Since f ′(x) ≥ M for all x ≤ −c and f ′(x) ≤ −M for all
x ≥ c, if x ≤ − ccσ − Cµ, then
x−µ
σ ≤ −c and
f ′µ,σ(x) =
1
σ
f ′
(
x− µ
σ
)
≥ M
cσ
.
If x ≥ ccσ + Cµ, then
x−µ
σ ≥ c and
f ′µ,σ(x) =
1
σ
f ′
(
x− µ
σ
)
≤ −M
cσ
.
Thus, there exist c1 < 0 and c2 > 0 such that B5 holds.
Proposition E.2. Let k ≥ 2 be an integer and let f : [0,∞)→ [−∞,∞) be a k-times continuously
differentiable function such that
∫∞
0
ef(x) dx = 1. Suppose
(a) supx∈R |f (k)(x)| <∞, and
(b) there exist c > 0 and M > 0 such that f ′(x) < −M for x > c.
For any σ > 0, define
fσ(x) := f
(x
σ
)
− log σ.
Then there exist C∗∗ ≥ 1, c1, c2 ∈ (0,∞), r > 4, and t ∈ (2/r, 1/2) such that the following holds: For
some cσ > 1, with Θ := [c
−1
σ , cσ], the family {fσ}(σ)∈Θ satisfies conditions B1–B4 in Proposition 5.1
with respect to φ defined in equation (3) for S = [0,∞), and C∗∗, c1, c2, r, and t.
The proof is almost identical to that of Proposition E.1. We note that the g∗ function that arises
from Proposition E.2 is non-decreasing on [0,∞). Hence, by footnote 2, we need only verify the
right side condition of B5.
Proposition E.3. For any α > 1, β > 0, define fα,β(x) = (α−1) log x−βx+α log β− log Γ(α) for
x ∈ (0,∞) and fα,β(0) = −∞. Then there exist C∗∗ ≥ 1, c1, c2 ∈ (0,∞), r > 4, and t ∈ (2/r, 1/2)
such that the following holds: For some Cα > 0 and Cβ > 1, with Θ := [2−Cα, 2 +Cα]× [C−1β , Cβ ],
the family {fα,β}(α,β)∈Θ satisfies conditions B1–B5 in Proposition 5.1 with respect to φ defined in
equation (3) for S = [0,∞), and C∗∗, c1, c2, r, and t.
Proof. As in the proof of Proposition E.1, we first define Θ0 = [2, 4] × [1/2, 2] and show that the
analogous versions of inequlaities (90), (91), (92), (93), and (94) hold. The arguments are almost
identical, so we only highlight some key points.
Verifying the analog of inequality (90) is straightforward. For inequalities (91) and (92), observe
that
∇fα,β(x) =
[
log x+ log β − dα log Γ(α)
−x+ αβ
]
,
Hfα,β(x) =
[
d2α log Γ(α)
1
β
1
β − αβ2
]
.
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The argument is then straightfoward using the same technique as in the proof of Proposition E.1.
Since
‖∇fα,β(x)‖2 ≤ | log x|+ x+ | log β|+ |dα log Γ(α)|+ α
β
. | log x|+ x+ 1,
there exists C ′ > 0 such that if we let g∗(x) = C ′(| log x|+ x+ 1), then g∗(x) ≥ supθ∈Θ0 ‖∇fθ(x)‖2
and ∫
g∗(x)rφ(x)dx =
∫ ∞
0
C ′(| log x|+ x+ 1)rφ(x)dx
.
∫ ∞
0
| log x|rφ(x) +
∫ ∞
0
xrφ(x)dx <∞,
thus verifying inequality (93). Moreover,
f ′α,β(x) =
(α− 1)
x
− β, and ∇f ′α,β(x) =
[
1
x−1
]
.
We thus conclude that |f ′α,β(x)| . 1 + x−1 and ‖∇f ′α,β(x)‖2 . 1 + x−1. Hence, there exists C ′ > 0
such that h∗(x) := C ′(1 + x−1 + x) satisfies
h∗(x) ≥ max{ sup
(α,β)∈Θ0
‖∇fα,β(x)‖2, sup
(α,β)∈Θ0
‖∇f ′α,β(x)‖2, sup
(α,β)∈Θ0
|f ′α,β(x)|}.
Note that h∗ is clearly quasi-convex and∫ ∞
0
h∗(x)2tφ(x)dx . 1 +
∫ ∞
0
x−2t + x2tφ(x)dx.
Since 2t < 1 by assumption, the integral converges.
Condition B5 follows since α > 1 for all (α, β) ∈ Θ0.
F A discussion of networks with discrete weights
Let P and Q be distributions on N, and suppose
A ∼
{
P, if σ0(u) = σ0(v),
Q, if σ0(u) 6= σ0(v).
We propose a crude truncation scheme to adapt the algorithm described in Section 4 for this setting:
for an input parameter L ∈ N, we collect all edges with weight greater than L, and assign them a
new weight of L. In other words, we create a new matrix AL, where if Auv ∈ [L], then AL,uv = Au,v;
and if Auv ∈ {L+ 1, L+ 2, . . .}, we set AL,uv = L. In this way, AL is a network with L labels. We
then proceed with initialization (Algorithm 4.3) and refinement (Algorithm 4.5).
From Proposition 6.1, we know that the truncation scheme achieves a rate of exp(− nβK I(P,Q)(1+
o(1)) if the following two criteria are met. For convenience, let P ′ and Q′ represent distributions on
[L] that result from truncating P and Q at L.
1. There exists ρn > 1 such that ρ
−1
n ≤ P
′
l
Q′l
≤ ρn for all l ∈ [L], and nI′(Ln+1)ρ2n log ρn →∞.
2. limLn→∞ |I(P ′, Q′)/I(P,Q)− 1| → 0.
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To show that these criteria are not unrealistic, we argue informally that the P and Q were members
of the Poisson family {Poi(λ)}λ∈[1,2], then they satisfy both criteria if Ln is chosen so that Ln =
o(log log(nI ′) and Ln → ∞ as n → ∞. To be precise, let a ∈ (0, 1], let (λ1, λ0) ∈ [1, 2], and for
l > 0, let Pl = a
λl1e
−λ1
l! and Ql = a
λl0e
−λ0
l! . Let P0 = (1−a) +ae−λ1 and Q0 = (1−a) +ae−λ0 . Note
that we assume a common sparsity factor a for simplicity.
It is then straightforward to verify that ρn . 2Ln satisfies the first criterion. For the second
criterion, we assume that I(P,Q) ≤ 1 and that a = 0; the argument for when a > 0 is exactly the
same. Observe that
I(P ′, Q′)− I(P,Q)
I(P,Q)
. 1
(λ1 − λ0)2
∞∑
l=L
(
√
Pl −
√
Ql)
2
. 1
(λ1 − λ0)2
∞∑
l=L
(
λl1e
−λ1
l!
− λ
l
0e
−λ0
l!
)2
l!
λl0e
−λ0
≤ 1
(λ1 − λ0)2
∞∑
l=L
((
λ1
λ0
)l
eλ0−λ1 − 1
)2
λl0e
−λ0
l!
→ 0,
as L → ∞, as required. Our information-theoretic lower bound can be extended to this setting, as
well. However, this truncation scheme may not be sensible for other types of discrete distributions;
we leave a thorough investigation of networks with discrete weights for future work.
G Appendix for Theorem 5.2
We begin by defining some notation. Let σ, σ0 : [n]→ [K] be two clusterings. Let
SK [σ, σ0] := arg min
pi∈SK
dH(pi ◦ σ, σ0), (99)
where dH(·, ·) denotes the Hamming distance, and define
E [σ, σ0] :=
{
v : pi(σ(v)) 6= σ0(v), for some pi ∈ SK [σ, σ0]
}
. (100)
When SK [σ, σ0] is a singleton, the set E [σ, σ0] contains all nodes misclustered by σ in relation to
σ0. When SK [σ, σ0] contains multiple elements, we continue to call E [σ, σ0] the set of misclustered
nodes.
G.1 Proof of Theorem 5.2
Let σ0 be defined as in the statement of Theorem 5.2. For any clustering σ, we define
l˜(σ, σ0) :=
1
n
n∑
v=1
1{v ∈ E [σ, σ0]},
where E [σ, σ0] is defined in equation (100). In particular, note that if |SK [σˆ(A), σ0]| = 1, we have
l˜ = l. We claim the following:
Claim 1: There exists a sequence of real numbers ζn → 0 and c ∈ (0,∞) such that, for any
permutation equivariant estimator σˆ,
inf
((P0,p),(Q0,q))∈G∗
I′n≤I((P0,p),(Q0,q))≤C
E(P0,p)
(Q0,q)
[
l˜(σˆ(A), σ0)
]
exp
(
(1 + ζn)
n
βK
I((P0, p), (Q0, q))
)
≥ c. (101)
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Claim 2: For any c > 0, there exists c′ > 0 such that, for any permutation equivariant estimator σˆ,
inf
((P0,p),(Q0,q))∈G∗
I((P0,p),(Q0,q))≤c/n
E(P0,p)
(Q0,q)
[
l˜(σˆ(A), σ0)
] ≥ c′. (102)
We first prove the theorem from the claims. Let ((P0, p), (Q0, p)) ∈ G∗, and let σˆ be an arbitrary
clustering algorithm. We omit the ((P0, p), (Q0, q)) subscript on the expectation and probability
from this point on for simplicity of presentation. Let σˆ be an arbitrary permutation equivariant
estimator. If P
(
l(σˆ(A), σ0) ≥ 12βK
)
≥ 12El˜(σˆ(A), σ0), then by Markov’s inequality, we have
El(σˆ(A), σ0) ≥ 1
2βK
P
(
l(σˆ(A), σ0) ≥ 1
2βK
)
≥ 1
4βK
El˜(σˆ(A), σ0).
On the other hand, if P
(
l(σˆ(A), σ0) ≥ 12βK
)
< 12El˜(σˆ(A), σ0), we have
El(σˆ(A), σ0) ≥ E
[
l(σˆ(A), σ0)
∣∣∣ l(σˆ(A), σ0) < 1
2βK
]
P
(
l(σˆ(A), σ0) <
1
2βK
)
(a)
= E
[
l˜(σˆ(A), σ0)
∣∣∣ l(σˆ(A), σ0) < 1
2βK
]
P
(
l(σˆ(A), σ0) <
1
2βK
)
= El˜(σˆ(A), σ0)− E
[
l˜(σˆ(A), σ0)
∣∣∣ l(σˆ(A), σ0) ≥ 1
2βK
]
P
(
l(σˆ(A), σ0) ≥ 1
2βK
)
≥ El˜(σˆ(A), σ0)− 1
2
El˜(σˆ(A), σ0) =
1
2
El˜(σˆ(A), σ0),
where (a) holds by Lemma B.6. Hence, we have that, in all cases, El(σˆ(A), σ0) ≥ 14βKEl˜(σˆ(A), σ0).
We now focus on proving the claims. Let us arbitrarily fix a permutation equivariant algorithm
σˆ, fix ((P0, p), (Q0, q)) ∈ G∗, and suppose I((P0, p), (Q0, q)) ≤ 2 log 2. Without loss of generality,
suppose cluster 1 has size nβK + 1 and cluster 2 has size
n
βK . Let Ck := {u ∈ [n] : σ0(u) = k}
denote the kth cluster. We also suppose without loss of generality that C1 = {1, 2, ..., nβK + 1} and
C2 = { nβK + 2, ..., 2 nβK + 1}.
Define σ10 := σ0 and define σ
2
0 : [n]→ [K] such that σ20(v) = σ0(v) for all v 6= 1, and σ20(1) = 2.
Define σ∗ as a random cluster assignment with the distribution
σ∗ :=
{
σ10 , with probability
1
2 ,
σ20 , with probability
1
2 .
(103)
We note that σ∗(u) = σ0(u) for all u 6= 1 and σ∗(1) is either 1 or 2, each with 12 probability.
Let PΦ denote a probability measure on {σ10 , σ20} ×
(
R
n(n−1)
2 ,B(Rn(n−1)2 ))—where {σ10 , σ20} is by
default equipped by the discrete σ-algebra—defined by
PΦ(σ∗,A) = P(σ∗)PSBM (A |σ∗),
for a Borel-measurable set A ∈ B(Rn(n−1)2 ), where PSBM (· |σ∗) is the probability measure
(
R
n(n−1)
2 ,B(Rn(n−1)2 ))
defined by the weighted SBM with respect to ((P0, p), (Q0, q)), treating σ
∗ as the true cluster as-
signment. Let Ψ denote an alternative probability measure on {σ10 , σ20} × (Rn×n,B(Rn×n)) defined
by
PΨ(σ∗,A) = P (σ∗)PΨ(A |σ∗),
where PΨ(A |σ∗) is a product of n(n−1)2 distributions over R, defined as follows: if A is a random
upper-triangular matrix taking value in R
n(n−1)
2 , whose distribution is PΨ(· |σ∗), then
1. for (u, v) ∈ [n]2 where u < u, if u 6= 1 and v 6= 1, then Auv is distributed as in PSBM (· |σ∗);
63
2. if u = 1 and v /∈ C1 ∪ C2, then Auv is distributed as in PSBM (· |σ∗);
3. if u = 1 and v ∈ C1 ∪ C2, then Auv is distributed as Y , where Y is the distribution on R
that minimizes D((P0, p), (Q0, q)) in Lemma G.2; i.e., Y0 ∝ (P0Q0)1/2 and (1 − Y0)y(x) ∝√
(1− P0)p(x)(1−Q0)q(x).
Note that PΨ(· |σ∗) does not actually depend on whether σ∗ = σ10 or σ20 . Since Y is absolutely
continuous with respect to P and Q, the distribution PΨ is absolutely continuous with respect to
PΦ. Thus, we may define a Borel measurable function Q : {σ10 , σ20} × R
n(n−1)
2 → [0,∞) as
Q(σ∗, A) := log dPΨ
dPΦ
(σ∗, A) = log
dPSBM (A |σ∗)
dPΨ(A |σ∗) .
For σ∗ ∈ {σ10 , σ20} and A ∈ Rn×n, we denote P (Au,1) := P0 if Au,1 = 0, and P (Au,1) := (1 −
P0)p(Au,1) if Au,1 6= 0, and similarly for Q and Y . Then, from the fact that PSBM (· |σ∗) and
PΨ(· |σ∗) are both product measures, we have
Q(σ∗, A) =
∑
u∈Cσ∗(1)
u6=1
log
Y (A1,u)
P (A1,u)
+
∑
u∈C1∪C2\Cσ∗(1)
log
Y (A1,u)
Q(A1,u)
. (104)
We now define the event
E =
{
{1} /∈ E [σˆ(A), σ∗] and l˜(σˆ(A), σ∗) ≤ 1
4βK
}
.
Let t := − log(20βKEΦ l˜(σˆ(A), σ∗)). Then
PΨ
(Q(σ∗, A) ≤ t) = PΨ(Q(σ∗, A) ≤ t, Ec)+ PΨ(Q(σ∗, A) ≤ t, E). (105)
We bound the first term of inequality (105) as follows:
PΨ(Q(σ∗, A) ≤ t, Ec) =
∫
{Q≤t}∩Ec
dPΨ =
∫
{Q≤t}∩Ec
exp(Q)dPΦ
≤ etPΦ
(Q(σ∗, A) ≤ t, Ec) ≤ etPΦ(Ec)
≤ et
(
PΦ({1} ∈ E [σˆ(A), σ∗]) + PΦ
(
l˜(σˆ(A), σ∗) ≥ 1
4βK
))
. (106)
Furthermore,
EΦ l˜(σˆ(A), σ∗) =
1
n
n∑
v=1
PΦ(v ∈ E [σˆ(A), σ∗]) ≥ 1
n
∑
v∈Cσ∗(1)
PΦ(v ∈ E [σˆ(A), σ∗])
(a)
=
|Cσ∗(1)|
n
PΦ(1 ∈ E [σˆ(A), σ∗]) ≥ 1
βK
PΦ(1 ∈ E [σˆ(A), σ∗]), (107)
where (a) follows from Corollary G.1, and
EΦ l˜(σˆ(A), σ∗) ≥ EΦ
[
l˜(σˆ(A), σ∗)
∣∣∣ l˜(σˆ(A), σ∗) ≥ 1
4βK
]
PΦ
(
l˜(σˆ(A), σ∗) ≥ 1
4βK
)
≥ 1
4βK
PΦ
(
l˜(σˆ(A), σ∗) ≥ 1
4βK
)
. (108)
Hence, combining inequalities (106), (113), (114), we obtain
PΨ(Q ≤ t, Ec) ≤ et5βKEΦ
[
l˜(σˆ(A), σ∗)
]
.
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We now turn to the second term in equation (105). We have
PΨ(E) =
1
2
PΨ
(
1 /∈ E [σˆ(A), σ10 ] and l˜(σˆ(A), σ10) ≤
1
4βK
)
+
1
2
PΨ
(
1 /∈ E [σˆ(A), σ20 ] and l˜(σˆ(A), σ20) ≤
1
4βK
)
. (109)
In the event that l˜(σˆ(A), σ10) ≤ 14βK , we know, by the fact that l(σˆ(A), σ10) ≤ l˜(σˆ(A), σ10) and
Lemma B.6, that SK [σˆ(A), σ
1
0 ] contains only one element, which we denote by pi. Since dH(σ
1
0 , σ
2
0) =
1, we have 1ndH(pi ◦ σˆ(A), σ20) ≤ 14βK + 1n ≤ 12βK , so we may apply Lemma B.6 again to conclude
that pi is the only element of SK [σˆ(A), σ
2
0 ], as well. However, since σ
1
0(1) = 1 and σ
2
0(1) = 2, we
know that (pi ◦ σˆ(A))(1) cannot be equal to both σ10(1) and σ20(1). Hence, we cannot simultaneously
have 1 /∈ E [σˆ(A), σ10 ] and 1 /∈ E [σˆ(A), σ20 ]. Thus, the two events in equation (109) are disjoint, so
PΨ(Q ≤ t, E) ≤ PΨ(E) ≤ 12 . Plugging back into equation (105), we conclude that
PΨ(Q ≤ t) ≤ et5βKEΦ l˜(σˆ(A), σ∗) + 1
2
(a)
≤ 3
4
,
where (a) follows from the definition that t = − log(20βKEΦ l˜(σˆ(A), σ∗)). By Chebyshev’s inequality,
we also have
PΨ
(
Q ≤ EΨQ+
√
5VΨ(Q)
)
≥ 4/5,
where VΨ(Q) := VarΨ
(Q(σ∗, A)). Hence, log 1
20βKEΦ l˜(σˆ(A),σ0)
≤ EΨQ+
√
5VΨ(Q), or equivalently,
EΦ l˜(σˆ(A), σ∗) ≥ 1
20βK
exp
(
− (EΨQ+
√
5VΨ(Q))
)
. (110)
We now compute EΨQ and VΨ(Q). Note that
EΨQ = 1
2
EΨ[Q |σ∗ = σ10 ] +
1
2
EΨ[Q |σ∗ = σ20 ].
By Lemma G.2, we have
EΨ[Q |σ∗ = σ10 ] = EΨ
 ∑
u:u 6=1, σ10(u)=1
log
Y (A1,u)
P (A1,u)
+
∑
u:σ10(u)=2
log
Y (A1,u)
Q(A1,u)

=
n
βK
∫
log
dY
dP
dY +
n
βK
∫
log
dY
dQ
dY
=
n
βK
2D((P0, p), (Q0, q)) =
n
βK
I((P0, p), (Q0, q)).
Similarly, we have EΨ[Q |σ∗ = σ20 ] = nβK I((P0, p), (Q0, q)), so
EΨQ = n
βk
I((P0, p), (Q0, q)). (111)
By Lemma G.3, we also have √
5VΨ(Q) ≤ 20
√
n
βK
I((P0, p), (Q0, q)). (112)
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Let us define ζn := 30
(
n
βK I((P0, p), (Q0, q))
)−1/2
. Combining inequalities (110), (111), and (112),
we then have
EΦ l˜(σˆ(A), σ∗) ≥ 1
20βK
exp
(
− n
βK
I((P0, p), (Q0, q))− 30
(
n
βK
I((P0, p), (Q0, q))
)1/2)
(113)
≥ 1
20βK
exp
(
−(1− ζn) n
βK
I((P0, p), (Q0, q))
)
. (114)
Now suppose I((P0, p), (Q0, q)) ≥ I ′n. Since ζn ≤ 30
(
n
βK I
′
n
)−1/2
, we have ζn → 0. On the other
hand, fix c > 0 and suppose I((P0, p), (Q0, q)) ≤ cn . Then from inequality (113), we have
EΦ l˜(σˆ(A), σ∗) ≥ 1
20βK
exp
(
− c
βK
− 30
√
c
βK
)
:= c′.
To finish the proof of the two claims listed at the beginning, we need only show that the same lower
bound holds for El˜(σˆ(A), σ0).
Define two probability measures P1 and P2 on (A, σˆ(A)), as follows:
P1(A, σˆ(A)) = PSBM (A |σ10)Palg(σˆ(A) |A),
P2(A, σˆ(A)) = PSBM (A |σ20)Palg(σˆ(A) |A).
Note that EΦ[l˜(σˆ(A), σ∗) |σ∗ = σ10 ] = E1 l˜(σˆ(A), σ10) and EΦ[l˜(σˆ(A), σ∗) |σ∗ = σ20 ] = E2 l˜(σˆ(A), σ20),
where E1 and E2 are expectations taken with respect to P1 and P2, respectively. We claim that
E1 l˜(σˆ(A), σ10) = E2 l˜(σˆ(A), σ20), in which case EΦl(σˆ(A), σ∗) = E1 l˜(σˆ(A), σ10) = El˜(σˆ(A), σ0) and the
claims follow.
Define a permutation pi ∈ Sn that swaps {2, . . . , nβK +1} with { nβK +2, . . . , 2 nβK +1} and satisfies
pi(u) = u for u = 1 and u ≥ 2 nβK + 2. Clearly, σ20 = τ ◦ σ10 ◦ pi−1, where τ ∈ SK swaps cluster labels
1 and 2. Now let A be fixed and let ρ ∈ SK be arbitrary. We have
dH(ρ ◦ σˆ(A), σ10) = dH(ρ ◦ σˆ(A), τ−1 ◦ σ20 ◦ pi)
= dH(ρ ◦ σˆ(A) ◦ pi−1, τ−1 ◦ σ20)
(a)
= dH(ρ ◦ ξ−1 ◦ σˆ(piA), τ−1 ◦ σ20)
= dH(τ ◦ ρ ◦ ξ−1 ◦ σˆ(piA), σ20),
where (a) follows because σˆ(·) is permutation equivariant, which implies that there exists ξ ∈ SK
such that σˆ(A) ◦ pi−1 = ξ−1 ◦ σˆ(piA). Thus, ρ 7→ τ ◦ ρ ◦ ξ−1 is a bijection between SK [σˆ(A), σ10 ]
and SK [σˆ(piA), σ
2
0 ]. Furthermore, if v satisfies (ρ ◦ σˆ(A))(v) 6= σ10(v), then letting u = pi(v), we
equivalently have
(ρ ◦ σˆ(A))(v) 6= (τ−1 ◦ σ20 ◦ pi)(v) ⇐⇒ (ρ ◦ σˆ(A) ◦ pi−1)(u) 6= (τ−1 ◦ σ20)(u),
so (τ ◦ρ◦ ξ−1 ◦ σˆ(piA))(u) 6= σ20(u). Thus, v ∈ E [σˆ(A), σ10 ] if and only if pi(v) ∈ E [σˆ(piA), σ20 ]. Finally,
we conclude that
E1 l˜(σˆ(A), σ10) =
1
n
n∑
v=1
P1(v ∈ E [σˆ(A), σ10 ]) =
1
n
n∑
v=1
P1(pi(v) ∈ E [σˆ(piA), σ20 ])
(a)
=
1
n
n∑
v=1
P2(pi(v) ∈ E [σˆ(A), σ20 ]) = E2 l˜(σˆ(A), σ20),
where (a) follows because [piA]ij = Api−1(i),pi−1(j), implying that if A is distributed according to
PSBM (A |σ10), then piA is distributed according to PSBM (A |σ20). This concludes the proof.
66
G.2 Properties of permutation equivariant estimators
The following lemma establishes a symmetry property used to prove Theorem 5.2:
Lemma G.1. Let the true clustering σ0 be arbitrary. Suppose the weight matrix A is drawn from
an arbitrary probability measure and σˆ is any permutation equivariant estimator. Let u and v be two
nodes such that there exists pi ∈ Sn satisfying
(1) pi(u) = v,
(2) pi is measure-preserving; i.e., A
d
= piA, and
(3) pi preserves the true clustering; i.e., there exists τ ∈ SK such that τ ◦ σ0 ◦ pi−1 = σ0.
Then
P (u ∈ E [σˆ(A), σ0]) = P (v ∈ E [σˆ(A), σ0]).
Proof. Since σˆ(A)
d
= σˆ(piA), we have
P
(
v ∈ E [σˆ(A), σ0]
)
= P
(
v ∈ E [σˆ(pi(A)), σ0]
)
.
We claim that u ∈ E [σˆ(A), σ0] if and only if v ∈ E [σˆ(piA), σ0], implying the desired result:
P
(
u ∈ E [σˆ(A), σ0]
)
= P
(
v ∈ E [σˆ(piA), σ0]
)
= P
(
v ∈ E [σˆ(A), σ0]
)
.
Consider a fixed matrix A, and let τ ∈ SK satisfy τ ◦ σ0 ◦ pi−1 = σ0. Let ξ ∈ SK be the
permutation such that σˆ(piA) = ξ ◦ σˆ(A) ◦ pi−1. For any ρ ∈ SK , we have
dH(ρ ◦ σˆ(A), σ0) = dH(τ ◦ ρ ◦ ξ−1 ◦ ξ ◦ σˆ(A) ◦ pi−1, τ ◦ σ0 ◦ pi−1)
= dH(τ ◦ ρ ◦ ξ−1 ◦ σˆ(piA), σ0).
Therefore, ρ ∈ SK [σˆ(A), σ0] if and only if τ ◦ ρ ◦ ξ−1 ∈ SK [σˆ(pi(A)), σ0]. In particular, if v ∈
E [σˆ(piA), σ0], we have τ ◦ ρ ◦ ξ−1 ◦ σˆ(piA)(v) 6= σ0(v) for some ρ ∈ SK [σˆ(A), σ0]. Then
σˆ(A)(u) = σˆ(A)(pi−1(v)) = ξ−1 ◦ ξ ◦ σˆ(A) ◦ pi−1(v) = ξ−1 ◦ σˆ(piA)(v)
6= ρ−1 ◦ τ−1 ◦ σ0(v) = ρ−1 ◦ τ−1 ◦ σ0(pi(u)) = ρ−1(σ0(u)).
Thus, u ∈ E [σˆ(A), σ0]. Similar reasoning shows that if u ∈ E [σˆ(A), σ0], then v ∈ E [σˆ(piA), σ0].
Corollary G.1. Let the true clustering σ0 be arbitrary. Suppose the weight matrix A is drawn from
a weighted SBM and σˆ is any permutation equivariant estimator. Let u and v be two nodes lying in
equal-sized clusters. Then
P
(
u ∈ E [σˆ(A), σ0]
)
= P
(
v ∈ E [σˆ(A), σ0]
)
.
Proof. By Lemma G.1, it suffices to construct a permutation pi ∈ Sn satisfying conditions (1)–(3).
First suppose u and v lie in the same cluster. It is easy to see that the conditions are satisfied when
pi is the permutation that swaps u and v and τ is the identity. If u and v lie in different clusters,
suppose without loss of generality that u is in cluster 1 and v is in cluster 2, where clusters 1 and 2
have the same size. Let pi be the permutation that exchanges all nodes in cluster 1 with all nodes
in cluster 2. The conditions are satisfied when τ is the permutation that transposes cluster labels 1
and 2.
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G.3 Properties of Renyi divergence
We first state a lemma that provides an alternative characterization of the Renyi divergence. The
proof of this lemma uses the same technique as Anantharam [7].
Lemma G.2. Let P and Q be two probability measures on S ⊂ R that are absolutely continuous
with respect to each other, with point masses P0 and Q0 at zero. Then I(P,Q) = 2D, where
D := inf
Y ∈P
max
{∫
log
dY
dP
dY,
∫
log
dY
dQ
dY
}
,
and P denotes the set of probability distributions absolutely continuous with respect to both P and
Q. Furthermore, the infimum in D is attained by a distribution Y ∗ whose singular (with re-
spect to the Lebesgue measure) part is Y ∗0 =
1
Z (P0Q0)
1/2 and continuous part is (1 − Y ∗0 )y∗(x) =
1
Z
∫
S
√
(1− P0)(1−Q0)p(x)q(x) dx, where Z = (P0Q0)1/2 +
∫
S
√
(1− P0)(1−Q0)p(x)q(x) dx.
Proof. First note that D is finite by choosing Y = P . We claim that
D = inf
Y ∈P
{∫
log
dY
dP
dY :
∫
log
dP
dQ
dY = 0
}
. (115)
This holds because for any Y ∈ P such that ∫ log dPdQdY 6= 0, we have ∫ log dYdP dY 6= ∫ log dYdQdY .
Suppose without loss of generality that the first quantity is larger. Then it is possible to take
Y˜ = (1− )Y + P for  small enough such that max
{∫
log dY˜dP dY˜ ,
∫
log dY˜dQdY˜
}
strictly decreases,
so the infimum in the definition of D could not have been achieved.
Now let Y ∈ P be such that ∫ log dPdQdY = 0. Since Y  Y ∗, we have∫
log
dY
dP
dY =
∫
log
dY
dY ∗
dY ∗
dP
dY ≥
∫
log
dY
dY ∗
dY +
∫
log
dY ∗
dP
dY
=
1
2
∫
log
dP
dQ
dY − logZ = − logZ = −I(P,Q)
2
.
We finish the proof by verifying that
∫
log dPdQdY
∗ = 0, and that in the derivation above, the
inequality holds with inequality when Y = Y ∗.
G.4 Bounding the variance
Lemma G.3. Let C∗ and G∗ be defined as in Theorem 5.2, let ((P0, p), (Q0, p) ∈ G∗, and let σ0 be
a clustering satisfying the hypothesis of Theorem 5.2. Let σ∗ be defined as (103), and Q be defined
as in equation (104). Then
VΨ(Q) ≤ 63C∗2 n
βK
I((P0, p), (Q0, q)).
Proof. Observe that since EΨ[Q |σ∗ = σ10 ] = EΨ[Q |σ∗ = σ20 ], we have
VΨ(Q) = Var(EΨ[Q |σ∗]) + E[VarΨ(Q |σ∗)] = E[VarΨ(Q |σ∗)]
=
1
2
VarΨ(Q |σ∗ = σ10) +
1
2
VarΨ(Q |σ∗ = σ20). (116)
Let us consider the first term of equation (116). Under the distribution PΨ, the random variables
A1,u for any u ∈ C1 ∪ C2 are independent and identically distributed according to Y . Let u′ be an
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arbitrary node in C1 ∪ C2 such that u′ 6= 1. We thus have
VarΨ(Q |σ∗ = σ10) =
∑
u:u6=1,
σ10(u)=1
VarΨ
(
log
Y (A1,u)
P (A1,u)
)
+
∑
u:σ10(u)=2
VarΨ
(
log
Y (A1,u)
Q(A1,u)
)
≤ n
βK
EΨ
[(
log
Y (A1,u′)
P (A1,u′)
)2]
+
n
βK
EΨ
[(
log
Y (A1,u′)
Q(A1,u′)
)2]
.
By the same argument, we can show that the second term of equation (116) is upper-bounded by
the same quantity, so
VΨ(Q) ≤ n
βK
n
βK
EΨ
[(
log
Y (A1,u′)
P (A1,u′)
)2]
+
n
βK
EΨ
[(
log
Y (A1,u′)
Q(A1,u′)
)2]
≤ n
βK
{∫ (
log
dY
dP
)2
dY +
∫ (
log
dY
dQ
)2
dY
}
. (117)
By the definition of Y , we have∫ (
log
dY
dP
)2
dY = Y0
(
log
Y0
P0
)2
+ (1− Y0)
∫
y(x)
(
log
(1− Y0)y(x)
(1− P0)p(x)
)2
dx. (118)
For simplicity of presentation, we use the shorthand
I := I((P0, p), (Q0, q)) and
H := (
√
P0 −
√
Q0)
2 + (
√
1− P0 −
√
1−Q0)2 +
√
(1− P0)(1−Q0)
∫
(
√
p(x)−
√
q(x))2dx,
from this point on. Let Z =
√
P0Q0 +
√
(1− P0)(1−Q0)
∫ √
p(x)q(x)dx. It is then clear that
I = −2 logZ and Z ≥ 12 , since I ≤ 2 log 2 by assumption. We bound the first term of equation (118).
Note that, since (x+ y)2 ≤ 2x2 + 2y2, we have
Y0
(
log
Y0
P0
)2
≤ 1
2
Y0
(
log
Q0
P0
)2
+
1
2
I2. (119)
Suppose P0 ≤ Q0. Then by Lemma H.1, we have 0 ≤ log Q0P0 ≤
Q0−P0
P0
. Thus, we have
Y0
(
log
Y0
P0
)2
≤ C∗2 (Q0 − P0)
2
P0 ∨Q0 +
1
2
I2
≤ 4C∗2(
√
Q0 −
√
P0)
2 +
1
2
I2 ≤ 4C∗2H + 1
2
I2
(a)
≤ 4C∗2I + 1
2
I2,
using inequality (119) and the fact that ((P0, p), (Q0, p)) ∈ G∗. Here, (a) follows from the fact that
I = −2 log(1 − 12H) and Lemma H.1. Now suppose P0 ≥ Q0. By Lemma H.1 again, we have
0 ≥ log Q0P0 ≥ −(1 + 12C∗)
(
P0−Q0
P0
) ≤ −C∗(P0−Q0P0 ). Therefore,
Y0
(
log
Y0
P0
)2
≤ C∗2 (Q0 − P0)
2
P0 ∨Q0 +
1
2
I2 ≤ 4C∗2I + 1
2
I2.
Thus, we conclude that
Y0
(
log
Y0
P0
)2
≤ 4C∗2I + 1
2
I2. (120)
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Now we turn our attention to the second term in equation (118). We have
(1− Y0)
∫
y(x)
(
log
1− Y0
1− P0
y(x)
p(x)
)2
dx
≤ (1− Y0)
∫
y(x)
{
1
2
∣∣∣∣log 1−Q01− P0
∣∣∣∣+ 12
∣∣∣∣log q(x)p(x)
∣∣∣∣+ I2
}2
dx
≤ 9
4
(1− Y0)
∫
y(x)
{∣∣∣∣log 1−Q01− P0
∣∣∣∣2 + ∣∣∣∣log q(x)p(x)
∣∣∣∣2 + I2
}
dx, (121)
where we have used the fact that (x+ y + z)2 ≤ 9x2 + 9y2 + 9z2 in the last inequality. Define
A := (1− Y0)
∣∣∣∣log 1−Q01− P0
∣∣∣∣2 ∫ y(x)dx, B := (1− Y0)∫ y(x) ∣∣∣∣log q(x)p(x)
∣∣∣∣2 dx,
C := (1− Y0)I2
∫
y(x)dx.
We bound each term separately, beginning with A. Note that∫
y(x)dx ≤ 2
∫ √
(1− P0)(1−Q0)p(x)q(x)dx ≤ 2. (122)
Note also that we can use the same reasoning that we applied to derive inequality (120) to show
that (1− Y0)
∣∣∣log 1−Q01−P0 ∣∣∣2 ≤ 4C∗2I. Therefore, we have A ≤ 8C∗2I. Moving on to B, we have
B ≤ 2
√
(1− P0)(1−Q0)
∫ √
p(x)q(x)
∣∣∣∣log q(x)p(x)
∣∣∣∣2 dx
≤
√
(1− P0)(1−Q0)
∫
(p(x) + q(x))
∣∣∣∣log q(x)p(x)
∣∣∣∣2 dx
(a)
≤ C∗
√
(1− P0)(1−Q0)
∫
(
√
p(x)−
√
q(x))2dx ≤ C∗I,
where (a) follows by the hypothesis of the proposition. Finally, from inequality (122), we have
C ≤ 8(1− Y0)I2 ≤ (16 log 2)I. Substituting back into inequality (121), we therefore obtain
(1− Y0)
∫
y(x)
(
log
1− Y0
1− P0
y(x)
p(x)
)2
dx ≤ 9
4
(8C∗2 + C∗ + 16 log 2)I.
Substituting inequality (120) and the above inequality back into inequality (118), we obtain the
desired bound on the first term of inequality (117). The second term of inequality (117) can be
bounded in exactly the same manner. Thus, we have overall bound
VΨ(Q) ≤ 2(22C∗2 + 3C∗ + 13) nI
βK
≤ 63C∗2 nI
βK
,
where we have used the fact that C∗ ≥ 1.
H Additional useful lemmas
Lemma H.1. For all x ∈ (−∞, 1), we have log(1− x) ≤ −x. Moreover, fix t ∈ [0, 1). Then for all
x ∈ [−t, t], we have
−x(1 + x
2(1− t)2
) ≤ log(1− x) ≤ −x.
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Proof. Let x ∈ [−t, t]. Then log(1− x) ≤ −x by concavity of the logarithm. On the other hand, by
Taylor’s theorem, there exists x′ such that |x′| ≤ |x| and
log(1− x) = −x− 1
2(1− x′)2x
2 ≥ −x(1 + x
2(1− t)2
)
.
Lemma H.2. Let P and Q be two distributions absolutely continuous with respect to each other,
and let H(P,Q) :=
∫ ((
dP
dQ
)1/2
−1
)
dQ. Then I(P,Q) ≥ H(P,Q). If in addition I(P,Q) ≤ 2 log 2,
then H(P,Q) ≤ 1 and I(P,Q) ≤ (1 +H(P,Q))H(P,Q).
Proof. The conclusion follows from the fact that I(P,Q) = −2 log(1−H(P,Q)/2) and Lemma H.1.
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