A computational scheme based on the singular value decomposition (SVD) for a deterministic, data domain approach to the adaptive processing problem is presented. In the direct data domain approach, a single snapshot is considered for an assumed direction of arrival with unknown amplitude. This unknown signal strength is estimated on a snapshot by snapshot basis. The new SVD based method is compared with the QZ method for determining the generalized eigenvalues of a system. Their performance in estimating the strength of signals of interest in the presence of main beam jammers, clutter, and thermal noise is considered. Limited examples have been presented to illustrate the two methods.
INTRODUCTION
In a complex environment, many sources of clutter and interference may degrade the performance of an adaptive system. Previous works have focused on using the covariance matrix to solve the adaptive nulling problem [6, 9, 4, 2] . In real communication and radar situations, the environment changes dynamically, limiting the accuracy of covariance matrix estimates from secondary data. A direct data domain approach has been taken to mitigate the problems arising due to a highly nonstationary environment [7, 8] . It has also been shown that a deterministic solution has a lower Cramer-Rao bound than a statistical problem formulation [3] .
In the direct data domain method, the DOA (direction of arrival) of a narrowband SOI (signal of interest) is assumed. This may occur in a satellite communication system, a wireless link, or a cellular phone environment. In the case of radar or sonar, the receiver scans at discrete angles. Exploiting the known invariances in the array geometry, the processor adaptively places nulls at the interference sources on a snapshot by snapshot basis.
In Section 2 the problem is formulated. The eigenvalue method is derived in Section 3. Then the singular value decomposition (SVD) based solution is presented in Section 4, along with a summary of the QZ algorithm. Section 5 contains numerical results and an explanation of the properties of the two methods. Finally conclusions are drawn in Section 6.
PROBLEM STATEMENT
Consider the phased array of Fig. 1 . The elements are assumed to be omnidirectional point sources in a uniformly spaced linear array (ULA) with d as the interelement spacing. A narrowband signal is assumed to be received.
The signal arrives at each sensor at different times, dependent on the DOA and the spacing between the sensor elements. Let x k denote the received voltage at the kth antenna. At each of the N sensors we assume x k consists of the SOI, s, and interference, n. The interference may consist of jammers (both blinking and stationary), clutter, and thermal noise. Therefore,
If is the assumed DOA of the SOI from broadside, then for a ULA we can represent the received voltage solely due to the desired signal at the kth sensor element as
where is the wavelength of the transmitted signal. This arises from the fact that a far field target will exhibit a linear phase front across the array. For simplicity, the array is assumed to be ideal and the effects of mutual coupling are ignored in this analysis. The strength of the SOI, ␣, is the desired unknown parameter which will be estimated. In a standard 1D adaptive weighting system, the received processed signal is given by
or in matrix form as
where T denotes transpose:
and
In writing (3) it has been assumed that a weighted average of the total received signal provides an instantaneous estimate of the unknown signal. The weights, w k , form a weighted average of the received signal, x k .
DIRECT DATA ALGORITHM
Write the actual received voltages as a matrix
with M ϭ (N ϩ 1)/2 number of degrees of freedom. Similarly write the ideal voltages due to the SOI, the steering matrix, as
where ␣ is the unknown target amplitude; (9) contains just the noise and interference which are desired to be eliminated. One could form the noise power and estimate a value of ␣ by determining a set of weights w which minimizes the noise power. This results in
where 0 is a M ϫ 1 vector of zeros. Note that there is an implicit constraint in the look direction imposed by the formulation of the S matrix. The S matrix is a steering matrix pointing to the desired look direction. Equation (10) can be rewritten in a more familiar generalized eigenvalue equation,
or alternatively,
TWO METHODS FOR SOLVING THE GENERALIZED EIGENVALUE PROBLEM
The QZ algorithm is a well-known method for solving the generalized eigenvalue problem [5] . Con- sider the generalized eigenvalue problem:
In the QZ algorithm, first the matrices A and B are reduced to upper Hessenburg traingular form by means of simultaneous orthogonal equivalence of the orthogonal matrices Q and Z. Then the Hessenburg traingular pair (A, B) is further reduced to the generalized Schur form through implicit QR iterations on AB Ϫ1 . The eigenvalues are easily calculated from the diagonal elements of the generalized Schur form.
In our case, we can exploit the Hankel structure of the matrices to use the SVD to compute eigenvalues of (9) . Calculate the SVD of X,
The pseudo-inverse can be written as
where ⌺ Ϫ1 is a diagonal matrix with diagonal entries which are the reciprocals of the nonzero singular values of X. This tool can be very useful for a signal/noise subspace decomposition analysis. Two useful properties of the pseudo-inverse are
Exploiting the Hankel structure of S, we can rewrite it as
where
Note that
So for a Hankel matrix X,
Now multiply (11) by XX †, XX †Xw ϭ XX †␣Sw.
Using the property (1) of the pseudo-inverse,
or equivalently,
Now substitute (10) into (25):
Assuming that ␣ 0, we can cancel the scalar and use (18) to rewrite (27) as uvw ϭ XX †uvw.
Now note that vw is a scalar. We can rewrite (28) as u ϭ XX †u.
Using the fact that u and v are transposes of each other and properties (1) and (2) of Hankel matrices,
Premultiplying by u and using (18), we finally get
Substitute (31) into (10) to get
Using (11) to substitute for the Xw on both sides, we get ␣Sw ϭ ␣SX †␣Sw.
Again, cancel the scalar ␣ and use (18) to rewrite S to get uvw ϭ ␣uvX †uvw.
Note that vw is a scalar and u is a vector of rank one. Therefore,
In summary, the two procedures for the solution of (11) are A. The QZ algorithm which solves (11) through similarity transforms.
B. The SVD-based algorithm which computes the pseudo-inverse, X †, and forms an estimate of the eigenvalue from (35).
SIMULATION RESULTS
Define the output signal to noise ratio due to the interference (SINR) by
where ␣ is the signal strength. So if the output SINR is 40 dB, there is a 1% error in the estimation of the signal strength. All simulations were done in single precision on a Sun Sparcstation 10.
First consider the case of a single jammer without noise. The signal is assumed to arriave at 0°, broadside, with complex amplitude 1 ϩ 0j. The DOA of the jammer is changed from 0.1°to 10°from broadside. At each jammer arrival angle, the jammer strength is increased until a 40-dB output SINR is exceeded.
For the 5-element array with /2 spacing the main lobe width is about 22°. So even with the jammer in the main lobe and with jammer to signal ratios of over 40 dB, the signal can be recovered within a 40-dB output SINR as shown in Fig. 2 . Sevenelement and 9-element arrays yield about 3-dB and 6-dB improvements, as seen in Figs. 3 and 4 , respectively. When the jammer is close (less than half a degree) to the DOA of the SOI, the QZ algorithm can accurately retrieve the signal strength for higher jammer levels than the SVD algorithm. As the jammer moves further away from the DOA of the SOI, the SVD algorithm has a 20-dB advantage over the QZ algorithm. This advantage is not seen for the 5-element case (i.e. when the number of degrees of
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freedom is small); 110 dB is the limit, due to single precision arithmetic. Next we consider the performance of both of these methods in the presence of thermal noise. Noise (modeled as a uniformly distributed random variable) is now injected on all the channels at Ϫ23 dB noise to signal power. Again a signal of unit amplitude impinges on the array at braodside.
In Fig. 5 , we consider a 7-element array as shown in Fig. 3 , except that, in addition to the jammer, we have Ϫ23 dB noise at each of the elements. It is seen that both methods exhibit a threshold phenomenon. For both the 7-and 9-element cases shown in Figs. 5 and 6, respectively, the threshold of the QZ algorithm is much lower than that of the SVD-based algorithm.
The threshold of the angle of the arrival of the jammer at which the SVD algorithm can discriminate a jammer in noise is further away from the threshold for the QZ algorithm with fewer degrees of freedom. For the case without noise and the jammer very close (within half a degree) of the DOA of the SOI, the performance of the SVD is worse than the QZ algorithm. For the SVD-based algorithm, the pseudo-inverse needs more data points to effectively null out the noise than the QZ algorithm. As we increase the number of elements the thresholds for the two methods should converge. This is shown to be the case in Fig. 7 with a 21-element array.
Finally, we consider the effect of clutter on the adaptive estimation of the signal. Here clutter is modeled as a set of discrete jammers which arrive at the array as discrete sources with 0.1°spacing between their DOAs. These discrete sources span the range from Ϫ85°to 85°. This excludes a 5°region around the SOI. Each discrete source of clutter is modeled with a random amplitude and random phase, generated by two uniform random number generators. Hence, it is possible for clutter regions to exist which are coherent with the signal.
In Fig. 8 we plot various values of output SINR versus signal to clutter ratio for a 9-element array. As seen in the noisy case, if the SVD-based algorithm has enough data samples to make a good approximation for the pseudo-inverse, the QZ and SVD-based algorithms yield comparable results. In Fig. 9 we increase the number of elements to 21. For high signal to clutter ratios (SCR) it is seen that the SVD-based algorithm performs a little poorer than the QZ algorithm. However, as the SCR is decreased, the SVD algorithm remains stable. At around Ϫ28 dB SCR, the QZ algorithm starts to fail, whereas the SVD algorithm continues to be stable.
The QZ algorithm rotates spaces to zero-out subdiagonal elements. When the spaces are close together, a fine enough rotation can still give the desired results. The SVD uses the fixed orthogonal projections of the null space and the range space of one matrix applied to the basis of the other space. When the two spaces are close together, the projection has a harder time discriminating than the QZ rotation projection. Adding noise to the channels whitens the spaces and moves them closer together.
The QZ algorithm uses unitary similarity transforms to get S and X into more tractable forms. It is known that if A and B are similar matrices, a perturbation in A will result in a perturbation in B of the same magnitude [1] :
00 ⌬B00ϭ 00 ⌬A00.
It is also known from the Bauer-Filke theorem that an eigenvalue of a perturbed matrix will be magnified on the order of the condition number of the matrix [1] . When the received matrix consists of two spaces which are very close together, it becomes nearly singular. So when the angle of the arrival of the jammer is close to the DOA of the SOI or when noise whitens both the spaces, the problem becomes ill conditioned. 
Ignoring second-order effects, we can write
Therefore, for small perturbations in the received matrix, the corresponding perturbation in the eigenvalue is ␣ ϩ ⌬␣ Ϸ 1 vX †u Ϫ vX †⌬XX †u .
Subtracting (40) 
CONCLUSIONS
As an alternative to the QZ method, an algorithm using the SVD has been introduced to calculate the generalized eigenvalues for a deterministic adaptive array problem. A deterministic solution has been formulated to bypass the problems associated with nonhomogeneous environments at the expense of degrees of freedom. It is shown that even with jammers impinging on the array within the main beam, the SOI could be recovered with a 40-dB output SINR. When the number of degrees of freedom is large enough to compensate for all the intereference, the SVD-based algorithm gives more stable and robust results than the QZ method. However, if the number of degrees of freedom is too low to discriminate between the jammer space and the signal space, the QZ algorithm yields better results.
