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Resumen
El objetivo general de nuestra lı´nea de investigacio´n es elaborar un modelo de comportamien-
to para agentes BDI que participan en un sistema multi-agente cooperativo. Los miembros del
sistema tienen capacidades limitadas y cuando estas resultan insuficientes para alcanzar sus metas
comprometidas, inteactu´an buscando potenciar sus habilidades. La interaccio´n genera un dia´logo
deliberativo en el cual uno de los interlocutores es el iniciador y otro el colaborador. Si se produce
un conflicto el dia´logo se transforma en negociacio´n y su evolucio´n depende de los roles asignados
a los interlocutores. El modelo propone un formalismo para representar el conocimiento individ-
ual y social e incluye un protocolo de interaccio´n y un algoritmo que especifica el mecanismo de
razonamiento, accio´n e interaccio´n de cada agente BDI.
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1. Introduccio´n
Un sistema multiagente puede concebirse como una organizacio´n artificial formada por individuos
dotados de algunas habilidades. Los individuos pueden compartir objetivos comunes o cada uno de
ellos puede tener asignadas metas diferentes. Si la actitud es cooperativa pueden interactuar para
brindar y recibir colaboracio´n. La colaboracio´n resulta particularmente u´til cuando los agentes tienen
habilidades diferentes, porque permite resolver problemas que ninguno de los miembros de la organi-
zacio´n podrı´a resolver individualmente. Como contrapartida, exige resolver los conflictos que puedan
surgir como consecuencia de la interaccio´n.
En nuestra lı´nea de investigacio´n consideramos que un agente es una entidad artificial con un propo´sito
asignado, algunas habilidades y un comportamiento que combina reactividad, proactividad, autonomı´a
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y racionalidad. La autonomı´a le permite tomar decisiones referidas a co´mo actuar considerando su
propo´sito y su conocimiento acerca del entorno. La racionalidad favorece seleccionar buenas deci-
siones.
Los modelos basados en creencias, deseos e intenciones (BDI) intentan capturar la actitud mental
de un agente racional que selecciona en cada momento una accio´n a realizar de acuerdo a la meta
perseguida. En un ambiente cooperativo el razonamiento de cada agente BDI involucra deliberacio´n
y planificacio´n, pero se agrega adema´s cierto compromiso social. En este trabajo el compromiso
social permite que cada miembro del sistema pueda brindar y solicitar colaboracio´n participando en
dia´logos deliberativos. Cuando se produce un conflicto el dia´logo se transforma en negociacio´n y los
interlocutores intentan alcanzar una solucio´n adecuada para ambos.
La autonomı´a individual y el compromiso social son dos propiedades que se contraponen. La primera
permite que cada agente actu´e guiado por sus propias metas, de manera independiente al entorno al
que pertenece. El compromiso social restringe el modo en que los agentes interactu´an e influye en el
comportamiento individual limitando el nivel de autonomı´a.
Nuestro trabajo esta´ orientado al disen˜o de un algoritmo que permita modelar el comportamiento
de un agente BDI colaborativo, tanto cuando actu´a como iniciador de la interaccio´n y como cuando
interviene como colaborador. Estamos abocados adema´s a la elaboracio´n de un protocolo de inter-
accio´n que permita especificar las diferentes alternativas a trave´s de las cuales puede evolucionar un
dia´logo, comenzando siempre como un proceso deliberativo y transforma´ndose en ocasiones en una
negociacio´n.
La introduccio´n de normas, roles y relaciones condiciona las formas de intervencio´n de cada agente
en el dia´logo y restringe el comportamiento individual. La estructura que relaciona a los roles es fija,
pero la asignacio´n de roles es dina´mica y depende de los planes ejecutados hasta el momento por cada
uno de los miembros de la organizacio´n.
2. El modelo BDI
El modelo BDI brinda los elementos esenciales para representar la actitud mental de un agente
racional que actu´a en un ambiente dina´mico, sujeto a cambios bruscos y frecuentes. Las creencias
conforman el conocimiento del agente acerca del mundo. Sus deseos e intenciones se refieren al
estado que desea alcanzar y representan sus motivaciones y compromisos. La capacidad efectora
esta´ constituida por el conjunto de acciones que es capaz de ejecutar.
En nuestro trabajo las creencias van a ser representadas a trave´s de un Programa en Lo´gica Rebatible,
(Φ,∆), en el cual Φ es un conjunto consistente de hechos y and ∆ un conjunto de reglas rebatibles.
La descripcio´n detallada de DeLP puede obtenerse en [2]. Los deseos de un agente se representan
como un conjunto de literales. Una intencio´n es un literal especı´fico, seleccionado dentro del conjunto
de deseos como una meta comprometida.
Las habilidades de un agente quedan establecidas por un conjunto de acciones Γ que le permiten
cambiar el mundo. Como se establece formalmente en [1] cada accio´n tiene asociado un conjunto de
precondiciones, un conjunto de restricciones y un conjunto de consecuencias. El efecto de ejecutar
una accio´n provoca un cambio en las creencias acerca del mundo de acuerdo a las consecuencias
establecidas.
Un aspecto central para modelar racionalidad es entonces la vinculacio´n entre conocimiento y accio´n.
Un agente BDI va a estar dotado de cierto nivel de razonamiento pra´ctico que le permite seleccionar la
accio´n ma´s adecuada a partir de su conocimiento respecto a sus metas y al estado del entorno en el que
se haya situado [8]. Es decir, la capacidad cognitiva del agente es la que le permitira´ actuar adecuada-
mente en cada contexto particular. El razonamiento pra´ctico involucra dos procesos fundamentales:
deliberacion y razonamiento sobre medios y fines. La deliberacio´n permite decidir que´ metas van a
perseguirse, el razonamiento sobre medios y fines determina co´mo van a alcanzarse.
En nuestro trabajo partimos de la formalizacio´n propuesta en [5] para modelar el estado y el compor-
tamiento de un agente BDI en un momento determinado. Cada agente determina un nuevo conjunto
de creencias a partir de una funcio´n de revisio´n de creencias, brf , que se evalu´a sobre las percep-
ciones P y creencias actuales. La funcio´n de generacio´n de opciones, options, mapea los conjuntos
de creencias y de intenciones en el conjunto de deseos. La funcio´n de deliberacio´n, deliber, genera
el conjunto de intenciones a partir de las creencias, deseos e intenciones previas. La funcio´n plan
retorna una secuencia de acciones a partir del conjunto de creencias y de la intencio´n comprometida.
En aplicaciones en las cuales el entorno sufre cambios frecuentes, el algoritmo puede ser refinado
progresivamente para incorporar reactividad y reconsideracio´n de intenciones. En este caso, la op-
eracio´n execute no abarca al plan completo, sino que luego de ejecutar cada accio´n individual se
percibe y analiza la necesidad de ajustarlo. La reconsideracio´n de intenciones permite tomar ventaja
de los cambios y aprovechar nuevas oportunidades.
Nuestra lı´nea de investigacio´n propone una alternativa a este modelo en la cual los deseos de un agente
no se determinan a partir de las creencias actuales y las intenciones previas, sino que se perciben como
necesidades en el entorno. Esto es, la funcio´n options(B, I) se elimina y en su lugar los deseos se
actualizan a partir de una funcio´n de revisio´n de deseos que considera la percepcio´n P .
Consideramos que el conjunto de metas que un agente percibe e incorpora a sus deseos se corresponde
con las acciones que es capaz de ejecutar. Esto no garantiza que se pueda construir un plan ejecutable,
el conjunto de creencias puede resultar insuficiente. Decimos entonces que el plan esta´ incompleto. La
operacio´n de deliberacio´n se modifica tambie´n porque no considera las intenciones alcanzadas previ-
amente sino que selecciona una nueva intencio´n considerando exclusivamente las metas asignadas y
las creencias actuales.
El modelo BDI es abstracto, no especifica co´mo se representa el conocimiento de un agente, ni pro-
pone un mecanismo deliberativo concreto o una estrategia de planificacio´n especı´fica. La seleccio´n
de intenciones puede realizarse de diferentes maneras, una de ellas es que todos los deseos tengan la
misma importancia, otra, asociarle a cada una de ellos una prioridad.
En nuestro trabajo, adoptamos un mecanismo de planificacio´n basado en argumentacio´n rebatible, tal
que, cuando un agente a adopta una intencio´n ι, y ι no esta´ garantizada por (Φ,∆) a busca una accio´n
A en Γ que modifique las creencias de forma tal que pueda obtenerse un argumento sin derrotadores
que soporte a ι. Si A no puede ejecutarse porque sus precondiciones no esta´n garantizadas, a elabora
una secuencia de acciones que le permitan establecerlas. La secuencia completa, incluyendo a A,
conformara´ un plan para ι.
Cuando un agente forma parte de un sistema y sus capacidades resultan insuficientes para completar
un plan, puede solicitar colaboracio´n. Como contrapartida, sus acciones pueden interferir con los
planes de los dema´s miembros. Si su actitud es cooperativa, brindara´ colaboracio´n cuando reciba
requerimientos y solicitara´ autorizacio´n para provocar cambios que puedan afectar a otros.
Ası´, en un sistema multiagente la representacio´n de la capacidad cognitiva no so´lo determina relacio´n
entre conocimiento y accio´n, sino que tambie´n influye en la interaccio´n con otros agentes. Nuestro
trabajo adopta la propuesta presentada en [?] para representar el conocimiento de un agente social.
Las creencias individuales de cada agente esta´n integradas por sus creencias especı´ficas, las creencias
compartidas con cada uno de los otros miembros del grupo y el conjunto de creencias compartido
global. Cada conjunto de creencias individual es consistente.
3. Colaboracio´n entre agentes BDI
El plan de un agente individual se construye considerando u´nicamente sus creencias, intenciones y
habilidades. Cuando un agente forma parte de un sistema, puede inteactuar con otros miembros del
sistema en el que participa y aprovechar sus creencias y sus habilidades.
La interaccio´n aumenta las posibilidades de alcanzar las metas comprometidas, pero exige como
contrapartida considerar el impacto que el comportamiento social provoca sobre la representacio´n del
conocimiento, el mecanismo deliberativo, el proceso de planificacio´n y el modelo de comportamiento
de cada agente individual.
En nuestro trabajo la interaccio´n se estructura en dia´logos entre agentes que buscan colaborar en-
tre sı´ para aumentar sus capacidades individuales. Un agente iniciador realiza una convocatoria al
dia´logo a trave´s de un mensaje que envı´a a los dema´s miembros del sistema. Cada receptor responde
al requerimiento manifestando su disponibilidad para colaborar, su incapacidad para hacerlo o rec-
haza´ndolo porque provoca conflicto. El iniciador entablara´ un dia´logo con uno de los agentes que se
manifestaron disponibles para colaborar.
El comportamiento de los interlocutores sigue siendo racional. Esto es, como antes cada individuo
debe balancear el esfuerzo que dedica a elaborar un plan efectivo, en relacio´n al tiempo que emplea en
ejecutarlo. En un dia´logo, adema´s, cada agente destina recursos para solicitar y brindar colaboracio´n,
nuevamente es importante que mantenga un equilibrio entre la interaccio´n y la ejecucio´n de sus planes.
Un dia´logo deliberativo comienza con un problema abierto, de naturaleza pra´ctica y la meta es una
decisio´n acerca de co´mo actuar [9]. La interaccio´n puede fracasar, transformarse en negociacio´n
o concluir en forma existosa. La negociacio´n comienza cuando se produce un enfrentamiento entre
las motivaciones individuales. El proceso diale´ctico puede pensarse como una bu´squeda que intenta
encontrar una solucio´n adecuada para ambos. La bu´squeda tambie´n puede fracasar o tener e´xito.
Cada forma de dia´logo, deliberacio´n y negociacio´n, va a estar modelada a trave´s de un diagrama de
secuencia en UML que describa las diferentes alternativas de acuerdo a las cuales puede evolucionar
la interaccio´n.
Un dia´logo termina exitosamente si se encuentra un plan conformado por acciones que los interlocu-
tores esta´n dispuestos a ejecutar y que les permiten alcanzar un acuerdo compartido. En este trabajo
los agentes intercambian propuestas y contrapropuestas intentando hacer efectiva la colaboracio´n.
Como en una organizacio´n humana, la especificacio´n de normas, roles y relaciones permite balancear
la autonomı´a con el compromiso social que impone formar parte de un grupo. El comportamiento
individual y la interaccio´n queda determinado por la relacio´n entre los roles que ocupan los inter-
locutores durante el dia´logo. Esto es, la estructura en la cual se relacionan los roles dentro de la
organizacio´n, restringe las locuciones posibles en determinados momentos del dia´logo. La autonomı´a
sigue siendo una cualidad importante, pero restringida al comportamiento esperado para el rol en el
contexto que determina la estructura de relaciones.
Nuestro trabajo se orienta tambie´n a la introduccio´n de normas, roles y relaciones en la representacio´n
del sistema de agentes, la modificacio´n del comportamiento individual de cada uno y del protocolo
de interaccio´n. Las normas y la estructura que relaciona a los roles es fija adoptando la propuesta pre-
sentada en [4]. Los roles se asignan dina´micamente considerando las aptitudes de los interlocutores.
La evolucio´n de cada dia´logo particular va a quedar determinada por el protocolo de interaccio´n y la
relacio´n entre los roles especı´ficos que ocupan los interlocutores. La iniciacio´n de un dia´logo depende
del comportamiento individual del agente que solicita colaboracio´n y del que la brinda.
4. Conclusiones
En un sistema multiagentes un grupo de entidades auto´nomas pueden cooperar en la resolucio´n de
un problema que escapa a las capacidades individuales de cada uno. En un ambiente cooperativo
el razonamiento de cada agente BDI involucra deliberacio´n y planificacio´n, pero se agrega adema´s
cierto compromiso social. En este trabajo el compromiso social permite que cada miembro del sistema
pueda brindar y solicitar colaboracio´n participando en dia´logos deliberativos. Cuando se produce un
conflicto el dia´logo se transforma en negociacio´n.
La autonomı´a individual y el compromiso social son dos propiedades que se contraponen. La primera
permite que cada agente actu´e guiado por sus propias metas, de manera independiente al entorno al
que pertenece. El compromiso social restringe el modo en que los agentes interactu´an e influye en el
comportamiento individual limitando el nivel de autonomı´a.
El algoritmo que modela el comportamiento tiene que considerar las dos formas de acuerdo a las
cuales puede interactuar. Esto es, como iniciador de un dia´logo o como colaborador. Cuando un agente
adopta una intencio´n que corresponde a una meta propia y elabora un plan que no esta´ completo,
realiza una convocatoria al dia´logo que puede concluir en forma exitosa o no.
En el caso de que la intencio´n comprometida corresponda a un requerimiento de colaboracio´n el
agente adopta la posicio´n opuesta en el dia´logo. Esto es, manifiesta su disposicio´n a colaborar y
queda a la espera de que se entable un dia´logo deliberativo.
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