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For the Ore extension R[t; S, D], where R is a prime ring, we determine the 
center, the extended centroid, and the X-inner automorphisms. Theresults depend 
on the structure of ideals ofR[t; S, D]. 1:) 1992 Academic Press, Inc. 
Let R and Q,(R) denote a prime ring and its symmetric Martindale 
quotient ring, respectively. The center of Q,(R) is called the extended 
centroid ofR. Recall that an automorphism c of R is X-inner if c becomes 
inner when extended to Q,(R). In recent years, the X-inner automorphisms 
and the extended centroid were computed for several kinds of rings exten- 
sions such as crossed products [21, 223, enveloping rings [24], and 
coproducts [ 15, 161. The aim of this paper is to deal with similar questions 
for Ore extensions R[t; S, D], where S is an automorphism and D an 
S-derivation of R. In particular theresults obtained are generalizations of 
[20, 171. 
It is well known that Ore extensions play an important role while 
investigating cyclic algebras, enveloping rings of solvable Lie algebras, 
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group rings, crossed products.... Moreover they give anatural method of 
constructing examples and counter-examples (cf.,.g., [3, 73). In case R is 
a simple ring the properties of Ore extensions were studied, in particular, 
by S. A. Amitsur [l, 21, P. M. Cohn [6,7], and G. Cauchon [4]. 
In order to get he main results we investigate, in hesecond section f
the paper, the structure of ideals ofR[t; S, D]. To do this it is necessary 
to extend R to Q,(R) and to study the overring Q,(R)[t; S, D]. The main 
result inthis ection gives necessary andsufftcient co ditions, i  terms 
of properties of S and D, for R[t; S, D] to have R-disjoint deals 
(Theorem 2.6). The methods we use are based on [4, 121. 
The above considerations enable us to describe, in Section 3,the center 
of R[t; S, D] (Theorem 3.7) and to prove that he extended centroid of 
R[t; S, D] is isomorphic to ZZ -I, the field ofquotients of the center Z of 
Q,(R)t-c S, 01. 
In the final part, we describe X-inner automorhisms 0 of R[t; S, D] 
stabilizing R. For doing this we consider overrings 
RCt; S, 01 = QAWCC S, 01 c Q,(Q,(R)Ct; S, 01). 
In this etting we show that acan be written asa product a =a, a2 where 
a1 is induced bya conjugation by a unit uof Q,(R) and a2 is a conjugation 
by P, a manic invariant polynomial of Q,(R)[t; S, D]. 
1. PRELIMINARIES 
Throughout the paper, R will denote a prime ring, T= Q,(R) (resp. Q,) 
its ymmetric (resp. left) Martindale ring of quotients, Z(R) will stand for 
the center ofR, and C(R) for its extended centroid equal, bydefinition, to 
Z(T). The unspecified term“ideal” will mean “two-sided ideal.” 
Recall that Q, = l&r,,, Hom( RZ, RR), where 9 is the filter of all non- 
zero two-sided ideals ofR. T is the subring ofQ, consisting of elements q 
for which there exists a non-zero two-sided ideal I of R such that ql E R. 
In the following lemma we collect basic properties of T and Q, which will 
be used frequently. 
LEMMA 1.1 (see [9, 25, IS]). (1) For any ql, . . . qn in Q, (resp. in T) 
there xists a non-zero ideal Iof R such that Iqi c R (resp. and q,Zc R) for 
all iE { 1, 2, . . n}. 
(2) Zf Zq = 0 or qZ= 0 for some q E Q, and non-zero ideal Z of R then 
q = 0. 
(3) Zf Z is a non-zero ideal of R and a: I+ R is a homomorphism of 
left R-modules, then there xists qE Ql such that a(x) = xq for all x E I. 
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(4) C(R) is a field. 
(5) Let 0 #v E Ql. If Rv = vR, then v belongs to T and is invertible 
in T. 
Let us recall that an element v ET such that Rv = vR is called a normal 
element inT. 
For any invertible element DE R, Z, will stand for the inner auto- 
morphism induced byv, i.e., Z,(x) = VXK’ for all xE R. 
Throughout the paper S will denote an automorphism of R and D a 
S-derivation of R. Recall that he S-derivation D is an endomorphism of 
the additive group of R which satisfies 
D(ab) = D(a)b + S(a) D(b) for all a, b E R. 
For WE R, D,,,, will stand for the inner S-derivation determined by w, 
i.e., 0,&x) = wx - S(x)w for all xE R. 
The following property ofS-derivations of prime rings is similar to the 
one of ordinary derivation and we leave its proof as an easy exercise. 
LEMMA 1.2. If D is a non-zero S-derivation of R then the left annihilator 
of D(R) is equal to zero. 
Let us recall that he Ore extension R[t; S, D] is a free left R-module 
with the basis 1, t, t*, .. and multiplication defi ed according to the rule 
tr=S(r)t+D(r) for any rER. For f(t)ER[t;S, D], degf(t) will denote 
the degree off(t). 
Clearly ifR is a prime ring, then R[t; S, D] is a prime ring as well, and 
it is well known that both Sand D can be uniquely extended toT= Q,(R), 
the symmetric Martindale ring of quotient ofR, and to Q,, the left 
Martindale ring of quotient ofR. Thus we can consider the overrings 
TCt; S, 01, Q,[t; X 01, QANt; S, Dl), and Q,(Ut; S, D)l of RCt; S, 01. 
We close this ection with the following twotechnical results. 
LEMMA 1.3. Let f(t) EQ, [t; S, D]. Suppose that there exists an 
automorphism cpof R such that f(t)x= C&X) f(t) for all XE R. Then 
(1) f(t) ETCt; S, 01. 
(2) The leading coefficient of f(t) is invertible in T.
(3) f(t)x= rp(x) f(t) for all XE T. 
Proof: Letf(t)=~~=“=,a,t’EQ,[t;S, D] with a,#O. 
(2) Let x E R. Then the leading coefficient of f(t)x is equal to 
a,S*(x). Hence, because f(t)x =cp(x) f(t), a,S”(x) =cp(x)a, for all 
x E R. Now Lemma 1.1(5) implies that a, E T is invertible. 
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(1) By the above a, E T. Suppose that a,, a,-, , . . . a, _ k + , E T for 
someO~k~~.Since,cp~Aut(R)andaj~Q,,O~i~m,Lemma1.1(1)can 
be used to find a non-zero ideal J of R such that 
u,JcR for m-k+l<idm and q(J)uj c R for Odj<m. 
Let 9 denote the set of endomorphisms of the additive group of R 
consisting of all finite sums of products of length not greater than m of 
maps S and D. 
Since S(S ~ i(J) J) c J and D(S ~ ‘(J) J) c J an easy inductive argument 
and primeness ofR enable us to find anon-zero ideal Z of R such that ZC J 
and p(Z) c J for all pE 9. 
Let x E I. Then, by assumption, f( t)x = q(x) f(t); looking at coefficients 
of t m-k on both sides of this equation we get 
amp,(x)+ “’ + u,~k+,~m~k+,~x~+u,.-kS”~k~x~=~~x~u,~k 
for some suitable pm, . . p, . k + 1 E Y. 
The choice of Z implies that cp(x)u,+, and u,p,(x) belong to R 
for m-k+ldi<m. Therefore u,_kS”-k(Z)CR and umpkET. This 
establishes property ( 1). 
(3) Let x E T and I be a non-zero ideal of R such that Ix c R. Then 
for any y~l we have f(t)yx=q$y)f(t)x and f(t)yx=cp(yx)f(t). This 
means that cp(Z)(f(t)x - q(x) f(t)) = 0. Therefore, because q(Z) is a non- 
zero ideal of R,f(t)x=cp(x)f(t) forall XET. 1 
LEMMA 1.4. Let q be an element in Q,( T[ t; S, D]) and Z be a non-zero 
ideal of R. Zf Zq= 0 then q=O. 
Proof: Suppose that Zq = 0 and let J be a non-zero ideal of T[t; S, D] 
such that qJc T[t;S, D] then O=(Zq)J=Z(qJ). Hence qJ=O and 
q=o. 1 
2. IDEALS IN R[t; S, D] 
Let p(t)6 R[t; S, D]. It is not hard to see that R[t; S, D]p(t) is a right 
R-module (resp. a two-sided i eal of R[ t; S, D] ) if for every xE R there is 
a y E R such that p(t)x = yp(t) (resp. and additionally p(t)t = (bt + a) p(t) 
for some a, be R). Thus the following definitions arise naturally: 
DEFINITIONS. (1) Let p(t)E R[t; S, D], we say that p(t) is a right semi- 
invariant polynomial if for every XE R there exists yE R such that 
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p(t)x =yp(t). Zfadditionally p(t)t= (bt + a) p(t) for some a, b E R then we 
say that he polynomial p(t) is right invariant. 
In the sequel, we will drop the adjective right and speak about semi- 
invariant and invariant polynomials. 
(2) A S-derivation D of R is called quasi-algebraic if there xist an 
endomorphism 0 of R and elements 0 #a,,, a,, _ , 9 . . a,,, bE R with n > 0, 
such that 
n 
ic, a,D’(x) + bD,,,(x) = 0 for all x E R. 
We will see later that hese definitions are trongly related. In particular 
quasi-algebraicness of D implies the existence ofsemi-invariant polyno- 
mials. We have seen that he existence of invariant polynomials yields the 
existence of ideals of R[t; S, D]. The following proposition, crucial inour 
considerations, shows that he converse holds. 
PROPOSITION 2.1. For any non-zero ideal I of R[ t; S, D] there xists a 
unique manic invariant polynomial f,(t) E T[t; S, D] having the following 
properties 
(1) degf,(t)=min{degf(t)If(t)EZ/{O}}=n and every polynomial 
g(t) EI of degree n can be written i the form af,( t) for some a E R. 
(2) 1~ TCt; S, 01 f,(t). 
Proof: Let I be a non-zero ideal of R[t; S, D]. Define n = 
min{degf(t)lf(t)~I\{O}}, E= {f(t)EZldeg f(t)<n}, and J the set of 
leading coefficients of polynomials from E. Clearly E is a left ideal and 
using the fact hat S is an automorphism ofR, it is easy to see that J is 
a two-sided ideal of R. For any a EJ, there exist elements a, = a, 
a ” -- 11 “‘9 USER such that C:‘=0 a,t’e E. The choice of n implies that the 
elements a, ~ i, . . a, are uniquely determined bya. This means that the 
maps C(~: J+R, O<i<n, given by ol,(a)=a; (a,=a) are well defined. 
Clearly, these maps are homomorphisms of left R-modules. Therefore there 
exist elements qn= 1, . . q0 E Q, such that ai = m,(a) = aq, for 0 < i< n and 
a E J. 
Define f,(t) = C’=0 qitiE Q,[t; S, D]. The above yields that every ele- 
ment from E has a unique presentation of the form uf,(t) for some UEJ. 
This gives uniqueness off,(t) and proves the statement (1) provided fi(t) 
is an invariant polynomial inT[t; S, D]. 
Let us show that f,(t) belongs to T[t; S, D] and is semi-invariant. 
Since f,(t) is manic, for any XE R we can divide f,(t)x on the right 
by fi(t) getting f,(t)x= S”(x) f,(t)+ r(t) for some polynomial r(t) in 
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Q,[t;S,o] such that degr(t)<degf,(t)=n. For any UEJ, at(t)= 
uf[(t)x - US”(X) fi(t) E Iand deg at(t) < n. The choice of n implies that 
Jr(t) =O. Therefore r(t)=0 and f,(t)x= ,Y(x)f,(t) forall XE R. Now 
Lemma 1.3 implies that in fact f,(t) belongs tor[t; S, O] and is semi- 
invariant i  T[t; S, 01. 
Before proving invariance of the polynomial f,(t), we will show that he 
statement (2)holds. 
Let g(t) E I. Dividing g(t) by f,(t) on the right we get g(t) = 
h(t)f,(t) + r(t) for some h(t), r(t) E T[t; S, D], where deg r(t) < n. 
Let B be a non-zero ideal of R such that Bh(t) cR[t; S, 01. Then for 
any bE B and UES-“(J), we have 
Therefore B (t) Jc Z and the choice ofn implies that Br( t) J= 0. This hows 
that r(t)=0 and g(t)=h(t)f,(t)ET[t;S,D]f[(t). This establishes t  
property (2). 
To finish t e proof, wehave to show that he semi-invariant polynomial 
f[(t) isin fact invariant. 
For UE: J, uf,(t)t~Z. Property (2) then shows uf,(t)t=(ut+q)f,(t) for 
some qE T. On the other hand,f,(t)t=(t+q’)f,(t)+r(t) for some q’E T 
and r(t) GT[t; S, O] such that deg r(t) < deg f{(t) = n. 
Hence ur(t) = (at + q)f,(t) - u(t + q’)f,(t) = (q - uq’)f,(t). Since 
deg ur(t) < deg f,(t) and f,(t) ismanic one gets q= uq’ and ur(t) = 0. This 
yields Jr(t) = 0. Therefore r(t) =0 and fi( t) t= (t +q’) f,(t). It means that 
f,(t) isinvariant. 1 
COROLLARY 2.2. For any two-sided i eal Iof T[t; S, D] there xists a 
manic invariant polynomial f(t) in T[t; S, D] such that 
(1) degf(t)=min{degh(t)~h(t)~Z\(O}}. 
(2) 1~ TCt; S, 01 f(t). 
Proof: It is straightforward to verify that I’= In R[t; S, D] is a 
non-zero ideal of R[t; S, D] satisfying min{deg h1 h E Z\(O) } = 
min{deghIhEZ’\{O}} and the polynomial f(t) =f,,(t) has the desired 
properties. i 
Now we will look more carefully at relations between quasi-algebraicness 
of D and existence of manic semi-invariant polynomials. 
LEMMA 2.3. Let p(t) = C:=0 qit’, n Z 1, be a manic semi-invariant poly- 
nomial in R[t; S, D]. Then C?=, q,D’(x) + Dy,,sn(x) = 0 for all XE R and D 
is a quasi-algebraic S-derivation of R.
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Proof. By the definition of semi-invariance, for any xE R there exists 
y E R such that p(t)x = yR(t). Since p(t) is manic we obtain y =Sri(x). Now
one can verify that comparison ofthe coefficients of degree zero in the 
equation p(t)x = S’(x) p(t) gives precisely the thesis ofthe lemma. 1 
The following proposition shows that a partial converse ofthe above 
lemma holds. 
PROPOSITION 2.4. Suppose D is a quasi-algebraic S-derivation of R then 
there xists a manic semi-invariant polynomial p(t) = XI= 0 q, t’ ET[ t; S, D] 
such that deg p(t) > 1 and 
i q,D’(x) + D ,,,Jx) = 0 
i= 1 
for all x E T. 
Proof: Throughout the proof End(R, +) will stand for the ring of 
all endomorphisms of the additive group of R. Let n 2 1 be the minimal 
number such that here exist anendomorphism 8 of R and elements a, # 0, 
a, - 1, . . a,, b E R such that 
n 
c aiDi + bD,O,O = 0 in End(R, +). 
i=l 
Let I= {c=c,ERI~c,- 1, . . c,ER: C;=I c,D’+c,D,,,=O~. 
It is clear that Iis a non-zero left ideal of R. We will show that Iis in 
fact a two-sided ideal of R. 
For x E R, L, E End(R, +) will denote the left multiplication by x. It is 
easy to verify that he identity 
D L = Lx,, ’ D + LD(,, (1) 
holds in End(R, + ) for all xE R. 
Let CE I and XE R. Then by definition of I,XI= I c,D’+ c,D,,,,=O for 
some c = c,, .. co E R. Thus also C’= , ci D’L, + c0 D,, e L, = 0. By making 
use of (l), the last equation can be written in the form 
cS”(x)D”+d,~,D”~‘+ ... +d,D+L=~=,,,,,,(,,+c,D,,,L,=O 
for some d,, ~ , , . . do E R. Hence 
cS”(x)D”+d,-,D”-‘+ ... +d,D 
+L,:=, c,~‘(x)+co~o~,s(.r) + co@)D,,, = 0 
and 
cSn(x)Dn + d,p 1 D”- ’ + ... + d, D + coO(x)D,,, = 0. 
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This shows tht cSn(x) EI. Because cE I and x E R were arbitrary and S 
is an automorphism ofR, the above yields that Iis a two-sided i eal of R. 
Now we are in position toassociate to D a manic semi-invariant polyno- 
mial. The choice of n implies that for c E Z, the elements c = c,, c, _ , , . . ci , 
such that Cr=, ciDi + coDrro,o = 0 for some c0 E R are uniquely determined 
by c. Moreover if Cl= i c,D’+ cbD,,, = 0 then (cO - c~)D~,,~ = 0. Hence by 
Lemma 1.2, c0 = cb provided Dao,@ ~0. The above shows that he maps a;: 
I -+ R, 0 < i < n, given by mi(c) = ci for 1 6 i d n and aO(c) = c0 if Dao,o # 0 
or cc,(c)=0 if D,,, = 0 are well defined. Clearly these maps are 
homomorphisms of left R-modules. Thus there are elements qn = 1, 
qn- I, ...> 41 qbEQ, such that for all Cal, ci=cr,(c)=cq,, 1 ,<idn, 
and c0 = OLJ c) = cqh. Hence for any CE I and yt~ R we have 
c(D”+q,~,D”-’ + ... +qlD+q~D,,,o)(y)=O. Therefore 
(D”+q,-,D”-‘+ ... +q,D+q;D,,,)(y)=O for every PER. (2) 
Let p(t) = CrZO qit’E Q,[r; S, D], where q. = qba,. We will show that 
the manic polynomial p(t) satisfies the conditions of the proposition. 
For any k 2 0 and 0 < i Q k, define Jr E End(R, + ) as the sum of all 
products of length k with i letters S and (k-i) letters D.It is straight- 
forward to verify that he following generalized L ibniz’s formula holds: 
okby) = c f”(x) D’(Y) forevery x, y E R. (3) 
,=O 
Substituting y byxy in (2) and using (3) we get, for any x, y E R 
0 = i qk i f:(x) D’(Y) + c&W) D,,,(y) + qbD,,&) y 
k=l i=O > 
= i$l (ii qkf:(n)) Di(Y) + k$l qkDk(X)y 
+ qb O(x) D,,,(Y) + qb&,&) y = 0. 
Hence, because of (2), 
$, (~iqk~r(X,)D.(Y)+tbB(X)D,.u(l.)=O forall x, YER. (4) 
On the other hand, multiplying theformula (2) by Sri(x) onthe left we get 
Sri(X) i qiD’(Y) + S”(X) qbD,,e(Y)=O 
i= 1 
for all x, y E R. 
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n-1 n 
,C, (~~j4*1*(X)-S"(J)pi)Ui(g)+(qbe(x)-S"(x)q~)D,,,,(1.) 
=o for all x, y E R. 
For x fixed, one can multiply this equation the left byan appropriate 
ideal Z(x) of R and obtain similar equations but with coefficients n R. 
From these formulas, thechoice ofn, and Lemma 1.1(2), it follows easily 
that for any XE R: 
(i) C;=Iqkff((x)=Sn(x)qifor lf <n--1; 
(ii) (q;@(x) - S”(x)qb) D,,,,(y) = 0 for all YE R. 
If Da. H = 0 then qb = 0 and the relation (i)implies p(t)x = Sri(x) p(t) for 
all xE R. 
Suppose Dao,O # 0. Then by Lemma 1.2 and (ii), qbd(x) = Sn(x)qb for 
x E R. Hence, for all xE R, 
W,,,(x) = haox - qb&x)a, = qbaox - S’(x) q&o = D+o,.dx). 
all 
Therefore making use of the identity (2)we have D”(x) + q+ 1 D”- ‘(x) 
+ ... +qP(~)+D,~m,,s Jx) = 0 for all xE R. This property ogether with 
(i) says exactly that p(t)x = Y(x) p(t) for all xE R. Now the fact that p(t) 
belongs toT[t; S, D] and is semi-invariant is a consequence of Lemma 1.3. 
The last statement of he proposition follows directly from Lemma 2.3. 1 
In the case when R is a simple ring, the above proposition was proved 
in [ 13, Chap. 11. The proof presented h re is an adaptation of the original 
argumentation. 
The manic semi-invariant polynomial constructed in the proposition is 
not uniquely determined by D. In fact, let p(t) be a manic semi-invariant 
polynomial of degree n b 1. Suppose that S” is an inner automorphism 
determined by an invertible element a ET. Then p(t) + a is also amanic 
semi-invariant polynomial of debree n (cf. also Proposition 2.10 in [ 111). 
In the sequel, we will need some additional properties of manic 
semi-invariant polynomials. 
LEMMA 2.5. Suppose that p(t) = x7= ,, a,t’ E T[ t; S, D] is a monk semi- 
invariant polynomial. Letc = a,, ~, - S(a, ~, ) and d = - D(a,) - ca,,. Then 
(1) S”DS-“-D=D,,, 
(2) g(t) = P(t)t- [P(l) - cp(t) is asemi-invariant polynomial. Moreover 
<f g( t) # 0 then the leading coefficient of g(t) is a unit in T. 
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If p(t) is of minimal degree among the manic semi-invariant polynomials 
of non-zero degree, then: 
(3) For any 13 1 
p(t)’ t - tpW’= T,,Y(c) p(t)‘+ T,,.(d) p(t)‘- ,
where for XE R, T,,&x) =x + Sri(x) + SZn(x) + . . . + S(l-l)“(x) 
(4) dx=S”+‘(x)dfor any XER. 
Proof Notice that because the semi-invariant polynomial p(t) is manic 
p(t)x =P(x) p(t) for all xE T. 
(1) A direct omputation shows that 
p(t)t-tp(t)=(a,P,-S(a,P,))t”+ ... +(a,-S(a,)-D(a,))t-D(a,) 
= ct”+ ... -D(a,). (1) 
For a E T one has p(t)a = Sri(a) p(t), hence 
(p(t) t- tp(t))a = p(t) ta - tS”(a) p(t) = p(t)(S(a) t + D(a)) - W(a) p(t). 
By making use of (1 ), we obtain 
(ct”+ ... - D(a,))a = S”+ ‘(a) p(t) t+ S”(l)(a)) p(t) - tS”(a) p(t), 
i.e., 
cS”(a) t” + . . . = S n+‘(a) p(t)1 + SWa)) At) 
-S”+ ‘(a) tp(t) -D(Y(a)) p(t) 
and so, 
cS”(a)t” + . . . = S n+ ‘(a)(p(t)t - p(t)) + (Snota) - oS”(a)) P(t). (2) 
Using once more the quation (1) one gets 
cS”(a)t”+ ... =S “+‘(a)(ct”+ ... -D(a,)) 
+ (S”D(a)-DS”(a))(t” + a,-, t”-’ + ...). 
A comparison of the leading coefficients giveus
cS”(a) = S”+ ‘(a)c + S”D(a) -E?“(a) for all aE T. 
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Since S is an automorphism of T one can rewrite this equation i the form 
cu - S(u)c = S” DS +(a) - D(a) for all UE T, 
i.e., S” DS -’ - D = D,.,.. 
(2) Equation (2) can now be written in the form 
b(t)t-Mt)b= S”+‘(a)(P(~)f- v(t)) 
+ (cY(u) - S”+ ‘(u)c) p(t) for every a E T 
i.e., 
Mt)t- tP(t))u=S”+‘(u)(P(t)t- v(t)-cP(t)) 
+ cS”(a) p(t) for every a E T. 
But cS”(u) p(t) =cp(t)u, hence 
Mt)t- ~P(t)-cP(t))u=S”+‘(u)(P(t)t- v t)-v(t)) for every a E T. 
Therefore thepolynomial g(t) = p(t) t -tp( t) -cp( t) is semi-invariant and 
satisfies g(t)u= S”+‘(u) g(t) for all UE T. Now the fact hat he leading 
coefficient of g(t) is invertible in T, provided g(t) # 0, follows from 
Lemma 1.3. This establishes t  statement (2). 
Now assume that p(t) is of minimal degree among the manic non- 
constant semi-invariant polynomials. 
(3) Let g(t) denote the semi-invariant polynomial constructed in (2). 
Suppose that g(t) # 0 and let Adenote the leading coeflicient of g( ). Itis 
straightforward to verify that deg g(r) < deg p(t) = n and A-‘g(t) isa 
manic semi-invariant polynomial. Thechoice of n then implies that 
A- ‘g(t) = 1, i.e., g(t) E T. Thus Eq. (1) in statement (1) above shows 
that the constant term of g(t) = p(t) t -tp(t) - cp( t) is equal to d= 
-D(Q) - cu,. Hence A = d = - D(u,) -cu, =g(t) and p(t) t - tp( t) =
g(t) + cp(t) = cp(t) + d= T,,,.(c) p(t) + T,,,,(d). This provides the proof of 
the statement (3)for I= 1. 
Suppose that he statement (3) holds for some 12 1. Then p(t)‘+ ’ t =
p(t)(p(t)‘f)=p(t)(tp(t)‘+ T, sn(c)p(t)‘+ T,,“(d) p(t)‘-‘). Therefore ~(t)‘+‘t 
= zp( t)I+ 1+ (CP(~) +4 p(t$+ WT,,.dc)) P([)‘+’ + Sn(T,,.4d)) p(t)’ and 
so, p(t)‘+ I 2 =q(t)‘+ ’ (S”(Tw(c)) + cl p(t)‘+ ’ + (S”(T,,s44) + d At)‘. 
It means that p(t)‘+’ t- TV’+’ = T,, &c) p(t)‘+’  T,+,.,(d) p(r)‘. 
This establishes t  proof of (3). 
(4) We have shown in (3) that g(t) = d. The statement (4)is now a 
direct onsequence of (2). 1 
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We will say that an ideal of R[t; S, D] is R-disjoint f In R = (0 >. Now 
we are ready to prove the main result ofthe section. 
THEOREM 2.6. For the ring R[t; S, D], the following conditions are 
equivalent : 
(1) There xists a non-zero R-disjoint deal ofR[t; S, D]. 
(2) There xists a non-zero T-disjoint deal of T[t; S, D]. 
(3) There exists a manic, non-constant invariant polynomial in 
T[t; S, D]. 
(4) There exists a manic, non-constant semi-invariant polynomial in
T[t; S, D]. 
(5) D is a quasi-algebraic S-derivation of T. 
Proof: The implication (1)+ (3) is given by Proposition 2.1. Implica- 
tions (3) -+ (2), (2) + (1) and (3) + (4) are clear. Therefore inorder to 
establish theequivalence of statements (1) t (4), it is enough to show that 
(4) implies (2). Let p(t) be a manic semi-invariant polynomial ofmini- 
mal non-zero degree, say deg p( t) = n. Consider Z= {h(t) E T[ t; S, D] 1 
h(t) T[ t; S, D] c T[ t; S, D] p(t) >. Clearly I is a T-disjoint two-sided i eal 
of T[t; S, D]. Moreover, since p(t) is manic, Iis T-disjoint. We will show 
that p(t)” E I. Lemma 2.5(3) implies that p(t)” t E T[t; S, D] p(t)” ~ I. There- 
fore p(t)” t’E T[t; S, D] p(t)“-‘c T[t; S, D] p(t) for O<i<n- 1. Since 
p(t) is semi-invariant, the above shows that p(t)” g(t) ET[t; S, D] p(t) for 
all g(t) ET[t; S, D] of degree not greater than n - 1. 
Suppose that g(t) ET[t; S, D] and deg g(t) > n. Since p(t) is manic we 
can divide g(t) on the right by p(t) getting g(t) = h(t) p(t) + r(t) for some 
h(t), r(t) E T[t; S, D] with deg r(t) < n. 
Since deg r(t) < n, we know that p(t)” r(t) E T[t; S, D] p(t), so 
p(t)“g(t)=p(t)“h(t)p(t)+p(t)“r(t)ET[t;S,D]p(t). This yields that 
p(t)” E I. Now the fact hat p(t)” is a manic polynomial implies that 1is a 
non-zero T-disjoint deal. This establishes the proof of implication (4)+ (2) 
and gives equivalence of conditions (1) t (4). 
By Lemma 2.3, (4) implies (5). Thus in order to finish the proof it is 
enough to show that (5) implies one of the equivalent conditions (1) +- (4). 
Suppose that D is a quasi-algebraic S-derivation of T. Then in virtue of 
Proposition 2.4there is a manic semi-invariant polynomial of non-zero 
degree p(t) EQs( T)[t; S, D]. (Let us recall that for a prime ring A we 
denote by Q,(A) the symmetric Martindale ring of quotient of A. So 
Qs( T) = Qs(Qs(R)).) Now applying the equivalence (4) f-t (1) for R 
replaced byT, we get that here is a non-zero T-disjoint deal of T[t; S, D]. 
This provides the proof of the theorem. m
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If R is a simple unital ring then T= R. Therefore the above theorem 
gives us immediately thefollowing. 
COROLLARY 2.7. Suppose that R is a simple ring. The following condi- 
tions are equivalent: 
(1) R[t; S, D] is a simple ring. 
(2) D is not a quasi-algebraic S-derivation of R.
This corollary wasproved by Lemonnier 11131. The proof he used was 
quite involved and used different notions such as triangular extensions, 
Krull dimension, . . The proof we presented is elementary ndis a simple 
adaptation of the one given in [12]. 
The above theorem shows the importance of semi-invariant polynomials 
while investigating ideals ofR[t; S, D]. The following proposition gives a 
complete d scription of such polynomials. Recall that for an invertible 
element c ET, I,. stands for the inner automorphism determined by c. 
PROPOSITION 2.8. Let p(t) ET[t; S, D] be a manic semi-invariant 
polynomial ofminimal non-zero degree (we assume that here xists such a 
polynomial ). Then: 
(1) If g(t) ET[t; S, D] is a manic semi-invariant polynomial, then 
there xist elements cO, .  .  c, E T such that g(t) = C:= 0 cip( t)i. Moreover if 
ci # 0 for some 0 < i< r then c, is invertible in T and S”- ‘* = I,, where 
m=degg(t), n=degp(t). 
(2) If additionally the automorphism S commutes with D then 
- p>O then p(t) has the form Cr=, citP’+ a,, a,, C-ET (i) IfcharT- 
I . 
(ii) ZfcharT=Othenp(t)=t+a,forsomeaOET. 
Proof Since g(t) is manic semi-invariant we have g(t)x = Y(x) g(t), 
VXE T. 
(1) We will prove statement (1) by induction m = deg g(t). 
If m = 0 then g(t) = 1 = c,, and there is nothing to prove. Assume now 
that deg g(t) =m > 0 and that statement (1) holds for any manic semi- 
invariant polynomial h(t) ET[ t; S, D] such that deg h(t) < m. Since p(t) is 
a manic polynomial, we can divide g(t) by p(t) on the right getting 
g(t) =q(t) p(t) +r(t) for some q(t), r(t) ET[t; S, D] with deg r(t) < n. 
Moreover since g(t) and p(t) are manic, so is q(t). Let XE T, one has 
F(x) g(t) = g(t)x = q(t) p(t) x + r(t) x = q(t) P(x) p(t) + r(t)x and 
Sm(x) g(t) = Sm(x) q(t) p(t) +Sm(x) r(t). Therefore, by comparing these 
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two expressions of Sm(x) g( 1) one obtains (q(t) P(x) - Sm(x) q(t)) p(t) =
Sm(x) r(t) - r(l)x for every x E T. 
Considerations of degrees imply 
q(t)x=SrnP”(x)q(t) (1) 
r( t)x = Sm(x) r(t). (2) 
Equation (1) shows that he manic polynomial q(t) is semi-invariant. So 
by inductive hypothesis, q(t) = XI= 1 tip(t)‘- ’ for some ci ET. 
Equation (2) and Lemma 1.3 imply that he leading coefficient, say cOof 
y(t) is invertible n T. Hence c; ‘Y( t) is a manic semi-invariant polynomial 
in T[t; S, D] and deg c;’ Y( t) <n = deg p(t). We conclude that cc ’ r(t) is a 
constant and, in fact, wehave c; i r(t) = 1, i.e., r(t) = c,, E T. Now, g(t) =
q(t) p(t) +r(t) = XI= i c,p(t)‘+ c,, =Cl=0 tip(t)‘. It remains toprove that 
the non-zero coefficients c, are invertible and satisfy the relations 
sm--in=I . 
We ha;e shown that g(t) = z;=0 c,p(t)’ andwe know that for any XE T, 
g(t)x = Sm(x) g(t) and p(t)x = S”(x) p(t). Then 
;go (Sm(x)ci) At)‘= Sm(x) g(t) = j$o cjp(t)’ x = i c,siyx) p(t)‘, 
r=O 
Hence S”(x)c,= c,S”‘(x) for any 0 d id r and XE T. Since S is an 
automorphism of T this can be rewritten in the form S”~“‘(x)ci = jx for 
all xE T and any 0 < i < r. Now, Lemma 1.1(5) shows that if ci #0 then ci 
is invertible and we have SmPin (x)=cixc,:i =1,,(x) for all XE T. 
(2) Since S 0 D = D 0 S, one easily verifies that 
DPI ~isi(a) *i for aE TandnEN. 
Let p(t) =Cr=0 ait’, a, E T, a, = 1. By making use of (3) and comparing 
coefficients of degree j, 0 <j< n, of both sides of the equation p(t)a = 
S”(a) p(t) one gets 
O<j<n,foranyaET. (4) 
Let us introduce th polynomials 
jj(t) :=ni’ ‘7’ ai+jt’, 
( > 
O<jdn 
i-0 J 
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deg fi (t) = n - j and we will show that 1;. (t) is semi-invariant. For any a E T 
one has 
=$j(ik()(;l:) aiS*-W’(a)) tkPi. 
But (;)(;I$)= (;)(;;k) andSO 
h(t) SJ(a)=kt,(:>( i (;) aiDi-%‘( tkPi. 
J i=k 
Using (4) we then get, for any a E T 
This shows that h(t) is semi-invariant. The minimality ofdeg p(t) = n 
implies that fi( t) = ai E T and 
k 0 j a,=0 for every k, j such that 1d j < k d n. (5) 
Now we separate he proof in two parts: 
(i) char T= p> 0. Then in virtue of (5), aj #O (j> 1) can occur 
only when j is a power of p. Therefore p(t) has the form Cf=, citP’ + a,. 
(ii) char T=O, (5) ’ tm res in particular (7)= (;)a, = 0. This forces pl’ 
n=l. Thusp(t)=t+a, as we had to prove. 
The above proposition waswidely inspired by[2, 111. 
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3. CENTER AND EXTENDED CENTROID OF R[t;S,D] 
For a prime ring A, Z(A) and C(A) will stand for the center and the 
extended centroid of A, respectively. As we noticed arlier f R is a prime 
ring then R[t; S, B] is also a prime ring and we will describe in this 
paragraph both Z(R[t; S, 01) and C(R[t; S, 0-J). We will show that while 
investigating either ofthese it is enough to look at Z(T[t; S, 01) and 
C( T[t; S, 01) where, as usual, T denotes the symmetric Martindale ring of 
quotients of R. 
LEMMA 3.1 (G. Cauchon [4]). Suppose that S” = I, for some n > 1. 
Then there exist m > 1 and an invertible element v ET such that S(v) =v and 
S”=I,. 
Prooj Let v = r&(w). . Snp’(w), Since Sri(w) = w, we have S(o) =
S(w) ... Sri(w) = S(S”(w)) ... Sn(Sn(w)) = S”(S(w) ... S”(w)). Hence 
S(v) =wS(w). . S”(w)w-’ = uS”(w)w-’ = u. 
On the other hand, for any I > 0, S’(w) is an invertible element inT and 
it is easy to observe that IS/(,,,, = S”. This shows that the inner 
automorphism induced byv = wS(w) .. . S”- ‘(w) is Sn2. Since S(v) =u the 
proof is complete. 1 
The proof of the following lemma already appeared inLemma 2.1 of 
[ 171. We will present a sketch ofit for the convenience of the reader. 
LEMMA 3.2. (1) Z(R[t; S, D])=Z(T[t; S, D])n R[t; S, D]. 
(2) C(R[t; S, D]) is isomorphic to C(T[t; S, 01). 
Proof: The statement (1)is a consequence of Lemma 1.1. 
(2) Let CE C(R[t; S, 01) and I be a non-zero ideal of R[t; S, D] such 
that Zc c R[t; S, D]. Define CI: T[ t; S, D] ZT[t; S, D] + T[t; S, D] by the 
rule E(C giaifi) = C gica, fiwhere gi, f, E T[ t; S, D], ai E I. One can check 
that tl is a well-defined homomorphism of (T[t; S, D] - T[t; S, D]) 
bimodules. Thus x defines an element c,in C( T[ t; S, 01). Now it is easy 
to check that he map L: C(R[t; S, D]) + C( T[t; S, D]) given by L(c) =c, 
is an isomorphism with the inverse L-’ described as follows: forany 
CEC(T[~;S,D]), I(c)= {f(t)ER[t;S,D]lcf(t)ER[t;S,D]} is a non- 
zero ideal of R[t; S, 01, and the restriction of the multiplication by c to
Z(c) determines theelement L-~(c)E C(R[t; S, 01). 
In order to describe the center of R[t; S, O] some more information 
about invariant polynomials is needed. Propositions 3.4 and 3.5 are adapta- 
tions of Theorem 5.1.4 of[4] and Proposition 2.3 of [ 143, respectively. 
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LEMMA 3.3. Suppose that the polynomial f(t)= t”+a,-,t”-’ 
+ ... +a,t+a,ET[t;S,D], n>l, is invariant. Then f(t)t=(t+c)f(t) 
where c=a,-,--(a,-,). 
Proof: Since f(t) is a manic invariant polynomial of degree n, there 
exists c E T such that f(t) t= (t + c) f(t). By comparing the coefficients of t” 
on both sides of this equation e obtains that c= a,- 1 - S(a,- 1). 1 
PROPOSITION 3.4. Let M(t) E T[ t; S, D] be a manic invariant polynomial 
of minimal non-zero degree. ( We assume that such apolynomial exists.) Then 
every manic invariant polynomial inT[t; S, D] can be written i the form 
so(t) M(t)’ where 1EN, c1 is an invertible element in T, and o(t) belongs to 
the center of T[t; S, D]. 
ProoJ Let h(t) ET[ t; S, D] be a non-constant, manic invariant polyno- 
mial. We can write h(t) =h,(t) M(t)’ where 1~ N = (0, 1, ..} and M(t) does 
not divide h,(t) on the right. Obviously h,(t) is still invariant dmanic. 
Let us put h,(t)=t”+a,~,t”~‘+ ... +a,t+a,. We will divide the proof 
in two cases but let us first point out the following remark: for uinvertible 
in T and u E T, we have T[t; S, D] = T[t’; s’, D’] where t’ =ut + v, 
S’=I,QS and D’=DU,,Ucs + uD. Moreover there is a ring isomorphism 
0: T[t’; S’, D’] -+ T[t; S, D] such that gI T =id. and a(t’)= ut + o and it 
is easy to verify that here exists a manic invariant polynomial of degree n 
in T[t; S, D] if and only if there xists a manic invariant polynomial 
of degree n in T[t’; S’, D’]. 
Case 1. D=O then M(t)=t+u for some UET. 
Assume u= 0. Since M(t) = t does not divide h,(t) we know that a, # 0. 
On the other hand since h,(t) is invariant dmanic we have h,( t)a =
S”(a) h,(t) for every a E T and a comparison of independent terms on both 
sides of this equation yields a,a = S”(a)a, for any a E T. Lemma 1.1(5) 
shows that a, is invertible n T and one can verify that a;‘h,(t) = w(t) is 
central. Moreover h(t) =a,,o( t)M(t)’ as required. 
Assume u# 0. Semi-invariance of M(t) implies ua = S(a)u for all aE T. 
Thus by Lemma 1.1(5), u is invertible and S = I,. Hence T[ t; S] = 
T[u-‘t] is an ordinary polynomial ring and the thesis clear. 
Case 2. DZO. Let us write h,(t)=q(t)M(t)+r(t) where degr(t) 
< deg M(t) and, by the construction of h,(t), r(t) #0. Since h,(t) and M(t) 
are invariant, there exist IX, /I ET such that 
h,(t)t = (t +8) h,(t) and M(t)t = (t + a) M(t). (1) 
Now, for any a E T, 
h,(t)a=S”(a)h,(t)=S”(a)q(t)M(t)+S”(a)r(t) 
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and also h,(t)u=q(t)M(t)a+r(t)u=q(t)S”(a)M(t)+r(t)a. Therefore 
(Sri(a) q(t) -q(t) Sm(a)) M(t) =r(r)u- S”(u) r(t). A comparison of degrees 
on both sides of this last equation yields that 
r(r)u = S”(a) r(t) for all UE T. (2) 
Hence r(t) # 0 is a semi-invariant polynomial and, by Lemma 1.3(2), its
leading coefficient s is invertible n T.
We now consider two cases. 
(a) deg r(t) < deg M(t) - 1. 
One easily gets from (1) that ((t+/l)q(t)-q(t)(t+a))M(t)=r(t)t- 
(t +/I) r(t) and since deg r(t) < deg M(t) - 1 one obtains 
r(t)t=(t+j3)r(t). (3) 
Equations (2) and (3) show that r(t) is invariant. It means that s-‘r(t) 
is a manic invariant polynomial of degree smaller than deg M(t) =m and 
the minimality of m forces sP’r(t) and hence r(t) to belong to T. Equa- 
tion (2) and Lemma 1.1(5) show that r= r(t) is invertible in T. Now 
w(t) =r ~ ‘h,(t) is easily seen (using ( 1), (2), (3) above) to be central. Hence 
h(t) = rw( t) M(t)’ is of the desired form. 
(b) degr(t)=degM(t)-1. 
Since the leading coefficient of r( ) is invertible we can divide M(t) by r(t) 
on the right: M(t) = (ut +u) r(t) +s(t) where U, u E T and s(t) E T[t; S, D] 
is such that deg s(t) < deg r(t). Moreover u is invertible n T and for any 
UET, M(t)u=S”(u)M(t)=S”(u) Yr(t)+Sm(u)s(t) where Y:=ut+u. 
On the other hand, one also has 
M(t)u= Yr(t)u+s(t)u= YS”(u)r(t)+s(t)u. 
Hence (Sm(u) Y- YS”(u)) r(t) =s(t)a - Sm(u) s(t). And finally Yu= 
Sm-“(a) Y for any a E T. But we know that Y= ut + u and u is invertible n 
T, one thus obtains T[t; S, D] = T[ Y; S”-“] and we are back in the 
Case 1. ‘1 
Let us remark that here can exist more than one manic polynomial of 
minimal non-zero degree ( .g., if S= id. then every manic invariant polyno- 
mial fis central and in this case f+ u is also central for any u E Z(T) such 
that D(U) =0). 
PROPOSITION 3.5. Suppose that a non-zero power of S is an inner 
automorphism of T. Then for every manic invariant polynomial 
f(t) ET[t, S, D] there xists aninvertible element v E T and m 2 1 such that 
S(o) = u and u-lf(t)m is central inT[t; S, D]. 
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Proof Let f(t) ET[ t; S, O] be a manic invariant polynomial ofdegree 
n>, 1. 
Case 1. S is an inner automorphism of T. Say S = Z, for some 
invertible e ment u in T. Let y := u-‘t, then we have T[t; S, D] = 
T[ y; id, u~ ‘01 and u -“f(t) = g(y) where g(y) is a manic invariant poly- 
nomial in T[ y; id, uPiD]. It is easy to verify that for any a E T 
u -“f(t)a = au -“f(t), i.e., g(~)a = ug( y) and Lemma 3.3 shows that in fact 
g( v) = u - “f(t) is central. 
Case 2. S is not inner but some non-zero power of S is an inner 
automorphism ofT. 
By Lemma 3.1, there xist m 2 1 and an invertible e ment uE T such 
that S” = I, and S(u) = u. Define u= ZP and I= m . n. The polynomial f(t)” 
is invariant and deg(f(t)“) = 1. Thus by Lemma 2.5( 1 ), 
where c E T satisfies 
S’DS-‘- D= D,. r, >L (1) 
(t+C)f(t)m=f(t)mt. (2) 
By making use of (1) and the facts that S’ = Z,-I and S(u) = u we get for 
any XE T, 
cx - S(x)c = D,:,(x) 
= (S’DS-‘- D)(x) 
= uD(u~‘xu) up1 -D(x) 
= -D(u)u -‘x+S(x) D(u) up’. 
Therefore (c+D(u) u~‘)x=S(x)(c+D(u)u~‘) for all XE T, If 
c+ D(u) u-l #O then the above together with Lemma 1.1(5) shows that 
S is an inner automorphism of T. This contradicts ourassumption. 
Hence we have c + D(u) u ~ ’ = 0. Using this and the facts that 
D(v-‘)= -S(u~‘)D(u)u~’ and S(u)=0 we get tup’=S(u-‘)t+D(u-‘) 
= V-‘(t - D(u) up’) = up’(t + c). This together with (2) shows that 
tu ~ ‘fc t)” = u - ‘(t + c) f(t)” = u ~ ‘f( t)“‘t. This means that u ~ ‘fc t)” com- 
mutes with t. It is straightforward to verify that every element from T 
commutes with u -tf(~)~. This shows that he element u-‘j(t)” iscentral in
TCf; S, 01. I 
We say that he center of T[t; S, D] is non-trivial f itis not included 
in T. 
In the following two theorems we give aprecise d scription of the center 
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of T[t; S, D]. This together with Lemma 3.2(l) gives the description of the 
center ofR[t; S, D]. However, aswe will see in Example 3.8, the center of
R[t; S; D] can be trivial even in the case the center of T[t; S, D] is 
non-trivial. 
THEOREM 3.6. For the ring T[t; S, D] the following conditions are 
equivalent: 
(1) The center of T[t; S, D] is non-trivial. 
(2) A non-zero p wer of S is an inner automorphism ofT and there 
exists a non-zero T-disjoint deal of T[t; S, D]. 
(3) A non-zero p wer of S is an inner automorphism ofT and there 
exists a nonconstant manic invariant polynomial inT[ t; S, D]. 
(4) A non-zero p wer of S is an inner automorphism ofT and there 
exists a nonconstant manic semi-invariant polynomial inT[t; S, D]. 
(5) A non-zero p wer of S is an inner automorphism ofT and D is a 
quasi-algebraic S-derivation of T. 
ProoJ: The equivalence of onditions (2)t (5) is given by Theorem 2.6. 
Proposition 3.5 establishes t  implication (3) + (1). It remains to show 
that statement (1)implies one of the quivalent statement (2)+ (5). 
Let f(t) EZ( T[t; S, D]), deg f(t) =r > 1, and let a denote the leading 
coefficient of f( ). Lemma 1.3 applied tothe equation f (t)x = xf(t) shows 
that ais an invertible element inT and S’ is an inner automorphism of T. 
Of course Z= T[ t; S, D] f(t) is a non-zero T-disjoint ideal of T[t; S, D]. 
We have thus hown that (1) + (2). 1 
THEOREM 3.7. (1) If Z( T[t; S, D]) is trivial then Z( T[t; S, D]) = 
{aEZ(T)IS(a)= a and D(a) = O> = Z( T),,,. 
(2) Zf Z( T[t; S, D]) is non-trivial then 
(i) every element f(t) EZ[t; S, D]) can be presented ina form 
C:=O c,p(t)’ where ci E T, p(t) is a manic semi-invariant polynomial ofmini- 
mal non-zero degree. Moreover if ci # 0 for some 0 < id r then ci is invertible 
in T and S-“’ = Z,! where n= deg p(t). 
(ii) Z(T[t; S, D]) = Z(T),,[h(t)] where h(t) is a central polyno- 
mial of minimal non-zero degree. 
(iii) Let h(t) ET[t; S, D] be a central polynomial ofminimal non- 
zero degree. Then there xists aninvertible element ,I ET such that I1R = RA 
(i.e., 1 is normal in T), CE Z(T),,, and a natural number 1 such that 
h(t) = AM(t)’ + c, where M(t) denotes a manic invariant polynomial of
minimal non-zero degree. Inparticular Z( T[t; S, D]) = Z( T)s,D[U4(t)[]. 
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ProoJ We have seen in the proof of Theorem 3.6 that if 0 #f(t) E
Z( T[t; S, D]) then the leading coefficient a of f(t) is a normal element in
T and S’ = Z, where r= deg f( t). We will frequently use this observation in 
the following proof. 
(1) This is left to the reader. 
(2) (i) Theorem 3.6 shows that there xist non-constant semi- 
invariant polynomials in T[t; S, D], hence the polynomial p(t) exists. Let
a be the leading coeflicient of f( ) E Z( T[t; S, D]) and let m = deg f( t). 
Then a is invertible and S” = I;‘. This implies that the manic 
polynomial  ~‘j(t) is semi-invariant. Therefore by Proposition 2.8, 
a ~ ‘j-(t) = C;= ,, dip(t)’ where the non-zero d,‘s atisfy S” ~in =Id,. Conse- 
quently f(t)=a(u-tf(t))=Cc,p(t)’ where ci= ad, and the non-zero cI)s 
satisfy S - ”= Z,, . 
(ii) It suffices to how that Z(T[t; S, D])cZ(T),,[h(r)]. Let 
q(t) be a nonzero central e ement in T[t; S, D]. If deg q(t) =0 then 
q(t)EZ(T[t;S,D])nT=Z(T),,.. Assume degq(t)=n>O and that any 
central polynomial of degree l ss than belongs toZ( T),D[h(t)]. 
We know that he leading coefficient of h( ) is invertible and we can 
divide q(t) by h(t) getting q(t) = b(t) h(t) + c(t), deg c(t) < deg h(t). We 
easily obtain from this that 6( t)u =ub( t) and c( t)u =ac( t) for any a E T. 
Case 1. deg c(t) < deg h(t) - 1. The reader can check that in this case 
b(t) and c(t) E Z( T[t; S, 0-J). Therefore th minimality of deg h(t) implies 
c(t) E Z(T),, and if b(t) # 0, deg b(t) < n and the induction hypothesis 
shows that b(t) E Z( T),,[h(t)] and hence q(t) EZ(T),,[h(t)]. 
Case 2. degc(t)=degh(t)-1. Fromthe fact hat c(t)u=uc(t) one
concludes that he leading coefficient of c(t) is invertible. Hence we 
can divide h(t) by c(t) obtaining h(t)=(ut+u)c(t)+d(t) where 
deg d(t) <deg c(t) and U, u E T, u invertible. We deduce from h(t)u = ah(t) 
and c( t)u =UC(~) that ut + u commutes with elements from T and thus 
T[t; S, D] = T[ut + v]. The thesis then obvious. 
(iii) Let h(t), M(t) be as in (iii). First wewill show that here exist 
12 1 and y E T such that yM(t)’ isa central polynomial of minimal non-zero 
degree. 
Case 1. D=O. Then M(t)=t+u for some UET. If u#O, Lemma1.3 
implies that uis invertible and in this case u~ ‘M( t) is central. 
Assume M(t) = t. Let y be the leading coefficient of h( ). Since h(t) is 
central, y is invertible and S’= I,-I. Hence (~[‘)a = u(yt’) for any UE T. 
Moreover, since h(t) commutes with t, we obtain S(y)=y. Hence it’ 
commutes with tand yM(t)’ = yt’ is central of minimal non-zero degree. 
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Case 2. D # 0. Let us divide h(t) by M(t), 
h(t) = b(t) M(t) +c(t), (1) 
where b(t), c(t) E T[t; S, D] and deg c(t) < deg M(t) =m. 
M(t) is invariant dmanic, hence for any a E T one has 
M(t)u =S*(a) M(t) (2) 
and there exists y ET such that 
M(l)t=(t+y)M(t). (3) 
Equations (1) and (2) imply that for any a E T 
c(t)u = UC(l) and b(r)u = Spya) b(t). (4) 
Let us first assume that deg c(t) < deg M(t) - 1. Then (1) and (3) give us 
c(f)t= w(t) and b(t)(t + y) = d(t). (5) 
From (4) and (5), it results that c(t) is central. Since deg c(t) < deg h(t) 
one concludes that c= c(t) E Z( T), D. Formulas (4) and (5) also show that 
b(t) is invariant. Moreover the leading coefficient of b( ), say j?, must be 
invertible. Hence P-lb(f) isa manic invariant polynomial and Proposi- 
tion 3.4 allows us to write P-lb(t) = am(t) M(t)‘- ’ for some invertible 
CCET, w(~)EZ(T[~;S,D]) and131. Then b(t)=uo(t)M(t)‘~’ where 
u = /?a is invertible in T. Hence deg o(t) <deg b(t) < deg h(t). The mini- 
mality of deg h(t) then implies that deg o(t) =0 and so o(t) EZ( T),,,. 
Thus b(t) = yM(t)‘- ’ with y= uo(t) E T and (1) shows that h(t) - c(t) = 
b(t) M(t) =yM( I)’ is central, ndsince d g(h( t)) =deg(yM( t)‘), yM( t)’ is of 
minimal degree among central non-constant polynomials. 
Let us now examine the case when deg c(t) = deg M(t) - 1. Equation (4) 
shows in particular that he leading coefficient of c( ) is invertible. 
Let us divide M(t) by c(t): M(t) = (ut +v) c(r) + d(t) deg d(t) < deg c(t) 
where U, u E T and u is invertible. Put y = ut + u. Equations (2) and (4) 
imply that 
yu= Srn(u) y for every a E T. 
Hence T[t; S, D] = T[ y; Sm] and we are back to the case when D = 0. 
Therefore in any case, wecan find 0# y E T and I> 1 such that yM(t)’ is
central ofminimal non-zero degree. Now the statement (iii) san easy 
consequence of (ii). 1 
The following example shows that he center ofR[t; S, D] can be trivial 
although t e center ofT[t; S, D] is not. 
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EXAMPLE 3.8. Let F be a field of characteristic zero and R be a ring of 
infinite matrices ofthe form 
A4 0 
0 diag(k, . . k . .) > ’ 
where k E F, ME M,(F) for some n 3 1. 
Then T, the symmetric Martindale ring of quotients ofR, is the ring of 
infinite matrices over F having in each row and column all but a finite 
number of zero entries from F (cf. Proposition 3.3in [25]). 
We set S= identity and D = D,,, where a = diag( 1, 0, 1, 0, . ..) E T. 
Observe that D,, is a derivation f R. Now, by Theorem 3.7, 
Z(T[t;id,D])=F[t-a] and we will show that Z(R[t;id,D])=F. By
Lemma 3.2, we know that Z(R[t; id, D])= F[t-a] C-I R[t; S, D]. 
Letf(t)=C:=,k,(t-a)‘EZ(R[t;S,D]), k,,#O. If n>O then the coef- 
ficient oft”- 1in the polynomial f(t) is equal to - k,na + k, ~, # R. This 
shows that n=O and Z(R[t;id, D])=F. 
In case S= id., Theorem 3.6 says that the center of T[t; S, D] is non- 
trivial iff there are non-zero T-disjoint deals inT[t; S, D]. Clearly if Z is 
a non-zero T-disjoint deal of T[t; S, D] then In R[t; S, D] is a non-zero 
R-disjoint deal of R[t; S, D]. Thus Example 3.8 shows also that he above 
equivalence do s not hold for R[t; S, D]. 
Before giving the main theorem of this ection, let us prove the following 
technical lemma which will be also useful in Section 4.Recall that if A is 
a prime ring Q,(A) denotes the symmetric Martindale ring of quotient 
of A. 
LEMMA 3.9. Let q be a unit in Q,( T[t; S, D]) such that Rq = qR. IfZ is 
a non-zero ideal of R[ t; S, D] such that Zq c R[t; S, D], then there xists a 
manic invariant polynomial f (t) ET[t; S, D] such that fq E T[t; S, D]. 
Proof: Let Z be a non-zero ideal of R[ t; S, D] such that Zq c R[ t; S, D] 
and let f( t) ET[ t; S, D] be the manic invariant polynomial ssociated o Z
defined inProposition 2.1. Then there xists a non-zero ideal J of R such 
that Jf(t) c I. Hence Jfq c R[ t; S, D]. Let 0 #a E .Z, since qis a unit afq is 
a non-zero p lynomial, say of degree n. Let J= {b E JI deg bfq < n}. Clearly 
7 is a left ideal of R. In fact 7 is a two-sided i eal. To see this put 
cp=SkozqlR where k = deg f(t). Notice that, because of our assumption 
q, cp is an automorphism of R. For any rE R and bEJ we have 
fqr = cp(r) fq and deg(brfq) = deg(bfqcp-‘(r)) < deg(bfq) < n. Therefore 
br EJ, i.e., 7 is a two-sided i eal of R. For b EJ, there xist b,, .  .  bOE R 
such that bfq= Cr=O bit’. Clearly the maps cli: J+ R given by a,(b) = bi, 
i = 0, 1, . . n, are well defined homomorphisms of left R-modules. Thus 
there are elements q,,, . .q,, E Q,(R) such that cri(b) = bi = bq,, i= 0, 1, . . n. 
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Let o = CrEO qit’E Q[(R)[t; S, D]. By the above, the following dentity 
holds in Q/(R)[t; S, D] : 
bfq = ho forall bg1 (1) 
We want to know that he identity (1)is satisfied in Q,( T[t; S, D] ). A little 
care is needed here because o EQ[(R)[t; S, D] and this ring is not included 
in Q,( T[t; S, 01). We will show that wE T[t; S, D]. Let b E 7, r E R. Then 
by (l), bar= bfqr= bq$r)o. It means that J((wr--cp(r)o)=O holds in 
Q,( R)[ t; S, D] for all rE R. Therefore  =cp(r)o for all rE R. Since cp is 
an automorphism of R, Lemma 1.3 implies that oE T[t; S, D]. 
Thus we can look at (1) as an equation i Q,[ T( t; S, D] ) and rewrite it 
in the form J(fq -w) = 0. Hence by Lemma 1.4, fq= co E T[t; S, D]. 1 
The description of the center of T[r; S, D] enables u to prove the 
following. 
THEOREM 3.10. The extended centroid ofR[t; S, D] is isomorphic to the 
field of quotient ZZ-‘, where Z is the center of T[t; S, D]. 
Proof: Let C denote the extended centroid of T[t; S, D]. In virtue of
Lemma 3.2 it is enough to show that C= ZZ- ‘, where Z= Z( T[t; S, D]). 
Clearly ZZ-’ c C, and in order to establish thetheorem it is enough to 
prove the reverse inclusion. 
Let CEC\{O} and consider Z= {f(t)ER[t;S, D]lf(t)c~R[t;S, D]}. 
Obviously Z is a non-zero ideal of R[t; S, D], and it is standard tocheck 
that cand Z satisfy assumptions f Lemma 3.9. Therefore, there exists a 
manic invariant polynomial f (t) ET[t;S, D] such that f (t)c ET[r; S, D]. If 
f(t) = 1, then cE Z. So we may assume that deg f(r) = n 2 1. 
Case 1. No power of S is an inner automorphism of T. Let us set 
f(t)c =cf=, a,t’E T[t; S, D], a, # 0. Since c commutes with elements from 
T[t; S, D], f(t)c is an invariant polynomial and
Sn(x)f(f)c=f(t)xc=f(t)cx= i a,+ x 
( > i=O 
=a,S’(x) t’+ ..., for all XE T. 
Comparing the leading coefficients on both sides of this equation weget 
a,S’(x) = Sri(x) a, for all XE T and since no power of S is an inner 
automorphism of T, Lemma 1.1(5) implies that n= I and so a := a, is 
central. Thus a-If (t)c is a manic semi-invariant polynomial as well as f (t). 
Because of our assumption on S, Proposition 2.8 yields that f(t) = p(t)“ 
and a-If (t)c = p(t)’ for some k, I E N where p(t) denotes the manic 
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semi-invariant polynomial of minimal nonzero degree. Observe that 
k=l because f(t)x=S”(x)f(f) and a~‘~(t)cx=S”(x)a~‘~(t)c for all 
XET. Therefore 0=f(t)-a~‘f(t)c=(1-a~‘~)f(t). Thisshows that 
c=aET[t;S,D]nC=Z. 
Cuse 2. A non-zero power of S is an inner automorphism of T. By 
Proposition 3.5, there xist m 3 1 and an invertible e ment uE T that 
u-tf(t)“~Z. Then also u~‘f(t)“c~Z and CEZZ--‘. 1 
In the special case when either D = 0 or S= id, the above theorem was 
proved in [17]. 
It is well known that if I is a non-zero ideal of R, then the centroid of
I is a subring of C(R) in a natural way. The above theorem enables us to 
show that here xists a prime R such that he extended centroid C(R) is 
not generated asa field bycentroids of ideals ofR. This answers Krempa’s 
question (cf. [lo]). The example was suggested tous by W. S. Martindale. 
EXAMPLE 3.11. Let F be a field and S an automorphism ofF of infinite 
order. Let K denote the subfield ofinvariant element under the action 
of S. Consider the ring R = F[X; S] [ Y; S]. Then R has the following 
properties 
(1) C(R)= K(X-‘Y). 
(2) For every non-zero ideal Z of R, Z(1) = K, where Z(I) denotes the 
centroid ofI. 
For a prime ring A, Q,(A) will denote the symmetric Martindale’s ring 
of quotients. 
(1) Since S is of intinite order, Theorems 3.6 and 3.7 imply that 
Z(F[X; S]) = K and Theorem 3.10 shows that 
Z(Q.JFCx; Sl)) =K. (i) 
Because X is an invertible e ment in Q,(F[X, S]), S becomes an inner 
automorphism of Q,(F[X: S]) and Theorem 3.7 together with (i) yields 
that 
Z= Z(Q,(F[X; S])[ y; S]) = K[X-‘Y]. 
Therefore byTheorem 3.10, C(R) = ZZ-’ = K(X-‘Y). 
(2) Let I be a non-zero ideal of R and 0 # c = f(t)/g(t) E K(X- ’ Y) 
where f( t) and 0 # g(t) are polynomials in t = X- ’ Y. First let us show that 
if c E Z(Z) then deg,f( t) = deg, g(t). 
Let w, u E Z be non-zero polynomials of minimal degree with respect toX 
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and Y, respectively. Suppose that c E Z(I). Then f(X- ’ Y)I c g(X- 1 Y)I 
and the choice of W, u implies that 
&s&4 - de&f(t) 2 deg,dw) - deg, s(t) 
deg.(v)+deg,f(t)3deg,(o)+deg, g(t). 
Hence deg, f(t) = deg, f(t). 
Let 0 # c = f( t)/g( t)EZ(Z). The equality deg, f( 1) = deg, g(t) implies 
that there exist kE K and f(r) EK[t], deg, f(t) < deg, g(t), such that 
c = k + f( t)/g( t). Clearly k E Z(Z) and consequently f( t)/g( t)EZ(Z) where 
deg, f(f) < deg, g(t). But as we have just proved this is impossible unless 
f(t)/g(t) = 0;i.e., c = k E K. This shows that Z(Z) = K. 
4. X-INNER AUTOMORPHISMS OF R[t;S,D] 
In this final section we determine the X-inner automorphisms r~of 
R[t; S, D] stabilizing R, i.e. X-inner automorphisms such that a(R) = R. 
Throughout the section G will denote such an automorphism ofR[t; S, D]. 
In order to describe X-inner automorphisms we will have to work in 
various overrings ofR[t; S, D]. This forces us to extend 0 to these over- 
rings. 
LEMMA 4.1. (i) CJ[~ has a unique xtension toan automorphism cr’ of T. 
(ii) a(t) = at + b where a, b E R and a is invertible in R.
(iii) CI has a unique xtension toan automorphism ofT[t; S, D], this 
extension preserves T. 
(iv) c has unique xtensions to Q,(R[t; S, D]) and to Q,( T[t; S, D]), 
the symmetric Martindale ring of quotients of R[t; S, D] and T[t; S, D], 
respectively. 
Proof. (i) This is well known as follows obviously from Lemma 
2.l(iv) in[22]. 
(ii) Let us write cr(t)=a,t’+ ... +a,, aiER, a,#O. Since 0 is an 
automorphism, 1 must be > 0 and for any x E R we have tx = S(x) t+ D(x) 
and, by applying CJ to this equality, we get 
g(t) 4~) = dS(x)) o(t) + dD(x)) for all x E R. 
Since Gpreserves R we have a(x) ER and a comparison fthe leading coef- 
ficients on both sides of the above equation yields 
a$(+)) = 4W)h for all x E R. 
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In particular a,R =Ra, and Lemma 1.1(5) implies that a, is invertible n T.
Similarly, if 3 -‘( 1) =c, t” + . . . + cO, c,~ # 0, we conclude that c, is invertible 
in T. Since t =~(a~‘(t))=o~‘(o(t)), we obtain that l=s= 1, a(cr) a,= 1, 
and g - ‘(a, ) c, = 1. From this, (ii) follows easily. 
(iii) Both 0 and G‘- ’preserve R and (rl R,g ~ ’ 1 R can be extended to
automorphisms of T. Let 0’ and a’-’ be these xtensions. For f(t) = 
C qit’E T[t; S, D] set a(f) =o’(q,) o(t)’ and a-‘(f) = o’-‘(q,) o-‘(t)‘. It 
is easy to observe that cand a-’ are well defined homomorphisms of the 
additive structure of T[ t; S, D] and that c0 (T ~’ = c ~ ’ 0 r~ =id. In particular 
r~ is 1 - 1 and into. 
We will now show that (T is multiplicative. 
Let q E T and Z a non-zero ideal of R such that Zq c R. Consider 
J= SP’(Z)Z. Then for he J we have D(b) EZ. Let n b 1 then S(b) tqt” = 
tbqt” - D(b) qt”. 
Applying u to this equality andusing the fact that bq and D(b)q belong 
to R, we get 
S(b)“(tqt”)“= t”(bq)“(t”)“- (D(b)q)“(t”)” 
= t”b”q”‘( t’), - (D(b)“) q”‘( tn), 
= (tb)“q”‘( t’)”- D( b)“q”‘( tn)O 
= (S(b)“t”+ D(b)“) qO’(t”)“-D(b)” q”‘(t”)O 
= S(b)“t”q”‘( t’), 
= S(b)“t”(qt”)“. 
Therefore o(S( J))( tqt”)” - t”(qt‘*)u) = 0 for any n >, 1. Since [T and S are 
automorphisms of R,as(J) is anon-zero ideal ofR, and the above quality 
yields (tqt”)” = t”(qtn)o forany q E T and n E N. Now an easy inductive 
argument shows that (t”qt”)” = (t”)“(qt”)” for any q E T and m, n EN. This 
means that Gis multiplicative. 
Obviously the extension of CJ constructed above preserves T. On the 
other hand, it is easy to see that any extension of (T EAut(R[t; S,D]) to an 
automorphism of T[t; S, D] must preserve T and from this unicity ofthe 
extension s obvious. ._ 
(iv) As mentioned above this is easy and well known (lot. cit. 
C221). I
In the next lemma we will use the well-known (cf. [22]) internal charac- 
terization of X-inner automorphism. Recall [24] that an automorphism cp 
of a prime ring R is X-inner ifand only if there exist non-zero elements 
a,b,c,dER which arb=crp(r)dfor ail rER. 
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LEMMA 4.2. Let g be a R-stabilizing automorphism ofR[t; S, D]. The 
following conditions areequivalent 
(1) [T is an X-inner automorphism ofR[t; S, D]. 
(2) o is an inner X-inner automorphism ofT[t;S, D]. 
Moreover if one of these conditions holds and q E Qs( T[t; S, D]) is a unit 
such that qwq-’ = wb for all w E T[t; S, D] then there is an ideal 0# I of 
R[t; S, D] such that Iq, Iq-‘, ql, q-‘I are contained inR[t; S, D]. 
ProoJ Implication (1) -+ (2) and the last statement follow from 
Lemma 2.5 of [24]. It remains to show that (2) + (1). Suppose that g is 
X-inner on T[t; S, D]. Thus there are non-zero a, 6, c, d in T[t; S, D] such 
that awb = cw”d for all w E T[t; S, D]. Thus there are a’, b’ E R such that 
0 # a’a, 0# b’b, a’c and a(b’)d belong to R[t; S, D]. Then 
a’awb’b = a’cw”o(b’)d for all w E R[t; S, D]. 
Primeness of R[t; S, D] implies a’c, a(b’)d # 0 and the above internal 
characterization of X-inner automorphism shows that 0 is an X-inner 
automorphism ofR[t; S, D]. 1 
The above two lemmas say that while investigating R-stabilizing X-inner 
automorphisms ofR[t; S, D] it is possible towork inside Q,(T[t; S, D]) 
instead of Q,(R[t; S, D]) although, usually the former ring is not 
contained in the second one. Moreover Lemma 4.2 provides a natural 
method of constructing X-inner automorphisms 0 of two types: 
Type I. Take c E T such that CR = Rc. Then c is invertible in T. 
If ctc-le R[t; S, D], i.e., when cS(c’), cD(cC’)ER then define 
u = ‘, 1 R[t;S,D]. 
Type II. Let f(t) ET[ t; S, D] be a manic invariant polynomial. Then 
f(t) is invertible in Qs( T[t; S, D]). If f(t) satisfies R[t; S, D] f(t) =
f(t) R[t; S, D], then take 0= frc,, I RC1;S,D,. Notice that in this case cr R = S” 
where n = deg f(t). 
The results and techniques developed inprevious sections enable us to 
show that, roughly speaking, the above mentioned X-inner automorphisms 
generate he group of all X-inner automorphisms ofR[t; S, D]. 
In the following theorem M(t) will denote the manic invariant polyno- 
mial of minimal non-zero degree in T[t; S, D] if such a polynomial exists; 
M(t) = 1 otherwise. 
THEOREM 4.3. Suppose that u is an X-inner automorphism of R[ t; S, D] 
X-INNER AUTOMORPHISMS 171 
stubilizing R. Then there xist a unit c E T and an integer r such that 
o = IC.,,,,,,,,. Moreover: 
(1) The element c satisfies thefollowing conditions: 
(i) cR=Rc. 
(ii) cS(c I), cD(cp’)+ CCIC’E R, where ME T is defined by the 
condition M( t)rt = (t + CI) M(t)‘. 
(2) o(t)=cS(cp’)t+cD(cp’)+cC(cp’, where GET is as above. 
(3) o/R = (ZC,R)~Smr where m = deg M(t). 
Proof: By Lemma 4.2, rr is an X-inner automorphism ofT[t; S, D] and 
there xist a unit uin Q,( T[t; S, D]) and a non-zero ideal Iof R[t; S, D] 
such that ?IWU -’ = w” for all w E T[t; S, D] and Zu, Zu- ’ c R[t; S, D]. 
Since g stabilizes R we have uR = Ru, hence Lemma 3.9 shows that 
there exists a manic invariant polynomial f(t) ET[t; S, D] such that 
fur T[t; S, D]. For any rE R, fur=fyOu= Sk(a(r))fu where k=degf: 
This shows thatfi s semi-invariant and Lemma 1.3 implies that its leading 
coefficient s invertible in T. On the other hand, fut = ft”u and since f is 
invariant one obtains, by making use of Lemma 4.l(ii), that there xist 
C, d E T, c invertible in T, such that fut = (ct + d) fu. Hence fu is invariant 
and its leading coefficient s invertible in T. Therefore there xist an invert- 
ible lement a E T and a manic invariant polynomial g in T[ t; S, D] such 
that 
fu = ag. (1) 
Let M(t) be the manic polynomial bove. Since f(t) and g(t) are manic 
invariant polynomials, Proposition 3.4and the definition of M(t) yield that 
f(t) = cIw( t) M(t)’ for some 1 E N, w(t) EZ( T[ t; S, D] ) and TV invertible in T. 
g(t) = cr’w’(t) M(t)” for some s E N, w’(t) E Z( T[t; S, D]) and 01’ invertible 
in T. 
The invariant polynomials f(t), g(t), w’(t), asnormal elements, become 
invertible in Qs( T[t; S, D]) and formula (1) shows that 
Since w, w’ are central polynomials one gets 0 = Z, = I,.,, where 
c = S“(a) S~m’(~-l~‘) is invertible in T and r = s - IE Z. 
This completes the proof of the first part of the theorem. 
For any XER one has (T(x)=~xu-~=~M~~M~~~~~=cS~~(X)C~~ 
where m = deg M(t). 
This proves tatements (l)(i) and (3). 
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Since ither M(t))’ or M(t)’ is a manic invariant polynomial in
T[t; S, D], there is c1 ET such that M(t)‘? = (t +CI) M(t)‘. Now we have 
o(t)=z,.,,(t)=cM’tM-‘c-‘=c(t+ct)c-’ 
= cS(c-‘)t + cD(c-1) + cccl. 
Since a(t)~R[t; S, D], this proves (l)(ii) and(2). 1 
The above theorem enables u to decompose CTas ~7~0~ where CJ~ is a 
conjugation by aunit cE T and (TV is a conjugation by a manic invariant 
polynomial. If cclcP1 E R then c1 and [T* are X-inner automorphisms of 
R[t; S, D] of type Iand II, respectively. As we will see this is always the 
case when S and D commute. 
PROPOSITION 4.4. Let CJ be an X-inner automorphism of R[t; S, D] 
stabilizing R. Assume that S is an X-inner automorphism ofR. Then 0 is of 
type I, i.e., o = Id where de T is a normal element such that dS(d-I), 
dD(d-‘)ER. In particular a(t)=dS(d-‘)t+dD(d-‘). 
Proof: Let v E T be such that S=Z,, then T[t; S, D] = T[v-‘t; id, v-‘D] 
= T[ y; id, v- ‘D] and M(r) =vmM’( y) where M(t) is the polynomial from 
T[t; S, D] defined before Theorem 4.3, m = deg M(t), and M’(y) is a 
manic invariant polynomial in T[ y; id, v-‘D]. Hence Lemma 3.3 shows 
that M’(y) is central in T[ y, id, vP ‘D] = T[t; S, D]. Theorem 4.3 implies 
that g= Zc,,,,’ for some c E T and r E Z. By the above M’= v”‘~(M’)~ and
since (M’)’ is central one gets CJ =Z, where d= cum’. Inparticular o(t) =
dtd-‘=dS(d~‘)t+dD(d~‘)ER[t;S,D], anddS(d-‘)ER, dD(d-‘)ER. 
Since cr =Z, stabilizes R, d is a normal element. 1 
The above proposition ge eralizes a result ofS. Montgomery [20] 
who showed that X-inner automorphisms of R[t; id, D] stabilizing R are
determined by normal elements de T such that dD(d- ’ ) E R. 
In the sequel, we will need the following additional property of invariant 
polynomials. 
LEMMA 4.5. Let f(t) = t” + at”- ’+ . E T[t; S, D] be a manic invariant 
polynomial ofnonzero degree, ZfS is not an X-inner automorphism of R and 
So D = D 0 S, then f(t) commutes with t. 
Proof: We can apply Lemma 2.5( 1) to the invariant polynomial f(t) 
getting S”DS-” - D = D,;, where cc =a - S(a). This yields D,,, = 0, since S 
commutes with D. It means that for every XE R, KC= S(x)a and 
Lemma 1.1(5) implies that S is an X-inner automorphism of R if 01 #0. 
Therefore c1=0 and Lemma 3.3 shows that f(t) commutes with t. 1 
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The following theorem shows that if S and D commute then r~ can be 
described without referring to aninvariant polynomial. 
THEOREM 4.6. Let a be an X-inner automorphism of R[t; S, D] stabiliz- 
ing R. Assume that So D = D 0 S. Then: 
(1) S can be extended to R[t; S, D] by setting S(t) = t. 
(2) a can be presented ina form a = I,0 S’ where IE Z, de T is a 
normal element such that dS(d-I), dD(d-‘)E R. In particular o(t)= 
dS(d-‘) t + dD(d-‘). 
Proof The statement (1)is easy and well known. 
(2) If S is an X-inner automorphism of R, the Proposition 4.4 gives 
the thesis with I= 0. 
Assume that S is not X-inner. Let M(t) denote the polynomial defined 
before Theorem 4.3. By Theorem 4.3, (T =ZcMCrr for some c E T and r E Z. If 
M(t) = 1, then the thesis clear. So suppose deg M(t) > 1. Thus by 
Lemma 4.5, M(t) commutes with t. Hence we have 
and [T(x) = cM(t))‘xM(t)‘c-’ = cS’(x) CC’ = I,.0 S’(x) for XE R, where 
1 = r deg M(t). 
This provides the proof of the theorem. 1 
As a direct onsequence of Theorem 4.3, Proposition 4.4,and Lemma 4.5 
we get he following 
THEOREM 4.7. Suppose that So D = D 0 S. Let a be an X-inner 
automorphism ofR[ t; S, D] stabilizing R. Then a = a, a2 where al, a2 are 
X-inner automorphisms of R[t; S, D] of type Iand II, respectively. 
Let CJ be an X-inner automorphism of R[t; S, D] stabilizing R. As we 
have seen in Proposition 4.4, (T is of type Iif Sis an X-inner automorphism 
of R. It is interesting o know in general when CJ is of type I. Since in this 
case (~1 R has to be an X-inner automorphism of R, the following result 
offers a necessary condition f r(T to be of type I. 
PROPOSITION 4.8. Let a, M, c, r be as in Theorem 4.3, then some power 
of a1 R is X-inner tf and only if some power of S is X-inner. 
Proof Using notations from Theorem 4.3, we have cR = (ZclR)o S”‘. 
Let us put n=mr and jC:Z,jR. Then dlR=fCoSn and for any SEN 
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where u= cSn(c), . . S”‘“P “(c) is a normal element inT and i, = Z,,I R.The 
equivalence stated inthe proposition is now obvious. 1 
The obtained results enable us to determine the group of all X-inner 
automorphisms of R[t; S, O] in the case when S commutes with D and R 
is a domain, then any X-inner automorphism of R[t; S, O] stabilizes R 
(Lemma 2of [20]). 
Kecall that he center ofT is denoted byC and C,, = {c E Cl S(c) =c, 
D(c)=O}=Z(T[t;S,D])n T. 
The group of all inner, X-inner automorphisms of A = R[t; S, D] will be 
denoted byinn A, X- inn A, respectively. 
Define N= {c~TlcR=Rc, cS(c-‘)ER and cD(c’)~Rj. 
Since N is exactly the set of all elements from Twhich determine X-inner 
automorphisms of R[t; S, O] of type I and since composition of such 
automorphisms is again an automorphism of type I, N is a subgroup of
units of T. In fact it is easy to check that he subgroup of all X-inner 
automorphisms of type Iis isomorphic to N/Z( T[t; S, D]) n T= N/C’s,,. 
We will continue todenote M(t) the manic invariant polynomial of mini- 
mal non-zero degree inT[t; S, O] if such apolynomial exists and we put 
M(t) = 1 otherwise. R call that, by Theorem 2.6, M(t) = 1 if and only if 
R[t; S, D] has a non-zero R-disjoint ideals. 
We will have to consider composition of automorphisms of the form 
I&(t)’ o ZdM(,)’ = I&) with g(t) = CM(~)’ &4(t)‘= cS”‘(d) M(r)r+’ where 
m = deg M(t) and r, 1 E Z. Therefore we introduce thgroup N x Z where Z
is acting onN and S”, i.e., (u, I). (u’, I’) =(uS”“(u’), 1+ I’) for I, Z’E Z and 
u, u’ EN. We also introduce N,., = {x E N 1 S(x) =x, D(x) = 0) a multi- 
plicative subgroup ofN. 
For a ring B, U(B) will denote the multiplicative group of units of B. 
THEOREM 4.9. Suppose that R is a domain and that So D = D 0 S, then 
for A = R[ t; S, D] we have: 
(a) inn A 2: U(R) C,, .JC,,.. 
(b) If either S is an X-inner automorphism ofR or M(t) = 1, then 
X- inn A N N/C,,, and X - inn A/inn A 1: N/U(R) C,, D. 
(c) Assume deg M(t) = m > 1 and S is not an X-inner automorphism 
of R. Let Z act on N via S” as above, then 
(i) If no non-zero power of S is X-inner then X- inn A z 
(N/C,,) xZ and X-inn A/inn A N (N/U(R) C,,) x Z. 
(ii) If a non-zero p wer of S is X-inner then 
(1) There exists /I E Ns,o, r E N, such that Z[F,S, D]) = 
cs,DCfw~n 
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(2) X-inn A N ((N/C,,)x Z)/(l, r> where (A, r) stands for the 
cyclic subgroup of (N/C,,) xZ generated by(i, r). 
(3) X-inn A/inn A z ((N/U(R) C,.)) x Z/(A, r). 
ProojY Let us recall that if R is a domain, then any X-inner 
automorphism ofA stabilizes R (Lemma 2 of [20]). 
(a) Clearly inn A ‘v U( A )/U(A )n Z(A). Since R is a domain we have 
U(A) = U(R). On the other hand, it is easy to check that U(A) n Z(A) = 
U(R) n CA-,,. Therefore inn A E U(R)/U(R) n C,, N U(R) C,,/C,.. 
(b) Suppose that either S is X-inner or M(t) = 1. Then using either 
Proposition 4.4or Theorem 4.3, respectively, we get that every X-inner 
automorphism ofA is of type I. Now it is standard toverify X-inn A 2: 
NIC, D and X-inn A/inn- A ‘Y N/U(R) C,,.. 
(c) Suppose that S is not X-inner and M(t) # 1. Then by Lemma 4.5, 
M(t) commutes with t. Now using Theorem 4.3, it is straightforward to 
verify that he map cp: Nx Z -+X-inn A given by ~((0, 1)) = ZuM(,)r is an 
epimorphism ofgroups and ker cp = {(u, I) IuM( t)“l E Z( T[t; S, 01)). 
(i) If no power of S is X-inner then, by Theorems 3.6 and 3.7, 
Z(T[t; s, O]) = c&D. It means that ker cp = ((0, I) E N x Z / u E C,, and 
I=O} and X-innA-(N/C,,)xZ. 
use 
(NT& R;$;;x Z. 
of (a) one easily gets X- inn A/inn A N 
(ii) Assume that anon-zero power of S is an X-inner automorphism of
R. Then by Theorems 3.6 and 3.7, we have Z( T[ t; S, 01) = C,,[JM(t)‘] 
for some normal element 1E T and r E N. Since both M(t) and ,?M(t)r 
commute with t, we get 
It means that S(A) = 1 and D(A) = 0, i.e., J-EN, D. This proves (1) of (ii). 
Now let (v,f)~kercp, then (v,[)-~~=(S~~‘(U~“), -l)~kercp so we can 
assume that 1E N. 
Since (o,[)~kercp, we have uM(t)‘EZ(T[t;S,D])=C,,D[kW(t)‘]. 
Hence there are Q, . . . c(, E C,,, such that 
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where the last equality isdue to the fact hat M(t) is invariant d
S(A)=;l. This shows that (0, I)= (cI,, O)(,I, Y)~. This means that 
ker cp = C,,((A, r)) and 
X-inn A -NxZ/ker cp N ((N/C,,)xZ)/(A, r)). 
This proves (2) of (ii) and, by making use of (a), also yields (3) 
of (ii). l 
Let us remark that in virtue ofTheorems 2.6 and (3.6) the technical 
assumptions f the above theorem can be written as: 
(b) M(t) = 1 iff R[ t; S, D] has no R-disjoint ideals. 
(c)(i) R[t; S, D] has non-zero R-disjoint ideals but the center of 
R[t; S, D] is trivial. 
(c)(ii) The center ofR[t; S, II] is non-trivial. 
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