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SOLUTIONS GLOBALES, LIMITE DE RELAXATION,
CONTROˆLABILITE´ ET OBSERVABILITE´ EXACTES
FRONTIE`RES POUR DES SYSTE`MS HYPERBOLIQUES
QUASI-LINE´AIRES
RE´SUME´
Cette the`se est essentiellement compose´e de deux parties. Dans la premie`re partie,
on e´tudie le system d’Euler-Maxwell. En utilisant la me´thode d’inte´gration de l’e´nergie
classique, on montre l’existence et l’unicite´ de solutions re´gulie`res globales du syste`me avec
donne´es initiales petites. Ensuite, on e´tudie la limite de relaxation en montrant que, le
syste`me d’Euler-Maxwell converge vers les e´quations de de´rive-diffusion quand le temps
de relaxation tend vers ze´ro.
Dans la deuxie`me partie, on cherche la controˆlabilite´ et l’observabilite´ exactes frontie`res
de syste`mes hyperboliques quasi-line´aires dans un re´seau du type d’arbre. On e´tablit des
re´sultats d’existences de la controˆlabilite´ et l’observabilite´ par des me´thodes constructives
qui sont base´es sur la the´orie de la solution C1 semi-globale du syste`me hyperbolique
quasi-line´aire du premier ordre avec conditions initiales et frontie`res.
L’application concerne le mode`le physique du fluide non-stationnaire dans un re´seau
du type d’arbre des canaux ouverts, pour lequel des re´sultats sont obtenus dans les cas sub-
critique et super-critique. Par une comparaison des solutions dans ces deux cas, on trouve
des dualite´s de la controˆlabilite´ et l’observabilite´. Enfin, par une me´thode semblable,
on obtient la controˆlabilite´ exacte frontie`re des e´quations d’ondes quasi-line´aires dans un
re´seau du type d’arbre des cordes.
Mots cle´s: e´quations d’Euler-Maxwell, e´quations de de´rive-diffusion, limite de relax-
ation, existence globale de solutions re´gulie`res, controˆlabilite´ exacte frontie`re, observabilite´
exacte frontie`re, syste`me hyperbolique quasi-line´aire, syste`me de Saint-Venant, e´quation
d’onde quasi-line´aire, re´seau du type d’arbre

GLOBAL SOLUTIONS, RELAXATION LIMIT, EXACT
BOUNDARY CONTROLLABILITY AND
OBSERVABILITY FOR QUASILINEAR HYPERBOLIC
SYSTEMS
ABSTRACT
This thesis is essentially composed of two parts. In the first part, I study the Euler-
Maxwell system. Using the classical method of energy integral, I prove the existence and
uniqueness of global solutions to the system with small initial data. After that, I study
the relaxation limit. I prove that, as the relaxation time tends to zero, the Euler-Maxwell
system converges to the drift-diffusion models.
In the second part, I study the exact boundary controllability and observability of
quasilinear hyperbolic systems in a tree-like network. In this part, based on the theory
of the semi-global C1 solution of the mixed initial-boundary value problem for first order
quasilinear hyperbolic systems, I deal with the controllability and observability with a
constructive method.
Taking the unsteady flows in a tree-like network of open canals as a physical model,
I consider the exact boundary controllability and observability in subcritical and super-
critical situations, respectively. By the comparison of these two cases, I find some duality
of the controllability and observability. Meanwhile, using the similar way, I get the exact
boundary controllability of quasilinear wave equations on a tree-like planar network of
stings.
Keywords: Euler-Maxwell equations, drift-diffusion equation, relaxation limit, global
existence of smooth solution, exact boundary controllability, exact boundary observability,
quasilinear hyperbolic system, Saint-Venant system, quasilinear wave equation, tree-like
network
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Chapter 1
Le syste`me d’Euler-Maxwell
Dans ce chapitre, on introduit le syste`me d’Euler-Maxwell et l’arrie`re-plan de la recherche.
On donne les re´sultats sur l’existence et l’unicite´ de solutions re´gulie`res globales du syste`me
d’Euler-Maxwell avec donne´es initiales petites et sur la limite de relaxation vers le syste`me
de de´rive-diffusion.
1.1 Pre´sentation ge´ne´rale
Le syste`me d’Euler-Maxwell de´crit le phe´nome`ne d’e´lectro-magne´tisme. Il contient des
e´quations d’Euler et des e´quations de Maxwell. Dans le cas unipolaire, les e´quations
d’Euler sont compose´es de l’e´quation de la conservation de la masse
∂tn+ div(nu) = 0 (1.1.1)
et des e´quations de la conservation de la quantite´ du mouvement
∂t(nu) + div(nu⊗ u) +∇p(n) = −n(E + γu×B)− nu
τ
. (1.1.2)
Les e´quations de Maxwell sont un syste`me hyperbolique de lois de conservation,
γλ2∂tE −∇×B = γnu, λ2divE = 1− n,
γ∂tB +∇× E = 0, divB = 0.
(1.1.3)
Ici, les inconnues sont la densite´ d’e´lectrons n = n(t, x), la vitesse d’e´lectrons u = u(t, x),
la champ e´lectrique E = E(t, x) et la champ magne´tique B = B(t, x). Les parame`tres
15
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physiques c = 1γ , λ, τ sont constantes qui repre´sentent la vitesse de la lumie`re, la longueur
de Debye et le temps de relaxation, respectivement. La fonction p = p(n) repre´sente la
pression, qui est re´gulie`re et strictement croissante pour n > 0.
Quand (n, u,E,B) est assez re´gulie`re, pour n > 0, l’e´quation (1.1.2) est e´quivalente a`
∂tu+ (u · ∇)u+∇h(n) = −E − γu×B − u
τ
, (1.1.4)
ou` h = h(n) est la fonction d’enthalpie, qui satisfait
h(n) =
∫ n
1
p′(s)
s
ds. (1.1.5)
En effet,
div(nu⊗ u) = udiv(nu) + n(u · ∇)u, (1.1.6)
avec (1.1.1), on obtient (1.1.4).
La premie`re e´tude du syste`me d’Euler-Maxwell avec le terme de relaxation est donne´e
par Chen. Dans [7], l’existence globale de solutions faibles est prouve´e en une dimension
d’espace. Re´cemment, Peng et Wang ont e´tablit une se´rie de re´sultats sur des limites
du syste`me lorsque des petits parame`tres tendent vers ze´ro (voir [58]-[61]). Dans [58] et
[59], ils e´tudient la limite non relativiste c → ∞ et la limite de quasi-neutralite´ λ → 0,
respectivement. Quand c → ∞, le syste`me d’Euler-Maxwell devient le syste`me d’Euler-
Poisson compressible, et quand λ→ 0, il devient le syste`me d’e-MHD. Dans [60], la limite
combine´e de c→∞ et λ→ 0 est e´tudie´e. Dans [61], ils donnent une analyse asymptotique
du syste`me d’Euler-Maxwell dans le cas bipolaire avec des parame`tres petits.
Il convient de mentionner que les re´sultats sur le syste`me d’Euler-Poisson sont tre`s
utiles pour e´tudier le syste`me d’Euler-Maxwell, voir par exemple, [5], [6], [10], [20], [25],
[26], [57], [62], [67], [68], [69], [70], [73]. Le syste`me d’Euler-Poisson s’e´crit
∂tn+ div(nu) = 0,
∂t(nu) + div(nu⊗ u) +∇p(n) = n∇φ− nu
τ
,
− λ24φ = 1− n.
(1.1.7)
Cependant, ces deux syste`mes sont de nature diffe´rente. Ceci est du a` la diffe´rence de
couplages et a` la diffe´rence entre l’e´quation de Poisson, qui est elliptique, et les e´quations
de Maxwell qui sont hyperboliques. Donc la poursuite des recherches sur le syste`me
d’Euler-Maxwell sont significatives.
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1.2 Quelques re´sultats sur le syste`me d’Euler-Maxwell
Dans le chapitre 3, on e´tudie le syste`me d’Euler-Maxwell. On e´tablit l’existence globale
de solutions re´gulie`res en montrant que l’e´nergie est controˆle´e dans la norme Hs par les
donne´es initiales qui sont proches de l’e´tat d’e´quilibre.
On conside`re le syste`me d’Euler-Maxwell (1.1.1)-(1.1.3) avec la condition initiale pe´riod-
ique
t = 0 : (n, u,E,B) = (nτ0 , u
τ
0 , E
τ
0 , B
τ
0 ), sur T = (R/2pi)3. (1.2.1)
Theorem 1.1. (Existence globale de solutions re´gulie`res) Soient s ≥ 72 et B¯ une
constante donne´e. Alors il existe une constante δ > 0 telle que si
‖(nτ0 − 1, uτ0 , Eτ0 , Bτ0 − B¯)‖s ≤ δ, (1.2.2)
le syste`me (1.1.1)-(1.1.3) avec la condition initiale (1.2.1) admet une solution globale
unique (n, u,E,B) ∈ C([0,∞);Hs(T)). De plus, pour tout t > 0, on a
‖(n− 1, u, E,B − B¯)(t)‖2s +
∫ t
0
‖(n− 1, u)‖2sdt ≤ C‖(nτ0 − 1, uτ0 , Eτ0 , Bτ0 − B¯)‖2s, (1.2.3)
ou` C est une constante positive.
Pour des syste`mes hyperboliques de lois de conservation, La condition de Kawashima
est bien connue pour e´tudier des solutions globales. En fait, beaucoup de mode`les physiques
satisfont la condition de Kawashima. On montre que cette condition n’est pas satisfaite
par le syste`me d’Euler-Maxwell. Donc, le re´sultat est non trivial.
On e´tudie ensuite la limite de relaxation τ → 0 dans le syste`me d’Euler-Maxwell. On
montre la convergence du syste`me d’Euler-Maxwell vers les e´quations de de´rive-diffusion
quand τ → 0. De plus, on e´tablit la convergence d’un de´veloppement asymptotique a`
l’ordre quelconque.
Pour cela, on fait un changement de variable en temps sur e´quations (1.1.1)-(1.1.3)
s = τt (1.2.4)
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et e´crit t a` la place de s encore. Soient λ = γ = 1, les e´quations (1.1.1)-(1.1.3) deviennent
∂tn+
1
τ
div(nu) = 0,
∂tu+
1
τ
(u · ∇)u+ 1
τ
∇h(n) = −E
τ
− u×B
τ
− u
τ2
,
∂tE − 1
τ
∇×B = nu
τ
, divE = 1− n,
∂tB +
1
τ
∇× E = 0, divB = 0.
(1.2.5)
Soit (n0, u0, E0, B0) ∈ Hs(T), qui satisfait la condition de compatibilite´
u0 = −∇(h(n0)− φ0), E0 = −∇φ0, B0 = 0, (1.2.6)
ou` φ0 satisfait
−∆φ0 = 1− n0,
∫
T
φ0dx = 0. (1.2.7)
De meˆme, soit (n1, u1, E1, B1) ∈ Hs(T), qui satisfait la condition de compatibilite´
u1 = −∇(h′(n0)n1 − φ1), E1 = −∇φ1, B1 = B1(0, ·), (1.2.8)
ou` φ1 satisfait
∆φ1 = n1,
∫
T
φ1dx = 0. (1.2.9)
Ici B1 est de´termine´ uniquement par (n0, u0, E0, B0) (voir Chapitre 3).
Theorem 1.2. Soit s > 52 . On suppose qu’il existe une constante C1 > 0 telle que
‖(nτ0 , uτ0 , Eτ0 , Bτ0 )−
1∑
j=0
τ j(nj , τuj , Ej , Bj)‖s ≤ C1τ2. (1.2.10)
Alors il existe T > 0, inde´pendant de τ , tel que le syste`me (1.2.5) avec la condition initiale
(1.2.1) ait une solution unique
(nτ , uτ , Eτ , Bτ ) ∈ C([0, T ],Hs(T)) ∩ C1([0, T ],Hs−1(T)). (1.2.11)
De plus,
‖(nτ , u
τ
τ
, Eτ , Bτ )− (n0, u0, E0, B0)‖s ≤ C2τ, (1.2.12)
ou` C2 est une constante positive inde´pendante de τ , (n0, φ0) est une solution des e´quations
de de´rive-diffusion 
∂tn
0 − div(n0∇(h(n0)− φ0)) = 0,
−∆φ0 = 1− n0,
(1.2.13)
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avec la condition initiale
n0(0, x) = n0(x), x ∈ T, (1.2.14)
et
u0 = −∇(h(n0)− φ0), E0 = −∇φ0, B0 = 0. (1.2.15)
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Chapter 2
La controˆlabilite´ et l’observabilite´
exactes frontie`res
Dans ce chapitre, on expose la controˆlabilite´ et l’observabilite´ exactes frontie`res de syste`mes
hyperboliques quasi-line´aires dans un re´seau du type d’arbre. On introduit d’abord la
position du proble`me et l’e´tat des recherches. Ensuite, on de´crit les re´sultats sur la
controˆlabilite´ et l’observabilite´ des syste`mes.
2.1 La position du proble`me
Dans cette section, on expose la position du proble`me sur trois aspects, c’est-a`-dire: le
concept de la controˆlabilite´ et l’observabilite´ exactes frontie`res, le re´seau du type d’arbre
et le fluide non-stationnaire dans des canaux ouverts. On conside`re la controˆlabilite´ et
l’observabilite´ des syste`mes hyperboliques quasi-line´aires en une dimension d’espace:
∂u
∂t
+A(u)
∂u
∂x
= F (u), 0 ≤ x ≤ L, (2.1.1)
ou` u = (u1, · · · , un)T est une fonction vectorielle, inconnue de (t, x), A(u) est une matrice
carre´e d’ordre n, F (u) = (f1(u), · · · , fn(u))T est une fonction vectorielle de u avec
F (0) = 0. (2.1.2)
Par (2.1.2), on sait que u = 0 est une solution particulie`re du syste`me (2.1.1).
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Ici, on donne la de´finition de la controˆlabilite´ exacte frontie`re des syste`mes hyper-
boliques. Pour tout e´tat initial ϕ et tout e´tat final ψ donne´s, il existe T > 0 et des
controˆles sur les noeuds, tels que la solution u du syste`me (e´quation (2.1.1) avec les con-
ditions donne´es) peut varier de ϕ a` ψ sur l’intervalle [t0, t0 + T ], ou` t0 est le temps initial
du controˆle, et T est le temps de la controˆlabilite´.
Pour le syste`me hyperbolique, il existe deux sortes de controˆles, qui sont le controˆle
frontie`re qui apparaˆıt dans des conditions frontie`res (toutes ou partie) et le controˆle interne
qui apparaˆıt dans des e´quations. Dans des applications, il est tre`s difficile d’e´tudier le
controˆle interne. En revanche, le controˆle frontie`re est plus facile a` aborder. Donc, la
controˆlabilite´ que l’on e´tudie ici est juste la controˆlabilite´ frontie`re.
Quand on conside`re la controˆlabilite´ frontie`re, le temps de la controˆlabilite´ T > 0
doit eˆtre assez grand car le syste`me hyperbolique a la vitesse finie de propagation, ce qui
empeˆche la controˆlabilite´ frontie`re dans un instant court. En fait, pour une donne´e initiale,
il y a une solution unique du proble`me de Cauchy sur son domaine de´termine´ maximum.
De meˆme, pour une donne´e finale, il y a une solution unique sur son domaine de´termine´
maximum par la re´solution du proble`me de Cauchy re´trograde´. Afin d’assurer la cohe´rence,
les deux domaines ne doivent pas se rencontrer. Donc, T doit eˆtre convenablement grand.
Ceci est une condition ne´cessaire pour la controˆlabilite´ exacte frontie`re. Dans la pratique,
T est choisi le plus petit possible.
Dans le cas line´aire, un proble`me de la controˆlabilite´ peut eˆtre transforme´ a` un
proble`me dual de l’observabilite´ graˆce a` la me´thode HUM (Hilbert Uniqueness Method).
Malheureusement, cette me´thode ne s’applique pas au syste`me quasi-line´aire. Ici on
reprend la de´finition de l’observabilite´ exacte frontie`re dans [33] et [34]. Pour tout e´tat
initial ϕ, il existe T > 0 et des quantite´s observables. En observant les quantite´s sur
l’intervalle [t0, t0 + T ], la donne´e initiale u(t0, x) = ϕ peut eˆtre de´termine´e uniquement
par des valeurs observe´es. Dans cette the`se, on discute se´pare´ment de la controˆlabilite´ et
l’observabilite´ exactes frontie`res et donne quelques dualite´s entre eux.
Maintenant on introduit le re´seau du type d’arbre. Un re´seau du type d’arbre peut
eˆtre de´crit comme une figure sans boucle (voir Figure 2.1.1), dans laquelle les segments
sont appele´s cordes, les sommets A,B,C,D,E sont appele´s noeuds simples et les sommets
F,G,H sont appele´s noeuds multiples. Des conditions donne´es sur les noeuds simples sont
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appele´es conditions frontie`res, alors que des conditions donne´es sur les noeuds multiples
sont appele´es conditions d’interfaces. En particulier, s’il y a un seul noeud multiple, le
re´seau est du type d’e´toile. S’il y a seulement deux noeuds simples, le re´seau est du type
de corde (voir Figure 2.1.2).
A B
C
DE F
G
H
Fig. 2.1.1 Un re´seau du type d’arbre
Fig. 2.1.2 Des re´seaux du type d’e´toile et de corde
Pour un syste`me hyperbolique sur un re´seau du type d’arbre, toutes les variables
inconnues satisfont les e´quations sur les cordes correspondantes, les conditions frontie`res
et les conditions d’interfaces sur les noeuds correspondants. L’ensemble des syste`mes peut
eˆtre conside´re´ comme beaucoup de sous-syste`mes sur les cordes, et soumis aux contraintes
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des conditions d’interfaces.
Donc, pour certain re´seau du type d’arbre donne´ arbitrairement, le proble`me dans
cette partie est de savoir comment choisir les controˆles (resp. les quantite´s observables)
et le temps de la controˆlabilite´ (resp. le temps de l’observabilite´) sur les noeuds (noeuds
simples ou noeuds multiples), tels que la controˆlabilite´ (resp. l’observabilite´) du syste`me
hyperbolique soit construite sur l’ensemble du re´seau.
Il existe beaucoup d’applications concernant la controˆlabilite´ et l’observabilite´ exactes
frontie`res du syste`me hyperbolique, par exemple, dans le fluide non-stationnaire dans des
canaux ouverts et dans des cordes vibrantes. Les travaux principaux dans cette the`se
concerne le fluide non-stationnaire, que l’on introduit dans la suite.
Le mode`le du fluide non-stationnaire est donne´ dans [30]. Pour un canal horizontal et
cylindrique, soit x ∈ [0, L] le longueur parame´trique sur le canal. Si on ne´glige la friction,
la vitesse moyenne du fluide V = V (t, x) et l’aire de la section immerge´e A = A(t, x)
satisfont le syste`me de Saint-Venant:
∂A
∂t
+
∂(AV )
∂x
= 0,
∂V
∂t
+
∂S
∂x
= 0, t ≥ 0, 0 ≤ x ≤ L,
(2.1.3)
ou`
S =
1
2
V 2 + gh(A) + gYb, (2.1.4)
g est la constante de la gravite´, Yb est l’altitude constante,
h = h(A) (2.1.5)
est la profondeur de l’eau qui est une fonction re´gulie`re de A, avec
h′(A) > 0. (2.1.6)
Pour le proble`me du fluide non-stationnaire dans un re´seau du type d’arbre, sont satis-
faits sur tous les canaux, les syste`mes, les conditions frontie`res et les conditions d’interface.
Les conditions d’interface dans les cas sub-critique (la vitesse est petite) et super-critique
(la vitesse est grande) sont donne´es dans les chapitres 4 et 5.
On note que, comme ce proble`me a un sens physique, les controˆles et les quantite´s
observe´es que l’on choisit sont des quantite´s physiques. Une question fondamentale est de
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savoir choisir convenablement ces quantite´s et de de´terminer le temps de la controˆlabilite´
et de l’observabilite´.
2.2 L’e´tat des recherches
Le premier travail sur la controˆlabilite´ frontie`re des e´quations hyperboliques aux de´rive´es
partielles est donne´ par Russell en 1960. Dans [64], il introduit la notion de la controˆlabilite´
et de la stabilite´ de syste`mes line´aires et donne beaucoup de proble`mes ouverts. Plus
tard, Lions construit HUM, qui fournit un cadre ge´ne´ral pour e´tudier le proble`me au
syste`me hyperbolique, en particulier a` l’e´quations d’onde (voir [53], [54]). Le HUM,
qui prouve la controˆlabilite´ par construisant une ine´galite´ d’observabilite´ du proble`me
dual pour la solution faible, est un repe`re dans ce domaine de recherche. Ensuite, cette
me´thode est de´veloppe´e et promue par des mathe´maticiens. Dans [29], Lasiecka et Trig-
giani e´tablissent la controˆlabilite´ globale pour un syste`me semi-line´aire, qui donne une ap-
plication aux e´quations d’onde semi-line´aires. Dans [74], [75], Zuazua obtient des re´sultats
de la controˆlabilite´ exacte frontie`re des e´quations d’onde semi-line´aires et les applique au
re´seau du type d’arbre [14]. Dans ce dernier article, il montre le re´sultat suivant. S’il y a
k noeuds simples dans un re´seau, on peut trouver k − 1 controˆles. Dans Figure 2.2.1, il y
a 5 noeuds simples, donc il faut 4 controˆles. Ici, le symbole ”•” signifie un noeud simple
ou` il y a un controˆle.
E
Fig 2.2.1 La controˆlabilite´ du syste`me d’onde dans un re´seau du type d’arbre
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Ge´ne´ralement, HUM est une me´thode indirecte. Elle est utile pour des cas line´aires
et semi-line´aires, mais pas pour les cas quasi-line´aires. Un re´sultat pour la controˆlabilite´
exacte du syste`me hyperbolique quasi-line´aire en dimension 1 est du a` Cirina` [8], [9].
Par une me´thode constructive directe diffe´rente de HUM, avec des controˆles frontie`res
line´aires, Cirina` e´tablit la controˆlabilite´ locale (la condition finale ψ = 0) pour le syste`me
hyperbolique quasi-line´aire sous forme diagonale.
Plus re´cemment, Li Tatsien et ses collaborateurs e´tablissent une me´thode constructive
ge´ne´rale. Ils donnent une the´orie comple`te de la controˆlabilite´ exacte frontie`re du syste`me
hyperbolique quasi-line´aire en dimension 1 avec des conditions frontie`res non-line´aires.
Dans la situation classique, Li Tatsien et Zhang Binyu [52], Li Tatsien, Rao Bopeng et
Jin Yi [45], [46] e´tablissent la controˆlabilite´ exacte frontie`re pour le syste`me hyperbolique
quasi-line´aire: 
∂r
∂t
+ λ(r, s)
∂r
∂x
= 0,
∂s
∂t
+ µ(r, s)
∂s
∂x
= 0,
(2.2.1)
avec les conditions frontie`res non-line´aires, ou`
λ(r, s) < 0 < µ(r, s). (2.2.2)
Ces re´sultats sont e´tendus au syste`me hyperbolique quasi-line´aire ge´ne´ral avec les valeurs
propres non nulles par Li Tatsien et Rao Bopeng [41], [42]:
li(u)
(∂u
∂t
+ λi(u)
∂u
∂x
)
= µi(u) (i = 1, · · · , n), (2.2.3)
ou`
λr(u) < 0 < λs(u) (r = 1, · · · ,m; s = m+ 1, · · · , n). (2.2.4)
Base´ sur cette the´orie, on e´tudie la controˆlabilite´ exacte frontie`re du syste`me hyper-
bolique quasi-line´aire dans un re´seau du type d’arbre. Dans [31] et [32], l’auteur trouve la
controˆlabilite´ exacte frontie`re dans un re´seau du type d’e´toile et dans un re´seau du type de
corde. Plus tard ces re´sultats sont obtenus dans un re´seau du type d’arbre de N canaux
(voir [43] et [44]). Ce dernier cas est de´crit par le syste`me de Saint-Venant
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
(i = 1, · · · , N), (2.2.5)
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ou` Ai = Ai(t, x) et Vi = Vi(t, x) sont l’aire de la section immerge´e et la vitesse moyenne
de l’eau dans le i-e`me canal, respectivement. Ici,
Si =
1
2
V 2i + ghi(Ai) + gYbi (i = 1, · · · , N), (2.2.6)
g est la constante du gravite´, Ybi est l’altitude constante et
hi = hi(Ai) (i = 1, · · · , N) (2.2.7)
est la profondeur de l’eau. On montre qu’il faut N controˆles pour un re´seau avec N cordes.
Dans Figure 2.2.2, il y a 7 cordes, donc il faut 7 controˆles. Ici, le symbole ”•” signifie le
noeud ou` il y a un controˆle.
Fig. 2.2.2 La controˆlabilite´ exacte frontie`re dans un re´seau du type d’arbre I
Ces re´sultats sont obtenus avec beaucoup plus de controˆles que celui dans [14]. Il est
donc ame´liorable. En effet, les e´quations d’onde peuvent eˆtre transforme´es a` un syste`me
hyperbolique du premier ordre. Dans cette the`se, on ame´liore le re´sultat de Li Tatsien
et Rao Bopeng en utilisant autant de controˆles que celui dans [14]. De plus, on applique
le re´sultat a` un re´seau des cordes et trouve qu’il correspond a` celui dans [14] pour le cas
quasi-line´aire.
Il existe d’autres e´tudes sur la controˆlabilite´ frontie`re du syste`me hyperboliqu quasi-
line´aire, voir [23], [24], etc. Mais elles sont effectue´es entre deux e´tats stationnaires, qui
sont des solutions particulie`res du syste`me. Ceci est diffe´rent de l’e´tude dans la the`se. Dans
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[24], l’auteur introduit la notion super-critique, comple´ment de la notion sub-critique. Les
me´thodes qu’on utilise dans cette the`se sont totalement diffe´rentes dans ces deux cas.
Il y a tre`s peu de re´sultats d’observabilite´ dans le cas quasi-line´aire. Dans [33] et [34],
Li Tatsien e´tablit une the´orie d’observabilite´ exacte frontie`re du syste`me hyperbolique
quasi-line´aire. Pour le syste`me avec les valeurs propres non nulles dans un canal, on peut
trouver des quantite´s observables sur les frontie`res, telles que la condition initiale soit
controˆle´e par la condition finale et les valeurs observe´es pour la norme C1. Dans le meˆme
document, l’auteur donne des dualite´s entre la controˆlabilite´ et l’observabilite´: le temps de
la controˆlibilite´ et le temps de l’observabilite´ sont e´quivalents et le nombre des controˆles et
celui des quantite´s observe´es sont aussi e´quivalents. On applique ces re´sultats au re´seau
du type d’arbre dans cette the`se.
2.3 Quelques re´sultats sur la controˆlabilite´ et l’observabilite´
On e´tudie la controˆlabilite´ exacte frontie`re du syste`me hyperbolique quasi-line´aire dans
les chapitres 4 et 6.
On utilise le meˆme me´thode pour le proble`me du fluide non-stationnaire dans le re´seau
du type d’arbre. D’abord, on traite des conditions frontie`res et des conditions d’interface.
Comme les conditions ont des sens physiques, on mortre que le proble`me mixte est bien-
pose´. Ensuite, par une ide´e dans [37], on peut obtenir l’existence de solutions semi-globales
dans le re´seau.
Puisque toutes les valeurs propres du syste`me de Saint-Venant sont non nulles, on peut
permuter les variables t et x. En utilisant les conditions d’interfaces et la me´thode dans
[31] et [32], on construit une solution des e´quations e´tape par e´tape dans le re´seau. Notons
que cette solution constructive n’est pas unique en ge´ne´ral.
Enfin, on montre que la solution ainsi construite satisfait la condition initiale et la
condition finale. Ce qui de´termine les controˆles cherche´s puisque sont tous satisfaites les
e´quations, les conditions initiales, les conditions finales, les conditions d’interface et une
partie des conditions frontie`res.
Dans le chapitre 4, on e´tudie la controˆlabilite´ exacte frontie`re du fluide non-stationnaire
dans le cas sub-critique. Avec la meˆme proce´dure que celle dans [43] et [44], on e´tablit la
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controˆlabilite´ en re´duisant le nombre de controˆles. En notant le i-e`me canal par indice i,
on a
Theorem 2.1. Dans un re´seau du type d’arbre avec k noeuds simples, il faut k − 1
controˆles pour la controˆlabilite´ exacte frontie`re du fluide non-stationnaire. Dans Figure
2.3.1, le aymbole ”•” signifie le noeud simple ou` il faut un controˆle. De plus, le temps de
la controˆlabilite´ T satisfait
T > max
i∈S
∑
j∈Di
Lj
|λ˜(j)1 |
+max
i∈S
∑
j∈Di
Lj
λ˜
(j)
2
, (2.3.1)
ou` L est la longueur du canal, λ˜i(i = 1, 2) sont les deux valeurs propres du syste`me (dans
le cas sub-critique, une valeur propre est positive et l’autre est ne´gative), S est l’ensemble
des noeuds prive´ de E et Di est l’ensemble des indices des canaux par lesquels sont joints
E et un autre noeud simple.
E
Fig. 2.3.1 La controˆlabilite´ exacte frontie`re dans un re´seau du type d’arbre II
On remarque que Figure 2.3.1 et Figure 2.2.1 sont la meˆme. Il implique que l’ame´lioration
des re´sultats dans [43] et [44] est naturelle. Mais, on a besoin de plus de temps de
controˆlibilite´ quand on re´duit le nombre de controˆles.
Dans le chapitre 5, on e´tudie la controˆlabilite´ exacte frontie`re du fluide non-stationnaire
dans le cas super-critique, ou` les fonctions frontie`res sont totalement diffe´rentes de celles
du cas sub-critique. Par les re´sultat ci-dessous, on sait que les nombres des controˆles et
les temps de la controˆlabilite´ sont aussi diffe´rents dans les deux cas.
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Theorem 2.2. Dans un re´seau du type d’arbre avec k noeuds simples, il faut 2(k − 1)
controˆles pour la controˆlabilite´ exacte frontie`re du fluide non-stationnaire. Dans Figure
2.3.1, le symbole ”•” signifie le noeud simple ou` il faut deux controˆles. De plus, le temps
de la controˆlabilite´ T satisfait
T > max
(
max
i∈S
∑
j∈Di
Lj
|λ˜(j)1 |
,max
i∈S
∑
j∈Di
Lj
|λ˜(j)2 |
)
. (2.3.2)
Dans le chapitre 6, par une me´thode semblable a` celle dans le chapitre 4 et par la
transformation de l’e´quation d’onde quasi-line´aire du second ordre aux e´quations hyper-
boliques quasi-line´aires du premier ordre, on montre la controˆlabilite´ exacte frontie`re du
syste`me dans un re´seau du type d’arbre des cordes vibrants. Ce re´sultat est le meˆme que
celui dans [14]. Cependant, il est valable pour des e´quations non-line´aires alors que la
me´thode dans [14] n’est valable que dans le cas semi-line´aire.
Dans les chapitre 7 et 8, on e´tudie l’observabilite´ exacte frontie`re du fluide non-
stationnaire dans les cas sub-critique et super-critique, respectivement. Apre`s avoir montre´
l’observabilite´, on la compare avec la controˆlabilite´ et e´tablit les dualite´s entre eux.
Theorem 2.3. Dans le cas sub-critique, ainsi que dans le cas super-critique, le nombre de
controˆles est le meˆme que le nombre de quantite´s observe´es, et le temps de la controˆlabilite´
et de l’observabilite´ sont de meˆme.
Part II
Study on compressible
Euler-Maxwell equations
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Chapter 3
Global existence of smooth
solutions and relaxation limit
3.1 Introduction
This work is concerned with the Euler-Maxwell equations. We consider a plasma con-
sisting of electrons of charge qe = −1 and a single species of ions of charge qi = 1. Let
ne, ue(respectively, ni, ui) be the density and velocity vector of the electrons(respectively,
ions), E and B be respectively the electric field and magnetic field. They are functions of
a three-dimensional position vector x ∈ T and of the time t > 0, where T = (R/2pi)3 is
the torus. The fields E and B are coupled to the electron density through the Maxwell
equations and act on electrons via the Lorentz force. Let c = 1γ = (²0ν0)
− 1
2 be the speed of
light, λ be the scaled Debye length and τe, τi be the momentum relaxation time, where ²0
and ν0 are the vacuum permittivity and permeability. The dynamics of the compressible
particles obey the Euler-Maxwell system(see [4], [7], [63]):

∂tnα + div(nαuα) = 0,
∂t(nαuα) + div(nαuα ⊗ uα) +∇pα(nα) = qαnα(E + γuα ×B)− nαuα
τα
,
γλ2∂tE −∇×B = γ(neue − niui), λ2divE = ni − ne,
γ∂tB +∇× E = 0, divB = 0,
(3.1.1)
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for α = e, i and (t, x) ∈ (0,∞) × T, where uα ⊗ uα stands for the tensor product and
pα = pα(nα) is the pressure with suitably smooth function of nα and strictly increasing
for nα > 0. The system is complemented with the initial conditions:
t = 0 : (nα, uα, E,B) = (nτα,0, u
τ
α,0, E
τ
0 , B
τ
0 ), α = e, i. (3.1.2)
The first mathematical study of the Euler-Maxwell equations with extra relaxation
terms is given by Chen(see [7]), where the global existence of weak solutions in one-
dimensional case is established. And then, based on the studies of the asymptotic limits
in the Euler-Poisson system(see [5], [6], [10], [20], [25], [26], [57], [62], [67], [68], [69], [70],
[73]. In [58] and [59], the authors proved respectively that, for the Euler-Maxwell system,
the non-relativistic limit c→∞ is the (one-fluid) compressible Euler-Poisson system and
the quasi-neutral limit λ → 0 is the electron magnetohydrodynamics equations. In [60],
the combined limit of c and λ has been given. And in [61], the asymptotic expansions in
the Euler-Maxwell equations with small parameters have been researched.
In this paper, we first deal with global existence of smooth solutions of the Cauchy
problem (3.1.1) with (3.1.2). With the energy integral, we prove the convergence of the Hs
norms of the unknown variables, which helps us to get the conclusion. As we will see, since
this system does not satisfy the Kawashima condition, the proof is indispensable. After
that, we consider the zero-relaxation limit τα → 0. This is different from the asymptotic
of Euler-Poisson equations since the Poisson equations, which are elliptic, are essentially
different from the Maxwell equations, which are hyperbolic. To get the conclusion, we use
the method of asymptotic expansions constructed by drift-diffusion equations and prove
the convergence of the error equations.
For the sake of convenience, we will research Euler-Maxwell equations under the unipo-
lar condition first. We assume that in the plasma the ions are non-moving and become
a uniform background with a fixed unit density. This means we consider the condition
that the density of ions ni is equal to 1 and the velocity of ions ui vanishes. Using (n, u)
instead of (ne, ue) and noting the second equation in system (3.1.1) is equivalent to
∂tuα + (uα · ∇)uα +∇hα(nα) = qα(E + γuα ×B)− uα
τα
, (3.1.3)
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where the enthalpy h(n) is defined by
hα(nα) =
∫ nα
1
p′α(s)
s
ds, (3.1.4)
system (3.1.1) with (3.1.2) now becomes
∂tn+ div(nu) = 0,
∂tu+ (u · ∇)u+∇h(n) = −E − γu×B − u
τ
,
γλ2∂tE −∇×B = γnu, λ2divE = 1− n,
γ∂tB +∇× E = 0, divB = 0,
(3.1.5)
t = 0 : (n, u,E,B) = (nτ0 , u
τ
0 , E
τ
0 , B
τ
0 ). (3.1.6)
We will see later that the research is also valid for the biopolar system.
For the use in this paper, we recall some results about linear system of curl-div equa-
tions and calculus inequalities in Sobolev spaces.
Lemma 3.1. (see [58])For any given smooth functions f and g,
∇×B = f,
divB = g
(3.1.7)
with divf = 0 and m(g) = 0, where
m(g) =
∫
T
gdx, (3.1.8)
this system has a unique smooth solution B, in the class m(B) = 0.
Lemma 3.2. (see [55])For any fixed integer s > 52 , suppose A ∈ Hs and U ∈ Hs−1, then
for all multi-indices α with |α| ≤ s, ∂α(AU)−A∂αU ∈ L2 and
‖∂α(AU)−A∂αU‖ ≤ C‖A‖s‖U‖|α|−1. (3.1.9)
3.2 Global existence of smooth solutions
In this section, we construct the global existence of smooth solution of Euler-Maxwell
equations. Still considering the system (3.1.5) with the initial condition (3.1.6), we have
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Theorem 3.1. (Global existence of the smooth solutions) Assume that s ≥ s0 ≥
3
2 + 2. Let B¯ be any given constant. Then there exists positive constants δ > 0 sufficiently
small and C > 0 such that if it holds that
‖(nτ0 − 1, uτ0 , Eτ0 , Bτ0 − B¯)‖s ≤ δ, (3.2.1)
then the system (3.1.5)-(3.1.6) has a unique global solution (n, u,E,B) ∈ C([0,∞);Hs(T))
satisfying, for all t > 0,
‖(n− 1, u, E,B − B¯)(t)‖2s +
∫ t
0
‖(n− 1, u)‖2sdt ≤ C‖(nτ0 − 1, uτ0 , Eτ0 , Bτ0 − B¯)‖2s. (3.2.2)
Moreover,
lim
t→∞ supx∈T
|(n− 1, u)(x, t)| = 0. (3.2.3)
Remark 3.1. Theorem 3.1 can be extended easily to the two-fluid Euler-Maxwell system
by using the method of this paper. We omit it. Also, by using the method of this paper,
we can obtain a better result than the known ones about the compressible Euler system
with relaxation term given by the papers like [73, 12] et al. Namely, we can prove that
any global small smooth solution of the compressible Euler system with relaxation term
decays exponentially to the constant stationary state as t→∞.
Let (n, u,E,B) be the unknown solution to the problem (3.1.5) and (3.1.6). Denoting
(N, u,E,G) = (n− 1, u, E,B − B¯), (3.2.4)
we have
∂N + div((1 +N)u) = 0,
∂u+ (u · ∇)u+∇h(1 +N) = −(E + γu× (B0 +G))− u
τ
,
γλ2∂E −∇×G = γ(1 +N)u, γ∂G+∇× E = 0,
λ2divE = −N, divG = 0,
x ∈ Ω, t > 0,(3.2.5)
with
t = 0 : (N, u,E,G) = (N τ0 , u
τ
0 , E
τ
0 , G
τ
0) = (n
τ
0 − 1, uτ0 , Eτ0 , Bτ0 − B¯). (3.2.6)
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Set
WI =
N
u
 , WII =
E
G
 , W =
WI
WII
 =

N
u
E
G
 ,
W0 =

N τ0
uτ0
Eτ0
Gτ0
 , D0 =
I4×4 0
0 DII0
 =

I4×4 0
0
λ2γI3×3 0
0 γI3×3

 ,
Ai(W ) =
AIi (WI) 0
0 AIIi
 =

 ui (N + 1)eTi
h′(N + 1)ei uiI3×3
 0
0
 0 Li
LTi 0

 ,
K1(W ) =
 KI1 (W )
KII1 (W )
 =

0
−E
u
0
 ,K2(W ) =
 KI2 (W )
KII2 (W )
 =

0
−uτ
0
0
 ,
K3(W ) =
 KI3 (W )
KII3 (W )
 =

0
−γu×B0
0
0
 ,K4(W ) =
 KI4 (W )
KII4 (W )
 =

0
−γu×G
Nu
0
 ,
where (e1, e2, e3) is the canonical basis of R3, yi denotes the i-th component of y ∈ R3 and
Li(i = 1, 2, 3) is given as
L1 =

0 0 0
0 0 1
0 −1 0
 , L2 =

0 0 −1
0 0 0
1 0 0
 , L3 =

0 1 0
−1 0 0
0 0 0
 . (3.2.7)
From (3.2.5), the redundant equations λ2divE = −N and divG = 0 hold as soon as they
are satisfied by the initial data. Thus the problem (3.2.5)-(3.2.6) for the unknown W can
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be rewritten into the following form
D0∂tW +
3∑
i=1
Ai(W )∂xiW =
4∑
j=1
Kj(W ),
t = 0 : W =W0,
(3.2.8)
with
λ2divE(x, 0) = −N(x, 0), divG(x, 0) = 0, (3.2.9)
which can be guaranteed by the assumptions on the initial data.
It is easy to see that the equations for W in (3.2.8) are symmetrizable hyperbolic, i.e.
if we introduce
A0(W ) =

 h′(N + 1) 0
0 (N + 1)I3×3
 0
0 I6×6
 ,
which is positively definite whenN+1 ≥M0 > 0 for ‖N‖L∞ ≤ 12 , then A0D0 and A˜i(W ) =
A0(W )Ai(W ) are symmetric for all 1 ≤ i ≤ 3. Note that, for smooth solutions, the Euler-
Maxwell system (3.1.5)-(3.1.6) is equivalent to that of (3.2.5)-(3.2.6) or (3.2.8). Thus,
by the standard existence theory of local smooth solutions for symmetrizable hyperbolic
equations (see [27, 55]), we have the following result.
Proposition 3.1. Let W0 satisfy W0 ∈ Hs(T), s > 32 + 2 and ‖N0‖s ≤ κ for some
given κ > 0 (to be chosen so that 1 + N0 > 0, for example κCs < 1, where Cs is the
Sobolev’s embedding constant). Then there exists 0 < T (κ, ‖W0‖s) ≤ ∞, the maximal
existence time, and a unique smooth solution W ∈ ⋂1l=0C l([0, T );Hs−l(T)) of the system
(3.2.5)-(3.2.6) or (3.2.8) on [0, T ).
To prove Theorem 3.1, the key point is to establish the following a priori estimates
Proposition 3.2. (A priori estimates)If there exists δ > 0 sufficiently small such that,
for any T > 0, it holds
sup
0≤t≤T
‖W (t)‖s ≤ δ, (3.2.10)
then the estimate (3.2.2) holds for all t ∈ [0, T ].
We will prove this proposition in next section.
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Remark 3.2. The proof of Theorem 3.1 is indispensable, since Kawashima condition
are not satisfied here, and we can not use the classical way to deal with the problem
(3.2.5)-(3.2.6).
Proof: Multiple A0(W ) on both side of equation (3.2.8), we have
A0(W )D0∂tW +
3∑
i=1
A0(W )Ai(W )∂xiW =
4∑
j=1
A0(W )Kj(W ). (3.2.11)
If (3.2.5) satisfies Kawashima condition, for the symmetric hyperbolic system (3.2.11), we
have
For every λ0 ∈ R and every X = (x1, x2, x3, x4)T ∈ R4\{0} the
vector (x1, 0, · · · , 0, x2, x3, x4)T ∈ R10 is not in the null space (3.2.12)
of λ0A0(0)D0 +
∑3
i=1A0(0)Ai(0)ξi for every ξ ∈ R3\{0}.
But condition (3.2.12) cannot be true since the equation

λ0h
′(1) ξ1h′(1) ξ2h′(1) ξ3h′(1)
ξ1h
′(1) λ0
ξ2h
′(1) λ0
ξ3h
′(1) λ0
λ0λ
2γI3×3
∑3
i=1 ξiLi∑3
i=1 ξiL
T
i λ0γI3×3


x1
0
...
0
x2
x3
x4

= 0 (3.2.13)
has the nontrivial solution when λ0 = 0 and (x1, x2, x3, x4) = (0, ξ1, ξ2, ξ3).
3.3 Proof of Proposition 3.2
We divide the proof of Proposition 3.2 into several steps.
Step 1: L2 estimate of W (t)
Based on L2 balance law of the Euler-Maxwell system (3.1.5)
d
dt
∫
T
(n|u|2 + 2
∫ n
h(s)ds+ λ2|E|2 + |B −B0|2)(x, t)dx = −2
τ
∫
T
n|u|2(x, t)dx, (3.3.1)
one can get L2 estimate of W (t).
40 Qilong GU
Lemma 3.3. Under the assumption of Proposition 3.2, we have
‖W (t)‖2L2 +
2
τ
∫ t
0
‖u(t)‖2L2dt ≤ C‖W (0)‖2L2 , 0 ≤ t ≤ T. (3.3.2)
Step 2: Hs estimate of W (t)
For the higher order Sobolev’s estimate, one have
Lemma 3.4. Under the assumption of Proposition 3.2, we have
‖W (t)‖2s +
1
τ
‖N(t)‖2s−1 +
∫ t
0
(‖N(t)‖2s +
1
τ
‖u(t)‖2s)dt
≤ C‖W (0)‖2s +
C
τ
‖N(0)‖2s−1 +
C
τ
∫ t
0
‖WI(t)‖s‖N(t)‖2s−1dt
+C
∫ t
0
(‖WII‖s‖WI(t)‖2s + ‖WI(t)‖3s)dt, 0 ≤ t ≤ T. (3.3.3)
Proof: The basic idea of proving Lemma 3.4 is to use Hs estimates ofWI(t) to control
Hs estimates of WII(t). To this end, we rewrite the system (3.2.8) of matrix form as
∂tWI +
3∑
i=1
AIi (WI)∂xiWI =
4∑
j=1
KIj (W ), (3.3.4)
DII0 ∂tWII +
3∑
i=1
AIIi ∂xiWII =
4∑
j=1
KIIj (W ). (3.3.5)
Here AIi (WI) is a matrix which depends only upon WI while A
II
i is a constant symmetric
matrix.
Let α is a multi-index with the length 0 ≤ |α| ≤ s.
Taking ∂αx of the equations (3.3.4) and acting the symmetrizer matrix A
I
0(N) on the
resulting equation, one can get
AI0(N)∂
α
x ∂tWI +
3∑
i=1
AI0(N)A
I
i (WI)∂xi∂
α
xWI =
∑4
j=1A
I
0(N)∂
α
xK
I
j (W ) + J1, (3.3.6)
where the symmetrizer J1 is defined by
J1 = −
3∑
i=1
AI0(N)[∂
α
x (A
I
i (WI)∂xiWI)−AIi (WI)∂xi∂αxWI ],
which can be controlled by
‖J1‖L2 ≤ C‖AI0(N)‖L∞
(
‖∇AIi (WI)‖L∞‖Ds−1x ∂xiWI‖L2 + ‖∂xiWI‖L∞‖DsxAIi (WI)‖L2
)
≤ C‖WI‖2s (3.3.7)
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for some constant C,independent of τ .
Similarly, taking ∂αx of the equations (3.3.5) and using the fact that D
II
0 and A
II
j are
constant matrices, one have
DII0 ∂
α
x ∂tWII +
3∑
i=1
AIIi ∂xi∂
α
xWII =
∑4
j=1 ∂
α
xK
II
j (W ), (3.3.8)
Now adding the resulting equations of taking the inner product of the equations (3.3.6) and
(3.3.8) with ∂αxWI and ∂
α
xWII respectively, and using the fact that the matrixA
I
0(N)A
I
j (WI)
is symmetric, one get the energy estimate
d
dt
∫
T
(A0(N)D0∂αxW · ∂αxW )dx
= 2
∫
T
((J1 · ∂αxWI)dx+
∫
T
(divAI(WI)∂αxWI · ∂αxWI)dx
+2
4∑
j=1
∫
T
(AI0(N)∂
α
xK
I
j (W ) · ∂αxWI + ∂αxKIIj (W ) · ∂αxWII)dx, (3.3.9)
where
divAI(WI) =
∂AI0(N)
∂t
+
3∑
i=1
∂AIi (WI)
∂xi
,
which can be controlled by
‖divAI(WI)‖L∞ ≤ C(1 + ‖WI‖s)‖WI‖s. (3.3.10)
Let us estimate each term in the right hand side of (3.3.9).
For the first two terms, by Cauchy-Schwartz’s inequality and using the estimates (3.3.7)
and (3.3.10), one have∫
T
(J1 · ∂αxWI)(x, t)dx+
∫
T
(divAI(WI)∂αxWI · ∂αxWI)(x, t)dx
≤ C(1 + ‖WI‖s)‖WI‖3s. (3.3.11)
For the third term, by using the definitions of (matrix) functions AI0(N),Ki(W ), i =
1, · · · , 4, and noting that there exists some cancelations between KIi (W ) and KIIi (W ), we
have
2
4∑
j=1
∫
T
(AI0(N)∂
α
xK
I
j (W ) · ∂αxWI + ∂αxKIIj (W ) · ∂αxWII)dx
= −2
τ
∫
T
(1 +N)|∂αxu|2(x, t)dx− 2
∫
T
[(N∂αxE + (1 +N)∂
α
x (u×G))∂αxu+ ∂αx (Nu)∂αxEdx
≤ −1
τ
∫
T
|∂αxu|2dx+ C‖WII‖‖WI‖2s. (3.3.12)
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Here we have used the elementary Sobolev’s inequality ‖∂αx (fg)‖L2 ≤ ‖fg‖s ≤ ‖f‖s‖g‖s
for 0 ≤ |α| ≤ s and s ≥ s0.
Putting (3.3.11) and (3.3.12) into (3.3.9), and integrating on [0, t], t ∈ [0, T ], with
respect to t, one get
‖W (t)‖2s +
1
τ
∫ t
0
‖u(·, t)‖2sdt
≤ C‖W (t = 0)‖2s + C
∫ t
0
(‖WII‖s‖WI‖2s + (1 + ‖WI‖s)‖WI‖3s)dt. (3.3.13)
Here C is a constant which depends upon λ2 and γ, but does depend upon τ and the time
T > 0.
To control the second term of the right hand side of (3.3.13) by its left hand side’s
term, we establish the relation between N and u by using the Euler part of Euler-Maxwell
system.
Let β be a multi-index with the length 0 ≤ |β| ≤ s− 1.
Taking ∂βx of the second equation of (3.2.5), and taking the inner product of the
resulting equations with ∂βx∇N , one get
(h′(1 +N)∂βx∇N, ∂βx∇N) + (∂βxE, ∂βx∇N)
= −(∂βx (h′(1 +N)∇N)− h′(1 +N)∂βx∇N, ∂βx∇N)− (∂βx∂tu, ∂βx∇N)
−(∂βx (u · ∇u+ γu× (B0 +G)), ∂βx∇N)−
1
τ
(∂βxu, ∂
β
x∇N) (3.3.14)
Let us estimate each term in (3.3.14).
First, one have
(h′(1 +N)∂βx∇N, ∂βx∇N) + (∂βxE, ∂βx∇N)
= (h′(1 +N)∂βx∇N, ∂βx∇N)− (∂βxdivE, ∂βxN)
= (h′(1 +N)∂βx∇N, ∂βx∇N) +
1
λ
2
‖∂βxN‖2L2
≥ h
′(12)
2
‖N‖2s. (3.3.15)
By the estimate technique of Morse inequality, one get
−(∂βx (h′(1 +N)∇N)− h′(1 +N)∂βx∇N, ∂βx∇N) ≤
h′(12)
8
‖N‖2s + C‖N‖4s−1. (3.3.16)
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−(∂βx∂tu, ∂βx∇N) = (∂βx∂tdivu, ∂βxN)
=
d
dt
(∂βxdivu, ∂
β
xN)− (∂βxdivu, ∂βx∂tN)
=
d
dt
(∂βxdivu, ∂
β
xN) + (∂
β
xdivu, ∂
β
xdiv((1 +N)u))
≤ d
dt
(∂βxdivu, ∂
β
xN) + (∂
β
xdivu, ∂
β
xdiv((1 +N)u))
≤ d
dt
(∂βxdivu, ∂
β
xN) + (1 + ‖N‖Hs)‖u‖2s (3.3.17)
−(∂βx (u · ∇u+ γu× (B0 +G)), ∂βx∇N)
≤ h
′(12)
8
‖N‖2s + C(1 + ‖u‖2s)‖u‖2s−1 + C‖G‖2s−1‖u‖2s−1. (3.3.18)
Because we want to obtain the uniform estimate with respect to τ , we must deal with the
term containing 1τ .
−1
τ
(∂βxu, ∂
β
x∇N) =
1
τ
(∂βxdivu, ∂
β
xN)
= −1
τ
(∂βx (
∂tN + u · ∇N
1 +N
), ∂βxN)
= −1
τ
(
∂t∂
β
xN
1 +N
, ∂βxN)−
1
τ
(
u · ∇∂βxN
1 +N
, ∂βxN)
−1
τ
(∂βx (
∂tN
1 +N
)− ∂t∂
β
xN
1 +N
, ∂βxN)−
1
τ
(∂βx (
u · ∇N
1 +N
)− u · ∇∂
β
xN
1 +N
, ∂βxN)
≤ − 1
2τ
d
dt
(
1
1 +N
∂βxN, ∂
β
xN) +
C
τ
‖WI(t)‖s‖N(t)‖2s−1, (3.3.19)
Since
‖∂βx (
∂tN
1 +N
)− ∂t∂
β
xN
1 +N
‖L2
≤ C(‖∇( 1
1 +N
)‖L∞‖Ds−2x ∂tN‖L2 + ‖∂tN‖L∞‖Ds−1x (
1
1 +N
)‖L2)
≤ C(‖N‖s−1‖WI(t)‖s + ‖WI(t)‖s‖N‖s−1)
≤ C‖N‖s−1‖WI(t)‖s,
‖∂βx (
u · ∇N
1 +N
)− u · ∇∂
β
xN
1 +N
‖L2
≤ C(‖∇( u
1 +N
)‖L∞‖Ds−2x ∇N‖L2 + ‖∇N‖L∞‖Ds−1x (
u
1 +N
)‖L2)
≤ C(‖WI(t)‖s‖N‖s−1 + ‖N‖s−1‖WI(t)‖s)
≤ C‖N‖s−1‖WI(t)‖s
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and s ≥ s0 ≥ 32 + 2.
Thus, (3.3.14), together with (3.3.15)-(3.3.19), gives
1
τ
‖N(t)‖2s−1 −
∑
0≤|β|≤s−1
(∂βxdivu, ∂
β
xN) +
∫ t
0
‖N(t)‖2sdt
≤ ‖W (0)‖2s +
C
τ
‖N(0)‖2s−1 +
C
τ
∫ t
0
‖WI(t)‖s‖N(t)‖2s−1dt
+C
∫ t
0
(‖u(t)‖2s + ‖WI(t)‖3s + ‖WI(t)‖4s)dt
+C
∫ t
0
‖WI(t)‖2s‖WII(t)‖2sdt. (3.3.20)
Combining (3.3.13) and (3.3.20), and using the assumption ‖W (t)‖s ≤ δ for sufficiently
small δ, one can get (3.3.3).
Step 3: The end of Proposition 3.2
Now for any given and fixed τ > 0, by using the assumption ‖W (t)‖s ≤ δ for suffi-
ciently small δ, it follows from the estimate (3.3.3) that there exists a positive constant
C, depending on τ and not depending upon the any given time T > 0, such that
‖W (t)‖2s +
∫ t
0
‖WI(t)‖2sdt ≤ C‖W (0)‖2s, 0 ≤ t ≤ T,
which yields to the desired estimate (3.2.2).
Only if one have the estimate (3.2.2), we can obtain (3.2.3) as follows. In fact, it
follows from (3.2.2) and the equations (3.2.5) that∫ ∞
0
‖(n− 1, u)(·, t)‖2sdt <∞
and
‖∂t(n− 1, u)‖s−1 ≤ C <∞,
and then we can get (3.2.3).
Theorem 3.1 follows from the standard argument by using the local existence (Proposi-
tion 3.1), the a priori estimate (3.2.2) given in Proposition 3.2 and the continuous extension
argument.
Remark 3.3. We keep the parameter τ in the above estimates because we can obtain
the relaxation limit of the small global smooth solutions of the Euler-Maxwell system.
Study on Euler-Maxwell equations 45
Namely, it follows the a priori estimate (3.3.3) that there exist constants C and τ0 > 0
such that, for any τ ≤ τ0, the Euler-Maxwell system (3.1.5)-(3.1.6) has a unique global
smooth solution (nτ , uτ , Eτ , Bτ ) ∈ C([0,∞];Hs(T)) satisfying
‖(nτ − 1, uτ , Eτ , Bτ −B0)(·, t)‖s + 1
τ
‖(nτ − 1)(·, t)‖s−1
≤ C‖(nτ − 1, uτ , Eτ , Bτ −B0)(·, 0)‖s + C
τ
‖(nτ − 1)(·, 0)‖s−1 → 0 as τ → 0.
3.4 Formal asymptotic expansion
We now study the zero-relaxation limit of Euler-Maxwell equations. To perform the
limit τ → 0 in (3.1.5), we introduce a time scaling
s = τt (3.4.1)
still using t instead of s. Since we study the zero-relaxation limit under the conditions
γ = O(1) and λ = O(1), we further assume that γ = λ = 1. Euler-Maxwell system (3.1.5)
becomes 
∂tn+
1
τ
div(nu) = 0,
∂tu+
1
τ
(u · ∇)u+ 1
τ
∇h(n) = −E
τ
− u×B
τ
− u
τ2
,
∂tE − 1
τ
∇×B = nu
τ
, divE = 1− n,
∂tB +
1
τ
∇× E = 0, divB = 0.
(3.4.2)
for t > 0, x ∈ T. And for the relaxation limit, we suppose the initial data is a periodic
one.
To obtain the existence and uniqueness of the solution of system (3.4.2) with (3.1.6),
we need to find an approximate solution (nτ , uτ , Eτ , Bτ ) of system (3.4.2) under the form
of a power series in τ . From the momentum equation for uτ , it is easy to see that uτ → 0
if τ → 0. By [61], we have following conclusion:
If the initial data of (nτ , uτ , Eτ , Bτ ) admit an asymptotic expansion with respect to τ ,
(nτ , uτ , Eτ , Bτ )(0, x) =
∑
j≥0
τ j(nj , τuj , Ej , Bj)(x), (3.4.3)
where (nj , uj , Ej , Bj)j≥0 are sufficiently smooth with n0 > 0 in T and satisfy the compati-
bility conditions respectively(see (3.4.12)-(3.4.13),(3.4.17)-(3.4.18),(3.4.23)-(3.4.25) below),
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then the solution has the following form:
(nτ , uτ , Eτ , Bτ ) =
∑
j≥0
τ j(nj , τuj , Ej , Bj), (3.4.4)
where (nj , uj , Ej , Bj)j≥0 are the unique solutions of the following systems respectively:
∂tn
0 + div(n0u0) = 0,
∇h(n0) = −E0 − u0,
∇×B0 = 0, divB0 = 0,
∇× E0 = 0, divE0 = 1− n0,
(3.4.5)

∂tn
1 + div(n1u0 + n0u1) = 0,
∇(h′(n0)n1) = −E1 − u0 ×B0 − u1,
∂tE
0 −∇×B1 = n0u0, divB1 = 0,
∂tB
0 +∇× E1 = 0, divE1 = −n1,
(3.4.6)

∂tn
j + div(
j∑
k=0
nkuj−k) = 0,
∂tu
j−2 +
j−2∑
k=0
(uk · ∇)uj−2−k +∇(h′(n0)nj + hj−1((nk)k≤j−1))
= −Ej −
j−1∑
k=0
uk ×Bj−1−k − uj ,
∂tE
j−1 −∇×Bj =
j−1∑
k=0
nkuj−1−k, divBj = 0,
∂tB
j−1 +∇× Ej = 0, divEj = −nj ,
(j ≥ 2) (3.4.7)
where hj−1(j ≥ 2) is a function only decided by nk(k ≤ j − 1) and is defined by
h(
∑
j≥0
τ jnj) = h(n0) + h′(n0)
∑
j≥1
τ jnj +
∑
j≥2
τ jhj−1((nk)k≤j−1). (3.4.8)
Moreover, system (3.4.5) can be deduced to a classical drift-diffusion equations:
∂tn
0 − div(n0∇(h(n0)− φ0)) = 0,
−∆φ0 = 1− n0,
t > 0, x ∈ T (3.4.9)
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with the initial conditions:
n0(0, x) = n0(x), x ∈ T, (3.4.10)
and
u0 = −∇(h(n0)− φ0), E0 = −∇φ0, B0 = 0. (3.4.11)
From (3.4.11) we can get the zero-order compatibility conditions:
u0 = −∇(h(n0)− φ0), E0 = −∇φ0, B0 = 0, (3.4.12)
where φ0 is determined by
−∆φ0 = 1− n0, m(φ0) = 0. (3.4.13)
System (3.4.6) can be deduced to a linearized drift-diffusion equations:
∂tn
1 − div(n0∇(h′(n0)n1 − φ1)) + div(n1u0) = 0,
∆φ1 = n1,
t > 0, x ∈ T (3.4.14)
with the initial conditions:
n1(0, x) = n1(x), x ∈ T, (3.4.15)
and
u1 = −∇(h′(n0)n1 − φ1), E1 = −∇φ1. (3.4.16)
Since B1 can also be solved by the third equation of (3.4.6), we get the first-order com-
patibility conditions:
u1 = −∇(h′(n0)n1 − φ1), E1 = −∇φ1, B1 = B1(0, ·), (3.4.17)
where φ1 is determined by
∆φ1 = n1, m(φ1) = 0. (3.4.18)
For j ≥ 2, system (3.4.7) can be deduced to a linearized drift-diffusion equations, too.
Since Bj can be solved uniquely in the class m(Bj) = 0, we deduce the existence of a
given vector function ψj with divBj = 0 such that Bj = −∇× ψj . So
∂tn
j − div(n0∇(h′(n0)nj − φj)) + div(nju0)
= f j((nk, uk, Ek, Bk)0≤k≤j−1) + div(n0∂tψj−1),
∆φj = nj + ∂t(divψj−1),
t > 0, x ∈ T (3.4.19)
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with the initial conditions:
nj(0, x) = nj(x), x ∈ T, (3.4.20)
and
uj = −∂tψj−1 −∇(h′(n0)nj − φj) + gj((nk, uk, Ek, Bk)0≤k≤j−1), (3.4.21)
Ej = ∂tψj−1 −∇φj , (3.4.22)
where f j , gj are given smooth functions. Thus, we can get the high-order compatibility
conditions for j ≥ 2:
uj = −∂tψj−1(0, ·)−∇(h′(n0)nj − φj) + gj((nk, uk, Ek, Bk)0≤k≤j−1), (3.4.23)
Ej = ∂tψj−1(0, ·)−∇φj , Bj = Bj(0, ·), (3.4.24)
where φj is determined by
∆φj = nj + ∂t(divψj−1(0, ·)), m(φj) = 0. (3.4.25)
3.5 The zero-relaxation limit
We construct an approximate solution following §3.4. Let
(nmτ , u
m
τ , E
m
τ , B
m
τ ) =
m∑
j=0
τ j(nj , τuj , Ej , Bj) (3.5.1)
with m ≥ 2 and (nj , uj , Ej , Bj)0≤j≤m being given as in §3.4. Let T1 be the maximal
existent time of the solutions to (3.4.5), (3.4.6) and (3.4.7) for j ≤ m. Then, we have the
following result:
Theorem 3.2. Suppose p ∈ C∞(T), (nj , uj , Ej , Bj) ∈ Hs(T) for j = 0, 1, · · · ,m, m ≥ 2
and satisfy the compatibility conditions (3.4.12)-(3.4.13), (3.4.17)-(3.4.18) and (3.4.23)-
(3.4.25) respectively. Suppose for any fixed integer s > 52 ,
‖(nτ0 , uτ0 , Eτ0 , Bτ0 )−
m−1∑
j=0
τ j(nj , τuj , Ej , Bj)‖s ≤ Cτm. (3.5.2)
Then there exists T2 ∈ (0, T1], independent of τ such that the problem (3.4.2) with (3.1.6)
has a unique solution
(nτ , uτ , Eτ , Bτ ) ∈ C([0, T2],Hs(T)) ∩ C1([0, T2],Hs−1(T)) (3.5.3)
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satisfying
‖(nτ , uτ , Eτ , Bτ )− (nmτ , umτ , Emτ , Bmτ )‖s ≤ Cτm, (3.5.4)
where C is a positive constant independent of τ .
Proof: By (3.4.5)-(3.4.7), and noting (3.5.1), the approximate solution satisfies
∂tn
m
τ +
1
τ
div(nmτ u
m
τ ) = R
τ
n,
∂tu
m
τ +
1
τ
(umτ · ∇)umτ +
1
τ
∇h(nmτ ) = −
Emτ
τ
− u
m
τ
τ2
− u
m
τ ×Bmτ
τ
+Rτu,
∂tE
m
τ −
1
τ
∇×Bmτ =
nmτ u
m
τ
τ
+RτE , divE
m
τ = 1− nmτ ,
∂tB
m
τ +
1
τ
∇× Emτ = 0, divBmτ = 0,
(3.5.5)
where the remainders Rτn, R
τ
u and R
τ
E satisfy
sup
0≤t≤T
‖(Rτn, Rτu, RτE)‖s0 ≤ Cτm, (3.5.6)
for any 0 ≤ s0 ≤ s, since (nmτ , umτ , Emτ , Bmτ ) ∈ Hs([0, T ]× T).
Let (nτ , uτ , Eτ , Bτ ) be the unknown solutions to the problem (3.4.2), and denote by
(N τ , U τ , F τ , Gτ ) = (nτ − nmτ , uτ − umτ , Eτ − Emτ , Bτ −Bmτ ). (3.5.7)
From the equations (3.4.2) and (3.5.5), we know that the errors (N τ , U τ , F τ , Gτ ) satisfy
the following problem:
∂tN
τ +
1
τ
div(N τU τ +N τumτ + n
m
τ U
τ ) = −Rτn,
∂tU
τ +
1
τ
((U τ + umτ ) · ∇)U τ +
1
τ
(U τ · ∇)umτ +
1
τ
∇(h(N τ + nmτ )− h(nmτ ))
= −F
τ
τ
− U
τ
τ2
− 1
τ
((U τ + umτ )×Gτ + U τ ×Bτm)−Rτu,
∂tF
τ − 1
τ
∇×Gτ = 1
τ
(N τU τ +N τumτ + n
m
τ U
τ )−RτE , divF τ = −N τ ,
∂tG
τ +
1
τ
∇× F τ = 0, divGτ = 0,
t = 0 : (N τ , U τ , F τ , G
τ
) = (nτ0 −
m∑
j=0
τ jnj , u
τ
0 −
m∑
j=0
τ j+1uj ,
Eτ0 −
m∑
j=0
τ jEj , B
τ
0 −
m∑
j=0
τ jBj).
(3.5.8)
Set
W τI =
 N τ
U τ
 , W τII =
 F τ
Gτ
 , W τ =
 W τI
W τII
 ,
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W τI0 =
 n
τ
0 −
m∑
j=0
τ jnj
uτ0 −
m∑
j=0
τ j+1uj
 , W τII0 =
 E
τ
0 −
m∑
j=0
τ jEj
Bτ0 −
m∑
j=0
τ jBj
 ,
AIi (W
τ
I ) = (U
τ + umτ )iI4×4 +
 0 (N τ + nmτ )eTi
h′(N τ + nmτ )ei 0
 ,
AIIi =
 0 Li
LTi 0
 , Ai(W τ ) =
 AIi (W τI ) 0
0 AIIi

H1(W τI ) =

−(U τ · ∇)nmτ −N τdivumτ
−(U τ · ∇)umτ − (h′(N τ + nmτ )− h′(nmτ ))∇nmτ
N τU τ +N τumτ + n
m
τ U
τ
0
 ,
H2(W τI ) =

0
−U τ
0
0
 , R
τ =

Rτn
Rτu
RτE
0
 ,
H3(W τI ,W
τ
II) =

0
−F τ − (U τ + umτ )×Gτ − U τ ×Bmτ
0
0
 ,
where (e1, e2, e3) is the canonical basis of R3, Id×d is a d × d unit matrix, yi denotes the
i−th component of y ∈ R3 and Li(i = 1, 2, 3) is given as (3.2.7).
From (3.5.8), the redundant equations divF τ = −N τ and divGτ = 0 hold as soon as
they are satisfied by the initial data. Then the problem (3.5.8) can be rewritten as
∂tW
τ +
1
τ
3∑
i=1
Ai(W τI )∂xiW
τ =
1
τ
H1(W τI ) +
1
τ2
H2(W τI ) +
1
τ
H3(W τI ,W
τ
II)−Rτ ,
t = 0 : W τ =W τ0 ,
(3.5.9)
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with
divF τ (x, 0) = −N τ (x, 0), divGτ (x, 0) = 0, (3.5.10)
which can be guaranteed by the assumptions on the initial data.
It is easy to see that the equations of W τ in (3.5.9) are symmetrizable hyperbolic, i.e.
if we introduce
A0(W τI ) =

 (h′(N τ + nmτ )) 0
0 (N τ + nmτ )I3×3
 0
0 I6×6
 ,
which is positively definite when 0 < C1 ≤ (N τ + nmτ ) ≤ C2 for a sufficient small τ ,
then A˜i(W τI ) = A0(W
τ
I )Ai(W
τ
I ) are symmetric for all 1 ≤ i ≤ 3. Here the condition
0 < C1 ≤ (N τ + nmτ ) ≤ C2 is satisfied since nmτ → n0 and ‖N τ‖L∞ → 0 as τ → 0.
Thus, the key point for proving Theorem 3.2 is the following a priori estimate.
Proposition 3.3. Let s > 52 and m ≥ 2. Suppose
‖W τ0 ‖s ≤ D1τm (3.5.11)
for some constant D1 > 0 independent of τ . Then there exists constant D2 > 0, such that
the solution of (3.5.9) satisfies
sup
0≤t≤T2
‖W τ‖s ≤ D2τm, (3.5.12)
We will prove this proposition in next section and this finishes the proof of Theorem
3.2.
Now we consider the situation for m = 2. By theorem 3.2,
‖(nτ , uτ , Eτ , Bτ )− (n2τ , u2τ , E2τ , B2τ )‖s ≤ Cτ2, (3.5.13)
so
‖(nτ , Eτ , Bτ )− (n0, E0, B0)‖s ≤ Cτ, ‖uτ − τu0‖s ≤ Cτ2, (3.5.14)
which means
‖(nτ , u
τ
τ
, Eτ , Bτ )− (n0, u0, E0, B0)‖s ≤ Cτ. (3.5.15)
We get
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Theorem 3.3. Suppose p ∈ C∞(T), suppose (nj , uj , Ej , Bj) ∈ Hs(T) for j = 0, 1, and sat-
isfy the compatibility conditions (3.4.12)-(3.4.13) and (3.4.17)-(3.4.18) respectively. Sup-
pose for any fixed integer s > 52 ,
‖(nτ0 , uτ0 , Eτ0 , Bτ0 )−
1∑
j=0
τ j(nj , τuj , Ej , Bj)‖s ≤ Cτ2 (3.5.16)
Then there exists T > 0, such that the problem (3.4.2) with (3.1.6) has a unique solution
(nτ , uτ , Eτ , Bτ ) ∈ C([0, T ],Hs(T)) ∩ C1([0, T ],Hs−1(T)) (3.5.17)
satisfying
‖(nτ , u
τ
τ
, Eτ , Bτ )− (n0, u0, E0, B0)‖s ≤ Cτ, (3.5.18)
where C is a positive constant independent of τ .
By Theorem 3.3, we know that when τ → 0, the limit for the Euler-Maxwell equations
is the drift-diffusion equation. We get the existence and uniqueness of the solution of
system (3.4.2), which can be approximated by the solution of drift-diffusion system (3.4.9)
and (3.4.11).
3.6 Proof of Proposition 3.3
We first prove the following lemmas.
Lemma 3.5. Under the assumptions of Proposition 3.3, we have
‖W τI (T )‖2s +
1
τ2
∫ T
0
‖U τ‖2sdt
≤ C
∫ T
0
(‖W τI ‖2s + ‖W τII‖2s + ‖U τ‖2s‖Gτ‖2s +
1
τ2
‖W τI ‖4s)dt+ CTτ2m. (3.6.1)
Proof: Let α ∈ N3 with |α| ≤ s, and (W τIα,W τIIα) = ∂αx (W τI ,W τII). Differentiating the
first two equation of (3.5.9) with x for a multi-index α, we have
∂tW
τ
Iα +
1
τ
3∑
i=1
AIi (W
τ
I )∂xiW
τ
Iα
=
1
τ
(∂αxH
I
1 (W
τ
I ) + ∂
α
xH
I
3 (W
τ
I ,W
τ
II)) +
1
τ2
∂αxH
I
2 (W
τ
I )− ∂αxRτI
+
1
τ
3∑
i=1
(AIi (W
τ
I )∂xiW
τ
Iα − ∂αx (AIi (W τI )∂xiW τI )) (3.6.2)
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Employing the classical energy estimate of symmetric hyperbolic equation, we multiple
(3.6.2) by W τIα ·AI0(W τI ) and obtain
∂t(W τIα ·AI0(W τI )W τIα) +
1
τ
3∑
i=1
∂xi(W
τ
Iα · A˜Ii (W τI )W τIα)−
2
τ2
W τIα ·AI0(W τI )∂αxHI2 (W τI )
=
2
τ
W τIα ·AI0(W τI )(∂αxHI1 (W τI ) + ∂αxHI3 (W τI ,W τII))− 2W τIα ·AI0(W τI )∂αxRτI
+
2
τ
3∑
i=1
W τIα ·AI0(W τI )(AIi (W τI )∂xiW τIα − ∂αx (AIi (W τI )∂xiW τI ))
+W τIα · (∂tAI0(W τI ) +
1
τ
3∑
i=1
∂xiA˜
I
i (W
τ
I ))W
τ
Iα. (3.6.3)
Integrate this equation on T and estimate each term one by one. We get
W τIα · ∂αxHI2 (W τI ) = −|U τα |2. (3.6.4)
Since
W τIα · ∂αxHI1 (W τI ) = −N τα∂αx ((U τ · ∇)nmτ +N τdivumτ )
−U τα · ∂αx ((U τ · ∇)umτ + (h′(N τ + nmτ )− h′(nmτ ))∇nmτ ),(3.6.5)
by Morse inequality, we get
1
τ
∫
T
|W τIα · ∂αxHI1 (W τI )|dx ≤ C²‖W τI ‖2|α| +
²
τ2
‖U τ‖2|α|, (3.6.6)
here and hereafter, ² denotes a small constant independent of τ and C² denotes a positive
constant depending on ². Since
W τIα · ∂αxHI3 (W τI ) = −U τα · ∂αx (F τ + (U τ + umτ )×Gτ + U τ ×Bmτ ), (3.6.7)
by Morse inequality, we also get
1
τ
∫
T
|W τIα · ∂αxHI3 (W τI , F τ , Gτ )|dx
≤ ²
τ2
‖U τα‖2 + C²
∫
T
|∂αx (F τ + (U τ + umτ )×Gτ + U τ ×Bmτ )|2dx
≤ ²
τ2
‖U τα‖2 + C²(‖W τII‖2|α| + ‖U τ‖2|α|‖Gτ‖2s + ‖U τ‖2|α|), (3.6.8)
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here the last inequality, we use the embedding inequality. We can also get
1
τ
∫
T
3∑
i=1
|W τIα · (AIi (W τI )∂xiW τIα − ∂αx (AIi (W τI )∂xiW τI ))|dx
≤ C²‖W τIα‖2 +
²
τ2
∫
T
3∑
i=1
|AIi (W τI )∂xiW τIα − ∂αx (AIi (W τI )∂xiW τI )|2dx
≤ C²‖W τIα‖2 +
²
τ2
‖W τI ‖4s, (3.6.9)
here the last inequality, we use Lemma 3.2.
Since
A˜Ii = A
I
0A
I
i = (U
τ + uτm)iA
I
0 + (N
τ + nmτ )h
′Ci, (i = 1, 2, 3) (3.6.10)
where Ci(i = 1, 2, 3) is a constant matrix, we have
∂tA
I
0 +
1
τ
3∑
i=1
∂xiA˜
I
i
= (AI0)
′∂t(N τ + nτm) +
1
τ
3∑
i=1
∂xi((U
τ + uτm)iA
I
0) +
1
τ
3∑
i=1
∂xi(N
τ + nmτ )h
′Ci
= (AI0)
′(∂t(N τ + nτm) +
1
τ
∇(N τ + nτm) · (U τ + uτm)) +
1
τ
div(U τ + uτm)A
I
0
+
1
τ
3∑
i=1
∂xi(N
τ + nmτ )h
′Ci
=
div(U τ + uτm)
τ
(AI0 − (N τ + nτm)(AI0)′) +
1
τ
3∑
i=1
∂xi(N
τ + nmτ )h
′Ci, (3.6.11)
here the last equality, we use the first equation of (3.4.2). Since
|div(U τ + uτm)| ≤ C(‖W τI ‖s + τ), (3.6.12)
we obtain ∫
T
|W τIα · (∂tAI0(W τI ) +
1
τ
3∑
i=1
∂xiA˜
I
i (W
τ
I ))W
τ
Iα|dx
≤ C‖W τIα‖2(1 +
1
τ
‖W τI ‖s)
≤ C(‖W τI ‖2s +
1
τ2
‖W τIα‖4). (3.6.13)
Together with (3.6.3), (3.6.4), (3.6.6), (3.6.8), (3.6.9) and (3.6.13) and noting (3.5.11),
integrating from 0 to T with T ∈ (0, T2) and summing up over all |α| ≤ s, we get (3.6.1).
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Lemma 3.6. Under the assumptions of Proposition 3.3, we have
‖W τII(T )‖2s ≤
∫ T
0
(
²
τ2
‖W τI ‖4s +
²
τ2
‖U τ‖2s + ²‖W τI ‖2s + C²‖W τII‖2s)dt+ CTτ2m. (3.6.14)
Proof: Similarly to the proof of Lemma 3.5, we differentiate the third and forth
equations of (3.5.9) with x for a multi-index α. We get
∂tF
τ
α −
1
τ
∇×Gτα =
1
τ
∂αx (N
τU τ +N τumτ + n
m
τ U
τ )− ∂αxRτE ,
∂tG
τ
α +
1
τ
∇× F τα = 0.
(3.6.15)
By the vector analysis formula
div(f × g) = (∇× f) · g − (∇× g) · f, (3.6.16)
the singular term appearing in Sobolev’s energy estimates vanishes, i.e.,∫
T
(−1
τ
∇×Gτα · F τα +
1
τ
∇× F τα ·Gτα)dx =
1
τ
∫
T
div(F τα ×Gτα)dx = 0. (3.6.17)
Hence, we get from (3.6.15) that
d
dt
‖W τIIα‖2
≤ C
∫
T
1
τ
(|∂αx (N τU τ )|+ |∂αx (N τumτ )|+ |∂αx (nmτ U τ )|)|F τα |+ |∂αxRτE ||F τα |dx
≤ ²
τ2
‖W τI ‖4|α| +
²
τ2
‖U τ‖2|α| + ²‖W τI ‖2|α| + ²τ2m + C²‖W τIIα‖2. (3.6.18)
Noting (3.5.11), we integrate (3.6.18) from 0 to T with T ∈ (0, T2) and sum up over
all |α| ≤ s, it follows (3.6.14).
Finally, we combine (3.6.1) and (3.6.14) together. We get
‖(W τI ,W τII)(T )‖2s ≤ C
∫ T
0
(‖(W τI ,W τII)‖2s +
1
τ2
‖(W τI ,W τII)‖4s)dt+ CTτ2m (3.6.19)
Applying the Gronwall’s inequality to (3.6.19), we get
sup
0≤t≤T2
‖(W τI ,W τII)(t)‖2s ≤ CT2τ2meCT2 . (3.6.20)
This finishes the proof of Proposition 3.3.
Remark 3.4. Since the proof of Proposition 3.3 for the biopolar system is identical as
the proof for the unipolar one, Theorem 3.2, 3.3 and Proposition 3.3 are still valid under
the biopolar condition.
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Part III
Exact boundary controllability
and observability for quasilinear
hyperbolic systems on a tree-like
network
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Chapter 4
Exact boundary controllability of
unsteady flows
4.1 Introduction
The one-dimensional mathematical model of unsteady flows in an open canal was given
by de Saint-Venant [15]. In [30], the authors gave a corresponding model of Saint-Venant
system for a network of open canals, in which the interface conditions at any given joint
point of open canals are given.
In recent years, based on the semi-global classical solution in [37], the exact boundary
controllability for general first order quasilinear hyperbolic systems has been established
(see [41], [42]). Then this result has been applied to get the exact boundary controllability
of unsteady flows in a network of open canals(see [31], [32], [43],[44]). In [43] and [44], a
tree-like network of N open canals was treated by N controls.
On the other hand, the exact boundary observability for a tree-like network of N open
canals has been realized in [22], in which the authors proved that if the tree-like network
has M simple nodes, then the number of the observed values is equal to M − 1, which is
much less than N . Since in many cases there is an implicit duality between controllability
and observability(see [35]), the result given in [43] and [44] should be improved. Moreover,
we can also get the same impression form [14] in which the exact boundary controllability
with less controls was established for a tree-like network of strings in the linear case. In
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fact, in [32] the author has shown that in order to get the exact boundary controllability,
it needs only one control for a string-like network no matter how many canals in it.
In this paper, by establishing the exact boundary controllability for a quasilinear hy-
perbolic system on a network with certain interface conditions, we will give the exact
boundary controllability of unsteady flows in a tree-like network of open canals with gen-
eral topology. This result is consistent with the result in [22] from the view point of the
implicit duality. In this paper we will use the basic idea of globally constructing the piece-
wise C1 solution on the whole network suggested in [32] to improve the result in [43] and
[44] so that the exact boundary controllability can be realized only by M − 1 controls, M
being the number of simple nodes in a tree-like network of N open canals.
This paper is organized as follows. The exact boundary controllability for a quasi-
linear hyperbolic system on a star-like network with certain interface conditions will be
established in §4.2. Then the exact boundary controllability of unsteady flows in a star-
like network and in a tree-like network of open canals will be presented in §4.3 and §4.4
respectively.
4.2 Exact boundary controllability in a star-like network
In this section, we consider a star-like network, composed of N ”strings” with a common
joint point O. Let Ei and Li be another node and the length, respectively, of the i-th
”string”(i = 1, · · · , N)(see Figure 4.1). For i = 1, · · · , N , taking the joint point O as
x = 0, the i-th ”string” can be parameterized lengthwise by x ∈ [0, Li].
On i-th ”string”, we consider the following 2 × 2 quasilinear hyperbolic system of
diagonal form 
∂ri
∂t
+ λ(i)1 (ri, si)
∂ri
∂x
= f (i)1 (ri, si),
∂si
∂t
+ λ(i)2 (ri, si)
∂si
∂x
= f (i)2 (ri, si),
(4.2.1)
where (ri, si)T is the unknown vector function of (t, x), λ
(i)
1 (ri, si), λ
(i)
2 (ri, si) and F
(i)(ri, si) =
(f (i)1 (ri, si), f
(i)
2 (ri, si))
T are suitably smooth vector functions with
F (i)(0, 0) = 0. (4.2.2)
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Fig.4.1 A star-like network
In what follows we suppose that on the domain under consideration
λ
(i)
1 (ri, si) < 0 < λ
(i)
2 (ri, si) (i = 1, · · · , N), (4.2.3)
which means that there are no zero eigenvalues.
We prescribe the mixed initial-boundary value problem for system (4.2.1) with the
following initial condition
t = 0 : (ri, si) = (ϕi(x), ψi(x)), 0 ≤ x ≤ Li (i = 1, · · · , N), (4.2.4)
the boundary conditions on x = Li,
x = Li : ri = g
(i)
1 (t, si) + h
(i)
1 (t) (i = 1, · · · , N) (4.2.5)
and the interface conditions on x = 0,
x = 0 : si = g
(i)
2 (t, r1, · · · , rN ) + h(i)2 (t) (i = 1, · · · , N), (4.2.6)
where h(i)j and g
(i)
j (i = 1, · · · , N, j = 1, 2) are suitably smooth functions and, without loss
of generality, we may suppose that
g
(i)
1 (t, 0) ≡ 0, g(i)2 (t, 0, · · · , 0) ≡ 0 (i = 1, · · · , N). (4.2.7)
In order to get the exact boundary controllability, we need the following hypotheses.
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(H1) For each i = 1, · · · , N , in a neighbourhood of (ri, si) = 0, the boundary condition
(4.2.5) on x = Li can be equivalently rewritten as
x = Li : si = g¯
(i)
1 (t, ri) + h¯
(i)
1 (t), (4.2.8)
in which
g¯
(i)
1 (t, 0) ≡ 0 (4.2.9)
and then
C1 norm of h(i)1 (t) small enough⇐⇒ C1 norm of h¯(i)1 (t) small enough. (4.2.10)
(H2) In a neighbourhood of (ri, si) = 0(i = 1, · · · , N), the interface conditions (4.2.6)
on x = 0 can be equivalently rewritten as
x = 0 : ri = g¯
(i)
2 (t, s1, · · · , sN ) + h¯(i)2 (t) (i = 1, · · · , N), (4.2.11)
in which
g¯
(i)
2 (t, 0, · · · , 0) ≡ 0 (i = 1, · · · , N) (4.2.12)
and then
C1 norms of h(i)2 (t)(i = 1, · · · , N) small enough
⇐⇒ C1 norms of h¯(i)2 (t)(i = 1, · · · , N) small enough. (4.2.13)
(H3) In a neighbourhood of (ri, si) = 0(i = 1, · · · , N), the interface conditions (4.2.6)
on x = 0 can be also equivalently rewritten as
x = 0 :
sN = g˜(1)(t, r1, s1, · · · , sN−1) + h˜(1)(t),
ri = g˜(i)(t, r1, s1, · · · , sN−1) + h˜(i)(t) (i = 2, · · · , N),
(4.2.14)
in which
g˜(i)(t, 0, · · · , 0) ≡ 0 (i = 1, · · · , N) (4.2.15)
and then
C1 norms of h(i)2 (t)(i = 1, · · · , N) small enough
⇐⇒ C1 norms of h˜(i)(t)(i = 1, · · · , N) small enough. (4.2.16)
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Theorem 4.1. Suppose that λ(i)j , F
(i), g
(i)
j (i = 1, · · · , N, j = 1, 2) are all C1 functions with
respect to their arguments. Suppose furthermore that (4.2.2)-(4.2.3) and (4.2.7) hold. Let
T >
L1
|λ(1)1 (0)|
+
L1
λ
(1)
2 (0)
+ max
i=2,··· ,N
Li
|λ(i)1 (0)|
+ max
i=2,··· ,N
Li
λ
(i)
2 (0)
. (4.2.17)
Under assumptions (H1)-(H3), for any given initial data (ϕi, ψi) and finial data (Φi,Ψi)(i =
1, · · · , N) with small piecewise C1 norm∑Ni=1 ‖(ϕi, ψi)‖C1[0,Li] and∑Ni=1 ‖(Φi,Ψi)‖C1[0,Li],
and for any given h(1)1 and h
(i)
2 (i = 1, · · · , N) with small C1 norms ‖h(1)1 ‖C1[0,T ] and
‖h(i)2 ‖C1[0,T ] (i = 1, · · · , N), such that the conditions of piecewise C1 compatibility are sat-
isfied at the points (t, x) = (0, L1), (T, L1), (0, 0) and (T, 0) respectively, there exist bound-
ary controls h(i)1 ∈ C1[0, T ](i = 2, · · · , N) with small C1 norm, such that the corresponding
mixed initial boundary value problem (4.2.1), (4.2.4)-(4.2.6) admits a unique semi-global
piecewise C1 solution (ri(t, x), si(t, x))(i = 1, · · · , N) with small norm
∑N
i=1 ‖(ri, si)‖C1[Ri(T )]
on the domain
R(T ) =
N⋃
i=1
Ri(T ), (4.2.18)
in which
Ri(T ) = {(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ Li}, (4.2.19)
and (ri(t, x), si(t, x))(i = 1, · · · , N) exactly satisfy the finial condition
t = T : (ri, si) = (Φi(x),Ψi(x)), 0 ≤ x ≤ Li (i = 1, · · · , N). (4.2.20)
Here, the number N of canals is equal to the number M of simple nodes, and the number
of controls is equal to N − 1 =M − 1.
In order to get Theorem 4.1, it suffices to prove the following lemma.
Lemma 4.1. Under the assumptions of Theorem 4.1, system (4.2.1) admits a piecewise
C1 solution (ri(t, x), si(t, x))(i = 1, · · · , N) with small norm
∑N
i=1 ‖(ri, si)‖C1[Ri(T )] on the
domain R(T ) =
⋃N
i=1Ri(T ), which satisfies simultaneously the boundary condition (4.2.5)
for i = 1 on x = L1, the interface conditions (4.2.6) on x = 0, the initial condition (4.2.4)
and the finial condition (4.2.20).
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Proof. By (4.2.17) there exists ²0 > 0 so small that
T > max
|(r1,s1)|≤²0
L1
|λ(1)1 (r1, s1)|
+ max
|(r1,s1)|≤²0
L1
λ
(1)
2 (r1, s1)
+ max
i=2,··· ,N
|(ri,si)|≤²0
Li
|λ(i)1 (ri, si)|
+ max
i=2,··· ,N
|(ri,si)|≤²0
Li
λ
(i)
2 (ri, si)
. (4.2.21)
Let
T1 = max|(r1,s1)|≤²0
L1
λ
(1)
2 (r1, s1)
+ max
i=2,··· ,N
|(ri,si)|≤²0
Li
|λ(i)1 (ri, si)|
, (4.2.22)
T2 = max
i=2,··· ,N
|(ri,si)|≤²0
Li
|λ(i)1 (ri, si)|
, (4.2.23)
T3 = max|(r1,s1)|≤²0
L1
|λ(1)1 (r1, s1)|
+ max
i=2,··· ,N
|(ri,si)|≤²0
Li
λ
(i)
2 (ri, si)
(4.2.24)
and
T4 = max
i=2,··· ,N
|(ri,si)|≤²0
Li
λ
(i)
2 (ri, si)
. (4.2.25)
This lemma will be proved by several steps.
(i)We first solve the following forward mixed initial-boundary value problem for system
(4.2.1) with the initial condition (4.2.4), the boundary condition (4.2.5) for i = 1 on x = L1,
the interface conditions (4.2.6) on x = 0 and the artificial boundary condition
ri = f (i)(t) (4.2.26)
on x = Li(i = 2, · · · , N), where f (i)(t)(i = 2, · · · , N) are any given C1 functions of t
with small C1 norm on [0, T1], such that the conditions of C1 compatibility are satisfied
at the points (0, Li)(i = 2, · · · , N), respectively. By [37] and [51], under the assumptions
of Theorem 4.1, it is easy to see that this problem has a unique semi-global piecewise C1
solution U I(t, x) = {uIi (t, x)|i = 1, · · · , N} with small piecewise C1 norm on the domain
R(T1) =
⋃N
i=1Ri(T1), where u
I
i = (r
I
i , s
I
i )(i = 1, · · · , N). In particular, we have
|U I(t, x)| ≤ ²0, ∀(t, x) ∈ R(T1). (4.2.27)
Then, we can determine the value of uI1 = (r
I
1, s
I
1) on x = L1 as
uI1 = a(t), 0 ≤ t ≤ T1, (4.2.28)
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which has a small C1[0, T1] norm and satisfies the boundary condition (4.2.5) for i = 1 on
x = L1 for 0 ≤ t ≤ T1. Similarly, we can also determine the values of uIi (i = 1, · · · , N) on
x = 0 as
uIi = b
(i)(t), 0 ≤ t ≤ T1 (i = 1, · · · , N) (4.2.29)
which have small C1[0, T1] norms and satisfy the interface conditions (4.2.6) on x = 0 for
0 ≤ t ≤ T1.
(ii)We next solve the following backward mixed initial-boundary value problem for
system (4.2.1) with the finial condition (4.2.20), the boundary condition (4.2.5) for i = 1
on x = L1, the interface conditions (4.2.6) on x = 0 and the artificial boundary condition
si = f¯ (i)(t) (4.2.30)
on x = Li(i = 2, · · · , N), where f¯ (i)(t)(i = 2, · · · , N) are any given C1 functions of
t with small C1 norm on [T − T3, T ], such that the conditions of C1 compatibility are
satisfied at the points (t, x) = (T,Li)(i = 2, · · · , N), respectively. Under assumptions
(H1)-(H2), similar to step (i), this problem has a unique semi-global piecewise C1 solution
U II(t, x) = {uIIi (t, x)|i = 1, · · · , N} with small piecewise C1 norm on the domain RII =⋃N
i=1{(t, x)|T − T3 ≤ t ≤ T, 0 ≤ x ≤ Li}, where uIIi = (rIIi , sIIi )(i = 1, · · · , N). In
particular, we have
|U II(t, x)| ≤ ²0, ∀(t, x) ∈ RII . (4.2.31)
Then, we can determine the value of uII1 on x = L1 as
uII1 = a¯(t), T − T3 ≤ t ≤ T, (4.2.32)
which has a small C1[T−T3, T ] norm and satisfies the boundary condition (4.2.5) for i = 1
on x = L1 for T − T3 ≤ t ≤ T . In the meantime, we can also determine the values of
uIIi (i = 1, · · · , N) on x = 0 as
uIIi = b¯
(i)(t), T − T3 ≤ t ≤ T (i = 1, · · · , N), (4.2.33)
which have small C1[T −T3, T ] norms and satisfy the interface conditions (4.2.6) on x = 0
for T − T3 ≤ t ≤ T .
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(iii)We now construct a˜(t) ∈ C1[0, T ] with small C1 norm, such that
a˜(t) =

a(t), 0 ≤ t ≤ T1,
a¯(t), T − T3 ≤ t ≤ T
(4.2.34)
and a˜(t) satisfies the boundary condition (4.2.5) for i = 1 on x = L1 for the whole interval
0 ≤ t ≤ T .
Noting that there is no zero eigenvalues for system (4.2.1), by changing the status of
t and x, we now solve the following leftward mixed initial-boundary value problem on the
domain R1(T ) for system (4.2.1) for i = 1 with the initial condition
x = L1 : u1
def= (r1, s1) = a˜(t), 0 ≤ t ≤ T (4.2.35)
and the boundary conditions
t = 0 : r1 = ϕ1(x), 0 ≤ x ≤ L1, (4.2.36)
t = T : s1 = Ψ1(x), 0 ≤ x ≤ L1 (4.2.37)
where ϕ1 and Ψ1 are given in (4.2.4) and (4.2.20), respectively.
It is easy to see that the conditions of C1 compatibility at the points (t, x) = (0, L1)
and (T, L1) are satisfied, respectively. By [37] and [51] again, there exists a unique semi-
global C1 solution u1 = u1(t, x) = (r1(t, x), s1(t, x)) with small C1 norm on R1(T ). In
particular, we have
|u1(t, x)| ≤ ²0, ∀(t, x) ∈ R1(T ). (4.2.38)
We now prove that
t = 0 : u1 = (ϕ1, ψ1), 0 ≤ x ≤ L1, (4.2.39)
t = T : u1 = (Φ1,Ψ1), 0 ≤ x ≤ L1 (4.2.40)
and
x = 0 : u1 = b(1)(t), 0 ≤ t ≤ T2, (4.2.41)
x = 0 : u1 = b¯(1)(t), T − T4 ≤ t ≤ T, (4.2.42)
where T2 and T4 are given by (4.2.23) and (4.2.25) respectively.
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Since both u1(t, x) and uI1(t, x) satisfy system (4.2.1) for i = 1, the initial condition
(4.2.35) for 0 ≤ t ≤ T1 and the boundary condition (4.2.36), by the uniqueness of C1
solution(cf. [51]), it is easy to see that
u1(t, x) ≡ uI1(t, x) (4.2.43)
on the domain
{(t, x)|0 ≤ t ≤ T2 + (T1 − T2)x
L1
, 0 ≤ x ≤ L1}. (4.2.44)
Thus, in particular, we get (4.2.39) and (4.2.41). In a similar way we can prove (4.2.40)
and (4.2.42).
(iv)Let b˜(1)(t) be the value of u1(t, x) on x = 0. The C1[0, T ] norm of b˜(1)(t) is small
and
b˜(1)(t) =

b(1)(t), 0 ≤ t ≤ T2,
b¯(1)(t), T − T4 ≤ t ≤ T.
(4.2.45)
We now construct si(t) = b˜
(i)
2 (t) ∈ C1[0, T ](i = 2, · · · , N − 1) with small C1 norm,
such that
b˜
(i)
2 (t) =

b
(i)
2 (t), 0 ≤ t ≤ T2,
b¯
(i)
2 (t), T − T4 ≤ t ≤ T
(i = 2, · · · , N − 1). (4.2.46)
By assumption (H3), substituting r1 = r1(t) and si = si(t)(i = 1, · · · , N−1) into (4.2.14),
we can uniquely determine the value of ri(i = 2, · · · , N) and sN on x = 0. Let b˜(i)(t) =
(ri(t), si(t))(i = 2, · · · , N). It is easy to see that b˜(i)(t)(i = 2, · · · , N) have small C1[0, T ]
norms and satisfy
b˜(i)(t) =

b(i)(t), 0 ≤ t ≤ T2,
b¯(i)(t), T − T4 ≤ t ≤ T
(i = 2, · · · , N). (4.2.47)
Moreover, b˜(i)(t)(i = 1, · · · , N) satisfy the interface conditions (4.2.6).
(v)Finally, for i = 2, · · · , N , we solve the following rightward mixed initial-boundary
value problem on the domain Ri(T ) for system (4.2.1) with the initial condition
x = 0 : ui
def= (ri, si) = b˜(i)(t), 0 ≤ t ≤ T (4.2.48)
and the boundary conditions
t = 0 : si = ψi(x), 0 ≤ x ≤ Li, (4.2.49)
t = T : ri = Φi(x), 0 ≤ x ≤ Li, (4.2.50)
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where ψi(x) and Φi(x) are given in (4.2.4) and (4.2.20), respectively.
For each i = 2, · · · , N , the conditions of C1 compatibility at the points (t, x) = (0, 0)
and (T, 0) are satisfied respectively and there exists a unique semi-global C1 solution
ui = ui(t, x) = (ri(t, x), si(t, x)) with small C1 norm on Ri(T ). In particular, we have
|ui(t, x)| ≤ ²0, ∀(t, x) ∈ Ri(T ) (i = 2, · · · , N). (4.2.51)
We now prove that, for i = 2, · · · , N ,
t = 0 : ui = (ϕi, ψi), 0 ≤ x ≤ Li, (4.2.52)
t = T : ui = (Φi,Ψi), 0 ≤ x ≤ Li. (4.2.53)
In fact, for each i = 2, · · · , N , both ui(t, x) and uIi (t, x) satisfy system (4.2.1), the
initial condition (4.2.48) for 0 ≤ t ≤ T2 and the boundary condition (4.2.49), by the
uniqueness of C1 solution(cf. [51]), it is easy to see that
ui(t, x) ≡ uIi (t, x) (4.2.54)
on the domain
{(t, x)|0 ≤ t ≤ T2(1− x
Li
), 0 ≤ x ≤ Li}. (4.2.55)
Then, in particular, we get (4.2.52). In a similar way we can prove (4.2.53).
Thus, let
U(t, x) =
{
ui(t, x) = (ri(t, x), si(t, x)), ∀(t, x) ∈ Ri(T ) (i = 1, · · · , N)
}
. (4.2.56)
U(t, x) is the solution required by Lemma 4.1.
4.3 Exact boundary controllability of unsteady flows in a
star-like network of open canals
In this section, we use Theorem 4.1 to get the exact boundary controllability of unsteady
flows in a star-like network composed of N horizontal and cylindrical canals, which can
be parameterized as in §4.2(also see Figure 4.1).
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Suppose that there is no friction, the corresponding system can be given as a Saint-
Venant system(see [30], [31]),
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (4.3.1)
where, for the i-th canal, Ai = Ai(t, x) stands for the area of the cross section at x occupied
by the water at time t, Vi = Vi(t, x) the average velocity over the cross section and
Si =
1
2
V 2i + ghi(Ai) + gYib, (4.3.2)
in which g is the gravity constant, constant Yib denotes the altitude of the bed and
hi = hi(Ai) (4.3.3)
is the depth of the water, hi(Ai) being a suitably smooth function of Ai, such that
h′i(Ai) > 0. (4.3.4)
The initial condition is given by
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)), 0 ≤ x ≤ Li (i = 1, · · · , N). (4.3.5)
At the simple node of each canal we have the flux boundary condition
x = Li : AiVi = qi(t) (i = 1, · · · , N), (4.3.6)
while, at the joint point O, we have the total flux interface condition
N∑
i=1
AiVi = q0(t) (4.3.7)
and the energy-type interface conditions
Si = S1 (i = 2, · · · , N). (4.3.8)
For an equilibrium state (Ai, Vi) = (Ai0, Vi0) of system (4.3.1) with Ai0 > 0(i =
1, · · · , N), which belongs to a subcritical case, i.e.,
|Vi0| <
√
gAi0h′i(Ai0) (i = 1, · · · , N), (4.3.9)
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and, corresponding to (4.3.7)-(4.3.8), satisfies
N∑
i=1
Ai0Vi0 = 0, (4.3.10)
Si0 = S10 (i = 2, · · · , N), (4.3.11)
where
Si0 =
1
2
V 2i0 + ghi(Ai0) + gYbi (i = 1, · · · , N), (4.3.12)
we have
Theorem 4.2. Let
T > (
L1
|λ˜(1)1 |
+
L1
λ˜
(1)
2
) + max
i=2,··· ,N
Li
|λ˜(i)1 |
+ max
i=2,··· ,N
Li
λ˜
(i)
2
, (4.3.13)
where
λ˜
(i)
1 = Vi0 −
√
gAi0h′i(Ai0) < 0 < λ˜
(i)
2 = Vi0 +
√
gAi0h′i(Ai0) (i = 1, · · · , N). (4.3.14)
For any given initial state (Ai0(x), Vi0(x)) and final state (AiT (x), ViT (x))(i = 1, · · · , N)
with small norms
∑N
i=1 ‖(Ai0(x)−Ai0, Vi0(x)−Vi0)‖C1[0,Li] and
∑N
i=1 ‖(AiT (x)−Ai0, ViT (x)−
Vi0)‖C1[0,Li], and for any given q0(t) and q1(t) with small norms ‖q0(t)‖C1[0,T ] and ‖q1(t)−
A10V10‖C1[0,T ], such that the conditions of C1 compatibility are satisfied at (t, x) = (0, 0), (T, 0),
(0, L1) and (T,L1), respectively, there exists boundary controls qi(t)(i = 2, · · · , N) with
small norms ‖qi(t) − Ai0Vi0‖C1[0,T ](i = 2, · · · , N), such that the corresponding mixed
initial-boundary value problem (4.3.1), (4.3.5)-(4.3.8) admits a unique semi-global piece-
wise C1 solution (Ai, Vi) = (Ai(t, x), Vi(t, x))(i = 1, · · · , N) with small norm
∑N
i=1 ‖(Ai−
Ai0, Vi−Vi0)‖C1[Ri(T )] on the domain R(T ) =
⋃N
i=1Ri(T ), which exactly satisfies the final
condition
t = T : (Ai, Vi) = (AiT (x), ViT (x)), 0 ≤ x ≤ Li (i = 1, · · · , N). (4.3.15)
Here, the number N of canals is equal to the number M of simple nodes, and the number
of controls is equal to N − 1 =M − 1.
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Proof. In a neighbourhood of the subcritical equilibrium state (Ai0, Vi0)(i = 1, · · · , N),
(4.3.1) is a hyperbolic system with real eigenvalues
λ
(i)
1 = Vi −
√
gAih′i(Ai) < 0,
λ
(i)
2 = Vi +
√
gAih′i(Ai) > 0,
(i = 1, · · · , N). (4.3.16)
For i = 1, · · · , N , introducing the Riemann invariants ri and si as
2ri = Vi − Vi0 −Gi(Ai),
2si = Vi − Vi0 +Gi(Ai),
(4.3.17)
where
Gi(Ai) =
∫ Ai
Ai0
√
gh′i(Ai)
Ai
dAi, (4.3.18)
we have 
Vi = ri + si + Vi0,
Ai = Hi(si − ri) > 0,
(4.3.19)
where Hi is the inverse function of Gi(Ai) and
Hi(0) = Ai0, (4.3.20)
H ′i(0) =
√
Ai0
gh′i(Ai0)
> 0. (4.3.21)
Thus, system (4.3.1) can be equivalently rewritten as
∂ri
∂t
+ λ(i)1 (ri, si)
∂ri
∂x
= 0,
∂si
∂t
+ λ(i)2 (ri, si)
∂si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (4.3.22)
where
λ
(i)
1 (ri, si) = ri + si + Vi0 −
√
gHi(si − ri)h′i(Hi(si − ri)) < 0,
λ
(i)
2 (ri, si) = ri + si + Vi0 +
√
gHi(si − ri)h′i(Hi(si − ri)) > 0,
(i = 1, · · · , N).
(4.3.23)
For i = 1, · · · , N , the boundary condition (4.3.6) becomes
x = Li : Pi
def= (ri + si + Vi0)Hi(si − ri)− qi(t) = 0. (4.3.24)
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Since in a neighbourhood of (ri, si) = (0, 0),
∂Pi
∂ri
=
√
Ai0
gh′i(Ai0)
(
− Vi0 +
√
gAN0h′N (AN0)
)
> 0, (4.3.25)
∂Pi
∂si
=
√
Ai0
gh′i(Ai0)
(
Vi0 +
√
gAN0h′N (AN0)
)
> 0, (4.3.26)
(4.3.6) can be equivalently rewritten as
x = Li : ri = g
(i)
1 (t, si) + h
(i)
1 (t) (4.3.27)
or
x = Li : si = g¯
(i)
1 (t, ri) + h¯
(i)
1 (t) (4.3.28)
with
g
(i)
1 (t, 0) ≡ g¯(i)1 (t, 0) ≡ 0 (4.3.29)
and then
‖qi(t)−Ai0Vi0‖C1[0,T ] small⇐⇒ ‖h(i)1 (t)‖C1[0,T ] small
⇐⇒ ‖h¯(i)1 (t)‖C1[0,T ] small.
(4.3.30)
At x = 0, the interface conditions (4.3.7)-(4.3.8) now become
Q1
def=
N∑
i=1
(ri + si + Vi0)Hi(si − ri)− q0(t) = 0, (4.3.31)
Qi
def=
1
2
(ri + si + Vi0)2 + ghi(Hi(si − ri)) + gYbi
−(1
2
(r1 + s1 + V10)2 + gh1(H1(s1 − r1)) + gYb1) = 0 (i = 2, · · · , N). (4.3.32)
Since in a neighbourhood of (ri, si) = (0, 0)(i = 1, · · · , N),
det
∣∣∣∣∂(Q1, · · · , QN )∂(s1, · · · , sN )
∣∣∣∣ = N∏
i=1
(Vi0 +
√
gAi0h′i(Ai0)) ·
N∑
i=1
√
Ai0
gh′i(Ai0)
6= 0, (4.3.33)
det
∣∣∣∣∂(Q1, · · · , QN )∂(r1, · · · , rN )
∣∣∣∣ = − N∏
i=1
(Vi0 −
√
gAi0h′i(Ai0)) ·
N∑
i=1
√
Ai0
gh′i(Ai0)
6= 0 (4.3.34)
and
det
∣∣∣∣ ∂(Q1, · · · , QN )∂(r2, · · · , rN , sN )
∣∣∣∣ = N−1∏
i=2
(Vi0 −
√
gAi0h′i(Ai0))
·
√
AN0
gh′N (AN0)
(V 2N0 − gAN0h′N (AN0)) 6= 0, (4.3.35)
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(4.3.7)-(4.3.8) can be equivalently rewritten as
x = 0 : si = g
(i)
2 (t, r1, · · · , rN ) + h(i)2 (t) (i = 1, · · · , N) (4.3.36)
or
x = 0 : ri = g¯
(i)
2 (t, s1, · · · , sN ) + h¯(i)2 (t) (i = 1, · · · , N) (4.3.37)
or
x = 0 :

sN = g˜(1)(t, r1, s1, · · · , sN−1) + h˜(1)(t),
ri = g˜(i)(t, r1, s1, · · · , sN−1) + h˜(i)(t) (i = 2, · · · , N)
(4.3.38)
with
g
(i)
2 (t, 0, · · · , 0) ≡ g¯(i)2 (t, 0, · · · , 0) ≡ g˜(i)(t, 0, · · · , 0) ≡ 0 (i = 1, · · · , N), (4.3.39)
and then
‖q0(t)‖C1[0,T ] small⇐⇒ ‖h(i)2 (t)‖C1[0,T ] small (i = 1, · · · , N)
⇐⇒ ‖h¯(i)2 (t)‖C1[0,T ] small (i = 1, · · · , N)
⇐⇒ ‖h˜(i)(t)‖C1[0,T ] small (i = 1, · · · , N).
(4.3.40)
Thus, Theorem 4.2 follows directly from Theorem 4.1.
4.4 Exact boundary controllability of unsteady flows in a
tree-like network of open canals
Using a method similar to that in §4.3, in this section we consider the exact boundary
controllability of unsteady flows in a tree-like network composed by N horizontal and
cylindrical canals: C1, · · · , CN . Without loss of generality, we suppose that one end of
canal C1 is a simple node in the network. We take this simple node as the starting node
E(see Figure 4.2).
For the i-th canal, let di0 and di1 be the x-coordinates of its two ends and Li = di1−di0
be its length. For simplicity, in what follows we simply say node di0(resp. di1) instead of
the node corresponding to di0(resp. di1). We always suppose that node di0 is closer to E
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C1
E
Fig.4.2 A tree-like network
than node di1 in the network(node d10 is just E). Suppose that there is no friction, the
corresponding Saint-Venant system can be written as
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, di0 ≤ x ≤ di1 (i = 1, · · · , N), (4.4.1)
where
Si =
1
2
V 2i + ghi(Ai) + gYbi (i = 1, · · · , N) (4.4.2)
with
h′i(Ai) > 0 (i = 1, · · · , n) (4.4.3)
and Ybi(i = 1, · · · , N) being constants.
The initial condition is given by
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)), di0 ≤ x ≤ di1 (i = 1, · · · , N). (4.4.4)
Let M and S be two subsets of {1, · · · , N}, such that i ∈ M if and only if di1 is a
multiple node, while, i ∈ S if and only if di1 is a simple node.
At d10, we have the flux boundary condition
x = d10 : A1V1 = q0(t). (4.4.5)
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Similarly, for any i ∈ S, we have the flux boundary condition
x = di1 : AiVi = qi(t). (4.4.6)
Moreover, for any i ∈M, we have the following interface conditions
∑
j∈Ji
AjVj = AiVi + qi(t), (4.4.7)
x = di1 :
Sj = Si, ∀j ∈ Ji, (4.4.8)
where Ji denotes the set of all the indices j such that node dj0 is just node di1.
Similar to Theorem 4.2, we have
Theorem 4.3. Let
T > max
i∈S
∑
j∈Di
Lj
|λ˜(j)1 |
+max
i∈S
∑
j∈Di
Lj
λ˜
(j)
2
, (4.4.9)
where Di stands for the set of indices corresponding to all the canals in the unique string-
like subnetwork connecting nodes d10 and di1.
Suppose that (Ai0, Vi0)(i = 1, · · · , N) is an subcritical equilibrium state of system
(4.4.1), namely, for each i = 1, · · · , N ,
|Vi0| <
√
gAi0h′i(Ai0) (4.4.10)
and for each i ∈M,
∑
j∈Ji
Aj0Vj0 = Ai0Vi0 (4.4.11)
x = di1 :
Sj0 = Si0, ∀j ∈ Ji. (4.4.12)
For any given initial state (Ai0(x), Vi0(x)) and final state (AiT (x), ViT (x))(i = 1, · · · , N)
with small norms
∑N
i=1 ‖(Ai0(x)−Ai0, Vi0(x)−Vi0)‖C1[di0,di1] and
∑N
i=1 ‖(AiT (x)−Ai0, ViT (x)−
Vi0)‖C1[di0,di1], and for any given q0(t) and qi(t)(i ∈ M) with small norms ‖q0(t) −
A10V10‖C1[0,T ] and
∑
i∈M ‖qi(t)‖C1[0,T ], such that the corresponding conditions of piecewise
C1 compatibility are satisfied at (0, d10), (T, d10) and (0, di0), (T, di0)(i ∈M), respectively,
there exists boundary controls qi(t)(i ∈ S) with small norm
∑
i∈S ‖qi(t) − Ai0Vi0‖C1[0,T ],
such that the corresponding mixed initial-boundary value problem (4.4.1), (4.4.4)-(4.4.8)
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admits a unique semi-global piecewise C1 solution (Ai, Vi) = (Ai(t, x), Vi(t, x))(i = 1, · · · , N)
with small norm
∑N
i=1 ‖(Ai − Ai0, Vi − Vi0)‖C1[Ri(T )] on the domain R(T ) =
⋃N
i=1Ri(T ),
which exactly satisfies the final condition
t = T : (Ai, Vi) = (AiT (x), ViT (x)), di0 ≤ x ≤ di1 (i = 1, · · · , N). (4.4.13)
Thus, for a tree-like network with M simple nodes, the number of controls is equal to
M − 1.
Proof. By introducing the Riemann invariants as in the proof of Theorem 4.2, system
(4.4.1) can be rewritten in a diagonal form. Again by the proof of Theorem 4.2, hypotheses
(H1)-(H3) are satisfied at all related nodes respectively. Therefore, this theorem can be
proved in a completely similar way to the proof of Theorem 4.1.
Indeed, after having solved a forward problem and a backward problem on this tree-like
network as in step (i) and step (ii) of the proof of Lemma 4.1, we can solve a rightward
problem as in step (iii) and get (A1, V1) on canal C1. Then as in step (iv), we can determine
(Aj , Vj)(j ∈ J1) by (A1, V1) at node d11. Consider dj0(j ∈ J1) as a new starting node and
do step (iii) and then step (iv) again. Noting (4.4.9), it is easy to see that we can continue
this procedure until we get the solution (Ai, Vi)(i = 1, · · · , N) on the whole network. This
finishes the proof.
Remark 4.1. Comparing with the results given in [43] and [44], the number of controls
is reduced in this paper. In fact, in [43] and [44], at each node except E, one control is
needed, then the number of controls is equal to N , the number of canals(The number of
nodes is equal to N +1!). However, in this paper we need only one control acting on each
simple node except E, then the number of controls is equal to M − 1, M being the number
of simple nodes. See Figure 4.3, the left one corresponds to the result given in [43] and
[44], while, the right one shows the result given in this paper. In this figure, ”•” stands
for the node on which there is one control.
On the other hand, correspondingly, the controllability time is larger in this paper. In
fact, in [43] and [44], the controllability time T is asked to satisfy
T > max
i=1,··· ,N
( Li
|λ˜(i)1 |
+
Li
λ˜
(i)
2
)
, (4.4.14)
while, the controllability time T is given by (4.4.9) in this paper.
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Fig.4.3 Comparison of two results
78 Qilong GU
Chapter 5
Exact boundary controllability of
unsteady supercritical flows
5.1 Introduction
The one-dimensional mathematical model of unsteady flows in an open canal is given by
Saint-Venant system [15], which has been frequently used by hydraulic engineers in their
practice(see [10], [11], [23], [24], [16], [17], [18]).
Using the theory on the semi-global C1 solution and the exact boundary controllability
for quasilinear hyperbolic systems(cf [37]), in the subcritical case, the exact boundary
controllability of unsteady flows in both single open canal and a star-like network of open
canals was obtained in [31]. The exact boundary controllability of unsteady flows in a
string-like network of open canals was established in [32]. And later on, the exact boundary
controllability of unsteady flows in a tree-like network of open canals with general topology
was established in [44].
In [24], the supercritical case was mentioned. The author gave the interface conditions
in a tree-like network under the supercritical hypothesis and established the controllability
of steady flows.
In this paper, we will use the interface conditions given in [24] to establish the exact
boundary controllability of unsteady supercritical flows in a tree-like network of open
canals with general topology.
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This paper is organized as follows. We recall the results on the exact boundary control-
lability for quasilinear hyperbolic systems in §5.2, then the corresponding exact boundary
controllability of unsteady supercritical flow in a single open canal will be given in §5.3.
The exact boundary controllability of unsteady supercritical flows in a tree-like network
of open canals will be presented in §5.4 and proved in §5.5 respectively.
5.2 Preliminaries
For the purpose of this paper, in this section we recall the results given in [37], [41] and
[42] only for quasilinear hyperbolic systems of diagonal form
∂ui
∂t
+ λi(u)
∂ui
∂x
= Fi(u) (i = 1, · · · , n), (5.2.1)
where u = (u1, · · · , un)T is the unknown vector function of (t, x), λi(u) and Fi(u) are C1
functions of u and
Fi(0) = 0 (i = 1, · · · , n). (5.2.2)
Suppose that on the domain under consideration
λi(u) < 0 (i = 1, · · · , n) (resp. λi(u) > 0 (i = 1, · · · , n)). (5.2.3)
Consider the mixed initial-boundary value problem for system (5.2.1) with the following
initial condition
t = 0 : u = ϕ(x), 0 ≤ x ≤ L (5.2.4)
and boundary conditions
x = L : ui = hi(t) (i = 1, · · · , n) (5.2.5)
(resp. x = 0 : ui = hi(t) (i = 1, · · · , n))
where ϕ, hi(i = 1, · · · , n) are C1 functions with respect to their arguments. Moreover,
the conditions of C1 compatibility are assumed to be satisfied at points (t, x) = (0, L).
(resp. (t, x) = (0, 0))
By [41] and [42], we have
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Theorem 5.1. Let
T > max
i=1,··· ,n
L
|λi(0)| . (5.2.6)
Under the assumptions mentioned above, for any given initial state ϕ(x) and final state
ψ(x) with small C1 norms ‖ϕ‖C1[0,L] and ‖ψ‖C1[0,L], system (5.2.1) has a C1 solution with
small C1 norm on the domain
R(T ) = {(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ L}, (5.2.7)
which satisfies the initial condition (5.2.4) and the final condition
t = T : u = ψ(x), 0 ≤ x ≤ L (5.2.8)
simultaneously. Then, there exist boundary controls hi ∈ C1[0, T ](i = 1, · · · , n) with small
C1 norm, such that the corresponding mixed initial-boundary value problem (5.2.1) and
(5.2.4)-(5.2.5) admits a unique semi-global C1 solution u = u(t, x) with small C1 norm
on R(T ), which satisfies the final condition (5.2.8) exactly.
5.3 Exact boundary controllability of unsteady supercritical
flows in a single open canal
Now we apply the theory on the exact boundary controllability to unsteady supercritical
flows. In this section we first consider the case of a single open canal. Let L be the length
of the canal. Taking the x-axis along the inverse direction of flow, this canal can be
parameterized lengthwise by x ∈ [0, L]. Suppose that there is no friction and the canal is
horizontal and cylindrical, the corresponding Saint-Venant system can be written as (cf.
[15], [30], [31]) 
∂A
∂t
+
∂(AV )
∂x
= 0,
∂V
∂t
+
∂S
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ L, (5.3.1)
where A = A(t, x) stands for the area of the cross section at x occupied by the water at
time t, V = V (t, x) is the average velocity over the cross section and
S =
1
2
V 2 + gh(A) + gYb, (5.3.2)
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where g is the gravity constant, constant Yb denotes the altitude of the bed of canal and
h = h(A) (5.3.3)
is the depth of the water, h(A) being a suitably smooth function of A such that
h′(A) > 0. (5.3.4)
The initial condition is
t = 0 : (A, V ) = (A0(x), V0(x)), 0 ≤ x ≤ L, (5.3.5)
while, at x = L, the boundary conditions is given as follows:
x = L : Q def= AV = q(t), V = v(t). (5.3.6)
Moreover, the conditions of C1 compatibility are supposed to be satisfied at the point
(t, x) = (0, L).
By means of Theorem 5.1, we have the following theorem on the exact boundary
controllability.
Theorem 5.2. Consider an equilibrium state (A, V ) = (A0, V0) of system (5.3.1) with
A0 > 0, which belongs to the supercritical case, i.e.,
|V0| >
√
gA0h′(A0). (5.3.7)
Without loss of generality, corresponding to (5.3.6), we suppose that
V0 < −
√
gA0h′(A0). (5.3.8)
Let
T >
L
|λ˜2|
= max
(
L
|λ˜1|
,
L
|λ˜2|
)
, (5.3.9)
where
λ˜1 = V0 −
√
gA0h′(A0) < λ˜2 = V0 +
√
gA0h′(A0) < 0. (5.3.10)
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For any given initial state (A0(x), V0(x)) ∈ C1[0, L] and final state (AT (x), VT (x)) ∈
C1[0, L] with small C1 norms ‖A0(x) − A0, V0(x) − V0‖C1[0,L] and ‖AT (x) − A0, VT (x) −
V0‖C1[0,L], system (5.3.1) possesses a C1 solution with small C1 norm on the domain
R(T ) = {(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ L}, (5.3.11)
which satisfies the initial condition (5.3.5) and the final condition
t = T : (A, V ) = (AT (x), VT (x)), 0 ≤ x ≤ L (5.3.12)
simultaneously. Then, there exist boundary controls q(t) and v(t) ∈ C1[0, T ] with small
C1 norms ‖q(t) − A0V0‖C1[0,T ] and ‖v(t) − V0‖C1[0,T ], such that the corresponding mixed
initial-boundary value problem (5.3.1) and (5.3.5)-(5.3.6) admits a unique semi-global C1
solution (A, V ) = (A(t, x), V (t, x)) with small C1 norm ‖(A − A0, V − V0)‖C1 on R(T ),
which satisfies the final condition (5.3.12) exactly.
Proof: In a neighbourhood of the supercritical equilibrium state (A0, V0), (5.3.1) is a
strictly hyperbolic system with two distinct real eigenvalues
λ1 = V −
√
gAh′(A) < λ2 = V +
√
gAh′(A) < 0. (5.3.13)
Introducing the Riemann invariants r and s as follows:
2r = V − V0 −G(A),
2s = V − V0 +G(A),
(5.3.14)
where
G(A) =
∫ A
A0
√
gh′(A)
A
dA, (5.3.15)
we have 
V = r + s+ V0,
A = H(s− r) > 0,
(5.3.16)
where H is the inverse function of G(A) with
H(0) = A0, (5.3.17)
H ′(0) =
√
A0
gh′(A0)
> 0. (5.3.18)
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Taking (r, s) as new unknown variables, the equilibrium state (A, V ) = (A0, V0) cor-
responds to (r, s) = (0, 0) and system (5.3.1) reduces to the following system of diagonal
form: 
∂r
∂t
+ λ1(r, s)
∂r
∂x
= 0,
∂s
∂t
+ λ2(r, s)
∂s
∂x
= 0,
(5.3.19)
where 
λ1(r, s) = r + s+ V0 −
√
gH(s− r)h′(H(s− r)) < 0,
λ2(r, s) = r + s+ V0 +
√
gH(s− r)h′(H(s− r)) < 0.
(5.3.20)
Boundary condition (5.3.6) now becomes
x = L : P1(t, r, s)
def= (r + s+ V0)H(s− r)− q(t) = 0, (5.3.21)
P2(t, r, s)
def= (r + s+ V0)− v(t) = 0. (5.3.22)
When (r, s) = (0, 0), noting (5.3.8), we have
det
∣∣∣∣∂(P1, P2)∂(r, s)
∣∣∣∣ = −2V0
√
A0
gh′(A0)
> 0. (5.3.23)
By the implicit function theorem, in a neighbourhood of (r, s) = (0, 0), (5.3.21)-(5.3.22)
can be equivalently rewritten as
x = L : r = a(t), s = b(t), (5.3.24)
where a and b are C1 functions with respect to their arguments, and
‖q(t)−A0V0, v(t)− V0‖C1[0,T ] is suitable small⇔ ‖a(t), b(t)‖C1[0,T ] is suitable small.(5.3.25)
Thus, Theorem 5.2 follows directly from Theorem 5.1.
5.4 Exact boundary controllability of unsteady supercritical
flows in a tree-like network of open canals
Now, we consider the exact boundary controllability of unsteady supercritical flows in
a tree-like network composed of N open canals: C1, · · · , CN . Choose a single node as
the end point E and suppose the water flows from other single nodes to the point E (see
Figure 5.1, in which ”←” means the direction of the flow of the water).
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E
Fig.5.1 A tree-like network
Let di0 and di1 be the x-coordinates of two ends of the i-canal Ci, di0 < di1 and
Li = di1 − di0 be its length. The water in the i-canal flows from di1 to di0. We still
suppose that there is no friction and all the canals are horizontal and cylindrical, the
corresponding Saint-Venant system can be written as(cf. [30], [44])
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, di0 ≤ x ≤ di1 (i = 1, · · · , N), (5.4.1)
where, for the i-th canal, Ai = Ai(t, x) stands for the area of the cross section at x occupied
by the water at time t, Vi = Vi(t, x) the average velocity over the cross section and
Si =
1
2
V 2i + ghi(Ai) + gYib, (5.4.2)
where g is the gravity constant, constant Yib denotes the altitude of the bed and
hi = hi(Ai) (5.4.3)
is the depth of the water, hi(Ai) being a suitably smooth function of Ai, such that
h′i(Ai) > 0. (5.4.4)
The initial condition is
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)), di0 ≤ x ≤ di1 (i = 1, · · · , N). (5.4.5)
When di1 is a simple node, we have the flux boundary condition
x = di1 : AiVi = qi1(t), Vi = vi1(t). (5.4.6)
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While, when di1 is a multiple node, we have the total energy interface conditions(cf.
[30],[24]) ∑
j∈Ji1,j 6=i
AjVjSj = AiViSi (5.4.7)
and the total flux interface condition∑
j∈Ji1,j 6=i
AjVj = AiVi (5.4.8)
at di1, where Ji1 denotes the set of indices corresponding to all the canals jointed at di1.
Theorem 5.3. Consider a supercritical equilibrium state (Ai, Vi) = (Ai0, Vi0)(i = 1, · · · , N)
of system (5.4.1) with Ai0 > 0(i = 1, · · · , N), which satisfies
Vi0 < −
√
gAi0h′i(Ai0) (i = 1, · · · , N). (5.4.9)
Let
λ˜i1 = Vi0 −
√
gAi0h′i(Ai0) < λ˜i2 = Vi0 +
√
gAi0h′i(Ai0) < 0 (5.4.10)
and let
T > max
di1∈K
∑
j∈Di
Lj
|λ˜j2|
, (5.4.11)
where K stands for the set of all simple nodes except the point E, and Di the set of indices
corresponding to all the canals of the string-like subnetwork connecting the points E and
di1.
For any given initial state (Ai0(x), Vi0(x)) and final state (AiT (x), ViT (x))(i = 1, · · · , N)
with small norms
∑N
i=1 ‖Ai0(x)−Ai0, Vi0(x)−Vi0‖C1[di0,di1] and
∑N
i=1 ‖AiT (x)−Ai0, ViT (x)−
Vi0‖C1[di0,di1], such that the conditions of C1 compatibility are satisfied at every multiple
node on t = 0 and t = T respectively, system (5.4.1) possesses a piecewise C1 solution on
the domain
⋃N
i=1Ri(T ), where
Ri(T ) = {(t, x)|0 ≤ t ≤ T, di0 ≤ x ≤ di1} (i = 1, · · · , N), (5.4.12)
such that this solution satisfies the initial condition (5.4.5), the final condition
t = T : (Ai, Vi) = (AiT (x), ViT (x)), di0 ≤ x ≤ di1 (i = 1, · · · , N) (5.4.13)
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and the interface conditions (5.4.7)-(5.4.8) at every multiple node. Then, there exist
boundary controls qi1(t) and vi1(t) ∈ C1[0, T ] with small C1 norms ‖qi1(t)−Ai0Vi0‖C1[0,T ]
and ‖vi1(t)−Vi0‖C1[0,T ] for all the simple nodes di1 ∈ K, such that the corresponding mixed
initial-boundary value problem (5.4.1) and (5.4.5)-(5.4.8) admits a unique semi-global C1
solution (Ai, Vi) = (Ai(t, x), Vi(t, x)) with small norm
∑N
i=1 ‖(Ai −Ai0, Vi − Vi0)‖C1[Ri(T )]
on the domain
⋃N
i=1Ri(T ), which satisfies the final condition (5.4.13) exactly .
We will prove this theorem in the next section.
Remark 5.1. If K consists of k simple nodes, namely, there are k + 1 simple nodes in
the network, then we need 2k boundary controls.
Remark 5.2. For a star-like network composed of N canals(cf. [31]), without loss of
generality, suppose that the point E belongs to the canal C1, then we need 2(N−1) boundary
controls, and the controllability time is given by
T >
L1
|λ˜12|
+ max
i=2,··· ,N
Li
|λ˜i2|
(5.4.14)
(see Figure 2, in which ”•” means the simple nodes on which we will give boundary con-
trols).
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Fig.5.2 A star-like network
Remark 5.3. For a string-like network composed of N canals(cf. [32]), we need only
2 boundary controls at another simple end of the network and the controllability time is
given by
T >
N∑
i=1
Li
|λ˜i2|
(5.4.15)
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(see Figure 5.3, in which ”•” means the simple node on which we will give boundary
controls).
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Fig.5.3 A string-like network
5.5 Proof of Theorem 5.3
First we consider some simpler network mentioned in remarks of Section 5.4.
Lemma 5.1. Theorem 5.3 is true if the network has a star configuration.
Proof: Suppose that the star-like network under consideration hasN canals: C1, · · · , CN .
Let E be the simple node of the canal C1 and P be the multiple node (see Figure 5.2).
By [31], in order to prove this lemma, we only need to find a solution of system (5.4.1),
which satisfies initial condition (5.4.5), finial condition (5.4.13) and interface condition
(5.4.7)-(5.4.8).
In a neighbourhood of the supercritical equilibrium state (Ai0, Vi0)(i = 1, · · · , N),
(5.4.1) is a hyperbolic system with real eigenvalues
λi1 = Vi −
√
gAih′i(Ai) < λi2 = Vi +
√
gAih′i(Ai) < 0 (i = 1, · · · , N). (5.5.1)
For i = 1, · · · , N , introducing the Riemann invariants ri and si as follows:
2ri = Vi − Vi0 −Gi(Ai),
2si = Vi − Vi0 +Gi(Ai),
(5.5.2)
where
Gi(Ai) =
∫ Ai
Ai0
√
gh′i(Ai)
Ai
dAi, (5.5.3)
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we have 
Vi = ri + si + Vi0,
Ai = Hi(si − ri) > 0,
(5.5.4)
where Hi is the inverse function of Gi(Ai) with
Hi(0) = Ai0, (5.5.5)
H ′i(0) =
√
Ai0
gh′i(Ai0)
> 0. (5.5.6)
Taking (ri, si)(i = 1, · · · , N) as new unknown variables, system (5.4.1) reduces to the
following system of diagonal form:
∂ri
∂t
+ λi1(ri, si)
∂ri
∂x
= 0,
∂si
∂t
+ λi2(ri, si)
∂si
∂x
= 0,
(i = 1, · · · , N), (5.5.7)
where
λi1(ri, si) = ri + si + Vi0 −
√
gHi(si − ri)h′i(Hi(si − ri)) < 0,
λi2(ri, si) = ri + si + Vi0 +
√
gHi(si − ri)h′i(Hi(si − ri)) < 0,
(i = 1, · · · , N).
(5.5.8)
The interface conditions (5.4.7)-(5.4.8) at the point P can be rewritten as
P1 ,
N∑
i=2
(ri + si + Vi0)Hi(si − ri)(12(ri + si + Vi0)
2 + ghi(Hi(si − ri)) + gYi)
−(r1 + s1 + V10)H1(s1 − r1)(12(r1 + s1 + V10)
2 + gh1(H1(s1 − r1)) + gY1) = 0,
(5.5.9)
P2 ,
N∑
i=2
(ri + si + Vi0)Hi(si − ri)− (r1 + s1 + V10)H1(s1 − r1) = 0. (5.5.10)
Since when (ri, si) = (0, 0)(i = 1, . . . , N),
det
∣∣∣∣∂(P1, P2)∂(r1, s1)
∣∣∣∣ = 2A10V10
√
Ai0
gh′i(Ai0)
(V 210 − gA10h′1(A10)) < 0, (5.5.11)
by the implicit function theorem, in a neighbourhood of (ri, si) = (0, 0)(i = 1, . . . , N),
(5.5.9)-(5.5.10) can be equivalently rewritten as
r1 = g11(t, r2, s2, · · · , rN , sN ), (5.5.12)
s1 = g12(t, r2, s2, · · · , rN , sN ), (5.5.13)
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where g11 and g12 are C1 functions with respect to their arguments with
g11(t, 0, · · · , 0) ≡ g12(t, 0, · · · , 0) ≡ 0. (5.5.14)
From Theorem 5.2, we know that, for each i = 2, · · · , N , we can find a C1 solution
(ri, si) = (ri(t, x), si(t, x)), 0 ≤ t ≤ T, di0 ≤ x ≤ di1 (5.5.15)
on Ci, which satisfies the corresponding initial condition (5.4.5) and final condition (5.4.13)
respectively. Putting (5.5.15) into (5.5.12)-(5.5.13) gives
r1 = g11(t, r2(t, d20), · · · , sN (t, dN0)) def= h1(t), (5.5.16)
s1 = g12(t, r2(t, d20), · · · , rN (t, dN0)) def= h2(t), (5.5.17)
where h1(t) and h2(t) are C1 functions of t with small C1 norms. Use Theorem 5.2 again,
we can find a solution
(r1, s1) = (r1(t, x), s1(t, x)), 0 ≤ t ≤ T, d10 ≤ x ≤ d11, (5.5.18)
which satisfies the initial condition (5.4.5) and the final condition (5.4.13) for i = 1.
Obviously, (ri, si)(i = 1, · · · , N) satisfy the interface conditions (5.4.7)-(5.4.8). This
finishes the proof.
Lemma 5.2. Theorem 5.3 is true if the network has a string configuration.
Noting that when N = 2 in Lemma 5.1, the network becomes the simplest string-like
one, this proof is similar to the proof of Lemma 5.1.
We now prove Theorem 5.3.
For the proof, we use the induction on the number N of the canals.
For N = 1 and 2, by Theorem 5.2 and Lemma 5.1, Theorem 5.3 is true. Suppose that
Theorem 5.3 is true for N ≤ k, we want to find a piecewise C1 solution which satisfies
the initial condition (5.4.5), the final condition (5.4.13) and all the interface conditions
(5.4.7)-(5.4.8) for N = k + 1.
Introducing the Riemann invariants ri and si(i = 1, · · · , N) as in the preceding section.
Let E be the simple node of canal C1 and P be the multiple node x = d11 of C1. We
cut the network at P so that the original network is separated into some subnetworks
composed of C1 and some branches denoted by G2, · · · , Gl (see Figure 5.4, in which ”•”
means the simple nodes on which we will give boundary controls).
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By induction, we can find a piecewise C1 solution on each subnetwork Gh(h = 2, · · · , l),
which satisfies the initial condition (5.4.5), the final condition (5.4.13) and the correspond-
ing interface conditions (5.4.7)-(5.4.8) respectively.
Suppose that the canals C1, · · · , Cl are joined at P . Since we have already known the
piecewise C1 solutions on the subnetworks G2, · · · , Gl, (r2, s2), · · · , (rl, sl) are known at
the point P . From (5.5.16)-(5.5.17), the interface conditions on P can be equivalently
rewritten as
r1 = h1(t), (5.5.19)
s1 = h2(t), (5.5.20)
where h1(t) and h2(t) are C1 functions of t with small C1 norm. By Theorem 5.2, we can
find a C1 solution on C1 which satisfies the initial condition (5.4.5) and the final condition
(5.4.13). Obviously, the interface conditions (5.4.7)-(5.4.8) are satisfied on the multiple
node P , too.
This finishes the proof of Theorem 5.3.
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Chapter 6
Exact boundary controllability for
quasilinear wave equations
6.1 Introduction
There are many publications concerning the exact controllability for linear hyperbolic
systems (see [53]-[54], [64] and the references therein). In the semilinear case, some results
on the exact boundary controllability for semilinear wave equations are obtained by Zuazua
[74]-[75], Emanuilov [19] and Lasiecka and Triggiani [29], etc.
On the other hand, the exact boundary controllability for linear wave equations with
Dirichlet boundary conditions on a planar tree-like network has been studied. The first
result of this type was given in [65], in which the exact controllability for certain specific
networks is obtained by means of boundary controls acting on all but one simple nodes.
This result was later greatly extended in books [28] and [14] respectively. Thus, for a planar
tree-like network of linear strings with Dirichlet boundary conditions, if the network has
k simple nodes, then the number of controls is equal to k − 1.
Moreover, some related study on the stabilization for linear wave equations with Dirich-
let boundary conditions can be found in [1]-[3], [14], [56].
In recent years, based on the result on the semi-global classical solution (see [37]), the
exact boundary controllability for general first order quasilinear hyperbolic systems has
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been established (see [41]-[42]), then this result has been applied to get the exact boundary
controllability for 1-D quasilinear wave equations (see [48]-[49]).
This paper is organized as follows. The exact boundary controllability for a quasilinear
wave equation on a single string will be presented in §6.2. Then, in §6.3, the existence
and uniqueness of semi-global C2 solution on a star-like planar network of strings with
general boundary conditions will be established, and based on this, we get the local exact
boundary controllability for quasilinear wave equations on a star-like planar network of
strings. With a similar method, the local exact boundary controllability for quasilinear
wave equations on a tree-like planar network of strings will be presented in §6.4.
6.2 Exact boundary controllability for quasilinear wave equa-
tions
For the purpose of this paper, in this section we recall the results about the exact
boundary controllability for quasilinear wave equations on a single string given in [48] and
[49]. Consider the following 1-D quasilinear wave equation
∂2u
∂t2
− ∂
∂x
(K(u,
∂u
∂x
)) = F (u,
∂u
∂x
,
∂u
∂t
), (6.2.1)
where K = K(u, v) is a given C2 function of u and v, such that
Kv(u, v) > 0, (6.2.2)
and F = F (u, v, w) is a given C1 function of u, v and w, satisfying
F (0, 0, 0) = 0. (6.2.3)
Moreover, without loss of generality, we may assume that
K(0, 0) = 0. (6.2.4)
On one end x = 0, we give any one of the following physically meaningful boundary
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conditions:
u = h(t) (Dirichlet type), (6.2.5a)
ux = h(t) (Neumann tyae), (6.2.5b)
ux − αu = h(t) (Third type), (6.2.5c)
ux − βut = h(t) (Dissipative type), (6.2.5d)
where α and β are given positive constants, h(t) is a C2 function (in case (6.2.5a)) or a
C1 function (in case (6.2.5b)-(6.2.5d)).
Similarly, on another end x = L, the boundary condition is any one of the following
conditions:
u = h¯(t) (Dirichlet type), (6.2.6a)
ux = h¯(t) (Neumann tyae), (6.2.6b)
ux + α¯u = h¯(t) (Third type), (6.2.6c)
ux + β¯ut = h¯(t) (Dissipative type), (6.2.6d)
where α¯ and β¯ are given positive constants, h¯(t) is a C2 function (in case (6.2.6a)) or a
C1 function (in case (6.2.6b)-(6.2.6d)).
By [48] and [49], we have
Theorem 6.1. Let
T >
2L√
Kv(0, 0)
. (6.2.7)
Suppose that
β 6= 1√
Kv(0, 0)
, (6.2.8)
where β is given in (6.2.5d). For any given initial data (ϕ,ψ) and final data (Φ,Ψ) with
small norms ‖(ϕ,ψ)‖C2[0,L]×C1[0,L] and ‖(Φ,Ψ)‖C2[0,L]×C1[0,L], and for any given function
h(t) with small norm ‖h‖C2[0,T ] (in case (6.2.5a)) or ‖h‖C1[0,T ] (in case (6.2.5b-6.2.5d)),
such that the conditions of C2 compatibility are satisfied at the points (t, x) = (0, 0) and
(T, 0) respectively, there exists a boundary control h¯(t) with small norm ‖h¯‖C2[0,T ] (in case
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(6.2.6a)) or ‖h¯‖C1[0,T ] (in case (6.2.6b-6.2.6d)), such that the mixed initial-boundary value
problem for equation (6.2.1) with the initial condition
t = 0 : u = ϕ(x), ut = ψ(x), 0 ≤ x ≤ L, (6.2.9)
one of the boundary conditions (6.2.5) on x = 0 and one of the boundary conditions (6.2.6)
on x = L admits a unique C2 solution u = u(t, x) with small C2 norm on the domain
R(T ) = {(t, x)| 0 ≤ t ≤ T, 0 ≤ x ≤ L}, (6.2.10)
which exactly satisfies the final condition
t = T : u = Φ(x), ut = Ψ(x), 0 ≤ x ≤ L. (6.2.11)
6.3 Exact boundary controllability for quasilinear wave equa-
tions in a star-like planar network of strings
In this section, we consider a star-like planar network which is composed of N strings
with a common joint point O. Take the joint point O as x = 0. Let Ei and Li be another
node and the length of the i-th string(i = 1, · · · , N), respectively(see Figure 6.1).
O
E1
EN
E3
E2
.
.
.
Fig.6.1 A star-like planar network of strings
We consider the following quasilinear wave equation on the i-th string
∂2ui
∂t2
− ∂
∂x
(Ki(ui,
∂ui
∂x
)) = Fi(ui,
∂ui
∂x
,
∂ui
∂t
) (i = 1, · · · , N), (6.3.1)
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where, for i = 1, · · · , N , Ki = Ki(u, v) is a given C2 function of u and v, such that
Kiv(u, v) > 0, (6.3.2)
and Fi = Fi(u, v, w) is a given C1 function of u, v and w, satisfying
Fi(0, 0, 0) = 0. (6.3.3)
Moreover, without loss of generality, we assume that
Ki(0, 0) = 0. (6.3.4)
The initial condition is given by
t = 0 : ui = ϕi(x), uit = ψi(x), 0 ≤ x ≤ Li (i = 1, · · · , N). (6.3.5)
For i = 1, · · · , N , on the simple node Ei, we give any one of the following boundary
conditions:
ui = hi(t) (Dirichlet type), (6.3.6a)
uix = hi(t) (Neumann tyae), (6.3.6b)
uix + αiu
i = hi(t) (Third type), (6.3.6c)
uix + βiu
i
t = hi(t) (Dissipative type), (6.3.6d)
where αi and βi are given positive constants, hi(t) is a C2 function (in case (6.3.6a)) or a
C1 function (in case (6.3.6b)-(6.3.6d)) and the conditions of C2 compatibility are satisfied
at (0, Li)(i = 1, · · · , N). While, on the multiple node O, we have the interface conditions
N∑
i=1
Ki(ui, uix) = 0,
ui = u1 (i = 2, · · · , N).
(6.3.7)
The first condition in (6.3.7) simply means that the total stress at O is equal to zero,
while, the second part of conditions in (6.3.7) shows the continuity of displacements at O.
For the purpose of getting the exact boundary controllability on the star-like network
of strings, we need the existence and uniqueness of semi-global piecewise C2 solution on
it. In order to get it in a unified way, we first reduce each quasilinear wave equation to a
first order quasilinear hyperbolic system.
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For i = 1, · · · , N , setting
vi = uix, w
i = uit, (6.3.8)
equation (6.3.1) can be reduced to
∂ui
∂t
= wi,
∂vi
∂t
− ∂w
i
∂x
= 0,
∂wi
∂t
−Kiv(ui, vi)∂v
i
∂x
= Fi(ui, vi, wi) +Kiu(ui, vi)vi
def= F˜i(ui, vi, wi),
(i = 1, · · · , N), (6.3.9)
where F˜i(ui, vi, wi) is still a C1 function of ui, vi and wi, satisfying
F˜i(0, 0, 0) = 0. (6.3.10)
For i = 1, · · · , N , noting (6.3.2), (6.3.9) is a strictly hyperbolic system with three
distinct real eigenvalues λij(j = 1, 2, 3):
λi1 = −
√
Kiv(ui, vi) < λi2 = 0 < λ
i
3 =
√
Kiv(ui, vi). (6.3.11)
Thus, the characteristics for system (6.3.9) are given by
dx
dt
= λij (j = 1, 2, 3). (6.3.12)
Moreover, the corresponding left eigenvectors can be taken as
li1 = (0,
√
Kiv, 1), li2 = (1, 0, 0), l
i
3 = (0,−
√
Kiv, 1). (6.3.13)
Let
U i = (ui, vi, wi)T (6.3.14)
and
vij = l
i
j(U
i)U i (j = 1, 2, 3), (6.3.15)
namely,
vi1 =
√
Kiv(ui, vi)vi + wi, vi2 = u
i, vi3 = −
√
Kiv(ui, vi)vi + wi. (6.3.16)
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We have 
vi1 + v
i
3 = 2w
i,
vi1 − vi3 = 2
√
Kiv(ui, vi)vi.
(6.3.17)
With this reduction, the initial condition (6.3.5) now becomes
t = 0 : U i = (ϕi(x), ϕ′i(x), ψi(x))
T , 0 ≤ x ≤ Li. (6.3.18)
For i = 1, · · · , N , noting the condition of C0 compatibility: hi(0) = ϕi(Li), the bound-
ary condition (6.3.6) on the i-th simple node will be correspondingly replaced by
wi = h′i(t), (6.3.19a)
vi = hi(t), (6.3.19b)
vi + αiui = hi(t), (6.3.19c)
vi + βiwi = hi(t). (6.3.19d)
It is easy to see that, at least in a neighbourhood of U = 0, the boundary condition
(6.3.19) can be rewritten as
vi1 + v
i
3 = 2h
′
i(t), (6.3.20a)
vi1 − vi3 = 2
√
Kiv(vi2, hi(t))hi(t), (6.3.20b)
vi1 − vi3 = 2
√
Kiv(vi2, hi(t)− αivi2)(hi(t)− αivi2), (6.3.20c)
vi1 − vi3 =
√
Kiv(vi2, hi(t)−
1
2
βi(vi1 + v
i
3))(2hi(t)− βi(vi1 + vi3)). (6.3.20d)
Then, it can be rewritten as
vi1 = Gi1(t, v
i
2, v
i
3) +Hi1(t), (6.3.21)
or, when
βi 6= 1√
Kiv(0, 0)
, (6.3.22)
as
vi3 = G¯i3(t, v
i
1, v
i
2) + H¯i3(t). (6.3.23)
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On the other hand, noting the conditions of C0 compatibility at O, the interface
condition (6.3.7) can be correspondingly replaced by
N∑
i=1
Ki(ui, vi) = 0,
wi = w1 (i = 2, · · · , N),
(6.3.24)
and then it can be rewritten as
P1
def=
N∑
i=1
Ki(ui, vi) = 0,
Pi
def= vi1 + v
i
3 − v11 − v13 = 0. (i = 2, · · · , N).
(6.3.25)
Since, noting (6.3.2) and (6.3.16), in a neighbourhood of U = 0 we have
det
∣∣∣∣∂(P1, · · · , PN )∂(v13, · · · , vN3 )
∣∣∣∣ = N∑
i=1
Kiv
∂vi
∂vi3
< 0, (6.3.26)
det
∣∣∣∣∂(P1, · · · , PN )∂(v11, · · · , vN1 )
∣∣∣∣ = N∑
i=1
Kiv
∂vi
∂vi1
> 0, (6.3.27)
the interface condition (6.3.7) on the multiple node O can be rewritten as
vi3 = Gi3(t, v
1
1, · · · , vN1 , v12, · · · , vN2 ) +Hi3(t) (i = 1, · · · , N), (6.3.28)
or
vi1 = G¯i1(t, v
1
2, · · · , vN2 , v13, · · · , vN3 ) + H¯i1(t) (i = 1, · · · , N). (6.3.29)
Then, by means of the results on the existence and uniqueness of semi-global C1
solution given in [37](also see [35]), it is easy to get the following Lemmas.
Lemma 6.1. Under the assumptions given at the beginning of this section, suppose fur-
thermore that the conditions of piecewise C2 compatibility or C2 compatibility are satis-
fied at the points (t, x) = (0, 0) and (0, Li)(i = 1, · · · , N), respectively. For any given
T0 > 0, the forward mixed initial-boundary value problem (6.3.1) and (6.3.5)-(6.3.7) ad-
mits a unique semi-global piecewise C2 solution ui = ui(t, x)(i = 1, · · · , N) with small
piecewise C2 norm on the domain R(T0) =
⋃N
i=1Ri(T0), where
Ri(T0) = {(t, x)| 0 ≤ t ≤ T0, 0 ≤ x ≤ Li}, (6.3.30)
provided that, for i = 1, · · · , N , the norms ‖(ϕi, ψi)‖C2[0,Li]×C1[0,Li] and ‖hi‖C2[0,T0](for
(6.3.6a)) or ‖hi‖C1[0,T0](for (6.3.6b)-(6.3.6d)) are small enough.
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Lemma 6.2. Under the assumptions given at the beginning of this section, and suppose
that (6.3.22) hold for i = 1, · · · , N . For any given T0 > 0, suppose furthermore that
the conditions of piecewise C2 compatibility or C2 compatibility are satisfied at the points
(t, x) = (T0, 0) and (T0, Li)(i = 1, · · · , N), respectively. Then the backward mixed initial-
boundary value problem (6.3.1), (6.3.6)-(6.3.7) and the final condition
t = T0 : ui = Φi(x), uit = Ψi(x), 0 ≤ x ≤ Li (i = 1, · · · , N) (6.3.31)
admits a unique semi-global piecewise C2 solution ui = ui(t, x)(i = 1, · · · , N) with small
piecewise C2 norm on the domain R(T0), provided that, for i = 1, · · · , N , the norms
‖(Φi,Ψi)‖C2[0,Li]×C1[0,Li] and ‖hi‖C2[0,T0](for (6.3.6a)) or ‖hi‖C1[0,T0](for (6.3.6b)-(6.3.6d))
are small enough.
Based on these two lemmas, we have
Theorem 6.2. Let
T >
2L1√
K1v(0, 0)
+ max
i=2,··· ,N
2Li√
Kiv(0, 0)
. (6.3.32)
Suppose that
β1 6= 1√
K1v(0, 0)
, (6.3.33)
where β1 is given in (6.3.6d) for i = 1. For any given initial data (ϕi, ψi)(i = 1, · · · , N)
and final data (Φi,Ψi)(i = 1, · · · , N) with small norms
∑N
i=1 ‖(ϕi, ψi)‖C2[0,L]×C1[0,L] and∑N
i=1 ‖(Φ,Ψ)‖C2[0,L]×C1[0,L], and for any given function h1(t) with small norm ‖h1‖C2[0,T ]
(in case (6.3.6a)) or ‖h1‖C1[0,T ] (in case (6.3.6b-6.3.6d)), such that the conditions of C2
compatibility or piecewise C2 compatibility are satisfied at the points (t, x) = (0, L1), (T,L1)
and (0, 0), (T, 0), respectively, there exists boundary controls hi(t)(i = 2, · · · , N) with small
norms ‖hi‖C2[0,T ](i = 2, · · · , N) (in case (6.3.6a)) or ‖hi‖C1[0,T ](i = 2, · · · , N) (in case
(6.3.6b-6.3.6d)), such that the mixed initial-boundary value problem for system (6.3.1)
with the initial condition (6.3.5), the boundary condition (6.3.6) on x = Li(i = 1, · · · , N)
and the interface condition (6.3.7) on x = 0 admits a unique piecewise C2 solution ui =
ui(t, x)(i = 1, · · · , N) with small piecewise C2 norm on the domain R(T ) = ⋃Ni=1Ri(T ),
where
Ri(T ) = {(t, x)| 0 ≤ t ≤ T, 0 ≤ x ≤ Li}, (6.3.34)
102 Qilong GU
which exactly satisfies the final condition
t = T : ui = Φi(x), uit = Ψi(x), 0 ≤ x ≤ Li (i = 1, · · · , N). (6.3.35)
In order to get Theorem 6.2, it suffices to prove the following lemma.
Lemma 6.3. Under the assumptions of Theorem 6.2, system (6.3.1) admits a piecewise
C2 solution ui(t, x)(i = 1, · · · , N) with small norm ∑Ni=1 ‖ui‖C2[Ri(T )] on the domain
R(T ) =
⋃N
i=1Ri(T ), which satisfies simultaneously the boundary condition (6.3.6) for
i = 1 on x = L1, the interface condition (6.3.7) on x = 0, the initial condition (6.3.5)
and the finial condition (6.3.35).
Proof. Noting (6.3.32), there exists an ²0 > 0 so small that
T > max
|(u1,v1)|≤²0
2L1√
K1v(u1, v1)
+ max
i=2,··· ,N
max
|(ui,vi)|≤²0
2Li√
Kiv(ui, vi)
. (6.3.36)
Let
T1 = max|(u1,v1)|≤²0
L1√
K1v(u1, v1)
+ max
i=2,··· ,N
max
|(ui,vi)|≤²0
Li√
Kiv(ui, vi)
(6.3.37)
and
T2 = max
i=2,··· ,N
max
|(ui,vi)|≤²0
Li√
Kiv(ui, vi)
. (6.3.38)
(i) We first consider the following forward mixed initial-boundary value problem for
system (6.3.1) with the initial condition (6.3.5), the interface condition (6.3.7), the bound-
ary condition (6.3.6) for i = 1 on x = L1, and the following artificial boundary conditions
x = Li : ui = fi(t) (i = 2, · · · , N), (6.3.39)
where fi(i = 2, · · · , N) are any given C2 functions of t with small C2[0, T1] norm and the
conditions of C2 compatibility at the point (t, x) = (0, Li)(i = 2, · · · , N) are assumed to
be satisfied, respectively. Then, by Lemma 6.1, there exists a unique semi-global piecewise
C2 solution u = uI(t, x) = (u1I(t, x), · · · , uNI (t, x)) on the domain RI =
⋃N
i=1R
I
i , where
RIi = {(t, x)|0 ≤ t ≤ T1, 0 ≤ x ≤ Li} (i = 1, · · · , N), (6.3.40)
which has a small piecewise C2 norm, in particular,
|(uI , ∂uI
∂x
)| ≤ ²0, ∀(t, x) ∈ RI . (6.3.41)
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Thus, we can determine the corresponding value of (u1I , u
1
Ix) at x = L1 as
x = L1 : (u1I , u
1
Ix) = (a1(t), a2(t)), 0 ≤ t ≤ T1, (6.3.42)
the C2[0, T1] norm of a1(t) and the C1[0, T1] norm of a2(t) are small and (a1(t), a2(t))
satisfies the boundary condition (6.3.6) for i = 1 at x = L1 on the interval 0 ≤ t ≤ T1.
Similarly, we can also determine the values of (uI , uIx) at x = 0 as
x = 0 : (uiI , u
i
Ix) = (bi1(t), bi2(t)), 0 ≤ t ≤ T1 (i = 1, · · · , N), (6.3.43)
the C2[0, T1] norm of bi1(t)(i = 1, · · · , N) and the C1[0, T1] norm of bi2(t)(i = 1, · · · , N)
are small and (bi1(t), bi2(t))(i = 1, · · · , N) satisfy the interface condition (6.3.7) at x = 0
on the interval 0 ≤ t ≤ T1.
(ii) We next consider the following backward mixed initial-boundary value problem
for system (6.3.1) with the final condition (6.3.35), the interface condition (6.3.7), the
boundary condition (6.3.6) for i = 1, and the following artificial boundary conditions
x = Li : ui = gi(t) (i = 2, · · · , N), (6.3.44)
where gi(i = 2, · · · , N) are any given C2 functions of t with small C2[T − T1, T ] norms
and the conditions of C2 compatibility at the point (t, x) = (T,Li)(i = 2, · · · , N) are
assumed to be satisfied, respectively. Then, by Lemma 6.2, there exists a unique semi-
global piecewise C2 solution u = uII(t, x) = (u1II(t, x), · · · , uNII(t, x)) on the domain RII =⋃N
i=1R
II
i , where
RIIi = {(t, x)|T − T1 ≤ t ≤ T, 0 ≤ x ≤ Li} (i = 1, · · · , N), (6.3.45)
which has a small piecewise C2 norm, in particular,
|(uII , ∂uII
∂x
)| ≤ ²0, ∀(t, x) ∈ RII . (6.3.46)
Thus, we can determine the corresponding value of (u1II , u
1
IIx) at x = L1 as
x = L1 : (u1II , u
1
IIx) = (a¯1(t), a¯2(t)), T − T1 ≤ t ≤ T, (6.3.47)
the C2[T − T1, T ] norm of a¯1(t) and the C1[T − T1, T ] norm of a¯2(t) are small and
(a¯1(t), a¯2(t)) satisfies the boundary condition (6.3.6) for i = 1 at x = L1 on the inter-
val T − T1 ≤ t ≤ T . Similarly, we can determine the values of (uII , uIIx) at x = 0
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as
x = 0 : (uiII , u
i
IIx) = (b¯i1(t), b¯i2(t)), T − T1 ≤ t ≤ T (i = 1, · · · , N), (6.3.48)
the C2[T − T1, T ] norm of b¯i1(t)(i = 1, · · · , N) and the C1[T − T1, T ] norm of b¯i2(t)(i =
1, · · · , N) are small and (b¯i1(t), b¯i2(t))(i = 1, · · · , N) satisfy the interface condition (6.3.7)
at x = 0 on the interval T − T1 ≤ t ≤ T .
(iii)We now construct a˜1(t) ∈ C2[0, T ] with small C2 norm and a˜2(t) ∈ C1[0, T ] with
small C1 norm, such that
(a˜1(t), a˜2(t)) =

(a1(t), a2(t)), 0 ≤ t ≤ T1,
(a¯1(t), a¯2(t)), T − T1 ≤ t ≤ T
(6.3.49)
and (a˜1(t), a˜2(t)) satisfies the boundary condition (6.3.6) for i = 1 at x = L1 on the whole
interval 0 ≤ t ≤ T .
Noting (6.3.2), we now change the status of t and x and consider the following leftward
mixed initial-boundary value problem for system (6.3.1) for i = 1 with the initial condition
x = L1 : u1 = a˜1(t), u1x = a˜2(t), 0 ≤ t ≤ T (6.3.50)
and the boundary conditions
t = 0 : u1 = ϕ1(x), 0 ≤ x ≤ L1, (6.3.51)
t = T : u1 = Φ1(x), 0 ≤ x ≤ L1, (6.3.52)
where ϕ1(x) and Φ1(x) are given by (6.3.5) and (6.3.35) respectively.
Obviously, the conditions of C2 compatibility at the points (t, x) = (0, L1) and (T,L1)
are satisfied respectively. Then, by Lemma 6.1, there exists a unique semi-global C2
solution u1 = u1(t, x) with small C2 norm on the domain R1(T ) = {(t, x)|0 ≤ t ≤ T, 0 ≤
x ≤ L1} and
|(u1, ∂u
1
∂x
)| ≤ ²0, ∀(t, x) ∈ R1(T ). (6.3.53)
Since both u1(t, x) and u1I(t, x) satisfy system (6.3.1) for i = 1, the initial condition
(6.3.50) on 0 ≤ t ≤ T1 and the boundary condition (6.3.51), it is easy to see that
u1(t, x) ≡ u1I(t, x) (6.3.54)
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on the domain
{(t, x)|0 ≤ t ≤ T2 + (T1 − T2)x
L1
, 0 ≤ x ≤ L1}. (6.3.55)
Thus, in particular, we get
t = 0 : u1 = ϕ1(x), u1t = ψ1(x), 0 ≤ x ≤ L1 (6.3.56)
and
x = 0 : u1 = b11(t), u1x = b12(t), 0 ≤ t ≤ T2, (6.3.57)
where ϕ1(x) and ψ1(x) are given by (6.3.5), b11(t) and b12(t) are given by (6.3.43).
In a similar way we get
t = T : u1 = Φ1(x), u1t = Ψ1(x), 0 ≤ x ≤ L1 (6.3.58)
and
x = 0 : u1 = b¯11(t), u1x = b¯12(t), T − T2 ≤ t ≤ T, (6.3.59)
where Φ1(x) and Ψ1(x) are given by (6.3.35), b¯11(t) and b¯12(t) are given by (6.3.48).
(iv)Let (b˜11(t), b˜12(t)) be the value of (u1, u1x) on x = 0. The C
2[0, T ] norm of b˜11(t)
and the C1[0, T ] norm of b˜12(t) are small and
(b˜11(t), b˜12(t)) =

(b11(t), b12(t)), 0 ≤ t ≤ T2,
(b¯11(t), b¯12(t)), T − T2 ≤ t ≤ T.
(6.3.60)
We now construct b˜i2(t) ∈ C1[0, T ](i = 2, · · · , N − 1) with small C1 norm, such that
b˜i2(t) =

bi2(t), 0 ≤ t ≤ T2,
b¯i2(t), T − T2 ≤ t ≤ T
(i = 2, · · · , N − 1), (6.3.61)
where bi2(t) and b¯i2(t)(i = 2, · · · , N − 1) are given by (6.3.43) and (6.3.48) respectively.
Noting (6.3.2), the interface condition (6.3.7) together with u1 = b˜11(t) and uix = b˜i2(t)(i =
1, · · · , N − 1) can uniquely determine the value of ui(i = 2, · · · , N) and uNx at x = 0 on
the interval [0, T ]. Let b˜i1(t) = ui(i = 2, · · · , N) and b˜N2(t) = uNx at x = 0 on the interval
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[0, T ]. It is easy to see that b˜i1(t)(i = 2, · · · , N) have small C2[0, T ] norms, b˜N2(t) has a
small C1[0, T ] norm and
(b˜i1(t), b˜i2(t)) =

(bi1(t), bi2(t)), 0 ≤ t ≤ T2,
(b¯i1(t), b¯i2(t)), T − T2 ≤ t ≤ T,
(i = 2, · · · , N), (6.3.62)
where (bi1(t), bi2(t)) and (b¯i1(t), b¯i2(t)) are given by (6.3.43) and (6.3.48) respectively. Ob-
viously, (b˜i1(t), b˜i2(t))(i = 1, · · · , N) satisfy the interface condition (6.3.7).
(v)Finally, for i = 2, · · · , N , we solve the following rightward mixed initial-boundary
value problem on the domain Ri(T ) = {(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ Li} for system (6.3.1)
with the initial condition
x = 0 : ui = b˜i1(t), uix = b˜i2(t), 0 ≤ t ≤ T (6.3.63)
and the boundary conditions
t = 0 : ui = ϕi(x), 0 ≤ x ≤ Li, (6.3.64)
t = T : ui = Φi(x), 0 ≤ x ≤ Li, (6.3.65)
where ϕi(x) and Φi(x) are given by (6.3.5) and (6.3.35) respectively.
For each i = 2, · · · , N , the conditions of C2 compatibility at the points (t, x) = (0, 0)
and (T, 0) are satisfied respectively and there exists a unique semi-global C2 solution
ui = ui(t, x) with small C2 norm on each Ri(T ). In particular, we have
|(ui, ∂u
i
∂x
)| ≤ ²0, ∀(t, x) ∈ Ri(T ) (i = 2, · · · , N). (6.3.66)
Since for each i = 2, · · · , N , both ui(t, x) and uiI(t, x) satisfy system (6.3.1), the initial
condition (6.3.63) for 0 ≤ t ≤ T2 and the boundary condition (6.3.64), it is easy to see
that
ui(t, x) ≡ uiI(t, x) (6.3.67)
on the domain
{(t, x)|0 ≤ t ≤ T2(1− x
Li
), 0 ≤ x ≤ Li}. (6.3.68)
Then, in particular, we get
t = 0 : ui = ϕi(x), uit = ψi(x), 0 ≤ x ≤ Li. (6.3.69)
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In a similar way we get
t = T : ui = Φi(x), uit = Ψi(x), 0 ≤ x ≤ Li. (6.3.70)
Thus, (u1(t, x), · · · , uN (t, x)) is a solution required by Lemma 6.3.
Remark 6.1. From the proof of Lemma 6.3, the boundary controls which realize the exact
boundary controllability are not unique.
6.4 Exact boundary controllability for quasilinear wave equa-
tions in a tree-like planar network of strings
Using a method similar to that in §6.3, in this section we consider the local exact bound-
ary controllability for quasilinear wave equations in a tree-like planar network composed
of N strings: C1, · · · , CN . Without loss of generality, we suppose that one end of string
C1 is a simple node in the network. We take this simple node as the starting node E(see
Figure 2).
E
C1
Fig.6.2 A tree-like planar network of strings
For the i-th string, let di0 and di1 be the x-coordinates of its two ends and Li = di1−di0
its length. For simplicity, in what follows we simply say node di0(resp. di1) instead of the
node corresponding to di0(resp. di1). We always suppose that node di0 is closer to E than
node di1 in the network(node d10 is just E).
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For i = 1, · · · , N , we consider the following quasilinear wave equations on the string
Ci
∂2ui
∂t2
− ∂
∂x
(Ki(ui,
∂ui
∂x
)) = Fi(ui,
∂ui
∂x
,
∂ui
∂t
), di0 ≤ x ≤ di1 (i = 1, · · · , N), (6.4.1)
where Ki = Ki(u, v) is a given C2 function of u and v, such that
Kiv(u, v) > 0, (6.4.2)
and Fi = Fi(u, v, w) is a given C1 function of u, v and w, satisfying
Fi(0, 0, 0) = 0. (6.4.3)
Moreover, without loss of generality, we assume that
Ki(0, 0) = 0. (6.4.4)
The initial condition for system (6.4.1) is given by
t = 0 : ui = ϕi(x), uit = ψi(x), di0 ≤ x ≤ di1 (i = 1, · · · , N). (6.4.5)
Let M and S be two subsets of {1, · · · , N}, such that i ∈ M if and only if di1 is a
multiple node, while, i ∈ S if and only if di1 is a simple node.
At any simple node d10 or di1(i ∈ S), the boundary condition is given as any one of
(6.3.6), while at any multiple node di1(i ∈M), we have the interface condition
∑
j∈Ji
Kj(uj , u
j
x) = Ki(ui, uix),
uj = ui, ∀j ∈ Ji,
(6.4.6)
where Ji denotes the set of all the indices j such that node dj0 is just node di1.
Similar to Theorem 6.2, we have
Theorem 6.3. Let
T > 2max
i∈S
∑
j∈Di
Lj√
Kjv(0, 0)
, (6.4.7)
where Di stands for the set of indices corresponding to all the canals in the unique string-
like subnetwork connecting nodes d10 and di1. Suppose that
β1 6= 1√
K1v(0, 0)
, (6.4.8)
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where β1 is given in (6.3.6d) for i = 1. For any given initial data (ϕi, ψi)(i = 1, · · · , N)
and final data (Φi,Ψi)(i = 1, · · · , N) with small norms
∑N
i=1 ‖(ϕi, ψi)‖C2[0,L]×C1[0,L] and∑N
i=1 ‖(Φ,Ψ)‖C2[0,L]×C1[0,L], and for any given function h1(t) with small norm ‖h1‖C2[0,T ]
(in case (6.3.6a)) or ‖h1‖C1[0,T ] (in case (6.3.6b-6.3.6d)), such that the conditions of C2
compatibility or piecewise C2 compatibility are satisfied at the points (t, x) = (0, L1), (T,L1)
and (0, di0), (T, di0)(i ∈ M), respectively, there exists boundary controls hi(t)(i ∈ S) with
small norms ‖hi‖C2[0,T ](i ∈ S) (in case (6.3.6a)) or ‖hi‖C1[0,T ](i ∈ S) (in case (6.3.6b-
6.3.6d)), such that on the domain R(T ) =
⋃N
i=1Ri(T ), where Ri(T ) is given by (6.3.34),
the mixed initial-boundary value problem for system (6.4.1) with the initial condition
(6.4.5), the boundary condition (6.3.6) on all simple nodes d10 and di1(i ∈ S) and the
interface condition (6.4.6) on all multiple nodes di1(i ∈M) admits a unique piecewise C2
solution ui = ui(t, x)(i = 1, · · · , N) with small piecewise C2 norm, which exactly satisfies
the final condition
t = T : ui = Φi(x), uit = Ψi(x), di0 ≤ x ≤ di1 (i = 1, · · · , N). (6.4.9)
This theorem can be proved in a completely similar way as in the proof of Theorem
6.2.
Proof. Indeed, after having solved a forward problem and a backward problem on
this tree-like network as in step (i) and step (ii) of the proof of Lemma 6.3, we can solve
a rightward problem as in step (iii) and get u1 on canal C1. Then, as in step (iv), we can
determine uj(j ∈ J1) at node d11 (in a non-unique way!) by u1 and the interface condition
(6.4.6) at d11. Consider dj0(j ∈ J1) as a new starting node and do step (iii) and step (iv)
again. Noting (6.4.7), it is easy to see that we can continue this procedure until we get
the solution ui(i = 1, · · · , N) on the whole network. This finishes the proof.
Remark 6.2. In conclusion, for a tree-like network with k simple nodes, we need only
k − 1 controls. The controls are given on the simple nodes except the starting one, and
each simple node has one control on it.
Remark 6.3. If the boundary conditions (6.3.6b)-(6.3.6d) on the simple node d10 or
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di1(i ∈ S) are replaced respectively by
Ki(ui, uix) = hi(t), (6.4.10)
Ki(ui, uix) + αiu
i = hi(t) (6.4.11)
and
Ki(ui, uix) + βiu
i
t = hi(t), (6.4.12)
the conclusion of Theorem 6.3 is still valid, provided that (6.4.8) is replaced by
β1 6=
√
K1v(0, 0). (6.4.13)
Remark 6.4. For linear wave equations with Dirichlet boundary conditions on a planar
tree-like network, as shown in [14], [28] and [65], if we want to reduce the number of
controlled simple nodes, then the problem on the exact boundary controllability becomes
much more complicated and it depends very sensitively on both the topology of the network
and the diophantine properties of the lengths of the strings involved. What should be the
corresponding situation in the quasilinear case is still an open problem.
Chapter 7
Exact boundary observability of
unsteady flows
7.1 Introduction
The one-dimensional mathematical model of unsteady flows in an open canal was given
by de Saint-Venant [15]. In [30], the authors gave a corresponding model of Saint-Venant
system for a network of open canals, in which the interface conditions at any given joint
point of open canals are given.
In recent years, based on the result on the semi-global classical solution in [37], the
exact boundary controllability for general first order quasilinear hyperbolic systems has
been established (see [41] and [42]). Then this result has been applied to get the exact
boundary controllability of unsteady flows in a network of open canals(see [31], [32], [43]
and [44]). After that, the exact boundary observability for first order quasilinear hyperbolic
systems has been studied in [33] and [34].
In this paper we will establish the exact boundary observability of unsteady flows in
a tree-like network of open canals with general topology, in which the observed values are
physically meaningful and practically handleable. Moreover, we always assume that the
observed value is accurate, i.e., there is no measuring error in the observation. After that,
together with the result in [21], an implicit duality between controllability and observability
is this situation can be found.
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This paper is organized as follows. We recall the known results on the exact boundary
observability for first order quasilinear hyperbolic systems in §7.2, then the corresponding
exact boundary observability of unsteady flows in a single open canal and in a star-
like network of open canals will be presented in §7.3-§7.4 respectively. Then, the exact
boundary observability of unsteady flows in a tree -like network of open canals will be
given in §7.5. Finally, an implicit duality between controllability and observability on a
tree-like network of open canals will be given in §7.6.
7.2 Preliminaries
For the purpose of this paper, in this section we recall the results given in [33] and
[34]. We consider the following one-dimensional first order quasilinear hyperbolic system
of diagonal form
∂u
∂t
+ Λ(u)
∂u
∂x
= F (u), (7.2.1)
where u = (u1, · · · , un)T is the unknown vector function of (t, x), Λ(u) = diag{λ1(u), . . . , λn(u)}
is an n× n diagonal matrix , and F (u) = (f1(u), · · · , fn(u))T is a suitably smooth vector
function with
F (0) = 0. (7.2.2)
In what follows we suppose that there are no zero eigenvalues, namely, on the domain
under consideration
λr(u) < 0 < λs(u) (r = 1, · · · ,m; s = m+ 1, · · · , n). (7.2.3)
The boundary conditions are prescribed in the following most general form for the
wellposedness:
x = 0 : us = Gs(t, u1, · · · , um) +Hs(t) (s = m+ 1, · · · , n), (7.2.4)
x = L : ur = Gr(t, um+1, · · · , un) +Hr(t) (r = 1, · · · ,m), (7.2.5)
where Hi and Gi(i = 1, · · · , n) are suitably smooth functions and
Gi(t, 0, · · · , 0) ≡ 0 (i = 1, · · · , n). (7.2.6)
By [33] and [34], we have the following two theorems.
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Theorem 7.1. (Two-side observation). Let
T > L max
r=1,··· ,m
s=m+1,··· ,n
(
1
|λr(0)| ,
1
λs(0)
). (7.2.7)
Suppose that the C1[0, T ] norm of H(t) = (H1(t), · · · ,Hn(t)) is suitably small. For any
given initial condition
t = 0 : u = ϕ(x), 0 ≤ x ≤ L, (7.2.8)
such that ‖ϕ‖C1[0,L] is suitably small and the conditions of C1 compatibility for the mixed
initial-boundary value problem (7.2.1), (7.2.8) and (7.2.4)-(7.2.5) are satisfied at the points
(t, x) = (0, 0) and (0, L) respectively, if we have the observed values ur = u¯r(t)(r =
1, · · · ,m) at x = 0 and us = u¯s(t)(s = m+ 1, · · · , n) at x = L on the interval [0,T], then
the initial data ϕ(x) can be uniquely determined and the following observability inequality
holds:
‖ϕ‖C1[0,L] ≤ C(
m∑
r=1
‖u¯r‖C1[0,T ] +
n∑
s=m+1
‖u¯s‖C1[0,T ] + ‖H‖C1[0,T ]), (7.2.9)
here and hereafter, C denotes a positive constant.
Remark 7.1. The key points in the proof of Theorem 7.1 are as follows:
1. The value of solution u = u¯(t) at x = 0 can be uniquely determined by the observed
values ur = u¯r(t)(r = 1, · · · ,m) at x = 0 together with the boundary condition (7.2.4) on
x = 0, and
‖u¯‖C1[0,T ] ≤ C(
m∑
r=1
‖u¯r‖C1[0,T ] +
n∑
s=m+1
‖Hs‖C1[0,T ]). (7.2.10)
2. The value of solution u = u¯(t) at x = L can be uniquely determined by the observed
values us = u¯s(t)(s = m+1, · · · , n) at x = L together with the boundary condition (7.2.5)
on x = L, and
‖u¯‖C1[0,T ] ≤ C(
n∑
s=m+1
‖u¯s‖C1[0,T ] +
m∑
r=1
‖Hr‖C1[0,T ]). (7.2.11)
3. Changing the status of t and x, two maximum determinate domains of the leftward
Cauchy problem with the initial data u = u¯(t)(0 ≤ t ≤ T ) on x = 0 and the rightward
Cauchy problem with the initial data u = u¯(t)(0 ≤ t ≤ T ) on x = L must intersect each
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other. Then we can find T0(0 < T0 < T ) such that the solution u at t = T0 can be uniquely
determined and
‖u‖C1[0,L] ≤ C(
m∑
r=1
‖u¯r‖C1[0,T ] +
n∑
s=m+1
‖u¯s‖C1[0,T ] + ‖H‖C1[0,T ]). (7.2.12)
With these points, by solving a backward mixed initial-boundary value problem, we get
Theorem 7.1.
Theorem 7.2. (one-side observation). Suppose that the number of positive eigenvalues
is equal to that of negative ones:
n−m = m, i.e., n = 2m. (7.2.13)
Suppose furthermore that in a neighbourhood of u = 0, the boundary condition (7.2.5) on
x = L can be equivalently written as
x = L : us = G¯s(t, u1, · · · , um) + H¯s(t) (s = m+ 1, · · · , n) (7.2.14)
with
G¯s(t, 0, · · · , 0) ≡ 0 (s = m+ 1, · · · , n), (7.2.15)
then
C1
m∑
r=1
‖Hr‖C1 ≤
n∑
s=m+1
‖H¯s‖C1 ≤ C2
m∑
r=1
‖Hr‖C1 , (7.2.16)
where C1 and C2 are positive constants. Suppose finally that ‖H‖C1[0,T ] is suitably small.
Let
T > L( max
r=1,··· ,m
1
|λr(0)| + maxs=m+1,··· ,n
1
λs(0)
). (7.2.17)
For any given initial condition (7.2.8) with the same property as presented in Theorem 7.1,
if we have the observed values ur = u¯r(t)(r = 1, · · · ,m) at x = 0 on the interval [0, T ], then
the initial data ϕ(x) can be uniquely determined and the following observability inequality
holds:
‖ϕ‖C1[0,L] ≤ C(
m∑
r=1
‖u¯r‖C1[0,T ] + ‖H‖C1[0,T ]). (7.2.18)
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Remark 7.2. The key points in the proof of Theorem 7.2 are as follows:
1.The value of solution u = u¯(t) at x = 0 can be uniquely determined by the observed
values ur = u¯r(t)(r = 1, · · · ,m) at x = 0 together with the boundary condition (7.2.4) on
x = 0, and (7.2.10) holds.
2. Changing the status of t and x, the maximum determinate domain of the rightward
Cauchy problem with the initial data u = u¯(t)(0 ≤ t ≤ T ) on x = 0 intersects the line
x = L. Then we can find T0(0 < T0 < T ) such that the solution u at t = T0 can be
uniquely determined and
‖u‖C1[0,L] ≤ C(
m∑
r=1
‖u¯r‖C1[0,T ] + ‖H‖C1[0,T ]). (7.2.19)
With these points, by solving a backward mixed initial-boundary value problem, we get
Theorem 7.2.
We illustrate the procedure of resolution by Figure 1, in which the observation is taken
on the bold point ”•” but not on the hollow point ”◦”.
0 L
Fig.7.1 A single canal
7.3 Exact boundary observability of unsteady flows in a sin-
gle open canal
Now we apply the result on the exact boundary observability to unsteady flows. In this
section we first consider the case of a single open canal. Let L be the length of the canal.
Taking the x-axis along the direction of flow, this canal can be parameterized lengthwise
by x ∈ [0, L]. Suppose that there is no friction and the canal is horizontal and cylindrical,
the corresponding Saint-Venant system can be written as (cf. [15], [30] and [31])
∂A
∂t
+
∂(AV )
∂x
= 0,
∂V
∂t
+
∂S
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ L, (7.3.1)
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where A = A(t, x) stands for the area of the cross section at x occupied by the water at
time t, V = V (t, x) is the average velocity over the cross section and
S =
1
2
V 2 + gh(A) + gYb, (7.3.2)
where g is the gravity constant, constant Yb denotes the altitude of the bed of canal and
h = h(A) (7.3.3)
is the depth of the water, h(A) being a suitably smooth function of A, such that
h′(A) > 0. (7.3.4)
At two ends of the canal the flux boundary conditions are given as follows:
x = 0 : Q def= AV = q(t) (7.3.5)
and
x = L : Q def= AV = p(t). (7.3.6)
By means of Theorems 7.1-7.2 and Remarks 7.1-7.2, we have the following two theorems
on the exact boundary observability.
Theorem 7.3. For any given equilibrium state (A, V ) = (A0, V0) of system (7.3.1) with
A0 > 0, which belongs to the subcritical case, i.e.,
|V0| <
√
gA0h′(A0), (7.3.7)
let
T > max
(
1
|λ˜1|
,
1
λ˜2
)
, (7.3.8)
where
λ˜1 =
1
L
(V0 −
√
gA0h′(A0)) < 0, λ˜2 =
1
L
(V0 +
√
gA0h′(A0)) > 0. (7.3.9)
Suppose that ‖q(t) − A0V0‖C1[0,T ] and ‖p(t) − A0V0‖C1[0,T ] are suitably small. For any
given initial condition
t = 0 : (A, V ) = (A0(x), V0(x)), 0 ≤ x ≤ L, (7.3.10)
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such that the norm ‖(A0(x)−A0, V0(x)−V0)‖C1[0,L] is suitably small and the conditions of
C1 compatibility with (7.3.1) and (7.3.5)-(7.3.6) are satisfied at the points (t, x) = (0, 0)
and (0, L) respectively, if we have the observed values A = a¯(t) at x = 0 and A = a¯(t) at
x = L on the interval [0, T ], then the initial data (A0(x), V0(x)) can be uniquely determined
and the following observability inequality holds:
‖(A0(x)−A0, V0(x)− V0)‖C1[0,L] ≤ C(‖a¯(t)−A0‖C1[0,T ] + ‖a¯(t)−A0‖C1[0,T ]
+‖q(t)−A0V0‖C1[0,T ] + ‖p(t)−A0V0‖C1[0,T ]).
(7.3.11)
Theorem 7.4. Let
T > (
1
|λ˜1|
+
1
λ˜2
), (7.3.12)
where λ˜1 and λ˜2 are given by (7.3.9). Under the assumptions of Theorem 7.3, if we have
the observed values A = a¯(t) at x = 0(resp. A = a¯(t) at x = L) on the interval [0, T ], then
the initial data (A0(x), V0(x)) can be uniquely determined and the following observability
inequality holds:
‖(A0(x)−A0, V0(x)− V0)‖C1[0,L] ≤ C
(
‖a¯(t)−A0‖C1[0,T ](resp.‖a¯(t)−A0‖C1[0,T ])
+‖q(t)−A0V0‖C1[0,T ] + ‖p(t)−A0V0‖C1[0,T ]
)
.
(7.3.13)
Proof of Theorem 7.3. In a neighbourhood of the subcritical equilibrium state
(A0, V0), (7.3.1) is a strictly hyperbolic system with two distinct real eigenvalues
λ1
def= V −
√
gAh′(A) < 0 < λ2
def= V +
√
gAh′(A). (7.3.14)
Introducing the Riemann invariants r and s as follows:
2r = V − V0 −G(A),
2s = V − V0 +G(A),
(7.3.15)
where
G(A) =
∫ A
A0
√
gh′(A)
A
dA, (7.3.16)
we have 
V = r + s+ V0,
A = H(s− r) > 0,
(7.3.17)
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where H is the inverse function of G(A), and
H(0) = A0, (7.3.18)
H ′(0) =
√
A0
gh′(A0)
> 0. (7.3.19)
Taking (r, s) as new unknown variables, the equilibrium state (A, V ) = (A0, V0) cor-
responds to (r, s) = (0, 0) and system (7.3.1) reduces to the following system of diagonal
form: 
∂r
∂t
+ λ1(r, s)
∂r
∂x
= 0,
∂s
∂t
+ λ2(r, s)
∂s
∂x
= 0,
(7.3.20)
where 
λ1(r, s) = r + s+ V0 −
√
gH(s− r)h′(H(s− r)) < 0,
λ2(r, s) = r + s+ V0 +
√
gH(s− r)h′(H(s− r)) > 0,
(7.3.21)
boundary conditions (7.3.5)-(7.3.6) become
x = 0 : (r + s+ V0)H(s− r) = q(t), (7.3.22)
x = L : (r + s+ V0)H(s− r) = p(t), (7.3.23)
and the corresponding observed values become
x = 0 : H(s− r) = a¯(t), 0 ≤ t ≤ T, (7.3.24)
x = L : H(s− r) = a¯(t), 0 ≤ t ≤ T. (7.3.25)
Moreover, the initial condition (7.3.10) can be written as
t = 0 : (r, s) = (r0(x), s0(x)), (7.3.26)
where
r0(x) =
1
2
(V0(x)− V0 −G(A0(x))), s0(x) = 12(V0(x)− V0 +G(A0(x))). (7.3.27)
Noting (7.3.16), by (7.3.22) and (7.3.24) we have
x = 0 :

r =
1
2
(
q(t)
a¯(t)
− V0 −
∫ a¯(t)
A0
√
gh′(A)
A
dA),
s =
1
2
(
q(t)
a¯(t)
− V0 +
∫ a¯(t)
A0
√
gh′(A)
A
dA),
0 ≤ t ≤ T. (7.3.28)
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Then, noting that we may assume a¯(t) ≥ a¯ > 0, where a¯ is a constant, it follows from
(7.3.28) that
‖(r, s)‖C1[0,T ] ≤ C(‖a¯(t)−A0‖C1[0,T ] + ‖q(t)−A0V0‖C1[0,T ]). (7.3.29)
Similarly, at x = L, (r, s) can be uniquely determined by a¯(t) and p(t), and
‖(r, s)‖C1[0,T ] ≤ C(‖a¯(t)−A0‖C1[0,T ] + ‖p(t)−A0V0‖C1[0,T ]). (7.3.30)
Thus, by Theorem 7.1 and Remark 7.1, and noting (7.3.8), (r0(x), s0(x)) can be uniquely
determined and
‖(r0(x), s0(x))‖C1[0,L] ≤ C(‖a¯(t)−A0‖C1[0,T ] + ‖a¯(t)−A0‖C1[0,T ]
+‖q(t)−A0V0‖C1[0,T ] + ‖p(t)−A0V0‖C1[0,T ]).
(7.3.31)
Then, noting (7.3.27), it is easy to see that (A0(x), V0(x)) can be uniquely determined
and (7.3.11) holds. This proves Theorem 7.3.
Theorem 7.4 can be similarly proved by the means of Theorem 7.2 and Remark 7.2.
7.4 Exact boundary observability of unsteady flows in a
star-like network of open canals
In this section, we consider unsteady flows in a star-like network of open canals, com-
posed of N horizontal and cylindrical canals with a common joint point O. Let Li be
the length of the i-th canal(i = 1, · · · , N). For i = 1, . . . , N , taking the joint point O as
x = 0, the i-th canal can be parameterized lengthwise by x ∈ [0, Li] and all the quantities
associated with the i-th canal are indexed by i.
Suppose that there is no friction, the corresponding Saint-Venant system is (cf. [30]
and [31]) 
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (7.4.1)
where
Si =
1
2
V 2i + ghi(Ai) + gYbi (i = 1, · · · , N), (7.4.2)
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with Ybi(i = 1, · · · , N) being constants and
h′i(Ai) > 0 (i = 1, · · · , N). (7.4.3)
The interface conditions at the joint point O are given by
N∑
i=1
AiVi = q0(t) (7.4.4)
and
Si = S1 (i = 2, · · · , N), (7.4.5)
while, at another end of each canal we have the flux boundary condition
x = Li : AiVi = qi(t) (i = 1, · · · , N). (7.4.6)
Consider an equilibrium state (Ai, Vi) = (Ai0, Vi0) of system (7.4.1) with Ai0 > 0(i =
1, · · · , N), which belongs to a subcritical case, i.e.,
|Vi0| <
√
gAi0h′i(Ai0) (i = 1, · · · , N), (7.4.7)
and, corresponding to (7.4.4)-(7.4.5), satisfies
N∑
i=1
Ai0Vi0 = 0, (7.4.8)
Si0 = S10 (i = 2, · · · , N), (7.4.9)
where
Si0 =
1
2
V 2i0 + ghi(Ai0) + gYbi (i = 1, · · · , N). (7.4.10)
Theorem 7.5. Let
T > max
i=1,··· ,N
1
|λ˜i1|
+ max
i=1,··· ,N
1
λ˜i2
, (7.4.11)
where
λ˜i1 =
1
Li
(Vi0 −
√
gAi0h′i(Ai0)) < 0 < λ˜i2 =
1
Li
(Vi0 +
√
gAi0h′i(Ai0)) (i = 1, · · · , N).(7.4.12)
Exact boundary controllability and observability 121
Suppose that ‖q0(t)‖C1[0,T ] and ‖qi(t) − Ai0Vi0‖C1[0,T ](i = 1, · · · , N) are suitably small.
For any given initial condition
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)), 0 ≤ x ≤ Li (i = 1, · · · , N), (7.4.13)
satisfying that
∑N
i=1 ‖(Ai0(x)−Ai0, Vi0(x)−Vi0)‖C1[0,Li] is suitably small and the conditions
of piecewise C1 compatibility with (7.4.1) and (7.4.4)-(7.4.6) are satisfied at the joint point
O and all other ends, if we have the observed values Ai = ai(t) at x = Li(i = 1, · · · , N)
on the interval [0, T ], then the initial data (Ai0(x), Vi0(x))(i = 1, · · · , N) can be uniquely
determined and the following observability inequality holds:
N∑
i=1
‖(Ai0(x)−Ai0, Vi0(x)− Vi0)‖C1[0,Li] ≤ C(
N∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ] + ‖q0(t)‖C1[0,T ]).
(7.4.14)
Proof. In a neighbourhood of the subcritical equilibrium state (Ai0, Vi0)(i = 1, · · · , N),
(7.4.1) is a hyperbolic system with real eigenvalues
λi1 = Vi −
√
gAih′i(Ai) < 0,
λi2 = Vi +
√
gAih′i(Ai) > 0,
(i = 1, · · · , N). (7.4.15)
For i = 1, · · · , N , introducing the Riemann invariants ri and si as follows:
2ri = Vi − Vi0 −Gi(Ai),
2si = Vi − Vi0 +Gi(Ai),
(7.4.16)
where
Gi(Ai) =
∫ Ai
Ai0
√
gh′i(Ai)
Ai
dAi, (7.4.17)
we have 
Vi = ri + si + Vi0,
Ai = Hi(si − ri) > 0,
(7.4.18)
where Hi is the inverse function of Gi(Ai), and
Hi(0) = Ai0, (7.4.19)
H ′i(0) =
√
Ai0
gh′i(Ai0)
> 0. (7.4.20)
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Thus, system (7.4.1) can be equivalently rewritten as
∂ri
∂t
+ λi1(ri, si)
∂ri
∂x
= 0,
∂si
∂t
+ λi2(ri, si)
∂si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (7.4.21)
where
λi1(ri, si) = ri + si + Vi0 −
√
gHi(si − ri)h′i(Hi(si − ri)) < 0,
λi2(ri, si) = ri + si + Vi0 +
√
gHi(si − ri)h′i(Hi(si − ri)) > 0,
(i = 1, · · · , N).
(7.4.22)
Moreover, the initial condition (7.4.13) becomes
t = 0 : (ri, si) = (ri0(x), si0(x)), 0 ≤ x ≤ Li (i = 1, · · · , N), (7.4.23)
where
ri0(x) =
1
2
(Vi0(x)− Vi0 −Gi(Ai0(x))),
si0(x) =
1
2
(Vi0(x)− Vi0 −Gi(Ai0(x))),
(i = 1 · · · , N). (7.4.24)
As in the proof of Theorem 7.3, for i = 1, · · · , N , at x = Li, ri, si could be uniquely
determined by ai(t), qi(t) as follows:
ri =
1
2
 qi(t)
ai(t)
− Vi0 −
∫ ai(t)
Ai0
√
gh′i(Ai)
Ai
dAi
 , (7.4.25)
si =
1
2
 qi(t)
ai(t)
− Vi0 +
∫ ai(t)
Ai0
√
gh′i(Ai)
Ai
dAi
 . (7.4.26)
Then, noting that we may assume ai(t) ≥ ai0 > 0(i = 1, · · · , N), where ai0(i = 1, · · · , N)
are constants, for i = 1, · · · , N , at x = Li we have
‖(ri, si)‖C1[0,T ] ≤ C(‖ai(t)−Ai0‖C1[0,T ] + ‖qi(t)−Ai0Vi0‖C1[0,T ]). (7.4.27)
At x = 0, the interface conditions now become
P1
def=
N∑
i=1
(ri + si + Vi0)Hi(si − ri)− q0(t) = 0, (7.4.28)
Pi
def=
1
2
(ri + si + Vi0)2 + ghi(Hi(si − ri)) + gYbi
− (1
2
(r1 + s1 + V10)2 + gh1(H1(s1 − r1)) + gYb1) = 0 (i = 2, · · · , N).
(7.4.29)
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Since in a neighbourhood of (ri, si) = (0, 0)(i = 1, · · · , N),
det
∣∣∣∣∂(P1, · · · , PN )∂(s1, · · · , sN )
∣∣∣∣ = N∏
i=1
(Vi0 +
√
gAi0h′i(Ai0)) ·
N∑
i=1
√
Ai0
gh′i(Ai0)
6= 0, (7.4.30)
det
∣∣∣∣∂(P1, · · · , PN )∂(r1, · · · , rN )
∣∣∣∣ = − N∏
i=1
(Vi0 −
√
gAi0h′i(Ai0)) ·
N∑
i=1
√
Ai0
gh′i(Ai0)
6= 0, (7.4.31)
(7.4.28)-(7.4.29) can be equivalently rewritten as
si = bi(t, r1, · · · , rN ) + ci(t) (i = 1, · · · , N) (7.4.32)
or
ri = b¯i(t, s1, · · · , sN ) + c¯i(t) (i = 1, · · · , N) (7.4.33)
with
bi(t, 0, · · · , 0) ≡ b¯i(t, 0, · · · , 0) ≡ 0 (i = 1, · · · , N) (7.4.34)
and
‖q0(t)‖C1[0,T ] small⇐⇒ ‖ci(t)‖C1[0,T ] small (i = 1, · · · , N)
⇐⇒ ‖c¯i(t)‖C1[0,T ] small (i = 1, · · · , N).
(7.4.35)
Since system (7.4.21) has no zero eigenvalues, for each i, we may change the status of
t and x, use the value (ri, si) at x = Li as the initial data and solve a leftward Cauchy
problem. Noting (7.4.11), all the maximum determined domains of these solutions must
intersect with x = 0 and contain a common interval on it. Thus, Theorem 7.5 can be
proved by means of a method similarly to the proof of Theorem 7.2 and Remark 7.2.
We illustrate the previous procedure of resolution by Figure 2, in which the observation
is taken on all the simple nodes ”•” and there is no observation on the joint node ”◦”.
The total number of observed values is equal to N .
Theorem 7.6. Let
T > max
i=1,··· ,N−1
1
|λ˜i1|
+ max
i=1,··· ,N−1
1
λ˜i2
+ (
1
|λ˜N1|
+
1
λ˜N2
), (7.4.36)
where λ˜i1 and λ˜i2(i = 1, · · · , N) are given by (7.4.12). Under the assumptions of Theorem
7.5, if we observe Ai = ai(t) at x = Li(i = 1, · · · , N − 1) on the interval [0, T ], then the
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Fig.7.2 The observation on a star-like network I
initial data (Ai0(x), Vi0(x))(i = 1, · · · , N) can be uniquely determined and the following
observability inequality holds:
N∑
i=1
‖(Ai0(x)−Ai0, Vi0(x)− Vi0)‖C1[0,Li] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ] + ‖q0(t)‖C1[0,T ]).
(7.4.37)
Proof. As in the proof of Theorem 7.5, (7.4.25)-(7.4.27) are still satisfied at x = Li
for i = 1, · · · , N − 1. Therefore, for each i = 1, · · · , N − 1, by changing the status of t and
x and solving a leftward Cauchy problem with the initial condition:
x = Li : (ri, si) = (ri(t, Li), si(t, Li)), (7.4.38)
we get the corresponding C1 solution (ri, si) on its maximum determinate domain.
Noting (7.4.36), all these maximum determinate domains must intersect with x = 0
and contain a common interval denoted by [T1, T − T2], whose length satisfies
T − (T1 + T2) > 1|λ˜N1|
+
1
λ˜N2
, (7.4.39)
and on this common interval, for i = 1, · · · , N − 1, (ri, si) can be uniquely determined by
ai(t), qi(t), and
‖(ri, si)‖C1[T1,T−T2] ≤ C(‖ai(t)−Ai0‖C1[0,T ] + ‖qi(t)−Ai0Vi0‖C1[0,T ]). (7.4.40)
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Now we utilize the interface conditions (7.4.28) and (7.4.29)(in which we take i = N).
Since in a neighbourhood of (ri, si) = (0, 0)(i = 1, · · · , N),
det
∣∣∣∣∂(P1, PN )∂(rN , sN )
∣∣∣∣ = 2
√
AN0
gh′N (AN0)
(gh′N (AN0)AN0 − V 2N0) > 0, (7.4.41)
we get that at x = 0, (rN , sN ) can be written as
rN = RN (t, r1, · · · , rN−1, s1, · · · , sN−1) + R˜N (t),
sN = SN (t, r1, · · · , rN−1, s1, · · · , sN−1) + S˜N (t),
(7.4.42)
where
RN (t, 0, · · · , 0) ≡ SN (t, 0, · · · , 0) ≡ 0 (7.4.43)
and
‖q0(t)‖C1[0,T ] small⇐⇒ ‖R˜N (t)‖C1[0,T ] small⇐⇒ ‖S˜N (t)‖C1[0,T ] small. (7.4.44)
Thus, at x = 0, on the interval T1 ≤ t ≤ T − T2, (rN , sN ) can be uniquely determined by
ai(t), qi(t)(i = 1, · · · , N − 1) and q0(t), and
‖(rN , sN )‖C1[T1,T−T2] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N−1∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ] + ‖q0(t)‖C1[0,T ]).
(7.4.45)
Then we solve a rightward Cauchy problem for system (7.4.21)(in which we take i = N),
with the initial condition
x = 0 : (rN , sN ) = (rN (t, 0), sN (t, 0)), T1 ≤ t ≤ T − T2. (7.4.46)
Noting (7.4.39), as in the proof of Theorem 7.4, the corresponding maximum determined
domain of the solution must intersect with x = LN . Therefore, there exists T0 > 0
such that at t = T0, (ri, si)(i = 1, · · · , N) can be uniquely determined by ai(t), qi(t)(i =
1, · · · , N − 1) and q0(t), and
‖(ri, si)‖C1[0,Li] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ] +
N−1∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ]
+‖q0(t)‖C1[0,T ]) (i = 1, · · · , N).
(7.4.47)
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On the other hand, the flux boundary condition (7.4.6)(in which we take i = N) can
be equivalently written as
sN = gN (t, rN ) + hN (t), (7.4.48)
where
gN (t, 0) ≡ 0 (7.4.49)
and
‖hN (t)‖C1[0,T ] small⇐⇒ ‖qN (t)−AN0VN0‖C1[0,T ] small. (7.4.50)
So, by solving a backward mixed initial-boundary value problem for system (7.4.21) with
the final condition
t = T0 : (ri, si) = (ri(T0, x), si(T0, x)) (i = 1, · · · , N), (7.4.51)
the interface condition (7.4.33) on x = 0, and the boundary condition (7.4.26) on x = Li
for i = 1, · · · , N − 1 and (7.4.48) at x = LN , as in the proof of Theorem 7.2, we can prove
that
N∑
i=1
‖(ri0(x), si0(x))‖C1[0,Li] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ] + ‖q0(t)‖C1[0,T ]).
(7.4.52)
Finally, using (7.4.24), we get the conclusion of Theorem 7.6.
We illustrate the previous procedure of resolution by Figure 7.3, in which one obser-
vation is taken on each bold simple node ”•”, but not on a hollow simple node ”◦” and
on the joint node ”◦”. The total number of observed values is equal to N − 1.
Theorem 7.7. Let
N ≥ 3, 1 ≤ k ≤ N − 2 (7.4.53)
and
T > max
i=1,··· ,k
1
|λ˜i1|
+ max
i=1,··· ,k
1
λ˜i2
+ max
i=k+1,··· ,N
1
|λ˜i1|
+ max
i=k+1,··· ,N
1
λ˜i2
. (7.4.54)
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Fig.7.3 The observation on a star-like network II
Under the assumptions of Theorem 7.5, if we observe Ai = ai(t) at x = Li for i = 1, · · · , k
and Vi = vi(t) at x = 0 for i = k+1, · · · , N −1 on the interval [0, T ], then the initial data
(Ai0(x), Vi0(x))(i = 1, · · · , N) can be uniquely determined and the following observability
inequality holds:
N∑
i=1
‖(Ai0(x)−Ai0,Vi0(x)− Vi0)‖C1[0,Li] ≤ C(
k∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N−1∑
i=k+1
‖vi(t)− Vi0‖C1[0,T ] +
N∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ]
+ ‖q0(t)‖C1[0,T ]).
(7.4.55)
Proof. The proof of Theorem 7.7 is similarly to that of Theorem 7.6, we just want to
find T0(0 < T0 < T ) such that at t = T0, (ri, si)(i = 1, · · · , N) can be uniquely determined
by qi(t)(i = 1, · · · , N), q0(t) and all the observed values.
For this purpose, for each i = 1, · · · , k, we first use the observed value Ai = ai(t) and
the boundary condition (7.4.6) on x = Li to determine the value of solution (ri, si) at
x = Li as the initial data, then solve the corresponding leftward Cauchy problem and get
(ri, si)(i = 1, · · · , k) on a common and suitably large interval at x = 0. Next, we check
that at x = 0, (ri, si)(i = k+1, · · · , N) can be uniquely expressed by (ri, si)(i = 1, · · · , k)
and the observed values Vi = vi(t)(i = k+1, · · · , N−1). In fact, by the interface condition
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(7.4.29) and the observed values Vi = vi(t)(i = k + 1, · · · , N − 1), we have
P˜i
def= ri + si + Vi0 − vi(t) = 0,
Pi
def=
1
2
(ri + si + Vi0)2 + ghi(Hi(si − ri)) + gYbi
− (1
2
(r1 + s1 + V10)2 + gh1(H1(s1 − r1)) + gYb1) = 0.
(7.4.56)
Since in a neighbourhood of (ri, si) = (0, 0)(i = 1, · · · , N), for each m = k+1, · · · , N − 1,
we have
det
∣∣∣∣∣∂(P˜m, Pm)∂(rm, sm)
∣∣∣∣∣ = 2√gh′m(Am0)Am0 > 0, (7.4.57)
then (rm, sm) can be uniquely determined by the observed value vm(t) and (r1, s1) on the
same common interval at x = 0. Finally, using the method given in the proof of Theorem
7.6, we can uniquely determine (rN , sN ) on the same interval at x = 0. Thus, taking the
value of solution (ri, si)(i = k + 1, · · · , N) at x = 0 as the initial data and solving the
corresponding rightward Cauchy problem, similarly to the proof of Theorem 7.6, we get
Theorem 7.7.
We illustrate the previous procedure of resolution by Figure 7.4, in which one observa-
tion is taken on each bold simple node ”•”, N − k− 1 observations are taken on the joint
node ”¯” and there is no observation on any hollow simple node ”◦”. The total number
of observed values is equal to N − 1.
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Fig.7.4 The observation on a star-like network III
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Theorem 7.8. Under the assumptions of Theorem 7.5, still suppose that (7.4.11) holds.
If we observe A1 = a1(t) and Vi = vi(t)(i = 1, · · · , N − 1) at x = 0 on the interval [0, T ],
then the initial data (Ai0(x), Vi0(x))(i = 1, · · · , N) can be uniquely determined and the
following observability inequality holds:
N∑
i=1
‖(Ai0(x)−Ai0,Vi0(x)− Vi0)‖C1[0,Li] ≤ C(‖a1(t)−A10‖C1[0,T ]
+
N−1∑
i=1
‖vi(t)− Vi0‖C1[0,T ] +
N∑
i=1
‖qi(t)−Ai0Vi0‖C1[0,T ]
+ ‖q0(t)‖C1[0,T ]).
(7.4.58)
Proof. We consider the conditions at the joint point x = 0. From the observed values,
at x = 0 we have 
A1 = H1(s1 − r1) = a1(t),
V1 = r1 + s1 + V10 = v1(t),
(7.4.59)
then 
r1 =
1
2
v1(t)− V10 − ∫ a1(t)
A10
√
gh′1(A1)
A1
dA1
 ,
s1 =
1
2
v1(t)− V10 + ∫ a1(t)
A10
√
gh′1(A1)
A1
dA1
 (7.4.60)
and
‖(r1, s1)‖C1[0,T ] ≤ C(‖a1(t)−A10‖C1[0,T ] + ‖v1(t)− V10‖C1[0,T ]). (7.4.61)
Similarly to the proof of Theorem 7.7, we can uniquely determine (ri, si)(i = 2, · · · , N−1)
on the interval [0, T ] at x = 0 and
‖(ri, si)‖C1[0,T ] ≤ C(‖a1(t)−A10‖C1[0,T ] + ‖v1(t)− v10‖C1[0,T ]
+‖vi(t)− Vi0‖C1[0,T ]), (i = 2, · · · , N − 1).
(7.4.62)
Finally, by (7.4.42), (rN , sN ) can be uniquely determined on [0, T ] at x = 0 and
‖(rN , sN )‖C1[0,T ] ≤ C(‖a1(t)−A10‖C1[0,T ] +
N−1∑
i=1
‖vi(t)− Vi0‖C1[0,T ]
+‖q0(t)‖C1[0,T ]).
(7.4.63)
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Thus, for each i = 1, · · · , N , taking the value of solution (ri, si) on [0, T ] at x = 0 as the
initial data and solving the corresponding rightward Cauchy problem, we get Theorem 7.8
by Theorem 7.2 and Remark 7.2.
We illustrate the previous procedure of resolution by Figure 7.5, in which N observa-
tions are all taken on the joint node ”•” and no observation is taken on any simple node
”◦”. The total number of observed values is equal to N .
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Fig.7.5 The observation on a star-like network IV
Remark 7.3. From Theorems 7.5-7.8, for a star-like network of N open canals, we need
at least N − 1 observed values. In particular, when all the observed values are taken on
the joint point or on all the simple nodes, we need N observed values.
Remark 7.4. The observability time decreases when the number of observed values in-
crease. For instance, in Theorem 7.6 we need more observability time than in Theorem
7.5. Moreover, in Theorem 7.5 and Theorem 7.8, we have the same number of observed
values and the same observability time.
Remark 7.5. Sometimes, the flux boundary condition (7.4.6) on the simple nodes can be
replaced by the following water level boundary conditions
x = Li : Ai = ai(t) (i = 1, · · · , N). (7.4.64)
In this case, we should take Vi(i = 1, · · · , N) as the observed values on the simple nodes.
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It is easy to verify that all the conclusions are still valid, provided the C1 norms ‖ai(t)−
Ai0‖C1(i = 1, · · · , N) are small enough.
Remark 7.6. In engineering, instead of (7.4.5) one uses also the following water level
interface conditions
x = 0 : hi(Ai) + Ybi = h1(A1) + Yb1 (i = 2, · · · , N). (7.4.65)
In this case, since (7.4.30)-(7.4.31) become
det
∣∣∣∣∂(P1, · · · , PN )∂(s1, · · · , sN )
∣∣∣∣ = N∑
i=1
1
h′i(Ai0)
(Vi0 +
√
gAi0h′i(Ai0))
·
N∏
i=1
√
Ai0h′i(Ai0)
g
6= 0,
(7.4.66)
det
∣∣∣∣∂(P1, · · · , PN )∂(r1, · · · , rN )
∣∣∣∣ = (−1)N N∑
i=1
1
h′i(Ai0)
(Vi0 −
√
gAi0h′i(Ai0))
·
N∏
i=1
√
Ai0h′i(Ai0)
g
6= 0,
(7.4.67)
(7.4.41) becomes
det
∣∣∣∣∂(P1, PN )∂(rN , sN )
∣∣∣∣ = 2AN0h′N (AN0)
√
AN0
gh′N (AN0)
> 0 (7.4.68)
and (7.4.57) becomes
det
∣∣∣∣∣∂(P˜i, Pi)∂(ri, si)
∣∣∣∣∣ = 2
√
Ai0h′i(Ai0)
g
> 0, (7.4.69)
we still have Theorems 7.5-7.8.
7.5 Exact boundary observability of unsteady flows in a
tree-like network of open canals
We now consider the exact boundary observability of unsteady flows in a tree-like net-
work composed by N open canals: c1, · · · , cN (see Figure 7.6, in which N = 7).
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Fig.7.6 A tree-like network
Let di0 and di1 be the x-coordinates of two ends of the i-canal and Li = di1 − di0
its length. We still suppose that there is no friction and the canals are horizontal and
cylindrical, then the corresponding Saint-Venant system can be written as
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, di0 ≤ x ≤ di1 (i = 1, · · · , N), (7.5.1)
where
Si =
1
2
V 2i + ghi(Ai) + gYbi (i = 1, · · · , N) (7.5.2)
with
h′i(Ai) > 0 (i = 1, · · · , n) (7.5.3)
and Ybi(i = 1, · · · , N) being constants.
When di0(resp.di1) is a simple node, we have the flux boundary condition
x = di0 : AiVi = qi0(t) (resp. x = di1 : AiVi = qi1(t)). (7.5.4)
While, when di0(resp.di1) is a multiple node, we denote by Ji0(resp.Ji1) the set of indices
corresponding to all the canals jointed at di0(resp.di1). At di0(resp.di1) we have the energy-
type interface conditions(cf. [30],[43], [44])
Si = Sj , ∀j ∈ Ji0 (resp. ∀j ∈ Ji1) (7.5.5)
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and the total flux interface condition
∑
j∈Ji0
±AjVj = Qi0(t) (resp.
∑
j∈Ji1
±AjVj = Qi1(t)). (7.5.6)
Following the results in §7.4, we choose a group of variables as observed values.
First, we arbitrarily give a direction on each canal(see Figure 7.7).
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Fig.7.7 The observation on a tree-like network
For a simple node i, if the direction on the corresponding canal starts from this node,
we observe Ai = ai(t). While, if the direction directs to it, we don’t take the observation
at this node. In Figure 7.7, we choose one observed value at points A and B, while there
is no observation at points C, D and E.
For a multiple node, without loss of generality, we suppose that it is the joint point
of canals c1, · · · , ck(k > 1). If all the k directions start from this node, then we observe
k values A1 = a1(t), V1 = v1(t), · · · , Vk−1 = vk−1(t) on it. In Figure 7.7, at point F ,
we choose three observed values since k = 3. If there are l(0 < l < k) directions, say
c1, · · · , cl, direct to it, then we observe k− l−1 values Vl+1 = vl+1(t), · · · , Vk−1 = vk−1(t).
In Figure 7.7, at point G, we will choose only one observed value since k = 4 and l = 2.
If all the directions direct to this multiple node, then we don’t take the observation at this
point. In Figure 7.7, we will not take the observation at point H.
Using this way to choose the observed values, we can get the next theorem.
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Theorem 7.9. Suppose that (Ai0, Vi0)(i = 1, · · · , N) is an subcritical equilibrium state
for system (7.5.1) and (7.5.4)-(7.5.6). For any given initial condition
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)) (i = 1, · · · , N), (7.5.7)
satisfying the conditions of piecewise C1 compatibility and
∑N
i=1 ‖(Ai0(x) − Ai0, Vi0(x) −
Vi0)‖C1[di0,di1] suitably small, there exist T > 0 large enough, such that if all ‖qi(t) −
Ai0Vi0‖C1[0,T ] and ‖Qi(t)‖C1[0,T ] are sufficient small, then we can choose the observed
values on the interval [0, T ] according to the way mentioned above, such that the initial
data can be uniquely determined and we have the corresponding observability inequality.
Proof. Introduce the Riemann invariants (ri, si)(i = 1, · · · , N) as before.
To prove this theorem, we need only to verify that there exists T0(0 < T0 < T ), such
that at t = T0, (ri, si)(i = 1, · · · , N) can be uniquely determined by the observed values
and all given qi(t), Qi(t). We will prove, by induction on the number M of the multiple
nodes, that there exists T1 and T2(0 < T1 < T2), such that on the interval [T1, T2],
(ri, si)(i = 1, · · · , N) can be uniquely determined on the whole network.
Suppose that there is only one multiple node, it is actually a star-like network and it
is easy to see that the conclusion follows from Theorems 7.5-7.8.
Suppose that the conclusion is true forM ≤ m. We now consider the case M = m+1.
We choose a multiple node P arbitrarily. Without loss of generality, we suppose there
are k canals c1, · · · , ck jointed at this point, and, on c1, . . . , cl, the direction of the canal
directs to P , while on cl+1, . . . , ck, the direction of the canal starts from P .
By cutting the network at the multiple node P , we get k subnetworks: G1, · · · , Gk(See
Figure 7.8, in which k = 4 and l = 2). In each subnetwork, since the number of multiple
nodes is certainly equal to or less thanm, by the hypothesis of induction, the corresponding
conclusion holds.
For G1, · · · , Gl, by the hypothesis of induction, there is no need for boundary ob-
servation at point P , then by §7.4, when T > 0 is large enough, there exists T˜1 and
T˜2(0 < T˜1 < T˜2 < T ), such that on the interval [T˜1, T˜2], (ri, si)(i = 1, · · · , l) can be
uniquely determined by the corresponding observed values and qi(t), Qi(t). In particular
at point P , (ri, si)(i = 1, · · · , l) can be uniquely determined on the interval [T˜1, T˜2].
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Fig.7.8
Now using the interface condition (7.5.5) and (7.5.6) at point P , similarly to §7.4,
(ri, si)(i = l + 1, · · · , k) can also be uniquely determined on the interval [T˜1, T˜2] at point
P .
When T > 0 is large enough, T˜2 − T˜1 is also large enough, then by the hypothesis of
induction again, there exists T1 and T2(T˜1 < T1 < T2 < T˜2), such that on the interval
[T1, T2], (ri, si)(i = l + 1, · · · , k) can be uniquely determined on the subnetwork Gi(i =
l + 1, · · · , k) respectively.
Thus, Theorem 7.9 can be proved in a way similarly to the proof of Theorems 7.5-7.8.
Theorem 7.10. For any given tree-like network of open canals, if there are m simple
nodes, then we need at least m− 1 observed values. Moreover, the number of the observed
values is equal to m−1 if and only if there is no starting or ending multiple node, namely,
no multiple node, for which all related directions point to or start from it.
Proof. According to the previous way of selecting the observed values, if a multiple
node is neither starting nor ending multiple node, we have
The number of the observed values on this multiple node+1
=The number of canals, the direction of which starts from this multiple node,
(7.5.8)
while, if a multiple node or a simple node is a starting or ending node, we have
The number of the observed values on this multiple node
=The number of canals, the direction of which starts from this multiple node.
(7.5.9)
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The combination of (7.5.8) and (7.5.9) implies
The number of the observed values+the number of the multiple nodes
≥The number of the canals,
(7.5.10)
moreover, the equality in (7.5.10) holds if and only if there are neither starting nor ending
multiple nodes in the network.
Thus, since
The number of the simple nodes+the number of the multiple nodes
=The number of the nodes
=The number of the canals+1,
(7.5.11)
we get
The number of the observed values
≥the number of the simple nodes− 1 = m− 1,
(7.5.12)
moreover, the equality in (7.5.12) holds if and only if there are neither starting nor ending
multiple nodes in the network. This finishes the proof.
Finally, we give some examples.
Example 7.1. We choose a simple node arbitrarily and release a signal from this node.
This gives a direction on the corresponding canal. Then we release a signal from another
node(multiple node) of this canal and this gives the corresponding directions on all other
canals jointed at that multiple node. We continue this procedure until the directions are
given on all canals. If we select the observed values according to the previous way, then
the initial data can be uniquely determined. In this situation, since there are no starting
or ending multiple nodes in the network, by Theorem 7.10 we need only m − 1 observed
values.
See Figure 7.9, in which point A is the starting simple node chosen arbitrarily. There
are five simple nodes in the network. We need one observed value at point A, one observed
value at point F and two observed values at point G. No observation is needed on the
multiple node H and all the simple nodes except A.
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Example 7.2. If we take all the opposite directions in Example 7.1, then the initial data
can also be uniquely determined. In this situation, there is no need of observation on any
given multiple node and on the ending simple node A, and all the observed values are
taken on the simple nodes except A. Hence, similarly to Example 7.1, we still need m− 1
observed values.
See Figure 7.10. We still need four observed values and we have one observed value on
each simple node except point A.
Example 7.3. If we choose a multiple node arbitrarily and release a signal from this
node. Any multiple node receiving a signal releases signals on all other canals jointed at
this node, until the directions are given on all canals. Select the observed values according
to the previous way, the initial data can be uniquely determined. In this situation, (7.5.8)
still holds on the multiple nodes except the starting node, on which (7.5.9) holds. Thus,
(7.5.10) should be replaced by
the number of the observed values+the number of the multiple nodes
=the number of the canals+1.
(7.5.13)
Consequently, noting (7.5.11), we need m observed values. This time all the observed
values are taken on the multiple nodes.
See Figure 7.11, in which point G is the starting multiple node chosen arbitrarily. We
now need five observed values, of which four are taken on point G and one is taken on
point F .
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Example 7.4. If we take all the opposite directions in Example 7.3, then the initial data
can also be uniquely determined. In this situation, the starting multiple node G in Example
7.3 becomes the ending multiple node and all the simple nodes become the starting nodes.
Then, according to the previous way of selecting the observed values, it is easy to see that
there is no need of observation on any given multiple node and all the observed values are
taken on the simple nodes. Hence, we still need m observed values.
See Figure 7.12. We still need five observed values and we have one observed value on
each simple node.
7.6 Implicit duality between controllability and observabil-
ity
Now we can get an implicity duality between the exact boundary controllability and the
exact boundary observability for unsteady flows in a tree-like network.
In fact, according to the results given in [21] for unsteady flows in a tree-like network
of open canals, we choose the observed values as follows:
On simple node E, we observe A1 = a1(t). On each multiple node di1(i ∈ M), for
any given j¯ ∈ Ji, we observe Vj = vj(t)(j ∈ Ji, j 6= j¯). The general principle is that we
use one observed value on simple node E and k− 2 observed values on any multiple node
jointed by k canals. Thus, the number of total observed values is just equal to M − 1, M
being the number of simple nodes. See Figure 7.13, in which ”•” and ”¯” stand for the
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observed simple node and the observed multiple node, respectively. We need one observed
value on simple node E, two observed values on multiple node G and one observed value
on multiple nodes F . The total number of observed values is equal to M − 1 = 4.
A B
C
DE F
G
H
Fig.7.13 The duality between the controllability and the observability
Comparing the result in this paper with the result in [21], we can find an implicit
duality between the exact boundary controllability and the exact boundary observability
for unsteady flows in a tree-like network of open canals as follows:
1. Both the number of observed values and the number of controls are equal to M −1,
M being the number of simple nodes in the network.
2. Both the observability time and the controllability time satisfy the same inequality
(4.4.9):
T > max
i∈S
∑
j∈Di
Lj
|λ˜(j)1 |
+max
i∈S
∑
j∈Di
Lj
λ˜
(j)
2
,
3. The observed values are taken only on simple node E and the multiple nodes, while
the controls are acted only on the simple nodes except E.
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Chapter 8
Exact boundary observability of
unsteady supercritical flows
8.1 Introduction
The one-dimensional mathematical model of unsteady flows in an open canal was given
by de Saint-Venant [15]. In [30], the authors gave a corresponding model of Saint-Venant
system for a network of open canals, in which the interface conditions at any given joint
point of open canals are given.
In recent years, based on the result on the semi-global classical solution in [37], the
exact boundary controllability for general first order quasilinear hyperbolic systems has
been established(see [41] and [42]). Then this result has been applied to get the exact
boundary controllability of unsteady subcritical flows in a network of open canals(see [31],
[32], [43] and [44]). On the other hand, with the interface conditions given in [23], the
exact boundary controllability of unsteady supercritical flows in a tree-like network of
open canals has been established(see [21]).
Moreover, the exact boundary observability for first order quasilinear hyperbolic sys-
tems has been studied in [33] and [34], in which an implicit duality between the exact
boundary controllability and the exact boundary observability is also given. Based on
this result, the exact boundary observability of unsteady subcritical flows in a tree-like
network of open canals has been obtained(see [22]).
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In this paper, under the assumption that the observed value is accurate, i.e., there is no
measuring error in the observation, we will establish the exact boundary observability of
supercritical unsteady flows in a tree-like network of open canals with general topology, in
which the observed values are physically meaningful and practically handleable. Moreover,
we will also show an implicit duality between the exact boundary controllability and the
exact boundary observability for unsteady supercritical flows.
This paper is organized as follows. We recall the known results on the exact boundary
observability for first order quasilinear hyperbolic systems in §8.2, then the corresponding
exact boundary observability of unsteady supercritical flows in a single open canal and in
a star-like network of open canals will be presented in §8.3 and §8.4. Finally the exact
boundary observability of unsteady flows in a tree -like network of open canals will be
given in §8.5.
8.2 Exact boundary observability for a kind of quasilinear
hyperbolic systems
For the purpose of this paper, in this section we recall the result given in [33] and [34]
only for the following quasilinear hyperbolic system of diagonal form
∂ui
∂t
+ λi(u)
∂ui
∂x
= Fi(u) (i = 1, · · · , n), (8.2.1)
where u = (u1, · · · , un)T is the unknown vector function of (t, x), λi(u) and Fi(u)(i =
1, · · · , n) are C1 functions of u,
Fi(0) = 0 (i = 1, · · · , n) (8.2.2)
and on the domain under consideration
λi(u) < 0 (i = 1, · · · , n) (8.2.3)
(resp. λi(u) > 0 (i = 1, · · · , n)).
The boundary conditions are given as follows:
x = L : ui = hi(t) (i = 1, · · · , n) (8.2.4)
(resp. x = 0 : ui = hi(t) (i = 1, · · · , n)),
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where hi(i = 1, · · · , n) are C1 functions of t.
By means of [33] and [34], we have
Theorem 8.1. Let
T > max
i=1,··· ,n
L
|λi(0)| . (8.2.5)
For any given initial condition
t = 0 : u = ϕ(x), 0 ≤ x ≤ L, (8.2.6)
such that ‖ϕ‖C1[0,L] is suitably small and the conditions of C1 compatibility for the mixed
initial-boundary value problem (8.2.1), (8.2.6) and (8.2.4) are satisfied at the point (t, x) =
(0, L)(resp. (0, 0)), if we have the observed values ui = u¯i(t)(i = 1, · · · , n) at x = 0 (resp.
ui = u¯i(t)(i = 1, · · · , n) at x = L) on the interval [0,T], then the initial data ϕ(x) can be
uniquely determined and the following observability inequality holds:
‖ϕ‖C1[0,L] ≤ C
n∑
i=1
‖u¯i‖C1[0,T ], (resp. ‖ϕ‖C1[0,L] ≤ C
n∑
i=1
‖u¯i‖C1[0,T ]), (8.2.7)
here and hereafter, C denotes a positive constant.
Proof: We given the proof under the assumption that all eigenvalues λi(u)(i =
1, · · · , n) are negative(see (8.2.3)).
Since there is no zero eigenvalue, we may change the status of t and x and solve a
rightward Cauchy problem for system (8.2.1) with the initial condition
x = 0 : u = u¯(t), 0 ≤ t ≤ T, (8.2.8)
where u¯(t) = (u¯1(t), · · · , u¯n(t))T with small C1 norm. By the theory of semi-global C1
solution for quasilinear hyperbolic systems(see [37]), there exists a unique C1 solution
u = u˜(t, x) on the whole maximum determinate domain and
‖u˜‖C1 ≤ C
n∑
i=1
‖u¯i‖C1[0,T ]. (8.2.9)
Obviously, u = u˜(t, x) is the restriction of the solution u = u(t, x) to the original mixed
problem on the corresponding domain.
By (8.2.5), the maximum determinate domain must intersect x = L and contains the
interval 0 ≤ x ≤ L on the x-axis. Thus the initial data can be uniquely determined and
the observability inequality (8.2.7) holds.
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8.3 Exact boundary observability of unsteady supercritical
flows in a single open canal
Now we apply the theory on the exact boundary observability to unsteady supercritical
flows. In this section we first consider the case of a single open canal. Let L be the
length of the canal. Taking the x-axis along the inverse direction of flow, this canal can be
parameterized lengthwise by x ∈ [0, L]. Suppose that there is no friction and the canal is
horizontal and cylindrical, the corresponding Saint-Venant system can be written as (see.
[15], [30], [31]) 
∂A
∂t
+
∂(AV )
∂x
= 0,
∂V
∂t
+
∂S
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ L, (8.3.1)
where A = A(t, x) stands for the area of the cross section at x occupied by the water at
time t, V = V (t, x) is the average velocity over the cross section and
S =
1
2
V 2 + gh(A) + gYb, (8.3.2)
where g is the gravity constant, constant Yb denotes the altitude of the bed of canal and
h = h(A) (8.3.3)
is the depth of the water, h(A) being a suitably smooth function of A such that
h′(A) > 0. (8.3.4)
Consider an equilibrium state (A, V ) = (A0, V0) of system (8.3.1) with A0 > 0, which
belongs to the supercritical case, i.e.,
|V0| >
√
gA0h′(A0). (8.3.5)
Without loss of generality, we suppose that
V0 < −
√
gA0h′(A0). (8.3.6)
The boundary conditions is then given as follows:
x = L : Q def= AV = q(t), V = v(t). (8.3.7)
By Theorem 8.1, we have the following theorem on the exact boundary observability.
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Theorem 8.2. Under assumption (8.3.6), let
T >
L
|λ˜2|
= max
( L
|λ˜1|
,
L
|λ˜2|
)
, (8.3.8)
where
λ˜1
def= V0 −
√
gA0h′(A0) < λ˜2
def= V0 +
√
gA0h′(A0) < 0. (8.3.9)
For any given initial condition
t = 0 : (A, V ) = (A0(x), V0(x)), 0 ≤ x ≤ L, (8.3.10)
such that the norm ‖(A0(x)− A0, V0(x)− V0)‖C1[0,L] is suitably small and the conditions
of C1 compatibility with (8.3.1) and (8.3.7) are satisfied at the point (t, x) = (0, L), if
we have the observed values A = a(t) and V = v(t) at x = 0 on the interval [0, T ], then
the initial data (A0(x), V0(x)) can be uniquely determined and the following observability
inequality holds:
‖(A0(x)−A0, V0(x)− V0)‖C1[0,L] ≤ C(‖a(t)−A0‖C1[0,T ] + ‖v(t)− V0‖C1[0,T ]). (8.3.11)
Proof: In a neighbourhood of the supercritical equilibrium state (A0, V0), (8.3.1) is a
strictly hyperbolic system with two distinct real eigenvalues
λ1
def= V −
√
gAh′(A) < λ2
def= V +
√
gAh′(A) < 0. (8.3.12)
Introducing the Riemann invariants r and s as follows:
2r = V − V0 −G(A),
2s = V − V0 +G(A),
(8.3.13)
where
G(A) =
∫ A
A0
√
gh′(A)
A
dA, (8.3.14)
we have 
V = r + s+ V0,
A = H(s− r) > 0,
(8.3.15)
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where H is the inverse function of G(A) with
H(0) = A0, (8.3.16)
H ′(0) =
√
A0
gh′(A0)
> 0. (8.3.17)
Taking (r, s) as new unknown variables, the equilibrium state (A, V ) = (A0, V0) cor-
responds to (r, s) = (0, 0) and system (8.3.1) reduces to the following system of diagonal
form: 
∂r
∂t
+ λ1(r, s)
∂r
∂x
= 0,
∂s
∂t
+ λ2(r, s)
∂s
∂x
= 0,
(8.3.18)
where 
λ1(r, s) = r + s+ V0 −
√
gH(s− r)h′(H(s− r)) < 0,
λ2(r, s) = r + s+ V0 +
√
gH(s− r)h′(H(s− r)) < 0.
(8.3.19)
Boundary condition (8.3.7) now becomes
x = L : P1(t, r, s)
def= (r + s+ V0)H(s− r)− q(t) = 0, (8.3.20)
P2(t, r, s)
def= (r + s+ V0)− v(t) = 0 (8.3.21)
and the corresponding observed values become
x = 0 : H(s− r) = a(t), 0 ≤ t ≤ T, (8.3.22)
r + s+ V0 = v(t), 0 ≤ t ≤ T. (8.3.23)
Moreover, the initial condition (8.3.10) can be written as
t = 0 : (r, s) = (r0(x), s0(x)), (8.3.24)
where
r0(x) =
1
2
(V0(x)− V0 −G(A0(x))), s0(x) = 12(V0(x)− V0 +G(A0(x))). (8.3.25)
When (r, s) = (0, 0), noting (8.3.6), we have
det
∣∣∣∣∂(P1, P2)∂(r, s)
∣∣∣∣ = −2V0
√
A0
gh′(A0)
> 0. (8.3.26)
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By the implicit function theorem, in a neighbourhood of (r, s) = (0, 0), (8.3.20)-(8.3.21)
can be equivalently rewritten as
x = L : r = α(t), s = β(t), (8.3.27)
where α and β are C1 functions of t. Moreover, noting (8.3.14), by (8.3.22) and (8.3.23),
at x = 0 we have
r = r(t) def=
1
2
(
v(t)− V0 −
∫ a(t)
A0
√
gh′(A)
A
dA
)
,
s = s(t) def=
1
2
(
v(t)− V0 +
∫ a(t)
A0
√
gh′(A)
A
dA
)
,
0 ≤ t ≤ T (8.3.28)
and
‖(r, s)‖C1[0,T ] ≤ C(‖a(t)−A0‖C1[0,T ] + ‖v(t)− V0‖C1[0,T ]). (8.3.29)
Thus, noting (8.3.8), by Theorem 8.1 (r0(x), s0(x)) can be uniquely determined by the
observed values r(t) and s(t)(0 ≤ t ≤ T ) at x = 0 and
‖(r0(x), s0(x))‖C1[0,L] ≤ C(‖a(t)−A0‖C1[0,T ] + ‖v(t)− V0‖C1[0,T ]). (8.3.30)
Then, noting (8.3.25), it is easy to see that (A0(x), V0(x)) can be uniquely determined and
(8.3.11) holds. This proves Theorem 8.2.
The procedure of resolution given by Theorem 8.2 can be illustrated by Figure 8.1,
in which the point E(x = 0) is the end point of the water flow and ”→” stands for the
direction of the water flow. Moreover, we need only two observed values taken at E(marked
by •), but no observation at another end(marked by ◦).
E
Fig.8.1 A single canal
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8.4 Exact boundary observability of unsteady supercritical
flows in a star-Like network of open canals
Now, we consider the exact boundary observability of unsteady supercritical flows in a
star-like network composed of N open canals: c1, · · · , cN . Let the multiple node be the
point O. Suppose that the single node of canal c1 is the ending point E and the water
flows from other single nodes(through O) to the point E (see Figure 8.2, in which ”→”
stands for the direction of the water flow).
O
E
Fig.8.2 A star-like network
Let Li be the length of the i-th canal(i = 1, · · · , N). For i = 1, . . . , N , taking the joint
point O as x = 0, the i-th canal can be parameterized lengthwise by x ∈ [0, Li] and all
the quantities associated with the i-th canal are indexed by i.
Suppose that there is no friction and all the canals are horizontal and cylindrical, the
corresponding Saint-Venant system is (see [30], [31])
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (8.4.1)
where
Si =
1
2
V 2i + ghi(Ai) + gYbi (i = 1, · · · , N), (8.4.2)
Ybi(i = 1, · · · , N) being constants and
h′i(Ai) > 0 (i = 1, · · · , N). (8.4.3)
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The interface conditions at the joint point O are given by the total energy interface
condition
N∑
i=1
AiViSi = 0 (8.4.4)
and the total flux interface condition
N∑
i=1
AiVi = 0 (8.4.5)
(cf. [23], [21]), while, at another end of each canal except E we have the boundary
conditions
x = Li : Qi
def= AiVi = qi1(t), Vi = vi1(t) (i = 2, · · · , N). (8.4.6)
Consider an equilibrium state (Ai, Vi) = (Ai0, Vi0) of system (8.4.1) with Ai0 > 0(i =
1, · · · , N), which belongs to a supercritical case, i.e.,
Vi0 < −
√
gAi0h′i(Ai0) (i = 1, · · · , N), (8.4.7)
and, corresponding to (8.4.4)-(8.4.5), satisfies
N∑
i=1
Ai0Vi0Si0 = 0, (8.4.8)
N∑
i=1
Ai0Vi0 = 0, (8.4.9)
where
Si0 =
1
2
V 2i0 + ghi(Ai0) + gYbi (i = 1, · · · , N). (8.4.10)
Theorem 8.3. Let
T >
1
|λ˜12|
+ max
i=2,··· ,N
1
|λ˜i2|
, (8.4.11)
where
λ˜i1
def=
1
Li
(Vi0 −
√
gAi0h′i(Ai0)) < λ˜i2
def=
1
Li
(Vi0 +
√
gAi0h′i(Ai0)) < 0 (i = 1, · · · , N).(8.4.12)
For any given initial condition
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)), 0 ≤ x ≤ Li (i = 1, · · · , N), (8.4.13)
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satisfying that
∑N
i=1 ‖(Ai0(x)−Ai0, Vi0(x)−Vi0)‖C1[0,Li] is suitably small and the conditions
of piecewise C1 compatibility with (8.4.1) and (8.4.4)-(8.4.6) are satisfied at the joint point
O and all other ends except E, if we have the observed values A1 = a1(t), V1 = v1(t) at point
E and Ai = ai(t), Vi = vi(t)(i = 2, · · · , N −1) at point O on the interval [0, T ](the number
of observed values is equal to 2(N−1)), then the initial data (Ai0(x), Vi0(x))(i = 1, · · · , N)
can be uniquely determined and the following observability inequality holds:
N∑
i=1
‖(Ai0(x)−Ai0, Vi0(x)− Vi0)‖C1[0,Li]
≤C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ] +
N−1∑
i=1
‖vi(t)− Vi0‖C1[0,T ]).
(8.4.14)
Proof: In a neighbourhood of the supercritical equilibrium state (Ai0, Vi0)(i = 1, · · · , N),
(8.4.1) is a hyperbolic system with real eigenvalues
λi1
def= Vi −
√
gAih′i(Ai) < λi2
def= Vi +
√
gAih′i(Ai) < 0 (i = 1, · · · , N). (8.4.15)
For i = 1, · · · , N , introducing the Riemann invariants ri and si as follows:
2ri = Vi − Vi0 −Gi(Ai),
2si = Vi − Vi0 +Gi(Ai),
(8.4.16)
where
Gi(Ai) =
∫ Ai
Ai0
√
gh′i(Ai)
Ai
dAi, (8.4.17)
we have 
Vi = ri + si + Vi0,
Ai = Hi(si − ri) > 0,
(8.4.18)
where Hi is the inverse function of Gi(Ai), and
Hi(0) = Ai0, (8.4.19)
H ′i(0) =
√
Ai0
gh′i(Ai0)
> 0. (8.4.20)
Thus, system (8.4.1) can be equivalently rewritten as
∂ri
∂t
+ λi1(ri, si)
∂ri
∂x
= 0,
∂si
∂t
+ λi2(ri, si)
∂si
∂x
= 0,
t ≥ 0, 0 ≤ x ≤ Li (i = 1, · · · , N), (8.4.21)
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where
λi1(ri, si)
def= ri + si + Vi0 −
√
gHi(si − ri)h′i(Hi(si − ri))
< λi2(ri, si)
def= ri + si + Vi0 +
√
gHi(si − ri)h′i(Hi(si − ri)) < 0, (i = 1, · · · , N).(8.4.22)
Moreover, the initial condition (8.4.13) becomes
t = 0 : (ri, si) = (ri0(x), si0(x)), 0 ≤ x ≤ Li (i = 1, · · · , N), (8.4.23)
where 
ri0(x) =
1
2
(Vi0(x)− Vi0 −Gi(Ai0(x))),
si0(x) =
1
2
(Vi0(x)− Vi0 −Gi(Ai0(x))),
(i = 1 · · · , N). (8.4.24)
As in the proof of Theorem 8.2, (r1, s1) at x = L1 and (ri, si)(i = 2, · · · , N − 1) at
x = 0 can be uniquely determined by the observed values ai(t) and vi(t)(i = 1, · · · , N−1),
respectively, as follows:
ri =
1
2
(
vi(t)− Vi0 −
∫ ai(t)
Ai0
√
gh′i(Ai)
Ai
dAi
)
,
si =
1
2
(
vi(t)− Vi0 +
∫ ai(t)
Ai0
√
gh′i(Ai)
Ai
dAi
)
,
(i = 1, · · · , N − 1) (8.4.25)
and
‖(ri, si)‖C1[0,T ] ≤ C(‖ai(t)−Ai0‖C1[0,T ] + ‖vi(t)− Vi0‖C1[0,T ]) (i = 1, · · · , N − 1).(8.4.26)
Now, for i = 1, changing the status of t and x in (8.4.21) and using (8.4.25) as the
initial data on x = L1, we can solve a leftward Cauchy problem on canal c1. As in the proof
of Theorem 8.1, noting (8.4.11), we get that (r10(x), s10(x)) can be uniquely determined
by a1(t) and v1(t) and
‖(r10(x), s10(x))‖C1[0,L1] ≤ C(‖a1(t)−A10‖C1[0,T ] + ‖v1(t)− V10‖C1[0,T ]); (8.4.27)
moreover, there exists T1:
T1 > max
i=2,··· ,N
1
|λ˜i2|
, (8.4.28)
such that at x = 0, on the interval [0, T1], (r1, s1) can be also uniquely determined by a1(t)
and v1(t) and
‖(r1, s1)‖C1[0,T1] ≤ C(‖a1(t)−A10‖C1[0,T ] + ‖v1(t)− V10‖C1[0,T ]). (8.4.29)
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At x = 0, the interface conditions (8.4.4) and (8.4.5) now become
P1
def=
N∑
i=1
(ri + si + Vi0)Hi(si − ri)(12(ri + si + Vi0)
2 + ghi(Hi(si − ri)) + gYi) = 0(8.4.30)
and
P2
def=
N∑
i=1
(ri + si + Vi0)Hi(si − ri) = 0. (8.4.31)
Since when (ri, si) = (0, 0)(i = 1, . . . , N),
det
∣∣∣∣ ∂(P1, P2)∂(rN , sN )
∣∣∣∣ = 2AN0VN0
√
Ai0
gh′i(Ai0)
(V 2N0 − gAN0h′N (AN0)) < 0, (8.4.32)
by the implicit function theorem, in a neighbourhood of (ri, si) = (0, 0)(i = 1, . . . , N),
(8.4.30)-(8.4.31) can be equivalently rewritten as
rN = gN1(r1, s1, · · · , rN−1, sN−1),
sN = gN2(r1, s1, · · · , rN−1, sN−1),
(8.4.33)
where gN1 and gN2 are C1 functions with respect to their arguments with
gN1(0, · · · , 0) = gN2(0, · · · , 0) = 0. (8.4.34)
So at x = 0, on the interval [0, T1], (rN , sN ) can be uniquely determined by ai(t) and
vi(t)(i = 1, · · · , N − 1) and
‖(rN , sN )‖C1[0,T1] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ] +
N−1∑
i=1
‖vi(t)− Vi0‖C1[0,T ]). (8.4.35)
Now, for i = 2, · · · , N , changing the status of t and x in (8.4.21) and using (8.4.25)
and (8.4.33) as the initial data on x = 0, we can solve the rightward Cauchy problem on
each canal ci respectively. Noting (8.4.28), as in the proof of Theorem 8.1, we get that
(ri0(x), si0(x))(i = 2, · · · , N) can be uniquely determined and
‖(ri0(x), si0(x))‖C1[0,Li] ≤ C(
N−1∑
i=1
‖ai(t)−Ai0‖C1[0,T ]
+
N−1∑
i=1
‖vi(t)− Vi0‖C1[0,T ]) (i = 2, · · · , N). (8.4.36)
Noting (8.4.24), the combination of (8.4.27) and (8.4.36) yields the desired conclusion.
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The procedure of resolution given by Theorem 8.3 can be illustrated by Figure 8.3,
in which at the node marked by •, all related values should be observed, at the node
marked by ¯, a part of related values should be observed, and at the node marked by ◦,
no observation is needed.
O
E
Fig.8.3 The observation on a star-like network
8.5 Exact boundary observability of unsteady supercritical
flows in a tree-like network of open canals
We now consider the exact boundary observability of unsteady flows in a tree-like net-
work composed by N open canals: c1, · · · , cN . Suppose that a single node is the end point
E and the water flows from other single nodes to the point E (see Figure 8.4, in which
”→” stands for the direction of the water flow).
For i = 1, · · · , N , let di0 and di1 be the x-coordinates of two ends of the i-canal Ci,
di0 < di1 and Li = di1−di0 be its length. Suppose that the water in the i-canal flows from
di1 to di0(i = 1, · · · , N). Under the assumption that there is no friction and all the canals
are horizontal and cylindrical, the corresponding Saint-Venant system can be written as
∂Ai
∂t
+
∂(AiVi)
∂x
= 0,
∂Vi
∂t
+
∂Si
∂x
= 0,
t ≥ 0, di0 ≤ x ≤ di1 (i = 1, · · · , N), (8.5.1)
where Si(i = 1, · · · , N) are given by (8.4.2).
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When di1 is a simple node, we have the flux boundary condition
x = di1 : Qi
def= AiVi = qi1(t), Vi = vi1(t). (8.5.2)
While, when di1 is a multiple node, at di1 we have the total energy interface condition∑
j∈Ji1,j 6=i
AjVjSj = AiViSi (8.5.3)
and the total flux interface condition∑
j∈Ji1,j 6=i
AjVj = AiVi, (8.5.4)
where Ji1 denotes the set of indices corresponding to all the canals jointed at di1.
Based on Theorem 8.3, we choose a group of observed values as follows:
For simple nodes, we take the observation only on the end point E. Suppose E is the
simple node of canal ci, we observe Ai and Vi on it.
For any given multiple node, suppose that it is the joint point of k canals: ci1 , · · · , cik ,
which constitute a star-like subnetwork. Suppose that the end point for this star-like sub-
network belongs to ci1, we observe Ai2 , Vi2 , · · · , Aik−1 , Vik−1 on this multiple node: there
are 2(k − 2) observed values on it.
Using this principle, we can get the following theorems.
Theorem 8.4. Consider a supercritical equilibrium state (Ai, Vi) = (Ai0, Vi0)(i = 1, · · · , N)
of system (8.4.1) with Ai0 > 0(i = 1, · · · , N), which satisfies
Vi0 < −
√
gAi0h′i(Ai0) (i = 1, · · · , N). (8.5.5)
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Let
λ˜i1
def= Vi0 −
√
gAi0h′i(Ai0) < λ˜i2
def= Vi0 +
√
gAi0h′i(Ai0) < 0 (8.5.6)
and
T > max
di1∈K
∑
j∈Di
Lj
|λ˜j2|
, (8.5.7)
where K stands for the set of all simple nodes except point E, and Di the set of indices
corresponding to all the canals in the string-like subnetwork connecting the points E and
di1.
For any given initial condition
t = 0 : (Ai, Vi) = (Ai0(x), Vi0(x)) (i = 1, · · · , N), (8.5.8)
such that the conditions of piecewise C1 compatibility are satisfied and
∑N
i=1 ‖(Ai0(x) −
Ai0, Vi0(x)−Vi0)‖C1[di0,di1] is suitably small, if we choose the observed values on the interval
[0, T ] according to the principle mentioned above, then the initial data can be uniquely
determined and we have the corresponding observability inequality.
This theorem can be proved similarly to the proof of Theorem 8.3.
More precisely, we have the following Theorem.
Theorem 8.5. For any given tree-like network of open canals, if there are l simple nodes,
then we need 2(l − 1) observed values.
Proof: We prove this theorem by induction on the number m of the multiple nodes.
If there is only 1 multiple node in the network, then it is a star-like network and the
conclusion comes directly from Theorem 8.3.
Suppose that the conclusion is valid for any given network with m multiple nodes.
Consider a network with m + 1 multiple nodes and l simple nodes. Cutting the network
at a multiple node M such that this network can be regarded as a subnetwork with m
multiple nodes plus k canals, each of which has one original simple node(see Figure 8.5).
This subnetwork should have l − (k − 1) simple nodes, according to the assumption
of induction, we need 2[l − (k − 1) − 1] = 2(l − k) observed values for the subnetwork
and there is no observation at M . Moreover, the star-like network with M as its center
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node contains k + 1 canals, then, by Theorem 8.4, for the original network, we need
2(k− 1) observed values at M and there is no observation at all the original simple nodes
in this star-like subnetwork. Therefore, the total number of the observed values is equal
to 2(l − k) + 2(k − 1) = 2(l − 1).
Thus, Theorem 8.5 is obtained by induction.
Remark 8.1. Comparing with the results given in [21], we can find an implicit duality
between the exact boundary controllability and the exact boundary observability of unsteady
supercritical flows in a tree-like network as follows:
1.In a tree-like network, the number of the observed values is equal to the number of
the boundary controls. If the network contains l simple nodes, then both the number of the
observed values and the number of the boundary controls are equal to 2(l − 1).
2.The observability time is equal to the controllability time. Both of them satisfy
(8.5.7).
3.The observed values are given on the ending simple node E and all the multiple nodes,
while the controls are acted only on the simple nodes except E(See Figure 8.6, in which the
observations are taken on bold nodes ”•”, while the boundary controls are acted on hollow
nodes ”◦”).
EFig.8.6 The duality between the controllability and the observability
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RE´SUME´
Cette the`se est essentiellement compose´e de deux parties. Dans la premie`re
partie, on e´tudie le system d’Euler-Maxwell. En utilisant la me´thode d’inte´gration
de l’e´nergie classique, on montre l’existence et l’unicite´ de solutions re´gulie`res
globales du syste`me avec donne´es initiales petites. Ensuite, on e´tudie la limite
de relaxation en montrant que, le syste`me d’Euler-Maxwell converge vers les
e´quations de de´rive-diffusion quand le temps de relaxation tend vers ze´ro.
Dans la deuxie`me partie, on cherche la controˆlabilite´ et l’observabilite´ ex-
actes frontie`res de syste`mes hyperboliques quasi-line´aires dans un re´seau du type
d’arbre. On e´tablit des re´sultats d’existences de la controˆlabilite´ et l’observabilite´
par des me´thodes constructives qui sont base´es sur la the´orie de la solution C1
semi-globale du syste`me hyperbolique quasi-line´aire du premier ordre avec con-
ditions initiales et frontie`res. Ensuite, on trouve des dualite´s de la controˆlabilite´
et l’observabilite´.
ABSTRACT
This thesis is essentially composed of two parts. In the first part, I study
the Euler-Maxwell system. Using the classical method of energy integral, I prove
the existence and uniqueness of global solutions to the system with small initial
data. After that, I study the relaxation limit. I prove that, as the relaxation
time tends to zero, the Euler-Maxwell system converges to the drift-diffusion
models.
In the second part, I study the exact boundary controllability and ob-
servability of quasilinear hyperbolic systems in a tree-like network. In this part,
based on the theory of the semi-global C1 solution of the mixed initial-boundary
value problem for first order quasilinear hyperbolic systems, I deal with the
controllability and observability with a constructive method. Then, I find some
duality of the controllability and observability.
