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Resumo
A computação em nuvem se consolidou como um modelo de computação distribuída em
larga escala, onde provedores oferecem instâncias de máquinas virtuais utilizando diferen-
tes modelos de precificação. Na precificação on demand, o preço cobrado do usuário é fixo
por período de utilização. A precificação spot da AWS surgiu para o melhor aproveita-
mento da infraestrutura, sendo que os preços são variáveis e, em geral, menores do que
os preços on demand, podendo haver revogação das instâncias. Assim, a modelagem da
precificação spot, visando redução de custo e aumento de disponibilidade, consiste em um
importante desafio, abordado de forma específica em diversos trabalhos da literatura. No
entanto, uma abordagem que consiga avaliar variações de preço a curto prazo, bem como
identificar tendências a longo prazo, permanece um problema em aberto. O principal ob-
jetivo desta Tese consiste na modelagem da precificação de instâncias permanentes e tran-
sientes, de modo que os desafios de redução de custo e aumento de disponibilidade sejam
superados. Para isso, inicialmente foi analisado o comportamento dos preços das instân-
cias spot, visando oferecer ao usuário uma estimativa de lance a curto prazo, alcançando
25% do preço on demand. O próximo passo consistiu na determinação uma função de
utilidade que considera tanto o preço quanto a disponibilidade das instâncias spot, ofe-
recendo lances a curto prazo que balanceiam esses dois objetivos conflitantes, atingindo
28,82% do preço on demand com disponibilidade prevista de 98,19%. Em seguida, foi
projetado um arcabouço flexível com base em redes neurais LSTM (Long Short Term
Memory), capaz de determinar tendências de preço spot a longo prazo, com baixo erro. O
arcabouço LSTM e a função de utilidade foram combinados em um mecanismo, de forma
a selecionar a instância spot de acordo com a tendência de preços e definir o valor lance
mais apropriado. Finalmente, o mecanismo combinado foi utilizado por uma aplicação
para execução de 218.179 comparações de sequências do SARS-CoV-2, fornecendo boas
opções de instâncias spot, com baixo custo e alta disponibilidade. O custo médio obser-
vado foi de 40% do preço on demand, mantendo a instância por 8 horas, com menor custo
por comparação e maior número de sequências comparadas do que outras abordagens.
Palavras-chave: computação em nuvem, modelos de precificação on demand e spot,
análise estatística, função de utilidade, redes neurais LSTM
vi
Abstract
Cloud computing has consolidated itself as a large-scale distributed computing model,
where providers offer instances of virtual machines using different pricing models. In
the on-demand pricing, the price charged to the user is fixed by period of use. AWS
spot pricing emerged for a better use of the infrastructure, with prices being variable
and, in general, lower than on demand prices, with the possibility of instance revocation.
Thus, the modeling of spot pricing, aiming to reduce costs and increase availability, is an
important challenge, addressed specifically in several works in the literature. However, an
approach that can assess short-term price changes, as well as identify long-term trends,
remains an open problem. The main objective of this PhD Thesis is to model the pricing of
permanent and transient instances, so that the challenges of reducing costs and increasing
availability are overcome. For this purpose, the price behavior of the spot instances was
initially modeled, aiming to offer the user a short-term bid estimate, reaching 25% of
the price on demand. The next step was to determine a utility function that considers
both price and availability, offering short-term bids for the spot maximum price that
balance these two conflicting objectives, reaching up to 28.82% of the on demand price
with an expected availability of 98.19%. Then, a flexible framework was designed based
on Long Short Term Memory (LSTM) neural networks, capable of determining long-term
spot price trends, with low error. The LSTM framework and the utility function were
combined in one mechanism, in order to select the spot instance according to the price
trend and define the most appropriate spot maximum price value. Finally, the combined
mechanism was used by an application that performs 218,179 SARS-CoV-2 sequence
comparisons, providing good spot instances options, with low cost and high availability.
The average cost observed was 40% of the on demand price, maintaining the instance for
8 hours, with lower cost per comparison and a greater number of sequences compared
than other approaches.
Keywords: cloud computing, on demand and spot pricing models, statistical analysis,
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A computação em nuvem surgiu no início dos anos 2000 como um modelo para utilização
de recursos computacionais em larga escala. É uma tecnologia de computação distribuída
orientada por aspectos econômicos, caracterizada pela utilização massiva de virtualização
e com a finalidade de prover escalabilidade de recursos [20]. Por meio dela, a computação
flexível e sob demanda é possível através do acesso a um conjunto de recursos computa-
cionais configuráveis, como por exemplo redes, servidores, armazenamento, aplicativos e
serviços [21].
Os provedores de computação em nuvem pública, como Amazon Web Services (AWS)
[22], Google Cloud Platform (GCP) [23] e Microsoft Azure [19] oferecem seus serviços de
provisionamento de infraestrutura computacional, utilizando diferentes modelos de negó-
cio. A contratação sob demanda (on demand) de instâncias de máquinas virtuais foi o
primeiro modelo a ser oferecido, no qual o provedor estabelece o custo a ser cobrado do
usuário a partir de um preço fixo por unidade de tempo, a depender das características
computacionais da instância provisionada. Esse é o modelo considerado tradicional, sendo
que a sua desvantagem se evidencia no custo elevado para o usuário e na pouca previsi-
bilidade quanto à alocação dos recursos do ponto de vista do provedor, o que possibilita
períodos com grande quantidade de recursos ociosos.
Com a evolução dos mecanismos de precificação utilizados na computação em nuvem,
surgiram alternativas que combinam baixo custo de contratação e diferentes garantias de
disponibilidade dos recursos alocados. É o caso da precificação dinâmica spot, disponível
no serviço Elastic Compute Cloud (EC2) [24] da AWS, que faz uso de um modelo de
mercado para provisionamento de instâncias transientes. Nesse mecanismo de precifica-
ção, o custo pode cair significativamente em relação à precificação tradicional, mas sem a
garantia de disponibilidade da instância. Até 2017, o provedor AWS fez uso de um mo-
delo de mercado real, com intensa variação de preços das instâncias. Ao final do referido
ano, a AWS passou a adotar um modelo de mercado suavizado, sem a obrigatoriedade de
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estabelecimento de um preço máximo a ser pago pelo usuário [25].
Diante do exposto, a contratação de infraestrutura computacional por meio da com-
putação em nuvem se tornou uma tarefa complexa para o usuário, na qual devem ser
considerados não somente os aspectos relativos ao custo e disponibilidade do recurso, mas
também seu correto dimensionamento de acordo com as necessidades reais da aplicação.
Este capítulo apresenta a introdução da Tese, que analisa os modelos de precificação de
recursos em computação em nuvem pública e apresenta estratégias para a melhor tomada
de decisão por parte do usuário. Na Seção 1.1 é detalhada a motivação desta pesquisa.
Os objetivos principais e específicos são descritos na Seção 1.2. As contribuições são
elencadas na Seção 1.3. Ao final, na Seção 1.4, é descrita a estrutura dos demais capítulos
desta Tese.
1.1 Motivação
O modelo de precificação tradicional on demand, utilizado por diversos provedores de
nuvem pública para provimento de infraestrutura como serviço [21], tem sido estudado
em trabalhos como [26], [27] e [28]. Foi observado nestes trabalhos que as características
de infraestrutura computacional (por exemplo processador e memória) influenciam na
composição dos preços dos recursos oferecidos pelos provedores.
Os modelos de precificação dinâmica para instâncias transientes surgiram para ofe-
recer uma alternativa mais barata aos usuários, assim como permitir que os provedores
aproveitem melhor sua infraestrutura. A partir de 2013, foram publicados diversos estu-
dos que utilizam técnicas de análise estatística e série temporal aplicadas em modelos de
precificação dinâmica, como [29], [30], [28], [31], [32], [33], [34], [35], [36], [37], [38], [39],
[40] e [41]. Abordagens econômicas para modelagem desse tipo de mercado também têm
sido empregadas, como nos trabalhos [42], [43] e [38]. Os objetivos desses estudos com-
preendem seleção de recursos, escalonamento de tarefas, redução de custos e aumento de
disponibilidade a partir dos modelos de precificação dinâmica em computação em nuvem.
Em 2017, a utilização de redes neurais artificiais como técnica de previsão de preços
dinâmicos em computação em nuvem se tornou predominante, como pode ser observado
em trabalhos como [44], [25], [45] e [46]. O emprego desta técnica acompanhou a mudança
do modelo de precificação spot da AWS, do mercado real para o suavizado, que ocorreu
no final do referido ano.
Desse modo, a utilização de instâncias de máquinas virtuais com custos reduzidos e
garantias de disponibilidade variáveis se apresenta como um desafio para os usuários de
computação em nuvem. Entretanto, até o presente momento não foi encontrada pesquisa
sobre estratégias de precificação em computação em nuvem, que considere custo e dispo-
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nibilidade de forma balanceada a curto prazo, assim como preveja tendências de preços
a longo prazo, de forma a proporcionar a tomada de decisão aprimorada por parte do
usuário de computação em nuvem.
1.2 Objetivos
O objetivo geral da presente Tese de Doutorado consiste na proposição e investigação de
estratégias de precificação estática e dinâmica para computação em nuvem, tanto para
alocação de instâncias permanentes quanto transientes, que sejam válidas para os mer-
cados real e suavizado, de modo que os desafios para os usuários de computação em
nuvem sejam superados. Tal investigação aborda a variação de preços dinâmica, consi-
derando redução de custos e aumento de disponibilidade das instâncias, proporcionando
a execução satisfatória da aplicação do usuário e o melhor aproveitamento dos recursos
computacionais provisionados.
Os objetivos específicos desta Tese compreendem:
• A análise e o entendimento aprofundado do modelo de precificação dinâmico spot do
serviço Amazon EC2, proporcionando melhores condições de custo, disponibilidade
e momento adequado para contratação dos recursos, sob o ponto de vista do usuário
de computação em nuvem;
• A definição de estratégias para previsão de custo e disponibilidade a curto prazo
de instâncias spot do serviço Amazon EC2, assim como para a identificação de
tendências de preços a longo prazo, de forma a apoiar a tomada de decisão do
usuário;
• A realização de estudo de caso para analisar as estratégias de identificação de ten-
dências de preços e sugestão de lance de acordo com a estimativa de disponibilidade
esperada de instâncias spot do serviço Amazon EC2.
A compreensão de como as características computacionais influenciam na composição
dos preços das instâncias, considerando o modelo tradicional de precificação on demand
utilizado pelos provedores de nuvem pública, é um objetivo específico secundário desta
Tese.
1.3 Contribuições
Para o alcance do objetivo geral e dos objetivos específicos descritos na Seção 1.2, são
elencadas à seguir as principais contribuições desta Tese:
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• Proposta de um mecanismo baseado em utilidade com o objetivo de equilibrar a
diminuição do custo de utilização do recurso e o aumento da sua disponibilidade,
proporcionando um balanceamento deses dois objetivos conflitantes do ponto de
vista do usuário de computação em nuvem;
• Proposta de um mecanismo que combina análise de utilidade a curto prazo, de
forma a oferecer sugestão de lances para o usuário de computação em nuvem, e
aprendizado de máquina para previsão de preço e identificação de tendências spot
a longo prazo, utilizando rede neural recorrente Long Short Term Memory (LSTM)
adaptada para previsão em séries temporais;
• Realização de estudo de caso composto pela execução de uma aplicação real de
Bioinformática, de forma a comprovar a escolha satisfatória de instâncias com base
na análise de tendências de preços, assim como da adoção apropriada de sugestões
de lance de acordo com a disponibilidade esperada, considerando utilidade do ponto
de vista do usuário.
As três contribuições listadas acima foram testadas no modelo de mercado spot mais
atual da AWS (mercado suavizado), com dados de 2020 e 2021, obtendo resultados muito
significativos.
Como contribuições secundárias desta Tese, temos:
• Modelagem estatística da precificação on demand utilizada pelos provedores AWS e
GCP, com vistas a identificação de parâmetros que compõem os preços praticados.
Com isso, os usuários podem compreender a formação de preços dos provedores e
elaborar estratégias para contratação de recursos mais adequados às suas necessi-
dades;
• Modelagem estatística com aplicação de técnicas para previsão de disponibilidade e
preços no modelo spot do serviço Amazon EC2. Desse modo, o usuário tem a possi-
bilidade de reduzir custos e aumentar a disponibilidade das instâncias contratadas
neste modelo de precificação. Para aprimorar ainda mais os resultados obtidos, é
proposta a extensão das análises estatísticas do modelo de precificação dinâmica
com uso de séries temporais.
A segunda contribuição secundária desta Tese foi testada no modelo de mercado real
para instâncias spot, com dados do ano de 2016, obtendo resultados significativos para
esse modelo.
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1.4 Sumário da Tese
A Tese está dividida em três partes. A primeira parte (Background/Contextualização)
apresenta a fundamentação teórica e os conceitos abordados ao longo desta Tese. O
Capítulo 2 detalha a computação em nuvem, seus principais conceitos e características.
Os mecanismos de precificação de instâncias utilizados pelos principais provedores de
computação em nuvem pública são detalhados no Capítulo 3. O Capítulo 4 aborda a
fundamentação teórica sobre utilidade do ponto de vista do usuário de computação em
nuvem, assim como técnicas estatísticas e modelagem de séries temporais utilizadas. Os
principais aspectos sobre redes neurais artificiais e sua aplicação como técnica de machine
learning são abordados no Capítulo 5. No Capítulo 6 é apresentada a pesquisa relacionada
ao estado da arte sobre precificação de recursos computacionais aplicada a computação
em nuvem, assim como uma análise comparativa dos trabalhos analisados.
A segunda parte da Tese (Contribuições) descreve de maneira cronológica as contri-
buições resultantes da pesquisa. Essa parte é composta por três capítulos. No Capítulo
7 são apresentadas as duas contribuições secundárias da Tese: a análise estatística reali-
zada sobre o modelo de precificação on demand e a modelagem estatística da precificação
spot do serviço Amazon EC2. A primeira contribuição principal (primária) da Tese, que
consiste da proposta do mecanismo baseado em utilidade do ponto de vista do usuário de
computação em nuvem é apresentada no Capítulo 8. O mecanismo que combina análise
de utilidade a curto prazo, assim como a identificação de tendências de preços spot a
longo prazo usando redes LSTM, é a segunda contribuição primária da Tese, proposto no
Capítulo 9. Tanto a análise de utilidade como a identificação de tendências de preços spot
são avaliados em separado com históricos de preços recentes, do ano 2020. Finalmente, os
dois módulos são avaliados de maneira combinada em um estudo de caso real que compara
milhares de sequências do vírus SARS-CoV-2 e foi executado na Amazon EC2 em janeiro
de 2021.
Finalmente, as conclusões e as possibilidades de trabalhos futuros são discutidas na
última parte da Tese. Além do Capítulo 10, essa última parte contém as referências bi-
bliográficas e quatro anexos relativos à produção científica derivada da Tese. O Anexo
I apresenta a primeira página do artigo [47] publicado no XVII Simpósio de Sistemas
Computacionais de Alto Desempenho (WSCAD) em 2016. O Anexo II apresenta a pri-
meira página do trabalho [48] publicado em 2019 no periódico internacional Concurrency
and Computation: Practice and Experience. O Anexo III apresenta a primeira página do
artigo [49] publicado na conferência internacional 12th IEEE International Conference on
Cloud Computing. A primeira página do artigo [50], submetido a periódico internacional
em outubro de 2020, é apresentada no Anexo IV, sendo que o manuscrito revisado foi







A computação em nuvem (ou cloud computing) se caracteriza como um modelo de com-
putação distribuída para utilização de recursos computacionais em larga escala. Este
novo modelo possui características que o diferenciam consideravelmente das abordagens
computacionais tradicionais, tais como o uso extensivo de soluções de virtualização, a
possibilidade de fornecimento de novos recursos através de provisionamento dinâmico e a
utilização de um modelo de cobrança em função dos tipos de recursos disponibilizados e
do tempo de utilização [20].
A definição do National Institute of Standards and Technology (NIST) é uma das mais
completas e estabelece que a computação em nuvem é [21]:
“Um modelo para permitir acesso ubíquo, conveniente e sob demanda a um conjunto
compartilhado de recursos computacionais configuráveis (por exemplo redes, servi-
dores, armazenamento, aplicativos e serviços), que podem ser rapidamente provisio-
nados e disponibilizados com o mínimo de esforço de gerenciamento ou de interação
com o serviço.”
Luis Vaquero e co-autores, definem computação em nuvem da seguinte maneira [51]:
“A Nuvem é um grande reservatório de recursos virtualizados, facilmente utilizáveis
e acessíveis. Esses recursos podem ser dinamicamente reconfigurados para ajustar
à carga (escala) variável do sistema, permitindo o uso otimizado dos mesmos. Esse
repositório de recursos é geralmente explorado por um modelo pay-per-use no qual
as garantias são oferecidas por meio de SLAs (ou Service Level Agreements).”
Para Buyya e co-autores, o conceito de computação em nuvem abrange a seguinte
definição [52]:
“Um tipo de sistema paralelo e distribuído que consiste de uma coleção de computa-
dores interligados e virtualizados, que são provisionados dinamicamente e compre-
endidos como um ou mais recursos computacionais unificados com base em acordos
de nível de serviço estabelecidos através da negociação entre o provedor de serviços
e os consumidores.”
7
Por último, para Ian Foster e co-autores, a definição de computação em nuvem é a
seguinte [20]:
“Um paradigma de computação distribuída em larga escala e orientado por aspectos
econômicos, em que um conjunto abstrato de recursos virtualizados de computação,
armazenamento, plataforma e serviços são dinamicamente escaláveis e entregues
sob demanda para clientes externos através da Internet.”
A primeira definição de computação em nuvem, ou definição do NIST [21], enfatiza a
comodidade quanto à utilização de recursos computacionais configuráveis sob demanda,
sem necessidade de grande intervenção gerencial ou operacional. A segunda definição traz
a característica de adaptabilidade dos recursos computacionais em relação à demanda va-
riável [51], assim como a característica de pagamento pelo período de utilização dos recur-
sos. A terceira definição [52], explora o conceito de transparência quanto ao provimento
de um ou múltiplos recursos, agrupando-os em níveis comuns de qualidade de serviço.
Por fim, a definição de Foster e co-autores [20] aborda o caráter econômico como fator
determinante para orientar o provimento dinâmico dos recursos abstratos. Em todas as
definições, o uso da virtualização como meio de abstrair detalhes específicos de hardware
é um consenso.
Na Seção 2.1, é descrita a evolução histórica da tecnologia de computação em nuvem,
desde o surgimento da arquitetura em cluster, passando por grid computing e peer-to-
peer. A Seção 2.2 descreve as características comuns, como virtualização, utilização sob
demanda, provisionamento dinâmico e elasticidade. A Seção 2.3 detalha os níveis de
abstração em relação à infraestrutura de computação em nuvem. As fronteiras da com-
putação em nuvem em relação às organizações são discutidas na Seção 2.4. Finalmente,
na Seção 2.5 são detalhadas as principais arquiteturas para computação em nuvem.
2.1 Evolução Histórica
Nas décadas de 1980 e 1990, houve uma grande evolução da Internet devido à utilização
do protocolo Transmission Control Protocol/Internet Protocol ou TCP/IP. A populari-
zação na utilização de computadores pessoais tornou o modelo cliente-servidor bastante
utilizado e transferências de arquivos entre sites começaram a ganhar importância. A
capacidade de processamento dos grandes computadores evoluiu para o conceito de clus-
ter. Ao final da década de 1990 surgiu o conceito de computação em grade (ou grid
computing), tendo como foco o aproveitamento de ciclos de processamento ociosos em
ambientes heterogêneos [53]. O conceito de P2P (peer-to-peer) também surgiu nessa dé-
cada, com a ideia de um sistema onde nós se auto-organizavam em diferentes topologias,
operando sem um controle central [54]. Outro importante conceito que ganhou impulso
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na época foi o de virtualização, que mais tarde se tornaria um dos pilares para a com-
putação em nuvem. A ideia de ubiquidade [55], ou computação pervasiva, começa a ser
bastante difundida, sendo que a facilidade em alocação e distribuição de recursos a qual-
quer momento, de forma transparente em relação à localização física do usuário, só fizeram
crescer a popularidade desse conceito. Outra tendência importante que surge nessa época
é o de processamento em larga escala de dados utilizando a técnica de MapReduce [56],
popularizada por ferramentas como o Apache Hadoop [57].
O objetivo da computação em grade ou grid computing consistia em estabelecer uma
agregação de recursos em um ambiente dinâmico, abstraindo a complexidade das fontes
computacionais [53]. Para isso, a computação em grade dependia da utilização de proto-
colos padrão de rede e de middleware para mediar o acesso a essas fontes heterogêneas.
Três pontos importantes são observados na arquitetura em grid: coordenação de recursos
que não estão sujeitos a um controle centralizado (podem estar em diferentes domínios),
uso de interfaces e protocolos abertos e a entrega de qualidade de serviço atendendo às
necessidades do usuário. Um dos maiores desafios neste modelo de computação distri-
buída consistia no escalonamento de tarefas de forma eficiente [58]. A arquitetura mais
difundida e padronizada foi proposta pela Open Grid Service Architecture (OGSA), cri-
ando o conceito de grid de serviços. Esse modelo evoluiu para o modelo Globus Toolkit
5, ao qual foram incorporadas diversas evoluções [59].
Grids e sistemas peer-to-peer são sistemas computacionais distribuídos dirigidos pela
necessidade de compartilhamento de recurso, mas com propósitos diferentes. Enquanto o
foco principal da computação em grid foi a comunidade científica, envolvendo aplicações
complexas, as quais requerem garantias de tempo e qualidade de serviço, o alvo dos
sistemas P2P é, em geral, o usuário comum. Há diferenças significativas entre o P2P
e sistemas em grid, entretanto, combinando-se os dois, obtém-se vantagens como a alta
escalabilidade e a diminuição nos custos de manutenção. Um ponto a ser destacado no
sistema de P2P é que, como sua organização é composta por nós e esses não possuem um
comando central, a ideia de quem é servidor ou cliente não existe [60].
Figura 2.1: Tecnologias que influenciaram o surgimento e a evolução da computação em
nuvem nas últimas décadas, adaptado de [1].
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Os fundamentos do conceito de computação em nuvem surgiram na década de 1960
a partir das ideias desenvolvedores da ARPANET1, rede do Departamento de Defesa
dos Estados Unidos precursora da Internet, que imaginavam a computação na forma de
uma rede global onde a computação seria oferecida como um serviço de utilidade pública.
Alguns dos primeiros usos foram vistos no processamento de transações financeiras e dados
do censo norte-americano.
A computação em nuvem propriamente dita somente se tornou difundida a partir da
década de 2000, quando as empresas começaram a pensar em trocar o seu parque instalado
por serviços em nuvem, atraídas pelos benefícios como redução nos custos, aumento de
eficiência e simplificação em relação à operação de ativos de tecnologia da informação e,
mais recentemente, para reduzir o consumo de energia elétrica e a emissão de carbono.
A partir de 2010, a evolução da computação em nuvem possibilitou o surgimento de
dois conceitos importantes. O primeiro se refere ao modelo de precificação dinâmico de
recursos [61], que possibilita aproveitamento de recursos a um custo variável, dependendo
da capacidade de provisionamento por parte do provedor e da demanda estabelecida pelo
usuário. Outro conceito se refere a federação de nuvens [62], que estabelece a possibi-
lidade de interoperabilidade e portabilidade entre nuvens, importante para proteção do
investimento e diminuição de custos por parte do usuário. A Figura 2.1 apresenta as
tecnologias que influenciaram o surgimento da computação em nuvem, assim como sua
evolução desde a década de 1980 até os dias atuais.
2.2 Características da Computação em Nuvem
A computação em nuvem apresenta características essenciais em relação ao compartilha-
mento e ao provisionamento de recursos de infraestrutura computacional, que são [21]:
Serviço autônomo e sob demanda: um consumidor pode solicitar provisionamento
de capacidades computacionais, tais como tempo de processamento, espaço de arma-
zenamento e aumento de largura de banda, sem a necessidade de interação humana
com o provedor de serviço;
Amplo acesso à rede: os recursos estão disponíveis por meio da Internet e podem ser
acessados através de mecanismos padronizados por plataformas heterogêneas e de
diferentes escalas (por exemplo, celulares, tablets, laptops e estações de trabalho);
Pool de recursos: recursos computacionais do provedor são reunidos para servir vários
consumidores usando um modelo multi-tenant (ou multi-inquilino), com diferentes
1https://www.darpa.mil/about-us/timeline/arpanet
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recursos físicos e virtuais atribuídos dinamicamente e reatribuídos de acordo com a
demanda dos consumidores. Há um senso de independência de localização em que
o cliente não tem controle ou conhecimento sobre a localização exata dos recursos
disponibilizados, mas pode ser capaz de especificar o local em um nível mais alto de
abstração (por exemplo, país, estado ou datacenter). Exemplos de recursos incluem
o armazenamento, o processamento, a memória e a largura de banda de rede;
Elasticidade rápida: os recursos podem ser provisionados e liberados rapidamente e
dinamicamente, de forma que a escala seja alterada de acordo com a demanda. Para
o consumidor, os recursos disponíveis para provisionamento muitas vezes parecem
ser ilimitados e podem ser utilizados em qualquer quantidade e a qualquer momento;
Serviço medido: sistemas em nuvem automaticamente controlam e otimizam a utiliza-
ção de recursos, aproveitando a capacidade de medição em algum nível de abstração
apropriado para o tipo de serviço como, por exemplo, armazenamento, processa-
mento e largura de banda. O uso de recursos pode ser monitorado, medido e con-
trolado, tanto por parte do provedor quanto do consumidor do serviço.
Do ponto de vista de utilização de infraestrutura computacional, a computação em
nuvem apresenta as seguintes características inovadoras [63]:
• Ilusão de recursos de infraestrutura computacional infinitos, o que elimina a neces-
sidade de planejamento prévio em relação ao provisionamento;
• Ausência de necessidade quanto ao pagamento adiantado pela utilização da infraes-
trutura computacional alocada;
• Possibilidade de pagamento pelo uso de infraestrutura por intervalos de tempos
curtos (algumas horas).
O compartilhamento de recursos computacionais para obtenção de maior eficiência
quanto ao aproveitamento da infraestrutura provisionada é uma característica cada vez
mais presente na computação em nuvem. O interesse surge tanto por parte dos provedores,
que buscam melhor aproveitamento energético e aumento de lucro, quanto dos usuários,
que procuram formas de reduzir custos [64].
2.3 Modelo de Serviços
Os serviços oferecidos na computação em nuvem são classificados de acordo com o nível
de abstração em relação à infraestrutura disponibilizada [21], da seguinte forma:
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Software como Serviço (Software as a Service ou SaaS): consiste em fornecer
ao consumidor capacidade de utilizar aplicações do provedor que se executam em
infraestrutura de nuvem. As aplicações são acessíveis a partir de vários dispositivos
clientes, através de uma interface simplificada, como um navegador. O consumidor
não gerencia ou controla a infraestrutura de nuvem subjacente, incluindo rede, ser-
vidores, sistemas operacionais, armazenamento ou até mesmo recursos de aplicação,
com exceção a configurações de usuário específicas e limitadas;
Plataforma como Serviço (Platform as a Service ou PaaS): consiste em forne-
cer ao consumidor capacidade de implantar aplicações desenvolvidas ou adquiridas
usando linguagens de programação, bibliotecas e ferramentas suportadas pelo prove-
dor. O consumidor não gerencia ou controla a infraestrutura de nuvem subjacente,
incluindo rede, servidores, sistemas operacionais, armazenamento, mas tem o con-
trole sobre as aplicações implantadas e configurações do ambiente de hospedagem
das aplicações;
Infraestrutura como Serviço (Infrastructure as a Service ou IaaS): consiste
em fornecer ao consumidor capacidade de provisionamento de processamento,
armazenamento, acesso à rede e outros recursos computacionais fundamentais,
em que o consumidor é capaz de implantar e executar software arbitrário, que
pode incluir bibliotecas, compiladores e aplicativos. O consumidor não gerencia
ou controla a infraestrutura de nuvem subjacente, mas tem o controle sobre
configurações de sistema operacional, armazenamento e aplicativos implantados,
assim como controle, geralmente limitado, de componentes de rede (por exemplo,
firewalls).
Independente do modelo de serviço adotado, é importante que sejam observadas e
acordadas entre provedores e usuários as características de disponibilidade, segurança,
desempenho e qualidade dos serviços provisionados [21].
Recentemente, vários modelos para definir “qualquer coisa como serviço” (Everything
as a Service ou XaaS) [65] tem sido propostos no contexto de computação em nuvem,
incluindo discussões sobre produtos, processos, dados, informações e segurança como ser-
viço, dentre outros. Um desses modelos, denominado Function-as-a-Service ou FaaS,
define a execução de código em resposta a eventos, sem existência de infraestrutura com-
plexa normalmente associada a microsserviços [66].
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2.4 Modelo de Implantação
Em relação às fronteiras da computação em nuvem e seu posicionamento em uma ou mais
organizações participantes, o modelo de serviço pode ser classificado como [21]:
Nuvem Privada: a infraestrutura de nuvem é provisionada para uso exclusivo por uma
organização, que compreende vários consumidores (por exemplo, unidades de negó-
cio). Pode ser gerenciada e operada pela própria organização que a utiliza, por uma
organização externa, ou por uma combinação de ambas.
Nuvem Comunitária: a infraestrutura de nuvem é provisionada para uso exclusivo de
uma comunidade específica de consumidores de organizações que compartilham ca-
racterísticas (por exemplo estratégia, missão, políticas de segurança e de compli-
ance). Assim como na nuvem privada, pode ser gerenciada e operada por uma ou
mais organizações participantes da comunidade, por uma organização externa, ou
por uma combinação de ambas.
Nuvem Pública: a infraestrutura de nuvem é provisionada para uso aberto pelo público
em geral. Pode ser gerenciada e operada por uma empresa, instituição acadêmica,
organização governamental, ou alguma combinação delas.
Nuvem Híbrida: a infraestrutura em nuvem é uma composição de duas ou mais infra-
estruturas distintas de nuvem (privada, comunitária ou pública), que permanecem
como entidades únicas, mas que são unidas por tecnologia padronizada ou proprie-
tária, que permite portabilidade de dados e aplicação.
O uso dinâmico de nuvens públicas e híbridas proporciona a aplicação do conceito de
cloud bursting, que é a ampliação temporária da capacidade alocada para atendimento a
uma demanda não prevista [21]. Este conceito abrange três grandes vantagens do ponto
de vista do usuário [67]: (1) ajuste de escalabilidade em função da carga de trabalho,
(2) utilização eficiente de recursos e (3) maiores garantias quanto à disponibilidade da
aplicação.
2.5 Arquitetura de Computação em Nuvem
Existem diversas arquiteturas propostas para computação em nuvem, com enfoques aca-
dêmico e comercial. No caso dos provedores de nuvem pública, como Amazon Web Ser-





abstração, de forma a tratar os diferentes níveis de detalhamento e complexidade em re-
lação à configuração e administração dos recursos físicos. Nesse sentido, a preocupação
importante em relação à definição de arquiteturas para computação em nuvem se refere
à complexidade para o usuário em relação aos procedimentos e passos necessários, desde
a definição do tipo de recurso desejado até a execução da aplicação propriamente dita.
2.5.1 Modelo em Camadas
A arquitetura de computação em nuvem mostrada na Figura 2.2 se baseia na modelagem
em camadas, levando em consideração o modelo de serviço, partindo do hardware físico
na camada mais inferior e aumentando-se o nível de abstração, na medida em que as
camadas superiores são introduzidas [2].
Figura 2.2: Arquitetura de Computação em Nuvem, adaptado de [2].
Na camada de Hardware são gerenciados recursos de infraestrutura computacional
em nível físico, como CPU, memória RAM, recurso de armazenamento secundário (disco
rígido ou outras mídias) e largura de banda. Esta camada se traduz em ativos físicos, como
servidores, storages, switches, roteadores e outros equipamentos, normalmente localizados
em datacenters.
Na camada seguinte, de Infraestrutura, são provisionados os recursos virtualizados,
como máquinas virtuais (Virtual Machines ou VM), armazenamento secundário e redes
virtuais. Os provedores de computação em nuvem no modelo IaaS se inserem nesta
camada, como Amazon Elastic Compute Cloud (Amazon EC2), Google Compute Engine
(Google CC) e Microsoft Azure IaaS.
Na camada de Plataforma, os componentes para desenvolvimento distribuído, como
bibliotecas, frameworks, middlewares, servidores de aplicação, mensageria e banco de
dados são provisionados, seguindo o modelo proposto de plataforma como serviço ou
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PaaS. Os provedores de computação em nuvem que ofertam serviços no modelo IaaS
normalmente também ofertam serviços no modelo PaaS, como Google e Amazon.
Na camada mais superior, serviços e aplicações específicos de negócio são ofereci-
dos, de forma que a complexidade relacionada à gestão e configuração de recursos de
infraestrutura é completamente transparente para o usuário final. Alguns exemplos de
aplicações relacionadas ao compartilhamento e edição colaborativa de documentos, como
Google Apps5, e de streaming de vídeo, como Netflix6, utilizam o modelo de software
como serviço, em que o usufrui dos recursos por meio de uma assinatura mensal.
2.5.2 Utilização de Nuvem IaaS
No modelo IaaS, o provedor de nuvem oferece aos usuários um conjunto de recursos
virtualizados. Os usuários são responsáveis por solicitar recursos virtuais (por exemplo
máquinas virtuais) e gerenciá-los enquanto o provedor é responsável por (a) selecionar
um recurso físico e instanciar a máquina virtual nele; (b) monitorar o recurso físico de
maneira a garantir a disponibilidade; e (c) cobrar pelo uso.
A Figura 2.3 apresenta uma arquitetura IaaS genérica. Como pode ser visto, acima
no nível de hardware e virtualização, existe um gerente de infraestrutura virtual que
cria recursos virtuais. Os serviços são organizados no Service Layer e incluem máquinas
virtuais, storage, rede e imagens de máquinas virtuais. Esta camada também define
como será realizada a contabilização dos custos pela utilização dos recursos por parte do
usuário, de acordo com os modelos de precificação definidos pelo provedor de computação
em nuvem.
Os serviços de computação são geralmente oferecidos como instâncias de máquinas
virtuais. Uma máquina virtual pertence a um tipo de instância que determina caracterís-
ticas como número de cores (i.e. vCPUs), quantidade de memória RAM, capacidade de
disco e capacidade de rede.
Para utilizar o serviço de nuvem IaaS, o usuário deve [68]: (1) escolher uma região;
(2) selecionar um tipo de instância; (3) selecionar uma imagem de máquina virtual; (4)
selecionar um tipo de disco; (5) solicitar que o provedor crie a máquina virtual (VM); (6)
configurar a VM; (7) executar a aplicação; (8) transferir os dados de saída da nuvem para
a máquina local; (9) terminar a VM.
Uma região (1) é um ambiente de nuvem independente composto por um ou mais
datacenters em uma determinada região geográfica. Os grandes provedores de nuvem
pública estão presentes em diversas regiões ao redor do mundo. Por exemplo, atualmente




Figura 2.3: Arquitetura de Computação em Nuvem no modelo de serviço IaaS, adaptado
de [1].
a região, o usuário deve selecionar o tipo de instância (2), considerando requisitos como
número mínimo de cores, quantidade mínima de memória, preço máximo, entre outros.
Geralmente, existem muitas instâncias que atendem os requisitos e os usuários muitas
vezes selecionam uma delas, de maneira ad-hoc, o que pode levar a alto custo financeiro.
Depois da escolha da instância, o usuário deve escolher uma imagem de máquina virtual
(VMI) (3), que depende basicamente do sistema operacional suportado pela aplicação.
Após isso, o usuário seleciona o tipo de disco (4), caso deseje usá-lo. Tendo a região, o
tipo da instância, a VMI e o tipo de disco, o usuário solicita que o provedor de nuvem
crie a VM (5). Para tanto, o provedor de nuvem seleciona, de maneira transparente,
uma máquina física para abrigar a VM e copia a VMI para essa máquina, solicitando
que o layer de virtualização inicialize a VM, atribuindo um IP à mesma e iniciando a
cobrança por seu uso. Com a VM iniciada, os usuários podem configurá-la (6), instalando
sua aplicação e movendo dados de entrada para a mesma. No passo (7), a aplicação é
executada. Ao final da execução (8), o usuário transfere os dados de saída para a sua
máquina local e libera a VM (9). Nesse ponto, a cobrança é interrompida.
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Capítulo 3
Precificação em Computação em
Nuvem
Políticas de precificação em computação em nuvem tem como objetivo o estabelecimento
de regras para comercialização dos recursos computacionais entre provedores de serviço e
usuários. Do ponto de vista do provedor, a política atende aos objetivos de maximização
do lucro e melhoria na eficiência quanto à utilização dos recursos, evitando-se assim a oci-
osidade dos mesmos. Do lado do usuário, a política proporciona a definição da estratégia
de alocação dos recursos, de modo a minimizar os custos e maximizar as características de
infraestrutura e capacidade computacional. Portanto, a política de precificação estabelece
o mecanismo que proporciona as transações de compra e venda temporária de recursos
computacionais virtuais entre provedores e usuários, considerando capacidade, demanda,
requisitos, utilidades e outros fatores econômicos [69].
3.1 Tipos de Precificação
Considerando o modelo de serviço de computação em nuvem do tipo Infraestrutura como
Serviço ou IaaS, conforme definido na Seção 2.3, a precificação em computação em nu-
vem pode ser classificada quanto à variação de preços e possibilidade de revogação de
instâncias.
Considerando a definição de preços de recursos a serem provisionados, os modelos de
precificação podem ser classificados como estáticos ou dinâmicos. No primeiro caso, o
preço é estático e não varia no decorrer do tempo de utilização do recurso, permitindo
ao usuário a previsibilidade de custos ao término do período contratado. Já no caso da
precificação dinâmica, o preço de provisionamento de um determinado tipo de recurso
varia no decorrer do tempo em razão de um ou mais fatores, como a demanda existente
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por aquele recurso, não permitindo ao usuário a previsibilidade exata de custos ao final
do período contratado.
Os modelos de precificação também podem ser classificados como permanentes ou
transientes, dada a possibilidade de revogação da instância por parte do provedor de
nuvem. Esta característica tem forte influência nos custos das instâncias contratadas
e impõe ao usuário a necessidade de tratamento de interrupções no fornecimento dos
recursos. A Figura 3.1 mostra os critérios de classificação de precificação.
Figura 3.1: Critérios para classificação de precificação em nuvem.
Independente do modelo utilizado, o conceito de pay-as-you-go se aplica, ou seja, o
usuário paga pela infraestrutura de forma proporcional ao tempo utilizado [70]. Essa
característica faz com que a computação em nuvem possibilite o menor investimento em
ativos de infraestrutura, reduzindo o custo de propriedade e proporcionando às organiza-
ções o redirecionamento de investimentos para o negócio propriamente dito [71].
3.1.1 Precificação Estática
No modelo de precificação estática, o provedor de acesso determina o preço a ser pago
pelo usuário de forma fixa e em função do tempo de utilização da infraestrutura. Por-
tanto, este preço invariável possibilita ao usuário a realização do planejamento prévio de
custos em função da infraestrutura a ser utilizada. O pagamento é realizado após a uti-
lização dos recursos computacionais, sendo também comumente conhecido como modelo
de precificação sob demanda (on demand).
Uma variação do modelo de precificação estático conhecida como reserva antecipada
(reserved) consiste na realização de reserva de recursos de infraestrutura por muito tempo
(por exemplo, um ano) e com pagamento adiantado. Assim, o usuário arca com o risco
de contratar uma infraestrutura computacional e mantê-la por um longo período pré-
determinado, havendo ou não necessidade dos recursos contratados. O valor pago ao
provedor é ligeiramente menor do que no modelo sob demanda, cerca de 5% inferior nas
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horas de pico de utilização, entre segundas e sextas-feiras, e até 10% nas demais horas,
aos sábados e domingos [72]. Por parte do provedor de nuvem, essa variação do modelo de
precificação estático é bastante vantajosa, pois estabelece uma previsibilidade quanto ao
provimento dos recursos e, consequentemente, melhor aproveitamento da infraestrutura
disponível.
3.1.2 Precificação Dinâmica
Omodelo de precificação dinâmica se baseia em flutuação do preço em função da demanda,
sendo que o provedor oferece recursos de infraestrutura computacional a um preço variável,
dependendo da quantidade ofertada e da demanda existente. Dessa forma, os usuários
que estão dispostos a pagar mais conseguem contratar os recursos computacionais com
probabilidade mais alta do que os usuários que possuem grandes restrições de custo.
Assim sendo, se houver pouca demanda, os recursos podem ser contratados por valores
significativamente menores do que os praticados no modelo estático. Normalmente, são
utilizados modelos de mercado baseados em leilões, modelos teóricos e econômicos de
jogos, técnicas de machine learning e simulações para a intermediação das contratações
por meio de precificação dinâmica [61].
Uma característica importante que difere a precificação dinâmica em relação à estática
é o fato de que se o preço dos recursos computacionais ultrapassar o valor que o usuário
está disposto a pagar, o provimento do recurso é interrompido. Isso requer que a aplicação
do usuário esteja preparada para situações desse tipo, de modo que o processamento não
se perca e possa ser retomado posteriormente.
3.1.3 Precificação Transiente
A precificação dinâmica é utilizada pela Amazon para oferta de instâncias spot com ob-
jetivo de minimizar a capacidade ociosa de sua infraestrutura [24]. De forma semelhante,
o Google fornece instâncias preemptíveis de modo a aproveitar a sua infraestrutura não
utilizada [73]. Ambos os modelos de precificação dinâmica da Amazon e de instâncias
preemptíveis do Google podem ser caracterizados como modelos de precificação de ins-
tâncias transientes. O conceito “transiente” se refere à possibilidade de o provedor poder
revogar as instâncias unilateralmente dos usuários, de modo a possibilitar atendimento a
requisições com maior prioridade, ou que proporcionam maior lucro [74].
As instâncias transientes, geralmente, possuem preços mais baixos em relação às ins-
tâncias de preço fixo, em razão de não haver garantia quanto à disponibilidade futura
da instância. Para o usuário, pode proporcionar economia, desde que sua aplicação seja
tolerante a interrupções, o que normalmente traz alguma sobrecarga de processamento em
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função de tratamento de checkpoints [74]. Para o provedor de nuvem, proporciona maior
utilização de recursos ociosos, assim como flexibilidade com a possibilidade de revogação
de recursos provisionados.
3.2 Amazon Web Services (AWS)
No provedor AWS, instâncias de máquinas virtuais são oferecidas por meio do serviço
Amazon Elastic Compute Cloud (Amazon EC2) em três principais modelos de precificação
[75]: on demand, reserved e spot. Nos dois primeiros, o preço é estático por hora, não
havendo variação. O terceiro modelo de precificação denominado spot é caracterizado
como dinâmico e transiente, pois é utilizado um mecanismo de mercado que faz com que
o preço das instâncias varie em função da oferta e demanda de recursos computacionais.
O modelo de precificação spot divide-se em spot tradicional, descrito acima, spot fleet e
spot block. O spot fleet permite que um conjunto de instâncias sejam tratadas de maneira
única, enquanto o spot block permite que o usuário tenha a garantia de que a instância
esteja disponível por até 6 horas.
O uso das tecnologias de contêineres [76] e serverless [77] se tornou bastante popular
como alternativa ao uso de instâncias de máquinas virtuais. No entanto, serviços de nu-
vem pública no modelo IaaS bem conhecidos, como Amazon EC2, oferecem instância de
máquina virtual no modelo de infraestrutura como serviço, seja para processamento de
aplicações ou até mesmo provimento de contêineres e outros serviços. Portanto, as aná-
lises de custos e disponibilidade se concentrarão na utilização de instâncias de máquinas
virtuais.
3.2.1 Amazon EC2 on demand
No modelo Amazon EC2 on demand, o usuário paga em dólar por hora (US$/hour) sem
necessidade de contratação por tempo mínimo [17]. É o modelo que traz mais comodidade
ao usuário, uma vez que não é preciso fazer qualquer previsão com relação ao tempo ou
à quantidade de recursos que serão alocados. Por outro lado, é considerado um modelo
caro [78].
No serviço Amazon EC2, as instâncias, ou máquinas virtuais, são classificadas de
acordo com o propósito de utilização, sendo para uso geral (general purpose) ou otimi-
zada para algum tipo de uso, como memória (memory optimized), CPU (CPU optimized),
unidade gráfica (GPU optimized) ou armazenamento (storage optimized). A Tabela 3.1
mostra cinco tipos de instâncias disponíveis para cada propósito, assim como suas carac-
terísticas de infraestrutura e preços por hora de utilização, considerando instâncias com
sistema operacional Linux e na localidade da Virgínia do Norte (North Virginia), leste dos
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Estados Unidos (US-East). Em 23/09/2017 existiam 59 tipos de instâncias disponíveis
para provimento neste modelo de precificação.
Tabela 3.1: Tipos de instâncias on demand disponíveis no serviço Amazon EC2 [17].
Tipo de Quantidade ECU Memória Preço (USD / Propósito
Instância de vCPU (GB) hora)
t1.micro 1 Variável 0,6 $0,02 General purpose
t2.medium 2 Variável 4 $0,0464 General purpose
m4.large 2 6,5 8 $0,1 General purpose
m4.10xlarge 40 124,5 160 $2,0 General purpose
m3.2xlarge 8 26 30 $0,532 General purpose
c4.large 2 8 3,75 $0,1 Compute Optimized
c4.4xlarge 16 62 30 $0,796 Compute Optimized
c4.8xlarge 36 132 60 $1,591 Compute Optimized
c3.4xlarge 16 55 30 $0,84 Compute Optimized
c3.8xlarge 32 108 60 $1,68 Compute Optimized
x1.16xlarge 64 174,5 976 $6,669 Memory Optimized
r3.large 2 6,5 15 $0,166 Memory Optimized
r3.2xlarge 8 26 61 $0,665 Memory Optimized
r4.large 2 7 15,25 $0,133 Memory Optimized
r4.2xlarge 8 27 61 $0,532 Memory Optimized
p2.xlarge 4 12 61 $0,9 GPU Instances
p2.8xlarge 32 94 488 $7,2 GPU Instances
g2.2xlarge 8 26 15 $0,65 GPU Instances
g3.4xlarge 16 47 122 $1,14 GPU Instances
g3.8xlarge 32 94 244 $2,28 GPU Instances
i3.large 2 7 15,25 $0,156 Storage Optimized
i3.4xlarge 16 53 122 $1,248 Storage Optimized
d2.xlarge 4 14 30,5 $0,69 Storage Optimized
d2.4xlarge 16 56 122 $2,76 Storage Optimized
d2.8xlarge 36 116 244 $5,52 Storage Optimized
Como pode ser visto, há uma grande variação de preços e configurações, o que torna a
escolha do tipo de instância uma tarefa complexa para o usuário. É importante observar
que os valores em ECU (EC2 Compute Unit) se referem a uma medida comparativa de
arquitetura computacional, na qual um ECU é equivalente à capacidade de um processador
Opteron ou Xeon 2007, com velocidade de 1.0 a 1.2 GHz.
Em relação ao espaço de armazenamento, o provedor Amazon oferece o serviço Elastic
Block Storage (EBS), que fornece volumes de armazenamento em blocos persistentes para
uso com instâncias do serviço EC2 [3]. Cada volume EBS é replicado automaticamente e
internamente na zona de disponibilidade (região geográfica) para proteção quanto a falhas
de componente de hardware [79].
3.2.2 Amazon EC2 reserved
Outra forma de contratar instâncias da Amazon é por meio de reserva de recursos (reserved
instances). Este modelo possibilita um desconto significativo (até 75%) em comparação
com o preço on demand [80]. As reservas adiantadas podem ser feitas para períodos de
1 ou 3 anos, sendo este último período o que proporciona maiores descontos. Ambos os
modelo on demand e reserved são classificados como modelos de preço estático.
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O serviço Amazon EC2 disponibiliza 3 opções de pagamento adiantado [80]: a opção
All Upfront, em que o usuário paga por todo o prazo da instância reservada em um
pagamento inicial. Esta opção fornece o maior desconto em comparação com o preço da
on demand. Com a opção Parcial Upfront, o usuário faz um pagamento antecipado inicial
e, em seguida, é cobrada uma taxa descontada por hora durante o período reservado. A
opção No Upfront não requer nenhum pagamento antecipado e fornece uma taxa por hora
com desconto para a duração do prazo.
3.2.3 Amazon EC2 spot
Por último, a Amazon oferece o modelo spot de precificação, que utiliza um mecanismo
de leilão para oferta de instâncias virtuais [75]. Esta oferta é definida por instâncias
ociosas que não foram comercializadas no preço fixo, sendo estabelecido um preço em
função da demanda dos usuários, que oferecem lances. Caso o lance esteja acima do preço
estabelecido, a instância é fornecida ao usuário, caso contrário, é interrompida.
Para fins de comparação de preços entre os três modelos, é considerado um tipo de
instância denominado c3.8xlarge, cuja configuração está descrita na Tabela 3.1. Essa
instância possui preço fixo definido em $1,68/hora no modelo on demand e $1,168/hora
no modelo reserved, sendo que o preço médio no modelo spot é de $0,55/hora, considerando
o período de setembro a novembro de 2016 (3 meses), para instâncias disponíveis na costa
leste dos Estados Unidos (US East), utilizando o sistema operacional Unix/Linux.
Segundo a Amazon, o modelo de instâncias spot é adequado para as seguintes cargas
de trabalho [24]:
• Processamento analítico: análises complexas, como a varredura de log ou simulações,
geralmente realizadas como trabalhos em lote (batch processing);
• Computação Científica: execução de simulações que vão desde a descoberta de novos
medicamentos até a pesquisa genômica;
• Codificação de imagens e mídias: processamento e codificação de ativos de mídia,
como imagens, vídeos ou conteúdo digital específico;
• Análise geoespacial: renderização e processamento de imagem de satélite.
Para usar instâncias spot, o usuário deve realizar uma requisição que inclui o preço
máximo que o usuário está disposto a pagar por hora e por instância (preço de lance)
e outras restrições, como o tipo de instância e a zona de disponibilidade (localização do
datacenter). Se o preço do lance for maior do que o preço spot atual para a instância
especificada e houver disponibilidade do tipo de instância, a solicitação é atendida imedia-
tamente. Caso contrário, o pedido é atendido assim que o preço spot cair abaixo do preço
22
de lance ou a instância especificada ficar disponível. As instâncias são disponibilizadas
até que o usuário as encerre ou até que a Amazon as encerre (também conhecida como
interrupção de instância spot). Neste último caso, o provedor envia uma notificação de
término ao usuário e interrompe a alocação da instância em 2 minutos [24].
Quando a requisição é atendida, ou seja, quando há disponibilidade do tipo de instância
desejada e o preço de lance é maior do que preço spot atual, o usuário paga somente o
preço o spot durante o tempo de atendimento. Portanto, durante este período o custo
para o usuário é sempre menor ou igual ao preço de lance.
O preço spot é determinado pelo menor lance para um tipo de instância. Por exemplo,
suponha que um usuário crie uma requisição de instância spot e que haja somente cinco
instâncias daquele tipo. Seu preço de oferta é $0,15/hora. A Tabela 3.2 mostra os lances
classificados em ordem decrescente, sendo que as propostas 1 a 5 são atendidas no instante
t. O lance 5, que é a última oferta atendida, define o preço spot em $0,10, que é o preço
pago por todos os usuários atendidos. O lance 6 não é atendido.
Tabela 3.2: Atendimento das requisições dependendo do preço do lance e da disponibili-
dade do tipo de instância.
Item Preço do Preço spot Observação Preço spot Observação
Lance (t) (t) (t+∆) (t+∆)
1 $0,35 $0,10 $0,20
2 $0,30 $0,10 $0,20
3 $0,20 $0,10 $0,20 Último lance atendido
Limite de capacidade
spot
4 $0,20 $0,10 Lance não atendido
5 $0,10 $0,10 Último lance atendido Lance não atendido
Limite de capacidade
spot
6 $0,05 Lance não atendido Lance não atendido
Caso a capacidade de atendimento no instante (t + ∆) para o tipo de instância seja
reduzida para 3 instâncias, apenas os lances 1 a 3 são atendidos e o preço spot é redefinido
em $0,20/hora. Caso haja mais de um lance com preços iguais, estes são colocados de
forma aleatória, como é o caso dos lances 3 e 4.
Para tornar o modelo spot mais adequado para cargas de trabalho com duração de-
finida, a Amazon oferece a variação denominada spot block, de forma a permitir que
instâncias spot sejam executadas continuamente por uma duração finita de 1 a 6 horas
[3]. O preço é baseado na duração solicitada e na capacidade disponível, e normalmente
é 30% a 45% menor do que o preço on demand, com 5% de desconto adicional durante as
horas não pico da região. Para isso, o usuário deve enviar uma solicitação de instância
spot e usar o parâmetro BlockDuration para especificar o número de horas que deseja que
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sua instância esteja disponível, juntamente com o preço máximo que está disposto a pa-
gar. Quando a capacidade da instância spot estiver disponível para a duração solicitada,
a instância é iniciada e alocada continuamente por um preço horário fixo. Essa instância
é encerrada automaticamente no final do tempo de bloqueio.
Outra variação do modelo spot é o spot fleet, em que um grupo de instâncias é tratado
como uma coleção ou frota de instâncias spot [24]. O provedor tenta iniciar toda a coleção
de recursos que são necessários para atender a capacidade especificada pelo usuário na
solicitação. O provedor também tenta manter a capacidade alvo estabelecida para o spot
fleet se suas instâncias forem candidatas à interrupção devido a uma mudança nos preços
ou na capacidade disponível do provedor. A Figura 3.2 mostra a evolução dos modelos
de precificação do serviço Amazon EC2 ao longo do tempo.
Figura 3.2: Evolução da precificação do serviço Amazon EC2, adaptado de [3].
A Amazon prioriza a comercialização de instâncias no modelo de preço fixo em função
do maior lucro e da previsibilidade no uso da infraestrutura. Sendo assim, a capacidade
de atendimento para determinado tipo de instância no modelo spot depende da procura
pelo mesmo tipo de instância no modelo de preço fixo, ou seja, quanto mais houver
ociosidade no preço fixo, mais instâncias são oferecidas no modelo spot. Entretanto, não
são divulgados pela Amazon os valores de capacidade instalada ou volume demandado,
apenas o histórico de 3 meses de variação dos preços por tipo de instância [75].
No final de 2017, o mercado spot da Amazon mudou, de forma que o valor de lance
do usuário (maximum price) não precisa ser obrigatoriamente informado na requisição
da instância. O preço spot continua sendo variável e definido por um mecanismo de
mercado que se baseia em oferta e demanda. As instâncias podem ser revogadas a qualquer
momento, a critério da Amazon. A existência de um preço máximo opcional é semelhante
ao modelo de leilão anterior na perspectiva do usuário [25], portanto, todos os trabalhos
anteriores que tratam de lances spot permanecem válidos.
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3.3 Google Cloud Platform (GCP)
O Google Cloud Platform (GCP) [23] é a plataforma para computação em nuvem do
Google, cujo serviço Google Compute Engine (Google CC) provê instâncias de máquinas
virtuais no modelo Infraestrutura como Serviço ou IaaS. O provedor oferece duas catego-
rias de configuração de hardware: máquinas pré-definidas (predefined) ou personalizadas
(custom). Na primeira categoria, são oferecidas configurações sem compartilhamento de
núcleos de processamento (standard machine) e configurações que permitem compartilha-
mento de forma a possibilitar bursting, isto é, onde instâncias virtuais usam núcleos de
CPU adicionais por curtos períodos de tempo. Além dessas, são oferecidas configurações
voltadas para uso intensivo de memória (high-memory) e CPU (high-CPU ). Em todos os
casos, a cobrança é feita pelo período mínimo de utilização de 10 minutos, sendo cobrados
valores adicionais por minuto de utilização [18].
3.3.1 Google GCP predefined
As configurações e preços das instâncias pré-definidas para utilização sob demanda podem
ser visualizadas na Tabela 3.3. Como pode ser visto, o Google GCP também classifica
as instâncias em grupos de acordo com o propósito de utilização, como instâncias de
propósito geral (standard), de núcleo compartilhado (shared-core), com grande capacidade
de memória (high-memory) e para processamento (high-CPU ).
Tabela 3.3: Configurações pré-definidas do GCP sob demanda [18].
Tipo de vCPU Memória Preço (USD / Preemptível Característica
Instância hora) (USD/hora)
n1-standard-1 1 3,75GB $0,0475 $0,0100 Standard
n1-standard-2 2 7,5GB $0,0950 $0,0200 Standard
n1-standard-4 4 15GB $0,1900 $0,0400 Standard
n1-standard-8 8 30GB $0,3800 $0,0800 Standard
n1-standard-16 16 60GB $0,7600 $0,1600 Standard
n1-standard-32 32 120GB $1,5200 $0,3200 Standard
n1-standard-64 64 240GB $3,0400 $0,6400 Standard
f1-micro 1 0,60GB $0,0076 $0,0035 Shared-core
g1-small 1 1,70GB $0,0257 $0,0070 Shared-core
n1-highmem-2 2 13GB $0,1184 $0,0250 High-memory
n1-highmem-4 4 26GB $0,2368 $0,0500 High-memory
n1-highmem-8 8 52GB $0,4736 $0,1000 High-memory
n1-highmem-16 16 104GB $0,9472 $0,2000 High-memory
n1-highmem-32 32 208GB $1,8944 $0,4000 High-memory
n1-highmem-64 64 416GB $3,7888 $0,8000 High-memory
n1-highcpu-2 2 1,80GB $0,0709 $0,0150 High-CPU
n1-highcpu-4 4 3,60GB $0,1418 $0,0300 High-CPU
n1-highcpu-8 8 7,20GB $0,2836 $0,0600 High-CPU
n1-highcpu-16 16 14,40GB $0,5672 $0,1200 High-CPU
n1-highcpu-32 32 28,80GB $1,1344 $0,2400 High-CPU
n1-highcpu-64 64 57,6GB $2,2688 $0,4800 High-CPU
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3.3.2 Google GCP custom
A segunda categoria de configuração oferecida pelo GCP é a de máquina personalizada,
sendo que a configuração é definida de acordo com as características e necessidades do
usuário. A partir de uma configuração pré-estabelecida, o usuário pode adicionar ou
diminuir o número de CPUs virtuais (vCPU) ou Gigabytes de memória, no qual o custo
unitário por hora é adicionado ou abatido ao custo da instância pré-definida escolhida
como base para a configuração. A Tabela 3.4 mostra o custo de vCPU e memória por
hora para personalização de tipos de instâncias GCP.
Tabela 3.4: Itens de personalização de instâncias do provedor GCP [18].
Item Preço on demand Preço preemptível Quantidade
(USD/hora) (USD/hora)
vCPU $0,033174/vCPU $0,00698/vCPU
Memória $0,004446/GB $0,00094/GB Até 6,5 GB
Memória $0,009550/GB $0,002014/GB Acima de 6,5 GB
3.3.3 Google GCP reserved
Assim como ocorre na Amazon (Seção 3.2.2), as instâncias GCP podem ser contrata-
das por meio de reserva antecipada durante períodos de 1 ou 3 anos. Nesse modelo de
contratação, as instâncias são disponibilizadas e cobradas pelo provedor havendo ou não
utilização por parte do usuário. Os preços chegam a ser 57% mais baratos dos valores
cobrados no modelo sob demanda. Na Tabela 3.5 são mostrados itens de personalização
e exemplos de tipos de instâncias pré-definidas, com seus respectivos preços nos modelos
sob demanda e reserva antecipada.
Tabela 3.5: Itens de personalização e configurações pré-definidas de instâncias do GCP
no modelo de reserva antecipada [18].
Tipo de Item Preço (USD) sob Preço de Reserva Preço de Reserva
Configuração demanda por 1 ano (USD) por 3 anos (USD)
Personalizada vCPU $0,033174/vCPU $0,019915/vCPU $0,014225/vCPU
hora hora hora
Personalizada Memória $0,004446/GB $0,002669/GB $0,001907/GB
hora hora hora
Pré-definida n1-standard-16 $0,7600/hora $0,47878/hora $0,34202/hora
Pré-definida n1-highmem-16 $0,9472/hora $0,59622/hora $0,42593/hora
Pré-definida n1-highcpu-16 $0,5672/hora $0,35707/hora $0,25506/hora
Os preços dos recursos do GCP listados nas Tabelas 3.3, 3.4 e 3.5 se referem à região
do Oregon nos Estados Unidos.
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3.3.4 Google GCP preemptible
Seja qual for o tipo de configuração (pré-definida ou personalizada), as instâncias virtu-
ais podem ser contratadas de forma dedicada ou passível de preempção. Uma instância
virtual preemptível é uma máquina virtual que pode ser interrompida pelo GCP, caso o
provedor necessite do recurso físico para alocação de instâncias dedicadas [73]. Portanto,
instâncias preemptíveis representam excesso capacidade do GCP e sua disponibilidade
varia de acordo com a demanda por instâncias dedicadas. Quanto maior for a demanda
por instâncias dedicadas, maior é a probabilidade de instâncias preemptíveis serem inter-
rompidas.
A grande vantagem das instâncias preemptíveis consiste na redução de custos para
o usuário. Entretanto, de forma semelhante ao modelo spot da Amazon (Seção 3.2.3),
este tipo de instância é recomendado para aplicações tolerantes a falhas e que podem
suportar interrupção em sua execução, como por exemplo tarefas de processamento em
lote. No processo de preempção, o usuário recebe uma notificação e, em 30 segundos,
a instância é encerrada. Nesse curto período de tempo, a aplicação deve executar os
procedimentos necessários para interrupção e futura retomada do processamento, como
registro de checkpoints e informações de contexto de maneira que o processamento não
seja perdido.
Para determinar quais instâncias preemptíveis serão interrompidas, o provedor GCP
escolhe as mais recentemente inicializadas, não devendo haver concentração em um único
usuário. Todas as instâncias preemptíveis são automaticamente encerradas após 24 horas.
O GCP afirma, com base em observação de dados históricos, que estas instâncias são
interrompidas entre 5% e 15% do período correspondente a uma semana de execução
contínua [73].
3.4 Microsoft Azure
O provedor Microsoft Azure oferece serviços de provisionamento em computação em nu-
vem, incluindo máquinas virtuais, bancos de dados e ambientes de armazenamento. As
máquinas virtuais suportam, além dos sistemas operacionais da própria Microsoft, vá-
rias distribuições Linux. Da mesma maneira que nos provedores AWS e GCP, elas são
classificadas de acordo com a finalidade de utilização, ou seja, de propósito geral ou oti-
mizada para algum tipo de recurso, como CPU, GPU, memória, armazenamento ou para
processamento em alto desempenho (high performance computing ou HPC).
O provedor trabalha principalmente com o modelo de precificação pay-as-you-go, em
que o usuário paga somente pelo tempo de utilização, após o provisionamento ter sido
realizado. Existe também a previsão do fornecimento do serviço no modelo de reserva
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antecipada, em que o usuário pode reservar antecipadamente recursos por um período de
tempo pré-estabelecido, pagando de forma adiantada um valor menor em comparação ao
preço sob demanda [19].
3.4.1 Azure pay-as-you-go
As instâncias disponíveis para utilização pay-as-you-go (sob demanda) são mostradas na
Tabela 3.6. Ao final do mês de setembro de 2017, havia 71 tipos de instâncias disponíveis
para provimento neste modelo de precificação com sistema operacional Linux, localizadas
na região East US do provedor.
Tabela 3.6: Instâncias Microsoft Azure no modelo pay-as-you-go [19].
Instância Núcleos Memória Armazenamento GPU Preço Propósito
B1S 1 1 2 $0,006 General purpose
A0 1 0,75 20 $0,018 General purpose
A4 v2 4 8 40 $0,159 General purpose
D8 v3 8 32 64 $0,40 General purpose
D16 v3 16 64 128 $0,80 General purpose
F1 1 2 16 $0,05 Compute optimized
F2 2 4 32 $0,099 Compute optimized
F4 4 8 64 $0,199 Compute optimized
F8 8 16 128 $0,398 Compute optimized
F16 16 32 256 $0,796 Compute optimized
E2 v3 2 16 32 $0,133 Memory optimized
E16 v3 16 128 256 $1,064 Memory optimized
D13 v2 8 56 400 $0,598 Memory optimized
G2 4 56 768 $0,981 Memory optimized
G5 32 448 6.144 $7,843 Memory optimized
L4 4 32 678 $0,312 Storage optimized
L8 8 64 1.388 $0,624 Storage optimized
L16 16 128 2.807 $1,248 Storage optimized
L32 32 256 5.630 $2,496 Storage optimized
NC6 6 56 340 1X K80 $0,90 GPU
NC24 24 224 1.440 4X K80 $3,60 GPU
NC6 v2 6 112 336 1X P100 $0,90 GPU
NC24 v2 24 448 1.344 4X P100 $3,60 GPU
NV24 24 224 1.440 4X M60 $4,37 GPU
H8 8 56 1.000 $0,796 High performance
H16 16 112 2.000 $1,591 High performance
H8m 8 112 1.000 $1,066 High performance
H16mr 16 224 2.000 $2,345 High performance
H16r 16 112 2.000 $1,75 High performance
Assim como nos provedores AWS e GCP, há uma grande variação de preços e confi-
gurações, o que torna a escolha do tipo de instância uma tarefa complexa para o usuário.
3.4.2 Azure reserved instances
O modelo de reserva antecipada (reserved instances) possibilita contratação de instâncias
virtuais por 1 ou 3 anos. Em novembro de 2017, foi observado que o provedor passou a
oferecer o serviço em fase experimental, proporcionando redução significativa dos custos
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entre 36% e 52% em comparação ao modelo sob demanda (ou pay-as-you-go) [81]. O
modelo é semelhante aos modelos EC2 reserved (Seção 3.2.2) e GCP reserved (Seção
3.3.3).
3.5 Comparação entre Provedores
Com o objetivo de comparar os aspectos relacionados à precificação de instâncias, são
analisados os provedores AWS, GCP e Microsoft Azure. Primeiramente, é feita a com-
paração em relação ao modelo de precificação estática sob demanda, presente nesses três
provedores de nuvem pública. Em seguida, é feita uma análise comparativa dos modelos
de precificação de instâncias de cada provedor, com o objetivo de caracterizar as opções
oferecidas e estabelecer o critério de especialização em relação às opções disponíveis.
3.5.1 Comparação dos Preços de Instâncias on demand
A análise comparativa dos preços praticados pelos provedores AWS, GCP e Microsoft
Azure no modelo de precificação sob demanda (on demand) considera os custos médios
de CPU virtual, de memória (em Gigabyte) e de instância nos três provedores. Para
isso, foram computados os preços de instâncias na região Leste dos Estados Unidos (US
East), utilizando o sistema operacional Linux. Assim, são calculados os custos médios por
hora de utilização em dólar americano (USD/hora), considerando os seguintes propósitos:
propósito geral (general purpose), uso intensivo de CPU (CPU optimized), uso intensivo de
memória (memory optimized) e todos os tipos de instâncias disponibilizadas pelo provedor
(overall).
Tabela 3.7: Comparação dos preços praticados pelos provedores AWS, GCP e Microsoft
Azure no modelo de precificação on demand em 2017.
Propósito Provedor Custo médio Custo médio Custo médio
de vCPU de Memória de Instância
(por hora) (GB por hora) (por hora)
General Purpose AWS $0,0509132 $0,0133189 $0,5396800
GCP $0,0107000 $0,0028533 $0,1941286
Microsot Azure $0,0528452 $0,0137695 $0,4888182
Compute Optimized AWS $0,0490882 $0,0272490 $1,0014000
GCP $0,0080250 $0,0089167 $0,1685250
Microsot Azure $0,0433013 $0,0216507 $0,8263333
Memory Optimized AWS $0,0972024 $0,0072369 $1,6330000
GCP $0,0133750 $0,0020577 $0,2808750
Microsot Azure $0,0757539 $0,0105511 $0,9696500
Overall AWS $0,0948504 $0,0128979 $1,5365760
GCP $0,0536711 $0,0144929 $0,1936448
Microsot Azure $0,0741269 $0,0140303 $0,8995169
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Pode-se observar pela Tabela 3.7 que o provedor GCP pratica os menores preços sob a
ótica de custos médios por hora, tanto para utilização de CPU virtual, quanto para uso de
Gigabyte de memória. Esse provedor também apresenta o menor preço médio de instância,
analisando todos os tipos de instâncias disponíveis. De forma geral, pode-se perceber que
o custo médio de uso de recursos como CPU e memória é sempre menor nas instâncias
especializadas para estes tipos de recursos (compute optimized e memory optimized) do
que nas instâncias de propósito geral, apesar desse último propósito apresentar tipos de
instâncias com custos médios inferiores em relação aos demais propósitos.
Assim como na precificação de instâncias sob demanda, análise comparativa seme-
lhante entre os provedores de nuvem pública pode ser realizada, tendo como base o mo-
delo de precificação de reserva antecipada. Entretanto, vale ressaltar que o provedor
AWS apresenta a maior diversidade de opções de tipos de instâncias pré-configuradas sob
o ponto de vista de características de infraestrutura, que podem ser mais adequadas à
necessidade específica da aplicação. Assim, sob o ponto de vista do usuário, trata-se de
uma vantagem em relação aos demais provedores que disponibilizam tipos de instâncias
nos modelos sob demanda ou de reserva antecipada.
3.5.2 Comparação dos Modelos de Precificação
Em relação aos critérios de classificação propostos na Figura 3.1, foram identificados
os níveis de especialização dos provedores de nuvem com relação aos mecanismos de
precificação oferecidos, conforme dados apresentados na Tabela 3.8.
Tabela 3.8: Comparação dos modelos de precificação dos provedores AWS, GCP e Micro-
soft Azure.
Provedor Variação Alocação Reserva Especialização
de Preços Antecipada da Precificação
AWS Estática/Dinâmica Permanente/Transiente Sim Alta
GCP Estática Permanente/Transiente Sim Média
Microsoft Azure Estática Permanente Sim* Baixa
Na primeira coluna são apresentados os provedores de nuvem pública analisados (AWS,
GCP e Microsoft Azure). Na segunda coluna é feita uma classificação com relação à
possibilidade de variação de preços ser estática ou dinâmica. Entende-se que somente
o provedor AWS possui variação dinâmica através do modelo spot do serviço EC2. Na
coluna seguinte, é analisada a característica de alocação de instâncias por parte do usuário,
sendo permanente ou transiente. Neste último caso, há possibilidade de revogação da
instâncias do usuário por parte do provedor nos modelos de precificação spot da AWS e
no modelo transiente do GCP. Em seguida, é apontada a existência ou não do modelo
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de alocação de instâncias através de reserva antecipada, que pode gerar economia para
os usuários através da reserva e antecipação de pagamento. Cabe ressaltar que provedor
Microsoft Azure passou a fornecer esse modelo muito depois dos outros dois provedores,
a partir de 2018. Por último, é feita a classificação de especialização do modelo geral de
precificação dos provedores, sendo que o serviço Amazon EC2 do provedor AWS oferece
o modelo mais especializado e amadurecido de precificação de instâncias para nuvens
públicas, compreendendo as opções sob demanda, reserva antecipada e spot.
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Capítulo 4
Séries Temporais, Teoria de Jogos e
Leilões aplicados à Utilidade
A utilização da infraestrutura de computação em nuvem pode ser entendida como um
mecanismo de mercado. De um lado, usuários contratam recursos com base em requisitos
computacionais de suas aplicações e em razão de interesses econômicos próprios, como
restrições de custo e tempo de utilização. Do outro lado, provedores de nuvem oferecem
diversos tipos de recursos computacionais, de acordo com características de infraestrutura
bastante específicas, assim como localização geográfica e modelos de precificação, estes
últimos também atrelados a diversos aspetos econômicos.
Este capítulo tem como objetivo abordar os fundamentos teóricos utilizados em diver-
sas análises de custos e disponibilidade de recursos em computação em nuvem, mais espe-
cificamente no modelo de infraestrutura como serviço. São detalhados, então, métodos que
utilizam técnicas estatísticas e econômicas para possibilitar um melhor aproveitamento
dos recursos computacionais.
Nesse contexto, é dado destaque especial ao conceito de função de utilidade, que define
uma função a ser otimizada de forma que os benefícios esperados sejam efetivamente
alcançados. Desse modo, são apresentadas técnicas muito usadas em computação em
nuvem e que são relacionadas à modelagem e ao cálculo da função de utilidade.
A estrutura do capítulo é detalhada da seguinte forma. Inicialmente, os fundamentos
sobre função de utilidade são definidos na Seção 4.1 e, nas seções seguintes, as técnicas
que utilizam o conceito de função de utilidade são apresentadas. A Seção 4.2 aborda a
definição de série temporal. Na Seção 4.3, a técnica de média móvel com janela deslizante
aplicada em dados históricos é detalhada. Em seguida, na Seção 4.4, são abordados os
fundamentos sobre teoria de jogos. No desfecho do capítulo, nas Seções 4.5 e 4.6, são
abordados conceitos de leilões e desenho de mecanismos, respectivamente.
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4.1 Função de Utilidade
O conceito primário de utilidade foi usado inicialmente para modelar riqueza ou valor, da
perspectiva do cliente. Posteriormente, na economia neoclássica, o conceito de função de
utilidade foi reformulado para medir preferências em relação ao conjunto de bens e servi-
ços disponíveis [82]. Nesse caso, os consumidores podem revelar preferências individuais
independentemente do ambiente social, definindo uma função de utilidade racional que
cobre todas as possíveis opções.
A definição de Bernoulli [83] para função de utilidade, publicada em 1954 e ainda
utilizada atualmente, é apresentada na Expressão 4.1. A utilidade u : X → R representa
uma relação de preferência ≺ no conjunto X, ou seja, se o valor da utilidade de xi é menor
do que de xj, então xj tem preferência sobre xi.
∀xi, xj ∈ X, u(xi) < u(xj) =⇒ xi ≺ xj (4.1)
Em [84] e [4], a função de utilidade é definida como uma função que mede a preferência
relativa de um investidor por diferentes níveis de riqueza total. Uma função de utilidade
U(w) é uma função de riqueza w duas vezes diferenciável, definida para w > 0, que tem
as propriedades de não saciedade (a primeira derivada U ′(w) > 0) e aversão ao risco (a
segunda derivada U ′′(w) < 0) [84].
A propriedade de não saciedade afirma que a utilidade aumenta com a riqueza, mas
que o investidor nunca fica saciado, ou seja, ele sempre busca obter mais riqueza [4]. A
propriedade de aversão ao risco afirma que a função de utilidade é côncava ou, em outras
palavras, que a utilidade marginal da riqueza diminui à medida que a riqueza aumenta.
Para ilustrar essa última propriedade, considere um exemplo em que a utilidade extra
marginal é obtida pela aquisição de um dólar adicional. Para o investidor que tem apenas
um dólar no início, obter mais um dólar é muito importante. Para aquele que já tem
uma grande quantia, obter mais um dólar é quase irrelevante. Desse modo, o aumento da
utilidade causada pela aquisição de um dólar adicional diminui à medida que a riqueza
aumenta [4].
O princípio da maximização da utilidade esperada afirma que um investidor racional,
quando confrontado com uma escolha entre um conjunto de alternativas de investimento
viáveis concorrentes, age para selecionar um investimento que maximize sua utilidade
esperada em função da riqueza. Expresso de maneira mais formal, para cada investimento
I em um conjunto de alternativas de investimento viáveis concorrentes F , seja X(I)
a variável aleatória que dá o valor final do investimento para o período de tempo em
questão. Então, um investidor racional com função de utilidade U enfrenta o problema





Um exemplo emblemático de aplicação da função de utilidade e das suas propriedades
de não saciedade e aversão ao risco é denominado “jogo justo” [4]. Considere um investidor
com uma função de utilidade de ordem raiz quadrada, conforme Equação 4.3.
U(w) =
√
w = w0,5 (4.3)
As derivadas de primeira e segunda ordem são definidas nas Equações 4.4 e 4.5, res-
pectivamente.
U ′(w) = 0, 5w−0,5 > 0 (4.4)
U ′′(w) = −0, 25w−1,5 < 0 (4.5)
Assim sendo, presume-se que o patrimônio atual do investidor seja de $5 e que, para fins
de simplificação, há apenas um investimento disponível. Nesse investimento, é lançada
uma moeda para definição de um resultado aleatório. Se der cara (50% de chance), o
investidor ganha (recebe) $4, aumentando seu patrimônio para $9. Se der coroa (50% de
chance), o investidor perde (deve pagar) $4, diminuindo seu patrimônio para $1. Desse
modo, o retorno esperado é de 0, 5× ($4) + 0, 5× (−$4) = $0, por isso é denominado de
“jogo justo”.
Na prática, este jogo se assemelha mais a uma aposta do que a um investimento. De
forma semelhante, considera-se um investimento que custe $5 (todo o patrimônio atual
do investidor) e que tenha dois valores futuros possíveis: $1 no caso ruim e $9 no caso
bom. Dessa maneira, assume-se que o investidor tem apenas duas opções (o conjunto F
de alternativas de investimento viáveis tem apenas dois elementos). O investidor pode
jogar ou não fazer nada.
Se o investidor se recusar a jogar e ficar com seus $5, ele ficará com os mesmos $5,
para uma utilidade esperada de
√
5 = 2, 24. Se ele jogar, o resultado esperado é o mesmo
$5, mas a utilidade esperada do resultado é apenas 0, 5 × 1 + 0, 5 × 3 = 2. Uma vez
que o investidor age para maximizar a utilidade esperada e sendo 2, 24 maior do que 2,
ele recusa-se a jogar o jogo. Em geral, um investidor avesso ao risco sempre se recusará
a jogar um jogo justo, no qual o retorno esperado é de 0%. Se o retorno esperado for
maior do que 0%, o investidor pode ou não optar pelo jogo, dependendo de sua função de
utilidade e patrimônio inicial [4]. O exemplo é ilustrado na Figura 4.1.
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Figura 4.1: Exemplo da função de utilidade no jogo justo [4].
Se a probabilidade do resultado bom no exemplo fosse de 75% ao invés de 50%, o
resultado esperado seria igual a $7, o ganho esperado seria igual a $2, o retorno esperado
seria de 40% e a utilidade esperada seria 2, 5. Como 2, 5 é maior do que 2, 24, o investidor
estaria disposto a fazer o investimento, considerando o retorno esperado de 40% como
uma compensação por assumir o risco do investimento [4].
4.2 Séries Temporais
Série temporal é um conjunto de observações xt, cada uma registrada em um tempo t
específico [5]. De modo geral, uma série temporal é composta por uma coleção de pontos
listados em ordem natural de tempo, a partir da qual inferências podem ser extraídas.
Para que a análise da série temporal seja feita é necessário o estabelecimento de um
modelo hipotético de probabilidade que represente os dados. A partir desse modelo, é
possível então estimar parâmetros, verificar a sua qualidade e ajustá-lo aos dados. O
modelo ajustado possibilita o aprimoramento da compreensão em relação ao mecanismo
que gera a série, podendo ser usado de várias maneiras, dependendo do campo de aplicação
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específico, como para a descrição compacta dos dados, para a identificação de tendência
momentânea ou sazonal e, principalmente, para a previsão de valores futuros.
Um modelo de série temporal para os dados observados xt é uma especificação das
distribuições conjuntas (ou possivelmente apenas das médias e covariâncias) de uma
sequência de variáveis aleatórias Xt, das quais xt é uma realização [5]. De maneira
formal, um modelo de série temporal probabilístico completo para a sequência de variá-
veis aleatórias X1, X2, ... especifica todas as distribuições conjuntas dos vetores aleatórios
(X1, ..., Xn)′, n = 1, 2, ..., ou equivalente às probabilidades descritas na Expressão 4.6.
P [X1 ≤ x1, ..., Xn ≤ xn],−∞ < x1, ..., xn <∞, n = 1, 2, ... (4.6)
A especificação 4.6 dificilmente é usada de forma isolada na análise de séries tempo-
rais, uma vez que, em geral, conterá muitos parâmetros a serem estimados a partir dos
dados disponíveis. Em vez disso, são especificados apenas os momentos de primeira e se-
gunda ordem das distribuições conjuntas, ou seja, os valores esperados EXt e os produtos
esperados EX2t = E(Xt+hXt), t = 1, 2, ..., h = 0, 1, 2, ..., respectivamente [5].
Um exemplo de série temporal consiste na variação de preços de instâncias Amazon
EC2 no modelo de precificação spot. Se for observada o período compreendendo os meses
de janeiro a junho de 2020, ou seja, durante o primeiro semestre do ano 2020, é possível
observar a ocorrência de valores de preços que oscilam no decorrer do tempo. Na Figura
4.2, estas variações podem ser observadas na região US-East para os diversos tipos de
instâncias, sendo que cada uma delas pode ser considerada para análise como uma série
temporal independente.
Uma abordagem geral para a análise de séries temporais consiste na observação visual
dos dados plotados para a identificação de tendências, componentes sazonais, quaisquer
mudanças bruscas de comportamento e observações remotas (ou outliers). Na interpreta-
ção econômica, é importante reconhecer a presença de componentes sazonais e removê-los.
Este ajuste visa obter o processo estacionário, que possui propriedades estatísticas que
não se alteram ao longo do tempo como média e variância.
Uma série temporal Xt, t = 0,±1, ... é considerada estritamente estacionária se tiver
propriedades estatísticas semelhantes às da série “deslocada no tempo” Xt+h, t = 0,±1, ...,
para todo inteiro h [5]. Restringindo a atenção às propriedades que dependem apenas dos
momentos de primeira e segunda ordem de Xt, a ideia se torna mais precisa com as
definições de média µ (Equação 4.7) e covariância γ (Equação 4.8), assumindo que Xt é
uma série temporal e EX2t <∞.
µX(t) = E(Xt), ∀t ∈ Z (4.7)
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Figura 4.2: Série temporal com a variação de preços de instâncias spot da Amazon EC2
durante o primeiro semestre de 2020 na região US-East.
γX(r, s) = Cov(Xr, Xs) = E[(Xr − µX(r))(Xs − µX(s))],∀r, s ∈ Z (4.8)
Desse modo, Xt é uma série temporal estacionária se µX(t) é independente de t e
γX(t + h, t) é independente de t para qualquer valor de h, sendo que t, h ∈ Z. Existem
tipos de séries estacionárias bastante conhecidas, como ruído branco ou white noise [5],
definida por uma sequência de variáveis aleatórias Xt não correlacionadas, cada uma com
média zero e variância σ2, indicada pela notação Xt ∼ WN(0, σ2). A Figura 4.3 apresenta
um exemplo desse tipo de série.
Infelizmente, a maioria das séries temporais econômicas não são estacionárias e, mesmo
após o ajuste, normalmente exibem um comportamento não estacionário [85]. Isso requer
que o uso da técnica de série temporal, por exemplo, para analisar dados históricos de
preços spot da Amazon, seja combinado com outras técnicas, como médias móveis com
janelas deslizantes. Uma variação dessa técnica, a AutoRegressive Integrated Moving Ave-
rage (ARIMA), se baseia na transformação dos dados para obtenção de uma nova série
estacionária e, posteriormente, a utilização de médias móveis [5].
Nesse contexto, também são frequentemente aplicadas técnicas de modelagem econô-
mica, como cálculo de utilidade (Seção 4.1) e teoria de jogos (Seção 4.4).
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Figura 4.3: Série temporal do tipo ruído branco ou white noise [5].
4.3 Média Móvel com Janela Deslizante
Para as séries estacionárias discutidas na Seção 4.2, a técnica de média móvel de primeira
ordem considera uma série temporal definida pela Equação 4.9.
Xt = Zt + θZt−1, t = 0,±1, ... (4.9)
Onde Zt ∼ WN(0, σ2), ou seja, é similar a uma série white noise, sendo que θ é uma
constante com valor real [5]. Da Equação 4.9, assume-se que EX2t < ∞ e EXt = µ =
0, sendo essa última premissa difícil de ser encontrada em séries econômicas, conforme
mencionado na Seção 4.2.
Por outro lado, é possível considerar um cenário mais simples a partir de uma série
temporal não estacionária, composta por uma única variável com valores discretos. O
cálculo da média móvel simples com janela deslizante, considerando um conjunto finito
de valores pré-existentes, é um método básico de decomposição de séries temporais usado
para eliminar flutuações, processo também conhecido como “suavização” [6]. Esse método
pode ser usado para obtenção de uma estimativa de previsão, com base em um número
fixo de valores anteriores, determinado pelo tamanho da janela deslizante no tempo.
A Figura 4.4 mostra uma série temporal com valores xi ∈ X, sendo i um número
inteiro no intervalo 1 ≤ i ≤ n, e n o tamanho do conjunto X. Nesse caso, cada janela w
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Figura 4.4: Média móvel com janela deslizante para uma série temporal discreta [6].
possui 3 valores no tempo. A Equação 4.10 define a média móvel simples x da amostra,
calculada com base nos elementos anteriores contidos na janela deslizante de largura fixa







Nesse cenário, o valor da média móvel simples xi pode ser usado no momento i como
uma estimativa para o valor de x, de forma suavizada em relação a grandes variações
ocorridas no período contido na janela deslizante w. Desse modo, pode-se estimar o valor
de x em um determinado momento através de seus valores anteriores, considerando que
xi−w, ..., xi−2, xi−1, xi são os valores reais da série temporal no intervalo [i− w, i].
Além disso, é possível também calcular a variância e o desvio padrão da amostra na










Assumindo uma distribuição normal de valores em X, o intervalo de confiança de 95%
(ou somente 95%CI) para a estimativa do valor no momento i é dado pela Equação 4.13
[86]. Para o intervalo 95%CI, considera-se o quantil da distribuição Z, ou seja, z(1−α/2) de
uma distribuição normal, sendo que α é o nível de significância de 5% [86].
95%CIi = [xi − z(1−α/2) × si;xi + z(1−α/2) × si] (4.13)
Da interpretação estatística, é possível concluir com 95% de confiança que a estimativa
do valor de x, calculada a partir do momento i, será um valor entre os intervalos inferior
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e superior calculados na Equação 4.13. Assim, tanto a estimativa da média móvel quanto
o seu intervalo de confiança podem ser usados em momentos futuros, como no momento
i+ 1, com o propósito de previsão [86].
Da comparação de todos os valores previstos com os valores reais obtidos, é possível
medir o erro residual e avaliar a precisão do modelo. Uma forma de se fazer isso é medir





(xk − x̂k)2 (4.14)
Nessa Equação 4.14, x̂k é o valor previsto no momento k, sendo que o valor de MSE
considera cada momento 1 ≤ k ≤ n em que tenha sido calculado o valor previsto x̂k e
possa ser coletado o valor realizado xk. No caso do uso da técnica de média móvel com
janela deslizante para o cálculo de valor previsto, considera-se x̂k igual ao valor da média
móvel xk, calculado para cada momento k, ou de um de seus intervalos de confiança
(inferior ou superior), na Equação 4.14.
4.4 Teoria de Jogos
A Teoria dos Jogos é uma área da Economia que aborda situações em que o resultado
da decisão de um jogador depende não apenas de como ele escolhe entre as várias opções
disponíveis, mas também das escolhas feitas pelos jogadores com os quais está interagindo.
Neste contexto, um jogo é definido da seguinte forma [87]: primeiro, os jogadores escolhem
ações; em seguida os jogadores recebem recompensas ou penalidades que dependem da
combinação das ações que acabaram de escolher. Dessa forma, um jogo é necessariamente
composto por um ou mais jogadores (também referenciados como agentes), uma regra
compreendida por todos os jogadores (conhecimento comum) e um resultado final que
gera utilidades (em valores positivos, negativos ou nulos) para os jogadores.
No contexto de um jogo, assume-se que os jogadores são racionais e inteligentes [88]. As
ações de um jogador racional são consistentes com o objetivo desejado, ou seja, maximizar
a sua utilidade. Já o conceito de inteligência se refere ao comportamento de jogadores
distintos que, ao terem o mesmo conhecimento sobre o jogo, conseguem realizar as mesmas
inferências sobre a situação em que se encontram, não agindo de forma aleatória. A seguir,
são descritos os principais tipos de jogos de acordo com [87] e [89].
Jogos estáticos/dinâmicos: o tipo de jogo mais simples é classificado como estático,
em que todos os jogadores tomam as decisões e observam seus resultados simulta-
neamente. Os jogos dinâmicos, também conhecidos como sequenciais, são aqueles
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em que um jogador toma sua decisão após observar a decisão de outros jogadores,
sendo que estes podem vir a tomar novas decisões ao longo do jogo [87].
Jogos com informação completa/incompleta: quanto à informação disponível, os
jogos podem ser classificados como de informação completa, ou seja, jogos em que a
função de utilidade de cada jogador (ou função que determina o retorno para o jo-
gador da combinação de ações escolhidas por todos os jogadores) é de conhecimento
comum entre os demais jogadores. Finalmente, os jogos de informação incompleta
são aqueles em que um jogador não tem conhecimento sobre a função de utilidade
de outro jogador [87].
Existem diversas formas de representação de jogos, sendo cada uma mais apropriada
ao tipo de jogo que está sendo modelado. A forma normal ou estratégica é adequada
para representar um jogo estático com informação completa. Nesse caso, o jogo é descrito
como uma função que associa cada perfil de decisões dos jogadores (sendo uma decisão
para cada jogador) a um perfil de resultados (um resultado para cada jogador, quando
as decisões descritas pelo perfil de decisões são tomadas simultaneamente por todos) [87].
Desse modo, um jogo na forma normal ou estratégica é definido por [89] e [87]:
J = (N ; (Si)i∈N ; (ui)i∈N) (4.15)
Na Equação 4.15, para cada i ∈ N, ui :
∏
j∈N Sj → R descreve a consequência para
o jogador i das estratégias escolhidas por todos os jogadores. Se cada jogador j ∈ N
escolher a estratégia sj ∈ Sj e s = (sj)j∈N , então i tem por utilidade ui(s) ∈ R. A escolha
s = (s)j∈N é um perfil de estratégias. O valor de ui(s) é chamado de consequência,
utilidade, recompensa ou payoff do jogo para o jogador i.
Na forma normal, os jogadores escolhem suas estratégias simultaneamente, sem que
um jogador observe as estratégias dos outros. Quando N é um conjunto finito, é comum
a utilização da notação N = {1, 2, ..., n}, J = (n;S1, ..., Sn;u1, ..., un) [89].
Um exemplo clássico de representação de jogos na forma normal é o dilema dos prisi-
oneiros [87]. Nesse exemplo, dois suspeitos são presos e acusados de um crime. A polícia
não possui provas suficientes para condená-los, a menos que um deles confesse. A polícia
então prende os suspeitos em celas separadas e explica as consequências que resultarão
das ações que irão tomar. Se não confessarem, ambos serão condenados por uma infração
menor com detenção de um mês de prisão. Se os dois confessarem, ambos serão condena-
dos à prisão por seis meses. Finalmente, se um suspeito confessa mas o outro não, então
aquele que confessar será liberado imediatamente, mas o outro será condenado a nove
meses de prisão (seis pelo crime e mais três por obstruir a justiça) [87].
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Neste caso, trata-se de um jogo com n = 2 jogadores, cada um com duas estratégias
possíveis, ou seja, confessar ou não. Assim, o conjunto de estratégias para o jogador 1 é
S1 = {C,N} e para o jogador 2 é S2 = {c, n}. As consequências para os jogadores são as
seguintes [89]:
u1(C, n) = 0, u1(C, c) = −6, u1(N, n) = −1, u1(N, c) = −9
u2(C, n) = −9, u2(C, c) = −6, u2(N, n) = −1, u2(N, c) = 0
(4.16)
O dilema dos prisioneiros também pode ser descrito na forma normal através de uma
matriz que relaciona as possíveis decisões e seus respectivos payoffs, conforme apresentado
na Figura 4.5.
Figura 4.5: Representação normal ou estratégica do dilema dos prisioneiros através de
uma matriz de decisões.
No dilema dos prisioneiros, se um suspeito confessar, então, o outro prefere confessar
e ficar na prisão por seis meses, a ficar calado e ter que permanecer na prisão por nove
meses. Da mesma forma, se um suspeito ficar calado, então, o outro prefere confessar e ser
liberado imediatamente a ficar calado e ter que permanecer na prisão por um mês. Assim,
para o prisioneiro i, a estratégia de ficar calado é dominada pela estratégia de confessar.
Para qualquer estratégia que o prisioneiro j escolher, a recompensa para o prisioneiro i
ficar calado é menor do que a recompensa em confessar [87].
Na definição de equilíbrio de Nash argumenta-se que, se a teoria dos jogos fornece uma
solução única para um problema teórico de jogos, então a solução deve ser um equilíbrio
de Nash [87]. Supõe-se que a teoria dos jogos faça uma previsão única sobre a estratégia
que cada jogador escolherá. Para que esta previsão seja correta, é necessário que cada
jogador esteja disposto a escolher a estratégia prevista pela teoria. Assim, a estratégia
prevista de cada jogador deve ser a melhor solução do jogador para as estratégias previstas
dos outros jogadores. Tal predisposição pode ser chamada estrategicamente estável, pois
nenhum jogador quer desviar-se da estratégia prevista. Denomina-se essa previsão de um
equilíbrio de Nash [87].
No jogo na forma normal J = (n;S1, ..., Sn;u1, ..., un), as estratégias (s∗1, ..., s∗n) são
um equilíbrio de Nash se, para cada jogador i, s∗i é a melhor resposta para as estratégias
escolhidas pelos outros n− 1 jogadores (s∗1, ..., s∗i−1, s∗i+1, ..., s∗n). Assim, tem-se que:
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ui(s∗1, ..., s∗i−1, s∗i , s∗i+1, ..., s∗n) > ui(s∗1, ..., s∗i−1, si, s∗i+1, ..., s∗n) (4.17)
Para toda estratégia possível si ∈ Si, tal que si é a solução para:
max
si∈Si
ui(s∗1, ..., s∗i−1, si, s∗i+1, ..., s∗n) (4.18)
Um par de estratégias satisfaz a condição do equilíbrio de Nash se a estratégia de
cada jogador for a melhor resposta para a estratégia escolhida pelo outro jogador [87].
Uma abordagem de força bruta para encontrar esse equilíbrio em um jogo é simplesmente
verificar se cada combinação possível de estratégias satisfaz a Equação 4.17. No caso de
dois jogadores, essa abordagem começa da seguinte forma: para cada jogador e para cada
estratégia viável para esse jogador, determine a melhor resposta do outro jogador para
essa estratégia. Se a estratégia e a melhor resposta do outro jogador para a estratégia se
localizarem na mesma célula da matriz utilizada na representação normal ou estratégica,
trata-se de um equilíbrio de Nash. Assim, (C, c) é o único par estratégico que satisfaz a
Equação 4.17 no Dilema dos Prisioneiros.
4.5 Leilões
Omecanismo descrito por um leilão é a situação em que um determinado objeto é colocado
à venda para um grupo de participantes candidatos à compra. Normalmente, o vendedor
desconhece os valores atribuídos ao bem pelos possíveis compradores. Entretanto, pode
haver alguma informação sobre a distribuição de valores possíveis entre os compradores
como, por exemplo, valores mínimo e máximo que os compradores estão dispostos a pagar.
Nessa configuração, há alguns tipos de leilão bastante conhecidos e que podem ser usados
de forma que o vendedor consiga negociar melhor o objeto em questão. Cada tipo de leilão
influencia no valor de receita obtida por parte do vendedor e de dispêndio financeiro por
parte do comprador que adquire o objeto [90].
Um exemplo tradicional é o leilão selado, em que cada jogador conhece o seu lance,
mas não conhece o lance dos demais. Nesse leilão, os lances são revelados simultaneamente
e o vencedor do leilão é conhecido. Trata-se de um jogo de informação incompleta (Seção
4.4), em que cada jogador não conhece a estratégia dos demais jogadores [90].
A venda de um objeto único por parte de um vendedor, com o objetivo de atingir o
maior valor possível, pode ser classificada de quatro formas diferentes utilizando leilões,
conforme descrito a seguir [91]:
Leilão selado de primeiro preço: cada possível comprador envia um lance selado ao
vendedor. O caráter selado se dá pelo fato de somente o candidato à compra e o
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vendedor saberem o valor do lance. Nesse tipo de leilão, o maior lance ganha e o
candidato vencedor paga sua oferta pelo bem.
Leilão selado de segundo preço (ou leilão de Vickrey): semelhante ao anterior, em
que cada candidato à compra submete um lance selado ao vendedor. O maior lance
ganha e o candidato vencedor paga o segundo maior lance pelo bem.
Leilão holandês: o vendedor começa com um preço muito alto e, em seguida, passa a
reduzi-lo. O primeiro candidato a manifestar interesse ganha e adquire o objeto ao
preço anunciado.
Leilão inglês: o vendedor começa com um preço muito baixo (talvez zero) e passa a
aumentá-lo. Cada candidato sinaliza quando ele deseja abandonar o leilão. Se um
candidato abandonou o leilão, ele não pode continuar a oferecer lances mais tarde.
Quando apenas um candidato permanece, ele é o vencedor e paga o preço atual.
Assim sendo, modelagem considera que existe um objeto a ser vendido e que o vencedor
não sabe o valor que seus potenciais compradores estão dispostos a pagar por esse objeto.
O vendedor gostaria de encontrar algum procedimento de leilão que lhe desse a maior
receita entre todos os diferentes tipos de leilões. Para análise do problema, a teoria
dos jogos (Seção 4.4) estuda os leilões como jogos não cooperativos e com informações
incompletas [92].
Nesse contexto, assume-se que há um vendedor que tem um único objeto para ser
vendido. Ele enfrenta n potenciais compradores, numerados 1, 2, ..., n. Os índices i e j são
utilizados para representar dois candidatos entre os possíveis compradores. Supondo um
vendedor neutro ao risco, ou seja, que está disposto a vender o objeto mesmo que por valor
inferior a um limite mínimo pré-estabelecido e, assumindo que existam n participantes
candidatos a compra, os valores de vi e vj indicam os valores atribuídos ao objeto a ser
leiloado pelos compradores candidatos i e j. Estes valores são de conhecimento privado
por parte de cada candidato à compra e são independentes entre si, condição denominada
de Modelo de Valoração Privada e Independente [91]. Assim, uma vez que um comprador
emprega sua própria informação privada para avaliar o valor do objeto, esta avaliação
não é afetada se ele posteriormente obtiver informações privadas de outros compradores,
ou seja, a informação privada de cada comprador é suficiente para determinar o valor
atribuído ao objeto que está sendo leiloado.
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4.6 Desenho de Mecanismos
O Desenho de Mecanismos é um campo teórico da Economia que adota uma abordagem
de engenharia para a concepção de mecanismos econômicos ou de incentivos, em função de
objetivos desejados pelo projetista [93]. Os objetivos podem ser, por exemplo, a maximi-
zação de lucros ou a alocação eficiente de recursos, no contexto de ambientes estratégicos,
nos quais os jogadores atuam de forma racional. O Desenho de Mecanismos possui am-
plas aplicações nas áreas de Economia e Política, como modelagem de mercados, leilões,
procedimentos de votação, assim como na Ciência da Computação, como roteamento de
tráfego em rede e indexação de conteúdo para busca patrocinada (sponsored search auc-
tion) [94]. Essa teoria é especialmente relevante quando o projetista do mecanismo requer
informações privadas, conhecidas apenas pelos demais participantes, de forma a alcançar
seus objetivos. A eficiência na concepção de um mecanismo reside na garantia de que seja
dado, a quem possui a informação desejada, o incentivo adequado para revelá-la [91].
A fundamentação teórica de Desenho de Mecanismos se baseia em Teoria dos Jogos
(Seção 4.4) e Leilões (Seção 4.5). Os participantes do jogo são definidos como agentes,
em razão de sua racionalidade e existência de interesses próprios [95]. Dado um contexto
composto por agentes de diferentes tipos, um problema de Desenho de Mecanismos é
definido por dois componentes: a especificação estruturada de saída do jogo, produzida a
partir de um algoritmo pré-estabelecido, e as descrições do que os agentes participantes
desejam, definidas como funções de utilidade sobre o conjunto de saídas possíveis [95].
O mecanismo Vickrey-Clarke-Groves (VCG) [96] se aplica à situação em que se busca
maximizar os valores aferidos ao bem pelos agentes participantes. O leilão selado de
segundo preço (Seção 4.5) é um exemplo de mecanismo VCG genérico para a negociação
de um único item, conforme apresentado na Figura 4.6. É considerado o conceito de bem-
estar como a soma dos lances dos agentes vencedores. Nesse mecanismo, o agente deve
considerar o bem-estar social, também conhecido como benefício ou prejuízo causado aos
outros participantes (ou social cost) em razão da sua participação no jogo [7].




Neste capítulo são caracterizados os principais aspectos sobre redes neurais e sua aplicação
como técnica de machine learning para aprendizado supervisionado. Inicialmente, são
apresentados os conceitos gerais sobre arquitetura, retropropagação de erros e utilização
do algoritmo de gradiente descendente para otimização dos parâmetros da redes neural.
No decorrer do capítulo também são apresentadas e discutidas as redes neurais recor-
rentes ou Recurrent Neural Networks (RNN), utilizadas para representação de conheci-
mento, assim como as redes Long Short Term Memory (LSTM), que são uma evolução das
RNNs para geração e armazenamento eficiente de conhecimento de curto e longo prazo.
A estrutura do capítulo é composta da seguinte forma. A utilização de Redes Neurais
como técnica de Machine Learning é discutida na Seção 5.1. Os algoritmos de otimização
baseados em gradiente descendente e aplicados em redes neurais são discutidos na Seção
5.2. Finalmente, na Seção 5.3, a arquitetura das RNNs e as redes LSTM são detalhadas.
5.1 Redes Neurais e Machine Learning
5.1.1 Perceptron
A rede neural artificial é um conceito análogo às redes neurais biológicas, em que sistemas
são capazes de reconhecer padrões e relacionamentos subjacentes em um conjunto de
dados, por meio de um processo que simula a maneira como o cérebro humano opera. O
conceito original de rede neural vem da definição de perceptron [8] ou estrutura análoga
ao neurônio. Tal estrutura possibilitou a primeira e mais simples implementação de rede
neural, utilizada para classificar dados em duas categorias [97].
Na Figura 5.1 é apresentada a estrutura do perceptron como unidade de processamento
individual da rede neural. A unidade recebe n valores de entrada (x1, x2, ..., xn) e são
definidos n coeficientes ou pesos (w1, w2, ..., wn), que definem a medida de importância
46
de cada valor de entrada. Como na sinapse do neurônio biológico, que possibilita a
transmissão de impulsos nervosos, existe uma função de ativação que conecta os valores
de entrada e produz um único valor de saída y, respeitando um limite arbitrário (ou
threshold) pré-estabelecido [8].
Figura 5.1: Perceptron ou unidade de processamento individual da rede neural [8].
O processamento se inicia com cada valor de entrada sendo multiplicado por seu
respectivo peso (wixi). O termo b refere-se ao viés (bias), que determina a parte invariável
do cálculo. Uma vez obtida a soma ponderada, a função de ativação é aplicada. Um
exemplo simples dessa função é mostrado na Equação 5.1, em que o neurônio gera um
de dois valores possíveis, determinados pelo fato de que o resultado da soma ponderada é










wixi + b > θ
(5.1)
5.1.2 Arquitetura da Rede Neural
A arquitetura da rede neural artificial é organizada em camadas de unidades de pro-
cessamento ou neurônios [98]. Na camada de entrada, os neurônios recebem os dados
necessários para explicar o problema ou fenômeno a ser analisado. Os dados de entrada
da rede são também chamados de features e, normalmente, compreendem um subconjunto
relevante ao domínio do problema. A camada oculta é uma camada intermediária que usa
funções de ativação em cada unidade de processamento para modelar relações não lineares
entre os domínios de entrada e saída [99]. O emprego do termo “camada oculta” vem do
fato de não haver contato direto com dados externos. As saídas de cada camada são as
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entradas da camada seguinte. A camada de saída é a última camada da rede. Ela produz
o resultado, que é uma informação “rotulada” (ou label), para problemas de classificação,
ou um valor numérico, no caso de problemas de previsão. Essa arquitetura baseada em
fluxo direto de dados através de camadas é também conhecida como rede de alimentação
direta ou feed-forward network [9].
Figura 5.2: Arquitetura de rede neural em camadas ou multilayer perceptron [9].
A arquitetura de rede neural em camadas é mostrada na Figura 5.2. A estrutura
consiste em uma camada de entrada, uma camada de saída e três camadas ocultas. Te-
oricamente, adicionar um número suficiente de neurônios às camadas ocultas pode ser
suficiente para aproximar os valores de saída, matematicamente, a qualquer função não
linear [9]. A camada de saída pode ser precedida por uma camada densa, que simula uma
função de ativação softmax para expressar probabilidades dos rótulos de classificação.
Essa arquitetura multicamadas foi amplamente utilizada em redes neurais convolucionais,
que são redes de inspiração biológica usadas em problemas de visão computacional, como
por exemplo para classificação de imagens e detecção de objetos [100].
O conceito de rede neural foi posteriormente aplicado à aprendizagem supervisionada,
cujos sistemas “aprendem” a realizar tarefas analisando exemplos, sem serem explici-
tamente programados com regras específicas para a realização das tarefas [101]. Desse
cenário emerge o termo aprendizado de máquina ou machine learning [9], que se refere à
capacidade de generalizar modelos de aprendizagem a partir de dados vistos para exemplos
não vistos.
O processo de retropropagação dos erros atualiza os pesos das conexões da rede neural,
de acordo com uma taxa de aprendizado pré-definida [102]. Esse processo ocorre durante
a etapa de treinamento da rede e será discutido na Seção 5.1.3.
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5.1.3 Retropropagação dos Erros
Em redes neurais artificiais, o treinamento possibilita a atualização dos pesos em cada
uma das unidades de processamento através do cálculo de uma função do erro ou perda
(loss function). Para isso, o valor de treinamento esperado é comparado com o valor
de saída produzido pela rede. É comum a utilização de uma função de erro como MSE
(Seção 4.3), que pode possuir diversos mínimos locais e um único mínimo global, conforme
apresentado na Figura 5.3.
Figura 5.3: Função de erro e seus mínimos locais e global.
O problema é que o processo de minimização da função de erro durante o treinamento
pode ficar restrito a valores próximos a mínimos locais, em que são obtidos resultados sub-
ótimos. Nesse cenário, o treinamento de redes neurais utilizando o cálculo de gradiente
descendente (ou gradient descent) de uma função de erro é uma técnica bastante conhecida
[103]. A partir do cálculo do gradiente, é possível ajustar os pesos de forma que a rede
produza saídas apropriadas em relação aos valores esperados e, consequentemente, calcular
o erro através de uma função previamente definida.
O treinamento de redes neurais é realizado através da utilização do algoritmo de
retropropagação dos erros, que contém duas fases principais conhecidas como fases de
avanço e retrocesso [9].
Fase de avanço: Nesta fase, as entradas das unidades de processamento são alimentadas
com valores de treinamento na rede neural. Isso resulta em uma cascata direta
de cálculos através das camadas, que utilizam os valores atuais dos pesos e suas
respectivas funções de ativação. A saída prevista pode ser então comparada com a
da rede e a derivada da função de perda em relação à saída é calculada.
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Fase de retrocesso: O objetivo principal desta fase consiste em aprender o gradiente da
função de perda em relação aos diferentes pesos, usando a regra da cadeia do cálculo
diferencial. Primeiramente, a derivada da função de perda é calculada em relação
aos pesos em todas as unidades das camadas anteriores. Em seguida, os gradientes
são usados para atualizar os pesos na direção reversa, começando pelo nó de saída,
passando pelos nós intermediários, até os nós da camada de entrada.
Em um caminho simples, no qual a função g(·) precede f(·), a função de composição
é definida por f(g(·)). Desse modo, considerando um grafo computacional trivial com
dois nós, conforme mostrado na Figura 5.4, a regra da cadeia do cálculo diferencial para
obtenção do gradiente é detalhada na Equação 5.2 [9].










De forma genérica, considera-se uma sequência de unidades ocultas h1, h2, ..., hk se-
guida pela saída o, em relação à qual a função de perda L é calculada. Além disso,
assume-se que o peso da conexão da unidade oculta hr para hr+1 é w(hr,hr+1). Então, no
caso de existir um único caminho de h1 para o, pode-se derivar o gradiente da função

















∀r ∈ 1...k (5.3)
A Equação 5.3 assume que apenas um único caminho de h1 a o existe na rede, enquanto
um número exponencial de caminhos pode existir na realidade. Uma variante generalizada
da regra da cadeia multivariável calcula o gradiente em um grafo computacional, onde
mais de um caminho pode existir. Isso é obtido adicionando a composição ao longo de
cada um dos caminhos de h1 a o. Portanto, generaliza-se a expressão para o caso em que

















∀r ∈ 1...k (5.4)
Após o cálculo do gradiente, segundo a Equação 5.4, o novo peso w′(hr−1,hr) da unidade
oculta hr para hr+1 pode ser atualizado. Para isso, aplica-se a Equação 5.5, considerando
uma taxa de aprendizado α previamente estabelecida [9]. Os pesos das conexões entre as
demais unidades ocultas da rede são calculados e atualizados, de forma que um novo ciclo
de treinamento possa ser realizado.




5.1.4 Algoritmo Gradiente Descendente
O algoritmo do gradiente descendente é muito utilizado para o aprendizado de parâme-
tros, que no caso das redes neurais, definem os pesos das conexões entre as unidades de
processamento [9]. Desse modo, o processo recursivo de atualização de pesos dos nós é
executado até a convergência, aplicando-se repetidamente os dados de treinamento em
épocas. De forma generalizada, a convergência ocorre quando é encontrado um valor mí-
nimo global da função de perda L, em relação a todos valores dos pesos ajustados w′ ∈ P ,
conforme mostrado na Relação 5.6.
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Reescrevendo a derivada parcial utilizando a notação vetorial, no caso de uma rede
neural com d conexões, os pesos correspondem ao vetor W = (w1, w2, ..., wd). Portanto,
na descida gradiente, deve-se realizar o cálculo descrito na Expressão 5.7 para minimização
da função de perda L.


















Ao considerar todo o vetor W na notação vetorial, tem-se como resultado a Expressão
5.8. Para redes de uma única camada, o gradiente descendente é calculado apenas em
relação a W , enquanto que para redes multicamadas, todos os parâmetros dos pesos da
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rede precisam ser atualizados aplicando-se a regra cadeia do cálculo diferencial (vide Seção
5.1.3), durante o processo de retropropagação [9].
O Algoritmo 1 define o cálculo do gradiente descendente genérico aplicado em redes
neurais (adaptado de [9] e [104]). Os parâmetros iniciais do algoritmo são: a taxa de
aprendizado α, o vetor de valores de entrada X e o vetor de valores de saída esperados
Y . O algoritmo assume que a função de perda L seja previamente definida. O algoritmo
também assume um limite máximo de iterações ou épocas, representado pela constante
epochs, de forma a limitar o processo de otimização. A saída do algoritmo é justamente
o vetor W que minimiza a função de perda L.
Algorithm 1 GenericGradientDescent(α, X, Y )
1: for each wi ∈W do




6: Calculates L(f(X,W ), Y ) in terms of:
X as input
f(X,W ) as output
Y as expected output
W as weight parameters





8: e← e+ 1
9: until L converges or e > epochs
10: return W
Nos passos de 1 a 3 do Algoritmo 1, o vetor de parâmetrosW correspondente aos pesos
das conexões é inicializado com valores randômicos no intervalo entre 0 e 1. No passo 4,
o contador de épocas e é inicializado com 1. Esse contador é importante para restringir a
execução do algoritmo no caso da função de perda L não convergir. Na linha 6 é calculada
a função de perda L em relação aos valores de entrada da rede (vetor X), valores de
saída produzidos com base nas funções de ativação da rede (f(X,W )) e valores de saída
esperados (vetor Y ). O cálculo e a atualização simultânea dos novos parâmetros com
vistas à minimização da função de perda L são realizados na linha 7. Os novos parâmetros
são calculados em função da taxa de aprendizado e do gradiente descendente, sendo que
este último é calculado utilizando a regra da cadeia multivariável, conforme detalhado na
Equação 5.5. O contador de iterações de treinamento ou número de épocas decorridas é
atualizado na linha 8. Na linha 9 são avaliadas as condições de convergência da função
de perda L ou de alcance do limite máximo de iterações (e > epochs). Finalmente, os
valores otimizados dos parâmetros W são retornados na linha 10.
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5.1.5 Variações do Gradiente Descendente
O problema de aprendizado de máquina de forma geral pode ser reformulado como um
problema de otimização sobre uma função objetivo específica [104]. No caso das redes
neurais, a otimização é realizada através do cálculo do gradiente descendente e a função
objetivo é definida como uma função de perda L, que muitas vezes é a soma linear das
funções de perda nos pontos de dados de treinamento individuais. Desse modo, a função
de perda L de uma rede neural pode ser escrita, conforme apresentado na Equação 5.9,






Uma vez que a função de perda da maioria dos problemas de otimização pode ser expressa
como uma soma linear das perdas em relação aos pontos individuais (Equação 5.9), a
derivada parcial da função de perda pode ser decomposta em na soma das derivadas










Nesse caso, todos os pontos de treinamento são considerados em uma única etapa
do treinamento. A atualização do gradiente total em relação a todos os pontos soma
os efeitos individuais específicos de cada ponto. A consequência pode ser um alto nível
de redundância no conhecimento capturado por diferentes pontos de treinamento. Essa
abordagem é conhecida como batch gradient descent [9], sendo que apenas uma etapa de
cálculo do gradiente e atualização dos parâmetros é realizada por época. O Algoritmo 2
apresenta esse comportamento, mostrando a mudança na linha 7, em relação ao Algoritmo
1, e a atualização da época na linha 8.
Algorithm 2 BatchGradientDescent(α, X, Y )
6: ...










Um processo de aprendizado mais eficiente, cujas atualizações se baseiam em valores
de treinamento específicos, é mostrado na Expressão 5.11. Essa segunda abordagem de
cálculo do gradiente descendente é conhecida como estocástica, pois percorre os pontos de
treinamento em ordem aleatória. Cada gradiente local pode ser calculado com eficiência
e, em seguida, ser utilizado para atualização dos parâmetros. Isso torna a descida rápida,
embora às custas de precisão no cálculo do gradiente [9].
W ⇐ W + α∂Li
∂W
(5.11)
Uma propriedade interessante do gradiente descendente estocástico é que, embora
não tenha um desempenho tão bom nos dados de treinamento em comparação com a
abordagem batch, pode ter um desempenho comparável e às vezes até melhor nos dados
de teste [105]. O Algoritmo 3 detalha a mudança proposta pela versão estocástica do
cálculo do gradiente descendente.
Algorithm 3 StochasticGradientDescent(α, X, Y )
6: ...
7: i← rand[1, n]
8: W ←W + α∂Li
∂W
9: e← e+ 1
10: ...
Mini-batch gradient descent
A abordagemmini-batch do cálculo do gradiente descendente utiliza um loteB = {j1, ..., jm}
de pontos de treinamento para a atualização, sendo que cada ponto de treinamento é
composto por valores de entrada x ∈ X, valores esperados de saída y ∈ Y e pesos das
conexões w ∈ W das unidades que ligam as entradas às saídas no cálculo de Li, de forma
que ji = ((xa...xb), (wk...wl), (yp...yq)), sendo a < b, k < l e p < q, conforme apresentado
na Expressão 5.12.






A descida do gradiente geralmente nessa abordagem oferece a melhor compensação
entre os requisitos de precisão, velocidade e consumo de memória [9]. As saídas de uma
camada são matrizes ao invés de vetores, e a propagação direta requer a multiplicação da
matriz de peso pela matriz de ativação. O mesmo é verdadeiro para a retro-propagação,
em que matrizes de gradientes são mantidas. Portanto, a implementação aumenta os
requisitos de memória, o que é um fator limitante no tamanho do lote. Várias etapas de
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cálculo do gradiente são realizadas por época nessa abordagem, dependendo da quantidade
de lotes que agrupam pontos de treinamento. O Algoritmo 4 mostra a abordagem mini-
batch do cálculo do gradiente descendente, considerando que o valor de m, referente ao
tamanho dos lotes, é informado como parâmetro adicional do algoritmo.
Algorithm 4 MinibatchGradientDescent(α, X, Y , m)
6: ...
7: for each batch of size m do
8: B ← j1, ..., jm







11: e← e+ 1
12: ...
5.1.6 Entendimento Geométrico do Gradiente Descendente
O valor da taxa de aprendizado influencia na eficiência e no desempenho da execução
do algoritmo do gradiente descendente. Conforme definido na Expressão 5.6, o cálculo
do gradiente é realizado até a convergência, ou seja, até o ponto ótimo em relação à
função de perda, nesse caso, o mínimo global. Assumindo um cenário simples de cálculo
do gradiente de uma variável w em relação a uma função de perda convexa L (com um
mínimo global), podemos analisar a taxa de aprendizado α sob dois aspectos: quando o
valor da taxa é muito pequeno ou quando é muito grande [9].
(a) Taxa de aprendizado pequena. (b) Taxa de aprendizado grande.
Figura 5.5: Convergência do cálculo do gradiente descendente [11].
No primeiro caso, em que a taxa de aprendizado é muito pequena, o algoritmo pode
se tornar lento, uma vez que a atualização do valor de w se dá em pequenos passos para
correção de direção em busca do valor mínimo da função de perda L [11]. Isso ocorre
porque o termo que expressa a multiplicação da taxa de aprendizado pelo gradiente, ou
seja, o valor de α ∂L
∂w
é muito pequeno numericamente em relação a w, conforme ilustrado
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na Figura 5.5a. Entretanto, se a taxa de aprendizado for muito grande, como descrito
no segundo caso, corre-se o risco do cálculo do gradiente descendente ultrapassar o valor
mínimo da função de perda L. Isso pode fazer com que o algoritmo falhe em convergir
[11], uma vez que o termo α ∂L
∂w
é numericamente muito grande em relação a w, conforme
exemplo ilustrado na Figura 5.5b.
5.1.7 Inicialização e Parâmetros de Treinamento da Rede
As redes neurais tendem a ter maiores variações de parâmetros em comparação com outros
algoritmos de machine learning, o que aumenta a importância da inicialização adequada
da rede e do pré-processamento dos dados [9]. Os parâmetros relacionados à inicialização e
ao comportamento da rede são também conhecidos como hiperparâmetros e são diferentes
dos parâmetros que definem os pesos iniciais das conexões da rede.
O pré-processamento dos dados de entrada normalmente é realizado através de um
procedimento de normalização ou feature normalization, no qual os dados são ajustados
com valores no intervalo [0, 1] [9]. Sejam minj e maxj os valores mínimo e máximo do j-
ésimo atributo. Então, cada valor xij referente ao i-ésimo elemento da feature de entrada





A normalização dos valores de entrada geralmente garante melhor desempenho no
treinamento da rede, principalmente quando os valores variam em mais de uma ordem
de magnitude [9]. O mesmo ajuste de escala deve ser realizado nos dados de entrada e
saída de teste, que são usados em problemas de previsão ou classificação, no momento
após treinamento.
A Tabela 5.1 resume os hiperparâmetros mais comuns utilizados para a configuração
de redes neurais. O primeiro parâmetro se refere ao número de features, que define a
quantidade de nós na camada de entrada da rede. De forma análoga, o segundo parâmetro
define número de labels e, consequentemente, a quantidade de nós na camada de saída da
rede. Para uma sequência de treinamento de tamanho (n+ k), a rede neural compreende
que n valores de entrada causam influência em k valores de saída. Portanto, as sequências
utilizadas para treinamento e teste da rede precisam estar nesse formato, o que requer
pré-processamento adicional dos dados.
O terceiro parâmetro define o valor da taxa de aprendizado usada para o cálculo
do gradiente, durante o processo de retropropagação dos erros, conforme foi visto na
Seção 5.1.3. Ela controla como o modelo se adapta, cada vez que os pesos das conexões
são atualizados. O quarto parâmetro especifica o algoritmo de otimização utilizado no
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Tabela 5.1: Hiperparâmetros mais comuns em redes neurais.
# Hiperparâmetro Descrição
1 Quantidade de features Determina a quantidade de nós na camada de entrada da rede
e o formato das sequências utilizadas para treinamento.
2 Quantidade de labels Determina a quantidade de nós na camada de saída da rede
e também influencia no formato das sequências de treinamento.
3 Taxa de aprendizado Determina a taxa de aprendizado utilizada para o cálculo
do gradiente, durante a retropropagação dos erros.
4 Algoritmo de otimização Determina o algoritmo de otimização utilizado no
cálculo do gradiente, durante a retropropagação dos erros.
5 Quantidade de camadas Determina a quantidade de camadas ocultas ou intermediárias
ocultas na rede.
6 Quantidade de nós nas Determina a quantidade de nós em cada camada de oculta
camadas ocultas da rede.
7 Quantidade de épocas Determina a quantidade de épocas na etapa de treinamento
de treinamento da rede.
8 Tamanho do lote Determina o tamanho do lote no caso do uso da abordagem
mini-batch do gradiente descendente.
cálculo do gradiente, conforme será visto na Seção 5.2. Os parâmetros 3 e 4 impactam
diretamente no comportamento do modelo e na precisão dos resultados [15].
A quantidade de camadas ocultas da rede e a quantidade de nós em cada camada oculta
são determinadas pelo quinto e sexto parâmetros. Esses dois parâmetros determinam o
volume de conhecimento armazenado pela rede durante o processo de treinamento. Além
desses dois parâmetros, a definição da arquitetura da rede deve especificar quais os tipos
de nós intermediários serão utilizados, como nós recorrentes simples para construção de
RNNs ou nós mais elaborados, como os utilizados em redes LSTM.
O sétimo parâmetro determina a quantidade de épocas ou ciclos de aprendizagem, nos
quais a rede neural processa todos os dados de treinamento. Poucas épocas podem ser
insuficientes para reter as informações relevantes, ao passo que muitas épocas podem cau-
sar ajuste excessivo dos pesos e perda de precisão no processo de previsão ou classificação
de dados inéditos na etapa de teste.
O último parâmetro especifica o tamanho do lote, caso seja utilizada a abordagem
mini-batch do algoritmo gradiente descendente. O tamanho do lote influenciará na efi-
ciência e consumo de memória, conforme visto na Seção 5.1.5. Geralmente, são usadas
potências de 2 (32, 64, 128 ou 256) [9].
É importante notar que não há relação direta entre o aumento do número de cama-
das ocultas e a melhoria da qualidade do aprendizado [100]. Outros parâmetros podem
influenciar consideravelmente nos resultados, como o tamanho da sequência de entrada,
o algoritmo de otimização e a presença de uma camada densa [106]. A escolha da melhor
combinação de parâmetros é importante, pois impacta na eficiência da rede [107].
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5.2 Algoritmos de Otimização em Redes Neurais
É difícil capturar dependências de longo prazo, pois os gradientes tendem a valores
muito pequenos (desaparecer) ou muito grandes (explodir), problema conhecido como
vanishing/exploding gradients [15]. Esse problema é inerente à otimização multivariável,
mesmo em casos onde não há ótimos (no caso, mínimos da função de perda) locais. Na
prática, isso acontece porque gradientes das camadas mais profundas da rede são calcu-
lados como produtos de muitos gradientes de camadas anteriores, que por sua vez são
calculados a partir de derivadas das funções de ativação, conforme visto na Seção 5.1.3.
O método mais comum para aprendizado de parâmetros em redes neurais é o método
de cálculo do gradiente descendente [9], visto nas Seções 5.1.3 e 5.1.4. Entretanto, uma
direção de descida íngreme pode se reverter em subida, após uma pequena atualização nos
parâmetros, conforme visto na Seção 5.1.6. Como resultado, muitas correções de curso são
necessárias. Os problemas de oscilação e zigue-zague, descritos na Seção 5.1.6, também
são bastante presentes sempre que a direção de descida mais íngreme se move ao longo
de uma direção de alta curvatura na função de perda [9].
A seguir, serão discutidas estratégias de aprendizagem que funcionam bem em ambi-
entes mal condicionados. As equações apresentadas são originárias da referência [9] e dos
trabalhos originais de cada abordagem. Os métodos apresentados nas Seções 5.2.1, 5.2.2 e
5.2.3 objetivam aumentar a consistência na direção dos gradientes, de forma a acelerar as
atualizações dos parâmetros em busca da convergência da função de perda. Tal objetivo
pode ser alcançado com a utilização de otimizações específicas para os diferentes parâ-
metros da rede [9]. Esse é o caso dos algoritmos com taxas de aprendizado adaptativas,
como AdaGrad, RMSProp, ADAM e NADAM, que serão vistos nas Seções 5.2.4, 5.2.5,
5.2.6 e 5.2.7, respectivamente.
5.2.1 Taxa de Aprendizado com Decaimento Dinâmico
A utilização de uma taxa de aprendizado constante representa uma limitação no algoritmo
do gradiente descendente [9]. Uma taxa de aprendizado mais baixa usada no início fará
com que o algoritmo demore muito para chegar perto de uma solução ótima. Por outro
lado, uma taxa grande no final pode provocar oscilação em torno do ponto mínimo da
função de perda por um longo tempo, ou divergir de forma instável. Permitir que a taxa
de aprendizado diminua com o tempo pode evitar esses comportamentos indesejados.
As duas funções de diminuição da taxa de aprendizado mais comuns são decaimento
exponencial e decaimento inverso [9], conforme Equações 5.14 e 5.15, respectivamente. A
taxa de aprendizado αe, utilizada na Equação 5.5 e no Algoritmo 1, é expressa em termos
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de uma taxa inicial α0 e da época e. O parâmetro k controla a taxa de decaimento e
possui valor no intervalo [0, 1].
αe = α−ke0 (decaimento exponencial) (5.14)
αe =
α0
1 + ke (decaimento inverso) (5.15)
5.2.2 Momento Clássico
As técnicas de aprendizagem baseadas em momentum ou momento clássico [108] reco-
nhecem o comportamento em zigue-zague. Exemplo desse cenário é ilustrado na Figura
5.5b. A simples tentativa de aumentar o tamanho do degrau de descida para obter um
maior movimento na direção correta pode, na verdade, afastar a solução atual ainda mais
da solução ótima. Nesse aspecto, faz mais sentido mover-se em uma direção média das
últimas etapas, de forma que o zigue-zague seja suavizado [9].
Para o entendimento da técnica baseada em momento clássico, consideramos uma con-
figuração de otimização do vetor de parâmetrosW através do uso do algoritmo tradicional
do gradiente descendente. As atualizações dos parâmetros em relação à função de perda
L, de forma bastante semelhante à definição apresentada na Expressão 5.8, são mostradas
nas Expressões 5.16 e 5.17, para o cálculo tradicional e utilizando a técnica baseada em
momento clássico, respectivamente.
V ⇐ α∂L(W )
∂W
; W ⇐ W + V (técnica tradicional) (5.16)
V ⇐ βV − α∂L(W )
∂W
; W ⇐ W + V (momento clássico) (5.17)
Nessa técnica, o vetor V é modificado considerando valores de “velocidade” previa-
mente calculados, sendo que β ∈ [0, 1] é um parâmetro de suavização [9]. Esse parâmetro
também é conhecido como parâmetro de momento ou parâmetro de “atrito”, pois valores
significativos de β atuam como “freios” na descida (convergência da função L) [9]. Desse
modo, o aprendizado pode ser acelerado, uma vez que as oscilações laterais desnecessá-
rias são minimizadas. A ideia básica é dar maior preferência a direções que têm maior
importância na descida do gradiente.
Valores maiores de β ajudam a obter uma velocidade consistente V na descida do
gradiente em direção ao mínimo global da função de perda L. O valor de β próximo




O momento Nesterov ou Nesterov momentum [109] é uma modificação do método base-
ado em momento clássico, em que os gradientes são calculados em um ponto que seria
alcançado após a execução da porção de momento da etapa atual. Este ponto é obtido
multiplicando-se o vetor de atualização anterior V pelo parâmetro de atrito β e, em seguir,
calculando-se o gradiente emW +βV . A ideia é que o valor do gradiente corrigido use um
melhor entendimento sobre como os gradientes mudarão, por causa da porção de momento
da atualização, e incorpore essa informação na porção de gradiente da atualização. Desse
modo, o método usa uma certa quantidade de antecipação ao calcular as atualizações dos
parâmetros [9].
Seja L(W ) a função de perda na solução atual W . A atualização em razão do cálculo
do gradiente é calculada conforme mostrado na Expressão 5.18.
V ⇐ βV − α∂L(W + βV )
∂W
; W ⇐ W + V (5.18)
A diferença em relação ao método clássico (Seção 5.2.2) é em termos do momento
considerado para o cálculo do gradiente. Usar o valor do gradiente que seria calculado na
próxima iteração, ou seja, no momento mais adiante, pode levar a uma convergência mais
rápida [9].
O método de Nesterov funciona apenas na versão mini-batch do algoritmo gradiente
descendente, visto na Seção 5.1.5, com tamanhos de lote pequenos. Nesses casos, pode-
se mostrar que o método de Nesterov reduz o erro para O(1/e2) após e épocas, em
comparação com um erro de O(1/e) no método do momento clássico [109].
5.2.4 AdaGrad
O algoritmo AdaGrad ou Adaptative Gradient [110] tem por objetivo otimizar de forma
independente o gradiente de cada parâmetro da rede. Nesse algoritmo, o valor agregado
dos quadrados das derivadas parciais em relação a cada parâmetro é mantido ao longo
da sua execução. A raiz quadrada do valor agregado é proporcional à inclinação média
para cada parâmetro (embora o valor absoluto aumente com o número de épocas devido
a agregações sucessivas). Esse método utiliza taxas de aprendizado específicas, o que
implica na necessidade de memória adicional para manutenção dos valores agregados
de cada parâmetro. A Expressão 5.19 mostra o cálculo do valor agregado para cada
parâmetro wi da rede neural.





; ∀wi ∈ W (5.19)
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A atualização do i-ésimo parâmetro wi é mostrada na Expressão 5.20.







; ∀wi ∈ W (5.20)
A ideia de multiplicar o gradiente pelo inverso de
√
Ai é originária da normalização
sinal-ruído ou signal-to-noise ratio [111], uma vez que Ai mede apenas o ruído, ou a
magnitude histórica do gradiente do parâmetro wi, ao invés do seu sinal [110]. De acordo
com o método AdaGrad, isso incentiva movimentos relativos mais rápidos ao longo de
direções suavemente inclinadas da função de perda L.
Assim, o algoritmo AdaGrad otimiza o cálculo dos gradientes. Entretanto, foi desco-
berto empiricamente que, no treinamento de redes com muitas camadas, o acúmulo de
gradientes quadráticos desde o início do treinamento pode resultar em uma diminuição
prematura e excessiva na efetividade do aprendizado [104].
5.2.5 RMSProp
O algoritmo RMSProp [112] também objetiva otimizar de forma independente o gradiente
de cada parâmetro da rede e usa uma motivação semelhante ao AdaGrad ao utilizar a
normalização sinal-ruído. No entanto, em vez de simplesmente adicionar os gradientes
quadrados para estimar Ai, essa abordagem usa a média exponencial. Ao usar a média
para normalizar em vez de agregar valores, o progresso não é retardado prematuramente
por um fator de escala Ai que aumenta constantemente. A ideia básica é usar um fator
de decaimento ρ ∈ [0, 1] e ponderar as derivadas parciais quadradas que ocorreram há
t atualizações anteriores por ρt. Isso é alcançado multiplicando o agregado atual ao
quadrado (isto é, estimativa em execução) por ρ e, em seguida, adicionando (1− ρ) vezes
a derivada parcial atual (ao quadrado). Portanto, se Ai é o valor exponencialmente médio
do i-ésimo parâmetro wi, a atualização de Ai é realizada conforme a Expressão 5.21.





; ∀wi ∈ W (5.21)
De forma semelhante ao algoritmo AdaGrad, a raiz quadrada de Ai para cada parâ-
metro é usada para normalizar seu gradiente. Então, a atualização do i-ésimo parâmetro
wi é mostrada na Expressão 5.22, considerando para a taxa de aprendizado α global.







; ∀wi ∈ W (5.22)
Apesar da introdução do hiperparâmetro ρ, empiricamente, o RMSProp mostrou ser
um algoritmo de otimização eficaz para redes neurais com muitas camadas [104].
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5.2.6 ADAM
O algoritmo de ADAM (ADAptive Moment estimation) [113] também usa uma norma-
lização sinal-ruído semelhante aos algoritmos AdaGrad e RMSProp vistos nas Seções
5.2.4 e 5.2.5. No entanto, ele pode ser visto como uma variante do algoritmo RMSProp
combinado com a técnica de momento clássico, com uma distinção importante: são in-
corporadas, em cada iteração de atualização dos parâmetros wi ∈ W , as estimativas de
momento de primeira e segunda ordem [104]. Isso proporciona ganho de eficiência no
processo de convergência da função de perda L, apesar do maior consumo de memória e
da necessidade de um fator de decaimento adicional.
Como no caso do algoritmo RMSProp, considera-se Ai como o valor exponencialmente
médio do i-ésimo parâmetro wi. Este valor é atualizado da mesma forma que no algoritmo
RMSProp, com o fator de decaimento ρ ∈ [0, 1], conforme mostrado na Expressão 5.21.
Ao mesmo tempo, um valor exponencialmente suavizado do gradiente é mantido para o
i-ésimo componente, sendo esse valor denotado por Fi. Esta suavização é realizada com
um fator de decaimento adicional ρf , conforme Expressão 5.23.





; ∀wi ∈ W (5.23)
Este tipo de suavização exponencial do gradiente com ρf é uma variação do método
do momento clássico (Seção 5.2.2), que é parametrizado por um parâmetro de atrito β,
ao invés de ρf [9]. Assim, a atualização do parâmetro wi, considerando uma taxa de
aprendizado dinâmica αe na e-ésima iteração (época), é mostrada na Expressão 5.24.
wi ⇐ wi −
αe√
Ai
Fi ; ∀wi ∈ W (5.24)
Portanto, existem duas diferenças principais em relação ao algoritmo RMSProp [9].
Primeiro, o gradiente é substituído por seu valor suavizado exponencialmente para incor-
porar o momento. Em segundo lugar, a taxa de aprendizado αe depende de uma taxa




1 + ρf e
)
(5.25)
O algoritmo ADAM é, frequentemente, utilizado para minimizar o problema de cálculo
do gradiente e otimização eficiente dos parâmetros de redes neurais [113]. Assim, ele é um
método que requer pouca memória, tem bom desempenho e converge rapidamente [114].
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5.2.7 NADAM
O algoritmo NADAM [114] incorpora o momento Nesterov, visto na Seção 5.2.3, ao al-
goritmo ADAM apresentado na Seção 5.2.6. O algoritmo ADAM original tem dois com-
ponentes principais: um componente de momento clássico e uma taxa de aprendizado
adaptativa. No entanto, o momento clássico pode ser considerado conceitualmente e
empiricamente como inferior ao algoritmo de Nesterov em relação a velocidade de conver-
gência e qualidade do aprendizado [114].
De forma semelhante aos algoritmos RMSProp e ADAM, considera-se Ai como o valor
exponencialmente médio do i-ésimo parâmetro wi, atualizado pelo fator de decaimento
ρ ∈ [0, 1]. Entretanto, essa atualização difere em relação a parametrização da derivada
parcial da função de perda L no cálculo do gradiente, assumindo a porção de momento
da atualização (wi + ρAi), conforme mostrado na Expressão 5.26.





; ∀wi ∈ W (5.26)
Ao mesmo tempo, considera-se Fi um valor exponencialmente suavizado do gradiente
para o i-ésimo parâmetro, atualizado pelo fator de decaimento ρf . A. Assim como ocorre
no cálculo de Ai, a atualização de Fi difere em relação a parametrização da derivada
parcial da função de perda L no cálculo do gradiente, assumindo a porção de momento
da atualização (wi + ρfFi), conforme mostrado na Expressão 5.27.





; ∀wi ∈ W (5.27)
De modo semelhante ao algoritmo ADAM, a atualização de cada parâmetro wi ∈ W
é realizada conforme Expressão 5.24. O cálculo da taxa de aprendizado dinâmica αe na
iteração/época e ocorre conforme Expressão 5.25.
5.3 Redes Neurais Recorrentes
Uma Rede Neural Recorrente (RNN) é uma especialização de rede neural artificial ade-
quada para análise de comportamento temporal dinâmico, no qual conexões entre nós
efetivamente formam um grafo direcionado [103]. Este tipo de rede neural deriva do con-
ceito de retropropagação de erros e possibilita a realização de tarefas antes inviáveis, como
o reconhecimento de escrita manual [102]. As RNNs possuem um estado interno (memó-
ria) que pode ser usado para armazenar informações relevantes e processar sequências de
dados temporais de comprimento variável [115], sendo que essa memória fica contida na
camada oculta.
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Alguns exemplos de aplicações de RNNs incluem reconhecimento de palavras e tradu-
ção entre idiomas, assim como problemas de previsão utilizando séries temporais [9].
5.3.1 Arquitetura RNN
A arquitetura RNN se baseia em uma rede multicamadas, assim como na rede tradicional
feed-forward (Seção 5.1.3). A diferença estrutural entre as duas redes reside no fato do
conjunto de ativações das unidades ocultas retornarem à rede juntamente com as entradas,
conforme a representação de arquitetura mostrada na Figura 5.6.
Figura 5.6: Representação da arquitetura da rede RNN com conexões diretas e de retorno,
adaptada de [12] e [13].
Na arquitetura, X(t) é o vetor de m entradas no tempo discreto t e Y (t+ 1) denota o
vetor de k saídas no tempo t+1. O vetor de entrada X(t) e o vetor de saídas com retardo
de um passo na camada oculta S(t) são concatenados para formar o vetor µ de tamanho
(m+n), no qual o i-ésimo elemento no tempo t é denotado por µi(t). Seja M o conjunto
de índices i para o qual xi em t é uma entrada externa e N denota o conjunto de índices
i para o qual si é a saída de uma unidade na rede também em t, então [13]:
µi(t) =
xi(t) se i ∈M,x ∈ Xsi(t) se i ∈ N, s ∈ S (5.28)
De forma semelhante, o vetor B(t) dos pesos das conexões de entrada e o vetor A(t) dos
pesos das conexões de retorno da camada oculta, ambos no tempo t, são concatenados
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para formar o vetor ν de tamanho (m + n), no qual o i-ésimo elemento no tempo t é
denotado por νi(t), conforme Equação 5.29.
νi(t) =
bi(t) se i ∈M, b ∈ Bai(t) se i ∈ N, a ∈ A (5.29)
Assume-se que a rede seja totalmente interconectada, portanto existemm×n conexões
diretas e n×m conexões de retorno. Sejam A, B e C as matrizes de pesos das conexões
recorrentes, das entradas e das saídas da rede, respectivamente, a atividade do neurônio




νi,j(t− 1)µi(t− 1) (5.30)
A saída do neurônio j na camada oculta é dada aplicando-se a função de ativação não
linear f(.), conforme mostrado na Equação 5.31 [13].
si(t) = f(rnnj(t)) (5.31)
A saída do neurônio k da camada de saída da RNN no tempo t, considerando a função
de ativação g(.), que pode ser igual à função f(.) em arquiteturas homogêneas, é dada






A Figura 5.7 mostra a arquitetura de uma RNN desdobrada para análise das entradas
nos tempos t − 2, t − 1 e t, na forma de um modelo de estados [14], onde A, B e C são
matrizes de pesos das dimensões de ativação, entrada e saída da unidade, respectivamente.
Figura 5.7: Arquitetura da rede RNN desdobrada no tempo [14].
Assumindo um modelo de estado s relacionado ao tempo t, a Equação 5.33 é definida
como segue. O valor θ é um deslocamento fixo das variáveis de entrada xt, sendo que f é
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a função de ativação da rede. Desse modo, o sistema pode ser visto como um sistema de
transição de estados dinâmico parcialmente observável [14], com st → st+1 que também é
impulsionado por forças externas xt.
s(t+ 1) = f(As(t) +Bx(t) + θ)
y(t) = g(Cs(t))
(5.33)
Normalmente, uma função não linear é usada como função de ativação [14] em uma
RNN. A função linear Rectified Linear Unit (ReLU), apresentada na Equação 5.34, pode
ser utilizada em abordagens mais simples. Entretanto, as funções sigmoidal logística e
tangente hiperbólica, representadas nas Equações 5.35 e 5.36, respectivamente, são as
funções de ativação comumente utilizadas em RNNs, assumindo que v = ∑wixi + b, wi
são os pesos dos valores xi de entrada do nó e b é uma constante.
φ(v) = max(v, 0) (Rectified Linear Unit (ReLU)) (5.34)
σ(v) = 11 + e−v (sigmoidal logística) (5.35)
tanh(v) = e
v − e−v
ev + e−v (tangente hiperbólica) (5.36)
As funções sigmoidal logística e tangente hiperbólica são utilizadas devido a não line-
aridade e simplicidade computacional de suas derivadas [116].
5.3.2 Redes LSTM
As RNNs usam conexões recorrentes para armazenar representações de eventos recentes
na forma de ativações (memória de curto prazo). Aprender a armazenar informações em
intervalos de tempo estendidos por retropropagação recorrente de erros geralmente leva
um tempo considerável. As redes neurais recorrentes Long Short Term Memory (LSTM)
introduziram um método eficiente baseado em gradiente descendente (Seções 5.1.4, 5.1.5,
5.1.6 e 5.2) para aprender informações em intervalos de tempo estendidos [117].
A arquitetura da rede LSTM é similar a da RRN tradicional (Seção 5.3.1) e sua
principal diferença reside no nó LSTM. A estrutura de nó LSTM mais comum, chamada
vanilla LSTM, originalmente definida por Graves e Schmidhuber [118], é apresentada na
Figura 5.8. A capacidade de adicionar ou remover informações do estado da célula é
regulada por estruturas denominadas portas. Elas são responsáveis por fazer com que
as informações mais relevantes prossigam através do nó. São compostas de uma função
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Figura 5.8: Nó LSTM utilizado nas camadas ocultas da rede neural [15].
de ativação sigmoidal logística (Equação 5.35) e de uma operação de multiplicação das
matrizes de pesos.
A estrutura apresentada na Figura 5.8 é composta por portas de entrada, de esque-
cimento e de saída. Além das portas, a estrutura conta com bloco de entrada de dados,
célula de “memória”, função de ativação e bloco de saída. Tanto o bloco de entrada
quanto o de saída da estrutura usam a função de ativação tangente hiperbólica (Equação
5.36). Existem conexões recorrentes do bloco de saída para o bloco de entrada e também
para cada uma das portas.
A ideia central por trás da estrutura LSTM é uma célula de memória, que pode manter
seu estado ao longo do tempo, e unidades não lineares denominadas de portas, que regulam
o fluxo de informações para dentro e fora da célula [15]. Inicialmente, a estrutura recebe
valores de entrada, das camadas anteriores, e valores recorrentes, das camadas posteriores,
que compõem um vetor único. É aplicada uma função de ativação tangente hiperbólica
(Equação 5.36), que ajuda a regular os valores no intervalo -1 e 1.
A porta de esquecimento (forget gate) permite que a estrutura LSTM redefina o seu
próprio estado em tarefas contínuas, cujo processamento trata de fluxos de entrada contí-
nuos sem que o término da sequência seja explicitamente delimitado [119]. A redefinição
de estado, em momentos apropriados, proporciona a retenção dos dados efetivamente re-
levantes em processos de aprendizado de longo prazo. Isso é possível graças ao uso da
função de ativação sigmoidal (Equação 5.35) pelas portas, que produz valores intervalo
entre 0 (descarte) e 1 (continuidade).
A porta de entrada define quais dados poderão ser inclusos ao estado atual da célula.
Os dados de entrada e recorrentes são passados por uma função sigmoidal, que define
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valores relevantes ou não. Nesse momento, o estado atual da célula é multiplicado (veto-
rialmente) pela saída da porta de esquecimento. Logo após, os dados adicionados passam
por uma função de ativação tangente hiperbólica (Equação 5.36) para ajudar a regular os
valores saída da rede, no intervalo entre -1 e 1.
Finalmente, a porta de saída influencia nos valores finais de saída resultantes da mu-
dança de estado atual. Novamente, uma função sigmoidal é utilizada, cujos valores são
multiplicados vetorialmente aos resultados processados pela célula, após a uma nova apli-
cação da função tangente hiperbólica. A saída da rede alimenta as conexões de saída para
as camadas posteriores e as recorrentes para as camadas anteriores.
A memória de longo prazo é incorporada pela alteração lenta dos pesos das conexões.
Assim como nas RNNs tradicionais, o treinamento é feito com algoritmos de cálculo
do gradiente descendente. Uma variação do algoritmo gradiente descendente estocástico
combinada com a técnica de cálculo do momento clássico é utilizada em [120], fazendo
com que a rede neural produza resultados com desempenho satisfatório, desde que os
pesos sejam inicializados corretamente. Como visto na Seção 5.2.2, a técnica de momento
clássico é utilizada para acelerar a “descida” ou redução do gradiente por meio do acúmulo






A precificação de recursos computacionais, mais especificamente de instâncias de máquinas
virtuais em provedores de computação em nuvem pública (Seção 2.5), é uma área de
pesquisa bastante promissora e trata de diversos aspectos a serem analisados e explorados.
Este capítulo apresenta um levantamento sobre as pesquisas relacionadas a esse tema,
com o objetivo de se identificar técnicas que proporcionem maior disponibilidade de re-
cursos em ambientes dinâmicos, ao menor custo possível para os usuários. Também são
considerados trabalhos que tratam da melhor eficiência na utilização da infraestrutura
computacional disponibilizada pelos provedores de computação em nuvem.
Para cada trabalho, são analisados o problema, a técnica utilizada e os resultados quan-
titativos e qualitativos obtidos, com vistas à identificação dos trabalhos mais relevantes da
literatura. Desse modo, na Seção 6.1 serão detalhados os trabalhos selecionados. Na Se-
ção 6.2, uma análise comparativa dos trabalhos é apresentada, considerando as principais
características identificadas.
6.1 Estado da Arte em Precificação
A seguir, serão analisados os trabalhos que representam o estado da arte em precificação
dinâmica de recursos no contexto de computação em nuvem.
6.1.1 Lee e co-autores (2011)
Lee e co-autores [26] publicaram em 2011 um dos primeiros trabalhos que analisa as ca-
racterísticas dos tipos de instância on demand da Amazon EC2. O objetivo do trabalho
era escalonar a execução de uma aplicação composta de tarefas independentes em um
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ambiente de nuvem heterogêneo e compartilhado. Em 2011, foram utilizados apenas 11
tipos de instâncias EC2 e, mesmo com esse número reduzido de instâncias, os autores
concluíram que a relação entre as variáveis preço, desempenho e quantidade de memória
RAM na Amazon EC2 é complexa. Eles sugerem uma abordagem denominada de Pro-
gressShare, que busca escalonar as tarefas em tipos diferentes de instâncias de forma que
cada uma receba sua parcela justa (ou fair) de recursos, proporcionando bom desempenho
da carga de trabalho como um todo.
A decisão de escalonamento de tarefas analisa diferentes combinações de tipos de
instância, considerando custo e desempenho destas combinações, de modo que o progresso
na execução das tarefas avance de forma uniforme em todas as instâncias participantes. No
estudo de caso, foram executadas tarefas de criptografia e ordenação de dados, de forma
paralela e independente, utilizando a ferramenta Apache Hadoop. A solução considerou
características da aplicação do usuário que possuem melhor afinidade com os propósitos
específicos das instâncias, como uso intensivo de CPU para execução de algoritmos de
criptografia. Como resultado, a sugestão de instâncias para cada aplicação proporcionou
alocação adequada dos recursos, indiretamente proporcionando menor tempo total de
execução e redução de custos, se comparada com uma abordagem genérica, ou seja, que
não considerasse as características da aplicação e das instâncias de computação em nuvem.
6.1.2 Zhang e co-autores (2012) - CloudRecommender
O CloudRecommender [27] usa uma abordagem declarativa baseada em ontologias com
dois objetivos principais: (a) unificar a especificação de tipo de instância de vários prove-
dores de nuvem e (b) sugerir instâncias on demand com preço razoável que respeitem os
requisitos das aplicações. Foram consideradas três características de instâncias em vários
provedores de nuvem: capacidade de processamento, largura de banda da rede e capa-
cidade de armazenamento. Usando os requisitos das aplicações e a ontologia definida, o
CloudRecommender seleciona instâncias que respeitam os requisitos e que oferecem custo
agregado mínimo para o usuário.
A contribuição mais relevante do trabalho consiste na definição de uma ontologia
que torna possível uma comparação objetiva entre instâncias de diferentes provedores de
nuvem, além do fato de classificar características qualitativas que são mais apropriadas
para determinados tipos de aplicações.
6.1.3 Ben-Yehuda e co-autores (2013)
No trabalho de Ben-Yehuda e co-autores [30], foram analisados os históricos de precifi-
cação de 8 diferentes tipos de instâncias spot do provedor de nuvem Amazon EC2, em 4
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regiões geográficas distintas e considerando 2 sistemas operacionais (Linux e Windows),
durante o período de novembro de 2009 até abril de 2010. Foi aplicado um mecanismo
de engenharia reversa sobre os preços spot praticados e os autores constataram que os
preços não eram orientados por um mecanismo de mercado até outubro de 2011, con-
forme alegava o provedor. Ao invés disso, os autores concluíram que os preços eram
gerados aleatoriamente a partir de um estreito intervalo de preços definido pelo provedor,
desconsiderando os lances oferecidos pelos usuários, de forma a evitar que as instâncias
fossem vendidas a um preço muito baixo e, ao mesmo tempo, dando a falsa impressão de
crescimento da demanda.
O trabalho utilizou resultados de simulação do modelo de preços definidos artifici-
almente pela Amazon e os comparou com simulações utilizando o modelo de mercado
baseado em leilões selados de (N + 1) preços (Seção 4.5). Desse modo, os autores conse-
guem comprovar que o histórico de preços publicado pelo provedor se assemelhava mais
ao modelo de preços artificiais do que ao modelo baseado em mercado. Outro achado
importante foi que os preços definidos artificialmente para as instâncias spot possuíam
correlação com os preços on demand.
Cabe ressaltar que a Amazon mudou a estratégia de preços, sendo que a partir de
2012 os autores constataram a utilização de um mecanismo de mercado baseado em leilão
na precificação de instâncias spot.
6.1.4 Javadi e co-autores (2013)
Em [29], Javadi e co-autores fazem uma análise estatística detalhada de várias instâncias
spot em quatro zonas diferentes, usando dados históricos fornecidos pela Amazon, de
fevereiro de 2010 a fevereiro de 2011. Os autores assumiram um modelo baseado em
mercado e consideraram duas variáveis: o preço spot em um determinado momento e
tempo inter-preço (ou seja, o tempo entre as mudanças de preços). Essa é a escolha
natural, pois a Amazon disponibiliza histórico de preços nesse formato [24]. Com isso, os
autores foram capazes de identificar correlações em termos de hora do dia e dia da semana.
O preço spot e os tempos inter-preço foram modelados como distribuições de Mistura de
Gaussianos (MoG) e essas distribuições foram usadas por um modelo de calibração para
identificação de tendências. A principal desvantagem deste estudo é que ele assume que
os preços spot são definidos por um modelo orientado a mercado, sem influência externa.
No período considerado pelos autores (de fevereiro de 2010 a fevereiro de 2011), esta
hipótese foi contrariada por Ben-Yehuda e co-autores (Seção 6.1.3), mostrando indicações
de preços artificialmente estabelecidos pela Amazon até outubro de 2011. Portanto, não
é claro que a distribuição MoG seja adequada.
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Javadi e co-autores [29] afirmam que a distribuição da Mistura de Gaussianos (MoG)
produz melhores aproximações de preços no modelo spot da Amazon, enquanto Karunaka-
ran e Sundarraj (Seção 6.1.7) argumentam que a distribuição lognormal é mais adequada.
Como pode ser visto, não há consenso sobre qual distribuição usar e não há indicação de
que uma única distribuição se encaixe no modelo de mercado spot como um todo.
6.1.5 Tanaka e Murakami (2014)
A pesquisa de Tanaka e Murakami [42] propõe solução para o problema de seleção de
serviços disponíveis em computação em nuvem no modelo SaaS, com o objetivo de obter
a melhor composição de serviços que atenda aos requisitos de preço máximo e qualidade
mínima definidos pelo usuário. Na modelagem, o usuário define sua aplicação como um
workflow de serviços abstratos, sendo que cada serviço abstrato é implementado por um
grupo ou cluster de serviços concretos. Com base nos requisitos de nível mínimo de
qualidade de serviço da aplicação e preço máximo que o usuário está disposto a pagar, os
serviços concretos são selecionados para cada serviço abstrato que faz parte do workflow.
Para a interação entre usuários e provedores, é descrito um modelo de mercado com
base em leilão invertido ou pregão (Seção 4.5). De um lado, os provedores oferecem
seus serviços a um determinado preço e qualidade. De outro, os usuários selecionam
a combinação dos dois e pagam o preço proposto. O provedor obtém lucro quando o
preço pago pelo serviço ofertado é superior ao seu custo e inferior aos demais serviços
ofertados. Neste caso, é adotado o mecanismo Vickrey-Clarke-Groves (VCG), que foi
objeto de estudo na Seção 4.6, no qual a estratégia dominante para o provedor de serviço
consiste em reportar o custo real do seu serviço. Assim, a pesquisa utiliza o mecanismo
VCG para mercado de serviços e propõe um algoritmo de programação dinâmica, cujo
objetivo é a melhoria de desempenho para seleção de recursos e cálculo de pagamentos a
serem realizados.
A avaliação na seleção de serviços e o cálculo de pagamentos é feita considerando
os critérios de tempo de execução para finalização do processo e taxa de sucesso da
composição de serviços. Os tempos de execução são investigados em função do número
de clusters de serviços e do número de serviços concretos, que variam de 5 até 100. Ao
final, é feita uma comparação da solução com o modelo de preço fixo, que mostra que
a diminuição da taxa de lucro leva ao aumento da taxa de sucesso da seleção de uma
composição. É mostrado também o equilíbrio da utilidade do sistema, que considera
tanto a função do usuário (eficiência na utilização dos recursos) quanto a do provedor
(lucro).
72
6.1.6 Huang e co-autores (2015) - Cumulon
Cumulon [28] é um sistema em nuvem que executa tarefas únicas e workflows de longo
prazo, compostos de várias tarefas independentes. A solução primeiramente compõe um
plano de execução básico usando apenas instâncias on demand e o otimiza criando um
plano alternativo que usa instâncias spot adicionais. O objetivo é reduzir o custo financeiro
geral e respeitar uma tolerância ao risco de indisponibilidade definida pelo usuário, sendo
que tolerância ao risco somada à disponibilidade deve ser igual a 1 (um).
Os autores definem um modelo de preço de mercado e usam-no para estimar quais
tipos de instâncias spot devem ser usadas em um determinado período de tempo. Mesmo
que os autores afirmem que há periodicidade diária e semanal nas variações do preço, eles
usam um modelo não periódico para coletar e analisar os resultados experimentais. A
avaliação considera, por exemplo, o custo de conclusão da tarefa do usuário, o tempo de
espera e a quantidade de interrupções para cada tipo de instância.
6.1.7 Karunakaran e Sundarraj (2015)
Karunakaran e Sundarraj [31] discutem quatro estratégias de lances para o mercado de
leilões spot da Amazon, considerando a execução de jobs de longa duração (≥ 50 horas).
Uma distribuição lognormal é usada para simular preços spot. Neste estudo, os autores
mostram que os lances que são muito baixos ou muito próximos do preço on demand
não proporcionam um bom equilíbrio entre o preço pago e o número de interrupções na
execução. Eles sugerem que os valores intermediários entre esses dois extremos devem ser
usados.
Além de analisar estratégias de lances a serem adotadas pelo usuário, a pesquisa analisa
a influência do preço de lance no custo total de processamento, considerando diversos tipos
de instâncias. É analisada também a influência no tempo de espera e na quantidade de
interrupções no processamento. As estratégias sugeridas podem ser utilizadas em tipos
específicos de aplicações, como webcrowling ou processamento analítico de dados [31].
6.1.8 Singh e co-autores (2015)
Singh e co-autores [32] propõem uma solução de previsão de preço spot para lances de
curto prazo (1 dia à frente) e médio prazo (5 dias à frente). A solução usa uma técnica
de otimização que emprega o algoritmo gradiente descendente tradicional (Seção 5.1.4)
para prever o preço spot por hora. Os dados brutos são, em primeiro lugar, submetidos a
um procedimento de normalização e de cálculo de média de preços por hora. O conjunto
de dados de aprendizagem é composto pelas médias de preço das últimas 24 horas e
pelas médias dos últimos 3 meses com relação à mesma hora a ser prevista. O algoritmo
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gradiente descendente calcula os parâmetros de peso para os dois componentes de média
de preço usados para a previsão.
Na avaliação experimental, os autores utilizaram os dados do histórico de preços de
janeiro a abril de 2014 para o tipos de instâncias m1.large, m2.2xlarge e g2.2xlarge, nas
regiões ap-southeast, sa-east e us-west. A métrica de avaliação utilizada para a previsão
de preços foi o erro médio absoluto percentual ou Mean Absolute Percent Error (MAPE),
cujos erros calculados resultaram em valores próximos a 9,4% para curto prazo e menos
de 20% para previsões de médio prazo.
6.1.9 Lucas-Simarro e co-autores (2015)
Na pesquisa realizada por Lucas-Simarro e co-autores [33], é proposto um algoritmo de es-
calonamento capaz de tomar decisões baseadas em diferentes mecanismos de precificação.
No caso específico de precificação dinâmica, o algoritmo considera a previsão de preços
das VMs no próximo período, com o objetivo de minimizar o custo total de infraestrutura
computacional para o usuário. Para isso, são utilizadas técnicas de médias móveis (Seção
4.3) para previsão de preços: média móvel simples ou Simple Moving Average (SMA), que
usa dados passados para obter o melhor preço médio em um único momento, mas que
não considera tendências de preços; média móvel ponderada ou Weighted Moving Ave-
rage (WMA), que supera a SMA, permitindo valorizar dados mais recentes, atribuindo
diferentes pesos a esses dados; média móvel exponencial ou Exponential Moving Average
(EMA), bastante semelhante à WMA, sendo que os pesos atribuídos diminuem em pro-
gressão exponencial, ao invés de progressão aritmética.
A solução também considera restrições de desempenho, tais como quantidades mínimas
de CPUs virtuais ou tamanho mínimo de memória; restrições de localização, que limitam
à utilização de um determinado tipo de provedor; e restrições de unidade, que determinam
a quantidade de tipos específicos de instâncias que devem ser utilizadas. Nas avaliações
feitas, a técnica EMA proporcionou os melhores resultados, considerando o modelo de
precificação spot do serviço Amazon EC2.
6.1.10 Ouyang e co-autores (2016) - SpotLight
O SpotLight [34] tem como objetivo auxiliar os usuários em compreender a dinâmica das
políticas de precificação de computação em nuvem. Os autores propõem uma abordagem
de sondagem ativa para monitorar a disponibilidade de instâncias on demand e spot
do provedor AWS. Com esta abordagem, o SpotLight solicita a instância à Amazon e
marca como "disponível", se a solicitação for concedida (passo 5 na Seção 2.5.2), ou "não
disponível", caso contrário. Embora essa abordagem possa fornecer uma fotografia precisa
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da disponibilidade das instâncias, a desvantagem óbvia é que a sondagem incorre em um
custo financeiro. Para reduzir esse custo, os intervalos de monitoramento são definidos
dinamicamente pelo usuário.
O trabalho aponta indícios de que o provedor coloca à disposição, para determinado
tipo de instância, um pool de tamanho único para os tipos de precificação reserved, on
demand e spot. Os autores também encontraram indícios de que a disponibilidade de
instâncias spot segue tendência inversa a de instâncias on demand, o que está de acordo
com a tese de que os mecanismos de precificação são complementares.
Finalmente, o trabalho indica que a premissa de que uma aplicação sempre pode
utilizar instâncias on demand, como solução para tolerância a falhas no caso em que um
servidor spot for revogado, não está correta. Isso porque revogações de instâncias spot mui-
tas vezes correlacionam-se com períodos de indisponibilidade em instâncias on demand,
quando há necessidade de provimento de instâncias reserved contratadas previamente ou
quando o provedor atinge valores próximos à capacidade física de provisionamento.
6.1.11 Li e co-autores (2016)
O trabalho de Li e co-autores [121] fornece uma pesquisa extensiva sobre preços spot,
considerando 61 artigos e mostrando os benefícios e limitações da precificação do provedor
AWS. Os autores também afirmam que, posteriormente ao ano de 2011, os preços spot
parecem não observar nenhuma lei e são totalmente incertos, dando a evidência de que,
de fato, a partir do final desse ano os preços seguem um modelo orientado a mercado.
A pesquisa classifica os artigos que tratam do modelo de precificação spot de acordo
com quatro tipos de teorias: (a) teoria descritiva, que fornece uma descrição dos preços
com base em observações e análises estatísticas, considerando mecanismo de precificação
como uma caixa preta; (b) teoria explicativa, que esclarece o problema de precificação
spot, assim como as causas para as variações de preço com base em um mecanismo de
mercado e leilões (Seção 4.5); (c) teoria preditiva, abordando a simulação de preços sem
ter ciência dos detalhes causais de oferta e demanda, cujo mecanismo gerador também é
compreendido como uma caixa preta; e (d) teoria prescritiva, que fornece uma prescrição
explícita (por exemplo, métodos, técnicas, princípios, funções ou uma combinação deles)
para funcionamento do mecanismo de preços spot. Na primeira classificação (descritiva),
há uma predominância no uso de técnicas estatísticas. Na segunda (explicativa), são
utilizados mecanismos modelagem econômica e teoria de jogos. Na terceira classificação
(preditiva), são utilizados principalmente modelos de regressões, séries temporais (Seção
4.2) e técnicas de machine learning, de forma predominante as redes neurais artificiais
(Seção 5.1). Na última classificação (prescritiva), são utilizados mecanismos de mercado,
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análises estatísticas, soluções de otimização e métodos econômicos baseados em equilíbrio,
como teoria de jogos (Seção 4.4).
Como importantes conclusões da pesquisa, podem ser destacadas as evidências de
que o modelo de precificação dinâmica, no caso spot, é mais eficiente quanto à utilização
de infraestrutura ociosa do que os modelos de precificação estática, contribuindo para
uma melhor definição do valor de mercado dos recursos disponibilizados. A consequência
direta desse fato é que o modelo dinâmico proporciona maior lucro ao provedor, em
função da utilização mais eficiente dos recursos computacionais. Além disso, proporciona
a oferta de recursos mais baratos ao usuário, caso o mesmo esteja preparado para possíveis
interrupções na execução de sua aplicação.
6.1.12 Agarwal e co-autores (2017)
O artigo de Agarwal e co-autores [44] apresenta uma das primeiras abordagens de uso
das redes neurais LSTM (Seção 5.3.2) para previsão de preços spot. O trabalho usa
uma configuração de rede com apenas uma camada de nós LSTM. A média de todas
as variações de preço durante um dia foi considerada para separar as etapas de tempo
uniformemente na etapa de treinamento.
Neste trabalho, foram considerados dados históricos de preços de 6 tipos de instância,
de março a abril de 2017. A proporção de dados de aprendizagem e teste foi de 67% e 33%,
respectivamente. Os resultados mostram um erro de 1% a 8,6% para os tipos de instância
avaliados. Os autores ainda argumentam sobre a obtenção de melhores resultados na
previsão de preços spot utilizando redes LSTM em comparação com outras abordagens,
como a aplicação do algoritmo de otimização gradiente descendente (Seção 5.1.4) e o uso
de redes neurais tradicionais de alimentação direta (Seção 5.1.2).
6.1.13 Wolski e co-autores (2017) - DrAFTS
No trabalho de Wolski e co-autores [35], o objetivo consiste em definir uma sugestão de
lance para o usuário de computação em nuvem spot da Amazon, de forma a garantir uma
duração fixa de tempo de execução com uma determinada probabilidade associada. É
aplicada uma técnica de previsão ao histórico de preços denominada DrAFTS (Durability
Agreements from Time Series), que utiliza série temporal (Seção 4.2) para obtenção da
estimativa de disponibilidade da instância. O valor de lance mínimo é ajustado de forma a
garantir uma disponibilidade da instância spot por, pelo menos, 55 minutos, com confiança
de 95%.
Na realização dos testes, foram usados dados de histórico de preços spot de diversos
tipos de instâncias e regiões/zonas de disponibilidade. Nos resultados para o período de
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outubro a dezembro de 2016, a economia de custo chegou a 68,53% em comparação com
preços sob demanda.
6.1.14 Al-Theiabat e co-autores (2018)
Em [36], o problema de previsão de preço spot é estudado a partir da comparação do
modelo estatístico ARIMA (Seção 4.2) com uma abordagem de redes neurais LSTM (Seção
5.3.2). A arquitetura da rede é composta por 3 camadas: uma camada de entrada, uma
camada LSTM oculta com 100 nós e uma camada densa de saída da rede. O algoritmo
ADAM (Seção 5.2.6) é utilizado para o cálculo dos gradientes no processo de otimização
dos pesos das conexões dos nós LSTM.
Os autores analisaram 3 meses de histórico de precificação spot de 4 tipos de instância
(c3.2xlarge, c1.xlarge, m4.large e c3.4xlarge) em diferentes regiões, no período de dezem-
bro de 2017 a março de 2018. Note que, nesse período, a Amazon já havia simplificado o
seu modelo de mercado spot (Seção 6.1.19). A conclusão é que a abordagem LSTM su-
pera o modelo estatístico, obtendo menor erro com as funções de erro Root Mean Squared
Error (RMSE), Mean Absolute Percentage Error (MAPE) e Mean Absolute Scaled Error
(MASE).
6.1.15 Baughman e co-autores (2018)
O trabalho de Baughman e co-autores [25] aborda a previsão de preços spot para o cálculo
de garantias de durabilidade da instância. Os preços spot são tratados como uma série
temporal (Seção 4.2) e uma arquitetura híbrida composta de duas camadas LSTM (Seção
5.3.2), cada uma com 32 nós de largura, mais uma camada densa, é usada para realização
das previsões de preços.
O algoritmo ADAM (Seção 5.2.6) e a sua variação NADAM (Seção 5.2.7), são utiliza-
das, sendo que o cálculo da função MSE é a métrica de erro. Os resultados comparados a
um modelo de regressão ARIMA (Seção 4.2) mostram que a arquitetura LSTM proposta
fornece bons resultados, com baixo erro de estimativa. As desvantagens da rede LSTM,
no entanto, são a necessidade de um tempo de treinamento extenso (∼ 13 horas) e o fato
de as análises ficarem restritas aos dados do histórico de preços para um mês (setembro
de 2016), considerando unicamente a instância c3.2xlarge.
6.1.16 Sharma e co-autores (2018)
A solução denominada SpotCheck, proposta por Sharma e co-autores [37], propõe uma
camada IaaS que oferece a ilusão de VMs sempre disponíveis, por um preço próximo ao
preço spot. Para isso, as instâncias on demand (sobressalente) e spot são criadas em um
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pool de instâncias, e várias instâncias sobressalentes são mantidas para a redução dos
custos de migração.
Três políticas de alocação são formuladas, uma priorizando a redução de custo, outra
o aumento da disponibilidade e uma terceira política que reduz as revogações simultâneas
ao alocar instâncias em vários pools, permitindo que uma instância seja usada por um
ou mais usuários simultaneamente. Os resultados mostram que usar mais de um pool
contribui para reduzir o preço total pago. No entanto, a introdução de uma camada de
virtualização adicional entre usuário e provedor pode levar a sobrecarga de processamento
não desprezível e possíveis problemas dependência tecnológica.
6.1.17 Shastri e Irwin (2018)
O objetivo do trabalho de Shastri e Irwin [38] consiste em identificar tendências de longo
prazo para o mercado spot. Os autores afirmam que uma única distribuição não é capaz
de modelar todo o mercado spot e propõem uma métrica agregada (índice de preço) para
toda uma família de instâncias ou região. Esta métrica é baseada na variação de preços
da instância combinada com o número de núcleos virtuais e capacidade de memória. Para
selecionar uma instância, é calculado o valor de ganho financeiro a partir do preço definido
pelo índice em relação ao preço real de uma única VM.
O trabalho também explora possibilidade de migrações de instâncias, considerando
aspectos como a diminuição de custos, o aumento de disponibilidade ou requisitos ba-
lanceados. No último caso, a variabilidade de preço e a disponibilidade da instância são
combinadas usando o índice de Sharpe [122], que é uma métrica financeira usada para
o entendimento do retorno de um investimento em relação ao seu risco. Os resultados
de testes com aplicações de longa duração (até 6 meses), utilizando tipos de instâncias
m4.large, m4.2xlarge, c4.2xlarge e r4.xlarge, em diversas regiões e zonas de disponibili-
dade, no decorrer do ano de 2017, mostram que a abordagem pode atingir disponibilidade
de até 99% pelo preço médio da instância spot no período.
6.1.18 Wang e co-autores (2018)
O trabalho de Wang e co-autores [39] propõe preditores de preço para o mercado spot da
Amazon com base em um conjunto de características relacionadas à utilização do tipo de
instância, como tempo de vida médio (up time), preço médio, revogações simultâneas (ins-
tâncias que podem ser encerradas simultaneamente devido a falhas de lance coincidentes)
e tempo de instância para iniciar (time to start).
A dimensão temporal (janela deslizante de curto prazo) e a dimensão espacial (região
e zona de disponibilidade) são consideradas na definição dos preditores. O modelo se
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baseia no problema de otimização que visa minimizar o custo de execução da aplicação,
considerando penalidades no caso de falhas de valores de lances abaixo do preço spot.
Usando os tipos de instância m3.2xlarge, c3.4xlarge, r3.xlarge e r3.2xlarge, em quatro
regiões, ao longo do período de março a junho de 2017, os resultados mostram menos
falhas de lance com preços ligeiramente mais altos do que uma abordagem ótima, em que
os lances acompanhariam os valores exatos da variação de preço spot.
6.1.19 Wolski (2018), Baughman e co-autores (2019)
Nos trabalhos de Wolski e co-autores [123] e Baughman e co-autores [124], a mudança no
mecanismo de precificação de instâncias spot da Amazon é estudada. Após esta alteração,
ocorrida em novembro de 2017, verificou-se uma diminuição significativa do número de
variações de preços, efeito conhecido como “suavização de preços”.
Outra mudança significativa reside no fato de que o valor de lance mínimo do usuário
pela instância desejada passa a ser opcional, ainda que os preços sejam variáveis e definidos
com base em um modelo de mercado suavizado. Os autores concluem que a previsão
de lances para instâncias spot continua sendo útil. No entanto, como a sistemática de
funcionamento do mercado spot foi alterada, as técnicas propostas antes da mudança
devem ser avaliadas no novo mercado e, possivelmente, adaptadas a ele.
Os trabalhos comparam histórico de preços entre os períodos de agosto a novembro de
2017 (antes da mudança) e de dezembro de 2017 a fevereiro de 2018 (após a mudança).
Os autores concluem também que a mudança causou um aumento não desprezível nos
preços médios e uma redução na confiabilidade das instâncias spot. Além disso, os autores
revisam técnicas probabilísticas para previsão de preços e disponibilidade de instâncias,
como a proposta analisada na Seção 6.1.13.
6.1.20 Liu e co-autores (2019)
Um algoritmo de previsão de preços spot associado a um tempo mínimo de disponibilidade
da instância é proposto por Liu e co-autores [40]. Os preços previstos são obtidos por
uma técnica ARIMA (Seção 4.2) para selecionar recursos baratos e estáveis. O trabalho
também se concentra em obter um intervalo mínimo de tempo antes da revogação para
evitar a migração frequente de instâncias.
Assim sendo, foram considerados nos testes variações de preços durante o período de
abril a julho de 2016, ou seja, antes da mudança no modelo spot. Os resultados mostraram
que a previsão de preços spot e a suposição de intervalo mínimo de disponibilidade podem
ser objetivos complementares, podendo alcançar economias de 5% a 20% em relação ao
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modelo de precificação sob demanda, considerando 12 tipos de instância na região leste
dos Estados Unidos.
6.1.21 Lu e co-autores (2019)
No trabalho de Lu e co-autores [125], é analisado o problema de previsão do preço de
reciclagem de recursos renováveis. É um problema típico de previsão com séries temporais
(Seção 4.2), pois o preço tende a ser instável e não linear, com tendência de longo prazo
e volatilidade de curto prazo, simultaneamente.
Os autores propõem um modelo de análise de tendências utilizando séries temporais e
redes neurais recorrentes. A abordagem divide o problema em duas partes: (a) análise de
tendência, que fornece uma estimativa do preço usando médias móveis (Seção 4.3), e (b)
previsão de preço e análise de erro residual, que usa uma rede LSTM (Seção 5.3.2) para
melhorar a solução. A rede utilizada uma única camada LSTM com 16 nós e o algoritmo
ADAM (Seção 5.2.6).
Os resultados mostram erro RMSE 72,19% menor em comparação com o uso da técnica
Support Vector Regression (SVR) e 76,80% menor do que a rede neural LSTM de nó único,
para a previsão diária do preço da sucata durante o período de agosto de 2015 a abril de
2019 em Suzhou, China.
6.1.22 Mishra e co-autores (2019)
No trabalho de Mishra e co-autores [41], uma abordagem de série temporal (Seção 4.2)
combinada com análise probabilística é usada para previsão de curto prazo (em segundos
ou minutos) de preços spot. O algoritmo proposto considera as probabilidades de transição
de preço, a partir do histórico de preços observado, para prever o próximo preço.
O trabalho possui seu foco na minimização do Mean Absolute Percent Error (MAPE).
Dados históricos de 6 tipos de instância de diferentes regiões, de agosto a outubro de 2017,
são usados para avaliar a técnica, com MAPE igual a 7,72% para o melhor caso.
6.1.23 Baig e co-autores (2020)
No artigo [45], Baig e co-autores propõem um método para identificar dinamicamente
o melhor tamanho de janela deslizante (Seção 4.3) para treinar o modelo de predição
para estimar a utilização de recursos de um data center. Eles aplicam uma abordagem de
aprendizado com base em RNNs (Seção 5.3) para selecionar de forma adaptativa a melhor
janela de observação e minimizar o erro da estimativa.
A configuração da rede possui 4 camadas ocultas com 23, 15, 10 e 5 nós, com ReLU
(Seção 5.3.1) como função de ativação, ADAM (Seção 5.2.6) como algoritmo de otimização
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e MSE como métrica de erro. O conjunto original de dados é dividido em subconjuntos
com 80% e 20% de tamanho para fins de treinamento e avaliação, respectivamente. São
realizadas 500 épocas de treinamento. Os experimentos mostraram que as janelas adap-
táveis, variando de 5 a 30 observações anteriores, melhoraram a precisão da previsão de
utilização dos recursos da CPU de 16% para 54%, produzindo melhores resultados em
comparação com janelas fixas e técnicas como regressão linear/polinomial, SVR e outras
técnicas de previsão.
6.1.24 Khandelwal e co-autores (2020)
Na abordagem utilizada por Khandelwal e co-autores [46], é apresentado um modelo de
previsão de preços spot para auxiliar os usuários de computação em nuvem na definição
de lances. O estudo compara a precisão de abordagens de aprendizado de máquina, como
SVR, RNN (Seção 5.3) e Regression Random Forest (RRF).
Na análise foram considerados 10 tipos de instâncias otimizadas para computação,
em 8 regiões geográficas diferentes, no período de abril de 2015 a março de 2016, para
avaliação de previsões de um dia e uma semana de antecedência. A abordagem usa
conjuntos de dados históricos de preços de 7 dias para o treinamento.
Os resultados mostram que RRF apresenta melhor precisão e menor tempo de treina-
mento do que outras abordagens, com MAPE ≤ 10% para um dia e MAPE ≤ 15% para
previsões de uma semana de antecedência. Como aspecto negativo, incide o fato de que
as análises ficaram restritas a instâncias de um único propósito de utilização (otimizadas
apenas para computação), além considerar tipos de instâncias de gerações antigas e um
período de tempo anterior à mudança no mercado spot.
6.2 Análise Comparativa
Nesta seção, são apresentados, resumidamente, objetivos, técnicas e parâmetros utilizados
pelos mecanismos de precificação, com vistas em comparar os diversos trabalhos analisados
na Seção 6.1. Na primeira coluna da Tabela 6.1, são relacionados os trabalhos publicados e
os anos de publicação, sendo que foram analisados somente trabalhos a partir de 2011, ano
em que o mecanismo de precificação spot da Amazon foi proposto como um mecanismo
de mercado, conforme mencionado em [121].
Em seguida, na segunda coluna da Tabela 6.1, são mostrados quais mecanismos de
precificação foram abordados pelo trabalho em questão, se on demand ou spot, ou se ambos
os mecanismos. Os principais objetivos de cada trabalho são apresentados na terceira
coluna. A quarta coluna exibe uma classificação das técnicas utilizadas, objetivando
agrupar os trabalhos que usam técnicas estatísticas (EST), modelos econômicos (ECO),
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machine learning (ML) ou outras (OUT). As técnicas propriamente ditas de cada trabalho
são apresentadas na quinta coluna. Na sexta coluna são exibidos os parâmetros de análise
utilizados pelas técnicas de cada trabalho.
Na última coluna da Tabela 6.1, os trabalhos são classificados de acordo com o com-
portamento do mercado spot considerado, sendo o tipo 1 referente ao mercado artificial
(antes de 2011), tipo 2 referente ao mercado real (de 2011 até novembro de 2017) e tipo
3 referente ao mercado suavizado (de dezembro de 2017 em diante). Essa análise foi
feita observando, principalmente, as datas dos históricos de precificação das instâncias
analisadas em cada trabalho.
Inicialmente, em 2011 e 2012, são analisados trabalhos sobre precificação on demand
e sua relação com parâmetros de infraestrutura. Normalmente, os parâmetros analisados
possuem correlação com o preço em razão do tipo de instância disponibilizada para co-
mercialização pelo provedor. Por exemplo, instâncias de propósito geral com quantidades
expressivas de memória e processador são comercializadas com preços maiores do que
instâncias com configurações mais simples. Outro fator que impacta no preço é utiliza-
ção da instância para um propósito específico, como uso intensivo de memória ou CPU.
Após o ano de 2017, houve uma concentração muito grande das pesquisas no modelo
de precificação spot. Em relação aos trabalhos que abordam esse modelo de precifica-
ção, os principais parâmetros considerados são relacionados ao histórico de preços, que é
disponibilizado pela Amazon para os últimos 3 meses (preços e datas).
Os trabalhos de Li e co-autores [121] (Seção 6.1.11) e de Lu e co-autores [125] (Seção
6.1.21) não são apresentados na Tabela 6.1, uma vez que o primeiro trata de uma pesquisa
ampla sobre publicações relacionadas à precificação spot e o segundo não trata diretamente
desse mercado. Os trabalhos de Wolski e co-autores [123] e Baughman e co-autores [124]
(Seção 6.1.19) também não são apresentados na Tabela 6.1, uma vez que tratam da
mudança de preços do modelo spot ocorrida no final do ano de 2017.
As técnicas aplicadas nos trabalhos variam muito. Elas compreendem probabilidade
e estatística, modelagem de leilões, otimização combinatória, séries temporais, redes neu-
rais artificiais e outras técnicas de machine learning. Diversos trabalhos utilizam análise
estatística combinada com outras técnicas. A modelagem de séries temporais e o uso de
redes neurais, principalmente redes LSTM, são as técnicas predominantes para a previsão
de preços spot recentemente. As técnicas utilizadas nesta Tese (estatística, médias móveis
com janelas deslisantes e redes neurais LSTM) são, certamente, as mais utilizadas no
cenário de pesquisa sobre precificação em computação em nuvem.
A análise do mercado spot (última coluna da Tabela 6.1) aponta que maioria dos
trabalhos refere-se ao modelo de mercado puro (fase 2). Alguns trabalhos recentes ainda
usam dados desse modelo de mercado. Apenas o trabalho de Al-Theiabat e co-autores
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(Seção 6.1.14) efetivamente analisa histórico de precificação de instâncias spot após 2017,
ou seja, no modelo de mercado spot suavizado da Amazon. Esse trabalho se destaca
também pela comparação de técnicas estatísticas e de machine learning aplicadas ao
problema de previsão de preços no mercado spot.
Apesar de não tratar especificamente o mercado spot da Amazon, outro trabalho que
também se destaca pela utilização da técnica de médias móveis combinada com redes
neurais LSTM é o de Lu e co-autores (Seção 6.1.21). O objetivo de uso da rede neural é
bastante diferente das demais abordagens e não trata da previsão de preços, mas sim da
análise residual (erro) e de sua influência.
Ao nosso conhecimento, não há trabalho semelhante na literatura que usa as técnicas
estatísticas, econômicas e de machine learning de forma complementar e em momentos
diferentes, ou seja, para identificação de tendências e sugestão de preço máximo, com o
objetivo de dar ao usuário de computação em nuvem os subsídios necessários para análise
de custos e disponibilidade de instâncias spot da Amazon.
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Tabela 6.1: Comparação entre os trabalhos sobre precificação em computação em nuvem.
Ref. Precifi- Objetivo Grupo Técnica Parâmetros Mer-
(Ano) cação cado
[26] on demand escalonamento de tarefas OUT delay scheduling, preço, memó- 1
(2011) em nuvem IaaS progress share ria RAM
[27] on demand seleção de instâncias OUT ontology reasoning CPU, rede, 1
(2012) virtuais de acordo com preço, arma-
requisitos da aplicação zenamento
[30] spot modelagem do mercado EST análise de série temporal, preço, data 2
(2013) spot simulação, distribuição de
Pareto
[29] spot modelagem do mercado EST análise de série temporal, preço, data 2
(2013) spot análise estatística (MoG),
modelagem de mercado
[42] extensível seleção de serviços com ECO mecanismo de mercado qualidade, -
(2014) a spot base em restrições de baseado em leilões VCG preço, data
custo e qualidade
[28] on demand, leilão por instâncias ECO análise de série temporal, preço, data 2
(2015) spot spot e modelagem de mercado,
[31] spot estratégias de leilão EST análise de série temporal, preço, data 2
(2015) por instâncias análise estatística
spot (lognormal)
[32] spot leilão por instâncias ML análise de série temporal, preço, data 2
(2015) spot algoritmo de otimização
gradient descending
[33] on demand, escalonamento de EST análise de série temporal, preço, data, 2
(2015) spot instâncias com médias móveis (simples, CPU, memó-
restrições ponderada e exponencial) ria RAM
[34] on demand, modelagem do mercado ECO simulação e monitoramento preço, data 2
(2016) spot spot de mercado
[44] spot previsão de preços ML redes LSTM preço, data 2
(2017) spot
[35] spot estimativa de lance EST série temporal, probabi- preço, data 2
(2017) e disponibilidade lidade e estatística
[36] spot previsão de preços ML redes LSTM preço, data 3
(2018) spot
[25] spot previsão de preços ML redes LSTM preço, data 2
(2018) spot
[37] spot garantia de EST paralelismo, redundância preço, data 2
(2018) disponibilidade e tolerância a falhas
[38] spot identificação de ECO indicadores financeiros e preço, data 2
(2018) tendências modelagem de riscos
[39] spot previsão de preços ECO modelagem de série preço, data, 2
(2018) spot temporal start/uptime
[40] spot previsão de preços EST análise estatística e preço, data 2
(2019) spot série temporal
[41] spot previsão de preços EST análise estatística e preço, data 2
(2019) spot série temporal
[45] extensível utilização de EST análise estatística e histórico -
(2020) a spot infraestrutura & ML redes LSTM de uso








Precificação On demand e Spot
A contribuição inicial da Tese consiste na modelagem estatística das precificações on de-
mand e spot, que são utilizadas por provedores de computação em nuvem pública para
provimento de instâncias de máquinas virtuais. A primeira modelagem teve como obje-
tivo determinar a influência das características de processador e memória na composição
do preço on demand, considerando diferentes tipos de instância dos provedores AWS (Se-
ção 3.2.1) e GCP (Seção 3.3.1). A segunda modelagem objetivou determinar uma faixa
razoável de lances para instâncias disponíveis no modelo de precificação dinâmica spot da
AWS (Seção 3.2.3), de modo que o usuário de computação em nuvem conseguisse estimar
a disponibilidade da instância em relação ao seu custo previsto. Nesse estudo, foram
utilizados dados de 2016 e, portanto, o modelo de mercado real foi considerado
O restante deste capítulo possui a seguinte estrutura. A Seção 7.1 apresenta a modela-
gem estatística da precificação on demand. A modelagem da precificação spot é detalhada
na Seção 7.2. Ao final deste capítulo, na Seção 7.3, são apresentadas as considerações finais
sobre as modelagens estatísticas realizadas.
7.1 Modelagem da Precificação On demand
Conforme discutido na Seção 3.1.1, a precificação on demand é considerada estática,
uma vez que as instâncias são comercializadas a um preço fixo, dependendo do tipo de
instância. O custo final para o usuário considera esse preço e o tempo de utilização da
instância. O usuário tem a garantia de que a instância não será revogada pelo provedor,
ou seja, a instância é permanente, o que torna o seu custo elevado se comparado com
outras estratégias de precificação.
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7.1.1 Modelagem Estatística Aplicada
Inicialmente, é analisada a relação entre custo, número de núcleos (ou cores) de proces-
samento e quantidade de memória dos diversos tipos de instâncias on demand oferecidas
por dois provedores de nuvem pública, de maneira a gerar informações que auxiliem tanto
os usuários na seleção do tipo da instância, quanto os provedores de nuvem no estabele-
cimento do custo de novos tipos de instância.
Do ponto de vista do provedor de nuvem, o estabelecimento da relação na Equação 7.1
busca contribuir para o aumento da eficiência na utilização dos recursos de infraestrutura,
assim como para a evolução dos modelos econômicos e de precificação de recursos. Na
perspectiva do usuário, o modelo pode ser utilizado em estratégias eficientes de seleção de
tipos de instâncias e de modelos de precificação disponíveis, a depender das características
de suas aplicações.
Como segunda contribuição, o trabalho tem como objetivo identificar quais outros
fatores podem influenciar nesta relação, e se diferentes provedores praticam estratégias
semelhantes de precificação para seus recursos. As técnicas de análise quantitativa [86]
aplicadas são regressão multilinear, análise de variância com intervalo de confiança e clus-
terização. O objetivo consiste em identificar a relação entre o custo de uma instância on
demand, a quantidade de núcleos do processador e o tamanho da memória. Nossa primeira
hipótese considerou essa relação como multilinear, usando dados sobre o processador e a
memória, conforme a Equação 7.1.
Custo = α + β ∗ Processador + γ ∗Memória (7.1)
Na Equação 7.1, a variável Custo é o valor monetário (em $/hora); Processador é
a quantidade de núcleos de processamento (virtual cores); Memória é o tamanho da
memória (em GB); α é o coeficiente linear da equação; β é o coeficiente angular do fator
Processador; γ é o coeficiente angular do fator Memória. Nos experimentos da Seção 7.1.2
foram exploradas as várias regressões multilineares, visando obter valores apropriados para
α, β e γ, bem como novas equações.
7.1.2 Dados Utilizados e Experimentos Realizados
Os dados coletados se referem a medições de custos de utilização de instâncias on demand
de computação em nuvem, sendo que cada tipo de instância possui uma configuração
específica de processamento e memória. Para isso, foram coletados dados dos provedores
AWS e GCP, originários de 2 fontes distintas. A primeira origem contém dados utilizados
na pesquisa referenciada em [16], coletados em 2014. A segunda origem contém dados do
serviço EC2 da AWS [17], coletados em junho de 2016.
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Os experimentos foram planejados de acordo com a origem dos dados, técnica de aná-
lise e provedor de computação em nuvem. Em todos os experimentos, foram considerados
os custos no modelo de precificação on demand para instâncias disponíveis na costa leste
dos Estados Unidos (US East), utilizando o sistema operacional Linux. Na Tabela 7.1 são
apresentados os experimentos realizados. Foram aplicadas as técnicas de regressão multi-
linear, além da análise de variância com grau de confiança de 90%, tendo como objetivo
a avaliação da relevância estatística do coeficiente linear α, e dos coeficientes angulares
β (núcleos de processamento) e γ (quantidade de memória). A técnica de clusterização
foi utilizada com a finalidade de compor grupos representativos de dados. No caso, foi
utilizado o algoritmo Minimal Spanning Tree, considerando a distância euclidiana mínima
entre os pontos que farão parte de um grupo [86].
Tabela 7.1: Experimentos com as instâncias on demand dos provedores AWS e GCP.
Id Técnica Aplicada Descrição do Experimento Origem dos
Dados
mlr Regressão Custo (USD/hora) em função de quantidade de AWS e
Multilinear (MLR) núcleos de CPU e Memória (GB). GCP [16]
c-spt Clusterização (C) Custo (USD/hora) em função de quantidade de AWS [16]
com filtro spanning núcleos de CPU e Memória (GB), após aplicação
tree (SPT) do algoritmo Minimal Spanning Tree.
mlr-spt Regressão Custo (USD/hora) em função de quantidade de AWS [16]
Multilinear (MLR) núcleos de CPU e Memória (GB), agrupando-se
com grupamento as instâncias com o algoritmo Minimal.
spanning tree Spanning Tree
mlr-ecu Regressão Custo (USD/hora) em função de quantidade de AWS [17]
Multilinear (MLR) núcleos de CPU, Memória (GB) e ECU.
mlr-ecu- Regressão Custo (USD/hora) em função de quantidade de AWS [17]
restricted Multilinear (MLR) núcleos de CPU, Memória (GB) e ECU, somente
instâncias compute-optimized e memory-optimized.
mlr-ecu- Regressão Custo (USD/hora) em função de quantidade de AWS [17]
restricted- Multilinear (MLR) Memória (GB) e ECU, somente instâncias
no-core compute-optimized e memory-optimized.
Os resultados são mostrados no formato de quadro-resumo, que fornece a identificação,
a descrição e as observações sobre o experimento. Além disso, são mostrados também a
equação da regressão multilinear, o coeficiente de determinação e os dados relacionados
à relevância estatística obtidos por meio da análise de variância e da aplicação do F-Test
[86]. Para análise visual, são mostrados 2 tipos de gráfico: Quantil Normal X Residual
(erro) e Homocedasticidade. O primeiro gráfico deve se assemelhar a uma reta, de forma a
demonstrar que existe uma relação linear entre os parâmetros. O segundo gráfico evidencia
a dispersão dos pontos da regressão dentro de bons limites.
Regressão Multilinear (MLR)
A Figura 7.1 mostra o quadro-resumo com os resultados da regressão multilinear mlr, que
define Custo (USD/hora) em função de quantidade de núcleos de CPU (virtual cores) e
Memória (GB), para tipos de instâncias da Amazon EC2 coletados em [16].
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Figura 7.1: Resumo do experimento mlr com dados da Amazon EC2 coletados em [16].
Neste experimento, o coeficiente de determinação (R2) é igual a 73,78%. O coeficiente
linear α não é estatisticamente relevante na análise de variância, pois contém valor zero no
intervalo, ou seja, não se pode afirmar com 90% de confiança que o coeficiente representa
o comportamento linear esperado. Outro problema apresentado é o gráfico de homoce-
dasticidade, que apresenta uma tendência de aglomeração no formato de cone horizontal,
sugerindo a necessidade de uma transformação dos dados (e.g. logarítmica). O gráfico dos
quantis evidencia que a relação não é linear. Apesar de passar no F-Test, conclui-se que
a regressão possui variáveis externas não consideradas. Dessa forma, o custo de um tipo
de instância não deve ser calculado considerando apenas número de núcleos e quantidade
de memória para o serviço Amazon EC2.
Análise semelhante foi realizada com dados do Google, conforme mostrado na Fi-
gura 7.2. Os resultados obtidos para as instâncias Google GCP foram melhores, do ponto
de vista estatístico, do que os obtidos para as instâncias Amazon EC2, principalmente
em relação ao coeficiente de determinação. Entretanto, permanecem os problemas relaci-
onados à relevância estatística do coeficiente linear α e ao gráfico de homocedasticidade.
Sendo assim, não é possível afirmar que há uma relação de linearidade entre os fatores
para se estimar custos de instâncias nesse provedor.
Clusterização Minimal Spanning Tree (MLR-SPT)
Com o objetivo de estruturar melhor os fatores, em seguida, foi realizada uma caracte-
rização com base nos tipos de instâncias da Amazon EC2. Para tanto, foi aplicado o
algoritmo de clusterização Minimal Spanning Tree no conjunto de 37 tipos de instân-
cias. A Tabela 7.2 mostra os dados dos centroides obtidos para cada um dos 6 grupos
representativos e a Figura 7.3 exibe o dendograma resultante dos agrupamentos.
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Figura 7.2: Resumo do experimento mlr com dados do Google GCP coletados em [16].
Tabela 7.2: Grupos de Instâncias Amazon EC2 após aplicação do algoritmo de clusteri-
zação Minimal Spanning Tree.
Cluster Tipos de Instâncias Virtual Memória Custo /
Cores (GB) Hora
A c3.8xlarge,cc2.8xlarge 32,00 60,25 1,84
B i2.8xlarge,r3.8xlarge,cr1.8xlarge 32,00 244,00 4,99
C hs1.8xlarge,r3.4xlarge,i2.4xlarge 16,00 119,50 3,50
D hi1.4xlarge,m2.4xlarge,r3.2xlarge,i2.2xlarge 12,00 62,60 2,10




F m3.2xlarge,m2.2xlarge,r3.xlarge,i2.xlarge, 11,00 28,71 1,01
c3.4xlarge,cg1.4xlarge
Com base nas configurações resultantes da aplicação do algoritmo de clusterização e
exibidas na Tabela 7.2, buscou-se então analisar uma possível relação de linearidade entre
os fatores. Os valores de virtual cores, memória e custo/hora são referentes às médias
aritméticas dos tipos de instância pertencentes a cada grupo.
Os resultados da Figura 7.4 não são estatisticamente relevantes, uma vez que o co-
eficiente linear α e o coeficiente angular β apresentam o valor zero em seus intervalos
de confiança. Além disso, não há como determinar homocedasticidade dos dados, por
serem poucos pontos no gráfico, apesar de haver uma melhora significativa do coeficiente
de determinação em comparação com o experimento mlr sem uso de clusterização. Ape-
sar disso, não é possível uma avaliação conclusiva, não sendo recomendável o uso desta
regressão para se estimar custos de instâncias.
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Figura 7.3: Dendograma de representação dos grupos em função da distância entre ins-
tâncias, após aplicação do algoritmo de clusterização Minimal Spanning Tree.
Figura 7.4: Resumo do experimento mlr-spt com dados da Amazon EC2 coletados em
[16], após aplicação do algoritmo de clusterização Minimal Spanning Tree.
Regressão Multilinear com ECU e vCPU (MLR-ECU-Restricted)
Melhores resultados foram obtidos nos experimentos que utilizaram os dados mais recentes
da Amazon EC2, coletados de [17]. O experimento mlr-ecu-restricted aplica a técnica
de regressão multilinear, considerando um subconjunto de 19 tipos de instâncias cujo
propósito é processamento ou memória (compute-optimized e memory-optimized), ou seja,
instâncias do tipo c.* ou m.*, respectivamente. Neste subconjunto, fica clara a alta
influência das quantidades de núcleos de CPU e de memória na composição do custo por
meio do valor do coeficiente de determinação R2 obtido.
Outro diferencial do experimento mlr-ecu-restricted foi o uso de mais um previsor, a
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medida de ECU (EC2 Compute Unit), no qual 1 ECU é equivalente à capacidade de um
processador Opteron 2007 ou Xeon 2007, com velocidade de 1,0 a 1,2 GHz [17]. Dessa
forma, a Equação 7.1 é modificada para considerar o valor do previsor escalar ECU, cujo
coeficiente é θ, sendo assim definida a Equação 7.2.
Custo = α + β ∗ Processador + γ ∗Memória+ θ ∗ ECU (7.2)
A Figura 7.5 mostra os resultados obtidos no experimento mlr-ecu-restricted. Apesar
do coeficiente de determinação R2 obtido ter sido alto (99,8%) e da significância estatís-
tica de todos os fatores, o gráfico da homocedasticidade contém uma tendência de não
espalhamento. A Equação 7.3 apresenta a regressão multilinear obtida no experimento
mlr-ecu-restricted. É importante destacar o maior peso do coeficiente β, referente ao fator
processador, em relação aos demais coeficientes. Isso indica a maior importância deste
fator na composição do custo das instâncias.
Figura 7.5: Resumo do experimento mlr-ecu-restricted com dados da Amazon EC2 de
[17] com uso da métrica ECU.
Custo = 0, 02498 + 0, 0633 ∗ Processador + 0, 00332 ∗Memória− 0, 00742 ∗ ECU
(7.3)
Regressão Multilinear somente com ECU (MLR-Restricted-no-core)
Assim, buscando amenizar a tendência revelada no gráfico de homocedasticidade e consi-
derando a alta correlação entre os fatores Virtual Cores e ECU, foi realizado o experimento
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mrl-restricted-no-core com apenas os fatores Memory e ECU. Outro ponto considerado
foi a característica de progressão geométrica de razão 2 no fator ECU, o que indica uma
potencial necessidade de uso de uma transformação logarítmica. Além disso, foi também
utilizada a transformação logarítmica na variável resposta Custo, obtendo-se a Equa-
ção 7.4. Os resultados do experimento podem ser vistos na Figura 7.6.
ln(Custo) = α + γ ∗Memória+ θ ∗ ln(ECU) (7.4)
Figura 7.6: Resumo do experimento mlr-estricted-no-core com dados da Amazon EC2 de
[17], desconsiderando o fator Virtual Cores.
Previsão com MLR-ECU-Restricted
Finalmente, foi aplicada a equação resultante do experimento mlr-ecu-restricted (Fi-
gura 7.5) em outros tipos de instâncias memory optimized large da Amazon EC2, para
tentar determinar a aplicabilidade da mesma para tipos de instâncias com propósitos
semelhantes ao da equação, ou seja, para uso de processador ou memória. Essa compro-
vação pode ser visualizada na Tabela 7.3, especificamente nas colunas que demonstram o
erro (escalar e percentual), ou seja, a diferença entre o valor real cobrado pela Amazon
e o valor estimado usando a equação. Como pode ser visto, a fórmula possui um erro
pequeno (<5%) para a maior e menor instância consideradas (x1.32xlarge e r3.large),
respectivamente, e erro razoavelmente pequeno (<15%) para as demais instâncias.
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Tabela 7.3: Aplicação da equação de regressão multilinear do experimento mlr-ecu-
restricted em tipos de instância Amazon EC2 memory optimized.
Tipo da vCPU ECU Memória On demand Estimado Erro Erro
Instância (GB) ($/hora) ($/hora) (Escalar) (%)
x1.32xlarge 128 349 1952,0 13,338 12,79398 0,54402 4%
r3.large 2 6,5 15,0 0,166 0,165142 0,00086 1%
r3.xlarge 4 13 30,5 0,333 0,307052 0,02595 8%
r3.2xlarge 8 26 61,0 0,665 0,58921 0,07579 11%
r3.4xlarge 16 52 122,0 1,330 1,153528 0,17647 13%
x1.32xlarge 32 104 244,0 2,660 2,282162 0,37784 14%
7.2 Modelagem da Precificação Spot
A modelagem estatística da precificação spot objetiva a redução de custos para o usuário
de computação em nuvem. Esta modelagem também possibilita uma estimativa da dispo-
nibilidade da instância em relação ao seu custo. O projeto de modelagem estatística e os
dados utilizados nas análises são apresentados na Seção 7.2.1. As análises propriamente
ditas são detalhadas na Seção 7.2.2.
7.2.1 Projeto de Modelagem Estatística
As instâncias de máquinas virtuais comercializadas no modelo de precificação spot da
Amazon (Seção 3.2.3) possuem um preço dinâmico e determinado por um mecanismo de
mercado. Tais instâncias podem ser revogadas pelo provedor, o que causa baixa dispo-
nibilidade do recurso computacional para o usuário. Para analisar os preços dinâmicos
desse modelo de precificação, foi proposto o uso de técnicas de séries temporais (Seção
4.2) e médias móveis (Seção 4.3), considerando intervalos fixos de tempo de 12 horas,
com o objetivo de proporcionar boa disponibilidade, mantendo a redução do custo para
o usuário de computação em nuvem.
Na modelagem, foram utilizados dados referentes a três meses de histórico de preços
(de setembro a novembro de 2016), de cinco tipos de instâncias spot da Amazon EC2. Os
dados referem-se a instâncias localizadas na região leste dos Estados Unidos (US-East),
com o sistema operacional Linux. Para os três meses, foram consideradas mais de 140.000
entradas para cada tipo de instância, totalizando 723.276 ocorrências de variações de
preço.
Dentre os tipos de instâncias analisadas, há duas instâncias de propósito geral (t1.micro
e m4.10xlarge), uma instância otimizada para uso de CPU (c3.8xlarge), uma instância
otimizada para memória (r3.2xlarge) e uma instância otimizada para GPU (g2.2xlarge).
Portanto, a análise considerou a influência do propósito de utilização da instância na for-
mulação da estratégia de precificação. A Tabela 7.4 mostra os tipos de instâncias spot
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analisadas, com os preços on demand e de reserva, referentes ao mês de novembro de 2016,
para fins de comparação.
Tabela 7.4: Tipos de instâncias Amazon EC2 analisadas.
Tipo de Propósito vCPU ECU Memória Preço Preço
Instância (GB) On Demand Reserved
(USD/hora) (USD/hora)
c3.8xlarge Compute Optimized 32 108,0 60,0 1,680 1,168
g2.2xlarge GPU Instance 8 26,0 15,0 0,650 0,474
m4.10xlarge General Purpose 40 124,5 160,0 2,394 1,645
r3.2xlarge Memory Optimized 8 26,0 61,0 0,665 0,418
t1.micro General Purpose 1 2,0 0,6 0,020 N/A
A primeira tentativa de caracterizar o modelo de precificação spot consistiu em aplicar
a mesma estratégia para instâncias on demand, conforme abordagem adotada na Seção 7.1.
Tentou-se, então, obter equações de regressão multilinear a partir dos dados de histórico
de variação de preços. As equações obtidas para a instância c3.8xlarge apresentaram
coeficientes de determinação R2 abaixo de 6%, o que é obviamente inaceitável. Portanto,
optou-se por usar outra abordagem.
Os preços de instâncias spot em 2016 eram definidos por um modelo de mercado real
(Seção 3.2.3) e, por esse motivo, a variação nos preços de uma instância era bastante
complexa. Devido à ausência de uma tendência linear e à alta volatilidade dos preços
ao final de 2016, a determinação de valores através da técnica de regressão multilinear
não produz resultados satisfatórios. Além disso, como o modelo de mercado é utilizado,
observa-se uma autocorrelação temporal dos valores, sugerindo que o preço spot em um
dado momento depende de seus valores anteriores.
Assim, foi assumida a hipótese de que a análise de séries temporais (Seção 4.2) seria a
melhor opção. Em seguida, foi aplicado um método de suavização da média móvel (Seção
4.3), como melhor estimativa para os preços de instância ao longo do período estudado.
Neste trabalho, uma janela de 12 horas foi considerada para estimativa, ou seja, o valor
previsto da instância spot é determinado por meio dos valores comercializados nas últimas
12 horas.
SejamXt1, Xt2, ..., Xtm variáveis aleatórias que representam os valores comercializados
no intervalo de tempo [t − 12h, t]. Assumindo uma distribuição normal desses valores, a
estimativa do valor comercializado no momento t e seu respectivo intervalo de confiança
de 95% (95%CI) são dados, respectivamente, pelo conjunto de Equações em 7.5, onde st
é o desvio padrão de amostra de valores no intervalo de tempo [t − 12h, t]. Para o valor
95%CI é considerado o quantil da distribuição z, ou seja, z(1−α/2) de uma distribuição
normal, (onde α é o nível de significância de 5%), assim z(0,975) = 1, 96. O preço máximo
estimado no tempo t é definido como o limite superior do intervalo de confiança de 95%
















Dessa forma, foi utilizado o preço estimado X̄t para calcular a disponibilidade da
instância spot durante o período de três meses. De um modo semelhante a Ben-Yehuda
e co-autores [30] (Seção 6.1.3), a disponibilidade foi calculada como o número de preços
spot abaixo (nbelow) do preço máximo estimado para o período, dividido pelo número total





Neste estudo foram realizadas análises para os tipos de instância c3.8xlarge, g2.2xlarge,
m4.10xlarge, r3.2xlarge e t1.micro, conforme seções a seguir.
Análise do Tipo de Instância c3.8xlarge
A Figura 7.7 mostra os históricos de preços spot observados (cruzes cinza claro) para
setembro, outubro e novembro de 2016, considerando o tipo de instância c3.8xlarge. Além
disso, são mostrados também os limites superior e inferior do intervalo de confiança com
o nível de 95% (95%CI) nas linhas cinza escuras. A linha preta mostra o preço spot
estimado deste tipo de instância específico em cada momento.
Por exemplo, suponha que o usuário quisesse estimar um lance para a instância
c3.8xlarge às 00:00 de 1o¯ de outubro de 2016. Os dados anteriores de 12 horas resul-
taram em uma média de 0,375 USD/hora e um 95%CI de [0,288; 0,462]. Assim, o preço
máximo estimado para 12:00 de 1o¯ de outubro de 2016 foi igual a 0,462 USD/hora e o
preço observado foi de 0,331 USD/hora, garantindo a alocação de instância para o lance
oferecido.
A Tabela 7.5 mostra a análise de disponibilidade da instância c3.8xlarge. Nessa tabela,
são mostrados a média e o desvio padrão (DP) para cada mês (setembro, outubro e
novembro) e para os dias da semana. Conforme essa tabela, em todas as segundas-
feiras nesse período, a média do preço máximo estimado foi de 0,582 USD/hora, com
um desvio padrão de 0,362. Assim, é possível notar ver que a melhor disponibilidade da
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Figura 7.7: Preços observados e estimados para a instância c3.8xlarge durante os meses
de setembro, outubro e novembro de 2016.
Tabela 7.5: Análise de custo e disponibilidade da instância c3.8xlarge.
Estimativa de Preço Máximo em USD/hora Disponibilidade
Média (DP)
Período completo (3 meses) 0,813 (0,467) 91,3%
Mês
Setembro 0,607 (0,260) 90,0%
Outubro 0,726 (0,316) 91,4%
Novembro 1,106 (0,637) 92,2%
Dia da semana
Segunda-feira 0,582 (0,362) 82,5%
Terça-feira 0,834 (0,440) 89,6%
Quarta-feira 0,917 (0,460) 91,3%
Quinta-feira 0,830 (0,420) 93,0%
Sexta-feira 0,900 (0,543) 91,9%
Sábado 0,931 (0,551) 98,9%
Domingo 0,629 (0,346) 92,4%
instância c3.8xlarge nesses três meses ocorre aos sábados, quando o preço do lance é de
0,931 USD/hora. Considerando que o preço on demand da instância c3.8xlarge é de 1,68
USD/hora, conforme a Tabela 7.4, se o cliente da nuvem utilizar o preço estimado pela
nossa modelagem, ele gastará 48,39% do preço on demand, com disponibilidade muito alta
(98,9%). Um bom trade-off entre preço e disponibilidade também ocorre aos domingos,
quando o valor estimado de lance é de 0,629 USD/hora (37,44% do preço on demand),
com uma disponibilidade superior a 92%.
Análise do Tipo de Instância g2.2xlarge
A Figura 7.8 mostra o preço spot real e estimado de setembro a novembro de 2016,
considerando a instância g2.2xlarge. Nesse caso, há um grande número de picos no preço
97
real, resultando em uma grande variação de curto e longo prazo no preço spot. A estimativa
de valor para essa instância é claramente mais complexa que a estimativa para a instância
c3.8xlarge (Seção 7.2.2). Mesmo assim, a análise de média móvel suavizada conseguiu
manter os valores estimados dentro de um intervalo 95%CI razoável.
Figura 7.8: Preços observados e estimados para a instância g2.2xlarge durante os meses
de setembro, outubro e novembro de 2016.
Tabela 7.6: Análise de custo e disponibilidade da instância g2.2xlarge.
Estimativa de Preço Máximo em USD/hora Disponibilidade
Média (DP)
Período completo (3 meses) 0,345 (0,211) 87,6%
Mês
Setembro 0,368 (0,236) 87,3%
Outubro 0,380 (0,219) 87,6%
Novembro 0,280 (0,166) 87,8%
Dia da semana
Segunda-feira 0,189 (0,128) 80,6%
Terça-feira 0,360 (0,211) 86,5%
Quarta-feira 0,385 (0,195) 88,1%
Quinta-feira 0,433 (0,220) 88,6%
Sexta-feira 0,421 (0,213) 87,6%
Sábado 0,399 (0,205) 92,9%
Domingo 0,224 (0,155) 88,9%
A Tabela 7.6 apresenta a análise de disponibilidade para o tipo de instância g2.2xlarge.
Como na Tabela 7.5, a menor disponibilidade também ocorre às segundas-feiras para este
tipo de instância, o que pode indicar que os finais de semana têm um comportamento
distinto em comparação aos dias da semana. Nestes 3 meses, a maior cotação média
ocorreu às quintas-feiras, quando o preço estimado foi de 0,433 USD/hora (66,62% do
preço on demand), com 88,6% de disponibilidade. Se, no entanto, o usuário decidir fazer
um lance para a mesma instância aos domingos, o preço médio estimado será de 0,224
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USD/hora (34,46% do preço on demand) com 88,9% de disponibilidade. Mesmo com a
alta variação nos preços observada para esta instância, se um cliente de nuvem usasse o
preço estimado como oferta em um domingo de setembro a novembro de 2016, ele teria
pago muito menos do que o preço on demand, com alta disponibilidade.
Análise do Tipo de Instância m4.10xlarge
A Figura 7.9 mostra o preço spot real e estimado para setembro, outubro e novembro
de 2016, considerando a instância m4.10xlarge. Comparado com os resultados descritos
nas Figuras 7.7 e 7.8, pode-se notar que há menos picos, dando uma indicação de que os
preços spot das instâncias m4.10xlarge estavam mais estáveis durante o período de tempo
analisado.
Figura 7.9: Preços observados e estimados para a instância m4.10xlarge durante os meses
de setembro, outubro e novembro de 2016.
Tabela 7.7: Análise de custo e disponibilidade da instância m4.10xlarge.
Estimativa de Preço Máximo em USD/hora Disponibilidade
Média (DP)
Período completo (3 meses) 0,643 (0,439) 90,7%
Mês
Setembro 0,391 (0,106) 92,1%
Outubro 0,511 (0,113) 89,0%
Novembro 0,895 (0,590) 91,2%
Dia da semana
Segunda-feira 0,512 (0,353) 85,0%
Terça-feira 0,690 (0,501) 91,1%
Quarta-feira 0,673 (0,432) 89,5%
Quinta-feira 0,718 (0,514) 90,0%
Sexta-feira 0,602 (0,418) 91,4%
Sábado 0,605 (0,367) 95,4%
Domingo 0,609 (0,407) 95,6%
99
Isso também pode ser visto na Tabela 7.7, na qual a estratégia proposta conseguiu
estimar preços de lance muito baixos, com alta disponibilidade. Por exemplo, o lance
médio sugerido aos domingos (0,609 USD/hora) equivale a 25,44% do preço on demand
(vide Tabela 7.4), com uma disponibilidade estimada em 95,6%. O mês de setembro
apresentou os melhores resultados dentre os períodos mensais analisados, com uma taxa
de disponibilidade média de 92,1% e um valor de lance estimado médio igual a 0,391
USD/hora.
Análise do Tipo de Instância r3.2xlarge
A Figura 7.10 mostra o preço spot real e estimado para o tipo de instância r3.2xlarge, de
setembro a novembro de 2016. Como na análise de g2.2xlarge, há muitos picos na série
de preços reais, mostrando uma grande variação de curto e longo prazo. A Tabela 7.8
mostra os resultados consolidados por mês e os dia da semana, mantendo a tendência de
baixa disponibilidade para as segundas-feiras e taxas mais altas para os finais de semana.
Figura 7.10: Preços observados e estimados para a instância r3.2xlarge durante os meses
de setembro, outubro e novembro de 2016.
Conforme pode ser visto na Tabela 7.8, os valores de lance estimado para domingos
(0,348 USD/hora) e segundas-feiras (0,226 USD/hora) apresentam os valores mais baixos,
cerca de 52,33% e 33,98% do preço on demand, respectivamente. Entretanto, as maiores
taxas de disponibilidade são registradas para quartas-feiras e sábados, com valores iguais a
91,5% e 95,7%, respectivamente. Há uma intensa variação de preços no mês de novembro,
sendo que em alguns momentos o preço spot ultrapassa o preço on demand. Tais variações
impactaram nas sugestões de lance, fazendo com que atingissem o valor médio de 0,790
USD/hora, que é mais elevado em comparação com os meses de setembro e outubro,
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Tabela 7.8: Análise de custo e disponibilidade da instância r3.2xlarge.
Estimativa de Preço Máximo em USD/hora Disponibilidade
Média (DP)
Período completo (3 meses) 0,527 (0,364) 89,4%
Mês
Setembro 0,414 (0,219) 89,1%
Outubro 0,368 (0,189) 87,3%
Novembro 0,790 (0,458) 92,2%
Dia da semana
Segunda-feira 0,226 (0,125) 77,2%
Terça-feira 0,484 (0,275) 90,7%
Quarta-feira 0,611 (0,366) 91,5%
Quinda-feira 0,725 (0,446) 91,2%
Sexta-feira 0,717 (0,410) 89,7%
Sábado 0,572 (0,321) 95,7%
Domingo 0,348 (0,222) 89,6%
cujos valores foram de 0,414 USD/hora e 0,368 USD/hora. Apesar disso, a estimativa de
disponibilidade média se manteve alta para o mês de novembro, com taxa igual a 92,2%.
Análise do Tipo de Instância t1.micro
Por fim, a Figura 7.11 mostra o preço spot atual e estimado para setembro, outubro e
novembro de 2016, considerando o tipo de instância t1.micro. Nela é possível observar que
os preços estavam relativamente estáveis até a última semana de outubro de 2016, quando
ocorreu uma alta variação. Isso mostra que, mesmo para tipos de instâncias antigas e
bem estabelecidas, como t1.micro, grandes variações podem ocorrer de forma inesperada.
Apesar desse fenômeno, o modelo se adaptou em razão da janela flutuante de 12h ter
conseguido captar a alta variação de preços.
Figura 7.11: Preços observados e estimados para a instância t1.micro durante os meses
de setembro, outubro e novembro de 2016.
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Tabela 7.9: Análise de custo e disponibilidade da instância t1.micro.
Estimativa de Preço Máximo em USD/hora Disponibilidade
Média (DP)
Período completo (3 meses) 0,006 (0,002) 91,4%
Mês
Setembro 0,005 (0,001) 89,3%
Outubro 0,006 (0,003) 92,4%
Novembro 0,006 (0,002) 90,9%
Dia da semana
Segunda-feira 0,006 (0,002) 89,5%
Terça-feira 0,006 (0,003) 91,0%
Quarta-feira 0,007 (0,003) 91,6%
Quinta-feira 0,006 (0,002) 89,3%
Sexta-feira 0,005 (0,001) 93,6%
Sábado 0,005 (0,001) 93,7%
Domingo 0,005 (0,001) 91,5%
A tabela 7.9 mostra os resultados consolidados para cada mês e dia da semana. As
taxas de disponibilidade média variam de 89,5% a 93,7% para os dias da semana, com
destaque para sextas-feiras, sábados e domingos, quando as taxas ficaram mais altas,
com valores iguais a 93,6%, 93,7% e 91,5%, respectivamente, sendo que a sugestão de
lance médio se manteve em apenas 0,005 USD/hora, valor equivalente a 25% do preço on
demand.
7.3 Considerações sobre as Modelagens Estatísticas
A partir da modelagem estatística da precificação on demand foi possível mostrar que
existe uma influência dos recursos de infraestrutura computacional, como processamento
e memória, no custo das instâncias nos provedores Amazon EC2 e Google GCP. Assim,
acredita-se que as equações 7.2 (MLR-ECU-Restricted) e 7.4 (MLR-Restricted-no-core)
podem ser utilizadas com sucesso em estratégias de seleção de instâncias on demand no
provedor Amazon EC2, cujo propósito é o uso intensivo de processador ou memória. Em
ambas equações, notou-se que a quantidade de memória contribui menos para o preço
do que o poder de computação. Entretanto, é importante mencionar que a generalização
dessa abordagem requer análises para tipos de instâncias especializadas em outros propó-
sitos, como por exemplo uso intensivo de GPU ou storage. Nestes casos, outras variáveis
devem ser consideradas na composição dos custos dos tipos de instâncias.
A modelagem estatística da precificação spot proporcionou as estimativa de custos
reduzidos e com boa disponibilidade das instâncias, em 2016, com o modelo de mercado
real. Considerando o limite superior do intervalo de confiança de 95% da média móvel
como estratégia para sugestão de lances, a disponibilidade pôde alcançar mais de 87%
para o tipo de instância g2.2xlarge (pior caso), e cerca de 91% para t1.micro (melhor
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caso). O valor do lance médio para este último tipo de instância foi definido em torno de
30% do preço da demanda, revelando a eficácia da estratégia.
Como pode ser visto na Figura 7.7, o limite superior dos valores de intervalo de con-
fiança 95% se adaptam para períodos de alta variação de preços para o tipo de instância
c3.8xlarge, como ocorrido da primeira metade de novembro de 2016. Como as instâncias
spot seguem um modelo baseado no mercado, existem variáveis externas não mapeadas
que causam variação de preço, mas mesmo nesses períodos específicos o limite superior
rapidamente se adapta aos picos de cobertura dos preços observados nas últimas 12 horas.
Um fenômeno semelhante pode ser observado para os outros tipos de instância analisados
(Figuras 7.7, 7.9, 7.10 e 7.11). Portanto, conclui-se que a estratégia estatística baseada
em médias móveis suavizadas foi bem-sucedida na modelagem do comportamento de ins-
tâncias spot, bem como na previsão de preços com manutenção da disponibilidade da
instância.
Ao término da modelagem e da realização das análises estatísticas das instâncias
spot, foi possível estabelecer uma forma de reduzir o custo financeiro de uma instância
spot, mantendo estatisticamente a disponibilidade dentro de um intervalo de confiança.
Priorizou-se assim a minimização do custo. Em seguida, foi levantada a hipótese de for-
mulação de um mecanismo voltado ao balanceamento de custo e disponibilidade, o que
deu origem à abordagem detalhada no Capítulo 8.
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Capítulo 8
Mecanismo de Utilidade para
Instâncias Spot da Amazon EC2
A primeira contribuição primária desta Tese consiste na proposta e avaliação de um
mecanismo baseado em utilidade do ponto de vista do usuário de computação em nuvem.
Tal mecanismo busca equilibrar a diminuição do custo da instância spot e o aumento da
sua disponibilidade, proporcionando um balanceamento desses dois objetivos conflitantes.
A proposta do mecanismo, assim como as análises realizadas e os resultados obtidos,
foram publicados em [49], usando dados de 2016. O mecanismo foi também aplicado ao
modelo de mercado suavizado, com dados de 2020 e 2021, conforme descrito no Capítulo
9.
A estrutura deste capítulo se inicia pela Seção 8.1, que detalha o mecanismo baseado
em utilidade. Nesta seção são apresentados também a função e o algoritmo de utilidade
utilizados no mecanismo. Na Seção 8.2, os dados de histórico de precificação utilizados e
os resultados da aplicação do mecanismo de utilidade no mercado spot são discutidos. Ao
final deste capítulo, as considerações finais sobre o mecanismo são apresentadas na Seção
8.3.
8.1 Projeto do Mecanismo
Do ponto de vista do usuário de computação em nuvem, é importante equilibrar a dispo-
nibilidade e o custo da instância spot. Para projetar o mecanismo baseado em utilidade
e considerando os conceitos da Seção 4.1, primeiramente foi definida uma função de uti-
lidade para equilibrar a disponibilidade e os fatores de custo. Em seguida, utilizando
uma modelagem de série temporal, conforme abordado na Seção 4.2, definiu-se um algo-
ritmo que usa uma janela deslizante no tempo com base na função de utilidade, a fim
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de determinar o valor ideal de disponibilidade e custo da instância que maximize essa
utilidade.
8.1.1 Função de Utilidade
O usuário que contrata instâncias spot precisa lidar com dois objetivos conflitantes, que são
o custo e a disponibilidade das instâncias spot. O primeiro objetivo refere-se a minimizar
o custo, enquanto o segundo objetivo visa maximizar a disponibilidade. Supondo que os
dados do histórico estejam disponíveis por um período fixo de tempo antes do uso da
instância, foi proposto uma estratégia que calcula (a) a utilidade esperada u com base
em um lance estimado b, até θ vezes o valor do preço on demand pod; e (b) um valor




(θpod − b) (8.1)
Nesta equação, a disponibilidade a é calculada como o número de variações de preço
spot abaixo do lance estimado b, definido como nbelow, sobre o número total de variações
de preços, definido como nall, considerando uma janela de tempo predefinida antes do




A função de utilidade (Equação 8.1) privilegia a disponibilidade sobre o custo, por
isso a raiz quadrada no último termo. O objetivo é estabelecer os valores de lance e
disponibilidade que maximizem a utilidade esperada, conforme mostrado na Fórmula 8.3.
Tais valores balanceiam o custo e a disponibilidade da instância, do ponto de vista do
usuário.
a, b→ max u (8.3)
Neste cenário, considerando as Equações 8.1 e 8.2, assim como a Fórmula 8.3, a utili-
dade u começa com um valor baixo, que tende a aumentar à medida que o lance estimado
aumenta, até atingir um valor de u ideal, em que a disponibilidade a e o lance b são os
valores equilibrados.
8.1.2 Algoritmo de Utilidade
Para calcular a função de utilidade apresentada na Equação 8.1, proposta na Seção 8.1.1,
foi definido o Algoritmo 5. Os parâmetros esperados são o preço on demand referente
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ao tipo de instância (pod), o fator de multiplicação do preço on demand (θ), a precisão
de estimativa dos lances (σ) e a janela de tempo da série temporal em que ocorreram as
variações de preços spot (Pw).
Algorithm 5 UtilityFunction(pod,θ,σ,Pw)
1: Be ← [0, θpod], de maneira que bi+1 − bi = σ
2: for each bi ∈ Be do
3: nbelow ← 0
4: for j ← (t− w) to t, t ∈ Pw do
5: if pj ≤ bi then
6: nbelow ← nbelow + 1
7: end if
8: end for
9: ai ← nbelow/sizeof(Pw)




12: return u, a, b→ max u
Na linha 1 do Algoritmo 5, os valores dos lances estimados variam de forma crescente,
de 0 até θ vezes o preço on demand pod, de forma incremental e de acordo com o valor de
precisão definido por σ. Estes valores são armazenados no conjunto Be. Por exemplo, se
σ é igual a 10−2, os valores dos lances estimados são 0,01, 0,02, 0,03 e assim por diante,
até o limite θpod. Assim, o conjunto Be pode conter mais ou menos elementos de acordo
com o valor de precisão definido por σ. Os valores desse conjunto são avaliados no laço
de iteração que compreende as linhas 2 e 11. Na linha 3, a variável nbelow é inicializada
com valor 0 para ser utilizada no laço que compreende as linhas 4 a 8, para contar a
quantidade de vezes em que o valor do preço spot pj é menor do que o valor do lance
estimado bi ∈ Be no decorrer da janela de tempo, ou seja, entre (t − w) e t. Na linha
9, o valor da disponibilidade ai referente ao lance estimado bi é calculado utilizando a
Equação 8.2. Em seguida, a utilidade ui é calculada como uma função do lance bi e da
disponibilidade ai, conforme mostrado na linha 10. Ao final, na linha 12, o algoritmo
retorna o valor da utilidade, assim como os valores do lance e da disponibilidade que
maximizam a utilidade calculada, conforme estabelecido na Fórmula 8.3.
Em seguida, foi projetado o algoritmo CalculateUtilitySuggestion (Algoritmo 6), que
define os parâmetros necessários para a execução do Algoritmo 5, de forma a obter a
sugestão balanceada de lance e disponibilidade da instância. Inicialmente, o valor do
preço on demand pod referente à instância é recuperado na linha 1. Nas linhas 2, 3 e
4 são definidos os valores de θ, σ e do tamanho da janela de tempo w. Assumindo t
como o momento corrente da análise, o histórico de variação de preços spot é delimitado
no intervalo [pt−w; pt] e armazenado na variável Pw (linha 5). Na linha 6, o algoritmo
UtilityFunction (Algoritmo 5) é chamado com os parâmetros previamente definidos pod,
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Pw, θ e σ. Os valores da utilidade u, da disponibilidade a e do lance b são retornados na
linha 7.
Algorithm 6 CalculateUtilitySuggestion(instance)
1: pod ← on-demand price for instance
2: θ ← 1
3: σ ← 10−2
4: w ← 12h
5: Pw ← [pt−w; pt], such that pi ∈ P
6: u, a, b← UtilityFunction(pod, θ, σ, Pw)
7: return u, a, b
O algoritmo 5 possui uma complexidade de tempo quadrática (O(BePw)), onde Be
refere-se ao número de lances a serem avaliados, que depende da precisão σ e Pw está re-
lacionado ao número de variações de preços na janela de tempo, neste caso, definido como
12 horas antes do momento atual. Na prática, o cálculo da utilidade, da disponibilidade e
do lance em um determinado momento t, considerando uma janela de tempo de 12 horas
antes de t, é da ordem de poucos milissegundos.
8.1.3 Extensão do Algoritmo de Utilidade
Para auxiliar o usuário a decidir o melhor dia para contratar uma instância spot, conside-
rando o momento atual e as variações de preços nos dias da semana anterior, propomos
uma extensão do Algoritmo 6. O objetivo principal é dar uma sugestão ao usuário sobre
o momento do lance, ou seja, se deve contratar a instância imediatamente ou aguardar
um determinado dia da semana. O benefício se traduz em uma instância spot com custo
menor e com maior disponibilidade esperada.
Assim, para fornecer a sugestão do momento ideal, foi projetado o Algoritmo 7, que usa
o cálculo baseado em utilidade do Algoritmo 5. A ideia principal consiste em utilizar uma
janela composta, formada pelas variações de preço das últimas 12 horas, como ocorre
no Algoritmo 6, e pelas variações ocorridas 24 horas de cada dia da semana anterior
ao momento no qual a análise está sendo realizada. Portanto, o intervalo de tempo
[pwdt0 , pwdtn ] refere-se às variações de preço de um dia inteiro da semana anterior. Por
exemplo, se a análise for realizada na segunda-feira às 14h, serão consideradas a janela
de 12 horas de segunda-feira (2h às 13h59) e as janelas dos dias da semana anterior,
referentes a terça-feira (0h às 23h59), quarta-feira (0h às 23h59) e assim por diante, até
domingo (um dia antes da análise).
No algoritmo CalculateUtilityDayWeekSuggestion (Algoritmo 7), os valores de utili-
dade, disponibilidade e lance são calculados primeiramente considerando apenas a janela
das últimas 12 horas (linha 5). Os valores são adicionados ao conjunto U (linha 6). A
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Algorithm 7 CalculateUtilityDayWeekSuggestion(instance)
1: pod ← on-demand price for instance
2: θ ← 1
3: σ ← 10−2
4: w ← 12h
5: u0, a0, b0 ← UtilityFunction(pod, θ, σ, Pw)
6: U [0]← u0, a0, b0
7: D ← {Mon, Tue,Wed, Thu, Fri, Sat, Sun}
8: for wd in D − today do
9: Pw ← [pt−w, pt] + [pwdt0 , pwdtn ], such that pi ∈ P
10: ui, ai, bi ← UtilityFunction(pod, θ, σ, Pw)
11: U [i]← ui, ai, bi, such that 1 ≥ i ≤ 6
12: end for
13: return (today or wdk ∈ D), (ak, bk → max uk, such that uk, ak, bk ∈ U)
variável wd assume os valores de segunda a domingo, considerando cada dia da semana,
exceto o dia atual. A utilidade é então calculada para cada dia da semana (linhas 8 a 12)
e os valores de utilidade, disponibilidade e lance também são adicionados ao conjunto U
(linha 11). Na linha 13, são recuperados os valores de disponibilidade (ak) e lance (bk)
que maximizam a utilidade (uk), assim como a indicação de hoje ou do dia da semana em
que isso acontece (today ou wdk ∈ D).
8.2 Resultados dos Experimentos
8.2.1 Dados Utilizados
Os experimentos consideraram um conjunto de dados de três meses de históricos de preços
de instância spot fornecidos pela Amazon [75]. Os dados referem-se a instâncias virtuais
localizadas na regiãoUS-East com o sistema operacional Linux. Entre os tipos de instância
analisados, há dois tipos de instâncias de propósito geral (t1.micro e m4.10xlarge) e outros
três tipos com propósitos específicos, como uso otimizado de CPU (c3.8xlarge), memória
(r3.2xlarge) e GPU (g2.2xlarge). A Tabela 8.1 apresenta os tipos de instâncias com
seus respectivos propósitos e preços on demand. A tabela também mostra o número de
variações de preço do histórico para cada tipo de instância, durante o período de setembro
a novembro de 2016 considerado em nossa análise.
8.2.2 Implementação e Disponibilidade de Código
O algoritmo 5 (Seção 8.1.2) foi avaliado preliminarmente usando a linguagem de progra-
mação R para computação estatística e, em seguida, implementado em linguagem Java,
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Tabela 8.1: Tipos de instância, preços on demand e número de variações de preço spot de
setembro a novembro de 2016.
# Tipo de Propósito de On demand # de Variações
Instância Utilização (USD/hora) de Preço spot
1 t1.micro General Purpose 0,020 38.460
2 c3.8xlarge Compute Optimized 1,680 212.840
3 r3.2xlarge Memory Optimized 0,665 218.495
4 g2.2xlarge GPU Instance 0,650 187.049
5 m4.10xlarge General Purpose 2,394 66.427
na versão 8. Todas as implementações estão disponíveis no repositório Accurate Spot
Analysis and Prediction (ASAP) Framework1 do GitHub.
8.2.3 Experimentos com Mecanismo de Utilidade
Os resultados da análise baseada em utilidade para o tipo de instância c3.8xlarge são
mostrados na Figura 8.1. O experimento usou um valor de θ igual a 2. A taxa média
de disponibilidade por três meses foi de 95,89%, com um valor médio de lance de 0,8456
USD/hora, o que equivale a 50,33% do preço on demand. Esta figura mostra a variação de
preços (cruzes em cinza), os valores de lance/custo (pontos azuis relacionados ao eixo Y
esquerdo) e as taxas de disponibilidade (pontos vermelhos relacionados ao eixo Y direito).
Como pode ser visto, há uma enorme variação de preço nas duas primeiras semanas de
novembro, com muitas situações em que o preço spot supera o preço on demand (linha
preta horizontal), o que afeta os valores estimados de lance e disponibilidade, o que explica
o θ escolhido. Nos últimos dez dias de novembro, as taxas de disponibilidade atingiram
99,99%, com estimativas de lances de 0,5 USD/hora (29,76% do preço on demand), devido
às menores variações de preço durante esse período.
Para o tipo de instância t1.micro (Figura 8.2), os resultados mostram uma taxa de
disponibilidade média de 97,8%, com um valor de lance médio de 0,0064 USD/hora, o
que equivale a 32,71% do preço on demand. Este foi o único experimento que usou
um valor σ igual a 10−3, já que o preço on demand (0,002 USD/hora) é o menor em
comparação com as demais instâncias. O valor de θ foi definido como 1, uma vez que não
foram observadas ocorrências de variações dos preços spot acima do preço on demand.
Porém, um cenário de grande variação de preços ocorreu no final de outubro, afetando
negativamente os valores estimados. No entanto, a abordagem foi capaz de reduzir o
impacto nas estimativas, sugerindo lances de cerca de 0,0101 USD/hora, o que equivale a
50,5% do preço on demand.
1Disponível em http://github.com/gjportella/asap
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Figura 8.1: Análise de utilidade para equilíbrio de custo e disponibilidade para o tipo de
instância c3.8xlarge (θ = 2).
Figura 8.2: Análise de utilidade para equilíbrio de custo e disponibilidade para o tipo de
instância t1.micro (θ = 1).
Os cenários mais complexos foram observados para os tipos de instância r3.2xlarge
(Figura 8.3) e g2.2xlarge (Figura 8.4), em que grandes variações de preços ocorreram em
vários períodos de tempo. Para a instância r3.2xlarge, a taxa média de disponibilidade
foi de 94,99%, com um valor médio de lance igual a 0,4790 USD/hora (72,03% do preço
on demand). O θ usado para este experimento foi igual a 3, pois as variações de preço
spot atingem cerca de três vezes o preço on demand em alguns casos. Para o tipo de
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instância g2.2xlarge, definimos θ igual a 2, uma vez que foram observadas variações de
preços spot até duas vezes o preço on demand. A taxa média de disponibilidade foi de
94,14%, com um valor médio de lance de 0,3435 USD/hora, o que equivale a 52,85% do
preço on demand.
Figura 8.3: Análise de utilidade para equilíbrio de custo e disponibilidade para o tipo de
instância r3.2xlarge (θ = 3).
Figura 8.4: Análise de utilidade para equilíbrio de custo e disponibilidade para o tipo de
instância g2.2xlarge (θ = 2).
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Por fim, a análise de lances e disponibilidade da instânciam4.10xlarge é apresentada na
Figura 8.5. A taxa média de disponibilidade foi de 98,19%, com um valor médio de lance
igual a 0,689 USD/hora, o que equivale a 28,82% do preço on demand. O experimento
usou um valor de θ igual a 2, pois neste caso também ocorreram variações de preço spot
que excederam o preço on demand.
Figura 8.5: Análise de utilidade para equilíbrio de custo e disponibilidade para o tipo de
instância m4.10xlarge (θ = 2).
8.2.4 Experimentos com Mecanismo Estendido para Dia da Se-
mana
A Tabela 8.2 mostra a análise de sugestões para o tipo de instância t1.micro, de setembro
a novembro de 2016. A primeira coluna da tabela especifica em qual dia da semana as
variações de preço foram analisadas. As oito colunas subsequentes mostram as porcenta-
gens de sugestões para contratar a instância imediatamente (agora) ou aguardar o dia da
semana especificado (de segunda a domingo).
Por exemplo, a segunda linha da Tabela 8.2 mostra as análises realizadas às segundas-
feiras. Nesse dia da semana, em 41,8% dos momentos em que houve variação de preço
spot, o Algoritmo 7 sugeriu contratar a instância imediatamente. Em 23,7% dos momentos
em que houve variação de preços, nesse dia da semana, o mesmo algoritmo sugere esperar
até domingo. Na terceira linha da Tabela 8.2, é feita a análise para as variações de preços
ocorridas às terças-feiras no período de três meses. Para esse dia da semana, em 47,9%
dos casos o algoritmo sugeriu a contratação da instância imediatamente. Em 24,5% dos
casos, a sugestão do algoritmo foi por aguardar até domingo.
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Para o tipo de instância t1.micro, contratar imediatamente é a melhor opção, embora
haja percentuais relevantes para outros dias da semana, por exemplo, às terças-feiras e
aos domingos. Como pode ser observado, às quintas-feiras (quinta linha da Tabela 8.2)
as sugestões para contratar a instância imediatamente chegam a 46,2%. Já em 45,5% dos
casos, o algoritmo sugere esperar até a próxima terça-feira.
Tabela 8.2: Percentuais de sugestões de dias da semana para t1.micro.
Dia Agora Segunda Terça Quarta Quinta Sexta Sábado Domingo
Segunda 41,8% - 0,0% 0,1% 16,8% 14,4% 3,3% 23,7%
Terça 47,9% 5,1% - 5,2% 5,6% 3,8% 7,8% 24,5%
Quarta 49,1% 1,6% 28,1% - 2,5% 0,3% 5,3% 13,0%
Quinta 46,2% 1,2% 45,5% 0,1% - 4,6% 0,0% 2,5%
Sexta 42,1% 8,8% 27,6% 5,3% 4,0% - 0,2% 12,0%
Sábado 49,4% 3,6% 36,6% 0,0% 4,6% 0,0% - 5,7%
Domingo 65,9% 2,2% 7,8% 0,0% 10,2% 8,5% 5,4% -
Os percentuais de sugestões de dias da semana para o tipo de instância c3.8xlarge são
apresentados na Tabela 8.3. Nesse caso, os maiores valores percentuais se concentram
nas sugestões de contratação imediata aos finais de semana (sábado e domingo), quando
ocorrem menos variações de preços. Apenas nas segundas-feiras (segunda linha da tabela),
a contratação imediata possui percentual de sugestão maior (36,4%) do que em relação
aos finais de semana.
Tabela 8.3: Percentuais de sugestões de dias da semana para c3.8xlarge.
Dia Agora Segunda Terça Quarta Quinta Sexta Sábado Domingo
Segunda 36,4% - 0,0% 0,8% 8,2% 0,0% 19,8% 34,8%
Terça 13,6% 0,9% - 0,1% 3,5% 3,9% 43,7% 34,2%
Quarta 17,0% 11,8% 0,0% - 0,0% 2,3% 39,6% 29,3%
Quinta 28,3% 7,2% 12,0% 3,1% - 0,0% 18,4% 31,0%
Sexta 16,2% 1,3% 7,5% 16,7% 11,7% - 14,2% 32,4%
Sábado 61,5% 0,0% 0,0% 0,2% 12,4% 0,0% - 25,9%
Domingo 76,7% 0,0% 0,0% 0,0% 12,7% 0,0% 10,6% -
A Tabela 8.4 apresenta a análise de dia da semana para o tipo de instância r3.2xlarge.
Observe que existem grandes variações de preços (Figura 8.3) ao longo do período de três
meses. Nesse caso, o mecanismo sugere a contratação de instâncias spot aos domingos
para a maioria dos casos. De acordo com a análise de recomendação, se um usuário
contratasse uma instância em 3 de novembro (quinta-feira) às 18h20, ele pagaria um valor
de lance próximo a 0,71 USD/hora, com uma taxa de disponibilidade estimada em 98,37%.
No entanto, a recomendação para o usuário seria aguardar até o próximo domingo, 6 de
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novembro, quando às 18h20 ele poderia dar um lance de 0,21 USD/hora (cerca de 29%
do lance de quinta-feira), com uma taxa de disponibilidade de aproximadamente 99,99%.
Tabela 8.4: Percentuais de sugestões de dias da semana para r3.2xlarge.
Dia Agora Segunda Terça Quarta Quinta Sexta Sábado Domingo
Segunda 67,9% - 0,0% 0,2% 0,0% 0,2% 0,0% 31,7%
Terça 15,7% 2,4% - 6,8% 0,0% 5,3% 0,0% 69,7%
Quarta 29,5% 1,1% 6,6% - 2,3% 0,5% 0,0% 59,9%
Quinta 20,8% 5,2% 1,5% 3,1% - 3,0% 2,2% 64,3%
Sexta 19,7% 2,6% 0,0% 3,6% 1,2% - 7,5% 65,3%
Sábado 39,0% 1,9% 0,7% 0,0% 0,0% 7,0% - 51,4%
Domingo 97,4% 1,7% 1,0% 0,0% 0,0% 0,0% 0,0% -
8.3 Considerações sobre o Mecanismo de Utilidade
Neste capítulo, foi apresentado um modelo baseado em utilidade que equilibra o custo e a
disponibilidade da instância spot para os usuários do Amazon EC2. Os resultados experi-
mentais mostraram altas taxas de disponibilidade com baixos custos quando comparados
aos preços on demand para diferentes tipos de instâncias.
Para o tipo de instância de propósito geral m4.10xlarge, as recomendações baseadas
no nosso mecanismo atingiram uma taxa média de disponibilidade de 98,19% para um
lance médio igual a 28,82% do preço on demand. O mecanismo de recomendação também
apoia a decisão do usuário de contratar a instância imediatamente ou aguardar o melhor
dia da semana para fazê-lo. Para o tipo de instância t1.micro, a sugestão de contratação
imediata prevalece. Para as instâncias c3.8xlarge e r3.2xlarge, as sugestões de contratação
direcionam para os finais de semana, quando ocorrem menos variações de preços.
Em razão das análises do mecanismo de utilidade utilizarem dados de histórico de
precificação spot referentes ao período de 2016, ou seja, antes da mudança para o mercado




Mecanismo Combinado para Análise
de Tendência e Previsão de Preços
Spot da Amazon EC2
A segunda contribuição primaria desta Tese compreende um mecanismo que combina a
análise de utilidade apresentada no Capítulo 8 com uma análise de tendências de preços
de instâncias spot da Amazon EC2. De forma mais específica, o mecanismo combinado
compreende:
• A análise de utilidade, que equilibra custo e disponibilidade de instância spot a
curto prazo, de forma a oferecer sugestão de lances para o usuário de computação
em nuvem;
• A utilização de aprendizado de máquina (ou machine learning) para previsão de
preço spot a longo prazo utilizando Long Short Term Memory (LSTM), que é uma
técnica de rede neural recorrente adaptada para previsão em séries temporais, con-
forme explicado na Seção 5.3.2.
O mecanismo combinado aplica a técnica de LSTM para analisar tendências de preços
spot a longo prazo, de forma a ajudar o usuário a selecionar uma instância apropriada. Em
seguida, o mecanismo baseado em utilidade é aplicado para definir estimativas do lance e
disponibilidade esperada da instância escolhida. Também são apresentadas a arquitetura
e as configurações mais eficazes das redes LSTM para esta finalidade.
Diversos experimentos são realizados com o mecanismo combinado, nos quais são
analisados diferentes tipos de instâncias e períodos de histórico de preços spot no decorrer
do ano de 2020, ou seja, após a mudança do mercado spot para o modelo suavizado (Seção
6.1.19).
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Finalmente, para avaliar o mecanismo combinado, foi elaborado e desenvolvido um
estudo de caso com base em uma aplicação de Bioinformática, que compara milhares de
sequências de DNA do SARS-CoV-2 (hospedeiro humano). O SARS-CoV-2 é o vírus
que causa a doença covid-19, responsável pela pandemia que se alastrou pelo mundo em
2020. Assim sendo, foi mostrado que, com a nossa análise combinada, é possível selecionar
instâncias apropriadas e definir lances ou preços máximos spot muito mais baixos do que
o preço on demand, com disponibilidade próxima a proporcionada neste último modelo
de precificação.
A proposta do mecanismo combinado, os resultados dos experimentos e o estudo de
caso, assim como o conteúdo restante deste capítulo, foram submetido a um periódico
prestigioso em Outubro de 2020. Uma versão revisada foi submetida em fevereiro de 2021
e, atualmente, está em processo de revisão final [50].
O restante do capítulo possui a seguinte estrutura. A Seção 9.1 detalha o mecanismo
baseado em redes neurais LSTM para análise de tendências de preços. O conceito de
disponibilidade real baseado na sugestão de lance fornecida pelo mecanismo de utilidade
é definido na Seção 9.2. Os experimentos realizados com os mecanismos LSTM e de
utilidade, com dados de histórico de precificação de instâncias spot de 2020, são detalhados
na Seção 9.3. A Seção 9.4 apresenta a metodologia de uso do mecanismo combinado. Na
Seção 9.5, é apresentado o estudo de caso que aplica o mecanismo combinado (redes LSTM
e utilidade). Finalmente, na Seção 9.6, as considerações finais são apresentadas.
9.1 Projeto do Mecanismo LSTM
O mecanismo proposto no presente capítulo combina análise de tendências de preço spot
a longo prazo com previsão e balanceamento de custo e disponibilidade a curto prazo. A
análise de tendências de preços spot a longo prazo se baseia na utilização de redes LSTM
conforme detalhado no Capítulo 5.
As redes LSTM têm sido empregadas em diversas aplicações e, recentemente, ampla-
mente aplicadas à previsão de valores reais em séries temporais [127]. Conforme apresen-
tado no Capítulo 6, existem vários trabalhos que utilizam redes LSTM para prever preços
no modelo de precificação spot da Amazon EC2. Estes trabalhos, entretanto, definem uma
arquitetura única de rede neural, com uma quantidade fixa de camadas e de nós dentro de
cada camada, assim como valores fixos para hiperparâmetros de aprendizado da rede. Por
exemplo, [36] e [25] propõem arquiteturas de rede e configurações de parâmetros distintos
para tratar do problema de previsão de preço spot. Desse modo, não se pode concluir que
existe uma arquitetura LSTM única ou configuração de hiperparâmetros definitiva que
darão bons resultados para todas as instâncias e em diferentes períodos de tempo.
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O mecanismo LSTM proposto se baseia em uma abordagem flexível, que permite ao
usuário explorar várias configurações de rede e diferentes valores de hiperparâmetros. O
objetivo da abordagem consiste em fornecer uma análise de preço spot de longo prazo,
mostrando claramente as variações e as tendências de preço esperadas em períodos iguais
ou superiores a uma semana. Essa análise visa ajudar o usuário na escolha de um tipo de
instância apropriado. Isso permite que o mecanismo LSTM possa ser usado de forma com-
plementar ao mecanismo de utilidade para análise e sugestão de custo e disponibilidade
a curto prazo, proposto no Capítulo 8.
9.1.1 Arquiteturas da Rede LSTM
No mecanismo LSTM apresentado nesta Tese foram propostos três layouts de arquitetura
de rede neural, dependendo do número de camadas e dos tipos de elementos presentes
nas camadas ocultas, conforme conceitos abordados na Seção 5.3.1. O primeiro layout
(tipo 1) define uma arquitetura básica de rede neural recorrente, composta por apenas
uma camada oculta de unidades LSTM, além das camadas de entrada e de saída da
rede. O segundo layout (tipo 2) se caracteriza por uma arquitetura de rede intermediária,
composta por duas camadas ocultas LSTM totalmente conectadas. O terceiro layout (tipo
3) define uma arquitetura mais sofisticada em relação às anteriores, com duas camadas
LSTM e uma camada densa adicional e totalmente conectada.
Figura 9.1: Layout arquitetural básico (tipo 1).
Os layouts básico e intermediário são mostrados nas Figuras 9.1 e 9.2, respectivamente.
A Figura 9.3 mostra o terceiro layout de arquitetura, com duas camadas ocultas LSTM e
uma camada oculta densa. Os valores históricos de preços compõem uma lista de features,
que é submetida à rede através da camada de entrada. As camadas LSTM e densa têm o
mesmo número de nós cada uma. A camada densa filtra e consolida o valor de previsão
com a maior probabilidade, o que aumenta o tempo de treinamento.
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Figura 9.2: Layout arquitetural intermediário (tipo 2).
Figura 9.3: Layout arquitetural sofisticado (tipo 3).
9.1.2 Hiperparâmetros da Rede LSTM
Em relação à configuração dos parâmetros de treinamento da rede neural, conforme defi-
nições discutidas na Seção 5.1.7, foram analisadas variações discretas de quatro tipos de
hiperparâmetros, que são (1) algoritmo de otimização, (2) quantidade de nós nas camadas
ocultas, (3) quantidade de épocas de treinamento e (4) taxa de aprendizado, conforme
detalhado na Tabela 9.1. Estes hiperparâmetros de (1) a (4) são referenciados pelas letras
A, H, E e L, respectivamente. O MSE (Seção 4.3) é a função de perda usada para avaliar
a precisão do treinamento da rede e dos valores de previsão.
Na Tabela 9.1, o primeiro hiperparâmetro define o algoritmo de otimização em relação
ao cálculo do gradiente descendente para treinamento da rede. No mecanismo proposto,
podem ser utilizados o algoritmo padrão Stochastic Gradient Descent SGD (Seção 5.1.5),
algoritmo ADAM (Seção 5.2.6) ou NADAM (Seção 5.2.7). O segundo hiperparâmetro
define a quantidade de nós das camadas ocultas LSTM e densa (no caso da arquitetura
tipo 3) e pode assumir os valores de 16 ou 32 nós. O terceiro hiperparâmetro define a
quantidade de épocas nas quais a rede neural processa todos os dados de treinamento e
118
Tabela 9.1: Valores possíveis dos hiperparâmetros de configuração.
# Hiperparâmetro Símbolo Valores Possíveis
1 Algoritmo de otimização A A1 (SGD), A2 (ADAM) ou A3 (NADAM)
2 Nós nas camadas ocultas H 16 ou 32
3 Épocas de treinamento E 50, 100 ou 200
4 Taxa de aprendizado L 0,005 ou 0,01
calcula os pesos das conexões através do algoritmo do gradiente descendente (Seção 5.1.4).
Poucas épocas podem ser insuficientes para reter as informações relevantes e, por outro
lado, muitas épocas podem causar ajustes excessivos dos pesos e perda de precisão (Seção
5.2). Esses dois últimos hiperparâmetros impactam diretamente no tempo de treinamento
da rede. O quarto hiperparâmetro define o valor da taxa de aprendizado usada pelos nós
LSTM. Essa taxa controla como o modelo se adapta em resposta à propagação reversa
dos erros (Seção 5.1.3), cada vez que os pesos das conexões são atualizados.
A combinação dos valores dos quatro hiperparâmetros, considerando ainda os 3 layouts
de arquitetura (Seção 9.1.1), resulta em 108 configurações possíveis de rede. Nos experi-
mentos realizados, o espaço de possibilidades foi reduzido para 10 configurações através
da observação dos valores de MSE em testes empíricos, que consideraram diferentes tipos
de instâncias e períodos do histórico de preços durante o ano de 2020. Tais dados foram
obtidos da Amazon EC2 [24] e possuem os seguintes campos: nome do tipo de instância,
nome do produto (sistema operacional), região/zona de disponibilidade, preço e registro
de data e hora. Esses dois últimos campos são processados como uma série temporal e os
outros campos são descartados.
Para a utilização da rede neural recorrente, os dados foram primeiramente regulari-
zados considerando as variações de preços uniformemente distribuídas em intervalos de
tempo de quatro horas. Os dados foram então separados em conjuntos de treinamento
e teste, com as proporções de 70% e 30%, respectivamente, em relação ao conjunto de
dados original. Finalmente, um procedimento de normalização Min-Max (Seção 5.1.7) é
aplicado aos dados em ambos os conjuntos, convertendo os preços em valores entre 0 e 1.
9.2 Extensão do Mecanismo de Utilidade para Cál-
culo da Disponibilidade Real
O mecanismo de análise de utilidade com média móvel e janelas deslisantes foi detalhado
no Capítulo 8. Esta Seção define a proposta de avaliação real da disponibilidade da ins-
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tância spot em função do lance, estendendo assim o mecanismo de utilidade anteriormente
definido.
A avaliação de disponibilidade real em função do lance consiste em analisar o tempo
de disponibilidade e o custo da instância durante uma janela de tempo predefinida no
futuro, caso o usuário utilize o valor do lance sugerido pelo Algoritmo 5 (Capítulo 8) para
solicitar uma instância spot. Esta avaliação é realizada em termos de durabilidade [35],
neste caso expressa como o período de tempo em que a instância ficou disponível antes
que uma variação do preço spot ultrapassasse o valor da oferta ou fosse atingido o período
limite predefinido. A disponibilidade da instância é considerada dentro de um período de
tempo e, no caso do mecanismo de utilidade, é igual a 12 horas ou o mesmo tamanho de
janela usado pelo Algoritmo 6.
Figura 9.4: Análise futura de lance e disponibilidade.
A Figura 9.4 mostra um momento hipotético inicial de disponibilização de instância,
quando a solicitação do usuário é atendida devido a um lance bem sucedido. A janela de
tempo wd compreende esse instante inicial até o momento em que a instância é revogada,
devido ao fato do preço spot ultrapassar o valor de lance estabelecido inicialmente na
solicitação. Com essa informação é possível avaliar as garantias de disponibilidade da
instância dentro de um intervalo de confiança (Seção 4.3). A avaliação também é útil para
responder à pergunta sobre qual percentual dos lances proporcionam disponibilidade em
tempo integral como parte de um acordo de nível de serviço, considerando um período de
avaliação e uma janela de tempo pré-definida.
9.3 Experimentos Realizados
Os experimentos realizados com mecanismos LSTM e de utilidade usaram dados de 8
tipos de instância disponíveis nos modelos de preços on demand e spot da Amazon EC2.
As instâncias possuem diferentes propósitos de utilização, como processamento intensivo,
uso de memória e otimização para armazenamento. Os históricos de preços se referem ao
período de janeiro a junho de 2020, na região US-East-1 (North Virginia, EUA), com o
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sistema operacional Linux/UNIX. Os tipos de instância e suas características computaci-
onais (vCPU e memória), objetivos, preços on demand (OD) e o número de ocorrências
de variação do preço spot durante o período de avaliação são detalhados na Tabela 9.2.
Tabela 9.2: Tipos de instância utilizados nos experimentos com o mecanismo combinado.
Tipo de vCPU Mem. Propósito Preço OD # Variações
Instância (GB) (USD/h) de Preço Spot
c5n.2xlarge 8 21 Compute 0,432 565
c5n.9xlarge 36 96 Compute 1,944 526
i3.2xlarge 8 61 Storage 0,624 540
i3.8xlarge 32 244 Storage 2,496 616
m5.2xlarge 8 32 General 0,384 580
m5.4xlarge 16 64 General 0,768 600
r4.2xlarge 8 61 Memory 0,532 434
r5.2xlarge 8 64 Memory 0,504 514
9.3.1 Experimentos com Mecanismo LSTM
A avaliação do mecanismo LSTM considerou períodos mensais, de janeiro a junho de
2020. Em cada período mensal, 70% dos dados do histórico de precificação são usados
para treinar a rede e 30% para teste dos valores previstos. As configurações e os tipos de
rede foram avaliados para cada mês e tipo de instância, de forma a possibilitar, em cada
execução, a coleta dos valores de erro (MSE) de treinamento e teste. Assim, o conjunto
original de combinações de cenários levou em consideração os valores de hiperparâmetros
de configuração descritos na Tabela 9.1, os tipos de layout de arquitetura de rede definidos
na Seção 9.1, os tipos de instância relacionados na Tabela 9.2 e os seis primeiros meses
de 2020.
Para comparar as configurações e tipos de rede, foram identificadas as combinações
com os menores valores de MSE de treinamento e teste por tipo de instância e período
mensal. A primeira coluna da Tabela 9.3 apresenta a configuração e o tipo de rede,
conforme a codificação dos hiperparâmetros (Tabela 9.1). Adicionalmente, os parâmetros
T2 e T3 referem-se aos layouts arquiteturais de rede dos tipos 2 (Figura 9.2) e 3 (Figura
9.2), respectivamente. A segunda coluna mostra o número de ocorrências em que cada
configuração/tipo de rede obteve o menor MSE de treinamento para um tipo de instância
distinto e período mensal. A terceira coluna apresenta o número de vezes em que cada
configuração/tipo de rede atingiu o MSE mais baixo durante o período de teste. As
colunas 2 e 3 totalizam 48 ocorrências cada (ou 6 meses vezes 8 tipos de instância).
Ainda na Tabela 9.3, uma classificação mais ampla que cobre todos os tipos de instân-
cia e períodos mensais foi aplicada ao espaço de possíveis configurações e tipos de rede,
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Tabela 9.3: Análise de MSE e MSE-limite por configuração e tipo de rede LSTM.
Configuração e # Menor # Menor # Abaixo # Abaixo # Abaixo
Tipo de rede MSE de MSE de do Limite de do Limite de Ambos
(AHELT) Treinamento Teste Treinamento de Teste os Limites
A1H16E50L0.005T2 0 0 0 17 0
A1H16E50L0.005T3 0 1 5 30 5
A2H16E100L0.005T2 8 7 27 39 23
A2H16E100L0.005T3 10 2 23 35 18
A2H32E200L0.005T2 14 11 30 40 27
A2H32E200L0.005T3 15 6 23 31 18
A3H16E100L0.005T2 0 16 0 34 0
A3H16E100L0.005T3 1 2 7 30 3
A3H32E200L0.005T2 0 2 0 26 0
A3H32E200L0.005T3 0 1 2 27 0
Total 48 48 117 309 94
considerando limites aplicados aos valores de MSE de treinamento e teste. Desta forma,
a quarta coluna da Tabela 9.3 mostra o número de ocorrências para cada configuração de
rede cujo valor de MSE de treinamento é inferior ao limite 0, 05. Este conjunto reduzido
possui um total de 117 ocorrências. A quinta coluna apresenta a quantidade de vezes em
que o valor do MSE de teste é inferior ao limite 0, 0001 para cada configuração de rede,
totalizando 309 ocorrências. A última coluna mostra a quantidade de vezes em que os
valores de MSE de treinamento e teste estão abaixo de ambos os limites para cada con-
figuração, totalizando 94 ocorrências. Por exemplo, a configuração A2H32E200L0.005T3
aparece 15 vezes com o menor valor de MSE de treinamento, e 6 vezes com o menor valor
MSE de teste dentre todas as demais configurações. Em 44 combinações de meses e tipos
de instância, esta configuração apresenta MSE de treinamento abaixo de 0, 05, e em 31
combinações apresenta o MSE de teste abaixo de 0, 0001. Finalmente, esta configura-
ção apresenta valores de MSE de treinamento e teste abaixo de ambos os limites em 18
combinações de tipos de meses e tipos de instância.
Os algoritmos ADAM (A2) e NADAM (A3), assim como as redes T2 (intermediário)
e T3 (sofisticado), compõem as configurações predominantes na Tabela 9.3. Os melhores
resultados de MSE de teste, considerando ambos os limites, são apresentados na Tabela
9.4. Nas colunas 2, 3, 4 e 5, os meses e os valores de MSE de treinamento e teste, assim
como as configurações de rede, são apresentados para cada tipo de instância. Janeiro e
junho são os meses que mais aparecem com menores erros de previsão de preços. A Tabela
9.5 apresenta os piores resultados de MSE durante o período de teste, considerando valores
abaixo do limite de 0, 0001, para cada tipo de instância. Março, abril e maio são os meses
que mais aparecem com o maior erro de previsão.
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Não há configuração de rede predominante entre os resultados da Tabela 9.4, ou confi-
guração que deva ser descartada a partir dos resultados da Tabela 9.5. Embora trabalhos
como [25] tenham fixado uma configuração semelhante a A3H32E200L0.005T3, não foi
possível estabelecer uma configuração de rede definitiva para todos os cenários.
Tabela 9.4: Melhores resultados de MSE no período de teste por tipo de instância.
Tipo de Melhores Resultados de MSE de Teste
Instância Mês MSE de Treinamento MSE de Teste Configuração da Rede
c5n.2xlarge Janeiro 0,01246518 0,00000050 A2H16E100L0.005T2
c5n.9xlarge Janeiro 0,01250304 0,00003097 A2H32E200L0.005T3
i3.2xlarge Janeiro 0,02640755 0,00000006 A3H16E100L0.005T3
i3.8xlarge Janeiro 0,00742033 0,00000515 A2H32E200L0.005T3
m5.2xlarge Janeiro 0,00620938 0,00000028 A2H32E200L0.005T2
m5.4xlarge Junho 0,01128134 0,00000044 A2H16E100L0.005T2
r4.2xlarge Janeiro 0,00266161 0,00000006 A2H32E200L0.005T2
r5.2xlarge Junho 0,02391096 0,00000013 A3H16E100L0.005T3
Tabela 9.5: Piores resultados de MSE no período de teste abaixo do limite pré-estabelecido
(MSE ≤ 0, 0001).
Tipo de Piores Resultados de MSE de Teste Abaixo do Limite (MSE ≤ 0, 0001)
Instância Mês MSE de Treinamento MSE de Teste Configuração da Rede
c5n.2xlarge Abril 0,00654776 0,00007528 A2H16E100L0.005T3
c5n.9xlarge Janeiro 0,01651889 0,00009087 A2H32E200L0.005T2
i3.2xlarge Maio 0,01329307 0,00009633 A2H16E100L0.005T3
i3.8xlarge Maio 0,02622799 0,00007793 A1H16E50L0.005T3
m5.2xlarge Março 0,00343944 0,00008868 A2H32E200L0.005T2
m5.4xlarge Março 0,00773649 0,00007488 A2H32E200L0.005T2
r4.2xlarge Abril 0,00895758 0,00007304 A1H16E50L0.005T3
r5.2xlarge Março 0,00825468 0,00009342 A2H16E100L0.005T2
A avaliação do tipo de instância r4.2xlarge com a configuração A2H32E200L0.005T2,
durante o mês de janeiro de 2020, é detalhada na Figura 9.5. A linha azul mostra as
variações de preços no período de treinamento. A linha vermelha apresenta os preços reais
durante o período de teste e a linha verde mostra os valores previstos pela rede LSTM
neste mesmo período. O cálculo do MSE de teste se dá pela Equação 4.14, considerando
os valores reais e previstos apresentados nas linhas vermelha e verde, respectivamente.
Na fase de previsão, o MSE de teste é igual a 6e−8, conforme listado na Tabela 9.4. A
variação de preço spot inicia com uma tendência de queda e muda para um cenário de
alta de preços a partir da segunda semana. A previsão capta essa tendência e acompanha
a alta dos preços até o final do mês.
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Figura 9.5: Previsão LSTM para a instância r4.2xlarge em Janeiro de 2020.
Um cenário mais complexo durante o mês de fevereiro de 2020 para r5.2xlarge é ilus-
trado na Figura 9.6. A configuração de rede A2H16E100L0.005T2 apresenta o MSE de
teste mais baixo para esta combinação de mês e tipo de instância. Os preços apresentam
trajetória ascendente até o 10o¯ dia, quando os valores caem para patamares inferiores aos
preços registrados no início do mês. O terço restante do mês mostra uma recuperação dos
preços, e a previsão do LSTM segue essa tendência até o último dia.
Figura 9.6: Previsão LSTM para a instância r5.2xlarge em Fevereiro de 2020.
A avaliação do tipo de instância m5.4xlarge durante o mês de março de 2020 é ilustrada
na Figura 9.7. A configuração A2H32E200L0.005T3 apresenta o menor MSE de teste para
este cenário de instância e mês, que é praticamente uniforme com tendência de aumento
até os últimos dias do mês, quando há variações consideráveis de preços que terminam com
uma queda subsequente. A previsão fornecida pela rede LSTM acompanha as variações
dos preços e a tendência de queda ocorrida no final do mês.
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Figura 9.7: Previsão LSTM para a instância m5.4xlarge em Março de 2020.
A Figura 9.8 ilustra o pior cenário de teste para o tipo de instância c5n.2xlarge. Ele
acontece em abril de 2020 com a configuração da rede A2H16E100L0.005T3, conforme
mostrado na Tabela 9.5, com valor de MSE de teste igual a 7, 35e−5. Mesmo sendo o
pior cenário sob os limites de treinamento e teste predefinidos, a previsão LSTM é capaz
de capturar a tendência de alta dos preços até meados da última semana, quando ocorre
queda de os preços, causando aumento do MSE de teste no final do mês.
Figura 9.8: Previsão LSTM para a instância c5n.2xlarge em Abril de 2020.
A avaliação do tipo de instância i3.8xlarge, durante o mês de maio de 2020, apresenta
um cenário altamente variável. É usada a configuração de rede A2H32E200L0.005T3.
Conforme mostrado na Figura 9.9, as variações com tendência de alta ocorrem até o final
da terceira semana, quando se inicia uma tendência de queda. A previsão para o restante
do mês segue esta tendência, apesar da detecção de variações bruscas.
A Figura 9.10 mostra o cenário de avaliação para o tipo de instância r5.2xlarge usando
a configuração A3H16E100L0.005T3, durante o mês de junho de 2020. O valor de MSE de
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Figura 9.9: Previsão LSTM para a instância i3.8xlarge em Maio de 2020.
teste é igual a 1, 3e−7, como listado na Tabela 9.4. Este também é um cenário complexo,
com tendência de crescimento do início do mês até o final da terceira semana. A previsão
do LSTM é capaz de prever as variações a partir desse patamar, quando os preços spot
começam a cair.
Figura 9.10: Previsão LSTM para a instância r5.2xlarge em Maio de 2020.
De forma geral, os resultados dos experimentos mostram que a rede LSTM é eficaz para
a previsão de tendências preços no mercado spot da Amazon EC2. Apesar da necessidade
de tempo e esforço consideráveis para definir a arquitetura e configurar os hiperparâme-
tros, os resultados apresentam erro reduzido para previsões de preços de longo prazo. O
mecanismo é capaz de detectar tendências de aumentos e quedas de preços, bem como
grandes variações em cenários de grande incerteza.
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9.3.2 Experimentos com Mecanismo de Utilidade (Preços de
2020)
A avaliação do mecanismo baseado em utilidade considera históricos de precificação de
instância divididos em dois conjuntos de dados: para o primeiro (Q1) e o segundo (Q2)
trimestres de 2020. As Tabelas 9.6 e 9.7 detalham os resultados experimentais para cada
tipo de instância, durante o primeiro e segundo trimestres, respectivamente.
Tabela 9.6: Resultados experimentais do mecanismo de utilidade durante o primeiro
trimestre (Q1) de 2020.
Tipo de Preço Lance wd 5% (95%CI) wd 10% (95%CI) Durabilida-
Instância Médio Preço Percentil (h) Percentil (h) de ≥ 12h
(USD/h) (USD/h)
c5n.2xlarge 0,176 0,176 5,31 (4,89 - 5,58) 5,87 (5,57 - 6,16) 63,56%
c5n.9xlarge 0,786 0,789 4,92 (4,75 - 5,17) 5,31 (5,17 - 5,46) 53,48%
i3.2xlarge 0,214 0,213 5,44 (4,76 - 5,85) 6,33 (5,72 - 6,70) 73,75%
i3.8xlarge 0,862 0,858 4,91 (4,75 - 5,18) 5,57 (5,16 - 5,73) 58,70%
m5.2xlarge 0,183 0,183 5,17 (4,89 - 5,34) 5,73 (5,30 - 6,14) 69,32%
m5.4xlarge 0,382 0,380 5,02 (4,75 - 5,17) 5,58 (5,17 - 5,72) 58,63%
r4.2xlarge 0,185 0,184 5,17 (4,89 - 5,70) 5,87 (5,59 - 6,28) 68,39%
r5.2xlarge 0,193 0,192 4,76 (4,62 - 5,03) 5,30 (5,02 - 5,54) 57,75%
As médias de preços spot são apresentados na segunda coluna. As sugestões de oferta
e disponibilidade são calculadas a cada momento em que ocorre uma variação do preço
spot utilizando o Algoritmo 5. As sugestões de lance médio são apresentadas na terceira
coluna, enquanto a disponibilidade esperada com base na Equação 8.2 é sempre 100%
para os cenários analisados. A quarta e quinta colunas apresentam os percentis de 5% e
10% da janela de durabilidade wd em horas, definida na Seção 9.2, com seus respectivos
intervalos de confiança de 95% em Q1 e Q2. A sexta e última coluna das tabelas apresenta
os percentuais de lances que proporcionaram 12 horas ou mais de disponibilidade da
instância nos trimestres.
Para o tipo de instância c5n.9xlarge, as sugestões de lance médio no primeiro e segundo
trimestres foram, respectivamente, 0, 789 (Tabela 9.6) e 0, 788 USD/hora (Tabela 9.7).
Tais valores estão ligeiramente acima dos preços spot médios e aproximadamente equiva-
lente a 40% do preço on demand. A avaliação da disponibilidade do lance durante esses
períodos indicam, com 95% de confiança, que 95% das sugestões de lances fornecidas pelo
mecanismo da concessionária garantem pelo menos 4, 75 e 4, 61 horas de disponibilidade
de instâncias para o primeiro e segundo trimestre, respectivamente. Também é possível
concluir, com 95% de confiança, que 90% das sugestões de lance garantem pelo menos
5, 17 e 4, 9 horas para o primeiro e segundo trimestre, respectivamente. A avaliação da
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Tabela 9.7: Resultados experimentais do mecanismo de utilidade durante o segundo se-
mestre (Q2) de 2020.
Tipo de Preço Lance wd 5% (95%CI) wd 10% (95%CI) Durabilida-
Instância Médio Preço Percentil (h) Percentil (h) de ≥ 12h
(USD/h) (USD/h)
c5n.2xlarge 0,234 0,238 5,06 (4,75 - 5,31) 5,45 (5,30 - 5,60) 58,54%
c5n.9xlarge 0,791 0,788 4,76 (4,61 - 4,91) 5,18 (4,90 - 5,32) 48,14%
i3.2xlarge 0,257 0,257 5,38 (5,17 - 5,59) 5,88 (5,59 - 6,44) 70,90%
i3.8xlarge 1,014 1,014 5,09 (4,76 - 5,31) 5,59 (5,31 - 5,87) 61,19%
m5.2xlarge 0,186 0,190 5,45 (5,03 - 5,74) 6,36 (5,73 - 6,99) 77,27%
m5.4xlarge 0,361 0,365 5,17 (4,89 - 5,59) 6,01 (5,59 - 6,46) 73,88%
r4.2xlarge 0,200 0,204 5,59 (5,02 - 5,91) 6,43 (5,73 - 6,85) 78,26%
r5.2xlarge 0,213 0,218 5,45 (5,18 - 5,72) 6,14 (5,67 - 6,71) 74,65%
durabilidade da instância indica que 53, 48% e 48, 14% das sugestões de lance para Q1 e
Q2 garantem 12 horas ou mais de disponibilidade da instância, respectivamente. Esses
cenários são ilustrados nas Figuras 9.11 e 9.12.
Figura 9.11: Lance e disponibilidade da instância c5n.9xlarge no 1o¯ semestre de 2020.
Na avaliação para o tipo de instância r4.2xlarge, as sugestões de lance médio foram
de 0, 184 e 0, 204 USD/hora no primeiro e segundo trimestre, valores aproximadamente
equivalentes a 35% e 38%, respectivamente, do preço on demand. Com 95% de confiança,
é possível concluir que 95% das sugestões de lance garantem pelo menos 4, 89 e 5, 02 horas
de disponibilidade da instância para o primeiro e segundo trimestres. Também pode ser
concluído, com 95% de confiança, que 90% das sugestões de lance garantem pelo menos
5, 59 e 5, 73 horas para o primeiro e segundo trimestres. Além disso, 68, 39% e 78, 26%
de sugestões de lance garantem 12 horas ou mais de disponibilidade para o primeiro
e segundo trimestre. Esses foram os maiores valores de durabilidade entre os tipos de
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Figura 9.12: Lance e disponibilidade da instância c5n.9xlarge no 2o¯ semestre de 2020.
instância analisados, embora tenha havido grandes variações de preços no final do Q1, de
17 de março até meados de maio, conforme detalhado nas Figuras 9.13 e 9.14.
Figura 9.13: Lance e disponibilidade da instância r4.2xlarge no 1o¯ semestre de 2020.
Por um lado, o tipo de instância r4.2xlarge apresenta maiores valores percentuais, por-
tanto com maior capacidade de prover disponibilidade real. A durabilidade de r4.2xlarge
também é maior do que outros tipos de instância no 2o¯ trimestre de 2020. Por outro
lado, a avaliação do tipo de instância c5n.9xlarge mostra os valores mais baixos para os
percentis e durabilidade nas Tabelas 9.6 e 9.7. Na avaliação geral, os tipos de instância
otimizadas para uso intensivo de memória e de propósito geral apresentaram percentis
e valores de durabilidade mais altos do que as instâncias otimizadas para computação
e armazenamento, exceto para a instância i3.2xlarge, que teve a maior durabilidade no
primeiro trimestre.
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Figura 9.14: Lance e disponibilidade da instância r4.2xlarge no 2o¯ semestre de 2020.
9.4 Metodologia para Uso Conjunto dos Mecanismos
LSTM e Utilidade
Para o uso combinado do mecanismo baseado em utilidade para balanceamento de custo e
disponibilidade, apresentado no Capítulo 8, com o mecanismo para análise de tendências
de preços baseado em redes LSTM, proposto na Seção 9.1, foi definida uma metodologia
para contratação de um tipo de instância spot, composta pelos seguintes passos:
1. Pré-seleção de instâncias: realizar a pré-seleção de um subconjunto de tipos
de instância que atendem às necessidades da aplicação do usuário (por exemplo
a quantidade mínima de CPU e memória, o custo máximo por hora, a zona de
disponibilidade ou a região específica);
2. Previsão LSTM: para cada tipo de instância pré-selecionada, aplicar o mecanismo
LSTM (Seção 9.1) para previsão de preços de longo prazo, neste caso uma semana (7
dias) à frente, utilizando dados de histórico de precificação da instância dos últimos
23 dias;
3. Análise de tendências: para as previsões geradas por meio do mecanismo LSTM,
realizar uma analise de tendência de preços considerando critérios como amplitude
de variações e tendência geral de queda de preços, dentre outros critérios;
4. Seleção da instância apropriada: seleção do tipo de instância que melhor se
adéqua aos critérios utilizados na análise de tendências (passo 3);
5. Análise de utilidade: obtenção do valor atual de sugestão de lance a partir do me-
canismo baseado em utilidade, considerando o histórico de precificação da instância
nas últimas 12 horas;
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6. Requisição da instância spot: registro da requisição para o tipo de instância
selecionado, utilizando a sugestão de lance (passo 5) como valor máximo a ser pago
por hora.
A realização da previsão LSTM (passo 2) pode ser simplificada, com a utilização de
configurações de rede LSTM pré-determinadas, como as mencionadas na Tabela 9.4. A
análise de tendências (passo 3) pode considerar também o valor de MSE de treinamento
da rede LSTM como critério para escolha do tipo de instância, apesar de não haver relação
direta entre o erro na etapa de treinamento e na etapa de teste. Na análise de utilidade
(passo 5), pode ser utilizada a sugestão de lance médio ou a maior sugestão de lance nos
últimos 30 dias, como alternativas mais conservadoras, ao invés da sugestão de lance com
base nas últimas 12 horas, conforme previsto no Algoritmo 6 (Capítulo 8).
9.5 Estudo de Caso: Comparação de Sequências Bi-
ológicas SARS-CoV-2
A doença COVID-19, causada pelo vírus SARS-CoV-2, se espalhou por todo o mundo
em 2020 e se tornou uma pandemia de enormes proporções. Em setembro de 2020, uma
linhagem mais contagiosa de SARS-CoV-2 chamada B.1.1.7 foi identificada no Reino
Unido. Para entender esta doença, os pesquisadores desenvolveram vários estudos, que
incluem, dentre outras técnicas, a comparação de sequências biológicas do SARS-CoV-2.
Nesta seção, foi aplicada a nossa abordagem combinada de LSTM e utilidade para executar
uma aplicação de Bioinformática real que compara sequências de DNA da linhagem SARS-
CoV-2 B.1.1.7, usando instâncias spot do serviço Amazon EC2.
A ferramenta MASA-OpenMP1 foi executada para obter alinhamentos globais óti-
mos entre as sequências de DNA SARS-CoV-2 (no hospedeiro humano), usando todos
os núcleos disponíveis [128]. Para isso, foi usada a sequência de referência SARS-CoV-
2 (número de acesso NC_045512.2)2 para comparação com as sequências SARS-CoV-2
da linhagem B.1.1.73. Primeiro, foram comparadas todas as sequências B.1.1.7 com a
sequência de referência (4279 comparações). Em seguida, comparou-se as 50 sequências
B.1.1.7 mais recentes com outras sequências da mesma linhagem (213900 comparações).
O objetivo do estudo de caso é (a) recuperar alinhamentos entre a sequência de referên-
cia SARS-CoV-2 e a linhagem B.1.1.7, e (b) recuperar alinhamentos entre as sequências
B.1.1.7. Para isso, definiu-se o tempo máximo de execução para 12 horas para esta apli-





de todas essas comparações em instâncias spot com a ferramenta MASA-OpenMP está
disponível no repositório FASTA Compare 4 do GitHub.
A metodologia descrita na Seção 9.4 foi aplicada. Primeiro, foi executada a abordagem
LSTM para as instâncias na Tabela 9.2, usando dados históricos de dezembro de 2020
a janeiro de 2021 (23 dias) para treinar a rede LSTM. Em seguida, foram obtidas as
tendências de preço spot para uma semana à frente. Essas previsões foram usadas para
escolher quatro tipos de instância, considerando variação de preços a tendência geral de
queda como critérios. Os tipos de instância m5.2xlarge, c5n.9xlarge, i3.2xlarge e r5.2xlarge
foram escolhidos.
Depois de analisar várias configurações, foi escolhida a configuração A2H32E200L0.005T2
para a instância m5.2xlarge, no período de teste de 13/01 a 21/01/2021. Conforme mos-
trado na Figura 9.15, para este cenário, a previsão LSTM indica um aumento no preço,
com uma tendência de queda subsequente. A Figura 9.17 mostra a previsão de preços
para a instância i3.2xlarge, no período de 16/01 a 24/01/2021, utilizando a configuração
A2H16E100L0005T2. Nesse caso, os preços previstos são bastante estáveis, com baixa
variação.
Figura 9.15: Tendência de preços do mecanismo LSTM para a instância m5.2xlarge.
Em seguida, foi executado o mecanismo de estimativa de preço e disponibilidade ba-
seado em utilidade (Seção 8.1) para obter a sugestão de lance para as instâncias spot
escolhidas. A abordagem com preço máximo baseado em utilidade (utility) foi compa-
rada com duas outras abordagens, que são (a) preço atual (current): definiu-se o preço
máximo como o preço spot atual, a fim de verificar se as variações do preço spot são
tão pequenas que definir o preço atual como o preço máximo nos permitiria executar a
instância a um preço muito baixo e sem interrupções por um período de tempo relevante;
4Disponível em http://github.com/gjportella/fastacompare
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e (b) default: não foi definido o preço máximo spot, ou seja, sem restrição ao preço a ser
pago pela instância.
Tabela 9.8: Resultados detalhados do estudo de caso.
Instância Abordagem Preço Total #Cmp. Tempo USD/ Tempo/
(Data) Spot Máx. USD Total #Cmp. #Cmp.
m5.2xlarge Utility 0,152 1,43 43560 08:49:59 0,00003283 0,730
13/01/2021 Current 0,143 0,29 5420 01:06:42 0,00005351 0,738
Default - 1,29 37701 07:44:56 0,00003422 0,740
c5n.9xlarge Utility 0,753 9,03 138804 11:41:01 0,00006506 0,303
15/01/2021 Current 0,752 3,76 59945 05:01:38 0,00006272 0,302
Default - 3,76 58993 04:56:06 0,00006374 0,301
i3.2xlarge Utility 0,201 2,39 45678 11:36:29 0,00005232 0,915
16/01/2021 Current 0,200 2,39 46427 11:46:43 0,00005148 0,913
Default - 2,39 45461 11:36:21 0,00005257 0,919
r5.2xlarge Utility 0,201 2,40 59098 11:47:17 0,00004061 0,718
17/01/2021 Current 0,200 2,40 58424 11:40:24 0,00004108 0,719
Default - 2,40 58458 11:40:26 0,00004106 0,719
Usando as três abordagens, ou seja, sugestão de preço máximo com base em utilidade,
preço máximo atual e abordagem padrão sem preço máximo, foram realizadas 3 execu-
ções, ao mesmo tempo, do mesmo tipo de instância. Em cada instância foi executada a
ferramenta MASA-OpenMP para comparação de sequências, por um período máximo de
12h. Os resultados das 3 execuções são apresentados na Tabela 9.8. Para cada tipo de
instância e abordagem, são apresentados nas colunas 3 a 7, o preço máximo spot, o custo
total (ou seja, valor pago), o número de comparações executadas, o tempo decorrido (até
a conclusão ou revogação da instância), o preço médio pago por comparação e o tempo
médio por comparação.
Para a instância m5.2xlarge, o mecanismo LSTM previu um aumento no preço em
13/01/2021 (Figura 9.15) e, por esta razão, a definição do preço máximo da instância
como o preço spot atual não foi uma boa escolha. Como consequência, instância foi
revogada em menos de 2 horas de execução nessa abordagem. Ainda sobre esse caso,
embora a execução tenha demorado 1 hora e 6 minutos, a Amazon EC2 cobrou por
2 horas, aumentando consideravelmente o custo por comparação. Para o mesmo tipo
de instância, a abordagem que utilizou preço com base em utilidade foi revogada após
execução por quase 9 horas.
O mecanismo LSTM previu poucas variações de preço para o tipo de instância c5n.9xlarge
em 15/01/2021, conforme mostrado na Figura 9.16. Essa é a razão pela qual o preço com
base em utilidade está muito próximo do preço que usa a abordagem de preço spot atual.
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Figura 9.16: Tendência de preços do mecanismo LSTM para a instância c5n.9xlarge.
Figura 9.17: Tendência de preços do mecanismo LSTM para a instância i3.2xlarge.
Figura 9.18: Tendência de preços do mecanismo LSTM para a instância r5.2xlarge.
Nesse experimento, as instâncias com preço atual e default (sem preço máximo) foram
revogadas após execução por cerca de 5 horas, possivelmente devido a um aumento das
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solicitações para este tipo de instância no modelo on demand. A instância com preço
obtido via mecanismo de utilidade não foi revogada e pôde ser executada até o limite de
12 horas.
As execuções das instâncias i3.2xlarge e r5.2xlarge ocorreram no sábado, dia 16/01/2021,
e domingo, dia 17/01/2021, respectivamente. As previsões LSTM para as duas instân-
cias são mostradas nas Figuras 9.17 e 9.18. Nesses casos, as três execuções decorreram
até o limite de 12 horas, sendo que o custo médio por comparação e o tempo médio por
comparação foram bastante semelhantes, considerando um ambiente de computação em
nuvem.
A Figura 9.19 mostra partes (pontos de corte são mostrados com tesouras) do ali-
nhamento global ótimo MASA-OpenMP da sequência de referência SARS-CoV-2 com a
sequência mais recente da linhagem B.1.1.7, obtida em Dezembro de 2020. Em vermelho
são destacadas algumas mutações nas proteínas Spike e ORF8, bem como mutações no
final do alinhamento. É importante notar que, embora essa linhagem seja chamada de
linhagem do Reino Unido, ela também foi observada na Itália em 2020 [129].
Figura 9.19: Exemplo de alinhamento gerado pelo estudo de caso.
9.6 Considerações sobre o Mecanismo Combinado
O mecanismo que combina a análise de utilidade visando balanceamento do custo e da
disponibilidade da instância a curto prazo com a previsão de tendências de preço a longo
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prazo utilizando redes LSTM, mostrou ser uma ferramenta importante para o usuário de
computação em nuvem no mercado spot da Amazon EC2.
A avaliação por meio de cenários extensos em 2020 conseguiu fornecer informações
úteis sobre sugestões de lances, bem como durabilidade das instâncias analisadas. Os
resultados para o tipo de instância r4.2xlarge mostraram que as sugestões de lance médio
variaram entre 35% e 38% do preço on demand para o primeiro e segundo trimestres,
respectivamente. Com 95% de confiança, concluímos que 95% das sugestões de lance
garantiram, pelo menos, 4, 89 e 5, 02 horas de disponibilidade da instância, e 90% das
sugestões de lance, pelo menos, 5, 59 e 5, 73 horas. Tomando como base o conceito de
durabilidade, 68, 39% e 78, 26% das sugestões de lance garantiram 12 horas ou mais de
disponibilidade da instância, para o primeiro e segundo trimestres, respectivamente.
A proposta do mecanismo flexível baseado em redes LSTM para previsão de preço
spot a longo prazo foi validada para diversos tipos de instâncias. Várias arquiteturas
e configurações de rede foram avaliadas durante o primeiro semestre de 2020. Nosso
mecanismo foi capaz de prever preços para todos os cenários com erros de treinamento
e previsão muito baixos. Para o tipo de instância r5.2xlarge, durante o mês de junho de
2020, o mecanismo previu valores entre 0, 18 e 0, 19 USD/ ora, equivalente a 37% do preço
on demand e próximo às variações spot (MSE = 1, 3e−7).
Diante do exposto, foi aplicado o mecanismo combinado na execução de uma aplicação
real de Bioinformática em instâncias spot do serviço Amazon EC2. A aplicação compa-
rou cerca de 218.179 sequências de DNA de SARS-CoV-2, utilizando instâncias spot da
Amazon EC2. Os resultados mostraram que nosso mecanismo LSTM é capaz de escolher
instâncias apropriadas e que nossas sugestões de preços baseadas em utilidade são baixas,
com boa disponibilidade. Mesmo em um cenário adverso, onde os preços spot aumentam
constantemente, a instância que usou nossa sugestão de lance baseada em utilidade foi
revogada após quase 9 horas de execução, possibilitando comparar um maior número de
sequências do que a política spot AWS padrão (sem preço máximo).
A contribuição deste capítulo, que também é detalhada no trabalho [50], se insere no
estado da arte em precificação em nuvem discutido no Capítulo 6, conforme é mostrado
na última linha da Tabela 9.9.
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Tabela 9.9: Comparação entre os trabalhos sobre precificação em computação em nuvem.
Ref. Precifi- Objetivo Grupo Técnica Parâmetros Mer-
(Ano) cação cado
[26] on demand escalonamento de tarefas OUT delay scheduling, preço, memó- 1
(2011) em nuvem IaaS progress share ria RAM
[27] on demand seleção de instâncias OUT ontology reasoning CPU, rede, 1
(2012) virtuais de acordo com preço, arma-
requisitos da aplicação zenamento
[30] spot modelagem do mercado EST análise de série temporal, preço, data 2
(2013) spot simulação, distribuição de
Pareto
[29] spot modelagem do mercado EST análise de série temporal, preço, data 2
(2013) spot análise estatística (MoG),
modelagem de mercado
[42] extensível seleção de serviços com ECO mecanismo de mercado qualidade, -
(2014) a spot base em restrições de baseado em leilões VCG preço, data
custo e qualidade
[28] on demand, leilão por instâncias ECO análise de série temporal, preço, data 2
(2015) spot spot e modelagem de mercado,
[31] spot estratégias de leilão EST análise de série temporal, preço, data 2
(2015) por instâncias análise estatística
spot (lognormal)
[32] spot leilão por instâncias ML análise de série temporal, preço, data 2
(2015) spot algoritmo de otimização
gradient descending
[33] on demand, escalonamento de EST análise de série temporal, preço, data, 2
(2015) spot instâncias com médias móveis (simples, CPU, memó-
restrições ponderada e exponencial) ria RAM
[34] on demand, modelagem do mercado ECO simulação e monitoramento preço, data 2
(2016) spot spot de mercado
[44] spot previsão de preços ML redes LSTM preço, data 2
(2017) spot
[35] spot estimativa de lance EST série temporal, probabi- preço, data 2
(2017) e disponibilidade lidade e estatística
[36] spot previsão de preços ML redes LSTM preço, data 3
(2018) spot
[25] spot previsão de preços ML redes LSTM preço, data 2
(2018) spot
[37] spot garantia de EST paralelismo, redundância preço, data 2
(2018) disponibilidade e tolerância a falhas
[38] spot identificação de ECO indicadores financeiros e preço, data 2
(2018) tendências modelagem de riscos
[39] spot previsão de preços ECO modelagem de série preço, data, 2
(2018) spot temporal start/uptime
[40] spot previsão de preços EST análise estatística e preço, data 2
(2019) spot série temporal
[41] spot previsão de preços EST análise estatística e preço, data 2
(2019) spot série temporal
[45] extensível utilização de EST análise estatística e histórico -
(2020) a spot infraestrutura & ML redes LSTM de uso
[46] spot previsão de preços ML RRF preço, data 2
(2020) spot
[50] spot previsão e análise EST utilidade (curto prazo) preço, data 3






Conclusão e Trabalhos Futuros
10.1 Conclusão
Os modelos de precificação estática e dinâmica para computação em nuvem foram es-
tudados e investigados nesta Tese, possibilitando a proposição de mecanismos para a
contratação de instâncias permanentes e transientes. Tais mecanismos aplicaram técnicas
de análise estatística, séries temporais, médias móveis, função de utilidade e redes neurais
artificiais, objetivando a redução de custos e o aumento da disponibilidade das instâncias
contratadas pelos usuários de computação em nuvem. Assim, foram realizadas diversas
análises e experimentos para assegurar a eficácia dos mecanismos propostos, além da exe-
cução de uma aplicação real de bioinformática em ambiente transiente de computação em
nuvem com precificação dinâmica.
Inicialmente, foram realizadas análises estatísticas do modelo de precificação on de-
mand utilizado por dois provedores de nuvem pública, possibilitando a identificação dos
parâmetros que compõem os preços praticados. Os resultados, discutidos no Capítulo
7 e publicados em [47], mostraram que a Equação 7.2, proposta nesta Tese, conseguiu
modelar a precificação estática da Amazon EC2 com erro entre 1% e 14% (Tabela 7.3),
por meio da utilização da técnica de regressão multilinear. Além disso, foi proposta a
Equação 7.4, com resultados estatisticamente relevantes utilizando dados desse mesmo
provedor.
Em seguida, partiu-se para o projeto de modelagem estatística da precificação spot
da Amazon EC2, com o objetivo de determinar uma faixa razoável de lances, inferior ao
preço on demand, proporcionando uma disponibilidade aceitável da instância contratada.
Os resultados foram discutidos no Capítulo 7 e publicados em [126]. O limite superior
do intervalo de confiança 95%, obtido a partir do cálculo de médias móveis com janelas
deslizantes em séries temporais, se adaptou para os períodos de alta variação de preços spot
em 2016, para os diversos tipos de instância analisados. No pior caso, a disponibilidade
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média da instância g2.2xlarge alcançou 87,6%, para um valor médio de lance igual a 0,345
USD/hora (Tabela 7.6), equivalente a 53,08% do preço on demand. No melhor caso, a
disponibilidade média da instância t1.micro alcançou 91,4%, para um valor médio de lance
igual a 0,006 USD/hora (Tabela 7.9), equivalente a 30% do preço on demand.
Assim, percebeu-se então a oportunidade e a necessidade de formulação de um meca-
nismo voltado ao balanceamento de custo e disponibilidade de instâncias spot do serviço
Amazon EC2. Para isso, foi aprofundado o conhecimento teórico sobre séries temporais,
cálculo de médias móveis com janelas deslizantes, teoria de jogos e função de utilidade,
conforme conteúdo apresentado no Capítulo 4. Em seguida, foi definido o mecanismo de
estimativas de custo e disponibilidade baseadas em utilidade, conforme proposta e ex-
perimentos detalhados no Capítulo 8 e publicados em [49]. Para a instância g2.2xlarge,
a taxa média de disponibilidade foi de 94,14%, com um valor médio de lance de 0,3435
USD/hora, o que equivale a 52,85% do preço on demand. Para a instância t1.micro, os
resultados mostram uma taxa de disponibilidade média de 97,8%, com um valor de lance
médio de 0,0064 USD/hora, o que equivale a 32,71% do preço on demand. Desse modo,
o mecanismo proposto conseguiu evoluir as análises estatísticas realizadas anteriormente,
proporcionando o balanceamento de custo e disponibilidade desejado.
Até aqui, as análises estatísticas e os mecanismo de utilidade se voltaram aos dados de
histórico de preços de 2016, quando o modelo de precificação spot ainda se baseava em um
modelo de mercado puro (vide mudança na precificação spot, discutida na Seção 6.1.19).
Nesse período, as variações de preços eram muito intensas e não era raro encontrar valores
de preço spot acima dos preços on demand. Ainda assim, os trabalhos desenvolvidos
conseguiram prover estimativas de custos e disponibilidade bastante adequados.
Em seguida, foi proposto um mecanismo que combina a análise de utilidade, para
sugestão de lances a curto prazo, com redes neurais LSTM, para análise de tendências
de preço a longo prazo. Para isso, houve a necessidade de aprofundamento teórico sobre
redes neurais artificiais, conforme conteúdo apresentado no Capítulo 5. Para isso, foram
realizados experimentos com dados de histórico de preços de 2020, ou seja, após a mu-
dança do modelo spot para mercado suavizado. A proposta do mecanismo combinado, os
resultados dos experimentos e a realização do estudo de caso foram detalhados no Capí-
tulo 9. O conteúdo desse capítulo foi submetido a um periódico de prestígio [50], sendo
que uma primeira revisão já foi realizada.
Os experimentos com o mecanismo combinado mostraram que, para o tipo de ins-
tância r4.2xlarge, 90% das sugestões de lance spot garantiram pelo menos 5,73 horas de
disponibilidade no segundo trimestre de 2020, com um valor de aproximadamente 38%
do preço on demand. Os experimentos também foram capazes de prever tendências de
preços spot para vários tipos de instâncias com erros muito baixos. Para o tipo de ins-
140
tância r5.2xlarge, o mecanismo previu um preço médio de 0,19 USD/hora, que equivale
a cerca de 37% do preço on demand, com MSE < 10−6 para a previsão em um período
de 7 dias. O mecanismo combinado foi usado no estudo de caso para a comparação de
milhares de sequências de DNA do SARS-CoV-2. Os resultados mostraram que a nossa
abordagem foi capaz de fornecer boas opções de tipos de instância spot, com baixo custo
e alta disponibilidade.
As análises detalhadas nas contribuições desta Tese podem ser aplicadas em serviços
IaaS de outros provedores de computação em nuvem, como no caso do serviço Elastic
Compute Service (ECS) do provedor Alibaba Cloud [130]. Neste provedor, instâncias pre-
emptíveis são oferecidas como uma alternativa às instâncias on demand, para a redução
de custos em determinados cenários. A precificação das instâncias se baseia num modelo
de preço variável, em que o usuário estabelece lances para a contratação das instâncias, de
forma muito semelhante ao modelo mercado real da precificação spot do serviço Amazon
EC2, que vigorou até novembro de 2017 (Seção 6.1.19). As contribuições, de forma mais
geral, também podem ser aplicadas em mercados que se baseiem em mecanismos de pre-
cificação estática ou dinâmica, para oferta de bens e serviços permanentes ou transientes,
como por exemplo para negociação de ações no mercado financeiro.
10.2 Trabalhos Futuros
A presente Tese avançou o estado-da-arte ao fazer a análise do modelo de precificação
spot com diversas técnicas (janelas deslizantes, função de utilidade, redes LSTMs), a
curto e a longo prazo, visando lances de baixo valor e proporcionando alta disponibilidade
dos recursos contratados. No entanto, existem ainda diversas questões em aberto, que
merecem investigação em trabalhos futuros.
No Capítulo 9, determinou-se 10 configurações de layout e hiperparâmetros de rede
LSTM (Tabela 9.3), que são adequadas para a previsão de tendências de preços spot,
considerando os tipos de instâncias analisados, no período de tempo que compreende
o primeiro semestre de 2020. A escolha entre essas 10 configurações de redes LSTM
foi deixada a cargo do usuário e foi feita de maneira empírica. Como trabalho futuro,
propõe-se que as previsões de cada configuração de rede LSTM sejam analisadas em
detalhe, para se tentar determinar se existe relação entre a qualidade da previsão da rede
e fatores como o tipo da instância, o tipo de variação de preço (frequência e amplitude) no
período, o preço médio da instância, dentre outros. Caso uma relação entre os fatores e a
configuração da rede seja determinada, é sugerido o projeto de um módulo que, de posse
dos valores dos fatores relevantes, escolha a configuração de rede LSTM que proporcione
os melhores resultados para o cenário específico.
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Conforme discutido no Capítulo 6, o modelo de precificação spot está em evolução.
No final de 2017, esse modelo foi bastante alterado e, atualmente, é usado o modelo
de mercado suavizado. Assim, é sugerido, como trabalho futuro, o uso de Desenho de
Mecanismos (Seção 4.6) para explorar alternativas em busca de uma evolução futura do
modelo de precificação spot. O Desenho de Mecanismos é uma técnica muito promissora,
que permite que diversos tipos de mercados, jogos e funções utilidade sejam explorados,
visando a definição de alternativas ao modelo spot atual, que aumentem os benefícios para
o provedor, para o cliente ou para ambos.
O mecanismo apresentado no Capítulo 8 leva em consideração a utilidade do ponto de
vista do usuário de computação em nuvem. Caso fosse possível obter, além do histórico
de precificação das instâncias spot da Amazon EC2, o histórico da demanda e utilização
das instâncias, ou seja, o histórico de requisições por tipo de instância e zona de dispo-
nibilidade, no formato uma série temporal, seria possível modelar a função de utilidade
do provedor. Assim, seria possível a modelagem de um jogo com informação incompleta
(Seção 4.4), composto por dois jogadores: usuário e provedor. Tal modelagem possibili-
taria ainda a busca pelo equilíbrio em jogos estáticos, além da simulação de execução de
leilões 4.5.
O provedor AWS, bem como a maioria dos provedores de computação em nuvem
pública, possui um único pool de instâncias, que podem ser utilizados ora no modelo on
demand ora no modelo spot. Como trabalho futuro, propõe-se investigar como o padrão
de uso das instâncias on demand afeta a disponibilidade das instâncias spot, na tentativa
de compor uma modelagem unificada que leve em consideração ambos os modelos de
precificação.
Finalmente, como evoluções pontuais e imediatas dos mecanismos apresentados, propõe-
se a extensão do mecanismo de análise de utilidade (Capítulo 4), para a utilização de
janelas dinâmicas. Pode-se, por exemplo, aplicar redes LSTM para aprendizado e pro-
posição do tamanho ideal da janela, de forma semelhante à abordagem aplicada em [45].
Por último, também é proposta a construção de um módulo ou serviço que automatize a
execução dos passos do mecanismo combinado (Seção 9.4 do Capítulo 9), de forma que
receba características de infraestrutura desejáveis (e.g. quantidade de CPU e memória) e
retorne a análise de tendências utilizando redes LSTM e as sugestões de lances e disponi-
bilidade com base no mecanismo de utilidade, assim como a sugestão da instância mais
adequada a ser contratada.
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A Statistical and Neural Network Combined
Approach for the Cloud Spot Market
Gustavo J. Portella, Eduardo Nakano, Genaina N. Rodrigues,
Azzedine Boukerche, Fellow, IEEE, Alba C. M. A. Melo, Senior Member, IEEE
Abstract—The price of virtual machine instances in the Amazon EC2 spot model is often much lower than in the on-demand
counterpart. However, this price reduction comes with a decrease in the availability guarantees. Several mechanisms have been
proposed to analyze the spot model in the last years, employing different strategies. To the best of our knowledge, there is no work that
accurately captures the trade-off between spot price and availability, for short term analysis, and does long term analysis for spot price
tendencies, in favor of user decision making. In this work, we propose (a) a utility-based strategy, that balances cost and availability of
spot instances and is targeted to short-term analysis, and (b) a recurrent neural network mechanism for long term spot price prediction.
Our experiments show that, for r4.2xlarge, 90% of spot bid suggestions ensured at least 5.73 hours of availability in the second quarter
of 2020, with a bid price of approximately 38% of the on-demand price. The neural network experiments were able to predict
tendencies for spot prices for several instance types with very low error. The mechanism predicted an average value of 0.19 USD/hour
for the r5.2xlarge instance type (Mean Squared Error < 10−6) for a 7-day period of time, which is about 37% of the on-demand price.
Finally, we used our combined mechanism to run an application that compares thousands of SARS-CoV-2 DNA sequences and show
that our approach is able to provide good choices of instances, with low bids and very good availability.
Index Terms—cloud computing, utility estimation, neural network.
F
1 INTRODUCTION
C LOUD computing enables access to a wide range ofdistributed resources and the user pays for usage time
of provisioned resources under a pricing model defined
by the provider. Therefore, an appropriate user choice for
resource type and pricing model deserves special attention,
aiming to obtain high computational performance at low
cost.
Amazon Elastic Compute Cloud (Amazon EC2) provides
Infrastructure as a Service (IaaS) resources, or instances, in
three pricing models: on-demand, reserved and spot [1]. In
the first two models, the price is static, charged per hour,
and there is no price variation. The spot pricing model is
characterized as dynamic since it uses a market mechanism,
which makes prices vary over time according to instance
supply and user demand. In addition, spot instances may be
revoked by Amazon before the end of the execution, leading
to availability issues.
Several types of cloud applications may benefit from the
spot model. The obvious candidates are applications com-
posed of short-lived tasks, with no deadlines. In this case,
if the instance is revoked, the user is notified and he/she
can choose another spot instance to run the remaining tasks.
Even long-running applications with defined deadlines may
run in the spot model, assuming that checkpoints are taken.
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In this case, the user may choose to start executing in the
spot market and restart from the checkpoint, if the instance
is revoked. If the deadline is approaching, the user may
switch to the on demand model, which has availability
guarantees.
Providing strategies to analyze the spot pricing model
is an intensive area of research. Most works analyze spot
prices, aiming to predict appropriate values to be set by the
user when requesting spot instances. This is important, since
appropriate spot bids (maximum price) may lead to signifi-
cant financial savings, from the user side. However, setting
the maximum price too low has a direct impact on the
instance availability and may lead to several interruptions of
the execution, augmenting considerably the execution time.
For instance, an increase of 50% in the execution time of
an application that takes 6 hours would correspond to a 9-
hour execution. For some users, this 3-hour increase may
be unacceptable. On the other hand, if the user wants to
augment the availability and sets the maximum spot price
too close to the on demand price, less interruptions may
occur but the user may pay more than he/she wanted.
Since spot price variations follow the market model [2], its
analysis is very complex and needs sophisticated strategies.
To deal with this problem, several works in the literature
use probability techniques and statistics [3], [4], [5], [6], [7],
[8], and many other works use machine learning [9], [10],
[11], [12]. To the best of our knowledge, there is no work in
the literature that accurately captures the tradeoff between
price and availability for short term analysis, and does long
term analysis for spot price tendencies, both in favor of user
decision making.
In this work, we propose an efficient utility-based
scheme that balances instance availability and cost coupled
