• When developing a prognostic model (that aims to produce accurate probabilities of the outcome in case the patient is not treated) using data from a randomised trial in which individuals from one arm do not receive treatment, restricting the analysis to untreated individuals may be a suitable strategy. However, removing all patients in the treatment group will reduce the sample size, leading to greater uncertainty around predictions and also to prognostic models that are more prone to overfitting.
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Introduction
Prognostic models (or risk scores) are increasingly important for clinical decision making. 1, 2 For example, the predicted probability of an outcome, obtained through a prognostic model, may serve as the starting point for considerations of treatment initiation: high risks may lead to starting treatment, whereas in the case of low risks treatments may be withheld or delayed.
For example, in the guideline of the European Society of Cardiology, 3 it is mentioned that "at risk levels >10%, drug treatment is more frequently required", although the authors caution that "no threshold is universally applicable". To guide individual treatment decisions, prognostic outcome predictions should ideally reflect the predicted course or outcome risk of disease if a patient were to remain untreated. 2, 4 Prognostic models are often developed using data from a randomised trial or an observational study, in which (at least part of the) individuals are treated. 5 If treatments are effective in reducing the risk of the predicted outcomes, simply ignoring those treatments in the development of a prognostic model may result in incorrect predictor-outcome associations and hence incorrect risk predictions of the natural history when used in new individuals. 6 Even though predictions are correct for those among whom the model was developed (the 'derivation set'), they may not generalize to future individuals who may be treated differently. In other words there is a danger of risk predictions being confounded by treatment: risk predictions appear low because of treatment, but in future patients the true risk might be substantially higher if they remain untreated. Further complications arise when treatment decisions in the data available were already being based on the values of the predictors in the model. For example, in patients with hypertension the observed predictive effect of blood pressure for cardiovascular outcomes is likely to be diluted, as those with high blood pressure will receive anti-hypertensive treatment, based on the observed high blood M A N U S C R I P T
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7 pressure, in turn lowering their predicted risk. Thus if a prognostic model is developed using these data, the effect of blood pressure is likely to be downwardly biased and therefore risk predictions may be too low in future untreated individuals.
Methods to account for treatments in the development of a prognostic model to be used for predicting the health course of individuals in the absence of treatment include simply ignoring treatment, 5 restricting the development set to untreated individuals, 6 censoring observations after treatment has started, 7 and explicit modeling of the treatment. 8 Also, in the TRIPOD statement, there is an item on the reporting of treatment received among participants of a study developing or validating a multivariable prediction model for diagnosis or prognosis. 9 In this article, we evaluate these different methods in situations that aim to develop a prognostic model generating predictions in case individuals were to remain untreated, which serve as input for treatment decisions. In particular, we examine how the methods impact upon the predictive performance and proportion of correct indications of treatment of a prognostic model being developed using data from a randomised or observational study.
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Consequences of ignoring treatment in different phases of model development
The development and introduction of a new prognostic model comprises four distinct phases:
derivation, validation, impact assessment, and implementation of the model. 1 As indicated above, for a model to be used to guide treatment decisions, the predictions made by the model should be the outcome risks of individuals if no treatment were to be given. This implies that such models should be developed in untreated populations. Nevertheless, in all phases of prognostic modelling research, some portion of the study population may actually be treated by an effective treatment.
When deriving a model in a treatment naïve population, the model will indeed provide risk
predictions that reflect what will happen if a future but similar individual remains untreated.
However, when part of the population is treated and treatment is ignored in the model derivation phase, the risk predictions from the model will be too low when validated or applied in individuals who are yet untreated. To what extent the predictions will be too low likely depends on the proportion of treated individuals in the derivation set and the magnitude of the treatment effect. Figure 1 illustrates this impact of ignoring treatment in the development of a prognostic model.
The impact of ignoring treatment when validating the developed model in new individuals
obviously depends on what cohort of patients have been used in the derivation phase. If the model was derived in a treatment naïve population, the model will provide correct predictions if the individuals in the validation set are all untreated too; the predicted risks will correspond reasonably well with the observed risks. However, if such a developed model is validated in a (partly) treated population, the predicted risks will appear to be too high, if treatment is simply ignored in the validation phase.
When a model is derived in a (partly) treated population and this treatment is ignored in the development, the predicted risk will be too low, when validating the model in a treatment naïve population. If the proportion of treated individuals and the reasons for treatment are the same in the derivation and the validation phase, however, the predicted risks will appear to be correct in the validation phase, while in fact both are too low in those who are treated, if these risks are considered the outcome risks if no treatment were to be given.
How treatment was handled in the derivation and validation phase of model development directly impacts the usefulness of a prognostic model in daily clinical care, because incorrect predicted risks may lead to incorrect treatment decisions (e.g., in the presence of a risk threshold above which treatment is administered). When predicted risks are too high, too many individuals may receive treatment, while predicted risks that are too low risk may lead to undertreatment.
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Methods
Outline of simulations
In this section, we focus on different methods to handle treatment in the derivation of a prognostic model and their possible impact in terms of incorrect treatment decisions. The simulated scenarios are outlined in Figure 2 . In all scenarios, there are two (possibly correlated) variables (denoted X 1 and X 2 ), which are associated with the outcome of interest (Y). Each of these variables can be considered as a single predictor, or as a summary of multiple predictors (i.e., X 1 and X 2 are variables or vectors of variables). In addition, there is a single binary treatment (T). Half of the chosen scenarios mimic data from a randomised trial, in which treatment was a random process (i.e., independent of the variables X 1 and X 2 ), and the remaining scenarios are chosen to mimic observational data, in which treatment decisions were based on the values of the variables X 1 and X 2 . We assume that this treatment is effective in reducing the outcome. We also assume that there are no other sources of bias, apart from the potential confounding effect by X 1 and X 2 .
Simulation setup
All simulations and analyses were performed in R for windows, version 3.1.3. 10 The simulation code is available upon request.
Simulated datasets of 1000 individuals were generated. Each dataset consisted of four variables: two continuous, standard normally distributed variables (indicated by X 1 and X 2 ), a binary treatment (indicated by T), and a binary outcome (indicated by Y). Data were generated by first sampling X 1 and X 2 from a multivariate normal distribution with a correlation of 0 or 0.3 between the two variables, which is a realistic range of correlations typically observed in behavioural, socioeconomic, and physiological factors in biomedical
research. 11 Next, the binary treatment status and outcome were sequentially generated by sampling from a Bernoulli distribution with individual-specific probabilities of treatment and outcome status, π =p i , t and π= p i , y , respectively. The true individual-specific probabilities of treatment status (p i , t ) (i.e., the probability of receiving treatment) were generated using the logistic model:
which implies that treatment decisions are based on the variables X 1 and X 2 . The true individual-specific probabilities of outcome status (p i , y ) were generated using the logistic model:
which implies that the probability of the outcome depends on the variables X 1 and X 2 as well as treatment status (T). The values of the parameters α 0 , α 1 , α 2 , β 0 , β 1 , and β 2 ( Figure 2 ) differed between scenarios (see Section 3.3). Notably, in those scenarios that mimicked a randomised trial, the parameters α 1 and α 2 were set to zero, in order to make treatment allocation a random process. A step-by-step guide to the simulation study is now outlined.
Step 1: Choose one of 10 simulated scenarios
To assess the impact of different methods to handle treatment in the development of a prognostic model, 10 different scenarios were considered and, in each of these, data were generated using the set-up described in Section 3.2. The different scenarios and parameter settings are summarized in Table A1 (in the Appendix).
Scenarios 1-5 represent the development of a prognostic model using data from a randomised trial. In scenario 1 (default scenario), the variables X 1 and X 2 were considered independent (ρ=0). Both variables were equally associated with the outcome: both increased the log(odds) of the outcome by 1 per unit increase (i.e., β 1 =β 2 = 1). Treatment assignment was a random process (α 1 =α 2 =0) and treatment was present in approximately 50% of the individuals.
Treatment was considered to be effective in preventing the outcome (OR=0.5).
Approximately 10% of the individuals experienced the outcome of interest. In scenarios 2-5 one of the simulation parameters from scenario 1 was changed. In scenario 2, the variables X 1 and X 2 were correlated (ρ=0.3). In scenario 3, the association between X 1 and the outcome was doubled (β 1 =2), while the association between X 2 and the outcome remained unchanged
). This resembles a situation in which one of two (sets of) variables has a larger contribution in predicting the outcome. In a similar way, in scenario 4, the association between X 2 and the outcome was doubled (and thus twice as large as the association between X 1 and the outcome). In scenario 5, the treatment was less effective (OR=0.9).
Scenarios 6-10 were the same as scenarios 1-5, respectively, except that now treatment assignment was not a random process, but depended on X 1 and X 2 , thus mimicking the development of a prognostic model using data from an observational study in which some patients received treatment. Both X 1 and X 2 increased the log(odds) of the treatment by 1 per unit increase (i.e., α 1 =α 2 = 1).
Step 2: Implement the different methods to develop prognostic models in the presence of treatments
In each simulated dataset, eight different approaches were applied to develop a prognostic model to predict outcome Y. The eight different methods are summarized in Table A2 (in the Appendix) and described hereafter.
For all methods, the model relating the outcome to the predictors was a logistic regression model (in line with the data generating model). For half of the methods both predictors (i.e. X 1 and X 2 ) were considered observed, whereas for the other half the predictor X 2 was considered unobserved. The latter may also correspond to a situation in which a possible predictor of the outcome is intentionally omitted from the model, for example because the measurement of the predictor is very costly, or invasive. As previously indicated, each of the variables X 1 and X 2 can be considered as a combination (or reflection) of multiple predictors, thus even the models including only X 1 could be considered as prognostic models including multiple predictors. Each of the methods differed in the way treatment was accounted for.
For methods 1 and 2, which are the simply ignore treatment (SIT) methods, treatment was simply ignored: method 1 was a model regressing Y on X 1 , ignoring X 2 and T; method 2 was a model regressing Y on X 1 and X 2 , ignoring T.
For methods 3 and 4, analysis of untreated individuals (AUT), analysis was performed using information on untreated individuals only (i.e., restriction to those for whom T=0); the outcome models were the same as in methods 1 and 2.
Methods 5 and 6 were based on inverse probability weighting (IPW). First, a logistic regression model was fitted regressing treatment (T) on the predictor X 1 (method 5), or regressing T on the predictors X 1 and X 2 (method 6). This yielded individual probabilities of
being treated for all individuals in the dataset. Next, treated individuals were weighted by the inverse of the probability of being treated, while untreated individuals were weighted by the inverse of the probability of not being treated. Weighting thus created a pseudo-population in which treatment status was independent of the predictors X 1 , or X 1 and X 2 . A weighted regression model was then fitted regressing Y on X 1 (method 5), or regressing Y on X 1 and X 2 (method 6).
In methods 7 and 8, treatment was explicitly modelled as a separate predictor (MT): method 7
was a model regressing Y on X 1 and T, ignoring X 2 ; method 8 was a model regressing Y on X 1 , X 2 , and T. None of the methods included corrections for optimism, as no selection procedure was used to select predictors for inclusion in the final model. 
Step 3: Calculate and compare parameters of apparent performance of the developed models
For each scenario, 1000 datasets of 1000 individuals each were created, and the prognostic models were developed and evaluated for each dataset. The values of the performance measures were then averaged across all 1000 datasets. For each scenario separately, the apparent performance of the different methods to handle treatment in the development of a prognostic model was compared using the Brier score, 13 Harrell's c-statistic, 14 the observed by expected risk prediction ratio, the standard errors of the association between the predictor X 1 and the outcome, and the proportion of incorrect treatment decisions. These performance measures were also compared against their optimal value, which was calculated based on the data generating model (model 2 in Section 3.2). For each individual, the untreated probability of the outcome could be calculated based on their values of the variables X 1 , X 2 , while setting M A N U S C R I P T
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15 treatment status to untreated (T=0). This model-based untreated probability of the outcome was then used to estimate the optimal values of the different performance measures.
The impact on treatment decisions was assessed by calculating the proportion of false-positive treatment decisions (i.e., the proportion of individuals who are treated, while in fact they
should not be treated) and the proportion of false-negative treatment decisions (i.e., the proportion of individuals who are not treated, while in fact they should be treated). For each individual, the true probability of the occurrence of the outcome if the individual remained untreated was calculated based on the true outcome model. Based on this true untreated probability, a correct treatment decision could be made: if the untreated probability of an outcome event exceeds an (a-priori chosen) treatment threshold, an individual should be treated, while the individual should not be treated if the probability does not exceed the threshold. This was compared to the actual treatment decision, which was based on the prediction model that was developed with one of the considered methods (described in Section 3.4). For the scenarios 1 (randomised trial) and 6 (observational data), the proportions of incorrect treatment decisions were estimated for a range of treatment threshold between 0.025 and 0.5. For all other scenarios, the treatment threshold was set at 10%, i.e., individuals receive treatment if their predicted risk exceeds 10%, while they remain untreated if their predicted risk is lower than the threshold. In Table 1 Table 2 ). Methods in which predictor X 2 is considered unobserved performed better under scenario 3 than under scenario 4, because in scenario 4 the predictor X 2 is the most influential predictor, whereas in scenario 3 the most influential predictor is X 1 . Although performance improves when explicitly modelling treatment (MT 1 and MT 2 ), this improvement is small and ignoring treatment (SIT 1 and SIT 2 ) appears to have relatively little impact. The observed-to-expected ratio was 1.000 for all methods, except for the analysis of untreated individuals (AUT), because the treatment was effective and the expected probability of the outcome among the untreated is higher than the overall probability of the outcome. Restriction to just untreated individuals reduces the sample size, which results in larger standard errors compared to the other methods. Figure 4 shows the impact different methods have on treatment decisions for scenario 6, which mimics development of a prognostic model in observational data. Similar patterns are observed as in Figure 3 . However, the probability of false-positive treatment decisions is less Table 3 shows the impact different methods have on treatment decisions if the prognostic model is developed using observational data, using a treatment threshold of 10%. Again, including both predictors X 1 and X 2 improves treatment decisions. Compared to the results of simulations mimicking a randomised trial (Table 1) , in the simulations of observational data the analysis of untreated individuals more often leads to false-negative treatment decisions (and less often to false-positive treatment decisions). The reason is that in the simulated scenarios on average the untreated individuals have a relatively low probability of the outcome, leading to an underestimation of the actual probability of the outcome and, hence, an increased probability of a false-negative treatment decision.
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Results
Development of a prognostic model using data from a randomised trial
Development of a prognostic model using data from an observational study
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The methods SIT, IPW, and MT showed similar performance (Brier score and c-statistic) ( Table 4 ). The only exception is the analysis of untreated individuals (AUT), which yields
Brier scores that are smaller, e.g., the Brier score of the model including treatment: e.g., 0.040 for AUT 2 vs 0.064 for MT 2 (scenario 3). The observed-to-expected ratio was larger than 1 for the analysis of untreated individuals (AUT), because the simulated scenarios were such that particularly high-risk individuals were treated (thus selecting individuals with a relatively low probability of the outcome for the analysis of untreated individuals). Again, restriction to untreated individuals (AUT) reduces sample size, which results in larger standard errors compared to the other methods.
Discussion
This simulation study shows that when developing a prognostic model, ignoring an effective treatment results in incorrect predictions of the outcome if an individual were to remain untreated. To resolve this, in the case of randomised trials one can either restrict analyses to untreated individuals, or include all treated and untreated individuals with treatment included as a predictor in the model. The latter approach is recommended as the sample size stays larger and is thus far more efficient to identify genuine predictor-outcome associations. When prognostic models are developed using data from observational studies, analysis of untreated individuals only is not appropriate because in observational data, those who are untreated may have a relatively high (or low) probability of the outcome, leading to an overestimation (or underestimation) of the outcome risk. Including treated as well as untreated individuals and including treatment as a predictor in the model will overcome this problem.
Typically, the development of a prognostic model starts with derivation of the model in one cohort, followed by validation in another cohort, and finally implementation in clinical practice. 1, 9 Here, we focused on the first step, i.e., derivation of the prognostic model and its apparent (internal) performance in the same data used to develop the model. If the model is derived in a treatment-naïve population, yet validated in a non-treatment-naïve population (or vice versa), the performance of the model may be poor if treatment is ignored at either of the two phases. This may partly explain poor performance when applying a prognostic model outside the population in which the model was derived. 15 Also, importantly, our simulations show that developing or validating the model in a subset of untreated individuals may not yield optimal performance, if treatment assignment is not a random process (scenarios 6-10).
In that case, treatment should explicitly be taken in to account when modelling the outcome.
Notably, when developing a prognostic model using data from an observational study, some For each scenario and for each method considered, we assessed the impact of omitting one (set of) predictor(s) for the outcome from the prognostic model (specifically, the predictor X 2 was considered unobserved and thus omitted from the model). Obviously, omitting a relatively weak predictor from the model has less impact on the performance of the prognostic model than omitting a relatively strong predictor. Likewise, when the treatment has a relatively small effect on the outcome compared to the predictors included in the model (scenarios 5 and 10), ignoring it probably will have less impact compared to ignoring a treatment that has a large effect on the outcome.
A clear advantage of simulation studies, in contrast to using empirical data, is that methods can be compared to a reference (in this case the 'true' probability of the outcome if an individual remains untreated). An obvious downside of simulation studies is that simulated scenarios may be deemed unrealistic. For example, we simulated only two continuous predictors of the outcome, whereas in prognostic research multiple predictors are likely to be considered (including non-continuous ones). However, these two predictors can of course also be considered as combinations of multiple predictors, including dichotomous, categorical and continuous predictors, and the results of our simulations likely also apply to such settings.
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Furthermore, only binary outcomes were considered, and time to occurrence of the outcome was ignored. In addition, we focused on the development of prognostic models in a setting in which treatment was initiated at the start of follow-up for each individual and remained constant during follow-up. Interactions between predictors and treatment were not considered in the simulated scenarios (i.e., no treatment effect modification). In prognostic studies, in which the strength of a prediction changes in case treatment is given, such interactions may be required to model the data appropriately.
In the method that applied inverse probability weighting, the treatment was not included as a predictor in the (weighted) model regressing the outcome on the predictors. Consequently, the method in which treatment was simply ignored (SIT) and the IPW method yielded the same results in case of developing the model using data from a randomised trial. The IPW method could be improved upon by including the treatment in the weighted outcome model. Restricting the analysis to untreated individuals is not appropriate when prognostic models are developed using data from observational studies in which treatment status depends on patient characteristics (including the predictors). Instead, it is preferred to explicitly model treatments that affect the outcome when developing a prognostic model. Table 2 . Performance of methods to develop prognostic models using randomised data. Legend Table 3 Abbreviations: SIT: simply ignore treatment (in SIT 1 predictor X 2 is considered unobserved; in SIT 2 both predictors X 1 and X 2 are considered observed); AUT: analysis of untreated individuals (in AUT 1 predictor X 2 is considered unobserved; in AUT 2 both predictors X 1 and X 2 are considered observed); IPW: inverse probability weighting (in IPW 1 predictor X 2 is considered unobserved; in IPW 2 both predictors X 1 and X 2 are considered observed); MT: model includes treatment (in MT 1 predictor X 2 is considered unobserved; in MT 2 both predictors X 1 and X 2 are considered observed). Table 4 . Performance of methods to develop prognostic models using observational data. O:E ratio 6. 1.000 1.000 1.435 1.435 1.014 0.899 1.000 1.000 1.000 7. 1.000 1.000 1.710 1.710 1.017 0.892 1.000 1.000
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Method
1.000 8. 1.000 1.000 1.871 1.871 1.018 0.908 1.000 1.000
1.000 9. 1.000 1.000 1.888 1.888 1.044 0.906 1.000 1.000
1.000 10. 1.000 1.000 2.030 2.030 1.058 0.991 1.000 1.000
1.000 Table 4 Abbreviations: SIT: simply ignore treatment (in SIT 1 predictor X 2 is considered unobserved; in SIT 2 both predictors X 1 and X 2 are considered observed); AUT: analysis of untreated individuals (in AUT 1 predictor X 2 is considered unobserved; in AUT 2 both predictors X 1 and X 2 are considered observed); IPW: inverse probability weighting (in IPW 1 predictor X 2 is considered unobserved; in IPW 2 both predictors X 1 and X 2 are considered observed); MT: model includes treatment (in MT 1 predictor X 2 is considered unobserved; in MT 2 both predictors X 1 and X 2 are considered observed). The O:E ratio is the ratio of the mean observed risk of the outcome and the Note that the method in which treatment as well as the predictors X 1 and X 2 are explicitly modelled performs even better than the reference (which is based on the data generating model), because chance processes are also accounted for in the analytical method.
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