The relationship between the concentration of the analyte and the imprecision of an analytical method can be displayed by the precision profile in which the coefficient of variation (relative standard deviation) is plotted against the concentration of the analyte. The function of the curve of the profile and its confidence limits can easily be assessed by a computer program developed by W. A. Sadler & M. H. Smith (Clin. Chem. 36 (1990), 1346 -1350. For the assessment of limits of detection and of quantification the following procedure is proposed:
difference) which can be discriminated with a defined (i) limit of detection (L D ), statistical confidence.
(ii) lower (and upper) limit of the quantification in-Today, the definitions of limits for "... qualitative terval (LL Q and UL Q respectively), and detection and quantitative determination ..." given The tist of (iii) its «analytical sensitivity". r , detection and determination deal specifically with the -observed signal and its associated random fluctua-') List of^atoi^ojisM^ tions> in other words w[th the ana i yt i C al imprecision, LC = Critical limit which Currie assumes to be constant (homoscedastic).
LL Q = Lower limit of quantification interval .
UL Q = Upper limit of quantification interval It: 1S a common occurrence in many analytical assays PD = Power of definition that the distribution of random errors varies with the concentration of the determinand, embedded in the test material (reviewed in I.e. (2)). This is virtually the rule with radioimmunoassays. Thanks to the systematic investigations of the dose response curves of various immunoassays by Rodbard & Cooper (3) the interdependence of imprecision and concentration is commonly appreciated today.
Bayer's concept (4) of the "lower limit of an interassay quantitative measurement" is based on this relation. A precision profile according to Ekins (5) is constructed and this limit is graphically assessed "... from the intercept of the interassay CV (y axis) equal to 10% or 15% with the precision profile curve ...".
The precision profile is an instructive graphical representation of the intra-assay (or interassay, or interlaboratory etc.) coefficient of variation (CV) versus the concentration of the analyte in an x/y diagram. If instead of^the CV the analytical variance is plotted against the concentration, then the shape of the curve follows mathematically the "variance function". Rodbard (6), Ekins (7), and Raab (8) have developed indirect methods for their assessment, whereas Baxter (9), Sadler et al. (10) and Raggatt (11) have described direct methods for their calculation.
Theoretical Considerations
Recently Sadler & Smith (12) also published a method for computing and plotting the confidence intervals for precision profiles. As in an earlier paper (13) the construction of the profile is based on a three-parameter variance function:
where a 2 (U) denotes variance, U stands for concentration, and β,, β 2 , and J are the parameters. The confidence interval is assessed according to 1. c. (14) . Interval widths reflect both the quantity of data and the way the data are distributed over the concentration range. threshold corresponds to the point at which an acceptable CV-line (e.g. 10% or 15%) intersects the confidence limit, rather than the curve itself.
ii) If, in the 3-parameter variance function one sets the value for U to zero, the normal distribution of the random errors of the blank will result. The mean of the next adjacent normal distribution, following the variance formula and overlapping the "zero-distribution" by a defined amount, represents the limit of detection.
iii) Within the measuring interval, as described under (i), or within a fraction of it, one might construct overlapping normal distributions in aii analogous manner. Their number represents the "power of definition" (PD) (instead of the "analytical sensitivity"), which also depends on the concentration of the determinand according to the variance function.
In order to test the validity of these statements, we shaped an artificial data base of 11 χ 10 values 2 ) as a model, following the function Let F be the given overlap, e.g. 5%. In order to determine L D in practice, we solve the equation:
by an iterative numerical procedure (secant method (15)).
Here, for any μ, σ 2 and L c , we express by Φ{μ,σ The analytical power of definition (PD) within the measuring interval of the model can be assessed analogously: beginning with the concentration of 2.0 as the mean, the right half of a normal distribution is constructed, the next distribution which yields 5% overlapping is connected and so on, up to the concentration of 9.0 ( fig. 4 ). Obviously 10 normal distributions can be inserted, when the overlapping is resticted to 5%. If an overlap of 10% would be tolerated, then 20 distributions would be possible. 
Practical Examples
A) Radioimmunoassay for the determination of ciclosporin in haemolysate (16) In an evaluation of methods for the determination of the immunsuppressive, ciclosporin, we determined in analogous manner the lower limit of the measuring interval (LL Q iii) Power of definition (PD): within the concentration interval from 100 to 400 μ §/1, the preferred therapeutic interval, it is possible to construct 6 normal distributions, following the variance function and with an overlap of 5% (fig. 7) ; the standard deviation increases from 9.06 μg/l for c = 100 μ^ (CV = 9.06%) to 19.9 μg/l for c = 400 jig/1 (CV = 5.04%).
B) Fluorescence-polarization-immunoassay for the determination of ciclosporin in haemolysate (17) We compared the analytical efficiency of the RIA with the widespread TDx-Cyclosporin monoclonal Abbott Laboratories. As with the RIA, we used the results of another 112 triplicates, collected in a random fashion from the printouts of the analyser, and processed without elimination of outliers. All haemolysates originated from patients after kidney or liver transplantation. Samples from patients not treated with ciclosporin (blanks) were not investigated. The lowest measured ciclosporin concentration was 46.3 μg/l, the highest was 601.8 μg/l. can all be processed by the Sadler-Smith-program without any problems, provided an adequate number of different measuring points is given.
Only a few authors (e. g. 1. c. (4, 7, 19» have followed the suggestion that the limit (s) of the measuring interval should be assessed by means of the precision profile or the variance function. Nevertheless, practical experience has shown that this provides the laboratory with an objective criterion for the evaluation and a powerful tool for the judgement of the performance of the methods used. The idea of defining the measuring interval as the intersection of a CV line with the upper edge of the CV curve confidence interval is decidedly a conservative approach. In defining the limits in this manner the efficiency of the method under investigation will certainly not to be overestimated.
The importance of a reliable assessment of the limit of detection (L D ) for diagnostic purposes is very high in laboratory medicine, e.g. for the verification of intoxications, screening of drugs, control of tumour marker concentrations, serological detection of antigens or antibodies etc. In order to determine L D the majority of clinical laboratories perform multiplicate analyses of an analyte-free standard, and define L D as the concentration that equals the value of three standard deviations above zero (20) . This definition corresponds to the error distribution of the blank, it confines the tolerated α-error, and "... probably gives an overly optimistic estimate ... (21)" of L D . Furthermore, a blank, the matrix of which corresponds almost completely to the actual samples, is often difficult or even impossible to obtain for biological material. The extrapolation from low values of real samples to the zero-value by means of the variance function seems to produce more realistic data.
For this very reason the following definition has been proposed (18):
where Z denotes the one-tailed standard normal deviate. It is important to emphasize that this definition fixes the magnitude of the ^error. The approximation of L D by the described iterative procedures, however, makes it possible to fix the magnitude of the total error, e. g.
α-error + -error < 5%
The fact that the calculation is more complicated is of no importance given the high performance of modern PCs.
Also, the following should be taken into consideration: in the range of low analyte concentrations all instruments of analytical methods necessarily produce negative signals occasionally. Modern analyser systems ("black boxes"), on the other hand, never produce negative results; many systems do not even produce zero-results. Instead, they indicate by a symbol that the result is below a certain lower measuringlimit, the value of which is rarely known to the user. In order to define the L D for this kind of analytical systems, the assessment by means of the variance function seems to be the only possible way.
For the assessment of power of definition (PD) the bidrectional calculation is also desirable, in order to control α-errors and -errors simultaneously. Together with the analytical variance (or STD or CV), the PD is always changing with changes of the concentration. The assessment of the PD can always be restricted to the measuring interval, or to an interval of diagnostic interest. Knowing the specific variance function and being able to perform the described iterative procedures, the laboratory can construct a special method-dependent scale, analogous to figures 4, 7, or 10 for this interval. In practice an output device might calculate the minimal distinguishable differences, so that the laboratory exclusively prints out and/or documents values that differ by a defined level of confidence.
Recently Fr ser et al. (22) , again pointed out that in order to recognize differences of concentrations at the 95% level of confidence a factor of 1.96 (or 2.58 at the 99% confidence level) is mandatory. This means that at a 10% CV, e.g. a difference of concentration of 20% (or 26%) is necessary for a firm distinction.
Encompassing their "UK Cyclosporin Quality Assessment Scheme" (23) Holt et al. (24) have evaluated the results of 176 participating laboratories; in summary, they stated "... the best precision was shown by the most automated methods, that is the FPIA TDx-SP...". Their judgement, based on an interlaboratory survey, agrees very well with the results of pur interassay study where the imprecision of the automated assay is half of that for manual procedure.
Although ciclosporin has recently been prescribed in low doses for the treatment of autoimmuno diseases, one cannot find exact information about the limit of detection in the literature. A recent study of Holt et al. (25) has shown how important this knowledge might be: laboratories (up to 38% of the participants) reported partly high ciclosporin concentrations in a blank specimen (without ciclosporin), given in a qual-ity assessment study. These false-positive results reflect the ignorance of many laboratories about the efficiency and performance of the methods they use.
