ABSTRACT. Motivated by questions in interpolation theory and on linear systems of rational varieties, one is interested in upper bounds for the Castelnuovo-Mumford regularity of arbitrary subschemes of fat points. An optimal upper bound, named after Segre, was conjectured by Trung and, independently, by Fattabi and Lorenzini. It is shown that this conjecture is true. Furthermore, an alternate regularity bound is established that improves the Segre bound in some cases. Among the arguments is a new partition result for matroids.
INTRODUCTION
Given s distinct points P 1 , . . . , P s of projective space and positive integers m 1 , . . . , m s , we consider homogeneous polynomials that vanish at P i to order m i for i = 1, . . . , s. Equivalently, these are the polynomials such that P i is a root of all partial derivatives of order less than m i for all i. The set of all these polynomials is the homogeneous I X of the fat point scheme X = s i=1 m i P i . The vector space dimension of the degree d polynomials in I X is known if d is large. In geometric language, the fat points scheme X imposes independent conditions on forms of degree d ≫ 0. The least integer d such that this is true for degree d forms is called the regularity index of X, denoted r(X). It was conjectured by Trung (see [16] ) and, independently, by Fatabbi and Lorenzini in [12] that r(X) ≤ Seg X, where Seg X is Seg X := max −1
The number Seg X (see also Remark 4.3) is called the Segre bound because B. Segre [14] proved the conjecture in the case where the given points are in a projective plane and no three of them are collinear. Segre's result was extended to P n under the assumption that the given points P 1 , . . . , P s ∈ P n are in linearly general position, that is, any subset of n + 1 of these points spans P n (see [7] ). Without this assumption, the conjecture has been shown in rather few cases, namely
• for any fat point subscheme of P 2 in [11] and [15] , independently, • for any fat point subscheme of P 3 in [12] and [16] , independently, and • if s ≤ n + 3 and the s points span P n in [5] .
Furthermore, there are partial results for certain fat point subschemes of P 4 (see [3, 4] ) and for some fat point subschemes of P n supported at at most 2n − 1 points (see [6] ). In this paper we establish the conjecture in full generality, that is, we show r(X) ≤ Seg X for each fat point subscheme X of some projective space. This bound cannot be improved in general (see Corollary 5.5) .
Bounding the regularity index of a fat point scheme X is equivalent to bounding its CastelnuovoMumford regularity reg(X) = min{m ∈ Z | H 1 (P n , I X (m − 1)) = 0},
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where I X is the ideal sheaf of X, because r(X) = reg(X) − 1 (see, e.g., Lemma 3.1). Thus, by [10, Theorem 4 .1] our results have consequences for interpolation problems. If the points P 1 , . . . , P s are generic, then one expects better bounds for the regularity index. Indeed, for generic points a naive dimension count suggests the precise value of the regularity index. In [2] , Alexander and Hirschowitz showed that this naive count is correct in sufficiently large degrees. Moreover, if all points have multiplicity two they completely classified the exceptions in [1] . In all other cases, similarly complete results are not known. In contrast, the Segre bound is true for any fat point scheme. Moreover, we establish an alternate regularity bound (see Proposition 5.6) that improves Segre's bound considerably in some cases. In particular, this is true if many of the points in the support are generic (see Example 5.7).
Let us briefly describe the organization of this paper. In Section 2, a crucial new result on matroid partitions is established. Section 3 discusses refinements of a classical tool, the use of residual subschemes. Both sets of techniques are first combined in order to establish Segre's bound for reduced zero-dimensional schemes. This is carried out in Section 4. The arguments in the case of arbitrary fat point schemes are considerably more involved. This is the subject of Section 5. There, also the optimality and a modification of the Segre bound are discussed.
MATROID PARTITIONS
The goal of this section is to establish a result on matroids that will be a key ingredient for our results on the regularity of a fat point scheme. In order to make the paper accessible to a wide audience we recall some basic facts on matroid. For details we refer to [13] .
A matroid M on a finite ground set E is a family of subsets of E, called independent sets, that is closed under inclusion, that is, any subset of an independent set is independent, and has the additional property that all maximal independent subsets of any subset A ⊆ E have the same cardinality. This maximum cardinality is called the rank of M, denoted rk(M). More generally, the rank of any subset A of E is the maximum cardinality of an independent subset of A. It is denoted by rk M (A) or simply rk(A) if the matroid M is understood. Equivalently, a matroid on E can be described by means of a function r M : 2 E → N 0 , which has the following three properties:
Then the subsets I of E with r M (I) = |I| are the independent subsets of a matroid M and r M is called the rank function of M.
The closure or span of a subset A ⊆ E is the set
where we use the simplified notation A + e = A ∪ {e}. Similarly, we write C − e for C \ {e}. We will discuss partitions of a ground set into independent sets. The following characterization is due to Edmonds and Fulkerson [9, Theorem 1c]. Theorem 2.1. Given matroids M 1 , . . . , M k on a ground set E with rank functions rk 1 , . . . , rk k , there is a partition E = I 1 ⊔ · · · ⊔ I k such that each set I j is independent in M j if and only if, for each subset A ⊆ E, one has |A| ≤ k j=1 rk j (A). If all matroids are equal, one obtains the following earlier criterion by Edmonds [8] .
Corollary 2.2. Given a matroid, there is a partition of its ground set E into k independent sets if and only if, for each subset
Strengthening the assumption, one can find a partition with additional properties. 
∈ Cl(I j ) whenever 1 ≤ j ≤ p and I j =Ĩ j for j = 1 . . . , q.
Note that in the case whereẼ = E and p = 0 this is just Corollary 2.2. The proof of Theorem 2.3 requires some preparation. Recall that matroids can also be characterized by their circuits. A circuit of a matroid M on E is a minimal dependent subset C ⊆ E, that is, C is dependent, but every proper subset of C is independent.
Fix integers k, p with k > p ≥ 0 and consider the function f : 2 E → Z defined by
Moreover, let C(f ) = {C ⊆ E | ∅ = C is minimal with f (C) < |C|}. By [13, Proposition 12.1.1], there is a matroid on E whose circuits are precisely the elements of C(f ). We denote this matroid by M k,p or M(f ). Thus, a non-empty subset J ⊆ E is independent in M(f ) if and only if |J| ≤ f (J). We also need the following observation.
Proof. Since C − e is independent we obtain |C| > f (C) ≥ f (C − e) ≥ |C − e| = |C| − 1,
To simplify notation we will simply write rk(A) and Cl(A) if these concepts refer to the original matroid M. We are ready to establish a key result. Proposition 2.5. Let M be a matroid on E = ∅, and let k and p be non-negative integers. Assume that
for each non-empty subset A ⊆ E. Then the rank of M k,p satisfies
Proof. Notice that by applying Assumption (2.1) to a set with one element, we get k > p. Thus,
Set r = rk M = rk(E), and let I ⊆ E be any independent set of M(f ). We have to show: If |E − I| ≥ r, then there is some b ∈ E − I such that I + b is independent in M(f ).
Suppose on the contrary that there is a subset B = {b 1 , . . . , b r } of r elements in E − I and that, for each b i ∈ B the set I + b i is dependent in M(f ). Then, for each i, there is a minimal subset
Using Lemma 2.4, we conclude that, for each i, one has
Our next goal is to show the following assertion. Claim: There are s ≤ r subsets A 1 , . . . , A s of I that satisfy the following conditions:
We prove this claim recursively. Initially, put s = r and A i = F i for i = 1, . . . , r. Then the set {A 1 , . . . , A s } satisfies conditions (i) and (ii). Thus, the claim follows once we have shown: If a set {A 1 , . . . , A s } satisfies conditions (i) and (ii), but there are elements A i and A j with i = j and rk(
satisfies conditions (i) and (ii).
Indeed, repeating this process as many times as necessary will result in a collection of subsets of I that satisfies conditions (i) -(iii) because in each step the number of subsets decreases and condition (iii) is trivially satisfied if s = 1.
In order to establish the recursive step, it is enough to show that
To this end notice that
and k > p. Hence, we obtain
, and the desired equality |Â i | = k · rk(Â i ) − p follows. Thus, the above claim is shown. Now we proceed with the proof of the proposition. Let A 1 , . . . , A s be a collection of non-empty subsets of I satisfying conditions (i) -(iii) above. Set B i = B ∩A i . Using B ⊆ E −I and applying the assumption to A i ∪ B i , we get
Hence condition (i) gives |B i | ≤ rk(A i ) − 1. Taking also into account that the sets A 1 , . . . , A s are necessarily disjoint, we obtain
Since k > p and |B| = r = rk(E), it follows that
However, this is impossible because
Thus, the argument is complete.
In order to establish a consequence of this results, we need two particular matroid constructions. Definition 2.6. Let M be a matroid on E.
(i) Suppose M is a submatroid of a matroidM onẼ. For any e ∈Ẽ \ E, define a matroid M/e on E by the rank function rk M/e (A) = rkM (A + e) − 1 for subsets A ⊆ E. It is called an elementary quotient of M. Note that the independent sets of M/e are the independent sets of M whose span does not contain e.
(ii) Let S be any subset of E. Realize the disjoint union E ⊔S as (E, 0)∪(S, 1). Denote by M +S the matroid whose independent sets are of the form (
It is straightforward to check that M +S is indeed a matroid. Its rank is equal to the rank of M.
Corollary 2.7. LetM be a matroid onẼ = ∅, and let M be the submatroid induced on a subset E = ∅ ofẼ. Assume that, for non-negative integers k and p and each non-empty subset
Then, for any e ∈Ẽ, there is an independent set I ⊂ E such that e / ∈ Cl(I) and
Proof. Consider the function f : 2 E → Z defined by f (A) = k · rk(A) − p, and denote the submatroid ofM induced on E by M.
Let A = ∅ be any subset of E. Applying Proposition 2.5 to the submatroid of M induced on A, we get rk A(f ) (A) ≥ |A| − rk(A) + 1, and so
We now consider two cases. Case 1: Suppose e is not in E. Consider the elementary quotient M/e on E. By definition, for each subset A ⊆ E, one has rk M/e (A) = rkM (A + e) − 1. It follows that rk M/e (A) ≥ rk(A) − 1.
Using Theorem 2.1, we conclude that there is a decomposition E = I ⊔J such that I is independent in M/e and J is independent in M(f ). Be definition of M/e, the span of I does not contain e. Therefore, E = I ⊔ J is a partition with the required properties because, for each subset B = ∅ of J, one has
Case 2: Suppose e is in E. Then consider first the parallel extension M +{e} of M on the set (E, 0) ∪ {(e, 1)}. Second, passing to an elementary quotient of M +{e} , we get a matroid M +{e} /(e, 1) on the ground set (E, 0). To simplify notation, let us denote the latter matroid by M +e /e and identify its ground set with E. Thus, we get for A ⊆ E that
Now we conclude as in Case 1, using M +e /e in place of the matroid M/e.
We are now in a position to establish the announced partition result.
Proof of Theorem 2.3. If p = 0, then the assertion is true by Edmond's criterion (Corollary 2.2).
Let p ≥ 1. First, we construct a suitable partition for a fixed p-tuple (a 1 , . . . , a p ) ∈Ẽ p step by step. Consider a 1 ∈ E. By Corollary 2.7, there is a partition E = I 1 ⊔ J 1 such that I 1 is independent in M, e 1 / ∈ Cl(I 1 ), and |B| ≤ (k − 1) · rk(B) − (p − 1) for each non-empty subset B ⊆ J 1 . Thus, we are done if p = 1. If p ≥ 2, we apply Corollary 2.7 again, this time to a 2 ∈ E and the submatroid of M induced on J 1 . After p applications of Corollary 2.7, we obtain a partition
. . , I p are independent in M, a j is not in the span of I j for each j, and |B| ≤ (k − p) · rk(B) for each non-empty subset B ⊆ J p . Applying Corollary 2.2 to the submatroid on J p , we get a partition J p = I p+1 ⊔ . . . ⊔ I k into independent sets of M. This produces a desired partition for a fixed (a 1 , . . . , a p ).
Second, we note that in the above construction the first p independent sets are obtained sequentially. Once the sets I 1 , . . . , I j−1 have been found, the set I j is determined in the complement of I 1 ⊔ . . . ⊔ I j−1 . It depends on the choice of a j , but not on the elements a j+1 , . . . , a k . This shows in particular that the sets I 1 , . . . , I q are independent of the elements a q+1 , . . . , a k . Thus, the argument is complete.
Remark 2.8. (i)
Using the notation of the proof of Corollary 2.7, the partition result in Theorem 2.3 can be also stated as follows: There is a partition E = I 1 ⊔ · · · ⊔ I k such that I p+1 , . . . , I k are independent in M and, for each j = 1, . . . , p, the set I j is independent in M/a j if a j / ∈ E and independent in M +a j /a j if a j ∈ E, respectively.
(ii) If the ground set E of a matroid can be partitioned into k independent sets, then Edmond's criterion (Corollary 2.2) implies that there is an independent set I such that |A| ≤ (k − 1) · rk A for each subset A of E \ I. Thus, for a matroid satisfying the assumptions of Theorem 2.3, it is natural to wonder if there is an independent set I of E such that, for each e ∈ I and each A ⊂ (E \ I) + e, one has |A| ≤ (k − 1) · rkM A − p. However, this is not always possible, not even for representable matroids, see Example 4.8.
INDUCTIVE TECHNIQUES
We now begin considering zero-dimensional subschemes of projective space. In this section we collect some facts that are used in subsequent parts of this note.
Let K be an arbitrary field, and let X be any projective subscheme of some projective space P n = P n K . For short, we often write H 1 (I X (j)) instead of H 1 (P n , I X (j)) for the first cohomology of its ideal sheaf I X . We use R = K[x 0 , . . . , x n ] to denote the coordinate ring of P n .
Lemma 3.1. Let X ⊂ P n be a zero-dimensional subscheme.
Proof. These results are known to specialists. We include a proof for the convenience of the reader. Part (a) is a consequence of
This relation also shows that h X (j) ≤ deg X for all integers j and that equality is true if and only if j ≥ r(X). Hence, the exact sequence
A special case of Lemma 3.1(b) has been shown in [17, Proposition 3.2] . We also need an extension of [7, Lemma 1] . Lemma 3.2. Let Z ⊂ P n be a zero-dimensional scheme, and let P ∈ P n be a point that is not in the support of Z. Then one has, for every integer m ≥ 1,
Proof. The argument is essentially given in [7] . We recall it for the reader's convenience.
Consider the Mayer-Vietoris sequence Its long exact cohomology sequence gives, for all integers j,
Now the claim follows because r(Z) = min{j ∈ Z | H 1 (I Z (j)) = 0} (see Lemma 3.1).
If a hypersurface F is defined by a form f , then we also write Res f (Z) for Res F (Z). For induction on the multiplicity of a point in the support of a fat point scheme, the statement below will be useful.
Lemma 3.4 (Inductive Technique 2). Let Z ⊂ P
n be a zero-dimensional scheme, and let P ∈ P 
Proof. By Lemma 3.2, it is enough to show [R/(I
By assumption and Lemma 3.1, we know r(Z + jP ) ≤ b if 0 ≤ j < m. Hence Lemma 3.2 gives
Thus, we are done once we have shown
Let ℓ ∈ R be any linear form that does not vanish at P . Then (x 0 , . . . , x n ) = (ℓ, I P ). Since I m−1 P is generated by polynomials of degree m − 1, it follows that Equality (3.1) is true if and only if
Observe that, for each i ∈ [t] = {1, 2, . . . , t}, the scheme W i := Res g i f i (Z + mP )) is defined by I Z+mP : (g i f i ) and has multiplicity m − k at P because f i (P ) = 0 and g i vanishes precisely to order k at P by assumption. Denote by J i the homogeneous ideal of W i − (m − k)P . Thus,
In particular, this yields
Combined with Inclusion 3.3, we get
Since f (P i ) = 0, possibly after rescaling, we may write f i = h i + ℓ d i for some h i ∈ I P . Substituting, we obtain,
Since {g 1 , . . . , g t } is a K-basis of [I k P ] k , this establishes the desired Containment (3.2).
REDUCED ZERO-DIMENSIONAL SUBSCHEMES
We now establish the Segre bound for an arbitrary finite sets of points. To this end we use suitable vector matroids.
Recall that a vector matroid or representable matroid M over a field K is given by an m × n matrix A with entries in K. Its ground set E is formed by the column vectors of A, and the rank of a subset of E is the dimension of the subspace of K n they generate. Here we adapt this idea in order to use it in a projective space instead of an affine space. (ii) Let X = s i=1 m i P i ⊂ P n be a fat point scheme. We write A X := ⊕ (i) Since we are only interested in the span of a subset of columns, the above definition does not depend on the choice of coordinate vectors for the points. Abusing notation slightly, we will identify a non-zero vector of K n+1 with a point in P n . (ii) For consistency of notation, rk will always refer to rank in the matroid sense, that is, to a dimension of a subspace of K n+1 , and dim will always refer to dimension in P n . Hence, if S is a subset of the column set E X , then rk(S) = 1 + dim P n S. Furthermore, we will use Cl to refer to the closure operator in a matroid and Span to refer to the span of the points in P n .
Recall that the Segre bound of X =
where w L (X) = P i ∈L m i is the weight of L.
Remark 4.3.
In the literature the Segre bound has also been defined as
Obviously, this is equivalent to our definition above. Proof. Let L be a line passing through two distinct points P i and P j in the support of X. Then The following is the main result of this section. Theorem 4.6. Let Z ⊂ P n be a fat point scheme satisfying r(Z) ≤ Seg(Z). Then, for every point P ∈ P n that is not in the support of Z, one has r(Z + P ) ≤ Seg(Z + P ).
Proof. We want to use inductive technique 1. To this end, consider the matrix
where B = Seg(Z + P ) and Z = s i=1 m i P i . Let M be the vector matroid on the column set V of A. Set X = Z + P .
Consider any subset S of V . If P / ∈ Span(S), then the definition of weight gives
If P ∈ Span(S), then w Span(S) (X) = 1 + w Span(S) (Z), and thus
In either case we have |S| ≤ w Span(S) (X) + B − 1.
Using rk(S) = 1 + dim P n S, the definition of B = Seg(X) yields, for any subset S ⊂ V with
It follows that
This estimate is also true if rk(S) ≤ 1 as B ≥ m i for all i (see Lemma 4.4). Therefore Corollary 2.2 gives that there is a partition of the column set V into B linearly independent subsets I 1 , . . . , I B . Note that P ∈ I j for each j ∈ {1, 2, . . . , B} as B columns of the matrix A correspond to the point P . Thus, for each such j, there is a hyperplane H j such that
It follows that the hypersurface F = H 1 + · · · + H B does not contain P . However, F does contain Z because any form defining F vanishes at each point P j to order at least m j as m j columns of A correspond to P j . Hence we get Res F (X) = P and X ∩ F = Z. Now Lemma 3.3 gives r(X) ≤ max{B, r(Z)} = B, as desired.
Corollary 4.7.
If X is any reduced zero-dimension subscheme of P n , then r(X) ≤ Seg(X).
Proof. This is true if X consists of one point (see Remark 4.5). Thus, we conclude by induction on the cardinality of X using the above theorem.
We conclude this section with an example as promised in Remark 2.8(ii).
Example 4.8. Consider any integers k > p > 0, and let K be an infinite field. Let L 1 , . . . , L t ⊂ K t−1 be t generic one-dimensional subspaces, where t ≥ k p + 1. On each of the lines choose generically k − p points. Let M be the vector matroid on the set E of all these vectors. Then, one has for each non-empty subset
− p by the assumption on t. If the rank of A is at most t − 2, then it contains at most rk A of the lines L 1 , . . . , L t , which implies
Assume now there is an independent I ⊂ E with at most t − 2 elements such that for each nonempty subset B ⊂ E \ I one has |B| ≤ (k − 1) · rk B − p. Thus, |B| ≤ k − 1 − p if B has rank one. Consider now B = E \ I. By assumption on I, we have |B| ≥ t(k −p) −(t−2) = t(k −p −1) + 2. However, we also obtain
. This contradiction shows that M is a matroid as desired in Remark 2.8(ii).
ARBITRARY FAT POINT SCHEMES
The goal of this section is to establish the conjecture by Trung, Fattabi, and Lorenzini. We also discuss the sharpness of the Segre bound and establish an alternate regularity estimate.
We need one more preparatory result on the matroid introduced in Definition 4.1.
Lemma 5.1. Consider the vector matroid M to a fat point scheme Z = s j=1 m j P j on the column set E Z . Then, for every subset S ⊂ E Z with rk S ≥ 2, one has |S| ≤ Seg(Z) · {rk(S) − 1} + 1.
Proof. Recall that rk(S) = dim(Span(S)) + 1 for any subset S ⊂ E Z . Moreover, one has |S| ≤ | Cl M (S)| = w L (Z), where L = Span(S). Hence, if rk S ≥ 2 we obtain
Now the claim follows.
The following result allows us to use induction on the cardinality of the support of a fat point scheme.
Proposition 5.2. Let Z ⊂ P n be a fat point scheme satisfying r(Z) ≤ Seg(Z). Then, for every point P ∈ P n that is not in the support of Z and every integer m ≥ 1, one has r(Z + mP ) ≤ Seg(Z + mP ).
Proof. We use induction on m ≥ 1. If m = 1, then we are done by Theorem 4.6.
Let m ≥ 2. We want to apply Inductive Technique 2 to X = Z + mP , where Z = s j=1 m j P j . This requires some preparation. Set σ = Seg(X) and consider the vector matroid associated to the matrix
with column set E Z . We may assume that the support Supp(Z) of Z is not contained in a hyperplane of P n . Thus, this matroid has rank n + 1. Define a matroid M on E Z whose rank function is defined by rk M (S) = rk(S + P ) − 1 = dim Span(S + P ) for any subset S ⊆ E Z . Thus, we get
In particular, a subset I of E Z is independent in M if and only if I + P is a linearly independent subset of P n . We now argue that, for every subset S = ∅ of E Z , one has
Indeed, given any subset S = ∅ of E Z , extend S by m copies of P to a subset S ′ of E X . Then one has rk S ′ ≥ 2, and thus by applying Lemma 5.1 to S ′ we obtain
which completes the argument for Estimate (5.1).
We are now going to show the following key statement. Claim: There are t = n+m−2 n−1 generators g 1 , . . . , g t of I m−1 P and degree σ − m + 1 forms f 1 , . . . , f t with f j (P ) = 0 such that (5.2) g j f j ∈ I Z+(m−1)P for j = 1, . . . , t.
To establish this claim, we use induction on m ≥ 1. Let m = 1. Then Estimate (5.1) is also true for S = ∅. Hence Corollary 2.2 gives a partition E Z = I 1 ⊔ . . . ⊔ I σ into independent sets of M. Thus, P is not in any Span(I j ), and so there are σ linear forms ℓ j such that ℓ j (P ) = 0 and I j ⊂ H j , where H j is the hyperplane defined by ℓ j . It follows that f = ℓ 1 · · · ℓ σ is in I Z and f (P ) = 0, as desired. Let m ≥ 2. Choose a point Q 1 ∈ P n \{P }. Pass from the vector matroid to the matrix
to a matroid M on E Z ∪{Q 1 } as for M above. That is, rk M (S) = rk(S+P )−1 = dim Span(S+P ) for any subset S ⊆ E Z ∪ {Q 1 }. Estimate (5.1) shows that we can apply Corollary 2.7 to obtain a partition
where I 1 is independent in M, Q 1 / ∈ Span(I 1 + P ), and
for each subset B = ∅ of J 1 . Let W 1 be the fat point scheme determined by J 1 , that is, W 1 = s j=1 n j P j , where n j is the number of column vectors in J 1 corresponding to the point P j . Estimate (5.3) shows that the induction hypothesis applies to W 1 . Hence, there are u = n+m−3 n−1 generators h
and degree σ − m + 1 forms q
u with q
(1)
Since Q 1 is not in the span of the linearly independent set I 1 + P , there is a linear form ℓ 1 such that ℓ 1 (Q 1 ) = 0 and I 1 + P ⊂ H 1 , where H 1 is the hyperplane defined by ℓ 1 . Taking into account that
j ∈ I Z+(m−1)P for each j. Notice that this construction works for any point in P n \ {P }. Repeating it (n − 1) more times by choosing alltogether points Q 1 , . . . , Q n ∈ P n \ {P }, we obtain linear forms ℓ 1 , . . . , ℓ n ∈ I P as well as n generating sets {h
, and degree σ − m + 1 forms q
j ∈ I Z+(m−1)P for all i = 1, . . . , n, j = 1, . . . , u. We claim that by choosing the points Q 2 , . . . , Q n suitably we can additionally achieve that the linear forms ℓ 1 , . . . , ℓ n are linearly independent. We show this recursively. Let 2 ≤ i ≤ n and assume that points Q 1 , . . . , Q i−1 have been found such that the linear forms ℓ 1 , . . . , ℓ i−1 are linearly independent. Let H j be he hyperplane defined by ℓ j . Since dim(
In particular, we have shown that dim( n j=1 H j ) = 0. Since each of the hyperplanes H j contains the point P , we conclude that the ideal of this point is I P = (ℓ 1 , . . . , ℓ n ). Now it follows that {ℓ i h For the remainder of the argument, adopt the notation of the above claim. Since each form g j vanishes precisely to order m − 1 at P , it follows that I Z+(m−1)P : f j g j = I P , and thus r(Res g j f j (Z + mP )) = r(P ) = 0 for each j. Since Z + (m − 1)P is a subscheme of Z + mP , the definition of the Segre bound implies Seg(Z + (m − 1)P ) ≤ Seg(Z + mP ) = σ. By the induction hypothesis on m, we know r(Z + (m − 1)P ) ≤ Seg(Z + (m − 1)P ), and so we get r(Z + (m − 1)P ) ≤ σ. Thus, applying Lemma 3.4 we conclude that r(Z + mP ) ≤ σ, as desired.
The regularity bound announced in the introduction follows now easily. Theorem 5.3. If X is any fat point subscheme of P n , then r(X) ≤ Seg(X).
As a first consequence, we describe instances where the Segre bound in Theorem 5.3 is sharp. The result extends [7, Proposition 7] . Proof. Consider the d-th Veronese embedding v d : P n → P N . As above, let R and S be the coordinate rings of P n and P N , respectively. Notice that the Segre bound ofX = If one has information on subsets of the points supporting a fat point scheme, then the above result can be used to obtain a better regularity bound than the Segre bound of Theorem 5.3. We illustrate this by a simple example. 
