Abstract-In the era of Industry 4.0, manufacturing systems must be well equipped with adaptable fabrication facilities and flexible production patterns to acquire "plug-and-produce" capabilities for future production lines. However, the conventional engineering mode is so obsolete and inefficient that modern intelligent production requirements cannot be met any more. In this study, the architecture for an industrial processcontrol system is proposed using integrated AutomationML and OPC UA technologies. A lab-level experimental system was implemented and the system was executed to verify that the proposed architecture is reasonable and feasible in terms of actual performance.
I. INTRODUCTION
Production requirements, such as flexibility, adaptability, and transparency, have been emphasized continually with regard to industrial production systems in the fourth industrial revolution, which poses huge challenges to existing production modes and equipment. Furthermore, manufacturing plant engineering is usually characterized by a strong phase separation, which results in a variety of specialized engineering tools for each phase [1] . This eventually leads to all kinds of proprietary data formats. Hence, Automation Markup Language (AutomationML) was developed to solve this dataexchange bottleneck in the engineering chain.
AutomationML is an open and neutral XML-based data exchange format that can be used for product, process, and resource descriptions within the whole production-system life cycle [2] . AutomationML is currently in the process of becoming an international standard series IEC 62714. AutomationML is aimed at closing the data exchange gap in the heterogeneous automation engineering tool landscape. Manufacturing activities require collaboration among engineers from various technical disciplines, using different tools. Most data exchanges in traditional engineering are performed manually via paper reports, due to a lack of interoperability between engineering tool platforms. This kind of interaction mode is time-consuming and lacks transparency, which may interrupt the progress of a project. However, these problems can be solved with the advent of AutomationML. AutomationML can be used to achieve systematic management of data-exchange workflow between multi-disciplinary tools, including mechanical engineering, electrical design, PLC programming, robot programming, and conveyor programming. Thus, the paper-based data exchange mode will be abolished, and production efficiency will be distinctly improved.
AutomationML determines which information is to be exchanged during an industrial engineering process, whereas OPC Unified Architecture (OPC UA) determines how this information can be exchanged. Building on the success of OPC Classic, the OPC Foundation has designed the OPC UA protocol as an enhanced platform independent service-oriented architecture. OPC UA is capable of much more, such as discovery, address space, data modeling, and security. In terms of communication, OPC UA is a typical client-server mechanism, whose server contains an information model that represents data in a structured manner. Many wired and wireless communication protocols exist in industrial automation fields, such as PROFINET, Powerlink, EtherCAT, and WirelessHART, ZigBee, and Wi-Fi. These are widely used due to their standardization status and technical performance. Hence, interconnectivity and interoperability between these protocols must be achieved to meet the flexible requirements of real manufacturing systems. Based on its features, OPC UA is envisioned as an effective method for realizing this goal. OPC UA has been widely implemented in industrial manufacturing to provide a communication interface for heterogeneous field networks. OPC UA has an address space for modelling information data without being restricted to a specific communication protocol. Therefore, it has the ability to serve as a backbone network to connect different field networks.
Until now, many studies have been performed related to AutomationML [3] [4] [5] and OPC UA [6] [7] [8] . In particular, the applicability of AutomationML for the manufacturing process description has been discussed [3] ; an OPC UA-based architecture for smart manufacturing has been proposed and an experimental system was built for examining its performance [6] . However, neither of these studies considered a proper combination of these two technologies. Additionally, several studies have detailed the integration of AutomationML and OPC UA by proposing a proof-of-concept solution, but without a practical implementation to test the performance of the combination [2, 9, and 10] . In this study, the AutomationML information model is integrated into the OPC UA address space, and we build an integrated architecture for a processcontrol system. An actual demonstration system of the proposed integrated architecture is set up and the whole system is functionally tested to verify its applicability.
The remainder of this paper is organized as follows. Section II introduces the general architecture of AutomationML. Section III describes key issues in OPC UA technology. Section IV discusses how to combine AutomationML and OPC UA technologies. Section V depicts the proposed system architecture and details the implementation and execution of the experimental system. Finally we conclude the study and provide a vision for future work in section VI.
II. OVERVIEW OF AUTOMATIONML
AutomationML is aimed at achieving standardized and efficient data exchange during the engineering processes of a production system, which can lead to time and cost reductions. Instead of developing a new data format for that purpose, AutomationML adapts, extends, and merges already existing standardized data formats in an appropriate way. Fig. 1 shows the basic structure of AutomationML. The core of AutomationML is the top-level data format Computer Aided Engineering Exchange (CAEX), which connects different engineering data formats, such as Collaborative Design Activity (COLLADA) and PLCopen XML [11] . AutomationML also has an inherent distributed architecture established on the concept of the object-oriented method, as does CAEX.
1) CAEX
CAEX is an XML-based neutral data format enabling storage of hierarchical plant topology information, which has been standardized as IEC 62424. The original idea behind developing CAEX emerged because of insufficient industrial data-exchange support between process-control engineering tools, and with regard to storing process-control relevant information [12] . CAEX successfully serves as a top-level data format for transparent data exchange in AutomationML 2) COLLADA A data exchange format, standardized as ISO/PAS 17506, provides comprehensive encoding of visual scenes, including geometry, physics, animation, kinematics, and even multiple version representations of the same asset [13] . However, AutomationML primarily adopts COLLADA to model geometry and kinematics-related information for interactive three-dimensional (3D) applications, separately stored as XML files. Furthermore, AutomationML has specific defined reference mechanisms to link CAEX data objects to an external COLLADA file using a well-defined interface class "COLLADAInterface" in IEC 62714-3 [14] .
3) PLCopen XML
In addition to 3D information, AutomationML can also describe logic data from different tools and disciplines and support different phases in the iterative plant engineering workflow [15] . This can be realized by referencing the PLCopen XML data format [16] , which is a vendor-neutral data exchange format for storing behavior and sequence information of objects according to IEC 61131-3; for example, the clamping behavior of a gripper, and the sequence of action of a robot work-cell system in the form of Gantt charts. Similarly, a PLCopen XML file can be linked with CAEX objects through the special external interface "PLCopenInterface".
4) Further XML Standard Format
AutomationML is well-rounded and will be able to connect more standard formats in the near future with the development of the XML-based data format for other aspects of industrial engineering information.
III. OPC UA TECHNOLOGY
Based on a service-oriented architecture, OPC UA achieves message-based communication between clients and servers on various types of networks to facilitate hierarchical industrial system information exchange, such as in relation to field devices, control systems, manufacturing execution systems and enterprise resource planning systems [17] . Fig. 2 illustrates the OPC UA client/server architecture; it depicts the major elements of a typical OPC UA client and server as well as the communication process used to interact with each other.
A. OPC UA Client
The client-application is the use-case application based code that implements the specific function of the client. It uses the client application program interface (API) to send/receive OPC UA service request/response messages (Req/Rsp Msg) to/from the OPC UA server. Here, service is designed to discover the OPC UA servers that are available in a particular system environment. Furthermore, the client API was developed to act as an internal interface to set the client application code apart from the client communication stack. The role of the communication stack is to support data transportation between the client and server, which converts the client API calls to messages and sends them through the underlying communication entity to the OPC UA server [18] .
B. OPC UA Server
The functionality of the OPC UA server-application, API, and communication stack is similar to that of the client. However, the server-application has an "address space" that is composed of sets of nodes, representing objects, variables, methods, and types of OPC UA metadata. Such an address space forms the standardized information model in OPC UA and can be exposed to external clients for data communication. Therefore, real objects (i.e., hardware or software objects), including sensors, actuators, and process applications in industrial automation should be modelled and integrated into the address space. In addition, the object node can contain other objects, methods, and variables with readable data values [19] .
IV. COMBINATION OF AUTOMATIONML AND OPC UA
To communicate practically and operationalize AutomationML by means of OPC UA, the AutomationML model needs to be transformed into the OPC UA information model. The combination of the two can be well accommodated as both standards follow an object-oriented approach. Basically, the OPC UA information model is a full-mesh network of nodes together with properties and the relationships among them, while AutomationML consists of an object model with their attributes and relationships included. In addition, note that AutomationML is an XML-based data format, and OPC UA is flexible enough to generate data types and information models from XML specification files. Thus, it is feasible to simplify the creation of the OPC UA information model based on existing modeled AutomationML data [9] . This significant advantage expedites convergence of the two technologies and, eventually, the AutomationML model data can be securely managed by OPC UA, with the result that better online communication of the data will be achieved.
V. SYSTEM ARCHITECTURE, IMPLEMENTATION AND EXECUTION
This section proposes the architecture for the industrial process-control system, according to which we build an experimental system to evaluate its performance. A dynamic system execution process was conducted to represent the activity flow of the system actors. Fig. 3 shows the proposed deployment architecture, including the software implementation of the industrial process-control system. Referencing the RAMI 4.0 model architecture [20] , we generally separate the architecture into three layers from the bottom up for articulated expression, such as the field layer, communication layer, and enterprise layer.
A. System Architecture

1) Field Layer
The field layer is composed of two kinds of assets. One is a robot subsystem, including an industrial robot and a robot controller, which can change the action states of the robot. The other is a conveyor subsystem that is comprised of an industrial conveyor and its controller. The two subsystems constitute an industrial production line involving cooperation with each other to execute production activities. Furthermore, the specific interface for each field device controller needs to be developed in this layer to establish connection with the upper layer.
2) Communication Layer
As the middleware, this section plays a crucial role as a bridge to connect the field and enterprise layers. The OPC UAAutomationML server that contains an information model of the field layer assets resides on this level to provide external clients with use-case specific services and also the interfaces to acquire them. Here, we regard this layer as a gateway to provide a platform for implementing the functionality of linking the two adjacent layers. Apart from the OPC UAAutomationML server, this gateway also embraces the OPC Fig. 2 . OPC UA client/server communication architecture. Fig. 3 . The architecture for industrial process-control system.
UA interface to achieve an interconnection between the integrated server and field layer devices.
3) Enterprise Layer
Human operators or engineers can directly access this layer to operate the system through human-machine interface applications. For example, they can give a control command to start a field device or change the command to adjust the operation state. To this end, an OPC UA client needs to be established to create the connection and session with the OPC UA-AutomationML server in the communication layer. Additionally, a visualized graphical user interface (GUI) is also required in this layer to monitor and control the field layer devices. The entire enterprise layer allows acquisition and display of all of the information provided as services by the OPC UA-AutomationML server, thereby supporting the decision-making of human operators.
B. System Implementation
According to the proposed process-control system architecture, we provided an experimental system model diagram, and a corresponding actual experimental system was built. Fig. 4 shows the system model, in which OPC UA acts as the backbone network, and Wi-Fi and Powerlink protocols are deployed to interconnect the field layer subsystems. Fig. 5 demonstrates the actual lab-size experimental system to show hardware implementation of the whole system, through which we can validate the feasibility and availability of the proposed architecture.
The two actuators in the field layer, a robot arm and a conveyer belt as represented by Label 1-1-1 and 1-2-1, were employed to execute the pick, place, and transport processes, imitating the actual working steps. We adopted a Wi-Fi module as a controller indicated by Label 1-1-2, from which the robot arm receives control messages through a serial port communication and performs the corresponding action; Label 1-2-2 shows a programmable logic controller (PLC) used to output a high level electrical signal to a speed controller (Label 1-2-3) to drive the conveyor belt through a relay module (Label 1-2-4). Label 1-2-5 shows the power supply for the PLC.
In terms of communication layer, Label 2 represents the Linux operating system-based embedded IoT gateway we adopted, in which the OPC UA-AutomationML server and the OPC UA interface for field devices were implemented. The gateway adopted Wi-Fi protocol and Ethernet Powerlink protocol to communicate with the Wi-Fi module and PLC controller, respectively, to connect to the robot and conveyor subsystems.
The enterprise layer was installed on a Windows PC represented by Label 3, where the OPC UA client was developed by using the open source Java-based OPC UA client software development kit. In addition to the basic OPC UA communication function, the client can perform a specific "read" function to obtain data values from the server and the "write" function to load data values to the server. The implementation of the session between the OPC UA client and OPC UA-AutomationML server realizes the combination of lower and upper layers of this industrial process-control system. In parallel, a Java-based AutomationML parser program that serves as a GUI was also developed by converting the CAEX XML Schema file of AutomationML into Java Class files. This GUI clearly displays all the necessary project data that can be acquired by the OPC UA client.
C. System Execution
A sequence diagram of the system execution was constructed in this section to express precisely the execution process of information flow across the entire experimental system.
As shown in Fig. 6 , six actors are involved in all system activities, which are represented in the blue boxes at the top. From right to left, they are in conformity with the three layers of system architecture. Additionally, the diagram uses a single arrow to represent the activity flow between two adjacent actors. The up-to-down flow follows a clear time logic to indicate the time priority of the activities. Note that the activities restricted in the loop box are scheduled to be executed repeatedly over time, which shows that the designed process-control system can be further applied in an actual industrial factory to meet the requirement of cycle operation.
As soon as the OPC UA-AutomationML server is initiated, an OPC UA connection session will be created as long as the client can find the IP address of the server and the server accepts the connection request. Each field device can also activate such a session through its OPC UA interface. Then, the GUI can begin to assign a control strategy to the OPC UA client through which the strategy is transferred to the OPC UAAutomationML server by invoking the "write" function. Subsequently, field devices can get the corresponding control messages from the server through their OPC UA interfaces and then execute relevant actions. If necessary, field devices return back their action parameters to the OPC UA-AutomationML server. Eventually, the OPC UA client receives the parameters by invoking the "read" function, and the GUI will show them immediately to the human operator. Thus, it formulates a control loop for executing the entire system. The human operator can make another control strategy based on the returned parameters or observed actual actions of field devices, and the six actors will repeat the new loop again and again. The OPC UA connection session can be terminated by either the client or the server unilaterally to end running of the whole system.
VI. CONCLUSIONS AND FUTURE WORK
In this study, a three-layer architecture for an industrial process-control system is presented, in which two promising Industry 4.0 related technologies-AutomationML and OPC UA-are deployed as the backbone. Accordingly, a lab-size experimental system was implemented to demonstrate its functionality and performance. Here, by using integrated AutomationML and OPC UA, an entire process-control system was modelled, and horizontal and vertical interconnections between the enterprise layer and field devices were achieved. Other communication protocols, such as Wi-Fi and Ethernet Powerlink, were also applied for better operation. The system execution sequence diagram was elaborated to express clearly the interaction processes between system actors.
In future work, the COLLADA and PLCopen XML parts of AutomationML will be further implemented into the proposed production-control system to fully assess comprehensive performance, and more field devices, such as a turntable and lift table, can be added to simulate a complex manufacturing system. The concept asset administration shell of Industry 4.0 components will be implemented using AutomationML and OPC UA in our future research.
