Abstract. We construct polynomial-fitting interpolation rules to agree with a function f and its first derivative f at equally spaced nodes on the interval of interest by introducing a linear functional with which we produce systems of linear equations. We also introduce a matrix whose determinant is not zero. Such a property makes it possible to solve the linear systems and then leads to a conclusion that the rules are uniquely determined for the nodes. An example is investigated to compare the rules with Hermite interpolating polynomials.
Introduction
In many scientific fields, a simple and convenient formula to approximately represent a function f or to reproduce a given table of numerical values of the function may be needed. Once such a simple formula has been obtained, it can be used in place of f or the table. In particular, polynomials are often used for approximating continuous functions. One reason is that there exist some polynomials to uniformly converge to the continuous functions. This fact is guaranteed by the Stone-Weierstrass approximation theorem [11] . The theorem says that given any function, defined and continuous on a closed and bounded interval, there exists a polynomial that is as close to the given function as desired. Another important reason is that the derivative and indefinite integral of a polynomial are easy to determine and are also polynomials. Therefore, polynomial interpolation is usually used to provide the value of f at a certain point in the interval of interest when the values of f at the mesh points on the interval are assumed to be known. A good-interpolating polynomial needs to provide an accurate approximation over the entire interval, not near a specific point on the interval. Lagrange or Hermite interpolating polynomials are well known as such interpolating polynomials [2] .
On occasion, it may happen that the user knows not only the function value f at the mesh points but also its derivative f at the same mesh points. For example, physical problems that are position-dependent rather than time-dependent are often described in terms of differential equations with conditions imposed at more than one point. In particular, the two-point boundary-value problems involving a second-order differential equation may be solved by a numerical technique which is called a "shooting" method, by analogue to the procedure of firing objects at a stationary target. Then the user disposes not only of the pointwise solution but also of its first derivative. So it makes sense to search for an evaluation of f on the basis of the whole available information because this way the quality of the interpolating polynomials will be normally better than before. This is why Hermite interpolating polynomials are superior in accuracy to Lagrange interpolating polynomials.
The Hermite interpolating polynomials are usually constructed by extending Lagrange interpolating polynomials or by using the divided difference for more computable form [1, 2] . The existence and uniqueness of the Hermite interpolating polynomials are easily obtained by simplifying Hermite interpolation theory with multiple nodes (Chap. 3 in [10] ). In this paper, the Hermite interpolating polynomials set up at equally spaced nodes are generated by new approach using a linear functional with which we produce interpolation rules linearly transformed to the Hermite interpolating polynomials. That is, we construct polynomialfitting interpolating rules by the linear functional which leads to the Hermite interpolating polynomials. With this background, the paper is organized as follows.
In Section 2, we present the form of the polynomial-fitting interpolation rules involving first derivatives and make systems of linear equations from it. In Section 3, a matrix whose determinant is not zero, is introduced to solve the linear systems. In Section 4, we compare the obtained interpolation rules with the Hermite interpolating polynomials and discuss some results.
Polynomial-fitting interpolation rules involving first derivatives
Consider a function f and its interpolation rule, denoted by I, which involves not only pointwise values of the function but also of its derivative at equidistant nodes, viz.:
where N is a positive integer, x 0 is the middle node on the interval of interest, the other nodes on the interval are equally spaced by h and
approximates the function f on the whole range of the closed interval
by using the function value and its first derivative at
For convenience, keep taking the notations α k and β k instead of α k (t) and β k (t) indicating that α k and β k depend on t.
Based on the ideas which were introduced in [3] and then more investigated in [4, 5, 6, 7, 8] 
where C is the vector of coefficients α k and β k which have to be de-
When the values of the function f and its first derivative f at the 2N + 1 nodes are assumed to be known, our problem is to determine the values of coefficients α k and β k from the conditions
With the moments, (4) can be rewritten as follows: (2) is a linear functional, it follows that, upon taking f (x) as an expansion of power functions,
. We now address the problem of determining the values of the coefficients α k and β k such that the functional L is identically vanishing at any x and h = 0 for as many successive terms as the number of parameters. For such purpose it is natural to impose that 
where
The existence of the unique solution of each linear system, AX = P or BY = Q, is investigated next section. This will be done by first newly constructing a matrix whose special cases involve the above matrices A and B and then by showing that its determinant is never zero.
Determinant
We now improve the techniques that are considered in [9] 
. , b).
For the matrix W, we have Theorem 1. The determinant of the matrix W is of the form,
where K is a constant.
Proof. Consider det(W ) as a polynomial P (w 1 ) in w 1 and expand det(W ) using both the first column and the (b + 1)th column of W. Then, the lowest degree term in P (w 1 ) has degree 2a + 1. That is, we have P (w 1 ) = w 2a+1 1P (w 1 ), whereP (w 1 ) is a polynomial in w 1 with coefficients consisting of polynomials in w 2 , . . . , w b . Moreover, w j and −w j (j = 2, 3, . . . , b) are zeros of P (w 1 ) with multiplicity four, respectively. Such results come from the fact that the determinant of a matrix with two equal columns is zero. Therefore
is a factor of det(W ). Repeat the above procedure to det(W ) for each w j and then get other factors of it,
As a result, the determinant, det(W ), has a factor
so that its degree in all w j is at least 2ab + 4b 2 − 3b because (25)
On the other hand, a direct calculation of the determinant of W easily shows that the degree of det(W ) in all w j is exactly the same as (25). For example, by taking w j out of each column W j between the first column and the bth column of the det(W ), the degree of det(W ) in all w j becomes
Therefore, we finally have
where K is a constant which is independent of w 1 , w 2 , . . . , w b .
The fact that the determinant of A in (13) is not zero, can be easily obtained by Theorem 1 if we expand det(A) according to the (N + 1)th column of the matrix A. From the expansion of it, only one minor whose size is 2N ×2N survives while other minors all vanish. This nonvanishing minor is exactly the same as the determinant of the matrix W when a = 2, b = N and w j = N + 1 − j in the matrix W. Likewise, expand det(B) according to the (2N + 1)th column of the matrix B to get the same conclusion that det(B) is not zero. In this case, substitute a = 3, b = N and w j = N + 1 − j into the matrix W. Hence each linear system has the unique solution, respectively. It implies that all the coefficients α k and β k of the rule (1) can be determined by algebraically manipulating the relations given in (8).
Discussion
In this section, we will discuss the relation between the Hermite interpolating polynomials and the polynomial-fitting interpolation rule I(t) given in (1) . By using change of variables, the Hermite interpolating polynomials which are constructed using both function value f and its first derivative f at equally spaced nodes, can be linearly transformed into the polynomial-fitting interpolation rules. For easy understanding, consider a Hermite interpolating polynomial, denoted by H 5 (x), of degree at most five agreeing with f and f at three nodes x 0 − h, x 0 and
As might be expected, it is easily checked that (30)
By using the change of variables,
is transformed into a t-dependent function as follows:
where t is in [−1, 1] . This function is exactly the same as the polynomialfitting interpolation rule I which is obtained by (1) after determining the coefficients corresponding to f and f at three nodes x 0 − h, x 0 and x 0 + h. Moreover, the same results as (30) can be obtained from (32). Therefore the t-dependent function is expected to become the Hermite interpolating polynomial (28) without performing the change of variables because of the existence and uniqueness of the Hermite interpolating polynomial. In detail, note that, in this case, we have Thus, for N = 1 we obtain the form of the rule I which is exactly the same as (32). This way the Hermite interpolating polynomial is linearly transformed to the interpolation rule I. Likewise, the rule I can be also linearly transformed to the Hermite interpolating polynomial. In order to get the t-dependent interpolation rule I, we use matrix computations and simple algebraic calculations with Eqs. (8) through which the rule I produces the Hermite interpolating polynomial.
