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1. Introduction and preliminaries
Mathematical programming with complex variables was studied ﬁrstly by Levinson [1] (1966) for complex linear pro-
gramming. Hereafter linear fractional, nonlinear as well as nonlinear fractional programming problems in complex variables
were treated by numerous authors (e.g. see [2–12,14,15] and the references therein) in various types of objective functions
with complex variables.
For applications, one can see Lai et al. [11] and the references therein. The complex programming was applied to an
electrical network with an alternating current of z ∈ Cn representing the currents or voltages for element of network. It
may also be applied to variant ﬁelds in electric engineering; like blind deconvolution, blind equalization, minimal entropy,
and maximum kurtosis. For details, one can refer to the following books.
(a) D.L. Denoho, On minimum entropy deconvolution, in: D.F. Findley (Ed.), Applied Time Series Analysis II, Academic Press,
New York, 1981.
(b) S. Haykin, Adaptive Filter Theory, 3rd edition, Prentice Hall Englewood Cliffs, NJ, 1996.
In a statistical signal processing problem (see [11]), one will maximize the equalizer output kurtosis represented by
Kz = |E(|z|
4) − 2(E(|z|2))2 − |E(z2)|2|
(E(|z|2))2 ,
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ϕ(z, z)
ψ(z, z)
= Re f (z, z)
Re g(z, z)
with the inner product zH · z = zT · z = |z|2 in Cn for n = 1.
Recently in 1999, Lai et al. [13] studied the minimax programming problem in real variable case as the type of objective
in the form:
(Pr) min
x∈Rn supy∈Y
f (x, y) + (xT Ax)1/2
g(x, y) − (xT Bx)1/2
subject to h(x) 0 in Rp,
where Y is a compact subset of Rm , f (·,·), g(·,·) : Rn × Rm → R, and h(·) : Rn × Rm → Rp are C1 mappings, while A and B
are n × n positive semideﬁnite matrices.
Lai et al. [11] considered a mathematical programming in complex variable case in the form of
(Pc) Minimize
Re[ f (z, z) + (zH Az)1/2]
Re[g(z, z) − (zH Bz)1/2]
subject to (z, z) ∈ C2n with constraint h(z, z) ∈ S ⊂ Cm.
In this paper we consider a more wide minimax fractional programming problem in complex variables as the above types
(Pr ) and (Pc). Precisely, we consider the same form as
(P) min
ζ∈X supη∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2]
subject to X = {ζ = (z, z) ∈ C2n ∣∣−h(ζ ) ∈ S},
where Y = {η = (w,w) | w ∈ Cm} is a compact subset of C2m , A and B ∈ Cn×n are positive semideﬁnite Hermitian ma-
trices, and S is a polyhedral cone in Cp , while f (·,·) and g(·,·) are continuous mappings from C2n × C2m to C. For each
η ∈ Y ⊂ C2m , the mappings f (·, η), g(·, η) : C2n → C and h(·) : C2n → Cp are analytic in ζ ∈ Q = {(z, z) | z ∈ Cn} ⊂ C2n .
This problem is nondifferentiable if either zH Az or zH Bz vanish at some point ζ0 = (z0, z0), since the term (zH Az)1/2 or
(zH Bz)1/2 becomes nondifferentiable in the neighborhood of ζ0.
We will investigate this problem (P) for necessary and suﬃcient optimality conditions for the nondifferentiable minimax
programming problem (P) in complex variables. Up to now we know the problem (P) is the most wide minimax program-
ming problem. Some recent results are set up regarded as the special cases in the problem (P) which we state as the
following cases.
(i) If ζ = x ∈ Rn and η = y ∈ Y ⊂ Rm , then problem (P) is reduced to the real variable problem (Pr ) which was studied by
Lai et al. [13].
(ii) If Y vanishes and rewrite ζ = (z, z), then (P) can be reduced to (Pc). The result was studied by Lai el al. [11] like one
complex variable ζ = (z, z) which is a minimization programming problem:
(Pc) min
ζ∈X
Re[ f (ζ ) + (zH Az)1/2]
Re[g(ζ ) − (zH Bz)1/2] .
(iii) If B = 0, g(·,·) ≡ 1, then problem (P) is reduced to (P1) which was investigated by Lai et al. [9,10].
(P1) min
ζ∈X supη∈Y
Re
[
f (ζ,η) + (zH Az)1/2]
subject to ζ ∈ X = {ζ ∈ C2n ∣∣−h(ζ ) ∈ S, ζ = (z, z), z ∈ Cn},
where Y is a speciﬁed compact subset in C2m .
(iv) If A = 0 and B = 0 are zero matrices, then problem (P) is reduced to (P2) which was studied by Lai et al. [12].
(P2) min
ζ∈X supη∈Y
Re[ f (ζ,η)]
Re[g(ζ,η)]
subject to X = {ζ = (z, z) ∈ C2n ∣∣−h(ζ ) ∈ S ⊂ Cp},
where Y is a speciﬁed compact subset in C2m , and for each η ∈ Y , f (·, η) and g(·, η) are analytic functions.
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convexities. Datta et al. [5] considered a nonfractional problem (P0) as follows:
(P0) min
ζ∈X supη∈Y
Reφ(ζ,η)
subject to ζ ∈ {ζ = (z, z) ∈ C2n ∣∣−h(ζ ) ∈ S},
where Y is a speciﬁed compact subset in C2m , S is a polyhedral cone in Cp , and for any η = (w,w) ∈ Y ⊂ C2m , the
functions φ(·, η) : C2n → C and h(·) : C2n → Cp are analytic.
They established the Fritz John type necessary and suﬃcient optimality conditions for (P0) under convexity assumptions.
Lai et al. [9, Theorem 1] also established the Kuhn–Tuck type necessary optimality conditions in nonfractional problem (P0).
Considering different convexity assumptions, it also established the optimality conditions for programming problems under
different convexities. For example, Chen and Lai [14] use the (F ,ρ, θ)-convex analytic functions to establish the suﬃcient
optimality conditions for (P0) under the (F ,ρ, θ)-convexity assumptions (see also [15]).
In order to establish the necessary optimality conditions for nondifferentiable programming problem (P), we will deﬁne
a subset Z η˜(ζ0) ⊂ C2n . This set Z η˜(ζ0) plays an important role in the nondifferentiable case when either 〈Az0, z0〉 = 0 or
〈Bz0, z0〉 = 0. If the set Z η˜(ζ0) = ∅, then the necessary optimality conditions for nondifferentiable situation of (P) can be
proved. Since the existence of optimal solution of (P) can be derived from the converse of necessary optimality conditions
with extra assumptions (say generalized convexities), the suﬃcient optimality conditions for a solution of (P) is established.
In this paper, we recall some notations and generalized convexities of complex functions in Section 2 (cf. [4,7–12]).
In Section 3, we show that problem (P) is equivalent to a minimax nonfractional parametric problem in complex space.
Sections 4 and 5 are main parts which are establishing the necessary and suﬃcient optimality conditions of (P) (cf. [9–15]).
2. Notations and some deﬁnitions
Let S = {ξ ∈ Cp | Re(Kξ)  0} ⊂ Cp be a polyhedral cone with matrix K ∈ Ck×p where k is a positive integer. The dual
cone S∗ of S is deﬁned by
S∗ = {μ ∈ Cp ∣∣ Re〈ξ,μ〉 0 for ξ ∈ S}.
For s0 ∈ S , the set S(s0) is the intersection of those closed half spaces that include s0 in their boundaries. Thus if s0 ∈ int(S),
S(s0) is the whole space Cp .
Since a nonlinear analytic function f (z) does not have convex real part, we consider all complex functions are deﬁned
on a linear manifold of the set Q = {ζ = (z, z) ∈ C2n | z ∈ Cn} (cf. Ferrero [7], see also Lai et al. [11]).
We need the generalized convexities of complex functions as follows (see Lai et al. [10]).
Deﬁnition 1. The real part Re[ f (ζ )] of the analytic function f (·) : C2n → C is called, respectively,
(i) convex (strictly) at ζ = ζ0 ∈ Q ⊂ C2n if
Re
[
f (ζ ) − f (ζ0)
]
 Re
[
f ′ζ (ζ0)(ζ − ζ0)
]
,
(>)
(ii) pseudoconvex (strictly) at ζ = ζ0 ∈ Q if
Re
[
f ′ζ (ζ0)(ζ − ζ0)
]
 0 ⇒ Re[ f (ζ ) − f (ζ0)]  0,
(> 0)
(iii) quasiconvex at ζ = ζ0 ∈ Q if
Re
[
f (ζ ) − f (ζ0)
]
 0 ⇒ Re[ f ′ζ (ζ0)(ζ − ζ0)] 0.
Deﬁnition 2. An analytic mapping h(·) : C2n → Cp is called, respectively,
(i) convex at ζ = ζ0 ∈ Q with respect to (w.r.t. in short) a polyhedral cone S in Cp if there is a nonzero μ ∈ S∗(⊂ Cp),
the dual cone of S , such that
Re
〈
h(ζ ) − h(ζ0),μ
〉
 Re
〈
h′(ζ0)(ζ − ζ0),μ
〉
.
Here 〈·,·〉 stands for the inner product in complex spaces.
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Re
〈
h′(ζ0)(ζ − ζ0),μ
〉
 0 ⇒ Re〈h(ζ ) − h(ζ0),μ〉  0,
(> 0)
(iii) quasiconvex at ζ = ζ0 ∈ Q w.r.t. S if there is a nonzero μ ∈ S∗(⊂ Cp) such that
Re
〈
h(ζ ) − h(ζ0),μ
〉
 0 ⇒ Re〈h′(ζ0)(ζ − ζ0),μ〉 0.
Deﬁnition 3. The problem (P) is said to satisfy the constraint qualiﬁcation at a point ζ0 = (z0, z0) if for any nonzero
μ ∈ S∗ ⊂ Cp ,
Re
〈
h′(ζ0)(ζ − ζ0),μ
〉 = 0 for ζ = ζ0. (1)
For convenience, we express the differential of a complex function by the gradient expressions ∇z and ∇z and some
useful lemmas in the following (see Lai et al. [9, Lemmas 2–4]).
Lemma 1. For each η ∈ Y ⊂ C2m, w ∈ Cn and ζ = (z, z) ∈ Q ⊂ C2n, suppose the function
Φ(ζ) = f (ζ,η) + zH Aw + 〈h(ζ ),μ〉
is differentiable at ζ0 = (z0, z0). Then
Re
[
Φ ′(ζ0)(ζ − ζ0)
]= Re[〈z − z0,∇z f (ζ0, η) + ∇z f (ζ0, η) + Aw + μT∇zh(ζ0) + μH∇zh(ζ0)〉]. (2)
Lemma 2. Let E ∈ Cp×n, A ∈ Cn×n, b ∈ Cn and μ ∈ S∗ ⊂ Cp . Then the following two statements are equivalent:
(a) EHμ = Au + b, uH Au  1 have a solution u ∈ Cn.
(b) If Ez ∈ S ⊂ Cp for z ∈ Cn, then Re[(zH Az)1/2 + bH z] 0.
Lemma 3. Let s0 ∈ S and μ ∈ [S(s0)]∗ . Then ReμH s0 = 0.
We also need the generalized Schwarz inequality (see [9]) in complex space
Re
(
zH Au
)

(
zH Az
)1/2(
uH Au
)1/2
. (3)
If Az = λAu or z = λu for λ 0, then
Re
(
zH Au
)= (zH Az)1/2(uH Au)1/2.
3. Equivalent programming problems in complex spaces
The complex fractional programming problem (P) can be reduced to a nonfractional parametric programming problem.
Indeed, let
sup
η∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] = v( 0). (4)
Then
Re
[
f (ζ,η) + (zH Az)1/2]− v Re[g(ζ,η) − (zH Bz)1/2] 0 for all η ∈ Y .
It follows that the fractional programming problem (P) is reduced to the nonfractional parametric programming problem:
(Pv) min
ζ∈X supη∈Y
Re
{[
f (ζ,η) + (zH Az)1/2]− v[g(ζ,η) − (zH Bz)1/2]}
subject to X = {ζ = (z, z) ∈ C2n ∣∣−h(ζ ) ∈ S},
where v ∈ R+ ≡ [0,∞) is a parameter and Y is a compact subset in C2m .
For ζ = (z, z) ∈ X , since the functions f (ζ, ·) and g(ζ, ·) are continuous on the compact set Y , we can deﬁne
Y (ζ ) =
{
η ∈ Y
∣∣∣ Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] = sup
Re[ f (ζ, ν) + (zH Az)1/2]
Re[g(ζ, ν) − (zH Bz)1/2]
}
.ν∈Y
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Yv(ζ ) =
{
η ∈ Y
∣∣∣ Re[ f (ζ,η) + (zH Az)1/2]− v Re[g(ζ,η) − (zH Bz)1/2]
= sup
ν∈Y
{
Re
[
f (ζ, ν) + (zH Az)1/2]− v Re[g(ζ, ν) − (zH Bz)1/2]}}.
Evidently, Y (ζ ) and Yv(ζ ) are still compact subsets of Y .
Now, we can prove that the problem (P) is equivalent to nonfractional problem (Pv∗ ). We state this fact in the following
theorem:
Theorem 1.
(a) Problem (P) has an optimal solution ζ0 = (z0, z0) with optimal value
v∗ = min
ζ∈X supη∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2]
(
= sup
η∈Y
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
)
if and only if
min
ζ∈X supη∈Y
{
Re
[
f (ζ,η) + (zH Az)1/2]− v∗ Re[g(ζ,η) − (zH Bz)1/2]}= 0(
= sup
η∈Y
{
Re
[
f (ζ0, η) +
(
zH0 Az0
)1/2]− v∗ Re[g(ζ0, η) − (zH0 Bz0)1/2]})
and ζ0 is also an optimal solution of (Pv∗ ) with optimal value 0.
(b) If ζ0 is an optimal solution of (P) with optimal value v∗ , then Y (ζ0) = Yv∗ (ζ0).
Proof. (a) If ζ0 = (z0, z0) is an optimal solution of (P) with optimal value:
v∗ = min
ζ∈X supη∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] = supη∈Y
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
, (5)
then
v∗ 
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
for all η ∈ Y ,
or expresses as the nonfractional inequality:
Re
[
f (ζ0, η) +
(
zH0 Az0
)1/2]− v∗ Re[g(ζ0, η) − (zH0 Bz0)1/2] 0 for all η ∈ Y .
It follows that
min
ζ∈X supη∈Y
{
Re
[
f (ζ,η) + (zH Az)1/2]− v∗ Re[g(ζ,η) − (zH Bz)1/2]}
 sup
η∈Y
{
Re
[
f (ζ0, η) +
(
zH0 Az0
)1/2]− v∗ Re[g(ζ0, η) − (zH0 Bz0)1/2]} 0.
Since f (·, η) and g(·, η) are analytic functions on the closed linear manifold Q ⊂ C2n for any η ∈ Y , we ﬁnd a point
ζ1 = (z1, z1) ∈ Q such that
min
ζ∈X supη∈Y
{
Re
[
f (ζ,η) + (zH Az)1/2]− v∗ Re[g(ζ,η) − (zH Bz)1/2]}
= sup
η∈Y
{
Re
[
f (ζ1, η) +
(
zH1 Az1
)1/2]− v∗ Re[g(ζ1, η) − (zH1 Bz1)1/2]} 0. (6)
This expression must be 0. Otherwise, we assume
sup
η∈Y
{
Re
[
f (ζ1, η) +
(
zH1 Az1
)1/2]− v∗ Re[g(ζ1, η) − (zH1 Bz1)1/2]}< 0,
and
Re
[
f (ζ1, η) +
(
zH Az1
)1/2]− v∗ Re[g(ζ1, η) − (zH Bz1)1/2]< 0 for any η ∈ Y .1 1
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sup
η∈Y
Re[ f (ζ1, η) + (zH1 Az1)1/2]
Re[g(ζ1, η) − (zH1 Bz1)1/2]
< v∗.
This contradicts with equality (5) since
sup
η∈Y
Re[ f (ζ1, η) + (zH1 Az1)1/2]
Re[g(ζ1, η) − (zH1 Bz1)1/2]
 v∗.
Hence the expression (6) must be
min
ζ∈X supη∈Y
{
Re
[
f (ζ,η) + (zH Az)1/2]− v∗ Re[g(ζ,η) − (zH Bz)1/2]}= 0.
Thus the optimal value of (Pv∗ ) is 0.
Conversely, suppose that ζ0 is an optimal solution of (Pv∗ ) with optimal value 0. That is,
min
ζ∈X supη∈Y
{
Re
[
f (ζ,η) + (zH Az)1/2]− v∗ Re[g(ζ,η) − (zH Bz)1/2]}
= sup
η∈Y
{
Re
[
f (ζ0, η) +
(
zH0 Az0
)1/2]− v∗ Re[g(ζ0, η) − (zH0 Bz0)1/2]}= 0.
This implies that
v∗ = min
ζ∈X supη∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] = supη∈Y
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
.
Hence v∗ is the optimal value of (P).
(b) It follows from part (a) that Y (ζ0) = Yv∗ (ζ0). 
4. Necessary optimality conditions
In this section, we will establish the necessary optimality conditions of problem (P). By Theorem 1 and [9, Theorem 1],
it can be shown that the necessary optimality conditions hold for problem (P).
Theorem 2 (Necessary optimality conditions). Let ζ0 = (z0, z0) ∈ Q be a (P)-optimal with optimal value v∗ . Suppose that the prob-
lem (P) satisﬁes the constraint qualiﬁcation at ζ0 with assumptions zH0 Az0 = 〈Az0, z0〉 > 0 and zH0 Bz0 = 〈Bz0, z0〉 > 0. Then there
exist a nonzero vector μ ∈ S∗ ⊂ Cp , u1,u2 ∈ Cn, and a positive integer k with the following properties:
(i) ﬁnite points ηi ∈ Y (ζ0) for i = 1, . . . ,k;
(ii) for i = 1, . . . ,k, multipliers λi > 0 and∑ki=1 λi = 1
such that the Lagrangian ϕ(ζ ) =∑ki=1 λi[ f (ζ,ηi) − v∗g(ζ,ηi)] + 〈h(ζ ),μ〉 + 〈Az, z〉1/2 + v∗〈Bz, z〉1/2 satisﬁes the following con-
ditions:
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ (Au1 + v∗Bu2)= 0; (7)
Re
〈
h(ζ0),μ
〉= 0; (8)
uH1 Au1  1,
(
zH0 Az0
)1/2 = Re(zH0 Au1); (9)
uH2 Bu2  1,
(
zH0 Bz0
)1/2 = Re(zH0 Bu2). (10)
Proof. Let ζ0 = (z0, z0) be an optimal solution of (P) with optimal value
v∗ = sup
η∈Y
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
.
By Theorem 1, it is an optimal solution of (Pv∗ ).
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ζ ∈ Q . Thus for a nonzero vector μ ∈ S∗ ⊂ Cp , the function [ f (ζ,η) + (zH Az)1/2] − v∗[g(ζ,η) + (zH Bz)1/2] + 〈h(ζ ),μ〉 is
analytic at ζ0. From Lemma 1, [9, Theorem 1] and by compactness of Yv∗ ⊂ Y , there exists a positive integer k, λi > 0,
ηi ∈ Yv∗ (ζ0) for i = 1, . . . ,k, with ∑ki=1 λi = 1 in conditions (i) and (ii) such that
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ Az0〈Az0, z0〉1/2 + v
∗Bz0
〈Bz0, z0〉1/2 = 0,
Re
〈
h(ζ0),μ
〉= 0.
With the assumptions zH0 Az0 = 〈Az0, z0〉 > 0 and zH0 Bz0 = 〈Bz0, z0〉 > 0, we can set u1 = z0/〈Az0, z0〉1/2 and u2 =
z0/〈Bz0, z0〉1/2. Hence the conditions (7)–(10) hold. 
If an optimal solution ζ0 = (z0, z0) of (P) is either 〈Az0, z0〉 = 0 or 〈Bz0, z0〉 = 0, then problem (P) is a nondifferentiable
programming problem. In order to establish the necessary optimality conditions, we deﬁne a subset Z η˜(ζ0) ⊂ C2n as follows:
Z η˜(ζ0) =
{
ζ ∈ C2n ∣∣−h′ζ (ζ0)ζ ∈ S(−h(ζ0)), ζ = (z, z) ∈ Q
when any one of the following cases of (i), (ii) and (iii) holds
}
.
Case (i)
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈Az0, z〉〈Az0, z0〉1/2 +
〈(
v∗
)2
Bz, z
〉1/2}
< 0
if zH0 Az0 > 0 and z
H
0 Bz0 = 0;
Case (ii)
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈Az, z〉1/2 + 〈v
∗Bz0, z〉
〈Bz0, z0〉1/2
}
< 0
if zH0 Az0 = 0 and zH0 Bz0 > 0;
Case (iii)
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈[A + (v∗)2B]z, z〉1/2}< 0
if zH0 Az0 = 0 and zH0 Bz0 = 0.
This set Z η˜(ζ0) plays an important role for the cases when 〈Az0, z0〉 = 0 or 〈Bz0, z0〉 = 0. If the set Z η˜(ζ0) = ∅, it can be
shown that the results of Theorem 2 still hold. Hence we restate the necessary optimality theorem for nondifferentiable
complex minimax fractional programming problem (P) as the following theorem.
Theorem 3. Let ζ0 = (z0, z0) ∈ Q be (P)-optimal with optimal value v∗ . Suppose that problem (P) possesses constraint qualiﬁcation
at ζ0 and Z η˜(ζ0) = ∅. Then there exist a nonzero μ ∈ S∗ ⊂ Cp and vectors u1,u2 ∈ Cn such that the conditions (7)–(10) hold.
Proof. For convenience, let
A˜ =
(
A 0
0 0
)
∈ C2n×2n and B˜ =
(
B 0
0 0
)
∈ C2n×2n.
Then for all ζ = (z, z) ∈ C2n ,
〈Az, z〉 = zH Az = ζ H A˜ζ = 〈 A˜ζ, ζ 〉 and 〈Bz, z〉 = zH Bz = ζ H B˜ζ = 〈B˜ζ, ζ 〉.
In case (i): zH0 Az0 > 0 and z
H
0 Bz0 = 0.
If Z η˜(ζ0) = ∅, then for each ζ = (z, z) ∈ C2n and −h′ζ (ζ0)ζ ∈ S(−h(ζ0)), the inequality expressed in Z η˜(ζ0) will not hold.
Thus
Re
{
k∑
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈Az0, z〉〈Az0, z0〉1/2 +
〈(
v∗
)2
Bz, z
〉1/2} 0.
i=1
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Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi) +
A˜ζ0
〈Az0, z0〉1/2
]
ζ + 〈(v∗)2 B˜ζ, ζ 〉1/2} 0. (11)
Actually, the expression (11) represents Lemma 2(b) which is equivalent to Lemma 2(a). Thus there exist μ ∈ S∗(−h(ζ0))
and ξ = (α,α) ∈ C2n such that
ξ H
(
v∗
)2
B˜ξ
(= αH(v∗)2Bα) 1 (12)
and
(−h′(ζ0))Hμ = (v∗)2 B˜ξ +
(
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi) +
A˜ζ0
〈Az0, z0〉1/2
])H
. (13)
Let u2 = v∗α. Then inequality (12) becomes the ﬁrst part of condition (10): uH2 Bu2  1.
The differential of expression (13) can be represented by gradient operators ∇z as well as ∇z . Then it becomes(−∇zh(ζ0)μ
−∇zh(ζ0)μ
)
=
(
v∗Bu2 +∑ki=1 λi[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)] + (Az0)H〈Az0,z0〉1/2∑k
i=1 λi[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]
)
. (14)
From the columns of (14), we obtain
k∑
i=1
λi
[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]+ (Az0)H〈Az0, z0〉1/2 + v∗Bu2 + ∇zh(ζ0)μ = 0, (15)
k∑
i=1
λi
[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]+ ∇zh(ζ0)μ = 0. (16)
The expression (16) is equivalent to
k∑
i=1
λi
[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]+ ∇zh(ζ0)μ = 0. (17)
Since A is a positive semideﬁnite Hermitian matrix, (Az0)H = zH0 A. Hence if we put u1 = z0/〈Az0, z0〉1/2, then we get
condition (9):
uH1 Au1  1 and Re
(
zH0 Au1
)= (zH0 Az0)1/2.
By adding (15) and (17), we obtain the condition (7).
Because ζ0 is a (P)-optimal, −h(ζ0) ∈ S , and μ ∈ S∗(−h(ζ0)), we obtain the condition (8) from Lemma 3.
From zH0 Bz0 = 0 and the generalized Schwarz inequality (3),
Re
(
zH0 Bu
)= Re(uH Bz0) (zH0 Bz0)1/2(uH Bu)1/2 = 0 for each u ∈ Cn.
We take u = Bz0. Then
Re
[
(Bz0)
H Bz0
]= Re〈Bz0, Bz0〉 0 implies Bz0 = 0.
Thus we get the second part of condition (10): Re(zH0 Bu2) = (zH0 Bz0)1/2.
Therefore conditions (7)–(10) are proved.
In case (ii): zH0 Az0 = 0 and zH0 Bz0 > 0. If Z η˜(ζ0) = ∅, then
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈v
∗Bz0, z〉
〈Bz0, z0〉1/2 + 〈Az, z〉
1/2
}
 0.
We change the above inequality as follows:
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi) +
v∗ B˜ζ0
〈Bz0, z0〉1/2
]
ζ + 〈 A˜ζ, ζ 〉1/2
}
 0. (18)
Thus, case (ii) holds by the same way as the proof in case (i).
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Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈[A + (v∗)2B]z, z〉1/2} 0.
We change the inequality above as follows:
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
ζ + 〈[ A˜ + (v∗)2 B˜]ζ, ζ 〉1/2} 0. (19)
Then there exist μ ∈ S∗(−h(ζ0)) and ξ = (α,α) ∈ C2n such that
ξ H
[
A˜ + (v∗)2 B˜]ξ(= αH Aα + αH(v∗)2Bα) 1
and
(−h′(ζ0))Hμ = [ A˜ + (v∗)2 B˜]ξ +
(
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
])H
. (20)
Since A and B are positive semiﬁnite Hermitian matrices, we have
αH Aα  1 and αH
(
v∗
)2
Bα  1.
Let u1 = α and u2 = v∗α, then uH1 Au1  1 and uH2 Bu2  1. The equality (20) can be expressed by(−∇zh(ζ0)μ
−∇zh(ζ0)μ
)
=
(
Au1 + v∗Bu2 +∑ki=1 λi[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]∑k
i=1 λi[∇z f (ζ0, ηi) − v∗∇z g(ζ0, ηi)]
)
.
Using similarly process of case (i), we can get conditions (7)–(10).
The proof is completed. 
5. Suﬃcient optimality conditions
By the converse of the necessary optimality conditions with some assumptions, the suﬃcient optimality conditions can
be established. In this section, we state and prove the suﬃcient optimality conditions for a solution of (P) under generalized
convexities.
Theorem 4 (Suﬃcient optimality conditions). Let ζ0 = (z0, z0) ∈ Q be a feasible solution of (P). Suppose that there exist a positive
integer k, λi > 0, ηi ∈ Y (ζ0) for i = 1, . . . ,k, with ∑ki=1 λi = 1, and v∗ ∈ R+ , 0 = μ ∈ S∗ ⊂ Cp , u1,u2 ∈ Cn satisfying conditions
(7)–(10) in both Theorem 2 for 〈Az0, z0〉 > 0, 〈Bz0, z0〉 > 0 and Theorem 3 for Z η˜(ζ0) = ∅. Assume that any one of the following
conditions (i), (ii) and (iii) holds:
(i) Re{∑ki=1 λi[( f (ζ,ηi) + zH Au1) − v∗(g(ζ,ηi) − zH Bu2)]} is pseudoconvex on ζ = (z, z) ∈ Q , and h(ζ ) is quasiconvex on Q
w.r.t. the polyhedral cone S ⊂ Cp ;
(ii) Re{∑ki=1 λi[( f (ζ,ηi) + zH Au1) − v∗(g(ζ,ηi) − zH Bu2)]} is quasiconvex on ζ = (z, z) ∈ Q , and h(ζ ) is strictly pseudoconvex
on Q w.r.t. S ⊂ Cp ;
(iii) Re{∑ki=1 λi[( f (ζ,ηi) + zH Au1) − v∗(g(ζ,ηi) − zH Bu2)] + 〈h(ζ ),μ〉} is pseudoconvex on ζ = (z, z) ∈ Q .
Then ζ0 = (z0, z0) is an optimal solution of (P).
Proof. Suppose on the contrary, ζ0 = (z0, z0) is not an optimal solution of (P). Then there exists a feasible solution ζ =
(z, z) ∈ Q such that
sup
η∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] < supη∈Y
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ0, η) − (zH0 Bz0)1/2]
.
Since Y is compact and the fractional function is continuous, there are some vectors ηi ∈ Y (ζ0) for i = 1, . . . ,k, such that
sup
Re[ f (ζ0, η) + (zH0 Az0)1/2]
Re[g(ζ ,η) − (zH Bz )1/2] =
Re[ f (ζ0, ηi) + (zH0 Az0)1/2]
Re[g(ζ ,η ) − (zH Bz )1/2] = v
∗,
η∈Y 0 0 0 0 i 0 0
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Re[ f (ζ,ηi) + (zH Az)1/2]
Re[g(ζ,ηi) − (zH Bz)1/2]  supη∈Y
Re[ f (ζ,η) + (zH Az)1/2]
Re[g(ζ,η) − (zH Bz)1/2] .
Thus, we obtain
Re[ f (ζ,ηi) + (zH Az)1/2]
Re[g(ζ,ηi) − (zH Bz)1/2] <
Re[ f (ζ0, ηi) + (zH0 Az0)1/2]
Re[g(ζ0, ηi) − (zH0 Bz0)1/2]
= v∗ for i = 1, . . . ,k.
That is, for i = 1, . . . ,k,
Re
[
f (ζ,ηi) +
(
zH Az
)1/2]
< Re
[
v∗
(
g(ζ,ηi) −
(
zH Bz
)1/2)]
. (21)
From uH1 Au1  1, uH2 Bu2  1, and generalized Schwarz inequality, we have Re(zH Au1)  (zH Az)1/2 and Re(zH Bu2) 
(zH Bz)1/2.
It implies that
Re
[
f (ζ,ηi) + zH Au1
]
< Re
[
v∗
(
g(ζ,ηi) − zH Bu2
)]
for i = 1, . . . ,k.
From λi > 0 with
∑k
i=1 λi = 1, we get
Re
{
k∑
i=1
λi
[(
f (ζ,ηi) + zH Au1
)− v∗(g(ζ,ηi) − zH Bu2)]
}
< 0. (22)
With the feasibility of ζ for (P), −h(ζ ) ∈ S , or Re〈h(ζ ),μ〉 0 for μ ∈ S∗ . Since Re〈h(ζ0),μ〉 = 0, we have
Re
〈
h(ζ ),μ
〉
 0 = Re〈h(ζ0),μ〉. (23)
From the hypotheses of (i) and by the inequalities (22) and (23), we have
Re
{
k∑
i=1
λi
[
f ′ζ (ζ0, ηi) − v∗g′ζ (ζ0, ηi)
]
(ζ − ζ0) +
[
Au1 − v∗Bu2
]+ 〈h′ζ (ζ0)(ζ − ζ0),μ〉
}
< 0.
By Lemma 1, we can rewrite the above inequality with gradient expression as follows:
Re
〈
z − z0,
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ (Au1 + v∗Bu2)
〉
< 0.
Hence
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ (Au1 + v∗Bu2)< 0
which contradicts with inequality (7).
Similarly, we may use the same way in case (i) to prove case (ii).
If the hypothesis of (iii) holds, then Re{∑ki=1 λi[( f (ζ,ηi) + zH Au1) − v∗(g(ζ,ηi) − zH Bu2)] + 〈h(ζ ),μ〉} is pseudoconvex
on ζ = (z, z) ∈ Q . By (22) and (23), we obtain
Re
{
k∑
i=1
λi
[(
f (ζ,ηi) + zH Au1
)− v∗(g(ζ,ηi) − zH Bu2)]+ 〈h(ζ ),μ〉
}
< Re
{
k∑
λi
[(
f (ζ0, ηi) + zH0 Au1
)− v∗(g(ζ0, ηi) − zH0 Bu2)]+ 〈h(ζ0),μ〉
}
.i=1
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Re
(〈
z − z0,
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ (Au1 + v∗Bu2)
〉)
< 0.
Hence
k∑
i=1
λi
{[∇z f (ζ0, ηi) + ∇z f (ζ0, ηi)]− v∗[∇z g(ζ0, ηi) + ∇z g(ζ0, ηi)]}
+ (μT∇zh(ζ0) + μH∇zh(ζ0))+ (Au1 + v∗Bu2)< 0,
which contradicts with inequality (7).
Therefore, the proof is completed. 
Acknowledgments
We are deeply grateful to referees and Professor Goong Chen for their valuable comments.
References
[1] N. Levinson, Linear programming in complex space, J. Math. Anal. Appl. 14 (1966) 44–62.
[2] K. Swarup, J.C. Sharma, Programming with linear fractional functionals in complex spaces, Cahiers Centre d’Etudes Rech. Oper. 12 (1970) 103–109.
[3] B. Mond, Nonlinear complex programming, J. Math. Anal. Appl. 43 (1973) 633–641.
[4] B. Mond, B.D. Craven, A class of nondifferentiable complex programming problems, J. Math. Oper. Stat. 6 (1975) 581–591.
[5] N. Datta, D. Bhatia, Duality for a class of nondifferentiable mathematical programming problems in complex spaces, J. Math. Anal. Appl. 101 (1984)
1–11.
[6] O. Parkash, P.C. Saxena, V. Patkar, Nondifferentiable fractional programming in complex space, Z. Angew. Math. Mech. 64 (1) (1984) 59–62.
[7] O. Ferrero, On nonlinear programming in complex space, J. Math. Anal. Appl. 164 (1992) 399–416.
[8] J.C. Chen, H.C. Lai, S. Schaible, Complex fractional programming and the Charnes–Cooper transformation, J. Optim. Theory Appl. 126 (1) (2005) 203–213.
[9] H.C. Lai, T.Y. Huang, Optimality conditions for a nondifferentiable minimax programming in complex spaces, Nonlinear Anal. 71 (2009) 1205–1212.
[10] H.C. Lai, J.C. Liu, Duality for nondifferentiable minimax programming in complex spaces, Nonlinear Anal. (2009), doi:10.1016/j.na.2008.10.062, in press.
[11] H.C. Lai, J.C. Liu, Complex fractional programming involving generalized quasi/pseudo convex functions, ZAMM Z. Angew. Math. Mech. 82 (3) (2002)
159–166.
[12] H.C. Lai, J.C. Liu, S. Schaible, Complex minimax fractional programming of analytic functions, J. Optim. Theory Appl. 137 (1) (2008) 171–184.
[13] H.C. Lai, J.C. Liu, K. Tanaka, Necessary and suﬃcient conditions for minimax fractional programming, J. Math. Anal. Appl. 230 (1999) 311–328.
[14] J.C. Chen, H.C. Lai, Optimality conditions for minimax programming of analytic functions, Taiwanese J. Math. 8 (4) (2004) 673–686.
[15] H.C. Lai, J.C. Lee, S.C. Ho, Parametric duality on minimax programming involving generalized convexity in complex space, J. Math. Anal. Appl. 323
(2006) 1104–1115.
