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Recent Human Migration to the Interior Columbia Basin and Implications for Natural Resource 
Management
Research has shown that rural counties of the American West, especially those with high 
amenity value, experienced rapid growth during the first half of the 1990s. This time period has 
also been characterized by increasing conflict over the management of natural resources with 
much of this conflict occurring in growing areas. Managers, therefore, need to understand the 
interaction between migration dynamics and natural resource policy.
This study employs the model of period and deconcentration explanations in the context of push 
and pull factors to analyze the migration dynamics of the 100 counties of the Interior Columbia 
Basin over the time period 1983 to 1995. Specific attention was paid to the role natural 
amenities played in driving migration. Using non-hierarchical K-means cluster analysis I 
determined that four migration patterns existed for the Basin. The relationship between 
migration pattern and county attributes such as economic type, recreation and retirement 
designation, federal land designation, percent of federal land, and the presence of a wilderness 
area or national park was tested. Recreation and retirement counties' migration effectiveness was 
compared to that of other types of counties. The household income of recreation and retirement 
county migrants and non-migrants were compared to each other. The distance in-migrants 
moved was compared to the distance out-migrants moved for recreation and retirement counties.
I found that counties with continuous growth over the time period also had service-based 
economies and a high percentage of recreation/retirement counties, federal land counties, and 
presence of wilderness areas or national parks. Recreation and retirement counties experienced 
greater in-migration than did other types of counties. Those who already lived in recreation and 
retirement counties had greater household income than in-migrants or out-migrants; in-migrants, 
however, had greater income than out-migrants.
This research illustrates the usefulness of considering migration in the management of natural 
resources. Managers can use cluster analysis to identify counties that experienced migratory 
change. They, then, can examine how natural resource policy affected the population dynamics 
of a county to better understand the effects of future policy on similar areas.
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CHAPTER 1
M ig r a tio n  Ch ang e  in  the  W est
The western United States is undergoing demographic and political change that is among 
the most geographically widespread and significant in its history (Shumway and Davis 1996). 
Between 1990 and 1995, according to recent U. S. Bureau of Census estimates, the population in 
39 of the 281 counties of the Rocky Mountain West (Arizona, Colorado, Idaho, Montana, Nevada, 
New Mexico, Utah, and Wyoming) grew by 20 to 65 percent (Gersh 1996). Cromartie and Nord 
(1996) found that the nonmetropolitan (nonmetro) West grew from net migration at twice the rate 
of the next fastest growing region—the South—during the 1988-1994 interval. This population 
boom differs from previous trends in that “nonmetropolitan ... counties are growing at about the 
same rate as metropolitan ... counties, more of the counties are participating in the growth spurt, 
and the fundamental causes of growth appear to be more diverse and sustainable than the previous 
boom and bust cycles (Shumway and Davis 1996)." Shumway and Davis identified counties with 
high amenity value, such as retirement and recreational destinations, and rural counties adjacent to 
metropolitan counties as having the greatest and most widespread population growth in the West. 
Nonmetro counties with high percentages of their population engaged in farming, forestry, or 
mining realized lower levels of growth. The biggest turnaround noted by Shumway and Davis 
(1996) occurred for manufacturing counties, “which lost 8.6 percent of their population through 
out-migration in the 1980s, but gained 7.9 percent through net in-migration in the first six years of 
the 1990s.”
This recent growth in the West may cause long-term residents of small towns to lament 
over the glory days of yesteryear as espresso shops and boutiques open up on Main Street. Such 
long-term rural residents may also have values about the land and its management that differ 
significantly from the newcomers. Ploch (1978) found that in a study of Maine residents (a largely 
rural state), in-migrants were much more likely to be concerned with the preservation of 
environmental integrity and the slow pace of rural life than they were with economic and industrial 
expansion. He noted that the in-migrants (48 percent coming from counties of 500,000 or more 
population) will “do their best to maintain the rural atmosphere and the natural beauty of the 
environment which attracted them to Maine in the first place.” Rudzitis and Johansen’s (1989) 
findings were consistent with previous research (Graber 1974, Johansen and Fuguitt 1984) that 
demonstrated that people who move from urban to rural areas bring values and expectations 
different from those held by many current residents. They also found that “the newcomers appear 
to want more access for recreational use of wilderness, preservation of established wilderness and 
designation of additional wilderness in the same area.” Fortman and Kusel (1990) argue, however, 
that new and long-standing residents’ values do not differ significantly in terms of forest 
environmental attitudes; rather, the new residents are more likely to voice their opinions and 
motivate others to do so as well. The net effect of a population boom in rural communities seems 
to be an increase in conflict over environmental issues.
One reason for this increased conflict is that the sheer number of people living in rural 
areas in the West is increasing. As more people arrive, they increase the pressure on public 
services, infrastructure, and the environment. In addition, the pattern of growth brought on by 
newcomers may be more destructive than the growth itself. In other words, the type and location 
of new homes may cause more problems than the mere arrival of more people. For example, parts 
of the greater Yellowstone ecosystem are being subdivided into 10 and 20 acre “ranchettes”
complete with multimillion dollar homes (Missoulian 9-19-1997). The resultant increase in
property values reduces housing affordability, fragments wildlife habitat, and increases wildfire
risk. Some feel this pattern of growth “threatens their traditional way of life (Missoulian 9-19-
1997)." Starrs and Wright (1996) point out that:
Traditional social and ethnic geographies once fundamental to life in this western realm 
[the Great Basin of Utah and Nevada] are being changed. Local planning is compromised 
by an influx of wealth; traditional political constituencies are disenfranchised and 
outnumbered; water and other resources are strained; and the cost of growth is being 
questioned.
Certainly, attempts by local governments to manage this growth provide a locus for controversy 
and debate.
In addition to the conflict between residents over growth, humans and wildlife may also 
experience more frequent conflict as residential growth sprawls into once pristine landscapes. In 
Kalispell, Montana mountain lions are shot in residential areas and grizzly bears lumber across ski 
slopes in the summer. In Missoula black bears are trapped in back yards and shuttled to less 
developed areas. Residents’ values toward growth, zoning, forest planning, and resource 
management may in large part determine how these conflicts are managed. These values may be 
influenced by the duration of their residency and the nature of their former residence, in other 
words: “how long they’ve been here” and “where they came from.”
With the arrival of newcomers that may hold different values or be more likely to voice 
their opinion, those in leadership roles may find it more difficult to predict, not to mention satisfy, 
the desires of these growing communities. Understanding the dynamics of migration in the West 
may aid planners and land managers in discerning and predicting how communities change in 
response to in-migration. Armed with this information, they may be better equipped to manage the 
pressure caused by more people on the landscape.
To better understand the interplay between migration patterns and the conflict over natural 
resource management, three points must be understood. First, past studies of migration trends in 
the Unites States show that migration is spatially and temporally differentiated. This finding is 
most evident in the “rural renaissance” of the 1970s and the nonmetro contraction of the 1980s. In 
the 1970s nonmetro areas grew at a greater rate than metro areas for the first time in a century. In 
the 1980s many of these same areas lost population to large urban centers. Given the variation in 
the previous two decade's migration patterns, one cannot assume that past trends will continue in 
the future. This is especially true for regions with landscape and demographic diversity. For 
example, areas that have unique landscape features, such as lakes, mountains, or canyons, may 
have higher rates of in-migration than nearby areas lacking these attributes. Natural resource 
managers may have difficulty anticipating migration patterns to these attractive areas because 
amenity-driven migration, a fairly recent phenomenon, is not well understood.
Second, the scale of the migration data must be carefully examined. In much of the 
migration literature, the state is the level of analysis. Many of the trends important to natural 
resource managers, such as urban to rural, recreation and retirement migration, are obliterated at 
this scale. Therefore, a county scale is a much more appropriate scale for migration study when 
the purpose is to assess human impact on ecosystems. In addition, other data, such as Bureau of 
the Census and Bureau of Economic Analysis data, are collected at the county level and can add 
depth to the analysis.
Third, the living environments that people are moving away from may help forecast 
conflict and demand in the destination environment. For example, an influx of urban residents into 
a forest-dependent community may cause increased conflict over land management decisions.
These urban residents may have different values and expectations toward natural resources and 
their management. Of course, the nature of a migrant’s prior residence is not the sole variable in
predicting where natural resource conflict may occur. It is, however, an important variable that 
may be an indicator of possible disharmony between new and long-term residents. Therefore, the 
destination and origin of migrants, in addition to their absolute number must contribute to 
understanding the natural resource management debate.
Th e  Pr o blem  Statem ent
The spatial distribution of migration may change over time; therefore, understanding both 
the spatial and temporal distribution of migration is critical to understanding the conflicting values 
toward the environment and its management. Understanding the where and when of migration may 
help natural resource planners achieve a better understanding of the dynamics of the social context 
within which plans are developed. Understanding the spatial and temporal pattern of population 
change is helpful in projecting the relative attractiveness of different settings, which is useful in 
determining change in population structure in the future.
Given the types of migration issues described above, this thesis seeks to address the 
following problem:
"How do patterns o f  in-misration into nonmetro counties vary spatially (in terms o f  
destination characteristics) and temporally (over the period 1983 to 1995)?”
The overall purpose of this research is to identify migration patterns, with a focus on in-migration, 
at the county level of the Pacific Northwest and to highlight the potential implications for natural 
resource managers. More specifically, the objectives of the research are to:
1. Identify migration patterns over time among counties with similar attributes, especially for 
counties with high amenity value.
2. Examine how migration trends change over time and relate these changes to political, 
economic, and social factors.
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3. Identify a pattern that will shed light on the differences or similarities between newcomers and 
long-term residents by comparing the average aggregate income of in-, out-, and non-migrants.
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CHAPTER 2
This chapter explores the literature pertaining to population and migratory change. I 
discuss the components of population change, past migration trends, focussing on the last three 
decades, and the role of push and pull factors in driving migration. Next, I discuss three theories 
concerning migratory change: period, regional restructuring, and deconcentration explanations. I 
then discuss the framework in which migration to the West can be better understood. Finally, I 
apply this framework to the problem and propose five hypotheses to test concerning migratory 
change in the West.
A spects  of Po pu latio n  Gro w th
In order to predict future community change and its accompanying shift in the demands 
placed on public lands, researchers must examine and understand three aspects of population 
growth: components of population change, past migration trends, and push/pull factors.
First, population does not change by migration alone. Rather, population changes by the 
interaction among birth rates, death rates, and net migration. Virtually all of the increase in 
nonmetro population over most of this century is attributed to natural increase—that is, births have 
outnumbered deaths (Johnson 1993). For example, if every family has only two children that reach 
adulthood the population will remain unchanged, given the constancy of other factors. This is so 
because one child replaces each parent. If the average number of children is more than two, then 
the population will increase. The effects of natural increase are most evident in countries like India 
that have exponential population growth or China that have a one-baby policy to limit population 
growth.
The birth and death rates are governed by the complicated interaction among a variety of
“standard of living” factors such as health care and nutrition. The age structure of the population
also influences these rates. For example, as the Baby Boomers reach old age, deaths will
outnumber births and a natural decrease will result. Another example can be found in farming
communities that lost their young people to urban areas over much of the century (Johnson 1993).
As more and more young people of childbearing age left these communities, the ability of the
population to “replace” itself decreased, as seniors were the only ones left in town.
When determining population growth and decline, researchers subtract deaths from births
(natural increase or decrease) and the remainder of the population gain or loss is attributed to net-
migration. Net-migration is the difference between in- and out-migration. This statistic, alone, can
be misleading because it does not impart the nature of the migration stream. That is, net-migration
does not tell us whether more people are moving in or fewer people are moving out, only the
difference (net) between in- and out-migration. For example, compare a county with unchanging
in-migration but a decrease in out-migration over time with a county experiencing an increase in in-
migration but unchanging out-migration. Both will experience rising net-migration but the nature
of the migration is different—one county is holding on to its residents while the other is receiving
new ones. The implication of each scenario for community change is also different because of the
possible disparities in values and voices between new and long-standing residents. In a more
specific example, Cromartie and Nord (1996) found that, “With so much attention paid to stories
of California urbanites flooding the countryside, it is surprising that population retention was a key
to the nonmetro West’s phenomenal growth spurt.” Again, this finding would have remained
illusive if only net-migration was examined. Furthermore, Ploch (1978) noted that:
Sociologists should be concerned with not only the number of people involved, but also 
with the compositional aspect of the [migration] stream. In the long run, it is possible that
the compositional changes attributed to the population inflow may be more important than
the size of the migration stream.
Therefore, understanding the demographic components of change along with both in- and out­
migration will enable planners and land managers to better understand the implications for natural 
resources and communities.
The second aspect of migration that planners and land managers should understand is 
historical migration trends, especially of the 1970s and 1980s. Pre-1970s nonmetro demographic 
change in the United States was dominated by two trends: (1) natural increase accounted for nearly 
all the population increase and (2) the number of people leaving nonmetro areas far exceeded the 
number entering (Johnson 1993). In the 1970s these trends shifted dramatically, surprising nearly 
every researcher in the demographic field and causing the decade to be labeled the “nonmetro 
turnaround” or the “rural renaissance” (Beale 1975). Fuguitt explained in 1985 that “the 
turnaround was a surprise because a long-standing empirical trend was reversed, but it was also a 
surprise because many theoretical statements justified an expectation that the older trends would 
continue with minor modification.” Frey and Speare (1992) identified three notable redistribution 
patterns of the 1970s:
1. Higher decade-wide rate of growth for the nonmetro population than for the metro 
population.
2. A reversal of the positive relationship between a metro area’s size and its rate of 
growth—whereby many small metro areas exhibited high rates of growth while the 
largest metro areas registered low growth or declines.
3. An accelerated growth for the less industrial South and West regions, particularly for 
smaller and nonmetro areas.
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Many other authors identified similar trends (Long and DeAre 1982; Beale 1975; Fuguitt, Brown, 
and Beale 1989). These distribution patterns resulted in 68 percent of all nonmetro counties in the 
U. S. experiencing net in-migration. Many researchers assumed that this turnaround was limited to 
areas adjacent to metro areas but this result was not found. Instead, the most rapid growth was 
found in completely rural counties (Fuguitt 1985).
The nonmetro turnaround of the 1970s did not continue into the 1980s, however. The 
migration trends of the 1980s appeared to revert back to a pre- 1970s pattern dominated by net out­
migration from nonmetro areas (Johnson and Beale 1994; Frey and Speare 1992). During the 
decade, “large metropolitan areas (exceeding one million population) grew at a rate faster than 
metropolitan areas as a whole, and significantly faster than the much-reduced growth rate 
registered for nonmetropolitan territories” (Frey and Speare 1992). Beale and Fuguitt (1990) 
identified three major phenomona of the 1980s:
1. Counties primarily dependent on agriculture had difficulty holding their people but 
showed better retention in the late 1980s.
2. The economies of manufacturing counties slowly recovered from the national recession 
of the early 1980s.
3. After starting the decade with rapid growth, mining areas quickly shifted to population 
loss after 1983—when prices fell.
In addition to the outflow from nonmetro areas, these areas also had only small gains from natural 
increase (Johnson 1993). Therefore, the total population of nonmetro areas decreased over this 
decade.
The early 1990s appear to be another reversal of migration trends, where nonmetro areas
are, again, gaining population through in-migration. This reversal seems to have started in the late
1980s but did not gain widespread attention until 1992.
Much of the migration literature focuses on explaining the reversal of the 1970s and the
"return to tradition” trends of the 1980s. One such migration element identified in the literature is
push and pull factors. These factors are the third important component for planners and land
managers to understand.
Push factors are qualities of a place that cause people to move—they “push” them out.
Examples include crime, poverty, unemployment, and poor environmental quality. Pull factors are
qualities that attract migrants—they “pull” them in. Examples include good schools, ample
recreation opportunities, and good employment opportunities. These factors strongly influenced
the trends of the 1970s and 1980s. Fliegel and Sofranko (1984) noted that:
In contrast to the earlier movements of people to the cities in which economic opportunities 
and the attractiveness of urban lifestyle were dominant, the turnover in migration [of the 
1970s] is apparently influenced by the perceived attractiveness of rural living [pull] and a 
corresponding disenchantment with life in the city [push].
The following further illustrates the dynamics of push and pull factors:
o From 1970 to 1973 nonmetro counties containing senior state colleges or universities
grew in population by 5.8 percent, well above the nonmetro average, despite the slight
national downturn in college enrollment rates (Beale 1975).
o Retirement, recreation, and adjacent counties (nonmetro counties adjacent to metro 
counties) had the greatest population growth and were the only nonmetro counties to 
exhibit positive net-migration during the 1980s (Shumway and Davis 1996).
o Many of the nonmetro counties with substantial migration losses in the 1980s are
those with large concentrations of workers in the sectors heavily impacted by a severe 
recession, a farm financial crisis, and a downturn in other extractive industries 
(Johnson 1989).
o Wilderness, counties have grown at a rate two to three times higher than metropolitan 
and nonmetropolitan counties during the 1970s and 1980s as well as in prior decades 
(Von Reichert and Rudzitis 1992).
° The attributes of the new 1990s geography of the West are evident: population growth
in both urban and rural areas; a service sector of far more importance than natural- 
resource extraction; a vanquishing of purely job-driven behavior in favor of quality-of- 
life, amenity, and lifestyle considerations (Starrs and Wright 1996).
These examples show how pull factors, such as universities, retirement, recreation, and other 
amenities, and push factors, such as recession and downturns in industry, work to redistribute 
population. What causes an individual to move may be a combination of both factors; therefore, 
the attributes of the destination or origin cannot be considered in isolation. Rather both must be 
examined when analyzing the motivations for migrant moves.
These factors are important considerations for planners and land managers when making 
natural resource decisions, for their decisions may cause the public lands they manage to become a 
locus or a deterrent for migration. The attractiveness or repulsiveness of public lands has 
important economic and social consequences for their neighboring communities. In addition, how 
they make decisions may need to change as an area grows and residents demand different services 
from the public lands. Therefore, it is crucial for planners and land managers to understand the 
dynamics of push and pull factors when making resource conservation decisions.
Much of the migration literature solely uses net-migration as a measure of change in the 
migration stream. As noted above, this statistic can be misleading because it does not indicate the 
important interplay between in- and out-migration. This interplay is crucial in understanding the 
interaction between natural resources and population movements. In addition, as Ploch (1978) 
noted, knowing the origin and destination of migrants is as important, or more so, as knowing the 
absolute numbers of the stream because it gives insight into what type of migrants are moving into 
nonmetro areas. These issues are the focus of this research.
C o nceptua l  Fra m ew o rk
Frey (1987, 1993) and Frey and Speare (1992) identified three frameworks to explain 
changing migration patterns: period explanations, regional restructuring explanations, and 
deconcentration explanations. Below is an overview of each framework.
Period explanations
This framework attributes migratory change to unique economic and demographic 
circumstances. For example, Frey (1993) attributes the “urban turnaround” of the 1970s to the 
economic conditions surrounding the oil shortage, agricultural surplus, and the reduced 
employment growth in northern metropolitan areas. He also attributes the turnaround to 
demographic influences such as the Baby Boomer's university attendance and the large number of 
seniors seeking retirement communities. These types of demographic influences are also termed a 
cohort effect. Such conditions set the stage for nonmetro areas to grow. The migration of the 
1980s can also be attributed to period explanations. This decade suffered two recessions, an 
overvalued dollar, a worldwide decline in food prices, and a drop in oil prices (Frey 1993). Frey 
(1993) pointed out that “essentially the same global and cyclical forces which contributed to the 
1970s population gains in manufacturing and resource-based non-metropolitan counties, shifted to 
turn this growth on its head during the 1980s.” Unique circumstances, which include the mix of
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sustenance activities as well as the demographic characteristics of nonmetro areas, of each decade 
influenced the wax and wane of migration between metro and nonmetro counties.
Regional restructuring explanation
This framework suggests that the advent of a global economy involving “expanding 
worldwide markets, improved communications and production technologies, and, most importantly, 
the rise of the multinational corporation” (Frey 1993) has profoundly restructured the “economic 
opportunities of places” (Shumway and Davis 1996). This explanation sees the urban turnaround 
of the 1970s as part of the long-term trend of decline in Northeast manufacturing. The 1970s 
recession only accelerated this decline (Frey 1993). Under this framework, metropolitan areas will 
function as “advanced service centers” with an emerging reliance on knowledge-based industries. 
These areas will be populated with corporate headquarters, banks, and engineering and research 
and development firms with much of the labor-intensive manufacturing occurring overseas. 
Communities that do not make this transformation and continue to engage in “routine production 
and service activities” will decline from unstable growth prospects as the multinational corporation 
dictates their fate. The communities that specialize in newer industries or recreation/retirement 
centers, however, will fare much better (Frey 1987). Some metro areas may lose population but 
only to those metro areas that are able to successfully convert to the global economy (Frey and 
Speare 1992).
Deconcentration explanation
This framework is based on residential preferences and the changing role of distance in 
determining the social organization of space. The scholars of this thesis hold that the rural 
renaissance of the 1970s can be explained by the convergence of long-standing residential 
preferences for low-density locations and the availability of ‘urban’ amenities in these places (Frey
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1993). Fuguitt and Zuiches (1975) and De Jong (1977) support the idea that people prefer low-
density locations but they added a caveat: their research shows that people prefer rural areas that
are within commuting distance of a metropolitan city. In addition, as the service sector rises in
dominance and knowledge-based industries proliferate, these firms and their employees are less tied
to traditional urban centers. (This thesis is in contrast to the regional restructuring explanation
where knowledge-based firms are expected to concentrate in metropolitan centers.) The
deconcentration explanation holds that the rise of knowledge-based firms allows people to be
“resident-consumers” (Frey 1987). In Frey’s (1987, p. 243) words:
For the first time, a relatively large segment of resident-consumers are permitted a 
bona fide choice among areas, in different size-of-place categories, that are 
converging in the employment opportunities, standard of living, range of consumer 
goods, and cultural amenities that they can offer. The new convergence across 
area types in these relatively fundamental community attributes permit residents to 
act on their preferences for softer amenities (such as good climate, more space, 
clean air, fewer crimes, etc.), which are more readily available in smaller cities 
and nonmetropolitan areas.
The relationship between residential preferences and the location of employment 
opportunities is an interactive one. Knowledge-based, service-oriented and high-tech firms will 
relocate to areas attractive to qualified employees in an attempt to gain a competitive advantage.
The destination location of such firms will now be more attractive to other migrants in search of 
employment opportunities in a low-density location (Frey 1987). Service-oriented businesses will 
pop up to support the needs of the new white-collar workers, increasing the employment 
opportunities. This explanation explains much of the migration of the 1970s but fails to explain 
the urban-oriented migration of the 1980s.
Fr a m ew o r k  fo r  the  St u d y : Push  and  Pull  Factors
This research will examine both the period explanation and the deconcentration 
explanation in the context of push and pull factors. The period explanation’s unique economic and
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demographic conditions essentially create push and pull forces. These forces cause people to 
migrate to more favorable locations. The deconcentration explanation acknowledges people’s 
preference for low-density locations and the improvement in communication technology that allows 
people to act on their preference. The prospect of living in an amenity-rich location while making a 
decent living creates a strong pull force to these locations. Combine this pull factor with the push 
factors of pollution, crime, and the “rat-race” mentality of city life and deconcentration from metro 
areas to nonmetro areas will occur. Figure 1 graphically illustrates this process.
PERIOD AND DECONCENTRATION EXPLANATIONS
Push
We prefer 
low-density 
locations and 
pretty places.
Pull
Attributes of Nonmetro Areas 
o Low-density location 
o Employment opportunities 
o Recreation opportunities 
o Clean environment 
o Low cost of living 
o Retirement communities
MIGRANT
Attributes of Metro Areas
O Crime
O Pollution
o Lack of economic 
opportunities
o High cost of living
o Fast pace of life
o Traffic
Move to low-density 
nonmetro location.
Figure 1. Factors influencing migration to nonmetro counties.
Appl ic a t io n  to  the  Pro blem
Push and pull factors, created by period and deconcentration effects, presented in this 
research offer a framework within which migration into the West can be better understood. The 
pull factors are of special interest because they highlight those areas where natural resources, and 
perhaps conflict over management of these resources, are prevalent. Hypotheses relating to how 
push and pull factors influence migration to the West are discussed below.
Beale and Fuguitt (1990) found that counties with similar economic bases and industries 
had similar migration over the 1980s. Beale and Fuguitt (1990) found that agriculture counties 
lost people during the farm crisis of the mid-eighties; manufacturing counties slowly recovered 
from the national recession of the early-1980s; mining counties lost population when the price of 
metals and energy fell in the mid-1980s; and retirement counties grew by 2 percent per year 
throughout the 1980s. Such counties may have similar migration patterns because they possessed 
similar push and pull factors. Therefore:
H t: The pattern of in- and out-migration over time will be associated with counties having 
similar economic bases and industries.
Beale and Fuguitt (1990) found that retirement counties grew over the 1980s when most 
other nonmetro counties lost population. Beale and Johnson (1998) found that recreation counties 
experienced population and migratory gains from 1970 to the present that far exceeded those for 
nonmetro areas or the nation as a whole. The reason recreation and retirement counties continued 
to grow while other non-metro areas lost population may be linked to the economic circumstances 
of the county and to the type of migrant they attract. For example, a reliance on the service sector 
may have insulated recreation and retirement counties from shifts in resource extraction markets 
that caused hardship and loss of population for their nonmetro neighbors. Nonmetro counties that 
relied on extractive industries were hit hard during the 1980s recession. Recreation and retirement
counties that did not rely on extractive industries during this time period, and that may have 
discouraged such uses in order to protect a natural resource attractive to retirees and recreation 
enthusiasts, not only maintained their population but also grew. In addition, retirees often have 
sources of income, such as pensions, that are stable regardless of shifts in the local economy. This 
stable source of income may insulate the local economy when the national economy fluctuates. A 
local economy dependent on recreation and retirement dollars may rely less on national and global 
economic trends than an economy dependent on resource extraction; therefore, an amenity-based 
economy may be more stable. (However, as more and more citizens enter the stock market this 
may change.) This economic stability may lead to higher rates of in-migration for retirement and 
recreation counties than other types of counties. In addition, these types of counties are sure to 
benefit from the national shift to a more service-based economy (Fuguitt, Brown, and Beale 1989). 
These factors may lead people to act on their preference for small-town living (Fuguitt and Zuiches 
1975; Carpenter 1977; De Jong 1977). In addition, the pool of retirees grows as the Baby 
Boomers come of age, indicating that retirement counties may continue to be an attractive 
destination for migrants. Therefore:
H2: Recreation and retirement counties will have higher in-migration over time compared to 
the in-migration of other types of counties.
As stated above, Beale and Fuguitt (1990) found that retirement counties continued to 
grow in population over the 1980s while other types of counties lost population, and Beale and 
Johnson (1998) found that recreation counties grew more during the last three decades than other 
nonmetro counties or the nation as a whole. In addition, Beale and Johnson (1998) noted that the 
flow of tourists to recreation counties creates additional employment opportunities for existing 
residents, resulting in reduced out-migration. These trends indicate that recreation and retirement 
counties are somehow more resistant to economic shifts. Because of this resistance, recreation and
retirement counties may not only show higher rates of in-migration over time, but also may show
that in- and out-migration do not vary or fluctuate significantly over time. Therefore:
H3: Recreation and retirement counties will show less variation in in- and out-migration over 
time compared to other types of counties.
Salaries in metro areas are typically higher than salaries in nonmetro areas, but metro 
residents with high salaries may be attracted to recreation and retirement counties (Graves 1980), 
particularly those not bound to a specific location by employment or economic necessity (Beale and 
Johnson 1998). In addition, retirees with stable sources of future income may seek out destinations 
with a lower cost of living in order to ensure that their income will support them into old age. 
Therefore, in-migrants to recreation and retirement counties may have incomes higher than the 
incomes of long-term residents of recreation and retirement counties. However, once retirees move 
and leave the work force their incomes typically decrease. In addition, those moving out of 
retirement and recreation counties may have the lowest income levels of the three groups (in­
migrants, non-migrants, and out-migrants). These residents become out-migrants because their 
income is no longer able to support them when property values rise. Therefore:
H4: Recreation and retirement counties will attract in-migrants with a higher income 
compared to non- and out-migrants.
In-migrants to recreation and retirement counties may have arrived at their choice 
destination after a national search for the “perfect” place. Therefore, they are likely to move 
relatively longer distances when they move to a recreation or retirement county. This phenomenon 
may be quite different from the phenomenon faced by out-migrants from such counties. Out- 
migrants may be more likely to move to counties adjacent to or near the recreation and retirement 
county. This may occur because the arrival of the amenity seeking in-migrant may drive property 
values up, causing the long-term resident to seek more affordable housing elsewhere. The resident
out-migrant’s motives for moving stand in contrast to the amenity in-migrant; the resident out- 
migrant is pushed out by higher property values while the amenity in-migrant is pulled in by 
quality of life factors. The resident out-migrant may seek a community similar to the one they left, 
therefore they may move to counties nearby. Hence, the increase in in-migration may cause a 
spillover effect where individuals move both in and out of the growing area (Mueser 1997). 
Therefore:
Hs: In-migrants to recreation and retirement counties will move a greater distance compared 
to the distance out-migrants move.
To summarize, this research examines five hypotheses in the context of push and pull 
factors created by period and deconcentration explanations. For the first hypothesis, I examine 
migration trends among all types of counties and relate these trends to county attributes. For the 
four remaining hypotheses, I focus on the migration trends among recreation and retirement 
counties. I examine the income and distance moved of migrants associated with recreation and 
retirement counties in hypotheses 4 and 5. The next chapter will focus on the research methods.
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CHAPTER 3: METHODS 
Stu d y  A rea
The study area consists of the 100 counties of the Interior Columbia Basin (ICB). This 
area contains the eastern halves of Washington and Oregon, most of Idaho, northwestern Montana, 
and small parts of Wyoming, Utah, and Nevada (see Figure 2). These counties are largely 
nonmetropolitan (six metro counties) and contain some of the nation's largest protected areas, such 
as Glacier National Park, Yellowstone National Park, the Bob Marshall Wilderness, and the 
Selway-Bitterroot Wilderness. The ICB landscape varies from high alpine meadow to sagebrush 
desert and from urban cities to the most remote places in the lower forty-eight states. The ICB was 
chosen as the study site because over the last decade this area has experienced increasing conflict 
over natural resources. In addition, this site coincides with the Interior Columbia Basin Ecosystem 
Management Project (ICBEMP) site that studied the same 100 counties. Data collected, as well as 
GIS layers, from this study may add depth to the findings.
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Figure 2. ICB Boundary
IRS M ig r a tio n  Data
The migration data for this study are derived from the Internal Revenue Service (IRS) 
annual, county-to-county migration files, where addresses of income tax returns are matched from 
one year to the next to estimate migration flows. These data offer destination and origin 
information on migrants and provide the number of returns, a proxy for households, and the 
number of exemptions, a proxy for persons. Since most people file their taxes during early-to-mid 
April, the data represent flows from April of one year to April of the next (Cromartie and Nord 
1996). In-, out-, and net-migration can be calculated from these data. Those not represented well 
in the data are college and military migrants, labor force entrants, and the long-term unemployed.
It should also be noted that a change in legal residence might not actually indicate that migration 
occurred. For example, the designation of a second home in a tax-friendly state may not indicate 
true migration. In addition to the migration flow data, for years 1992-1993, 1993-1994, and 1994- 
1995 the migration files contain aggregate income data. Data were acquired from the National 
Archives and the Economic Research Service.
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These data are advantageous over Census Bureau Data for this research because they are 
available on an annual basis where Census migration data are available on a decade basis. The 
Census Bureau does provide annual estimates of net-migration at the county level but these data do 
not provide the depth of information the IRS data provide. IRS data are better at showing the 
short-term dynamics of migration where decennial Census data show a long-term view of 
migratory change (McHugh and Gober 1992). Resource and land managers may find this short­
term change to be of greater utility for the types of questions they address. In addition, these data 
have the potential of showing a time-series of migration (Isserman et. al. 1982). Both IRS and 
Census data provide origin and destination information, IRS data on an annual basis and Census 
data on a decennial basis. The IRS data, however, only show origin and destination counties if ten 
or more households moved between them. The remaining migrants are lumped together into 
broader categories; therefore, part of the migration stream cannot be traced to county origins or 
destinations. The IRS data set is advantageous because of its large sample size—the matches are 
carried out on all tax forms filed, creating a near census of the population (Isserman et. al. 1982).
The IRS data also have some disadvantages. They do not provide demographic 
characteristics of the migrants besides the characteristic of income. Inaccuracies may exist 
because dependents, such as college students, may not live at home. Finally, the IRS data may not 
be consistent with the population base because of differential nonfiling by place (Isserman et. al. 
1982).
Many researchers have calculated how well the IRS data represents the population base 
(the coverage of the data). This is accomplished by dividing the IRS derived population into the 
Census derived population. Engles and Healy (1981) found that the IRS data covers 94 percent of 
the total U.S. population. Cromartie and Nord (1996) estimated the IRS data to cover 85 to 87 
percent of the migrating population, but noted that this coverage varies geographically and is
demographically selective. Wetrogan and Long (1990) calculated the coverage rates by using the 
1980 Census data and 1980-1981 IRS data at the state level. They compared total exemptions to 
the Census derived population. Table 1 shows the coverage rates for the states in this study. As 
you can see, these rates are fairly high, ranging from 92.3 to 98.7 percent, indicating that the IRS 
data fairly represents the population.
Table 1. Coverage rate of Western States (Adapted from Wetrogan and Long 1990).
State Coverage % State Coverage %
Idaho 93.0 Utah 93.0
Montana 95.3 Washington 92.3
Nevada 96.7 Wyoming 98.7
Oregon 90.9
I will use this same method to determine how well the IRS data represents the population 
base for the ICB. I will compare the 1990-1991 data to the 1990 Census Bureau statistics. I will 
compute the coverage in two ways. First, I will divide the number of IRS exemptions into the 
Census derived population. Second, I will divide the IRS tax filers into the Census derived number 
of households. Each calculation will yield two coverage rates for that county. Based on the results 
of this calculation I will determine whether to use tax filers/households or exemptions/persons to 
test the hypotheses.
Finally, I will use migration data covering years 1983-1984 to 1994-1995. The previous 
year's data files have major errors that render them useless. For example, the 1978-80 in-migration 
file is actually the 1983-84 out-migration file. The data set goes back to 1978.
C o unty  Typo lo g y  Codes
The Economic Research Service, part of the U. S. Department of Agriculture, has 
classified nonmetro counties “by several criteria to facilitate social and economic analysis and to
improve the development of policy and the assessment of policy implications across the 
heterogeneous nonmetro landscape (Cook and Mizer 1994; Nord 1996)." The typology identifies 
six mutually exclusive economic types and five overlapping policy types. The economic types 
include: farming, mining, manufacturing, government, services, and non-specialized. The policy 
types include: retirement-destination, federal lands, persistent poverty, commuting, and transfer- 
dependent. The definition for each type is given in Table 2. This data source also gives the 
rural/urban continuum codes that describe the population density of counties (see Table 3). I will 
use this typology to characterize the counties and analyze the migration among these types.
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Table 2. Definitions of ERS county typology codes (Cook and Mizer 1994).
Economic types
Farming-dependent—Farming contributed a weighted annual average of 20 percent or more 
of total labor and proprietor income over the 3 years from 1987 to 1989.
Mining-dependent—Mining contributed a weighted annual average of 15 percent or more of 
total labor and proprietor income over the 3 years from 1987 to 1989.
Manufacturing-dependent—Manufacturing contributed a weighted annual average of 30 
percent or more of total labor and proprietor income over the 3 years from 1987 to 1989.
Government-dependent—Government contributed a weighted annual average of 25 percent or 
more of total labor and proprietor income over the 3 years from 1987 to 1989.
Service-dependent— Service activities (private and personal services, agricultural services, 
wholesale and retail trade, finance and insurance, transportation and public utilities) 
contributed a weighted annual average of 50 percent or more of total labor and proprietor 
income over the 3 years from 1987 to 1989.
Nonspecialized-Counties not classified as a specialized economic type over the 3 years from 
1987 to 1989.
Policy types
Retirement-destination—The population aged 60 years and over in 1990 increased by 15 percent 
or more during 1980-90 through in movement of people.
Federal lands—Federally owned lands made up 30 percent or more of a county's land area in the 
year 1987.
Commuting-Workers aged 16 years and over commuting to jobs outside their county of 
residence were 40 percent or more of all the county's workers in 1990.
Persistent poverty—Persons with poverty-level income in the preceding year were 20 percent or 
more of total population in each of 4 years: 1960, 1970, 1980, 1990.
Transfers-dependent—Income from transfer payments (Federal, state, and local) contributed a 
weighted annual average of 25 percent or more of total personal income over the 3 years 
from 1987 to 1989.
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Table 3. Rural-urban continuum codes (Cook and Mizer 1994).
Metro counties (Metro counties are not classified in the ERS county typology)
0 Central counties of metro areas of 1 million population or more
1 Fringe counties of metro areas of 1 million population or more
2 Counties in metro areas of 250,000 to 1 million population
3 Counties in metro areas of fewer than 250,000 population
Nonmetro counties____________________________
4 Urban Population of 20,000 or more, adjacent to a metro area
5 Urban Population of 20,000 or more, not adjacent to a metro area
6 Urban Population of 2,500 to 19,999, adjacent to a metro area
7 Urban Population of 2,500 to 19,999, not adjacent to a metro area
8 Completely rural or less than 2,500 urban population, adjacent to a metro area
9 Completely rural or less than 2,500 urban population, not adjacent to a metro area
Re c r ea tio n  C lassificatio n
In addition to the ERS typology I will use a typology created by Beale and Johnson (1998) 
to identify recreation counties. Beale and Johnson developed this typology because, after reviewing 
nonmetropolitan demographic trends over the last 25 years, found that recreational areas represent 
important growth centers. They identified recreational counties using a "multistep process which 
combines analysis of two empirical measures of recreational activity with a detailed review of 
textual material." (See Figure 3.) They used data from the 1980s for the empirical indicators 
because the 1980s represent the "midpoint for most recent research on nonmetropolitan areas." 
Using data from other time periods yielded similar patters of recreational activity suggesting that 
the pool of recreational counties is quite stable.
The first empirical criterion consists of three indicators: (1) percentage of 1980 Census 
population employed in Entertainment and Recreation and other Personal Services, the largest 
component of which is motels, hotels, and other lodging; (2) percentage of income from earnings 
derived from Amusement and Recreation and from Hotel and Other Lodging Places (1980 Bureau 
of Economic Analysis); and (3) the percentage of housing units that were vacant and held for
seasonal, recreational, or occasional use (from the 1980 Census of Housing). A county is deemed 
to have a recreational specialty if it ranked at least two-thirds of a standard deviation above the 
national mean for all nonmetro counties on at least two of the three indicators. The second 
empirical measure identifies counties with high per capita spending on hotel, motel, trailer parks 
and camps. A county meets this criterion if spending on lodging exceeded more than $100 per 
capita. Data for this measure originated from the 1982 Economic Census and the 1982 Federal- 
State cooperative population estimates series. Beale and Johnson (1998) chose this measure 
because they argue that "visitors to recreational areas require temporary lodging in close proximity, 
therefore, a large concentration of such lodging is an important indicator of nearby recreational 
attractions."
These two empirical measures may identify counties of high activity that are not 
recreational destinations. Beale and Johnson (1998) point out that areas along major east-west or 
north-south highways are populated with motels to accommodate overnight travelers but are not, 
themselves, recreational areas. Therefore, they added a conceptual criterion where evidence of 
recreational activity was sought. The authors consulted guide books, recreational literature, and 
maps and dropped a county from the classification if no "supporting degree of recreational function 
could be identified." Beale and Johnson acknowledge that this is a subjective procedure but 
maintain that this procedure "is a distinct improvement over lists that have not culled out the non- 
recreational travel stops." Using this multistep typology Beale and Johnson designated 285 
nonmetro counties as recreational counties.
I will use the list Beale and Johnson (1998) generated using their recreation typology to 
identify recreation counties within the ICB. While much debate exists on what constitutes a 
recreation county, I believe that the typology developed by Beale and Johnson takes care of many
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of the problems found with previous methods and that it sufficiently represents the recreational 
activity within the study area.
In addition to the ERS county typology codes and Beale and Johnson's recreation 
classification, I will examine the percentage of public lands and the presence of a wilderness area 
or national park as a way to classify counties. These variables may indicate pull factors that are 
not well covered by the ERS county typology codes or the recreation classification.
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Empirical Criterion 1
Does county exceed 0.68 standard
deviations on two of the following 
measures?
1. Recreational Employment
2. Recreational Earnings
3. Seasonal Housing
1
Yes
No
Empirical Criterion 2
Yes
I
Conceptual Criterion
Is there supporting evidence of 
recreational activity in the county?
Yes
Does county spending per capita on 
Lodging exceed $100?
No
No
Recreational County Nonrecreational
Cm intv
Figure 3. Identification of recreational counties (Adapted from Beale and Johnson (1998)).
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DATABASE AND STATISTICAL ANALYSIS
I will import the migration and county typology data into a Microsoft Access database. 
Once created, the data can be queried and sorted in order to complete statistical analysis. I will use 
SPSS for my statistical analysis.
In order to compare the in- and out-migration of counties with different populations it is 
necessary to standardize the migration data. Standardization is necessary because counties with a 
larger population or urban center may experience greater total migration than more rural counties 
over time. Comparing the total migration values across counties of different population masks the 
relative nature of migration change. For example, comparihg the in-migration of a large metro 
area to the in-migration of a small rural county will always show that the metro area received more 
people. By comparing standardized migration, I can compare the rate of migratory change between 
the two areas. The rate of change is the focus of this research; therefore I will use standardized 
migration to make comparisons between counties.
Migration Effectiveness
The migration effectiveness measure has proven to be a useful tool in migration studies 
because it summarizes the ability of migration to change population (Plane 1994). Plane (1994) 
also notes that migration effectiveness is "one of the best means of standardizing migration to 
understand its directionality." The term effectiveness refers to how well migration redistributes 
population rather than how effective migration is in an economic or social sense. Manson and 
Groop (1996) note that "imbalanced flows are said to be effective because they redistribute 
population whereas balanced flows are regarded as ineffective because they do not redistribute 
population". Migration effectiveness to county j  is calculated as a percentage:
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Ej = 100 (in-migration -  out-migration) / (in-migration + out-migration)
or
Ej = 100 (net-migration) / (total migration)
where values can range between 100 and -100. High positive values indicate that in-migration 
exceeds out-migration and high negative values indicate that out-migration exceeds in-migration. 
Values near zero indicate that in- and out-migration are near equivalent or are ineffective. It 
should be noted that Plane (1994), Manson and Groop (1996), and McHugh and Gober (1992) all 
analyzed migration effectiveness at the state level.
The effectiveness measure is superior to the other commonly used measure, the net 
migration rate (Plane 1994). The net migration rate is calculated by dividing net-migration by the 
county's population. Dividing out-migration by the county population is appropriate; however, 
dividing in-migration by the county population is conceptually false. The reason it is incorrect to 
divide in-migration by the county population is because the population "at risk" of migrating into a 
county (the theoretical denominator of the equation) is certainly not the population of the county 
(Plane 1996). The population at risk of migrating to a county is the population of the rest of the 
country or the world for that matter. For this reason, the net migration rate does not tell 
demographers the true nature of the migration stream. Migration effectiveness, on the other hand, 
provides a much clearer picture of how population is redistributed within a region.
One caveat regarding the use of migration effectiveness that McHugh and Gober noted is 
that migration may alter the composition of the population even under conditions of overall low 
migration effectiveness. They noted that migration data do not often show the flows among 
subgroups of the population. In addition, migration effectiveness may remain low despite large 
levels of turnover as long as in- and out-migration are nearly equivalent. So for some purposes
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migration effectiveness suffers from the same problems noted earlier for net-migration, namely that 
the impact of the turnover and the characteristics of the in- and out-migrants may not be known.
Hypotheses Testing Procedures
To test hypothesis 1,1 will calculate the migration effectiveness for each of the 100 
counties over the twelve-year time period. Using K-means cluster analysis I will form 
groups/clusters of counties with similar migration patterns over time. The types of patterns I may 
find include: high to low migration effectiveness, low to high migration effectiveness, low to low, 
or high to high. Once the counties are combined into clusters, I will examine the distribution of 
ERS economic types, recreation/retirement types, federal land designation, percent of federal land, 
and the presence of a wilderness area or national park among cluster membership. I want to know 
if counties in the same migration cluster are also similar in regard to these other variables.
For hypotheses 2 and 3 ,1 will isolate the recreation and retirement counties from the other 
types of counties. For hypothesis 2 ,1 will compare the migration effectiveness of recreation and 
retirement counties to that of the other counties. Using a difference of means t-test I will determine 
if the migration effectiveness of recreation and retirement counties is greater than the migration 
effectiveness of the other types of counties. To test hypothesis 3 ,1 will calculate the variance of 
migration effectiveness over time for each county. I will test whether the variance is smaller for 
recreation and retirement counties than for other types of counties.
To test hypothesis 4 ,1 will, again, isolate the recreation and retirement counties from the 
other types but only for the years 1992-1993, 1993-1994, and 1994-1995, the years where 
aggregate income data are available. I can calculate a proxy for per capita income and household 
income by dividing the number of exemptions and the number of filers respectively into the 
aggregate income value. This calculation will be performed for in-migrants, out-migrants, and 
non-migrants. I will then compare these values among the type of migrant for each year. One
problem with this comparison is that the income of first year in-migrants becomes part of the 
income of second year non-migrants, assuming the migrant did not move again. For example, if 
many wealthy families move into a county the first year their income will raise the per capita and 
household income of the non-migrants the second year. Therefore, it is “harder” for the second 
year in-migrants to have a higher income than the non-migrants. Despite this problem, this analysis 
is worthwhile because it sheds light on one characteristic of migrants: income.
For Hypothesis 5, recreation and retirement counties will, again, be isolated from the 
others. I will calculate the distance between each origin and destination county to determine the 
distance in-migrants moved. For those migrants that are lumped into larger categories, such as 
same state, same region different state, or different region, I will determine an average distance 
(determine a point or node) from that region of the country to calculate the distance. A similar 
calculation will be performed for out-migrants. I will use spherical geometry and the law of 
cosines to calculate the distance between the latitude and longitude for each destination and origin 
pair. Using a paired difference of means test 1 will compare the average distance in-migrants 
moved to the average distance out-migrants moved to determine which is greater. I will focus on 
the time period 1992-93 to 1994-95, the same period for which I have income data.
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CHAPTER 4: RESULTS 
Intr o d uctio n
This chapter presents descriptive statistics of the 100 counties, an analysis of data 
coverage and units of analysis, and the tests of hypotheses for two types of relationships. The first 
three hypotheses examine differences among counties based on migration trends. The last two 
hypotheses examine households that move in and out of recreation and retirement counties, as well 
as those who do not move.
100 C o u n ties  o f  th e  ICB
The overall migration pattern in the ICB followed the national trend where rural areas lost 
population through out-migration during the 1980s and gained through in-migration during the 
1990s. Figure 4 shows this pattern graphically. Starting in 1989-90, migration effectiveness 
became positive for the Basin as a whole. The rate of increase that started in 1986-87 reached a 
peak in 1993-94 when migration effectiveness, while still positive, started to decline. While the 
mean migration effectiveness pattern for the Basin is interesting, the focus of this research is to 
examine the differences in migration patterns over time among the 100 counties. Therefore, this 
graph serves as a general reference point within which to consider sub-patterns of migration within 
the Basin.
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Figure 4. Migration Effectiveness for 100 Counties of the ICB: 1983-1995.
The ERS economic types are distributed throughout the 100 counties of the ICB such that 
35 farming, 6 mining, 12 manufacturing, 10 government, 17 service, 14 non-specialized, and 6 
metro counties exist (see Figure 5). The types are mutually exclusive so that a county can be 
classified as only one type. These economic types are generally clustered into larger geographic 
groups (Figure 5). Most notably farming counties are found along the Washington/Oregon and 
Idaho border, service counties in northwestern Montana and non-specialized counties in central 
Idaho.
The ERS also identifies five overlapping policy types where a county can be classified as 
several types or as none. Within the basin 64 counties are classified as federal land, 5 as 
commuting, 1 as poverty, 6 as transfer dependent, and 7 as retirement. The 6 metro counties are 
not assigned a policy type and 26 counties do not meet the criteria to have any policy type 
assigned. Twenty-one counties are classified as recreation using Beale and Johnson classification 
(1998). Forty-seven counties have a federally designated wilderness or a national park within 
them. The mean percentage of federal land for the Basin is 45.17.
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Figure 5. ERS Economic Types of the 100 Counties of the ICB.
For the years 1992-93 through 1994-95 income data on migrants are available. For this 
time period the mean household income of in-migrants is $23,500, of out-migrants is $20,800, and 
of non-migrants is $29,300. This is the only demographic information available on migrants and 
non-migrants from the IRS annual, county-to-county migration files.
C o verage
The coverage rate shows how well the IRS data represent the total population. It is 
calculated by dividing the appropriate IRS data value into the appropriate Census data value and 
multiplying the result by 100. Comparing the 1990-1991 IRS data to the 1990 Census Bureau 
yields an overall coverage of 82.03% for persons (IRS exemptions) and 89.73% for households 
(IRS tax filers) for the 100 counties. This result means that the IRS data covers 82.03% of the 
1990 Census determined population and 89.73% of the 1990 Census determined households in the 
ICB. The household coverage rate is significantly greater than the exemption coverage rate as seen 
in Table 4. Since the household data better covers the Census derived population of households, I 
will use households as my unit of analysis instead of persons. Household units also offer a more 
intuitive measure since it is often the entire household that moves and not the individual person. In 
addition to the overall coverage rate I have calculated the coverage rate for each county, see Table 
5. Some counties have coverage rates beyond 100 percent. The reason for this may be attributed 
to the difference in time frames (the Census uses calendar years and the IRS uses fiscal years) or 
having more than one return filed per household (i.e. married, filing separately.)
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Table 4. One-Sample T-Test for difference in coverage rates for exemptions vs. households.
N Mean Std. Deviation Std. Error Mean
Persons 100 82.03 9.4403 .9440
Households 100 89.73 9.4662 .9466
Test Value = 0
95% Confidence Interval 
of the Difference
t df
Sig.
(2 tailed)
Mean
Difference Lower Upper
Persons 86.890 99 .000 82,02 80.15 83.90
Households 94.792 99 .000 89.73 87.96 91.61
Table 5. IRS coverage rates by county.
State County Persons Households
ID Ada 84.77 97.21
ID Adams 84.17 89.01
ID Bannock 84.18 90.39
ID Benewah 85.44 88.87
ID Bingham 88.01 93.68
ID Blaine 81.05 96.65
ID Boise 70.22 75.04
ID Bonner 76.91 82.66
ID Bonneville 90.24 97.66
ID Boundary 81.72 90.29
ID Butte 90.44 93.21
ID Camas 89.96 97.42
ID Canyon 81.45 92.34
ID Caribou 95.56 96.66
ID Cassia 88.76 93.60
ID Clark 90.16 94.37
ID Clearwater 80.01 89.71
ID Custer 84.88 87.09
ID Elmore 89.45 101.29
ID Fremont 89.06 95.22
ID Gem 81.47 86.62
ID Gooding 83.36 88.22
ID Idaho 78.03 83.64
ID Jefferson 95.53 101.80
ID Jerome 84.95 91.55
ID Kootenai 80.27 89.52
ID Latah 73.92 89.10
ID Lemhi 82.21 84.84
ID Lewis 106.40 105.37
ID Lincoln 79.14 86.26
ID Madison 66.94 80.42
ID Minidoka 94.20 98.28
ID Nez Perce 80.75 87.70
ID Oneida 84.99 87.97
ID Owyhee 73.96 81.01
ID Payette 76.40 80.39
ID Power 81.36 85.33
ID Shoshone 77.55 81.09
ID Teton 85.43 92.06
ID Twin Falls 83.74 92.01
ID Valley 89.13 95.44
ID Washington 79.08 80.27
MT Deer Lodge 69.34 81.39
MT Flathead 84.11 93.39
MT Granite 91.25 96.87
MT Lake 70.15 79.14
MT Lewis and Clark 83.62 94.97
MT Lincoln 82.04 85.39
MT Mineral 83.89 86.80
MT Missoula 76.86 89.85
State County Persons Households
MT Powell 70.65 91.45
MT Ravalli 78.67 88.20
MT Sanders 23.49 30.74
MT Silver Bow 74.16 82.21
NV Elko 88.40 99.62
NV Humboldt 92.37 103.35
OR Baker 79.01 83.74
OR Crook 80.20 86.32
OR Deschutes 83.04 94.03
OR Gilliam 83.05 88.35
OR Grant 83.87 87.96
OR Harney 83.65 87.57
OR Hood River 92.59 99.11
OR Jefferson 77.05 87.20
OR Klamath 77.79 86.82
OR Lake 82.08 87.91
OR Malheur 80.56 87.93
OR Morrow 83.00 89.45
OR Sherman 81.54 82.89
OR Umatilla 82.59 92.22
OR Union 80.01 86.45
OR Wallowa 83.58 87.77
OR Wasco 78.61 85.21
OR Wheeler 75.43 78.51
UT Box Elder 93.73 100.91
WA Adams 94.38 102.21
WA Asotin 72.14 80.08
WA Benton 87.88 95.40
WA Chelan 90.13 97.33
WA Columbia 78.65 87.18
WA Douglas 86.12 94.51
WA Ferry 72.69 82.75
WA Franklin 84.39 96.70
WA Garfield 87.32 92.68
WA Grant 82.87 89.31
WA Kittitas 68.98 80.94
WA Klickitat 77.80 85.67
WA Lincoln 90.34 97.09
WA Okanogan 85.33 90.48
WA Pend Oreille 78.99 86.90
WA Skamania 72.29 82.52
WA Spokane 78.37 90.30
WA Stevens 74.31 80.82
WA Walla Walla 74.82 89.51
WA Whitman 62.13 82.51
WA Yakima 83.56 96.04
WY Fremont 80.08 92.01
WY Lincoln 97.43 101.11
WY Sublette 87.34 98.10
WY Teton 98.72 126.38
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H y po th esis  1: M ig ra tio n  Patter n
Hypothesis 1 states: The pattern of in- and out-migration over time will be associated with 
counties having similar economic bases and industries. In order to test this hypothesis, I first 
identified the patterns of migration. This was accomplished, first, by creating a matrix of 
migration effectiveness for all 100 counties where each year was considered a variable. I used 
nonhierarchical K-nieans cluster analysis to put counties into groups based on similar migration 
over time. A non-hierarchical method allows the researcher to select the number of clusters 
generated where each generated solution is independent of the previous solution. For example, the 
cluster membership of a three-cluster solution does not affect the cluster membership of a four- 
cluster solution.
I generated three, four, five and six clusters and determined that a four-cluster solution 
best distinguished the 100 counties. The four-cluster solution identified four distinct patterns of 
migration where the five- and six-cluster solution subdivided the same patterns. The distribution of 
five clusters showed three clusters with similar migration effectiveness centers and, similarly, the 
distribution of six clusters showed four clusters with similar migration effectiveness centers. The 
distribution of three clusters, on the other hand, lacked the detail that more clusters provided. 
Therefore, based on the visual inspection of the graphed cluster centers plotted over time I chose 
the four-cluster solution because it best represented the migration patterns in the ICB.
Figure 6 shows graphically the migration effectiveness centers over time for each cluster 
using four clusters. Table 6 shows in tabular form the cluster center values, the number of 
counties in each cluster, and a name I assigned to characterize the pattern. Most of the counties are 
in clusters 1 and 2 with clusters 3 and 4 having only five counties each.
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Figure 6. Migration Effectiveness Means by Cluster Membership.
Table 6. Migration Effectiveness Means by Cluster Membership and Cluster Name.
Cluster 83-84 84-85 85-86 86-87 87-88
Year 
88-89 89-90 90-91 91-92 92-93 93-94 94-95 n = name
1 0.71 -3.31 -4.84 -3.87 -0.49 4.70 6.76 9.38 12.66 15.49 14.55 12.38 36 Continuous
Growth
2 -5.85 -11.84 -15.16 -12.82 -8.67 -9.28 -4.44 -0.83 1.83 4.57 1.91 0.47 54 Recent
Growth
3 1.55 -1.33 -1.98 -26.20 -24.44 -9.78 0.87 2.91 3.63 12.59 8.42 6.38 5 Uniquely
Susceptible
4 -25.04 -21.66 -23.60 -28.15 -9.84 3.30 8.64 8.42 -5.67 -2.63 14.04 17.02 5 Boom and 
Bust
Each cluster shows a different pattern of migration and, therefore can be named and 
characterized appropriately. Cluster 1 shows positive migration effectiveness since the late 1980s 
with minimal negative migration effectiveness; therefore, I have named it Continuous Growth. 
Cluster 2 shows a similar pattern but shows growth later in time; therefore, I have named it Recent
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Growth. Cluster 3 shows counties that would have had continuous growth if it were not for some 
factor that caused a sudden and drastic decline in migration effectiveness during the mid-1980s; 
therefore, I have named it Uniquely Susceptible. Finally, cluster 4 shows cycles of growth and 
decline in migration effectiveness; therefore, I have named it Boom and Bust.
The Continuous Growth and Recent Growth clusters mirror the national trend where rural 
areas lost population to large urban areas through out-migration during the 1980s and gained 
population through in-migration from urban areas during the 1990s. Ninety percent of the counties 
in the basin follow this general national trend. Ten percent of the counties follow a more variable 
pattern as seen by the Uniquely Susceptible and Boom and Bust clusters. Each cluster contains 
five percent of the counties . The counties in the Uniquely Susceptible cluster would have been 
grouped with either the Continuous Growth or Recent Growth clusters were it not for the dramatic 
decrease in migration effectiveness during the mid-1980s. The Boom and Bust cluster differs from 
the other clusters because of it cycles of positive and negative migration effectiveness.
Next I mapped cluster membership to see if any spatial patterns emerged. Figure 7 shows 
the 100 counties of the ICB and their respective cluster membership. It appears that like counties 
are spatially grouped together. Many of the Continuous Growth counties are clustered in 
northwest Montana, northern and central Idaho, and along the Cascade Range of Washington and 
Oregon. Basically the Continuous Growth counties are found along mountain ranges. The Recent 
Growth counties are primarily found in central Idaho with a clump also in the southeast part of the 
state and in parts of eastern Washington and Oregon. These counties, while close to mountain 
ranges, are generally located in the flatter parts of the Basin. The Uniquely Susceptible counties 
are more dispersed with three of the five found adjacent to Boom and Bust counties. Three of the 
five Boom and Bust counties are clustered together in east central Idaho.
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Figure 7. Cluster Membership of 100 Counties of the ICB.
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E RS Economic Typology
After I determined the cluster membership, I analyzed the distribution of economic and 
amenity attributes among these clusters. The ERS economic typology codes are the first attributes 
I analyzed. A cross tabulation and chi-square test was used for this analysis. Also the six metro 
counties were excluded from the analysis since they do not have an economic type assigned to 
them; therefore, 94 counties were used in this analysis. Table 7 shows the results for the cross 
tabulation and chi-square. This analysis suggests that cluster membership and economic typology 
are related to each other. However, more than 20% of the cells are less than five so this conclusion 
may not be valid. On the other hand, since I am not characterizing this result to other counties the 
cross tabulation percentages are more useful than the chi square statistic.
The Continuous Growth cluster was well represented by the service sector. The Recent 
Growth cluster was dominated by farming. The Uniquely Susceptible cluster showed a dominance 
in mining but also some farming, manufacturing and government. The Boom and Bust cluster was 
well represented by farming and mining and some government. The Uniquely Susceptible and 
Boom and Bust clusters both lacked any counties in the service sector.
Table 7. Cross Tabulation of ERS economic types by cluster membership.
4 Clusters
Economic Continuous Recent Uniquely Boom &
Type Growth Growth Susceptible Bust
N % N % N % N %
Farm 7 21.9 25 48.1 1 20.0 2 40.0
Mining 1 3.1 1 1.9 2 40.0 2 40.0
Manufacturing 5 15.6 6 11.5 1 20.0
Government 3 9.4 5 9.6 1 20.0 1 20.0
Service 10 31.3 7 13.5
Non-Specialized 6 18.8 8 15.4
Total 32 100 52 100 5 100 5 100
X2= 33.276, 15 df, P <= .004
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Recreation and Retirement Counties
Out of the 100 ICB counties, 24 are recreation and/or retirement counties and 76 are 
"other." (See Figure 8.) This analysis examined all 100 counties. Figure 8 shows that the 
recreation/retirement counties are concentrated along the Basin boundary except for several in 
eastern Idaho. Most of the recreation/retirement counties are classified as Continuous Growth 
counties although the highest percentage (60%) is found in the Boom and Bust counties although 
this cluster type has only five county members, as seen in Table 8. The Chi-square statistic of 
14.779 with 3 degrees of freedom and a P-value of .002 suggests that recreation/retirement status 
is related to cluster membership. Since 50% of the cells have expected counts less than five this 
conclusion is tenuous.
Table 8. Cross Tabulation of Recreation/Retirement Counties by Cluster Membership.
4 Clusters
Recreation/Retirement
Status
Continuous
Growth
Recent
Growth
Uniquely
Susceptible
Boom & 
Bust Total
N % N % N % N % N %
Recreation/Retirement 14 38.9 5 9.3 2 20.0 3 60.0 24 24.0
Other 22 61.1 4 90.7 
9
3 80.0 2 40.0 76 76.0
Total 36 100 54 100 5 100 5 100
oooo
Chi-Square = 15.063, df = 3, P = .002
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Figure 8. Recreation and Retirement Counties of the ICB.
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Federal Lands
This analysis tests the relationship between federal lands and cluster membership in two 
ways, first by using the ERS policy type definition for federal lands, which states that "federally 
owned land makes up 30 percent or more of a county's land area in the year 1987." A county is 
either classified as federal land or it is not based on this 30% threshold. For this analysis the six 
metro counties are excluded from the analysis since they are not a policy type. Out of the 94 
remaining counties 64 are federal lands counties and 30 are "other." The second way the 
relationship is analyzed is by simply comparing the percentage of federal land to cluster 
membership. All 100 counties are used in this analysis.
Table 9 shows the relationship between ERS federal lands designation and cluster 
membership. Each cluster has a large percentage of federal land counties, which is reasonable given 
the overall high percentage of counties with this designation. The Recent Growth counties have the 
most federal land counties but, again, the Boom and Bust counties have the highest percentage. 
Based on the chi-square statistic of 2.987 with 3 degrees of freedom and a P-value equal to .394 it 
appears that there is not a relationship between ERS federal land designation and cluster 
membership.
Table 9. Chi-Square of ERS Federal Lands by Cluster Membership.
4 Clusters
Federal Lands 
Status
Continuous
Growth
Recent
Growth
Uniquely
Susceptible
Boom & 
Bust Total
N % N % N % N % N %
Federal Lands 
County
25 78.1 32 61.5 3 60.0 4 80.0 64 68.1
Other 7 21.9 20 38.5 2 40.0 1 20.0 30 31.9
Total 32 100 52 100 5 100 5 100 94 100
Chi-Square = 2.987, df = 3, P = .394
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The second analysis examines the relationship between percentage of federal lands and 
cluster membership using a one way analysis of variance (ANOVA). Table 10 shows that Boom 
and Bust counties have the highest percentage of federal lands followed by Uniquely Susceptible 
counties.
Table 10. ANOVA of Percentage of Federal Lands and Cluster Membership.
Clusters N Mean
Std.
Deviation
Std.
Error
Continuous Growth 36 46.3208 25.9671 4.3279
Recent Growth 54 41.9062 23.6276 3.2153
Uniquely Susceptible 5 51.6239 34.8288 15.5759
Boom & Bust 5 62.7064 34.7066 15.5213
Total 100 45.1713 25.7804 2.5780
Sum of Mean
Squares df Square F Sig.
Between Groups 2939 3 979.964 1.497 .220
Within Groups 62858.637 96 654.777
Total 65798.528 33
Wilderness
Wilderness counties are those counties that contain officially designated wilderness or 
national parks. If any part of the wilderness area or park was within the county boundary it was 
considered a wilderness county. Out of the 100 counties included in this analysis, 47 were 
designated as a wilderness county. The Continuous Growth cluster had a slightly higher 
percentage of counties containing wilderness or a national park than the other three clusters. The 
other three clusters all showed a percentage of about 40. It appears the presence of a wilderness 
area or a national park may be influencing some of the migration in the Continuous Growth cluster 
but does not seem to account for the differences seen in migration among the other clusters. The
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relationship between the presence of a wilderness area or national park and cluster membership 
was not significant.
Table 11. Cross Tabulation of the Relationship between Wilderness Status and Cluster 
Membership.
4 Clusters
Wilderness
Status
Continuous
Growth
Recent
Growth
Uniquely
Susceptible
Boom & 
Bust Total
N % N % N % N % N %
Wilderness 20 55.6 23 42.6 2 40.0 2 40.0 47 47.0
Other 16 44.4 31 57.4 3 60.0 3 60.0 53 53.0
Total 36 too* _______ “Too
_______________ _ _ _ _ _ _ _ Td6~“lo c f
Chi-Square = 1.676, df = 3, P = .642
H y po th esis  2: Net-m ig ratio n  by  C ounty  Type
Hypothesis 2 states that recreation and retirement counties will have higher net-migration 
over time than other types of counties. In the ICB, 24 counties are classified as recreation or 
retirement and 76 counties are classified as "other" for this analysis and all 100 counties are used. 
A test of this relationship was accomplished by using an independent samples t-test (Table 12). 
This analysis provides sufficient evidence to reject the null hypothesis of no difference. Therefore,
I conclude that recreation and retirement counties experienced significantly higher levels of positive 
net-migration, as measured by migration effectiveness, than the other types of counties for the 12- 
year time period. The mean migration effectiveness of recreation/retirement counties (3.40) is 
greater than the mean migration effectiveness of other types of counties (-2.61) by a value of 6.58. 
This result suggests that recreation/retirement counties generally gained population over the time 
period whereas the other types of counties generally lost population.
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Table 12. Independent samples t-test for difference between migration effectiveness of 
recreation/retirement counties and other types of counties over the 12-year time period.
N Mean Std. .Deviation Std. Error Mean
Other 76 -2.61 5.0457 0.5788
Rec/Ret 24 3.40 7.0457 1.4388
t-test for Equality of Means
t df
Sig.
(1 tailed)
Mean
Difference
Std. Error 
Difference
95% Confidence 
Interval of the 
Difference
Lower Upper
Mean 4.59 98 .000 5.9975 1.3067 3.4044 8.5905
H y po th esis  3: Var ia tio n  in  M ig ra tio n  E ffec tiven ess by  C o unty  Type  
Hypothesis 3 examines the variability of migration effectiveness between 
recreation/retirement counties and other types of counties. It was expected that migration 
effectiveness would vary less for recreation and retirement counties. Variation for this analysis 
was defined by the variance of migration effectiveness. The variance of migration effectiveness for 
the 24 recreation and retirement counties was compared to the same for the 76 other types of 
counties using an independent samples t-test (Table 13). A significant difference was found 
between the variance of migration effectiveness for recreation/retirement counties and the other 
types of counties but not in the direction expected. In fact, the variance of migration effectiveness 
for the other counties (mean = 95.1266) was significantly lower than for the recreation/retirement 
counties (mean = 164.146).
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Table 13. Independent samples t-test for variability in migration effectiveness, as measured 
by the variance, between recreation/retirement counties and other county types.
N Mean
Range
Std.
Deviation
Std. 
Error Mean
Other 76 95.13 59.07 6.78
Rec/Ret 24 164.15 144.59 29.51
t-test for Equality of Means
t df
Sig.
(2 tailed)
Mean
Difference
Std. Error 
Difference
95% Confidence 
Interval of the 
Difference
Lower Upper
Mean 3.387 98 .000 69.02 20.38 28.58 109.46
H y po th esis  4: Incom e
Hypothesis 4 states that recreation and retirement counties will attract in-migrants with a 
higher income compared to non- and out-migrants. Differences in income were measured only for 
those households associated with the 24 recreation and retirement counties. This hypothesis was 
tested in two ways: first, by aggregating the data for the three years for which the data are 
available (1992-93 to 1994-95) (Table 14) and, second, by breaking out each year (Table 15). I 
used a paired sample t-test for both types of analysis so that the income of one type of migrant was 
compared to the income of another type of migrant for each county. At each level three hypotheses 
were tested: is in-migrants' income greater than out-migrants' income, is in-migrants' income 
greater than non-migrants' income, and is out-migrants' income greater than non-migrants' income.
Looking first at the aggregated data, this analysis suggests that in-migrants have 
significantly greater incomes than out-migrants but non-migrants have significantly greater 
incomes than both groups (Table 14). Therefore, non-migrant income is greater than in-migrant
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income, which is greater than out-migrant income. This same pattern was found when examining 
the data from each year (Table 15).
Table 14. Paired samples test for differences in household income between in-, out- and net- 
migrants of recreation/retirement counties by aggregating data from 1992-93 to 1994-95.
N Mean Std. Deviation Std. Error Mean
Pair
1
In
Out
• 72 
72
27.205
21.466
: 5.5495 
3.6224
.6540
.4269
Pair
2
In
Non
72
72
27.205
30.964
5.5495
6.4217
.6540
.7580
Pair Out 72 21.466 3.6224 .4269
3 Non 72 30.964 6.4317 .7580
Paired Differences
95% Confidence 
Interval of the 
Difference
Mean
Difference
Std.
Deviation
Std. Error 
Mean Lower Upper t df.
Sig.
(1-tailed)
Pair
1
Pair
IN-OU T 5.7394 5.1695 .6092 4.5246 6.9542 9.421 71 .000
IN - NON -3.7592 5.4812 .6460 -5.0472 -2.4712 -5.819 71 .000
Pair
3
OUT - NON -9.4986 5.4673 .6440 -10.7833 -8.2139 -14.742 71 .000
Table 15. Significance value of incomes of in-, out- and non­
migrants for recreation/retirement counties by year.
Paired Samples Test Sig. (1-tailed)
1992-93
Year
1993-94 1994-95
Pair 1 IN-OUT .000 .000 .000
Pair 2 IN-NON .028 .000 .001
Pair 3 OUT - NON .000 .000 .000
55
Hy po th esis  5: D istan ce  M oved
Hypothesis 5 examines the distance moved by migrants moving in and out of recreation 
and retirement counties. This hypothesis states: In-migrants to recreation and retirement counties 
will move a greater distance compared to the distance out-migrants move. This test was performed 
on the 24 recreation and retirement counties using data from years 1992-93, 1993-94, and 1994- 
95. For each of the 100 counties, as well as for all counties in the United States, I generated the 
latitude and longitude from Census Bureau data. I also generated the coordinates (a center point 
called a centroid) for each state in the Basin, each census region, and for the country as a whole. 
Next, using spherical geometry and the law of cosines I calculated the distance in miles between 
each destination and origin coordinate pair and then multiplied it by the number of households 
moving that distance. The county distance-household value was then divided by the number of 
households moving to that county. This yielded the weighted average of distance moved for that 
county. These steps were repeated to calculate the distance out-migrants moved. I calculated the 
weighted average distance in-migrants and out-migrants moved for each of the 24 
recreation/retirement counties.
I used a paired samples t-test to test the difference in distance moved. I used this test so 
that the distance in-migrants moved would be compared to the distance out-migrants moved for 
each county. As seen in Table 16, in-migrants moved an average distance of 442 miles while out- 
migrants moved an average distance of 379. Based on a t-value of 4.168, 23 degrees of freedom 
and a P-value less than .000,1 reject the hypothesis that there is no difference in favor of the 
hypothesis that a significanant difference between the distances in- and out-migrants moved does 
exist. While this difference may be statistically significant it may not be practically different given 
the error in calculating the distance for the larger categories.
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Table 16. Paired samples t-test of the difference in miles between the distance moved by 
in-migrants and out-migrants for 1992-93 to 1994-95.
N Mean Std.
Deviation
Std. Error 
Mean
In-migrant
„  . , distance moved Pair 1
24 436 127 26
Out-migrant 
distance moved 24 379 84 17
Paired
__________ Differences______
Mean Std. Std. 
Difference Deviation Error 
Mean
95% Confidence 
Interval of the 
Difference
Lower Upper
Sig-
t df. (1-tailed)
Pair In Distance- 
1 Out Distance
57 67 14 29 85 4.168 23 .000
Next I excluded from the analysis all the distances calculated using the larger categories 
such as "Different Region" or "Region 1" and analyzed only the county-to-county moves. The 
distances calculated for the county-to-county pairs are more accurate than the county-to-region 
pairs for reasons discussed in more detail in Chapter 5. One county did not have any county-to- 
county pairs and was dropped from the analysis yielding an n of 23 counties. As seen in Table 17, 
in-migrants moved an average of 226 miles compare to an average of 146 miles for out-migrants. 
These averages are smaller than the averages in the previous analysis as might be expected given 
that the regional pairs were excluded. Like the previous analysis, this analysis is also significant 
based on a t-value of 4.615, 22 degrees of freedom, and a P-value less than .000. The mean 
difference, however, is still small, only 80 miles. This analysis supports my conclusion above that 
a practical difference in distance moved between in- and out-migrants to recreation and retirement
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counties does not exists. Excluding the larger categories and analyzing only the county-to-county- 
pairs does not alter the results or conclusions drawn when the larger categories are included.
Table 17. Paired samples t-test of the difference in miles between the distance moved by 
in-migrants and out-migrants for 1992-93 to 1994-95, including only county-to-county 
distances.
N Mean Std.
Deviation
Std. Error 
Mean
In-migrant 
distance moved
Pair 1
23 226 132 27
Out-migrant 
distance moved
23 145 73 15
Paired
Differences
Mean Std. Std. 
Difference Deviation Error 
Mean
95% Confidence 
Interval of the 
Difference
Lower Upper
Sig.
t df. (1-tailed)
Pair In Distance- 
1 Out Distance
80 83 17 44 116 4.615 22 .000
Sum m a r y  o f  H y po th eses
Table 18 summarizes the results of the five hypotheses tested in this study. Hypothesis 1 
is divided into five sub-hypotheses and Hypothesis 4 is divided into three. Six of the hypotheses 
were supported while five were not. The sub-hypotheses of Hypothesis 1 help describe the 
attributes of the counties in the four clusters regardless of the significance of the differences. Since 
the results from this hypothesis are not used to make generalizations about counties outside the 
study area perhaps the actual percentages are of more value than the P-value.
Hypothesis 3 is the only one where the results went the opposite direction from expected. 
Recreation and retirement counties had significantly more variability in migration than the other 
types of counties. Hypothesis 4 tested whether the income of in-migrants was greater than non-
and out-migrants. I found that in-migrant's household income was greater than out-migrant's as 
expected but was less than non-migrant's as was not expected. Therefore, non-migrant's household 
income is greater than in-migrant's household income and in-migrant's household income is greater 
than out-migrant's household income. Hypothesis 5 was statistically significant but may not be 
practically significant given the degree of error in calculating distance . The implications of these 
findings, study and data limitations, and need for further research are discussed in Chapter 5.
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Table 18. Summary of Hypothesis Testing.
Hypotheses Result
HI - The pattern of in- and out-migration over time will be associated 
with counties having similar economic bases and industries.
H1A - ERS Economic Type Supported
H1B - Recreation/Retirement Supported
H1C - ERS Federal Land Type Not Supported
HID - Percent Federal Land Not Supported
HIE - Wildemess/NP Not Supported
H2 - Recreation and retirement counties will have higher in-migration 
over time compared to the in-migration of other types of counties.
Supported
H3 - Recreation and retirement counties will show less variation in in- 
and out-migration over time compared to other types of counties.
Not Supported
H4 - Recreation and retirement counties will attract in-migrants with a 
higher income compared to non- and out-migrants.
In > Out Supported
In > Non Not Supported
Non > Out Supported
H5 - In-migrants to recreation and retirement counties will move a 
greater distance compared to the distance out-migrants move.
Supported, but 
not practical
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CHAPTER 5: DISCUSSION 
F in d in g s
The 100 counties of the ICB underwent dramatic change in terms of migration over the 
time period 1983 to 1995. The overall trend was characteristic of the national trend where rural 
counties lost population in the 1980s but gained population in the 1990s. A closer look, using 
nonhierarchical K-means cluster analysis, revealed four different patterns of migration. These 
patterns were characterized as Continuous Growth, Recent Growth, Uniquely Susceptible, and 
Boom and Bust. Ninety percent of the counties followed the national trend depicted by the 
Continuous Growth and Recent Growth patterns and only ten percent deviated from this pattern as 
characterized by the Uniquely Susceptible and Boom and Bust patterns, with five percent in each.
One of the most notable results of this research is the relationship I found between the 
Continuous Growth migration pattern and the factors thought to attract migrants. The counties in 
this cluster were represented by the service sector and had high percentages of counties classified 
as recreation, retirement and federal land counties. These counties also had a higher presence of 
wilderness areas and national parks. These findings are consistent with previous research (Beale 
and Johnson 1998; Cromartie and Nord 1996; Shumway and Davis 1996; Starrs and Wright 1996; 
Von Reichert and Rudzitis 1992; Rudzitis and Johansen 1991) that link high growth Western 
counties to service-based economies and to natural amenities. This suggests that natural amenities 
have the ability to attract migrants; they act as a pull factor, as mentioned in the conceptual 
framework for this study. People are also able to act on their preference to live near these 
amenities (deconcentration explanation) because of unique economic and demographic factors
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(period explanation) identified by Frey (1993) in the conceptual framework. These unique factors 
include a healthy economy in the 1990s, the coming of age of the Baby Boomers and their demand 
for retirement destinations, and the ability of some people to telecommute. These factors aid in 
explaining why the counties in the Continuous Growth cluster experienced high in-migration.
The Recent Growth counties showed a similar pattern of migration as the Continuous 
Growth counties but did not start experiencing positive migration effectiveness until 1991-1992.
The lower levels of growth experienced during the 1980s may be attributed to the high percentage 
of farming counties in this cluster. The farming crisis and national recession of the 1980s may 
have depressed the economies of these counties and encouraged out-migration. Some of these 
counties, while not containing many natural amenities, may be close enough to the amenity to have 
benefited from their presence during the upswing of the 1990s. These areas may also have a lower 
cost of living than the amenity-rich counties and are, therefore, attractive to those with lower 
incomes. In addition, some amenity-driven migrants may be attracted to the rural agricultural- 
based lifestyle these counties provide rather than to the more mountainous terrain of the 
Continuous Growth counties.
The Uniquely Susceptible counties showed a sharp decline in migration during the mid- 
1980s. Without this decline, these counties would have been classified as either Continuous 
Growth or Recent Growth. Two out of the five are mining counties with one each also in farming, 
manufacturing, and government. The mining, farming, and manufacturing counties may have 
suffered from the national economic downturn that occurred during the mid-1980s. The factors 
that caused this decline in migration did not seem to affect migration to the Continuous Growth 
and Recent Growth counties.
The Boom and Bust counties started off the time period with very low migration 
effectiveness. At the end of the 1980s migration effectiveness peaked, surpassing that of the
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Continuous Growth counties. These counties experienced another dip in migration effectiveness 
during the early 1990s but rebounded again by the end of the time period. (See Figure 6.) In fact, 
at the end of the time period the other clusters started showing a decline in migration while this 
cluster exhibited the highest peak of any of the clusters over the entire time period. Forty percent 
of the Boom and Bust counties are classified as farming, another 40 percent as mining, and 20 
percent as government. Both the Continuous Growth and Boom and Bust counties lack service- 
based economies. The nature of these economic types must make these counties vulnerable to 
minor shifts in economic well being, thus causing cycles of in- and out-migration.
After examining the relationship between cluster membership and economic and amenity 
variables, I compared the migration patterns of the recreation and retirement counties to that of the 
other counties. The recreation and retirement counties experienced statistically significant greater 
migration effectiveness than the other types of counties. This trend is similar to that found for the 
Continuous Growth counties, which makes sense as many of the Continuous Growth counties are 
classified as recreation and retirement counties. As with the Continuous Growth counties this 
trend is also consistent with previous research. Of particular interest is Beale and Johnson's 
finding (1998) that their recreation counties significantly overlapped with retirement counties and 
that both types grew the fastest during the early 1990s. I found similar results for the 
recreation/retirement counties in the ICB using IRS migration data rather than Census migration 
data. This finding suggests that the presence of amenities attractive to recreation enthusiasts and 
retirees create pull factors that encourage these counties to grow faster and more steadily than 
counties without these attributes. I did not find that recreation and retirement counties had less 
variability in migration, however. In fact I was surprised to find the opposite: that recreation and 
retirement counties had greater variability in migration. This result may be explained by the fact 
that the recreation and retirement counties grew over time so that, naturally, more variability
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existed where many of the “other” types of counties experienced change on a smaller magnitude 
and, as a result, experienced less variability.
Wanting to know more about the people living in and moving in and out of recreation and 
retirement counties, I compared household income and distance moved. I found that in-migrants 
had statistically greater household income than out-migrants but non-migrants had the greatest 
household income. This finding suggests that households with the lowest incomes are not able to 
stay in these high-growth counties. Perhaps the influx of more affluent residents is causing 
property values to rise, causing, in turn, those with lower income to move out. I was surprised that 
the current residents had the highest income of the three groups. One reason for this result may be 
that only three years of income data were available so that I was not able to compare incomes for 
earlier time periods. Perhaps if more years were available I could see if the current residents 
always had higher income or if they became "wealthier" after an influx of affluent people moved-in 
or if they had enough income to stay once property values rose. Apparently, the three-year time 
frame does not capture the variation in income.
I hypothesized that out-migrants, wanting to maintain a similar life style would move a 
short distance, perhaps to an adjacent county, while in-migrants would move a greater distance 
since they were more likely to come from an urban center that was generally far away. I did find a 
significant difference but do not believe this difference to be a practical one given the error in 
calculating the distance moved. The reasons for this belief are explored in detail in the limitations 
section below. Even when limiting this potential error by conducting the analysis only on county- 
to-county moves I still found that a practical difference did not exist. Because I do not think this 
difference is a practical one I cannot conclude that in-migrants are coming from farther distances 
and driving out-migrants to "spill-over" to adjacent or nearby counties. Out-migrants may be
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moving just as far a distance as in-migrants. This "spill-over" phenomenon may be occurring with 
some counties but was not an overall trend with recreation and retirement counties.
L im ita tio n s
The limitations of this study concern the migration data, the measures of amenities, and the 
scale used to study migration. As mentioned in the methods chapter the migration data originated 
from the IRS annual, county-to-county migration files. These data do not measure true migration; 
rather, they measure a change of address for tax purposes and are, therefore, a proxy of migration. 
Also, these data do not measure the entire population. Dependents, such as college students, may 
live in a different location from the household so their migration is not covered well. Those not in 
and those just entering the workforce are not covered by the data because those not in the work 
force do not file tax returns and those just entering do not have a previous tax return on which to 
match an address and measure migration. I found, however, that the IRS tax filers covered 89.73 
percent of the Census derived households in the ICB and believe this to be a sufficient 
representation of the households.
In addition, the data file provides the origin and destination of migrants moving into and 
out of a county. But if less than ten households moved from or to a county the origin or destination 
is grouped into a larger category such as "Same State" or "Different Region." In some cases more 
of the migration stream is accounted for in these larger categories than in the county-level 
breakdown. Because of this loss of spatial detail calculations based on the origin and destination 
of migrants are subject to a high degree of error. In this research, a significant difference was 
found between the distances in-migrants moved and the distance out-migrants moved for 
recreation/retirement counties. This difference (56 miles) may not be practical given the number of 
migrants lumped into these larger categories. For example, the distance between a county and
65
"different region" was calculated by first determining a latitude/longitude centroid for each area. 
While the distance between the two centroids is fairly accurate, the designation of the centroid for 
the "different region" location was simply an estimate of the geographic center of the United States, 
excluding Alaska and Hawaii. This centroid is assumed to be an average but may not be 
representative of the moves that actually took place. In addition, the loss of spatial detail makes it 
problematic to compare the attributes of origins and destinations such as whether migrants are 
leaving urban areas for rural areas.
The second limitation concerns the measure of amenities. This study used a very 
simplistic approach to measure amenities. Percent of county area in federal land ownership, 
designation as a federal land county, presence of a wilderness area or a national park, and the 
designation as a recreation or retirement county are shadow measures of amenities and do not 
actually measure amenities themselves. A more complex approach with many more measures is 
necessary to fully understand the role of amenities in driving migration. In the future research 
section below, I explore another approach to measuring amenities.
Finally, the issue of scale is always an important one. This study analyzed migration at 
the county scale. Few migrants consider moving to a particular county; rather they usually choose 
to move to a community. Therefore, community migration data may be more appropriate for some 
purposes. The county scale, however, is appropriate when looking at growth issues, since most 
growth management and zoning is done at a county level. Also, natural amenities in the West are 
usually large, i.e. wilderness areas, national parks, federal lands, so that their influence as an 
attractant is far reaching, including one to many counties. The county scale is an improvement 
over the commonly used state scale. The scale chosen for migration studies should depend on the 
nature of the question asked. Therefore, the county scale is only appropriate when the question 
demands it and not simply because data are easily available at that scale (McCool and Troy 1998).
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Im p l ic a t io n s  a n d  R e c o m m e n d a t io n s
Despite the limitations of the IRS annual, county-to-county migration data file it is one of 
the best sources of migration data that allow for the study of short-term migration dynamics.
These data allow researchers to create a time series so that small changes in migration become 
apparent. These small changes may be important to researchers and managers depending on the 
nature of their question. When examining issues of community capacity or resiliency, such as in 
the ICBEMP, I argue that studying migration on an annual basis is superior to studying migration 
on a larger time frame such as that the decennial Census Bureau provides. (Of course the issue of 
county- verses community-scaled data would also have to be addressed.) This issue of time frame 
is apparent when considering the migration pattern of the Uniquely Susceptible cluster. The 
dramatic decline and rebound in the mid-1980s would have remained obscured had a larger time 
frame been used. This pattern is important when determining how an area responds to changes in 
resource management. This data source also provides in- and out-migration, not just net- 
migration, so that the nature of the population change can be analyzed more fully. Therefore, IRS 
annual, county-to-county migration data is superior for many types of migration studies.
The use of cluster analysis is a good way to group counties with similar migration 
patterns. Once the clusters are created researchers can see the types of patterns that exist in an 
area. Identifying these patterns helps determine how economic and natural resource change affect 
counties with different attributes. Perhaps managers can see how migration to a county was 
affected after the implementation of a natural resource policy that changed the supply of timber, 
for example. This method also allows researchers to identify counties on which to conduct further 
analysis in the form of a case study. For example, this research identified five Uniquely 
Susceptible and five Boom and Bust counties. A manager may be interested in exploring the
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events that precipitated the migration changes and caused them to differ so much from the other 
counties in the ICB.
Cluster analysis also allowed me to identify counties with the highest in-migration over 
time. Researchers, managers, and planners often wish to know what areas are experiencing the 
most growth so that they can better prepare for it. Cluster analysis identifies the growing counties 
by comparing all the counties in the study area together rather than by applying an arbitrary 
standard of growth. Once these growing areas are identified, researchers, managers, and planners 
can identify where and, if possible, what type of conflict may occur. For example, as an area 
grows, more habitat is fragmented resulting in possible conflict between humans and wildlife as 
well as between the "fringe dwellers" and hunters or wildlife enthusiasts. Access to public lands 
may become restricted as adjacent private land is developed. Also, the demand for recreational 
opportunities on public land may increase near high-growth areas such that the resource is 
degraded. And as the forest fringe is developed managers may need to balance the need for fire 
suppression near these new structures with the need for ecosystem health. By identifying rapid- 
growth areas these issues may be identified and managed before they escalate.
Based on the findings of this research I believe amenity-rich counties such as recreation 
and retirement counties will continue to grow, as will the problems associated with growth. Beale 
and Johnson (1998) noted that local governments of areas experiencing rapid demographic shifts 
have an increased probability of fiscal problems. For example, growing areas may experience a 
demand for services, such as education, health care, and infrastructure, which outweigh the ability 
of the local government to finance and provide these services. Therefore, the local governments of 
growing areas will experience short-term fiscal problems associated with growth that outpaces 
their ability to prepare for it. In addition, it is possible that a domino effect will occur where 
amenity rich counties become "too" crowded and adjacent counties start to grow. Suburbs to these
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amenity-rich areas will spring up and the original area will become more and more urbanized.
Those residents that moved to an area in order to escape "city life" may find that their new home is 
becoming more and more like the place they left. This phenomenon may fuel the suburbanization 
process, causing more areas to experience the growing pains described by Beale and Johnson 
(1998).
Identifying and understanding past migration trends of a county or region is important for 
resource managers so that they can predict or at least understand future trends. Understanding 
past trends may also aid them in understanding how natural resource policy affects migration to an 
area. If resource managers can predict the effects of natural resource policy perhaps they can 
mitigate any negative effects. Migration is important for them to consider because it is an indicator 
of stability for an area.
To aid managers in understanding past trends I recommend that they also understand the 
conceptual framework used in this research. The framework of push and pull factors created by 
the unique economic and demographic circumstances of period explanations and the preference for 
low-density living detailed in the deconcentration explanation successfully explained the migration 
trends identified here. This framework may aid managers by showing how the unique 
circumstances of the time period act to influence migration patterns. Managers need to understand 
how the age structure of the population and the condition of the economy influence the 
attractiveness of amenity rich areas. Also, managers need to understand that when economic 
conditions permit, part of the population will gravitate toward amenity rich natural areas consistent 
with the deconcentration explanation. Such circumstances create the push and pull factors that 
influence urban to rural migration. Managers who gain this understanding will find that they can 
better predict what areas may grow in the future and how natural resource policy influences 
migration.
To review, the IRS annual, county-to-county migration files are a good source of 
migration data. Annual data allows for the identification of short term trends, which may be 
important to natural resource managers. Cluster analysis successfully identifies counties with 
different migration trends so that counties on which to perform case studies can be selected.
Cluster analysis also identifies growing counties where conflict over natural resources may occur. 
Amenity rich counties will most likely continue to grow, as will the problems associated with 
growth. It is important for managers to understand past migration trends to better understand the 
effects of policy on the stability of an area. Finally, the conceptual framework used in this 
research may aid managers in understanding the interaction between migration and natural 
resource policy.
Futu re  Research
Future research that would add to these findings includes a more detailed analysis of 
amenities. Other amenities worth exploring include the following: lakes; streams, including 
information on miles of blue ribbon trout streams; number and type of trails, including 
classification by foot, horse, pack animal, snowmobile, cross-county ski, and mountain bike; 
difference in elevation; and miles of scenic highways. Other amenities such as the presence of 
cultural experiences or a college or university may also be important to analyze. Data on amenities 
could be entered into a GIS database where they could be mapped and spatially analyzed. Such 
detailed spatial information on amenities may aid in creating a more complete picture of amenity- 
driven migration.
Through the use of cluster analysis a few counties could be identified on which to conduct 
a more thorough analysis. Conducting a case study on these few counties would allow for a survey 
of migrants in order to assess their values toward natural resource management. Researchers and
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managers often wish to know if in-migrants have different values toward natural resources, the 
environment, or growth management from those of long-term residents. A survey may aid in 
answering this question.
The results of such a survey could establish if, in fact, a difference in values does exist 
between newer and long-term residents. The next step would be to see if any differences actually 
translate into conflict over resource management issues. For example, a particularly controversial 
issue could be identified and all the comments analyzed to determine the residency status of the 
commenters. Then, researchers could determine if the difference in residents' values translate into 
conflict. Determining if areas with the highest growth also have the most conflict over 
management decisions would also be worth exploring.
Finally, comparing the lifestyle of in-migrants to long term residents would help determine 
if the numbers of in-migrants is important or if it is their behavior that matters. Lifestyle could be 
measured by a variety of factors including the following: new vs. existing home; square footage of 
home; lot size; distance from nearest business district; distance commuting to work; sources of 
income; presence of a computer; and access to the internet. Comparing these types of variables by 
residency status would help illuminate if newer residents live differently and, perhaps, have a 
greater impact on the landscape. This comparison would also identify areas that may have 
relatively mild in-migration but are suffering from high impact at the hands of the in-migrants.
Examination of these questions should provide useful information on the dynamics of 
migration in western counties and its affects on natural resource management.
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