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KURANISHI STRUCTURE, PSEUDO-HOLOMORPHIC CURVE,
AND VIRTUAL FUNDAMENTAL CHAIN: PART 1
KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Abstract. This is the first part of the article we promised at the end of
[FOOO13, Section 1]. We discuss the foundation of the virtual fundamental
chain and cycle technique, especially its version appeared in [FOn] and also
in [FOOO4, Section A1, Section 7.5], [FOOO7, Section 12], [Fu2]. In Part
1, we focus on the construction of the virtual fundamental chain on a single
space with Kuranishi structure. We mainly discuss the de Rham version and
so work over R-coefficients, but we also include a self-contained account of the
way how to work over Q-coefficients in case the dimension of the space with
Kuranishi structure is ≤ 1.
Part 1 of this document is independent of our earlier writing [FOOO13]. We
also do not assume the reader have any knowledge on the pseudo-holomorphic
curve, in Part 1.
Part 2 (resp. Part 3), which will appear in the near future, discusses the
case of a system of Kuranishi structures and its simultaneous perturbations
(resp. the way to implement the abstract story in the study of moduli spaces
of pseudo-holomorphic curves).
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1. Introduction
The purpose of this article is to present the virtual fundamental chain tech-
nique and its application to the moduli space of pseudo-holomorphic curves, in as
much detail as possible. The technique of virtual fundamental cycles and chains
was invented in the year 1996 by groups of mathematicians [FOn], [LiTi2], [LiuTi],
[Ru], [Sie] and applied to many purposes subsequently. Several references such as
[FOOO2], [CT], [CLW1], [LuT] provide various versions and details of this tech-
nique.
In this article (besides various improvement of the detail of the proof, presenta-
tion etc.) we add the following points to our earlier writing [FOOO13] of similar
nature.
(1) We present the detail of the chain level argument, especially in the de-Rham
version.
(2) We provide a package of the statements which arise from the virtual fun-
damental chain and cycle technique, in the way one can directly quote and
use without referring to their proofs.
(3) We give constructions of algebraic structures from systems of spaces with
Kuranishi structures. We separate the topological and algebraic issues from
analytic ones of the story so that this part of the construction can be
rigorously stated and proved without referring to the construction of such
system.1
(4) We discuss in detail the construction of a system of spaces with Kuranishi
structures that satisfies the axioms we mentioned in Item (3). Compared
to [FOOO13], we put more emphasis on the consistency of Kuranishi struc-
tures we obtain. Namely our emphasis lies in the construction of such a
system of Kuranishi structures rather than that of a single Kuranishi struc-
ture.
(5) We also provide details of the proof of certain fundamental properties of
Gromov-Witten invariants. In this article we clarify the fact that we can
work out this proof without using continuous family of perturbations. In
other words, we need only the technique that already appeared in [FOn]
but not those developed in the later literature.
(6) We also explain a method of working with the Q-coefficient without using
a triangulation of the perturbed moduli space. This is possible if we only
need to study moduli space of virtual dimension 0,1 and negative. Note
that these cases handle all the applications appearing in [FOn].
This article is divided into three parts.
Part 1 studies space with Kuranishi structure. Here we consider only single
space with Kuranishi structure and not its system. We also write Part 1 (and Part
2) so that it can be read without any knowledge of pseudo-holomorphic curves.
Especially readers’ knowledge on analytic details on pseudo-holomorphic curves is
not required. Occasionally we mention the moduli space of pseudo-holomorphic
curves in Parts 1 and 2, but none of the proof relies on them. This is because we
do so only at the place where we think some motivation of the construction or the
1In our main application, such a system is constructed from the moduli spaces of pseudo-
holomorphic curves. However those results we mention here is independent of the origin of such
a system.
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definition etc. would be useful. We believe that for the reader whose background is
more on topology and/or algebra but not on analysis, this way of writing is useful.
We also believe that our writing clarifies the fact that problem of transversality
of the moduli space of pseudo-holomorphic curves lies in the realm of differential
topology rather than one in functional or nonlinear analysis.
Item (1) mentioned above comprises Part 1.
In Part 2 we study systems of Kuranishi structures and provide a systematic
way of building algebraic structures on certain chain complex arising from such a
system. We discuss the case of Floer homology (of periodic Hamiltonian system)
and of A∞ algebra appearing in Lagrangian Floer theory. Item (3) above comprises
Part 2.
In Part 3 we present in detail the construction of the moduli spaces of pseudo-
holomorphic curves and its Kuranishi structure which satisfies the axioms we for-
mulate in Part 2. We discuss them for the case of Floer homology (of periodic
Hamiltonian system) and of A∞ algebra appearing in Lagrangian Floer theory. We
also discuss the case of Gromov-Witten invariants. (Item (5) is in Part 3.)
We remark Parts 1 and 2 of this article are self-contained. It does not use the
results of [FOOO13]. In other words, we reprove certain parts of [FOOO13] in this
article. (We quote some general topology issue from [FOOO18].) In Part 3, we
quote [FOOO13] in several places.
Introduction to each part follows.
Now we upload Part 1. In the text below we quote results, sections etc. of
Parts 2 and 3. They will appear later on. Note we quote Parts 2 and 3 in order
to provide a view how the results of Part 1 are used or to provide perspective to
related results. As far as the logic of the proof concerns, the discussion of Part 1 is
complete without referring Parts 2 and 3.
1.1. Introduction to Part 1. In Part 1 we discuss the space with Kuranishi
structure and define its virtual fundamental chain.
Kuranishi structure is a ‘generalization of the notion of manifold which allows sin-
gularity’. We entirely work in C∞-category. In general, singularity in C∞-category
can be much wilder than one in analytic category. Our aim is not developing a
general theory of ‘C∞ analogue of scheme’ but a more restricted one, which is, to
define virtual fundamental chains and cycles. Because of this, our definitions and
constructions are designed so that they are useful for that particular purpose.
Now an outline of the main results proved in Part 1 is in order. Since most basic
and conceptual ideas behind the definitions of Kuranishi structures and virtual
fundamental chains have been explained in various other previous writings of ours
(see [Fu3] [Fu5] [FOOO3, Section A1] [FOOO7, Section 12] [FOn] for example), here
we discuss more technical aspect of the story, that is, the way how we rigorously
realize those basic concepts. In fact the aim of this article is not to explain the
basic concepts of the theory or to present the main ideas of the construction of
virtual fundamental chains (which, according to the opinion of the authors of this
article, is definitely more important than the details provided here) but to present
its technical details with as much details as possible
Roughly speaking Kuranishi structure of a space X represents X locally as a
zero set s−1(0) where s is a section of vector bundle E → U over an orbifold
U . More precisely a Kuranishi chart is a quadruple U = (U,E, s, ψ) where s is a
section of a vector bundle E → U over an orbifold U and ψ : s−1(0) → X is a
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homeomorphism to its image. (See Definition 3.4.) We call s a Kuranishi map. In
fact this description in the situation of various applications appears as a Kuranishi
model of the local description of the moduli problem. We also need appropriate
notion of coordinate changes among them.
The main difference of the coordinate change between Kuranishi charts from
the coordinate change between manifold or orbifold charts lies in the fact that the
coordinate change of Kuranishi charts may not be a local ‘isomorphism’. This
is because the dimension of the space with Kuranishi structure is, by definition,
dimU − rankE and so the orbifolds Ui of two Kuranishi charts (Ui, Ei, si, ψi) of
the same space X may have different dimension. (Namely dimU1 6= dimU2 in
general.) Recall that in the description of the manifold or orbifold structure one
uses a pseudo-group or a groupoid. This description certainly is not useful for the
Kuranishi structure since the most important axiom of groupoid (the invertibility
of the morphisms) is exactly the one we give up. One may use a version of category
of fractions to invert the arrows appearing in the definition of coordinate change
of Kuranishi charts to adapt the groupoid language. This is the route taken, for
example, by D. Joyce in [Jo2], which however is not the one we take.
There are two slightly different versions of the definition of ‘spaces with Kuranishi
type structures’ in [FOn]. One is what we call ‘a Kuranishi structure’ the other ‘a
good coordinate system’.
In the manifold theory (or in the orbifold theory) we consider a maximal set of
the coordinate charts compatible with one another, and call this set a structure of
C∞ manifold. Equivalently for a manifold M we assign a (germ of a) coordinate
neighborhood to each point p of M . This way of defining the manifold structure is
somehow more canonical. On the other hand to perform various operations using
the given manifold structure, we usually take a locally finite cover consisting of
coordinate charts in the given manifold structure. The latter is especially necessary
when we use a partition of unity as in the case of defining integration of differential
form on a manifold M . Certain amount of general topology is needed to be worked
out in the manifold course to prove existence of an appropriate locally finite cover
extracted from the set of infinitely many charts defining the manifold structure.
This technicality is not entirely trivial but is never a conceptual heart of the theory.
2
The relationship between the Kuranishi structure and the good coordinate sys-
tem is similar to the one between these two ways of describing a C∞ structure of
manifolds. A Kuranishi structure of X assigns a Kuranishi chart Up to each point
p ∈ X . So in particular it contains uncountably many charts. On the other hand,
a good coordinate system of X consists of locally finite (finite if X is compact)
Kuranishi charts Up. (p ∈ P. Here P is certain index set.)
Note coordinate changes between Kuranishi charts are not necessarily a local
isomorphism. In general we have coordinate change only in one direction. In the
case of Kuranishi structure the coordinate change from Uq to Up is defined only
when q ∈ Up. (Here Up is a neighborhood of p.) We remark that q ∈ Up does not
imply p ∈ Uq.
2When teaching a course of manifold, it is important not to over-emphasize the importance of
these issues so that the students will not get lost in the technicalities.
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In the case of good coordinate system the set of Kuranishi charts is parameterized
by a certain partially ordered set P and the coordinate change from Uq to Up is
defined only when q ≤ p.
Remark 1.1. (Chen-Tian’s approach) In the paper [CT] 3 (and several other ref-
erences which follow Chen-Tian’s approach) the set of charts are parameterized by
a subset of certain finite set I. (Namely P ⊆ 2I .) The partial order in Chen-Tian’s
approach is the usual inclusion of subsets. (See [CT, Definition 2.1].) If we ex-
amine the proof of the construction of Kuranishi structure in [FOn], we find that
the partially ordered set which appears there is actually parameterized by a subset
of certain subset of the moduli space. (Namely I is a finite subset of X .) Thus
our approach is not so far away from Chen-Tian’s approach in applications. We,
however, think our way of including arbitrary partially ordered set is more flexible
than Chen-Tian’s. (Their approach certainly works at least for their purpose.)
For example the approach using P ⊆ 2I does not seem to work literally in the
case when we try to construct a system of Kuranishi structures on moduli spaces
of pseudo-holomorphic curves (without boundary) so that it is consistent with the
fiber product description of the stratum. (See Part 3.)4 One can certainly modify
or use its variant to include that case. However modifying the definition when
new applications appear is not a good way to develop general theory, especially
such a lengthy one we are building. Because then one need either to repeat all the
proofs again or to say ‘We can prove it in the same way’. In this article we want
to avoid saying this sentence as much as possible though it might be impossible to
completely avoid it.5 The structure of partially ordered set is certainly the structure
which remains in all the expected generalizations and is also the very structure we
need for the inductive argument we will use to work on good coordinate system.
The main reason why the notion of Kuranishi structure was introduced is to work
out the transversality issue appearing in the theory of pseudo-holomorphic curves
and etc. For this purpose it is important to perturb the Kuranishi map, denoted
by s, so that the resulting perturbed map becomes transversal to 0. The original
proof of transversality theorem due to R. Thom [Tom] constructed perturbation by
using induction on charts. We follow this proof. We use partial order on the index
set P of Kuranishi charts for this purpose. Note in order to perform this inductive
construction it is essential to use good coordinate system rather than Kuranishi
structure since it is hard to work on uncountably many coordinate charts consisting
Kuranishi structure. Thus construction of good coordinate system out of Kuranishi
structure is an important step in the construction of an appropriate perturbation
and resolving transversality issue.
On the other hand, the fact that the Kuranishi structure is more canonical than
the good coordinate system can be seen from the following point. We can define the
product of two spaces with Kuranishi structure in a canonical way. However the
definition of product of two spaces with good coordinate system is more complicated
and is less natural. For our application we need to construct virtual fundamental
3The paper [CT] was published in 2010 but this paper had appeared in the arXiv in 2006.
4One reason why it does not seem to work is that there is an automorphism which exchange
irreducible components, in general.
5We had experiences to be complained when we wrote similar sentences in our earlier papers.
We agree that it is preferable to avoid it. However it is sometimes impossible to do so, especially
in a research paper whose main focus is application and is not the detail of foundation.
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chains in the way that is compatible with fiber product or with direct product. For
this purpose working with Kuranishi structure is more appropriate.
Thus during the various constructions, we need to go from a Kuranishi structure
to a good coordinate system and back several times.
Concerning this transition from one to the other, there is one difference between
the current story and the manifold theory. In the manifold theory, one starts with
a C∞ structure (which consists of all the compatible coordinate charts) and then
pick up an appropriate locally finite cover. It is a fact that one can always recover
originalC∞ structure from the charts consisting of the chosen locally finite cover. In
the current story of Kuranishi structures, we start with a Kuranishi structure Û and
construct a compatible good coordinate system ÊU . We can use the resulting good
coordinate system ÊU to construct another Kuranishi structure ”U+. Unfortunately”U+ is different from Û in general. In other words we lose certain information while
we go from a Kuranishi structure to its associated good coordinate system. Some
portion of the discussion in Part 1 is devoted to showing that this loss does not
affect the construction of virtual fundamental chain.
Remark 1.2. This technical trouble seems to reflect the fact that the notion of
Kuranishi structure is conceptually less canonical than that of manifold. For exam-
ple we can construct a Kuranishi structure on (practically all the) moduli spaces
of pseudo-holomorphic curves. However the Kuranishi structure we obtain is not
unique but depends on some choices. (We compensate this shortcoming by using
an appropriate notion of cobordism.) In case the moduli space happens to be a
manifold (and the equation defining the moduli space is Fredholm regular) the C∞
structure on the moduli space is certainly canonical.6 Another sign that the notion
of Kuranishi structure is not canonical enough is that we do not know how to define
a morphism between two spaces with Kuranishi structure.
It seems that the route taken by Joyce [Jo2], [Jo4] resolves these two issues. See
Remark 1.9 for the reason why we nevertheless use our definitions of Kuranishi
structure and good coordinate system.
The history of the 20 century mathematics tells us that in the realm of algebro-
geometric or complex analytic category, going to the ultimatum in making all the
constructions, definitions and etc. as canonical as possible is often the correct point
of view7 even if it looks cumbersome at the beginning. It also tells us that in the
realm of differential geometry or in that of C∞ functions, an attempt to realize a
canonical construction in the ultimate level frequently fails 8 and so we are forced
to find the suitable place to compromise and to be content ourselves with being
able to achieve the particular purpose we pursue.
Remark 1.3. The whole exposition of Part 1 is designed in the way that most of the
statements and proofs find their analogs in the corresponding statements and proofs
of the standard theory of manifolds. Once the right statements are given, the proofs
are fairly obvious most of the times,9 although it is not entirely so because there are
also some differences between the Kuranishi structure and the manifold structure
in certain technical points. These differences result in cumbersome and technically
6except the choice of smooth structure of gluing parameter.
7This is the viewpoint taken and insisted by Grotendieck.
8Theory of singularity of C∞ functions is one typical example.
9By this reason in many places we do not need to say much about the proof.
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heavy proofs in those cases. However we emphasize that these are rather technical
points and do not comprise the conceptional heart of the theory. Especially for the
researchers who have in their mind the construction of virtual fundamental chains
in various concrete geometric problems, thorough understanding of cumbersome
details of these technicality should not be a part of everyone’s required background.
10
It seems to us that the whole theory now becomes nontrivial only because its
presentation is heavy and lengthy. The method of making the proof ‘locally trivial’,
which we are taking here, has been used in various branches of mathematics as an
established method for building the foundation of a new theory, especially when
the theory is conceptually simple but meets certain complicated technicality in
its rigorous details. We choose the ‘Bourbaki style’ way of writing this article.
Especially, we do our best effort to make explicit the assumptions we work with and
the conclusions we obtain. As its consequence, there appear so many definitions and
statements in the text, which we acknowledge is annoying but may be inevitable.
We hope that in the near future many users of virtual techniques via the Kuran-
ishi structure appreciate that they do not need to know anything more than a small
number of basic definitions and theorems together with the fact that the story of
Kuranishi structure is mostly similar to that of smooth manifolds. Then one can
safely dispose the details such as those we provide here and use the conclusions as
a ‘black box’. It is the present authors’ opinion that advent of such an enlightening
and agreement in the area will be important for the development of symplectic
geometry and related fields. In fact, one main obstacle to its smooth development
has been the nuisance of working out similar, but not precisely the same, details
each time when one tries to use the moduli spaces of pseudo-holomorphic curves of
various kinds in various situations.
Now we provide description of the main results of Part 1 sectionwise. In Section 3,
we give the definitions of Kuranishi structures (Definition 3.8) and good coordinate
systems (Definition 3.14). These definitions are based on a version of the definitions
of an orbifold, its embedding and a vector bundle on it, which we describe in Section
15. Of course the basic concepts and the mathematical contents of orbifold were
established long time ago [Sa]. However there are a few different ways of defining an
orbifold in the technical point of view. More significantly, the notion of morphisms
between orbifolds is rather delicate to define. We refer readers to the discussion
of the book [ALR] especially its section 1 for these points. In this article, we
restrict ourselves to the world of effective orbifolds and use only embeddings as
maps between them. Then those delicate points and troubles disappear.
In Section 4, we define the fiber and the direct product of spaces with Kuranishi
structure. We remark that in the category theory the notion of fiber product is
defined in purely abstract language of objects and morphisms. The definition of
fiber product we give in this section, however, is not the one given in the category
theory.11 In fact, we never define the notion of morphisms between spaces equipped
with Kuranishi structure in general. Therefore we define a fiber product of spaces
10Thorough knowledge of such a technicality, of course, should be shared among the people
whose interest lie also on extending the technology to the extreme of its potential border and/or
using the most delicate and difficult case of the technology to obtain as the sharpest results as
possible.
11The authors thank D. Joyce we call attention this point to us.
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with Kuranishi structure directly in Section 4. Here we consider only the fiber
product over a manifold and require an appropriate transversality to define a fiber
product. Although the definition we provide is not in the sense of category theory,
they are so natural and canonical that the basic properties expected for the fiber
product are fairly manifest. For example, associativity of the fiber product follows
rather immediately from its definition. We do not define a fiber or a direct product
of spaces with good coordinate systems here since its definition necessarily becomes
more technical and complicated.
In this article we assume all the Kuranishi structures and good coordinate sys-
tems are oriented (Definitions 3.10 and 3.14) unless otherwise mentioned.
In Section 5 we discuss the process going from a Kuranishi structure to a good
coordinate system and back. As we mentioned before, we start from a Kuranishi
structure Û and construct a good coordinate system ÊU as follows.
Theorem 3.30. For any Kuranishi structure Û of Z ⊆ X there exist a good
coordinate system ÊU of Z ⊆ X and a KG-embedding Û → ÊU .
See Definition 3.29 for KG-embedding. (The good coordinate system ÊU above is
said to be compatible with the Kuranishi structure Û .) We also start from a good
coordinate system ÊU and construct a Kuranishi structure ”U+. (Proposition 6.44.)
When ”U+ is obtained from Û by combining these two processes, the Kuranishi
structure”U+ is in general different from Û but ”U+ is related to Û in a way that ”U+
is a thickening of Û . We define this notion of thickening and study its properties
in Section 5.
To formulate the notion of compatibility between a Kuranishi structure and a
good coordinate system, and compatibility among Kuranishi structures or among
good coordinate systems, we use the notion of embeddings. We define 4 possible
versions of such embeddings and their compositions (there are 8 possible versions of
compositions) in Section 5. See Tables 5.1 and 5.2. In Section 11, the proof of basic
results of existence of good coordinate system compatible with given Kuranishi
structure (Theorem 3.30) is given.
In Section 6, we define the notion of multisections and multi-valued perturbations
and their transversality. The basic result is the following existence theorem of
transversal perturbation, which is proved in Section 13. Here we leave the precise
definitions of the terminology used in the statement to the later text.
Theorem 6.37. Let ÊU be a good coordinate system of Z ⊆ X and K its support
system.
(1) There exists a multivalued perturbation Ês = {snp} of (ÊU ,K) such that each
branch of snp is transversal to 0.
(2) Suppose Êf : (X,Z; ÊU) → N is strongly smooth and is transversal to g :
M → N , where g is a map from a manifold M . Then we may choose Ês
such that Êf is strongly transversal to g with respect to Ês.
A technical but nontrivial result we prove in Section 6 is compactness of the zero
set of a multi-valued perturbation, which is a part of Corollary 6.32. Corollary 6.32
also claims the fact that the zero set of multi-valued perturbation converges to the
zero set of the Kuranishi map in Hausdorff topology as our perturbation converges
to the Kuranishi map. (We remark that the zero set of the Kuranishi map is nothing
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but the space X itself on which we define our good coordinate system.) These and
other related results play an important role to work out the technical detail of the
proof of well-defined-ness of the virtual fundamental chain (Propositions 7.80 and
14.8).
We remark that in Section 6 we work on a space with good coordinate sys-
tem and not on a space with Kuranishi structure. As we mentioned before, we
use an induction over the charts in the construction of a transversal multisection.
This induction works with the good coordinate system but not with the Kuranishi
structure itself.
In Section 7, we define the notion of continuous family perturbation (abbreviated
as CF-perturbation) and study their properties in relation to the good coordinate
systems and the integration over the fiber. We use this notion to define the inte-
gration of differential forms on the space with good coordinate system. (Moreover
we also define the integration along the fiber.)
The framework with which we define the integration along the fiber of differential
form is as follows. (See also Situation 7.1.)
Situation 1.4. We consider X , M , ÊU , Êf with the following properties.
(1) We are given a good coordinate system ÊU = {(Up, Ep, sp, ψp)} of a space
X .
(2) We are given submersions fp : Up →M to a manifoldM such that they are
compatible with the coordinate change in an appropriate sense. (Namely
we assume that there is a weakly submersive map Êf = {fp | p ∈ P} :
(X, ÊU)→M .) (Definition 3.35.)
We next define the notion of continuous family perturbation (CF-perturbation).
We do so in 2 steps. We first define such notion on a single chart (Up, Ep, sp, ψp). We
then discuss its compatibility with coordinate change and use it to define the notion
of CF-perturbation of a good coordinate system. We define the notion of differential
form on the space with good coordinate system. (It assigns a differential form on
Up to each p ∈ P which are compatible with coordinate changes. See Definition
7.68.) We use them to define integration along the fiberÊh 7→ Êf !(Êh;ËSǫ) ∈ Ωd(M), (1.1)
for any sufficiently small ǫ > 0. Here the degree d is degÊh+dimM−dim(X, ÊU) andÁS is a CF-perturbation, which satisfies an appropriate transversality assumption.
(More precisely we assume that Êf is strongly submersive with respect to ÁS. See
Definition 7.48.)
In the case when (X, ÊU) is a manifold or an orbifold (that is, when all the
obstruction bundles Ep are trivial), the operation (1.1) reduces to the standard
integration along the fiber of a differential form. Note ÁS is a one-parameter family of
perturbations parameterized by ǫ > 0. The integration along the fiber does depend
on ǫ as well as CF-perturbation. We also remark that typically (1.1) diverges as ǫ
goes to 0. We firmly believe there is no way of defining the integration along the
fiber in the way independent of the choice of CF-perturbation. This is related to
the following most basic point of the whole story of virtual fundamental chains:
In the case we need to construct a virtual fundamental chain but not a cycle,
that is, as in the case when our (moduli) space has a boundary or a corner, the
12 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
virtual fundamental chain depends on the choice of perturbations. However we can
make (many) choices in a consistent way so that the resulting algebraic system is
independent of such choices modulo certain homotopy equivalence.
We will discuss this point further in Part 2.
On the other hand, the integration along the fiber (1.1) is independent of various
other choices involved. Especially it is independent of the choice of partition of unity
we use to define the integration. We define the partition of unity in Definition 7.64
in the current context and prove its existence in Proposition 7.67. The above
mentioned independence is proved as Proposition 7.80.
In Section 8 we prove Stokes’ formula for the integration along the fiber (1.1).
We begin with discussing the boundary of a space with Kuranishi structure or
with good coordinate system. We can define the notion of a boundary ∂M of a
manifold with corners M , which we call the normalized boundary. ∂M is again a
manifold with corner and there is a map ∂M →M which is generically one to one
and is a surjection to the boundary of M . Set theoretically ∂M is not a subset of
M . For example, codimension 2 corner points of M appear twice in ∂M . These
issues are not deep and are basically well-known. Because a systematic discussion
of these issues is not easy to find and also because they are needed for a systematic
study of Kuranishi structure with corner, which is important for the chain level
argument (especially those appearing in Part 2), we include a systematic discussion
of these issues here. Once these points are understood for the case of manifolds,
it is straightforward to generalize them to the Kuranishi structure or to the good
coordinate system with boundary and corners.
Stokes’ formula in this context is (1.2) given below. In Situation 1.4, suppose
(X, ÊU) has normalized boundary, ∂(X, ÊU) = (∂X, ∂ ÊU). We assume the restrictionËf∂ of Êf to (∂X, ∂ ÊU) is still weakly submersive.12 Suppose also we are given a CF-
perturbation ÁS of (X, ÊU). We assume Êf is strongly submersive with respect to ÁS.
Then ÁS induces a CF-perturbation ÈS∂ on the boundary with respect to which the
restriction Ëf∂ of Êf is strongly submersive. Stokes’ formula for a good coordinate
system now is stated as Theorem 8.11: For any sufficiently small ǫ > 0 we have
d
Ä Êf !(Êh;ËSǫ)ä = Êf !(dÊh;ËSǫ) + Êf∂ !(Ëh∂ ;ÈSǫ∂). (1.2)
This is proved in Subsection 8.2. We note that in caseM (the target of Êf) is a point,
the integration along the fiber (1.1) is nothing but the integration of differential
form and is a real number. In that case we write∫
(X,ÊU ,ËSǫ) h = Êf !(Êh;ËSǫ).
Then (1.2) becomes ∫
(X,ÊU,ËSǫ) dh =
∫
∂(X,ÊU ,ËSǫ) h. (1.3)
If all the obstruction bundles are trivial, (1.3) is nothing but the usual Stokes’
formula.
In Section 8, we also include one easy application of Stokes’ formula. Namely we
prove that if (X, ÊU) is equipped with a good coordinate system without boundary
12Actually this is automatic from our definition, since the submersivity from manifolds with
corners implies that its restriction to each corner (of any fixed codimension) is a submersion, by
definition.
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and Êf is as in Situation 1.4, then push-forward of 1 (which is a differential 0-form
of (X, ÊU)) gives rise to a smooth differential form on MÊf !(1;ËSǫ) ∈ ΩdimM−dim(X,ÊU)(M).
Then (1.2) implies that this form is closed. Moreover its de Rham cohomology class
is independent of the choices (of ÁS and ǫ also). This is a consequence of Propositions
8.15, 8.16 below. To state them we introduce the notion of smooth correspondence
under the following situation. Note that the assumptions on the weak submersivity
as above (also see Situation 1.5 below) are satisfied, for example, for the case of
Gromov-Witten invariant. So we can use this result to prove well-defined-ness of
Gromov-Witten invariant.
Situation 1.5. [Situation 7.1] Let X be a compact metrizable space, and Û a
Kuranishi structure of X (with or without boundaries or corners). Let Ms and Mt
be C∞ manifolds. We assume Û , Ms and Mt are oriented
13.
Let f̂s : (X ; Û) → Ms be a strongly smooth map and f̂t : (X ; Û) → Mt a
weakly submersive strongly smooth map. We call X = ((X ; Û); f̂s, f̂t) a smooth
correspondence from Ms to Mt. 
By Theorem 3.30 for Z = X , we have a good coordinate system (X, ÊU) com-
patible with (X, Û). Moreover we have Êfs : (X ; ÊU) → Ms and Êft : (X ; ÊU) → Mt
such that f̂s, f̂t are pullbacks of Êfs, Êft respectively, and Êft is weakly submersive
(Proposition 6.49 (2)). Thus we have the correspondence denoted by
X = ((X ; ÊU); Êfs, Êft).
We take a CF-perturbation ÁS of (X ; ÊU) such that Êft is strongly submersive with
respect to ÊU (Theorem 7.49 (2)). Then we define a map
Corr
(X,ËSǫ) : Ωk(Ms) ∋ h→ (Áft)!(Ëf∗s h;ËSǫ) ∈ Ωℓ+k(Mt) (1.4)
(Definition 7.85), which we call the smooth correspondence map associated to X =
((X ; ÊU); Êfs, Êft). Here ℓ = dimMt − dim(X ; ÊU). Then Stokes formula (1.2) yields
that for any sufficiently small ǫ > 0 we have
d ◦ Corr
(X,ËSǫ) − Corr(X,ËSǫ) ◦ d = Corr(∂X,ÍS∂,ǫ) (1.5)
(Corollary 8.13). Using this formula, we show the following propositions.
Proposition 8.15. Consider Situation 1.5 and assume that our Kuranishi struc-
ture on X has no boundary. Then the map Corr
(X,ËSǫ) : Ωk(Ms) → Ωℓ+k(Mt)
defined above is a chain map.
Moreover, provided ǫ is sufficiently small, the map Corr
(X,ËSǫ) is independent of
the choices of our good coordinate system ÊU and CF-perturbation ÁS and of ǫ > 0,
up to chain homotopy.
Thus in the situation of Proposition 8.15, the correspondence map Corr
(X,ËSǫ) on
differential forms descends to a map on cohomology which is independent of the
13In certain situations, for example in [FOOO4, Subsection 8.8], we discussed slightly more
general case. Namely we discussed the case when Û , Ms and Mt are not necessarily orientable by
introducing appropriate Z2 local systems. See [FOOO4, Section A2] or an appendix to Part 2.
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choices of ÊU and ËSǫ. We write the cohomology class as [CorrX(h)] ∈ H(Mt) for
any closed differential form h on Ms by removing ËSǫ from the notation.
Proposition 8.16. Let Xi = ((Xi, Û i), f̂ is, f̂
i
t ) be smooth correspondence from Ms
to Mt such that ∂Xi = ∅. Here i = 1, 2 and Ms, Mt are independent of i. We
assume that there exists a smooth correspondence Y = ((Y, Û), f̂s, f̂t) from Ms to
Mt with boundary (but without corner) such that
∂Y = X1 ∪ −X2.
Here −X2 is the smooth correspondence X2 with opposite orientation. Then we
have
[CorrX1(h)] = [CorrX2(h)] ∈ H(Mt), (1.6)
where h is a closed differential form on Ms.
Summing up these propositions, if the Kuranishi structure of X has no boundary,
the virtual fundamental cycle of X and the smooth correspondence map are well-
defined on cohomology level. These are proved in Section 8.
Besides Stokes’ formula, an important property we use for the integration along
the fiber is the composition formula. To formulate a composition formula we need
to study the fiber product of CF-perturbations. Since a fiber product is to be better
defined for the Kuranishi structure than for the good coordinate system, we rewrite
the story of CF-perturbation and integration along the fiber with respect to the
good coordinate system into the one with respect to the Kuranishi structure. This
is the content of Section 9. The results addressed in Section 9 are really necessary
for the chain level argument, in particular in the later Part of this manuscript.
We can define the notion of CF-perturbation of a Kuranishi structure in the same
way as that of a good coordinate system. Namely it assigns a CF-perturbation to
each chart Up of p ∈ X so that they are compatible with coordinate changes. (See
Definition 9.1.) Note however it is very difficult to construct a CF-perturbation with
appropriate transversality property on a given Kuranishi structure Û of X , since
the proof should be by induction on charts as we mentioned several times already.
So we first construct a good coordinate system ÊU compatible to a given Kuranishi
chart Û and a CF-perturbation ÁS on the good coordinate system ÊU we obtained.
Then we construct another Kuranishi structure ”U+ in such a way that ÁS induces
a CF-perturbation Ŝ+ of (X,”U+). (Lemma 9.9.) Thus in place of constructing a
CF-perturbation of given (X, Û), we construct one of its thickening (X,”U+).
In this way we have arrived in the situation where we are given a Kuranishi
structure equipped with a CF-perturbation satisfying appropriate transversality
property needed. We formulate this situation as follows.
Situation 1.6. We consider X , M , Û , f̂ , “S with the following properties.
(1) We are given a Kuranishi structure Û = {(Up, Ep, sp, ψp)} of a space X .
(2) We are given submersions fp : Up →M to a manifold M such that they are
compatible with coordinate change in an appropriate sense. (Namely, we
assume that there is a weakly submersive map f̂ = {fp | p ∈ X} : (X, Û)→
M .) (Definition 3.35.)
(3) “S is a CF-perturbation such that f̂ is strongly transversal to 0 with respect
to “S. 
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We can define the notion of differential forms on the space with Kuranishi struc-
ture in the same way as on the space equipped with a good coordinate system. Now
we define the integration along the fiber
ĥ 7→ f̂ !(ĥ; Ŝǫ) ∈ Ωd(M) (1.7)
as follows. We take a good coordinate system ÊU on which Ŝǫ, ĥ, f̂ induce corre-
sponding objects ËSǫ, Êh, Êf . Then by definition
f̂ !(ĥ; Ŝǫ) = Êf !(Êh;ËSǫ). (1.8)
The main result of Section 9 claims that the right hand side of (1.8) is independent
of the choice of ÊU , ËSǫ, Êh, Êf but depend only on Û , Ŝǫ, ĥ, f̂ . This is Theorem 9.14.
(We note that integration along the fiber is hard to define directly with Kuranishi
structure since we use a partition of unity to define the integration.)
Stokes’ formula with respect to the good coordinate system is easily translated
to one for the Kuranishi structure. Namely we have (Proposition 9.26)
d
Ä
f̂ !(ĥ; Ŝǫ)
ä
= f̂ !(dĥ; Ŝǫ) + f̂∂ !(ĥ∂ ;”Sǫ∂). (1.9)
In Section 10, we state and prove a composition formula whose outline is in order.
We begin with X,Ms,Mt, Û , f̂s, f̂t,“S satisfying the following properties. (Here the
indices s and t stand for the source and the target, respectively.)
Situation 1.7. (1) X,Mt, Û ,“ft play the role of X , M , Û , f̂ in Situation 1.6.
(2) X,Ms, Û , “fs play the role of X , M , Û , f̂ of Situation 1.6 except we do not
assume weak submersivity of f̂s but assume only strong smoothness.
(3) “S is a CF-perturbation such that X,Mt, Û ,“ft together with “S satisfy the
transversality assumption required to define integration along the fiber by“ft. (Namely we assume f̂t is strongly submersive with respect to “S. See
Definition 9.2.)
We call (X,Ms,Mt, Û , “fs,“ft) a smooth correspondence (See Situation 7.1) and
(X,Ms,Mt, Û ,“S, “fs,“ft) a perturbed smooth correspondence (Definition 10.19). To
each such correspondence X = (X,Ms,Mt, Û , “fs,“ft,“S) and sufficiently small ǫ > 0,
we associate a linear map
CorrǫX : Ω
∗(Ms)→ Ω
∗+d(Mt)
by
CorrǫX(h) =
“ft!(f̂∗s ĥ; Ŝǫ). (1.10)
(See Definition 9.23.) Here f̂∗s is the pull-back operation which assigns a differential
form on (X, Û) to a differential form onMs. The pull-back is defined for an arbitrary
strongly smooth map “fs. (See Definition 7.70. Here we do not need to assume weak
or strong submersivity.) We define an integer d to be
d = dimMt − dim(X, Û).
Our composition formula claims that the assignment X 7→ CorrǫX is compatible with
compositions.
Suppose that both
X21 = (X21,M1,M2, Û21,‘S21,‘f1,21,‘f2,21)
X32 = (X32,M2,M3, Û32,‘S32,‘f2,32,‘f3,32)
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satisfy Situation 1.7. We define their composition X31 = X32 ◦ X21 as follows.
First we consider the fiber product of Kuranishi structures
(X31, Û31) = (X21, Û21)×M2 (X32, Û32)
to define the space with Kuranishi structure (X31, Û31) on which the CF-perturbations‘S21 and‘S32 induce a CF-perturbation. (Definition 10.13.) ‘f1,21 induces f̂1,31 :
(X31, Û31)→M1 and‘f3,32 induces f̂3,31 : (X31, Û31)→M3. We then put
X31 = X32 ◦ X21 = (X31,M1,M3, Û31,‘S31,‘f1,31,‘f3,31).
It satisfies Situation 1.7. (Lemma 10.14 etc.) Now the composition formula is
stated as
Theorem 10.20. Suppose that X˜i+1i = (Xi+1i,’Ui+1i,’Si+1i,÷fi,i+1i,ÿ fi+1,i+1i) are
perturbed smooth correspondences for i = 1, 2. Then
Corrǫ
X˜32◦X˜21
= Corrǫ
X˜32
◦ Corrǫ
X˜21
(1.11)
for each sufficiently small ǫ > 0.
Remark 1.8. Integration along the fiber of differential form on spaces with Ku-
ranishi structure is written in [FOOO7, Section 12]. Especially Stokes’ formula
and the Composition formula was given in [FOOO7, Lemma 12.13] and [FOOO7,
Lemma 12.15] respectively. Here we present them in greater details. In [FOOO7],
the process going from a Kuranishi structure to a good coordinate system and back
was not written explicitly. (One reason is because the main focus of [FOOO7] lies
in its application to the Lagrangian Floer theory of torus orbits of toric manifolds
but not in the foundation of the general theory.) Here we provide thorough detail.
This theory is actually very similar to the manifold theory.
In Section 11, we prove the existence of a good coordinate system that is compat-
ible with the given Kuranishi structure (Theorem 3.30). We also prove its several
variations. The proof we give there is basically the same as those presented in [FOn]
which itself is more detailed in [FOOO13]. We simplify the proof in several places
as well as provide details of several points whose proofs were rather sketchy in the
previous writings. We separate the discussion on general topology issue from other
parts and put it in a separate paper [FOOO18].
Section 12 is devoted to the proof of existence of a CF-perturbation satisfying
appropriate transversality properties. This proof is split into 3 parts.
In the first part (Subsection 12.1) we prove such an existence result for a single
Kuranishi chart. For this, we use the language of sheaf. In particular we prove that
the assignment
U 7→ {all CF-perturbations on U}
for each open subset U ⊂ Up defines a sheaf. We also consider the sub-sheaf
consisting of CF-perturbations satisfying appropriate transversality properties. The
main result is stated as a softness of these sheaves. (Proposition 12.4.)
The second part of the proof (Subsection 12.2) discusses the case where we have
a coordinate change of Kuranishi chart from U1 to U2. Assuming we are given a CF-
perturbation on U1 with various transversality properties, we show that we can find
a CF-perturbation of U2 with certain transversality properties such that these two
CF-perturbations are compatible with the coordinate change (Proposition 12.22).
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(Actually Proposition 12.22 includes a relative version of this statement, which we
also need for our exposition.)
In the third part (Subsection 12.3) we complete the proof of existence theorem
of a CF-perturbation (Theorem 7.49 and its variants) combining the results of the
earlier two subsections.
As far as the de Rham version is concerned, the results up to Section 12 provide
a package we need for the case we work on a single space with Kuranishi structure.
The contents of Sections 13 and 14 will be used in Parts 2 and 3 to verify that most
part of the story works when the ground field is Q. The results of Sections 13 and
14 are not necessary over the ground field R or C. Actually de Rham version of the
story is in various sense easier to work out than proving the corresponding results
in the singular homology version. (Maybe the reason is similar to the reason why
teaching an under-graduate homology theory of manifold based on de Rham theory
is easier than teaching on based on the singular homology theory. This is especially
so when one teaches cup product.)
In Section 13, we prove an existence theorem of multi-valued perturbation (See
Theorem 6.37). The proof is similar to the proof of Theorem 7.49. There are two
differences:
The first difference is as follows. In the case we work with the de Rham complex,
we can construct a CF-perturbation of (X, ÊU) so that a given weakly submersive
map Êf : (X, ÊU)→M becomes strongly submersive and use it. (This means that the
restriction of fp to the zero set of perturbed section is a submersion.) This makes
it possible to define the integration along the fiber. On the other hand we cannot
expect to find multi-valued perturbation such that restriction of fp to its zero set
is submersive. (We can find a multi-valued perturbation that is transversal to 0.)
This difference makes it a bit harder to use multi-valued perturbation to work out
chain level argument. We can still do it but we need to break symmetry more. This
point is explained, for example, in [FOOO4, Subsection 7.2.2], [Fu2] and etc.. In
this article we use multi-valued perturbation only in the case when the dimension
of our good coordinate system is 1,0 or negative because of this issue.
The second difference is rather technical and is explained in Subsection 13.5.
In Sections 14, we discuss the virtual fundamental chain (over Q) through a
multi-valued perturbation. The de Rham version of this section is Sections 7 and 8.
In this section, we study only the case where the (virtual) dimension of our space
(X, ÊU) with good coordinate system is negative, 0 or 1 and prove the following.
(1) In case dim(X, ÊU) < 0 the zero set of multisection which is transversal to 0
is an empty set.
(2) In case dim(X, ÊU) = 0 the zero set of multisection which is transversal
to 0 consists of finitely many points and is away from the boundary of
X . By defining appropriate weight to each point of this zero set and tak-
ing weighted sum, we can define a rational number which is the virtual
fundamental chain. (This number in general depends on the choice of mul-
tisection.)
(3) Suppose dim(X, ÊU) = 1. Then dim ∂(X, ÊU) = 0. By Item (2) we can
define a virtual fundamental chain [∂(X, ÊU , Ásn)] of ∂(X, ÊU). (Here Ásn is the
multi-valued perturbation we use to define it.) Then we have:
[∂(X, ÊU , Ásn)] = 0. (1.12)
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Item (1) is Lemma 14.1 (1). Item (2) is Lemma 14.1 (2), Lemma 14.5 and Definition
14.6. Item (3) is Theorem 14.10, which corresponds to Stokes’ formula in our
situation and is the main result of Section 14.
Theorem 14.10. Let (ÊU ,Ês) be a good coordinate system with multivalued perturba-
tion of X (see Definition 14.3) and assume dim(X, ÊU) = 1. We consider its nor-
malized boundary ∂(X, ÊU) = (∂X, ∂ ÊU) where Ês induces a multivalued perturbationÁs∂ thereof and (∂ ÊU , Ásn∂) is a good coordinate system with multivalued perturbation
of ∂X with dim(∂X, ∂ ÊU) = 0. Then the following formula holds.
[(∂X, ∂ ÊU , Ásn∂)] = 0.
Furthermore we also show
Corollary 14.28. Let Xi = (Xi, Û i), i = 1, 2 be spaces with Kuranishi structure
without boundary of dimension 0. Suppose that there exists a space with Kuranishi
structure Y = (Y, Û) (but without corner) such that
∂Y = X1 ∪ −X2.
Here −X2 is the smooth correspondence X2 with opposite orientation. Then we
have
[(X1, Û1)] = [(X2, Û2)]. (1.13)
The proof of Theorem 14.10, which was given in [FOn], goes as follows. We take
a transversal multisection of (X, ÊU) extending the given one, Ásn, on the boundary.
We may take it so that its zero set has a triangulation and it, when equipped with
an appropriate weight, defines a chain. (In our situation it is a singular chain of a
space which consists of a single point.) The boundary of this chain is the degree
0 chain which is the virtual fundamental chain [∂(X, ÊU , Ásn)]. Therefore it is zero.
(Degree zero singular chain of a point is zero if it is homologous to zero.)
This proof is correct as it is. The only nontrivial issue (besides the existence of
transversal multisection) to be clarified is the triangulability of the zero set. Non-
trivial point of the argument is the following. If we take each branch of multisection
sni , its zero set is a one dimensional manifold. We need to check however union of
various (sni )
−1(0) (for different branches) has triangulation. In case the intersec-
tion of (sni )
−1(0) with (snj )
−1(0) is wild this triangulability fails. Other point is a
discussion of the behavior of the zero set at the locus where the number of branches
changes. As we mentioned in [FOn] we can resolve these points by taking an ap-
propriate generic choice of perturbations. (See [FOn, page 946].) In our situation
where our space (with good coordinate system) is 1 dimensional it is not so difficult
to work it out.14
We will discuss triangulation of the zero set of multisection elsewhere in more
detail. In this article, we provide an alternative proof of Theorem 14.10 which may
be simpler and more transparent. In this proof we take a function f : (X, ÊU)→ R≥0
such that f−1(0) = ∂X and its gradient vector field of f along ∂X points inward.
14In [FOn] the case when the dimension is higher is also discussed. Those cases are more
nontrivial to handle. However none of the application in [FOn] uses the case when the dimension
of (X, ÊU) is higher than 1.
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For generic s > 0, the level set f−1(s) = Xs carries a good coordinate system
induced from ÊU which we write ËUs. The dimension of (Xs,ËUs) is zero. Using
compactness of X we find that Xs is an empty set for sufficiently large s. Since
(X0,ËU0) = ∂(X, ÊU), to prove Theorem 14.10, it suffices to prove that the virtual
fundamental chain [(Xs,ËUs, Ásn|ÁUs)] ∈ Q is independent of s. Note the zero set
of (Ásn)−1(0) ∩ f−1(0) is zero dimensional, which is a finite set. So the required
independence follows by locally studying the zero set of Ásn.
Remark 1.9. We would like to again mention a relationship with [Jo2], [Jo4]. In
[Jo4], Joyce gave an alternative version of ‘space with Kuranishi structure’. In his
version he relaxes the condition of compatibility of coordinate changes so that it is
required only at the zero set of Kuranishi map. He requires compatibility including
the derivative up to the first order. In that way Joyce succeeds in inverting the
arrows of the coordinate change of Kuranishi charts so that the trouble coming from
noninvertibility of coordinate change disappears. His way has an advantage that
one can define the notion of morphisms between ‘spaces with Kuranishi structures’.
We however use our version of Kuranishi structure and good coordinate system
in this article. The reason is as follows. Our goal is to define a system of operators
from a system of smooth correspondences (which is the object such as Situation
1.7 (1)(2)). We need to choose a chain model on which we realize our operations
forming the algebraic structure. Our choice in this article is the de Rham complex.
(In some other occasion we also use the singular chain complex.) Note the space
X which has Kuranishi structure may have pathological topology in general. So
singular homology does not behave nicely for X . In the case of de Rham model,
the situation gets even worse. Namely it seems impossible to define the notion of
differential forms on X . 15
Thus, we need to take a union of charts of X which has a positive size to work
with de Rham or singular homology. Namely we need a system of spaces Up which
is a manifold or orbifold and containing X . Both singular homology and de Rham
cohomology of such spaces behave nicely. We remark that to define the notion of
differential forms of a good coordinate system or of Kuranishi structure, we need
compatibility of coordinate change in our sense, that is stronger than Joyce assumed
in [Jo4]. Namely, we also need to assume compatibility at some points outside X
(i.e., outside the zero set of Kuranishi map s). By this reason, it seems that we
can use neither de Rham cohomology nor singular homology directly if we use the
definition of Kuranishi structure in the sense of [Jo4].
As far as we understand, Joyce’s plan is to use a version of Kuranishi homology
([Jo1]) as the cohomology theory which makes sense in his version of Kuranishi
structure. It seems likely that this approach works. One potential trouble however
is the Poincare´ duality. Joyce in [Jo1] provides a chain level intersection paring.
However the intersection ‘number’ in his chain level intersection paring is not a
number but is an element of some huge complex (whose cohomology group is Q).
Though this construction provides the same amount of information in the homology
level there is a trouble using it for the chain level argument. While we work on
the chain level argument, sometimes we need to convert some input variables (of
algebraic operation we will obtain) to output variables. We use the (chain level)
15Since Cˇech cohomology behaves nicely with respect to the projective limit, it might be the
best choice if we want to define chain model directly on the topological space X.
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Poincare´ duality for this purpose. Note the pairing
(u, v) 7→
∫
M
u ∧ v ∈ R
works in the chain level in de Rham theory. This identifies an element of de Rham
complex with an element in its dual. Although the dual space of the space of
differential forms is the set of distributions and is different from the set of differential
forms, the difference between the spaces of differential forms and of distributions is
relatively small so that we can still use the chain level Poincare´ duality to convert
certain input variables to output variables. It seems that to realize this Poincae´
duality in the situation of Kuranishi homology, one needs to work more on the side
of homological algebra. The amount of algebraic work to be done for this purpose
might be very heavy, although it is plausible.
Remark 1.10. As we mentioned in the beginning, we previously wrote an article
[FOOO13] which provides a detailed explanation of similar nature as that of the
present article. We refer readers to [FOOO13, Part 6] for some documentation of
certain activities in which we were involved concerning the foundation of the virtual
fundamental chain techniques, around the time when [FOOO13] was written. After
we posted [FOOO13] in arXiv in 2013 September, we have continued our effort of
accommodating the demand for more details of this technique which came from
some part of symplectic geometry community.
The first named author, together with other mathematicians, organized a semester-
long program in the Simons Center for Geometry and Physics to discuss the foun-
dation of the virtual fundamental chain techniques. Two one-week long conferences
were held on the subject as well as a series of eleven lectures are presented by the
first named author which are closely related to the content of this article. (The
video of the conferences and the first named author’s lectures are available in the
web page of the Simons Center for Geometry and Physics.) In addition, in our
attempt to clarify the ‘Hausdorffness issue’ raised by D. McDuff and K. Werheim
in their joint lectures given in the Institute for Advanced Study in early 2012, we
separately wrote a paper [FOOO18].
While we have been writing this article and during these activities occurred
(that is, between September 2013 and March 2015), the present authors have not
been aware of any explicit mathematical questions unanswered on the foundation
of virtual fundamental chain or cycle technique or on its application to the moduli
space of pseudo-holomorphic curves. 16
16We disregard ‘objections’ directed to the points whose answers we had already provided
before they were presented.
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2. Notations
◦ IntA, A˚: Interior of a subset A of a topological space.
◦ A: Closure of a subset A of a topological space.
◦ Perm(k): The permutation group of order k!.
◦ Supp(h), Supp(f): The support of a differential form h, a function f , etc..
◦ ϕ⋆F : Pullback of a sheaf F by a map ϕ.
◦ X : A paracompact metrizable space. (Part I).
◦ Z: A compact subspace of X . (Part I).
◦ U = (U, E , ψ, s): A Kuranishi chart, Definition 3.1.
◦ U|U0 = (U0, E|U0 , ψ|U0∩s−1(0), s|U0): open subchart of U = (U, E , ψ, s), Def-
inition 3.1.
◦ Φ = (ϕ, ϕ̂): Embedding of Kuranishi charts, Definition 3.2.
◦ op, op(q): Points in a Kuranishi neighborhood Up of p. Definition 3.4.
◦ Φ21 = (U21, ϕ21, ϕ̂21): Coordinate change of Kuranishi charts from U1 to
U2, Definition 3.5.
◦ Û = ({Up}, {Φpq}): Kuranishi structure, Definition 3.8.
◦ (X, Û), (X,Z; Û): K-space, relative K-space, Definition 3.11.
◦ ÊU = ((P,≤), {Up}, {Φpq}): Good coordinate system, Definition 3.14.
◦ | ÊU|: Definition 3.15.
◦ Φ̂ : Û → Û ′: KK-embedding. An embedding of Kuranishi structures,
Definition 3.20.
◦ ÊΦ : ÊU → ËU ′ : GG-embedding. An embedding of good coordinate systems,
Definition 3.24.
◦ Φ̂ : Û → ÊU : KG-embedding, An embedding of a Kuranishi structure to a
good coordinate system, Definition 3.29.
◦ Φ̂ : ÊU → Û : GK-embedding. An embedding of good coordinate system to
a Kuranishi structure, Definition 5.9.
◦ f̂ : (X,Z; Û) → Y and Êf : (X,Z; ÊU) → Y : Strongly continuous map,
Definitions 3.35 and 3.38.
◦ (X,Z; Û)×N M , (X1, Z1; Û1)×M (X2, Z2; Û2): Fiber product of Kuranishi
structures, Definition 4.9.
◦ Sk(X,Z; Û), Sk(X,Z; Û): Corner structure stratification, Definition 4.15.
◦ Sd(X,Z; Û), Sd(X,Z; ÊU): Dimension stratification, Definition 5.1
◦ Û <”U+: ”U+ is a thickening of Û . Definition 5.3.
◦ Sp(X,Z; ÊU ;K): Definition 5.6 (4).
◦ K = {Kp | p ∈ P}: A support system. Definition 5.6 (2).
◦ (K1,K2) or (K−,K+): A support pair, Definition 5.6 (3).
◦ K1 < K2: Definition 5.6.
◦ |K|: Definition 5.6.
◦ Bδ(A): Metric open ball, (6.20).
◦ Sx = (Wx, ωx, {sǫx}): CF-perturbation (=continuous family perturbation)
on one orbifold chart. Definition 7.3.
◦ Sǫx = (Wx, ωx, s
ǫ
x) for each ǫ > 0: Definition 7.2.
◦ S = {(Vr,Sr) | r ∈ R}: Representative of a CF-perturbation on Kuranishi
chart U . Definition 7.15.
HereVr = (Vr, Er,Γr, φr, φ̂r) is an orbifold chart of (U, E) and Sr = (Wr, ωr, {sǫr})
is a CF-perturbation of U on Vr.
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◦ Sǫ = {(Vr,Sǫr ) | r ∈ R} for each ǫ > 0. Definition 7.15.
◦ ÁS = {Sp | p ∈ P}: CF-perturbation of good coordinate system. Definition
7.47.
◦ “S: CF-perturbation of Kuranishi structure. Definition 9.1.
◦ S : Sheaf of CF-perturbations. Proposition 7.21.
◦ S⋔0, Sf⋔, Sf⋔g: Subsheaves of S . Definition 7.25.
◦ Êf !(Êh;ËSǫ): Pushout or integration along the fiber of Êh by ( Êf,ËSǫ) on good
coordinate system. Definition 7.78
◦ f̂ !(ĥ; Ŝǫ): Pushout or integration along the fiber of ĥ by (f̂ , Ŝǫ) on Kuran-
ishi structure. Definition 9.13.
◦ Corr
(X,ËSǫ): Smooth correspondence associated to good coordinate system.
Definition 7.85.
◦ Corr
(X,Ŝǫ)
: Smooth correspondence of Kuranishi structure Definition 9.23.
◦ (snp )
−1(0): The zero set of multisection.
◦ Π((Sǫ)−1(0)): Support set of a CF-perturbation Sǫ. Definition 7.72.
◦ (V,Γ, φ): Orbifold chart, Definitions 15.1, 15.6.
◦ (V,E,Γ, φ, φ̂): Orbifold chart of a vector bundle, Definitions 15.17, 15.22.
◦ (X, E): Orbibundle, Definition 15.20.
Convention on the way to use several notations.̂ and Ê We use ‘hat’ such as Û , f̂ , “S, ĥ of an object defined on a Kuranishi
structure Û . We use ‘triangle’ such as ÊU , Êf , ÁS, Êh of an object defined on a
good coordinate system ÊU .
p and p For a Kuranishi structure Û on Z ⊆ X we write Up for its Kuranishi chart,
where p ∈ Z. (We use an italic letter p.) For a good coordinate system ÊU
on Z ⊆ X we write Up for its Kuranishi chart, where p ∈ P. (We use a
German character p.) Here P is a partial ordered set.
 The mark  indicates the end of Situation. See Situation 6.3, for example.
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3. Kuranishi structure and good coordinate system
3.1. Kuranish structure. The notion of Kuranishi structure in this document is
the same as one in [FOOO7, Section A1] and [FOOO13], except we include the
existence of tangent bundle in the definition of Kuranishi structure. The notion
of good coordinate system in this document is the same as one in [FOOO13]. We
introduce some more notations which are useful to shorten the account of this
article. We refer Section 15, for the definition of (effective) orbifold, vector bundle
on an oribifold, and their embeddings. Our orbifold is always assumed to be effective
unless otherwise mentioned explicitly.
Throughout Part 1, X is always a separable metrizable space.
Definition 3.1. A Kuranishi chart of X is U = (U, E , ψ, s) with the following
properties.
(1) U is an orbifold.
(2) E is a vector bundle on U .
(3) s is a smooth section of E .
(4) ψ : s−1(0)→ X is a homeomorphism onto an open set.
We call U a Kuranishi neighborhood, E an obstruction bundle, s a Kuranishi map
and ψ a parametrization.
If U ′ is an open subset of U , then by restricting E , ψ and s to U ′, we obtain a
Kuranishi chart which we write U|U ′ and call it an open subchart.
The dimension U = (U, E , ψ, s) is by definition
dimU = dimU − rankE .
Here rankE is the dimension of the fiber E → U .
We say that U = (U, E , ψ, s) is orientable if U and E are orientable. An orien-
tation of U = (U, E , ψ, s) is a pair of orientations of U and of E . An open subchart
of an oriented Kuranishi chart is oriented.
Definition 3.2. Let U = (U, E , ψ, s), U ′ = (U ′, E ′, ψ′, s′) be Kuranishi charts of X .
An embedding of Kuranishi charts : U → U ′ is a pair Φ = (ϕ, ϕ̂) with the following
properties.
(1) ϕ : U → U ′ is an embedding of orbifolds. (See Definition 15.2.)
(2) ϕ̂ : E → E ′ is an embedding of vector bundles over ϕ. (See Definition
15.20.)
(3) ϕ̂ ◦ s = s′ ◦ ϕ.
(4) ψ′ ◦ ϕ = ψ holds on s−1(0).
(5) For each x ∈ U with s(x) = 0, the (covariant) derivative Dϕ(x)s
′ induces
an isomorphism
Tϕ(x)U
′
(Dxϕ)(TxU)
∼=
E ′ϕ(x)
ϕ̂(Ex)
. (3.1)
In other words, the map (3.1) is the right vertical arrow of the next commutative
diagram.
TxU
Dxϕ
−−−−→ Tϕ(x)U
′ −−−−→
Tϕ(x)U
′
(Dxϕ)(TxU)
Dxs
y yDϕ(x)s′ y
ϕ̂(Ex)
ϕ̂
−−−−→ E ′ϕ(x) −−−−→
E′ϕ(x)
ϕ̂(Ex)
(3.2)
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If dimU = dimU ′ in addition, we call (ϕ, ϕ̂) an open embedding.
Definition 3.3. In the situation of Definition 3.2, suppose U and U ′ are oriented.
Then the orientations induce trivialization of DetTU ′⊗DetE ′ and of DetTU⊗DetE .
(Here DetE is a real line bundle which is the determinant line bundle of E . DetTU ′
etc. are defined in the same way.)
We say Φ = (ϕ, ϕ̂) is orientation preserving if the isomorphism
DetTϕ(x)U
′ ⊗ (DetTxU)
∗ ∼= DetE ′ϕ(x) ⊗ (DetEx)
∗
induced by (3.1) is compatible with these trivializations.
The composition of embeddings of Kuranishi charts is again an embedding of
Kuranishi charts. There is an obvious embedding of Kuranishi charts from U to
itself, that is, the identity. We can define the notion of isomorphism of Kuranishi
charts by using the above two facts in an obvious way.
Definition 3.4. For A ⊆ X , a Kuranishi neighborhood of A is a Kuranishi chart
such that Im(ψ) contains A. In case A = {p} we call it a Kuranishi neighborhood
of p or a Kuranishi chart at p.
When Up = (Up, Ep, ψp, sp) is a Kuranishi neighborhood of p, we denote by
op ∈ Up the point such that sp(op) = 0 and ψp(op) = p. If q ∈ Im(ψp) we denote
by op(q) ∈ Up the point such that sp(op(q)) = 0 and ψp(op(q)) = q. Note such op
and op(q) are unique.
Definition 3.5. Let U1 = (U1, E1, ψ1, s1), U2 = (U2, E2, ψ2, s2) be Kuranishi charts
of X . A coordinate change in weak sense (resp. in strong sense) from U1 to U2 is
Φ21 = (U21, ϕ21, ϕ̂21) with the following properties (1) and (2) (resp. (1), (2) and
(3)):
(1) U21 is an open subset of U1.
(2) (ϕ21, ϕ̂21) is an embedding of Kuranishi charts : U1|U21 → U2.
(3) ψ1(s
−1
1 (0) ∩ U21) = Im(ψ1) ∩ Im(ψ2).
In case U1 and U2 are oriented Φ21 is said to be orientation preserving if it is so as
an embedding.
Remark 3.6. We use coordinate changes in weak sense for Kuranishi structures
(Definition 3.8), while we use coordinate changes in strong sense for good coordinate
systems (Definition 3.14). From now on, coordinate changes appearing in Kuranishi
structures are in weak sense and coordinate changes appearing in good coordinate
systems are in strong sense.
Convention 3.7. Hereafter in Part 1, Z is assumed to be a compact subset of X ,
unless otherwise specified.
Definition 3.8. A Kuranishi structure Û of Z ⊆ X assigns a Kuranishi neigh-
borhood Up = (Up, Ep, ψp, sp) of p to each p ∈ Z and a coordinate change in
weak sense Φpq = (Upq, ϕpq, ϕ̂pq) : Uq → Up to each p, q ∈ Im(ψp) ∩ Z such
that q ∈ ψq(s−1q (0) ∩ Upq) and the following holds for each p, q ∈ Im(ψp) ∩ Z,
r ∈ ψq(s−1q (0) ∩ Upq) ∩ Z.
We put Upqr = ϕ
−1
qr (Upq) ∩ Upr. Then we have
Φpr|Upqr = Φpq ◦ Φqr |Upqr . (3.3)
We call Z the support set of our Kuranishi structure.
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We also require that the dimension of Up is independent of p and call it the
dimension of Û .
Remark 3.9. We require that the equality (3.3) holds on the domain where both
sides are defined. This is always the case of this kinds of equality when we require
such an equality between the maps whose domain is a Kuranishi chart that is a
member of a Kuranishi structure.
On the other hand, in case when we study maps whose domain is a Kuranishi
chart that is a member of a good coordinate system defined in Definition 3.14, we
sometimes require other conditions such as the condition that the domains of the
two maps coincide. (See Definition 3.24 (1) for example.) We mention explicitly
those conditions when we require it.
Definition 3.10. We say the Kuranishi structure ({Up}, {Φpq}) is orientable if we
can choose orientation of Up such that all Φpq are orientation preserving.
The notion of orientation of an orientable Kuranishi structure and of oriented
Kuranishi structure is defined in an obvious way.
Definition 3.11. A K-space is a pair (X, Û) of a paracompact metrizable space X
and a Kuranishi structure Û of X .
A relative K-space is a triple (X,Z; Û), where Z ⊆ X is a compact subspace and
Û is a Kuranishi structure of Z ⊆ X .
Remark 3.12. In [FOn, FOOO4, FOOO13] we assumed that the orbifold appear-
ing in Kuranishi structure is a global quotient. Namely we assumed U = V/Γ
where V is a manifold and Γ is a finite group acting on V effectively and smoothly.
There is no practical difference of the definition since we can always replace Up by
a smaller open subset so that it becomes of the form Up = Vp/Γp.
Remark 3.13. In [Jo1] etc. a space with Kuranishi structure is called Kuranishi
space. However the name ‘Kuranishi space’ has been used for a long time for the
deformation space of complex structure, which Kuranishi discovered in his cele-
brated work. The Kuranishi structure in our sense is much inspired by Kuranishi’s
work, but a space with Kuranishi structure is different from the deformation space
of complex structure (Kuranishi space). So we call it K-space in this document.
We also insist to call s a Kuranishi map. This is the main notion discovered by
Kuranishi.
From now on when we write Kuranishi neighborhood of p as Up, U ′p etc. we use
the notation Vp, Up etc. by Up = (Up, Ep, ψp, sp).
3.2. Good coordinate system.
Definition 3.14. A good coordinate system of Z ⊆ X isÊU = ((P,≤), {Up | p ∈ P}, {Φpq | q ≤ p})
such that:
(1) (P,≤) is a partially ordered set. We assume #P is finite.
(2) Up is a Kuranishi chart of X .
(3)
⋃
p∈P Up ⊇ Z.
(4) Let q ≤ p. Then Φpq = (Upq, ϕpq, ϕ̂pq) is a coordinate change in strong
sense: Uq → Up in the sense of Definition 3.5.
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(5) If r ≤ q ≤ p, then by putting Upqr = ϕ−1qr (Upq) ∩ Upr we have
Φpr|Upqr = Φpq ◦ Φqr|Upqr . (3.4)
(6) If Im(ψp) ∩ Im(ψq) 6= ∅, then either p ≤ q or q ≤ p holds.
(7) We define a relation ∼ on the disjoint union
∐
p∈P Up as follows. Let
x ∈ Up, y ∈ Uq. We define x ∼ y if and only if one of the following holds:
(a) p = q and x = y.
(b) p ≤ q and y = ϕqp(x).
(c) q ≤ p and x = ϕpq(y).
Then ∼ is an equivalence relation.
(8) The quotient of
∐
p∈P Up/ ∼ by this equivalence relation is Hausdorff with
respect to the quotient topology.
In case Z = X we call it a good coordinate system of X .
In case ÊU satisfies only (1)-(6), we call it a good coordinate system in the weak
sense.
We call Z the support set of our good coordinate system.
We also require that the dimension of Up is independent of p and call it the
dimension of ÊU .
We say a good coordinate system structure ÊU = ((P,≤), {Up | p ∈ P}, {Φpq | q ≤
p}) is orientable if we can choose orientation of Up such that all Φpq are orientation
preserving. The notion of orientation of orientable good coordinate system and of
oriented good coordinate system is defined in an obvious way.
Definition 3.15. We write | ÊU| the quotient set of the equivalence relation in Def-
inition 3.14 (7). (See [FOOO13, Remark 5.20] for its topology.)
Remark 3.16. (1) Condition (7) above was not included in the definition of
good coordinate system in [FOn], [FOOO4]. This condition is due to Joyce
[Jo1].
(2) The fact that Condition (8) makes the argument used in our construction of
the perturbations more transparent became clearer during the discussion
at the google group Kuranishi. This condition was not included in the
definition of good coordinate system in [FOn], [FOOO4]. The authors thank
the members of the google group Kuranishi who helped us much to polish
the discussion here.
(3) However, we note that, for each ‘good coordinate system’ in the sense of
[FOn], [FOOO4], for which (7), (8) are not necessarily satisfied, we can
always shrink Up so that (7), (8) are satisfied. The detailed proof of this
fact is given in [FOOO18]. Therefore, the statements in [FOOO4] based
on the definition of ‘good coordinate system’ in the sense of [FOOO4], is
correct as stated there without change17.
(4) Throughout this document, we denote by Up etc. (where the index p is a
German character) a Kuranishi chart which is a member of good coordinate
system, and by Up etc. (where the index p is an italic letter) a Kuranishi
chart which is a member of Kuranishi structure.
17 Note however that there is an error related to the notion of ‘germ of Kuranishi neighborhood’
in [FOn], which was explained in [FOOO13, Subsection 34.1]. This error had been corrected in
[FOOO4, Section A1].
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From now on, when we write coordinate change Uq → Up as Φpq we use the
notations Upq, ϕpq etc. where Φpq = (Upq, ϕpq, ϕ̂pq). The same remark applies to
Φpq.
Lemma 3.17. Let Ui = (Ui, Ei, ψi, si), (i = 1, 2) be Kuranishi charts and Φ21 :
U1 → U2 a coordinate change. We assume that dimU1 = dimU2 and the map
U21 → U1 × U2
defined by x 7→ (ϕ21(x), x) is proper. Then there exists a Kuranishi chart U3 =
(U3, E3, ψ3, s3) and open KK-embeddings Φ3i = (ϕ3i, ϕ̂3i) : Ui → U3 (i = 1, 2) such
that
(1) Φ32 ◦ Φ21 = Φ31|U21 .
(2) U3 = Im(ϕ31) ∪ Im(ϕ32).
Proof. We can glue two orbifolds (of the same dimension) U1 and U2 by the diffeo-
morphism U21 → U2 to its image (that is an open set). Here U21 ⊂ U1 is also an
open set. By the properness we assumed the glued space is Hausdorff. Therefore,
by gluing we obtain an orbifold, which we denote by U3. We can glue E1 and E2 to
obtain E3. The rest of the proof is obvious. 
We note that U3 is unique up to isomorphism that is compatible with Φ3i. (The
proof of this uniqueness is easy and is left to the reader.) We call the chart U3 the
sum chart.
Lemma 3.18. Let Ui = (Ui, Ei, ψi, si) (i = 1, 2, 3) and Φij (1 ≤ i ≤ j ≤ 3)
be as in Lemma 3.17. Let U0 = (U0, E0, ψ0, s0) be another Kuranishi chart and
Φ0i : Ui → U0 (resp. Φi0 : U0 → Ui) embeddings of Kuranishi charts for i = 1, 2.
We assume
Φ02 ◦ Φ21 = Φ01|U21 ,
(resp. U10 ∩ U20 = ϕ
−1
10 (U21) and Φ21 ◦ Φ10|U10∩U20 = Φ20|U10∩U20 .)
Then there exists a unique embedding of Kuranishi charts Φ03 : U3 → U0 (resp.
Φ30 : U0 → U3) such that
Φ03 ◦ Φ3i = Φ0i (resp. Φ3i ◦ Φi0 = Φ30).
Proof. We note that our orbifold is always assumed to be effective and we only
consider embeddings as maps between them. As its consequence, two such maps
coincide if they coincide set-theoretically. Moreover, if we are given smooth maps
(embedding) on open subsets of our orbifolds so that they coincide on the intersec-
tion of the domain, then we can glue them to obtain a smooth map (embedding).
Lemma 3.18 is an immediate consequence of these facts. 
Remark 3.19. It seems that Lemma 3.18 will become false if we include noneffec-
tive orbifold.
3.3. Embedding of Kuranishi structures I.
Definition 3.20. Let Û = ({Up}, {Φpq}), Û ′ = ({U ′p}, {Φ
′
pq}) be Kuranishi struc-
tures of Z ⊆ X . A strict KK-embedding Φ̂ = {Φp} from Û to Û ′ assigns, to each
p ∈ Z, an embedding of Kuranishi charts Φp = (ϕp, ϕ̂p) : Up → U ′p such that for
each q ∈ Im(ψp) ∩ Z we have the following:
⊛ Φp ◦ Φpq|Upq∩ϕ−1q (U ′pq)
= Φ′pq ◦ Φq|Upq∩ϕ−1q (U ′pq)
.
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(See Remark 3.9.)
We say that it is an open KK-embedding if dimUp = dimU
′
p for each p.
We say that Û is an open substructure of Û ′ if there exists an open KK-embedding
Û → Û ′.
A KK-embedding from Û to ”U+ is a strict KK-embedding Û0 → ”U+ from an
open substructure Û0 of Û .
Definition 3.21. In the situation of Definition 3.20 we assume that Û and Û ′ are
oriented. We say that Φ̂ = {Φp} is orientation preserving if each of Φp is orientation
preserving.
Remark 3.22. The notion orientation preserving embedding can be defined for
other types of embeddings (there are 4 types of them see Table 5.1.) in an obvious
way.
Convention 3.23. Hereafter in this article we assume all the Kuranishi charts,
Kuranish structures and good coordinate systems are oriented unless otherwise
mentioned explicitly. We also assume all the coordinate change and embedding
among Kuranishi charts, Kuranish structures and good coordinate systems are
orientation preserving unless otherwise mentioned explicitly.
Definition 3.24. Let ÊU = (P, {Up}, {Φpq}), ËU ′ = (P′, {U ′p′}, {Φ′p′q′}) be good
coordinate systems of Z ⊆ X . A GG-embedding ÊΦ = {Φp} from ÊU to ËU ′ assigns an
order preserving map i : P → P′ and, to each p ∈ P, an embedding of Kuranishi
charts Φp = (ϕp, ϕ̂p) : Up → U ′i(p) such that for each q ≤ p we have the following:
(1) Upq = ϕ
−1
q (U
′
i(p)i(q)).
(2) Φp ◦ Φpq = Φ′i(p)i(q) ◦ Φq|Upq .
Uq|Upq
Φq
−−−−→ U ′
i(q)|U ′i(p)i(q)
Φpq
y yΦ′i(p)i(q)
Up
Φp
−−−−→ U ′
i(p)
(3.5)
We say that ÊΦ is a weakly open GG-embedding if dimUp = dimU ′i(p) for each p. We
say it is an open GG-embedding if P = P′ in addition. We say it is a strongly open
GG-embedding if
ψp(Up ∩ s
−1
p (0)) = ψp(U
′
p ∩ (s
′
p)
−1(0))
holds in addition.
We say that ÊU is an open substructure (resp. weakly open substructure, strongly
open substructure) ofËU ′ if there exists an open (resp. weakly open, strongly open)
GG-embedding ÊU →ËU ′.
We say a GG-embedding ÊΦ is an isomorphism if the map i is a bijection and ϕ̂p
is an isomorphism for each p.
Remark 3.25. Definition 3.24, especially Item (1), implies that a GG-embeddingÊU →ËU ′ induces an injective continuous map | ÊU| → |ËU ′|.
Lemma 3.26. Let ÊU = (P, {Up}, {Φpq}) be a good coordinate system of Z ⊆ X
and let U0p ⊆ Up be given open subsets such that Z ⊂
⋃
p∈P ψp(s
−1
p (0) ∩ U
0
p ). Then
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there exists a unique coordinate change Φ0pq such that (P, {Up|U0p}, {Φ
0
pq}) is an
open substructure of ÊU .
Proof. Let Φpq = (Upq, ϕpq, ϕ̂pq). We put
U0pq = Upq ∩ U
0
q ∩ ϕ
−1
pq (U
0
p ) (3.6)
and Φ0pq = (U
0
pq, ϕpq|U0pq , ϕ̂pq|U0pq). It is easy to see that (P, {Up|U0p}, {Φ
0
pq}) is an
open substructure of ÊU .
On the other hand, if (P, {Up|U0p}, {Φ
0
pq}) is an open substructure of ÊU , then
Definition 3.24 (1) implies that the domain U0pq of Φpq must be as in (3.6). 
Lemma 3.27. Let Û = ({Up}, {Φpq}) be a Kuranishi structure of Z ⊆ X and U0p ⊆
Up open subsets containing p. Then there exists Φ
0
pq such that ({Up|U0p}, {Φ
0
pq}) is
an open substructure of Û .
Remark 3.28. The uniqueness dose not hold in Lemma 3.27 since there is no
condition similar to Definition 3.24 (1) for Kuranishi structure. They have, however,
a common open substructure.
Proof. We put
U0pq = Upq ∩ U
0
q ∩ ϕ
−1
pq (U
0
p ) (3.7)
and Φ0pq = (U
0
pq, ϕpq|U0pq , ϕ̂pq|U0pq ). It is easy to see that ({Up|U0p}, {Φ
0
pq}) is a Ku-
ranishi structure. 
Definition 3.29. Let Û be a Kuranishi structure and ÊU a good coordinate system
of Z ⊆ X . A strict KG-embedding of Û to ÊU assigns, for each p ∈ Z, p ∈ P with
p ∈ Im(ψp), an embedding of Kuranishi charts Φpp = (ϕpp, ϕ̂pp) : Up → Up with
the following properties.
If p, q ∈ P, q ≤ p, p ∈ Im(ψp)∩Z, q ∈ Im(ψp)∩ ψq(Upq) ∩Z, then the following
diagram commutes.
Uq|Upq∩ϕ−1qq (Upq)
Φqq
−−−−→ Uq|Upq
Φpq
y yΦpq
Up
Φpp
−−−−→ Up
(3.8)
A KG-embedding of Û to ÊU is by definition a strict KG-embedding of an open
substructure of Û to ÊU .
If Û0 → Û is a KK-embedding, ÊU → ÈU+ is a GG-embedding, and Û → ÊU is a
strict KG-embedding (resp. KG-embedding), then the composition
Û0 → Û → ÊU →ÈU+
is defined as a strict KG-embedding (resp. a KG-embedding). (See Definition 5.16
(3).)
The next result is the same as [FOn, Lemma 6.3], [FOOO13, Theorem 7.1]. We
will reproduce its proof together with various addenda in Section 11. In particular,
Theorem 3.30 is proved in Subsection 11.1.
Theorem 3.30. For any Kuranishi structure Û of Z ⊆ X there exist a good coor-
dinate system ÊU of Z ⊆ X and a KG-embedding Û → ÊU .
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Remark 3.31. According to Convention 3.23, Theorem 3.30 contains the state-
ment that ÊU and the KG-embedding Û → ÊU are oriented (provided Û is oriented).
We do not repeat this kinds of remarks later on.
Definition 3.32. A good coordinate system ÊU is said to be compatible with a
Kuranishi structure Û if there exists a KG-embedding Û → ÊU .
Remark 3.33. (1) The next terminology is due to Joyce [Jo1].
Definition 3.34. A good coordinate system is said to be excellent if P ⊂
Z≥0, ≤ is the standard inequality on Z≥0 and dimUp = p.
Starting with an arbitrary good coordinate system ÊU = ({Up}, {Φpq}),
we can construct an excellent good coordinate system ËU ′ as follows. Sup-
pose dimUp1 = dimUp2 . If Im(ψp1) is disjoint from Im(ψp2), we take
its disjoint union as a new chart and remove these two charts. Suppose
Im(ψp1)∩ Im(ψp2) 6= ∅. Then we may assume p1 < p2. Since an embedding
between two orbifolds of the same dimension is necessarily a diffeomor-
phism, the coordinate change Φp2p1 is an isomorphism. We can use this
observation and Lemma 3.17 to construct the sum chart of Up1 and Up2 .
We take it as a new chart and remove Up1 and Up2 . The coordinate change
between sum charts and other charts can be defined by using Lemma 3.18.
We can continue this process finitely many times until we get an excellent
coordinate system. Note there is a weakly open GG-embedding ÊU →ËU ′.
(2) We note that in [FOOO13, Section 7] we introduced the notion of mixed
neighborhood. It is basically equivalent to the notion of a pair of an ex-
cellent good coordinate system ÊU and a KG-embedding Û → ÊU . (The only
difference is that the conclusion of [FOOO13, Lemma 7.32] is not assumed
in [FOOO13, Definition 7.15]. This difference is not essential at all be-
cause of [FOOO13, Lemma 7.32].) Therefore Theorem 3.30 is equivalent to
[FOOO13, Theorem 7.1].
Definition 3.35. Let Û be a Kuranishi structure of Z ⊆ X .
(1) A strongly continuous map f̂ from (X,Z; Û) to a topological space Y assigns
a continuous map fp from Up to Y for each p ∈ X such that fp ◦ ϕpq = fq
holds on Upq.
(2) In the situation of (1), the map f : Z → Y defined by f(p) = fp(p) is a
continuous map from Z to Y . We call f : Z → Y the underlying continuous
map of f̂ .
(3) We require that the underlying continuous map f : Z → Y is extended to
a continuous map f : X → Y and include it to the data defining a strong
continuous map.
(4) When Y is a smooth manifold, we say f̂ is strongly smooth if each of fp is
smooth.
(5) A strongly smooth map is said to be weakly submersive if each of fp is a
submersion.
We sometimes say f is a strongly continuous map (resp. a strongly smooth map, a
weakly submersive map) in place of f̂ is a strongly continuous map (resp. a strongly
smooth map, weakly submersive), by an abuse of notation.
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Remark 3.36. The continuity claimed in (2) follows from the next diagram
s−1p (0)
ψp
−−−−→ Z
fp
y yf
Y Y
(3.9)
whose comutativity is a consequence of fp ◦ ϕpq = fq.
Remark 3.37. In [Jo1], Joyce used the terminology ‘strong submersion’ instead
of ‘weak submersion’ which we have been used since [FOn]. We insist on using the
terminology ‘weakly submersive’ by the following two reasons.
(1) Let V1 ⊂ V2 be a submanifold, f2 a map from V2 and f1 a restriction of f2
to V1. The condition that f2 is smooth is stronger than the condition that
f1 is smooth. So we used the word strongly smooth. On the other hand,
in case f2 is smooth, the condition that f2 is a submersion at each point
of V1 is weaker than the condition that f1 is a submersion. So we used the
word weak submersion.
(2) Later we will use the terminology ‘strongly submersive’ for a different no-
tion. See Definitions 6.35 and 6.36.
Definition 3.38. Let ÊU be a good coordinate system of Z ⊆ X .
(1) A strongly continuous map Êf from (X,Z; ÊU) to a topological space Y assigns
a continuous map fp from Up to Y to each p ∈ P such that fp ◦ ϕpq = fq
holds on Upq.
(2) In the situation of (1), the map f : Z → Y defined by f(p) = fp(op(p)) (for
p ∈ Im(ψp) ∩ Z) is a continuous map from Z to Y .
18 We call f : Z → Y
the underlying continuous map of Êf .
(3) We require that the underlying continuous map f : Z → Y is extended to
a continuous map f : X → Y and include it to the data defining strong
continuous map.
(4) When Y is a smooth manifold, we say Êf is strongly smooth if each of fp is
smooth.
(5) A strongly smooth map is said to be weakly submersive if each of fp is a
submersion.
We sometimes say f is a strongly continuous map (resp. a strongly smooth map,
weakly submersive) in place of Êf is a strongly continuous map (resp. a strongly
smooth map, weakly submersive), by an abuse of notation.
Definition 3.39. (1) If f̂ : (X,Z; Û ′) → Y is a strongly continuous map and
Φ̂ = {Φp} : Û → Û ′ is a KK-embedding, then fp ◦ ϕp : Up → Y defines a
strongly continuous map, which we call the pullback and write f̂ ◦ Φ̂.
(2) Let Φ̂ be a KK-embedding. If f̂ is strongly smooth, then so is f̂ ◦ Φ̂. If Φ̂ is
an open embedding and f̂ is weakly submersive, then f̂ ◦ Φ̂ is also weakly
submersive.
(3) The good coordinate system version of pullback of maps can be defined in
the same way as (1). A similar statement as (2) holds as well.
18The proof of continuity is the same as Remark 3.36.
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(4) If Êf : (X,Z; ÊU)→ Y is a strongly continuous map from a good coordinate
system and Φ̂ : Û → ÊU is a KG-embedding, then the pullback Êf ◦ Φ̂ can be
defined in the same way as (1). A similar statement as (2) holds as well.
4. Fiber product of Kuranishi structures
4.1. Fiber product. Before studying fiber product we consider direct product.
Let Xi, i = 1, 2 be separable metrizable spaces, Zi ⊆ Xi compact subsets, and Ûi
Kuranishi structures of Zi ⊆ Xi. We will define a Kuranishi structure of the direct
product Z1 × Z2 ⊆ X1 ×X2.
Definition 4.1. For pi ∈ Zi let Upi = (Upi , Epi , ψpi , spi) be their Kuranishi
neighborhoods. Then the Kuranishi neighborhood of p = (p1, p2) ∈ Z1 × Z2 is
Up = Up1 × Up2 = (Up, Ep, ψp, sp) where
(Up, Ep, ψp, sp) = (Up1 × Up2 , Ep1 × Ep2 , ψp1 × ψp2 , sp1 × sp2).
This system satisfies the condition of Kuranishi neighborhood (Definition 3.4.)
Suppose qi ∈ Zi and q = (q1, q2) ∈ Z1 × Z2. If q ∈ ψp(s−1p (0)), then it is easy
to see that qi ∈ ψpi(s
−1
pi (0)) for i = 1, 2. Therefore there exist coordinate changes
Φpiqi = (ϕpiqi , ϕ̂piqi , hpiqi) from Uqi to Upi . We define
Φpq = Φp1q1 × Φp2q2 = (Upq, ϕpq, ϕ̂pq)
= (Up1q1 × Up2q2 , ϕp1q1 × ϕp2q2 , ϕ̂p1q1 × ϕ̂p2q2).
This satisfies the condition of coordinate change of Kuranishi charts (Definition
3.5).
Then it is also easy to show that ({Up1×Up2}, {Φp1q1×Φp2q2}) defines a Kuranishi
structure of Z1 × Z2 ⊆ X1 × X2 in the sense of Definition 3.8. (We note that
effectivity of an orbifold is preserved by the direct product.) We call this Kuranishi
structure the direct product Kuranishi structure.
We can easily prove that the direct product of oriented Kuranishi structures
([FOOO13, Definition 4.5]) is also oriented.
Next we study fiber product. Let (X,Z; Û) be a relative K-space and f̂ = {fp} :
(X,Z; Û) → N a strongly smooth map, where N is a smooth manifold of finite
dimension. Let f ′ : M → N be a smooth map between smooth manifolds. We
assume M is compact. In this section we define a Kuranishi structure on the pair
of topological spaces
Z ×N M = {(p, q) ∈ Z ×M | f(p) = f
′(q)},
X ×N M = {(p, q) ∈ X ×M | f(p) = f
′(q)},
(4.1)
that is the fiber product. The assumption we need to require is certain transver-
sality, which we define below.
Definition 4.2. We say f̂ is weakly transversal to f ′ on Z ⊆ X if the following
holds. Let (p, q) ∈ Z ×N M and Up = (Up, Ep, sp, ψp) be a Kuranishi neighborhood
of p. We then require that for each (x, y) ∈ Up ×M with fp(x) = f ′(y) we have
(dxfp)(TxUp) + (dyf
′)(TyM) = Tf(x)N. (4.2)
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Let us explain the meaning of (4.2). We take an orbifold chart (Vp(x),Γp(x), φp(x))
of Up at x. (Definition 15.6.) The composition
Vp(x)
φp(x)
−→ Up
fp
−→ N
is by assumption a smooth map which we write fp,x. (4.2) means
(do(x)fp.x)(Top(x)Vp(x)) + (dyf
′)(TyM) = Tf(x)N
where o(x) ∈ Vp(x) is the base point which satisfies φp(x)(o(x)) = x.
Example 4.3. (1) If f̂ : (X,Z; Û) → N is weakly submersive in the sense of
Definition 3.35, then for any f ′ :M → N , f is weakly transversal to f ′.
(2) If f ′ : M → N is a submersion, then any strongly smooth map f̂ :
(X,Z; Û)→ N is weakly transversal to f ′.
(3) The pullback of map in Definition 3.39 by an open embedding preserves
the weak transversality.
(4) Suppose (Xi, Zi) (i = 1, 2) have Kuranishi structures “Ui and the maps
f̂i : (Xi, Zi; “Ui)→ N are strongly smooth. We put:
Z1 ×N Z2 = {(p, q) ∈ Z1 × Z2 | f1(p) = f2(q)}.
Let (p, q) ∈ Z1 ×N Z2. We denote by Up, Uq the Kuranishi neighborhoods
of p, q respectively and assume the condition
(dx(f1)p)(TxUp) + (dy(f2)q)(TyUq) = T(f1)p(x)N (4.3)
for each (x, y) ∈ Up × Uq with (f1)p(x) = (f2)q(y). (The precise meaning
of (4.3) can be defined in a similar way as the case of (4.2).) It is easy to
see that (4.3) is equivalent to the next condition. We consider the map
f = (f1, f2) : X1 ×X2 → N ×N.
We use the direct product Kuranishi structure (Definition 4.1) on Z1×Z2 ⊆
X1 ×X2. Then (4.3) holds if and only if f is transversal to the diagonal
embedding N → N ×N in the sense of Definition 4.2.
(5) We can generalize the situation of (4) to the case when three or more
factors are involved. In fact, in the study of the moduli space of pseudo-
holomorphic curves, we will encounter the situation where we consider the
fiber product of various factors which are organized by a tree or a graph.
See Parts 2 and 3 or [FOOO4, Subsection 7.1.1].
Definition 4.4. In the situation of Example 4.3 (4) we say f̂1 is weakly transversal
to f̂2 if (4.3) is satisfied.
Now we assume that f̂ : (X,Z; Û) → N is weakly transversal to f ′ : M → N
in the sense of Definition 4.2 and define a Kuranishi structure on the fiber product
(4.1). Recalling that a Kuranishi neighborhood Up of p ∈ Z is assumed to be an
effective orbifold, we find the following.
Lemma 4.5. For each (p, x) ∈ Z ×N M the fiber product Up ×N M is again an
effective orbifold.
Proof. Let (p, x) ∈ Z×NM . Pick an orbifold chart (Vp,Γp) at p. Denote by o˜p ∈ Vp
the point, which is mapped to op under the quotient map Vp → Up by Γp and by f˜p
the lift of fp : Up → N . Since f˜p is Γp-invariant, we find that Ko˜p = Ker df˜p at o˜p
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is transversal to the tangent space To˜pV
Γp
p of the fixed point set V
Γp
p by Γp-action.
Hence the tangent space T[o˜p,x]Vp ×N M contains Ko˜p . Since Γp acts trivially on
V
Γp
p and Γp acts effectively on Vp, Γp acts effectively on Ko˜p . It implies that the
fiber product Up ×N M is an effective orbifold. 
Let Up be the given Kuranishi neighborhood of p and (p, x) ∈ Z ×N M . We
define U(p,x) = Up ×N M. Note U(p,x) is a smooth orbifold by Definition 4.2. The
bundle E(p,x) is the pullback of Ep by the map U(p,x) → Up that is the projection
to the first factor. The section sp induces s(p,x) of E(p,x) in an obvious way. Note
s−1(p,x)(0) = s
−1
p (0)×N M. Therefore ψp : s
−1
p (0)→ X induces
ψ(p,x) : s
−1
(p,x)(0) = s
−1
p (0)×N M → X ×N M.
It is easy to see that ψ(p,x) is a homeomorphism onto a neighborhood of (p, x).
In sum we have the following:
Lemma 4.6. U(p,x) = (U(p,x), E(p,x), s(p,x), ψ(p,x)) is a Kuranishi neighborhood of
(p, x) ∈ X ×N M .
We next consider the coordinate change. Let (p, x), (q, y) ∈ Z×NM . We assume
(q, y) = ψ(p,x)(x, y) where (x, y) ∈ V(p,x). By definition we have q = ψp(x). Therefore
by Definition 3.8 there exists a coordinate change Φpq = (Upq, ϕpq, ϕ̂pq) from Uq to
Up in the sense of Definition 3.5.
Now we put
(1) U(p,x),(q,y) = Upq ×N M .
(2) ϕ(p,x),(q,y) = ϕpq ×N id : Upq ×N M → Up ×N M.
(3) ϕ̂(p,x),(q,y) = ϕ̂pq ×N id : Eq|Upq ×N M → Ep ×N M .
Lemma 4.7. Φ(p,x),(q,y) = (U(p,x),(q,y), ϕ(p,x),(q,y), ϕ̂(p,x),(q,y)) defines a coordinate
change from U(q,y) to U(p,x).
The proof is immediate from the definition.
Lemma 4.8. Suppose Z ⊆ X has a Kuranishi structure Û and f̂ : (X,Z; Û)→ N
is weakly transversal to f ′ :M → N . Then the Kuranishi neighborhoods in Lemma
4.6 together with coordinate changes in Lemma 4.7 define a Kuranishi structure of
the fiber product of Z ×N M ⊆ X ×N M .
The proof is again immediate from the definition.
Definition 4.9. (1) Suppose f̂ : (X,Z; Û) → N is weakly transversal to f ′ :
M → N . We call the Kuranishi structure obtained in Lemma 4.8, the fiber
product Kuranishi structure and write the resulting relative K-space by
(X,Z; Û) f ×f ′ M or (X,Z; Û)×N M.
(2) Suppose f̂i : (Xi, Zi; Ûi) → N are strongly smooth maps. We assume f̂1
and f̂2 are weakly transversal in the sense of Example 4.3 (4). Then we
define the fiber product
(X1, Z1; Û1) f1 ×f2 (X2, Z2; Û2) or (X1, Z1; Û1)×M (X2, Z2; Û2)
as the fiber productÄ
(X1, Z1; Û1)× (X2, Z2; Û2)
ä
f1×f2 ×i ∆M .
Here i : ∆M →M ×M is the embedding of the diagonal.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 35
For the purpose of reference we also include another obvious statements.
Lemma 4.10. We consider the situation of Lemma 4.8.
(1) If ĝ : (X,Z; Û) → M ′ is also a strongly continuous map, then it induces
a strongly continuous map Z ×N M → M ′. It is weakly submersive if
(f̂ , ĝ) : (X,Z; Û)→ N ×M ′ is weakly submersive.
(2) If f̂ is weakly submersive, then the projection Z ×N M → M is weakly
submersive .
Lemma 4.11. Let Û , ”U+ be Kuranishi structures of Z ⊆ X and Φ̂ : Û → ”U+ a
KK-embedding. Let f̂ : (X,Z;”U+)→ N be a strongly smooth map and g :M → N
a smooth map between manifolds.
(1) If f̂ ◦Φ̂ : (X,Z; Û)→ N is weakly transversal to g, then f̂ : (X,Z;”U+)→ N
is weakly transversal to g.
(2) In the situation of (1), Φ̂ induces a KK-embedding
Φ̂×N M : Û ×N M →”U+ ×N M.
The same conclusions hold if we replace g :M → N by a strongly smooth map from
a relative K-space g : (X ′, Z ′; Û ′)→ N .
4.2. Boundary and corner I. So far we study the case when our Kuranishi
structures do not have boundary or corner. Its generalization to the case when our
Kuranishi structure and/or the manifold M has boundary or corner is straightfor-
ward. We however state them for the completeness’ sake. Later we need to and
will study boundary and corner more systematically. (See Subsections 5.4, 8.1, and
Part 2.)
Definition 4.12. An orbifold with corner is a space locally homeomorphic to V/Γ
where V is a smooth manifold with corner and Γ is a finite group acting smoothly
and effectively on V . We assume the smoothness of the coordinate change as usual.
See Definition 15.12 for more precise and detailed definition.
Definition 4.13. Let M be an orbifold with corner. It has the following canonical
stratification {Sk(M)}. The stratum Sk(M) is the closure of the set of the points
whose neighborhoods are diffeomorphic to open neighborhoods of 0 of the space
([0, 1)k ×Rn−k)/Γ. We call this stratification the corner structure stratification of
M .
It is easy to see that
◦
Sk(M) = Sk(M) \Sk+1(M) carries a structure of a smooth
orbifold of dimension n−k without boundary or corner. However this orbifold may
not be effective. In this document, we assume the next condition in addition as a
part of the definition of orbifold with corners.
Convention 4.14. (Corner effectivity hypothesis) When we say M is an orbifold
with corners, we assume the orbifold
◦
Sk(M) is always an effective orbifold in this
document.
Definition 4.15. For a relative K-space (X,Z; Û), we put
Sk(X,Z; Û) = {p ∈ Z | op ∈ Sk(Up)},
◦
Sk(X,Z; Û) = Sk(X,Z; Û) \
⋃
k′>k
Sk′(X,Z; Û),
(4.4)
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where Up = (Up, Ep, sp, ψp) is the Kuranishi neighborhood of p. We call this strat-
ification the corner structure stratification of Û . We can define corner structure
stratification {Sk(X,Z; ÊU)} of a good coordinate system ÊU in the same way.
Lemma 4.16. For any compact subset K of
◦
Sk(X,Z; Û) ⊆ X, the Kuranishi struc-
ture Û induces a Kuranishi structure without boundary of dimension dim(X,Z; Û)−
k on K ⊆
◦
Sk(X,Z; Û).
The same conclusion holds for good coordinate system.
Proof. We put
◦
Sk(Up) =
Å
◦
Sk(Up), Ep|◦
Sk(Up)
, sp|◦
Sk(Up)
, ψp|◦
Sk(Up)
ã
.
Then we define a Kuranishi neighborhood of K ⊆
◦
Sk(X,Z; Û) at p by
◦
Sk(Up).
Suppose q = op(q) ∈ ψp(s−1p (0)) ∩ Z. Then q ∈ Sk′(X,Z; Û) if and only if op(q) ∈
Sk′(Up). Using this fact, we can restrict coordinate changes to
◦
Sk(Up) to obtain
desired coordinate changes. The compatibility conditions follow from ones of Û . 
Remark 4.17. (1) In general the above Kuranishi structure onK ⊆
◦
Sk(X,Z; Û)
may not be orientable even if Û is orientable.
(2) In case k = 1 the above Kuranishi structure of K ⊆
◦
S1(X,Z; Û) is ori-
entable if Û is orientable.
(3) The Kuranishi structure induced to the normalized corner of (X,Z; Û) (see
Part 2) is orientable if Û is orientable.
Definition 4.18. Let M1 and M2 be smooth orbifolds with corner, N a smooth
orbifold without boundary or corner and fi : Mi → N smooth maps. We say
that f1 is transversal to f2 if for each k1, k2 the restriction f1 :
◦
Sk1(M1) → N is
transversal to f2 :
◦
Sk2(M2)→ N .
We can define the case of strongly continuous maps from relative K-spaces with
corners to a manifold in the same way. The case of good coordinate system is the
same.
Lemma 4.19. (1) Suppose that Z ⊆ X has a Kuranishi structure with bound-
ary and/or corner and f̂ : (X,Z; Û)→ N is weakly transversal to f ′ :M →
N . Then the fiber product Z ×N M ⊆ X ×N M has a Kuranishi structure
with corner.
(2) If Zi ⊆ Xi has a Kuranishi structure with boundary and/or corner and
f̂i : (Xi, Zi; “Ui) → N a strongly smooth map to a manifold. Suppose they
are weakly transversal to each other. Then the fiber product Z1 ×N Z2 ⊆
X1 ×N X2 has a Kuranishi structure with corners.
The proof is immediate from definition.
Definition 4.20. We call the Kuranishi structure obtained in Lemma 4.19, the
fiber product Kuranishi structure.
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4.3. Basic property of fiber product. One important property of fiber product
is its associativity, which we state below 19. We consider the following situation.
Suppose (Xi, Zi) have Kuranishi structures for i = 1, 2, 3 and let f̂1 : (X1, Z1; Û1)→
M1, f̂2 = (f̂2,1, f̂2,2) : (X2, Z2; Û2) → M1 ×M2, f̂3 : (X3, Z3; Û3) → M2 be maps
which are weakly smooth. We assume f̂1 is transversal to f̂2,1 and f̂2,2 is transversal
to f̂3.
Lemma 4.21. In the above situation, the following three conditions are equivalent.
(1) The map f̂3 : (X3, Z3; Û3)→M2 is transversal to the map f̂ ′2,2 : (X1, Z1; Û1)×M1
(X2, Z2; Û2)→M2, which is induced by f̂2,2.
(2) The map f̂1 : (X1, Z1; Û1) → M1 is weakly transversal to the map f̂ ′2,1 :
(X2, Z2; Û2)×M2 (X3, Z3; Û3)→M1, which is induced by f̂2,1.
(3) The map
(f̂1, f̂2, f̂3) : (X1, Z1; Û1)× (X2, Z2; Û2)× (X3, Z3; Û3)→M
2
1 ×M
2
2 (4.5)
is weakly transversal to
∆ = {(x1, x2, y1, y2) ∈M1 ×M1 ×M2 ×M2 | x1 = x2, y1 = y2}.
Here we use the direct product Kuranishi structure in the left hand side of
(4.5).
In case those three equivalent conditions are satisfied, we haveÄ
(X1, Z1; Û1)×M1 (X2, Z2; Û2)
ä
×M2 (X3, Z3; Û3)
∼= (X1, Z1; Û1)×M1
Ä
(X2, Z2; Û2)×M2 (X3, Z3; Û3)
ä
.
(4.6)
Here the isomorphism ∼= in (4.6) is defined as follows.
Definition 4.22. Suppose (X1, Z1; Û1) and (X2, Z2; Û2) are relative K-spaces. Let
f : (X1, Z1)→ (X2, Z2) be a homeomorphism. An isomorphism of relative K-spaces
between (X1, Z1; Û1) and (X2, Z2; Û2) assigns the maps fp, fˆp to each p ∈ X1 such
that the following holds. Let U1p ,U
2
f(p) be the Kuranishi charts of p, f(p) in X1, X2,
respectively.
(1) fp : U
1
p → U
2
f(p) is a diffeomorphism of orbifolds.
(2) fˆp : E1p → E
2
f(p) is a bundle isomorphism over fp.
(3) sp2 ◦ fp = fˆp ◦ s
p
1.
(4) ψ2f(p) ◦ fp = ψ
1
p on s
−1
p (0).
(5) fp(o
1
p) = o
2
p.
Remark 4.23. This definition of isomorphism is too restrictive to be a natural
notion of isomorphism between Kuranishi structures. To find a correct notion of
morphisms between K-spaces and of isomorphism between them is interesting and
is a highly nontrivial problem. We do not study it here since it is not necessary
for our purpose. A slightly better notion is an equivalence as germs of Kuranishi
structures. See [Fu4].
19The fiber product in the sense of category theory is always associative if it exists. Since we
do not study morphism between K-spaces, the fiber product we defined is not a fiber product in
the sense of category theory. Therefore we need to prove its associativity. However it is obvious
in our case.
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The proof of Lemma 4.21 is easy and is omitted.
In the previous literature such as [FOOO4, Section A1.2] we defined a fiber
product using the notion of good coordinate system. There is one difficulty in
defining the fiber product with a space equipped with good coordinate system,
which we explain below.
For i = 1, 2, suppose that Xi have good coordinate systems that are defined
by Pi, Upi = (U
i
p, E
i
p, ψ
i
p, s
i
p), and Φpiqi = (U
i
pq, ϕ̂
i
pq, ϕ
i
pq). Let f̂i = {(fi)p} :
(Xi,Upi) → Y be strongly smooth maps. We assume that f1,p1 : U
1
p1
→ Y is
transversal to f2,p2 : U
2
p2
→ Y for each p1 ∈ P1 and p2 ∈ P2. Then we define
U(p1,p2) = U
1
p1
×Y U
1
p2
and define other objects E(p1,p2), ψ(p1,p2), s(p1,p2) by taking fiber product in a similar
way and to define a good coordinate system.
This is written in [FOOO4, Section A1.2]. A point to take care of in this con-
struction is as follows. (This point is mentioned in [Fu3, Remark 10 page 165] and
is discussed in detail by Joyce in [Jo1].)
Let pi, qi ∈ Pi such that qi < pi. We assume that the fiber product
(U1p1q1 ∩ (s
1
q1
)−1(0))×Y (U
2
p2q2
∩ (s2q2)
−1(0))
is nonempty. Then we have
ψ(q1,p2)(s
−1
(q1,p2)
(0)) ∩ ψ(p1,q2)(s
−1
(p1,q2)
(0)) 6= ∅.
On the other hand, neither (q1, p2) ≤ (q2, p1) nor (q2, p1) ≤ (q1, p2). In fact it
may happen that dimUqi < dimUpi . In such a case there is no way to define
ϕ(q1,p2),(p1,q2) or ϕ(p1,q2),(q1,p2).
Remark 4.24. Note the same problem already occurs while we study the direct
product.
We can resolve this problem by shrinking U(p1,p2) appropriately. Joyce [Jo1] gave
a beautiful canonical way to perform this shrinking process so that the resulting
fiber product is associative. (See also [Fu3, Figure 14].)
In case we have a multisection (multivalued perturbation) on the Kuranishi struc-
tures on Xi so that the fiber product over Y is transversal on its zero set, we use
the fiber product of this multisection. This is especially important when we work in
the chain level. Joyce [Jo1] did not seem to discuss this point since, for his purpose
in [Jo1], it is unnecessary. We have no doubt that we can incorporate the construc-
tion of multisection to Joyce’s fiber product so that we can perturb the Kuranishi
structure in a way consistent with the fiber product and is also associativity of fiber
product holds together with perturbation.
However, in this article we take a slightly different way. We define the fiber prod-
uct among the spaces with Kuranishi structures themselves not those with good
coordinate systems. Then the above mentioned problem does not occur. In other
words, Kuranishi chart (of the fiber product) is defined as the fiber product of Ku-
ranishi charts without shrinking it. (Lemmata 4.6, 4.7, 4.8.) Moreover associativity
holds obviously. (Lemma 4.19).
On the other hand, the compatibility of the multisection with fiber product still
needs to be taken care of. In fact, to find a multisection with appropriate transver-
sality properties, we used a good coordinate system. So we need to perform certain
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process to move from a good coordinate system back to a Kuranishi structure to-
gether with multisections on it. We will discuss this point in Sections 5 - 12.
5. Thickening of a Kuranishi structure
5.1. Background of introducing the notion of thickening. Let X be a para-
compact metrizable space, and let Û = ({Up}, {Φpq}) be a Kuranishi structure on
it. We consider a system of multisections20 {sp} of the vector bundle Ep → Up for
each p with the following property:
(⋆) For each p and q ∈ Im(ψp) the pullback of sp to Upq that is a multisection
of ϕ∗pqEp is the image of the multisection sq by the bundle embedding ϕ̂pq.
This is a kind of obvious condition of multisection (multivalued perturbation) that
is compatible with the Kuranishi structure Û . (We define such a notion precisely
later in Definition 6.38.)
However, we need to note the following: Let us take a good coordinate systemÊU = ((P,≤), {Up | p ∈ P}, {Φpq | p, q ∈ P, q ≤ p}) such that ÊU is compatible with
Û in the sense of Definition 3.32 and use it to define a system of multisections sp
on Up. Then it is usually impossible to use sp to obtain a system of multisections
sp of Û that has property (⋆).
The reason is as follows. Let p ∈ X . We take p ∈ P such that p ∈ Im(ψp). By
definition of the compatibility of good coordinate system and Kuranishi structure,
there exists an embedding Φpp : Up → Up. We put Φpp = (ϕpp, ϕ̂pp). Then we
consider ϕpp(op) ∈ Up. (Here ψp(op) = p.) By definition (See Definition 6.2.)
sp(op) ∈ (Ep|op)
l. (5.1)
On the other hand, ϕ̂pp restricts to a linear embedding Ep|op → Ep|ψpp(op). It induces
(Ep|op)
l → (Ep|ψpp(op))
l. (5.2)
By inspecting the construction of the multisection sp given in [FOn, p 955], we find
that
sp(ϕpp(op)) /∈ Im(5.2) (5.3)
in general. So sp cannot be pulled back to a multisection of Ep on Upp.
To explain the reason why (5.3) occurs, we introduce some notations.
Definition 5.1. For a Kuranishi structure Û of Z ⊆ X , we define the dimension
stratification of Z by
Sd(X,Z; Û) = {p ∈ Z | dimUp ≥ d}. (5.4)
Here d ∈ Z≥0.
When ÊU is a good coordinate system of Z ⊆ X , we define the dimension strati-
fication of Z by
Sd(X,Z; ÊU) = {p ∈ Z | ∃ p, dimUp ≥ d, p ∈ Imψp}. (5.5)
20We will discuss multisection in Section 6. Here we just mention it to motivate the definition
we give in this section. The readers who do not know the definition of mutisection can safely skip
the part before Definition 5.1.
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Lemma 5.2. (1) Sd(X,Z; Û), is a closed subset of Z. Sd(X,Z; ÊU) is an open
subset of Z. Moreover if d′ < d, then
Sd(X,Z; Û) ⊆ Sd′(X,Z; Û), Sd(X,Z; ÊU) ⊆ Sd′(X,Z; ÊU).
(2) If Û is embedded into Û ′ then
Sd(X,Z; Û) ⊆ Sd(X,Z; Û ′).
The equality holds if and only if the embedding from Û to Û ′ is an open
embedding.
The same holds for GG-embeddings. (The equality in Sd(X,Z; ÊU) ⊆
Sd(X,Z;ËU ′) holds if the embedding is a strongly open embedding.)
If the good coordinate system ÊU is compatible with Û , then
Sd(X,Z; Û) ⊆ Sd(X,Z; ÊU). (5.6)
The proof is immediate from definition. However, we note that the equality
almost never holds in (5.6). Namely Sd(X,Z; ÊU) contains an open neighborhood of
Sd(X,Z; Û). This is the reason why (5.3) occurs.
5.2. Definition of thickening. To go around this problem we introduce the no-
tion of thickening.
Definition 5.3. Let Û be a Kuranishi structures of Z ⊆ X . We say that (”U+, Φ̂)
is a thickening of Û if the following condition is satisfied.
(1) ”U+ is a Kuranishi structure of Z ⊆ X and Φ̂ : Û →”U+ is a KK-embedding.
(2) For each p ∈ Z there exists a neighborhood Op of p in ψp((sp)
−1(0)) ∩
ψ+p ((s
+
p )
−1(0)) ⊂ X with the following properties.
For each q ∈ Op ∩ Z there exists a neighborhood Wp(q) of op(q) in Up
such that:
(a) ϕp(Wp(q)) ⊆ ϕ+pq(U
+
pq).
(b) For any x ∈Wp(q), y ∈ U+pq with ϕp(x) = ϕ
+
pq(y), we have
ϕ̂p(Ep|x) ⊆ ϕ̂
+
pq(E
+
q |y).
We sometimes say ”U+ is a thickening of Û by an abuse of notation.
We write Û <”U+ if ”U+ is a thickening of Û .
U+pq
ϕ+pq // U+p
Wp(q)
OO
  // Up
ϕp
OO
q
❴

s−1p (0)
?
OO
ψp

Op
  // X
(5.7)
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Remark 5.4. Condition (2) above implies that
(9) Sd(X,Z;”U+) is a neighborhood of Sd(X,Z; Û).
In fact if q ∈ Op ∩ Z, then
dimU+q ≥ dimWq(p) = dimUp
by Condition (2)(a). In particular, Û is almost never a thickening of itself.
In the case dimU+p is strictly greater than dimUp and dimU
+
q , Condition (9)
may not imply Condition (2)(a).
Lemma 5.5. If (”U+, Φ̂) is a thickening of Û and (‘U++,”Φ+) is a thickening of ”U+,
then (‘U++,”Φ+ ◦ Φ̂) is a thickening of Û .
Proof. Let Op, Wp(q) be as in Definition 5.3 (2) (a) for Φ̂ : Û → ”U+ and let O+p ,
W+p (q) be one for
”Φ+ : ”U+ → ‘U++. We put O++p = Op ∩ O+p and W++p (q) =
Wp(q) ∩ ϕ−1p (W
+
p (q)). Suppose q ∈ O
++
p . Then we have
(ϕ+p ◦ ϕp)(W
++
p (q)) = ϕ
+
p (ϕp(W
++
p (q))) ⊆ ϕ
+
p (W
+
p (q)) ⊂ ϕ
++
p (U
++
pq ).
Thus we have checked Definition 5.3 (2) (a). The proof of Definition 5.3 (2) (b) is
similar. 
5.3. Existence of thickening. We next prove the existence of thickening. We
need some notation.
Definition 5.6. Let ÊU be a good coordinate system of Z ⊆ X .
(1) A support system of ÊU is K = {Kp | p ∈ P} where Kp ⊂ Up is a compact
subset for each p ∈ P such that it is a closure of an open subset
◦
Kp of Up,
and ⋃
p∈P
ψp(
◦
Kp ∩ s
−1
p (0)) ⊇ Z. (5.8)
(2) A support pair (K1,K2) is a pair of support systems (Kip)p∈P i = 1, 2, such
that
K1p ⊂
◦
K2p. (5.9)
We write K1 < K2 if (K1,K2) is a support pair.
(3) When K is a support system, we define
|K| =
Ñ∐
p∈P
Kp
é
/ ∼ .
Here, for x ∈ Kp, y ∈ Kq, the relation x ∼ y is defined by: x = ϕpq(y)
or y = ϕqp(x). On |K|, we put the induced topology from |Û |. Then it
follows from the definition and [FOOO13, Proposition 5.17] or [FOOO18,
Proposition 5.1], that the space |K| is metrizable.
(4) When K is a support system we define
Sp(X,Z; ÊU ;K) = ⋃
q≥p
ψq(s
−1
q (0) ∩ Kq) ∩ Z,
◦
Sp(X,Z; ÊU ;K) = Sp(X,Z; ÊU ;K) \ ⋃
q>p
Sq(X ; ÊU ;K). (5.10)
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Proposition 5.7. For any Kuranishi structure Û there exists its thickening.
Proof. By Theorem 3.30 we have a good coordinate system ÊU = (P, {Up}, {Φpq})
compatible with Û and its support pair (K−,K+). By compatibility, there exists
a KG-embedding Û → ÊU which we denote by Φ̂ = {Φpp | p ∈ X, p ∈ P, p ∈
ψp(s
−1
p (0))}.
The first step is to define ”U+.
Lemma 5.8. Let p ∈ Z. There exists unique p ∈ P such that p ∈
◦
Sp(X,Z; ÊU ;K−).
Proof. By definition
◦
Sp(X,Z; ÊU ;K−) are disjoint from one another for different p’s.
By (5.8) they cover Z. This finishes the proof. 
We take an open neighborhood U+p of op(p) ∈ K
−
p in K
+
p such that
ψp(s
−1
p (0) ∩ U
+
p ) ∩ ψq(s
−1
q (0) ∩K
−
q ) 6= ∅ ⇒ q ≤ p. (5.11)
Such a neighborhood exists by Condition (6) of Definition 3.14. We define
U+p = Up|U+p .
We next define a coordinate change. Let q ∈ ψp(s
−1
p (0) ∩ U
+
p ). Take the unique
q ∈ P such that q ∈
◦
Sq(X,Z; ÊU ;K−). Since q ∈ ψp(s−1p (0)∩U+p )∩ψq(s−1q (0)∩K−q ),
(5.11) implies q ≤ p. We put
U+pq = U
+
q ∩ Upq ∩ ϕ
−1
pq (U
+
p ). (5.12)
This is a subset of U+q ⊂ Uq and contains o
+
q = oq(q). We define
Φ+pq = Φpq|U+pq .
Clearly Φ+pq is a coordinate change from U
+
q to U
+
p . Using Definition 3.14 applied
to ÊU , we can easily show that U+p and Φ+pq define a Kuranishi structure. We denote
it by ”U+.
We next define an open substructure Û0 of Û and a strict embedding Û0 →”U+.
Let p ∈ Z and we take p such that p ∈
◦
Sp(X,Z; ÊU ;K−). We put
U0p = ϕ
−1
pp (U
+
p ), U
0
p = Up|U0p .
By restricting the coordinate change Φpq of Û to ϕ−1pq (U
0
p )∩Uqp ∩U
0
q , we obtain Û0
that is an open substructure of Û . Then Φp = Φpp|U0p is defined.
Definition 3.20 ⊛ follows from the fact that Φ̂ : Û → ÊU is a KG-embedding.
We finally prove that ”U+ is a thickening. Let p ∈ ◦Sp(X,Z; ÊU ;K−). We choose
Op, a neighborhood of p in X so that the following condition (>) is satisfied.
(>) If Op ∩ ψq(s−1q (0) ∩K
−
q ) 6= ∅, then p ∈ ψq(s
−1
q (0) ∩ IntK
+
q ).
Let q ∈ Op ∩ Z. We take q such that q ∈
◦
Sq(X,Z; ÊU ;K−). By Condition (>) we
have p ∈ ψq(s−1q (0)∩ IntK
+
q ). Therefore there exists an embedding Φqp : Up → Uq.
Recall from (5.12) that q ∈ U+pq ⊂ Upq. We put
Wp(q) = ϕ
−1
qp (U
+
q ) ∩ U
0
p ∩ ϕ
−1
pq (Upq).
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 43
This is an open subset of U0p and contains op(q). Now we have
ϕqp(Wp(q)) ⊂ U
+
q ∩ ϕqp(ϕ
−1
pp (U
+
p )) ∩ Upq.
Since
ϕpq
(
ϕqp(ϕ
−1
pp (U
+
p )) ∩ Upq
)
⊂ U+p ,
we have
ϕpp(Wp(q)) = ϕpq(ϕqp(Wp(q)) ⊂ ϕpq(U
+
pq) = ϕpq(U
+
pq).
Thus we have proved Definition 5.3 (2)(a).
Using ϕ̂qp we can prove Definition 5.3 (2)(b) in the same way. The proof of
Proposition 5.7 is complete. 
5.4. Embedding of Kuranishi structures II.
Definition 5.9. Let ÊU = (P, {Up}, {Φpq}) be a good coordinate system of Z ⊆ X
and ”U+ a Kuranishi structure of Z ⊆ X . A GK-embedding Φ̂ : ÊU → ”U+ is a
collection {(Up(p),Φpp)} with the following properties.
(1) (Up(p),Φpp) is defined when p ∈ P and p ∈ ψp(s
−1
p (0)) ∩ Z.
(2) Up(p) is an open neighborhood of op(p) in Up where ψp(op(p)) = p.
(3) Φpp : Up|Up(p) → U
+
p is an embedding of Kuranishi charts.
(4) If q ∈ P, q ≤ p, q ∈ ψp(Up(p) ∩ s
−1
p (0)) and q ∈ ψq(s
−1
q (0)) ∩ Z, then
q ∈ ψ+p (U
+
p ∩ (s
+
p )
−1(0)) and the following diagram commutes.
Uq|ϕ−1pq (Up(p))∩(ϕ+qq)−1(U+pq)
Φqq
−−−−→ U+q |U+pq
Φpq
y yΦ+pq
Up|Up(p)
Φpp
−−−−→ U+p
(5.13)
Remark 5.10. (1) The case p = q (but p 6= q) is included in Definition 5.9
(4). The case p = q (but p 6= q) is also included.
(2) Note q ∈ ψ+p (U
+
p ∩ (s
+
p )
−1(0)) (in Definition 5.9 (4)) follows from the as-
sumptions (q ∈ P and q ∈ ψq(s−1q (0)), q ≤ p) and Definition 5.9 (3).
(3) We include Up(p) as a part of the data to define an embedding. We some-
times need to shrink it. Such a process is included in the discussion below.
Definition-Lemma 5.11. We can pullback a strongly continuous (resp. strongly
smooth) map from Kuranishi structure to one from a good coordinate system by a
GK-embedding. Weak submersivity is preserved by an open embedding.
The proof is immediate from the definition.
Below we define compositions of embeddings of various types. See the table
below. In the tables below, KS = Kuranishi structure, GCS = good coordinate
system.
source target symbol Definition name comment
KS KS Û →”U+ Definition 3.20 KK-embedding (1)
KS GCS Û → ÊU Definition 3.29 KG-embedding (2)
GCS KS ÊU →”U+ Definition 5.9 GK-embedding (3)
GCS GCS ÊU →ÈU+ Definition 3.24 GG-embedding (4)
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Table 5.1 : Definition of embedding
Comments: (1) Strict version and non-strict version exist. (2) Strict version and
non-strict version exist. (3) None. (4) None.
1st structure 2nd structure 3rd structure definition comment
KS KS KS Definition 5.16 (1)
KS KS GCS Definition 3.29 (2)
KS GCS KS Lemma 5.14 (3)
KS GCS GCS Definition 3.29 (4)
GCS KS KS Definition-Lemma 5.13 (5)
GCS KS GCS Definition-Lemma 5.18 (6)
GCS GCS KS Definition-Lemma 5.13 (7)
GCS GCS GCS Definition 3.24 (8)
Table 5.2 : Composition of embeddings
1st structure→ 2nd structure→ 3rd structure
Comments: (1) Strict version and non-strict version exist. Composition of non-
strict version is well-defined only up to equivalence. (2) Strict version and non-
strict version exist. Composition of non-strict version is well-defined only up to
equivalence. (Definition 5.16 (3)) (3) Need to restrict to an open substructure. The
composition becomes a thickening. (4) Strict version and non-strict version exist.
(5) None. (6) Need to restrict to a weakly open substructure. (7) None. (8) None.
Definition 5.12. (1) Let Φ̂ = {(Up(p),Φpp)} : ÊU → ”U+ be a GK-embedding.
Suppose for each p ∈ P and p ∈ ψp(s
−1
p (0))∩Z we are given an open subset
U ′p(p) of Up(p) such that op(p) ∈ U
′
p(p). Then {(U
′
p(p),Φpp|U ′p(p))} is also
an embedding ÊU →”U+. We call it an open restriction of the embedding Φ̂.
(2) Two embeddings ÊU →”U+ are said to be equivalent if they have a common
open restriction. This is obviously an equivalence relation.
Definition-Lemma 5.13. Let Φ̂ : ÊU → ”U+ be a GK-embedding, ÊΦ1 : ËU ′ → ÊU a
GG-embedding and Φ̂2 : ”U+ →‘U++ a strict KK-embedding. Then we can define
the composition ËU ′ −→ ÊU −→”U+ −→‘U++
which is a GK-embedding.
The proof is easy and left to the reader.
Lemma 5.14. If Φ̂1 : Û → ÊU is a KG-embedding and Φ̂2 : ÊU → ”U+ is a GK-
embedding, then we can find an open sub-structure Û0 of Û such that the composition
of Û0 → Û → ÊU and ÊU →”U+ is defined as a strict KK-embedding : Û0 →”U+.”U+ is a thickening of Û0.
Proof. Replacing Û by its open substructure, we may assume that Φ̂1 is a strict
KG-embedding. Let p ∈ Z. We define U0p ⊂ Up by
U0p =
⋂
p:p∈ψp(s
−1
p (0))
(ϕ1pp)
−1(Up(p)).
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Here we define Up(p) by Φ
2 = {(Up(p),Φ2pp)}. We use them to define our open
substructure Û0 = Û |{U0p}. Then
Φ2pp ◦ Φ
1
pp|U0p : Up|U0p → U
+
p
is well-defined and defines the required embedding.
We can prove that ”U+ is a thickening of Û0 in the same way as the proof of
Proposition 5.7. 
Lemma 5.14 implies that there exists a KK-embedding Û →”U+ in the situation
of Lemma 5.14. This embedding is well-defined in the following sense.
Definition 5.15. Let Û and ”U+ be Kuranishi structures. Suppose Û0,i (i = 1, 2)
are open substructures of Û and Φ̂0,i : Û0,i → ”U+ are strict KK-embeddings. We
say they are equivalent if there exists an open neighborhood (U00)p of op in Up such
that
U00p ⊂ U
0,1
p ∩ U
0,2
p , Φ
0,1
p |U00p = Φ
0,2
p |U00p .
Here U0,ip is the Kuranishi neighborhood of p assigned by Û0,i.
We can define an equivalence between two KG-embeddings Û → ÊU in the same
way.
Definition 5.16. (1) The composition of two strict KK-embeddings Û → Û ′,
Û ′ → ”U ′′ is defined in an obvious way and it is a strict KK-embedding
Û →”U ′′.
(2) We compose two KK-embeddings Û → Û ′, Û ′ → ”U ′′ and obtain a KK-
embedding Û → ”U ′′. The composition is well-defined up to equivalence
defined in Definition 5.15.
(3) The composition of a KK-embedding Û → Û ′ and a KG-embedding Û ′ → ÊU
in Definition 3.29 is well-defined up to equivalence.
Lemma 5.17. Let Φ̂ : ÊU → ”U+ be a GK-embedding and ”U+0 an open substructure
of ”U+. Then there exists a GK-embedding Φ̂0 : ÊU → ”U+0 such that the compositionÊU →”U+0 →”U+ is an open restriction of Φ̂.
Proof. Let Φ̂ = {(Up(p),Φpp)}. We put U0p (p) = ϕ
−1
pp (U
0
p ) ⊂ Up(p). We define
{(U0p(p),Φpp|U0p(p))} and obtain the required embedding. 
The composition of embeddings in another case is slightly nontrivial.
Definition-Lemma 5.18. Let Φ̂ : ÊU → Û be a GK-embedding, and ”Φ+ : Û → ÈU+
a KG-embedding. Then there exists a weakly open substructure ËU0 of ÊU such thatËU0 −→ ÊU Φ̂−→ Û and Û Φ̂+−→ÈU+ can be composed to a GG-embedding ËU0 −→ÈU+.
We will prove Definition-Lemma 5.18 in Subsection 9.3, where we use it.
Remark 5.19. We may introduce the notion of germ of Kuranishi structures and
use it to describe these situations. See Section [Fu4].
Definition 5.20. Let Û be a Kuranishi structure on X and ”U+ be its thickening.
We say a good coordinate system ÊU is in between Û and ”U+ and write
Û < ÊU < ”U+,
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if the following holds.
(1) There exist embeddings Û → ÊU and ÊU →”U+.
(2) The composition Û → ÊU → ”U+ is equivalent to the given embedding Û →”U+ in the sense of Definition 5.15.
Proposition 5.21. Let Û be a Kuranishi structure of Z ⊆ X and”U+ its thickening.
Then there exists a good coordinate system ÊU in between Û and ”U+.
We also use the following version thereof.
Proposition 5.22. Let Û be a Kuranishi structure of Z ⊆ X and ”U+a (a = 1, 2)
thickenings of Û . Then there exists a good coordinate system ÊU and embeddings
Û → ÊU , ÊU →”U+a (a = 1, 2)
such that their compositions Û → ÊU → ”U+a are equivalent to the given embedding
Û →”U+a .
”U+1
Û
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(5.14)
The proofs are almost the same as the proof of Theorem 3.30. We will review and
prove them later in Subsection 11.2.
6. Multivalued perturbation
6.1. Multisection.
6.1.1. Multisection on an orbifold. We next define the notion of multivalued per-
turbations associated to a given good coordinate system. We will slightly modify
the previously given definition to make explicit certain properties which we used to
study its zero set (in [FOOO13, Section 2.6] for example.)21
We begin with a review of multisections. We first introduce certain notations on
vector bundles on orbifolds. See Section 15 for detail.
Definition 6.1. Let U be an orbifold and E a vector bundle on it.
(1) (Definitions 15.1 (1) and 15.6 (1)(3)) Let x ∈ U . We call (Vx,Γx, φx) an
orbifold chart of U at x if the following holds.
(a) Vx is a smooth manifold on which a finite group Γx acts effectively and
smoothly.
(b) φx : Vx → U is a Γx-invariant map which induces a diffeomorphism
φx : Vx/Γx → U
22 onto an open neighborhood Ux of x.
21Note the definition of multisection we use here exactly the same as one of the smooth
multisection in [FOn].
22See Definition 15.5 (1) for the definition of diffeomorphism here.
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(c) We require that there exists a unique point ox ∈ Vx such that ox is a
fixed point of all elements of Γx and φx([ox]) = x.
(2) (Definition 15.22 (3)) A trivialization of our obstruction bundle E = E˜/Γx
on Ux is by definition (Ex, φ̂x) such that
(a) Ex is a vector space on which Γx acts linearly.
(b) φ̂x : Vx × Ex → E˜ is a Γx-invariant smooth map which induces an
isomorphism of vector bundles (Vx × Ex)/Γx → E|Vx/Γx .
(3) (Definition 15.22 (2)(4)) We call Vx = (Vx,Γx, Ex, φx, φ̂x) an orbifold chart
of (U, E).
Definition 6.2. Let Vx = (Vx,Γx, Ex, φx, φ̂x) be an orbifold chart of (U, E).
(1) A smooth ℓ-multisection of E on an orbifold chart Vx is s = (s1, . . . , sℓ)
with the following properties.
(a) s is a smooth map Vx → Eℓx.
(b) For each y ∈ Vx and γ ∈ Γx there exists σ ∈ Perm(ℓ) such that
sσ(k)(y) = γsk(y).
Hereafter we simply say ℓ-multisection in place of smooth ℓ-multisection.
(2) Two ℓ-multisections (s1, . . . , sℓ) and (s
′
1, . . . , s
′
ℓ) are said to be equivalent as
ℓ-multisections on Vx if for each y there exists a permutation σ ∈ Perm(ℓ)
such that s′i(y) = sσ(i)(y).
(3) The ℓ′-iteration of ℓ-multisection s is the ℓ′ℓ-multisection s′ such that s′k =
sm for k ≡ m mod ℓ. We denote the ℓ′-iteration of s by s×ℓ
′
.
(4) Let s(1) be an ℓ1-multisection and s(2) an ℓ2-multisection. We say s(1)
is equivalent to s(2) as multisections if s
×ℓ2
(1) is equivalent to s
×ℓ1
(2) as ℓ1ℓ2-
multisections.
(5) It is easy to see that Item (4) defines an equivalence relation. We say its
equivalence class a multisection on our orbifold chart.
Situation 6.3. Let Vx = (Vx,Γx, Ex, φx, φ̂x) and V
′
x′ = (V
′
x′ ,Γ
′
x′ , E
′
x′ , φ
′
x′ , φ̂
′
x′) be
two orbifold charts of a vector bundle (U, E). We assume that φ′x′(V
′
x′) ⊂ φx(Vx)
and that there exist ϕ˜xx′ : V
′
x′ → Vx, hxx′ : Γ
′
x′ → Γx such that hxx′ is an injective
group homomorphism and ϕ˜xx′ is an hxx′ equivariant smooth open embedding such
that they induce the composition map
(φx)
−1 ◦ φ′x′ : V
′
x′/Γ
′
x′ → Vx/Γx,
where φx (resp. φ′x′) is induced by φx (resp. φ
′
x′). In other words,
φ′x′(y) ≡ φx(ϕ˜xx′(y)) mod Γx.
Moreover we assume that the composition(
φ̂x
)−1
◦ φ̂′x′ : (V
′
x′ × E
′
x′)/Γ
′
x′ → (Vx × Ex)/Γx
is induced by a smooth map ϕ˘xx′ : V
′
x′ × E
′
x′ → Ex that is linear in E
′
x′ factor. In
other words
φ̂′x′(y, v) ≡ φ̂x(ϕ˜xx′(y), ϕ˘xx′(y, v)) mod Γx.
We put Φxx′ = (hxx′ , ϕ˜xx′ , ϕ˘xx′).
Definition 6.4. We call Φxx′ a coordinate change from an orbifold chart Vx′ to
Vx.
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Remark 6.5. We put ˜ˆϕxx′(y, v) = (y, ϕ˘xx′(y, v)). Then
(hxx′ , ϕ˜xx′ , ˜ˆϕxx′)
is a local representative of an embedding of vector bundles, id : E|
Imφ̂′x′
→ E|
Imφ̂x
in the sense of Definition 15.26. Moreover it is a fiberwise isomorphism.
Definition 6.6. Let sx be an ℓ-multisection on Vx and Φxx′ : Vx′ → Vx a coor-
dinate change. We define the restriction Φ∗xx′s by
(Φ∗xx′s)k(y) = g
−1
y sk(ϕ˜xx′(y))
where gy : Ex′ → Ex is defined by gy(v) = ϕ˘xx′(y, v).
Lemma 6.7. If sx is equivalent to s
′
x as multisections then Φ
∗
xx′s is equivalent to
Φ∗xx′s
′ as multisections.
We omit the proof. (See the proof of a similar lemma, Lemma 7.7.)
Here is a notational remark.
Remark 6.8. So far we have written Vx = (Vx,Γx, Ex, φx, φ̂x). The point x plays
no particular role except we assume the existence of ox ∈ Vx such that φx(ox) = x
and ox is fixed by all the elements of Γx. If we change the choice of such x, the
constructions so far do not change at all. So, from now on, we do not specify x in
our notation of local orbifold chart but only assume an existence of such x. We will
write for example Vr = (Vr,Γr, Er, φr, φ̂r) instead of Vx = (Vx,Γx, Ex, φx, φ̂x).
Definition 6.9. Let U be an orbifold and E a vector bundle on it.
(1) A representative of a multisection of E on U is ({Vr | r ∈ R}, {sr | r ∈ R})
with the following properties.
(a) Vr is an orbifold chart of a vector bundle (U, E) such that
⋃
r∈R Ur =
U .
(b) sr is a multisection of Vr.
(c) For any y ∈ Vr1 ∩Vr2 , there exist an orbifold chart Vy and coordinate
changes Φriy : Vy → Vri such that Φ
∗
r1ysr1 is equivalent to Φ
∗
r2ysr2 .
(2) Let ({V
(i)
r(i)
| r(i) ∈ R(i)}, {s
(i)
r(i)
| r(i) ∈ R(i)}) be representatives of multi-
sections of E on U for i = 1, 2. We say they are equivalent if the following
holds.
For any x ∈ V
(1)
r
(1)
1
∩V
(2)
r
(2)
2
, there exist an orbifold chartVx and coordinate
changes Φrix : Vx → V
(i)
r
(i)
i
(i = 1, 2) such that Φ∗
r
(1)
1 x
s
(1)
r
(1)
1
is equivalent to
Φ∗
r
(2)
2 x
s
(2)
r
(2)
2
.
An equivalence class of this equivalence relation is called a multisection
of (U, E).
(3) (See [FOn, Definition 3.10].) Let sn be a sequence of multisections of (U, E).
We say that it converges to a multisection s in Ck-topology (k is any of
0, 1, . . . ,∞) if there exists a representative ({Vr | r ∈ R}, {s
n
r | r ∈ R}) of
sn for sufficiently large n and ({Vr | r ∈ R}, {sr | r ∈ R}) of s such that
snr converges to sr in compact C
k-topology for each r. We note that we
assume Vr and R are independent of n.
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Definition 6.10. Let s be a multisection of a vector bundle (U, E) on orbifold U
and x ∈ U . We put s = [({Vr | r ∈ R}, {sr | r ∈ R})]. We take an orbifold chart
Vx at x. A map germ [s], where s : Ox → Ex, is said to be a branch of s at x if
the following holds.
(1) Ox is a neighborhood of ox in Vx.
(2) Let r ∈ R such that x ∈ Ur. Then there exists k such that
φ̂r(ϕ˜rx(y), sr,k(ϕ˜rx(y))) = φ̂x(y, s(y))
if y is on a neighborhood of x in Ox. Here ϕ˜rx is a part of a coordinate
change Vx → Vr.
6.1.2. Multisection on a good coordinate system. Let ÊU = (P, {Up}, {Φpq}) be a
good coordinate system of Z ⊆ X .
Definition 6.11. Let K = {Kp} be a support system of a good coordinate systemÊU and snp multisections of Ep on a neighborhood of Kp for each n ∈ Z≥0 and p. We
say that Ês = {Ásn | n ∈ Z≥0} = {snp | n ∈ Z≥0, p ∈ P} is a multivalued perturbation
of (ÁU,K) if the following conditions are satisfied.
(1) snp ◦ ϕpq = ϕ̂pq ◦ s
n
q on a neighborhood of Kq ∩ ϕ
−1
p,q(Kp).
(2) limn→∞ s
n
p = sp in C
1-topology on a neighborhood of Kp.
A multivalued perturbation of ÊU is a collection {snp} such that (1)(2) hold for
some support system K.
Note that the Kuranishi map sp, which is a single valued section of Ep, can be
regarded as a multisection by Lemma 15.32. The C1-convergence in Definition 6.11
(2) therefore is defined in Definition 6.9 (3).
Below we will elaborate on the equality in Definition 6.11 (1) further. Let x ∈
Kq∩ϕ
−1
pq (Kp) and x
′ = ϕpq(x) ∈ Kp. We can take orbifold chartsVx of (Uq, Eq), Vx′
of (Up, Ep) such that (ϕpq, ϕ̂pq) has a local representative (hpq;x′x, ϕ˜pq;x′x, ˜ˆϕpq;x′x)
with respect to these orbifold charts. (Lemma 15.25.) We define ϕ˘pq;x′x : Vx×Ex →
Ex′ by the relation
˜ˆϕpq;x′x(y, v) = (ϕ˜pq;x′x(y), ϕ˘pq;x′x(y, v)).
We may choose Vx and Vx′ so small that s
n
p and s
n
q have representatives on the
charts. Let snp,x′ and s
n
q,x be the representatives, which are ℓ1 and ℓ2 multisections,
respectively. By taking an appropriate iteration we may assume ℓ1 = ℓ2 = ℓ. We
then require
snp,x′;k(ϕ˜pq;x′x(y)) = ϕ˘pq;x′x(y, s
n
q,x;ρy(k)
(y)) (6.1)
for y ∈ Vx, k = 1, . . . , ℓ, where ρy ∈ Perm(ℓ). (6.1) is the precise form of Definition
6.11 (1).
We will use the C1-convergence to prove certain important properties which
we use in the next subsection. To state this property we need to prepare some
notations.
We denote the normal bundle of our embedding ϕpq : Upq → Up by
N(ϕpq;Up) :=
ϕ∗pqTUp
TUq|Upq
It defines a vector bundle over Upq. For a compact subset K ⊂ Uq we denote by
NK(ϕpq;Up) the restriction of this vector bundle to K ∩ Upq.
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Situation 6.12. We fix a Riamannian metric on Up. It induces a metric on
N(ϕpq;Up). We denote by N
δ(ϕpq;Uq) the δ-disc bundle thereof for δ > 0. Using
the normal exponential map of the embedding ϕpq, we have a diffeomorphism:
Exp : N δK(ϕpq;Up)→ Upq × Up (6.2)
which is given by Exp(x, v) = (x, expx v) where expx is the exponential map of the
metric given on Up. (See [FOOO14, Lemma 6.5].) Here δ is a positive number
depending on a compact subset K of Uq and the embedding ϕpq. We put
BNδ′(K;Up) =
⋃
x∈Upq∩K
expx(N
δ′
K (ϕpq;Up)) ⊂ Up (6.3)
for δ′ ≤ δ. We denote by πδ′ : BNδ′(K;Up) → Upq ∩K the composition of Ext
−1
with the projection N(ϕpq;Up) → Uq of the vector bundle. Note that on the
image of ϕpq, the obstruction bundle Ep has a subbundle ϕ˜pq(Eq). We consider a
sub-bundle
Eq;p ⊂ Ep = π
∗
δ (ϕ˜pq(Eq))
on Bδ(K;Up) which restricts to the bundle ϕ˜pq(Eq) on ϕpq(K) ⊂ Up. We take the
quotient bundle Ep/Eq;p and consider
sp ≡ sp mod Eq;p
that is a section of Ep/Eq;p. In a similar way for each branch s
n
p;k of s
n
p we obtain
snp;k(y) ∈ (Ep/Eq;p)y. (6.4)

We denote by E : BNδ(K;Up) → N δK(ϕpq;Uq) the inverse of Exp on its image.
Namely
E(y) = (x, v) ⇔ x = πδ(y), v = exp
−1
x (y). (6.5)
Lemma 6.13. Suppose we are in Situation 6.12. There exist c > 0, δ0 > 0 and
n0 ∈ Z≥0 such that for y ∈ BNδ0(K;Up)
|snp;k(y)| ≥ c|E(y)| (6.6)
and
|sp(y)| ≥ c|E(y)| (6.7)
hold for any branch snp;k, if n > n0 and d(πδ(y), s
−1
q (0)) < δ0.
Proof. We choose and fix a connection of the quotient bundle Ep/Eq;p. For y =
Exp(x, 0) ∈ ϕp,q(K) we consider the covariant derivative
V 7→ DV sp : (NK(ϕpq;Up))x → (Ep/Eq;p)x. (6.8)
By Definition 3.2 (5), the map (6.8) is an isomorphism if x ∈ s−1q (0) in addi-
tion. Therefore we may choose δ0 so that the map (6.8) is an isomorphism if
d(x, s−1q (0)) < δ0. Then the existence of δ0, c satisfying (6.7) is an immediate con-
sequence of the fact sp is smooth. The inequality (6.6) then is a consequence of
C1-convergence. 
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Remark 6.14. Note the set theoretical fiber of a vector bundle over an orbifold
is a quotient of a vector space by a finite group. The value sp(y) is well-defined as
an element of vector space if we fix a local trivialization. When we do not specify
the local trivialization, the value sp(y) is defined as an element of a quotient of a
vector space by a finite group. The left hand side of (6.7) so makes sense.
In case of multisection snp;k(y), this is well-defined as an element of vector space
if we fix a local trivialization. When we change the local trivialization it changes
by the permutation of k and a finite group action. Therefore the validity of (6.6)
for all branches k is independent of the choice of trivialization.
Remark 6.15. Note that in Definition 6.2 (2) we allow the permutation σ to
depend on y which lies in a neighborhood of x. By this reason the notion of branch
of multisection should be studied rather carefully. Here is an example: We define
eǫ1ǫ2(t) =
®
ǫ1e
−1/|t| t ≤ 0
ǫ2e
−1/|t| t ≥ 0.
Here ǫi is either plus or minus. Four functions e++, e−−, e−+, e+− are all smooth
functions on R. We define 2-multisections s and s′ as follows.
s = (e++, e−−), s
′ = (e+−, e−+).
They are 2-multisections on R of a trivial line bundle. It is easy to see that s is
equivalent to s′ in the sense of Definition 6.2 (2). (This definition coincides with
[FOn].) However, it is impossible to choose σ appeared in Definition 6.2 (2) in a
way independent of y. See Subsection 13.5 for more discussion about this point.
It is convenient to remove the assumption d(πδ(y), s
−1
q (0)) < δ0 in Lemma 6.13.
Lemmata 6.18 and 6.19 below say that we can always do so by replacing our good
coordinate system by a strongly open GG-embedding.
Condition 6.16. Let ÊU be a good coordinate system of (X,Z) and K its support
system. We consider the following condition for them.
For each p > q, there exist Riemannian metrics on Up and the sub-bundle Eq;p as
in Situation 6.12. (Here the compact set K appearing in Situation 6.12 is ϕpq(Kq).)
and we have a connection on Ep/Eq;p. They satisfy the following.
If x ∈ ϕpq(Kq), V ∈ (NK(ϕpq;Up))x, V 6= 0 then
DV sp 6= 0. (6.9)
Remark 6.17. Note the left hand side of (6.9) is a covariant derivative which
depends on the choice of the connection in general. It is independent of the choice
of the connection when x ∈ s−1p (0)).
Lemma 6.18. Suppose ÊU and K satisfy Condition 6.16. Then there exist c > 0
and n0 ∈ Z≥0
|sp(y)| ≥ c|E(y)| (6.10)
and
|snp;k(y)| ≥ c|E(y)| (6.11)
hold for all branch snp;k, if n > n0, x ∈ Kq and y ∈ BNδ0(K;Up).
Here the map E is as in (6.5). The proof is the same as the (second half of the)
proof of Lemma 6.13.
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We take a metric d on |K+| in the next lemma and Bδ(A) = {x ∈ |K+| | d(x,A) <
δ}. We also regard Z ⊂ |K+| by ψ.
Lemma 6.19. Let ÊU be a good coordinate system of (X,Z) and (K−,K+) be its
support pair. Then there exists a support system K−′ and δ0 > 0 with the following
properties.
(1) (K−′,K+) is a support pair.
(2) ÊU , K−′ satisfy Condition 6.16.
(3)
Bδ(K
−
q ∩ Z) ∩ Z ⊆ Bδ(K
−′
q ∩ Z), (6.12)
for any q ∈ P.
Proof. Take a support system K−+ such that K− < K−+ < K+. Apply (the first
half of the proof of) Lemma 6.13 to K = K−+q and obtain δq such that
DV sp 6= 0 (6.13)
for V ∈ (NK(ϕpq;Up))x, x ∈ Bδq(K
−+
q ∩ s
−1
q (0)) ∩ Uq.
Put δ1 = min{δq | q ∈ P}. Take δ2 > 0 such that
B2δ2(K
−
q ) ∩ Uq ⊂
◦
K−+q , B2δ2(K
−+
q ) ∩ Uq ⊂
◦
K+q (6.14)
for all q. We take
K−′q = Close(Bδ2(K
−
q ∩ Z) ∩ Uq). (6.15)
We take δ0 smaller than min{δ1, δ2}.
Item (1) follows from (6.14). Item (2) follows from (6.13) and (6.14).
We prove hat Item (3) holds if we replace δ0 by a smaller positive number if
necessary. We remark that for any δ > 0 there exists δ′ > 0 such that
Bδ′(K
−
q ∩ Z) ∩ Up ⊂ N
δ
Close(Bδ(K
−
q ∩Z)∩Uq)
(ϕpq;Up). (6.16)
(6.16) and Lemma 6.13 implies
Bδ′(K
−
q ∩ Z) ∩ Up ⊂ Uq (6.17)
for sufficiently small δ′ and q < p. (6.12) follows from (6.14), (6.15) and (6.17). 
Remark 6.20. Note the way taken in [FOOO13] or in the earlier literatures such
as [FOn],[FOOO4] is different from that in this document and proceed as follows.
We fix the extension of the subbundle Eq;p and fix the choice of the splitting Eq ≡
Eq;p ⊕
Eq
Eq;p
. We then assumed the equality
Π Eq
Eq;p
(snp,k) = Π Eq
Eq;p
(sp) (6.18)
for any branch snp,k of our multisection s
n
p . (See [FOn, (6.4.4)] for example.)
23
We did not assume snp,k converge to sp in C
1-topology but assumed only C0-
convergence.
However (6.18) together with the fact
|Π Eq
Eq;p
(sp)| > c|v|
23 We remark that actually we can make sense the equality (6.18) without taking and fixing
the splitting Ep ≡ Eq;p ⊕
Eq
Eq;p
, since the projection Ep →
Eq
Eq;p
is well-defined without fixing this
splitting.
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(which follows from the proof of Lemma 6.18 (6.10)) is enough to prove (6.11).
We have slightly modified the definition here, since by assuming C1-convergence
as in Definition 6.11 (2) we can prove Lemma 6.18, which we will use instead of the
assumption (6.18) made in the earlier literature. In fact, (6.11) is the property we
need. (See the proof of Sublemma 6.28 Case 4.)
We however emphasize that the results using the definition in the earlier lit-
erature is literally correct without change by the proof given there. We here are
improving the presentation of the proof of the earlier literatures but are not cor-
recting the proof therein.
In Part 2 of this document, we need to study a family of multivalued pertur-
bations. The following notion is useful for the study of a family of multivalued
perturbations.
Definition 6.21. A σ parameterized family of multivalued perturbations {{snσ} |
σ ∈ A } of ( ÊU ,K) is said to be a uniform family if the convergence in Definition
6.11 is uniform. More precisely, we require the following.
For each ǫ there exists n(ǫ) such that if n > n(ǫ) then
|s(y)− sp(y)| < ǫ, |(Ds)(y)− (Dsp)(y)| < ǫ (6.19)
hold for any branch s of snσ at any point y ∈ Kp for any p ∈ P, σ ∈ A .
Remark 6.22. Note that we assume that (ÊU ,K) is independent of σ.
Inspecting the proof of Lemma 6.19, we have the following.
Lemma 6.23. If {{snσ} | σ ∈ A } is a uniform family, then the constants n0, c and
δ0 in Lemma 6.19 can be taken independent of σ.
Remark 6.24. Suppose A consists of one point. Then the condition assumed in
Lemma 6.23 is slightly weaker than C1 convergence in the sense of Definition 6.9
(3). In fact, in Definition 6.9 (3), we assumed, for example, that we may choose
that the number of branches of sn is independent of n.
If we define Ck convergence of multisections to a multisection using branch in
the same way as above, it seems rather complicated. Note we discuss here the case
of C1 convergence of multisections to a single-valued section, the Kuranishi map.
6.2. Support system and the zero set of multisection. We use Lemma 6.18
to prove Propositions 6.25 and 6.30 below. In this subsection we use a metric on
subsets of | ÊU| = ⋃p∈P Up/ ∼, which we choose as follows. We start with support
systemsKi, i = 1, 2, 3 with K1 < K2 < K3. (See Definition 5.6 (2) for this notation.)
The union of the images of K3p in | ÊU| is denoted by |K3|. The quotient topology on
|K3| is metrizable. (See [FOOO18, Proposition 5.1].) We use this topology or its
induced topology. The space X can be regarded as a subspace of |K3| and of |K2|
or |K1|. We take a metric on a compact neighborhood of |K3| in | ÊU| and use the
induced metric on various spaces appearing below. Note that all the spaces Kip etc.
are contained in the compact neighborhood of |K3| so have this metric.
For a subset A ⊂ |K3| we put
Bδ(A) = {x ∈ |K
3| | d(x,A) < δ}. (6.20)
For a point p ∈ |K3|, we define Bδ(p) := Bδ({p}).
Sometimes we identify a subset Kip with its image in |K
3|. Then for example, for
a subset A ⊂ K3q ∩ Upq, we identify A with ϕpq(A).
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Proposition 6.25. Let K− < K+ < K2 < K3 and let {snp} be a multivalued
perturbation of (ÊU ,K3). Then there exist δ > 0, n0 ∈ Z≥0 such that for any q ∈ P
and n > n0
Bδ(K
−
q ∩ Z) ∩
⋃
p
((snp)
−1(0) ∩ K2p) ⊂ K
+
q . (6.21)
Here (snp)
−1(0) is the set of the points in K3p such that at least one of the branches
of snp vanishes.
Proof. We first remark that in view of Lemma 6.19 it suffices to prove the proposi-
tion when K− satisfies Condition 6.16 in addition. In fact we apply Lemma 6.19 to
obtain K−′ satisfying Condition 6.16 in addition. By using Lemma 6.19, we have
Bδ(K
−
q ∩ Z) ∩
⋃
p
((snp )
−1(0) ∩ K2p) ⊂ Bδ(K
−′
q ∩ Z) ∩
⋃
p
((snp)
−1(0) ∩ K2p)
Therefore (6.25) with K− replaced by K−′ implies (6.25).
Hereafter we assume the condition.
Let x ∈ K−q ∩ Z. We first show the following lemma.
Lemma 6.26. There exist δx,q > 0 and nx,q > 0 such that for n > nx,q
Bδx,q(x) ∩ Z ⊂ K
+
q , Bδx,q(x) ∩
⋃
p
(snp)
−1(0) ⊂ K+q .
Proof. During the proof of Lemma 6.26 we fix x and q. The constants in Sublem-
mata 6.27, 6.28 depend on x and q.
Sublemma 6.27. There exists δ1 > 0 with the following properties.
(1) If x /∈ K2p, then Bδ1(x) ∩K
2
p = ∅.
(2) If x ∈ K−p , then Bδ1(x) ∩ K
2
p = Bδ1(x) ∩ K
+
p .
(3) If x ∈ K2p, q ≤ p, then Bδ1(x) ∩K
2
q ⊂ K
3
p ∩K
2
q.
(4) If x ∈ K2p, q ≥ p, then Bδ1(x) ∩K
2
p ⊂ K
+
q .
Proof. Statement (1) follows from compactness of K2p, (2) from K
−
p ⊂ IntK
+
p , (3)
from K2p ⊂ IntK
3
p, and (4) from x ∈ K
−
q ∩ Z and K
−
q ⊂ IntK
+
q , respectively. 
Sublemma 6.28. There exists δ2,p for each p ∈ P and n1,p ∈ Z≥0 such that
Bδ2,p(x) ∩ (sp)
−1(0) ∩K2p ⊂ K
+
q , Bδ2,p(x) ∩ (s
n
p)
−1(0) ∩ K2p ⊂ K
+
q
hold for n > n1,p.
Proof. We discuss 4 cases separately. In the first 3 cases we will prove
Bδ2,p(x) ∩ K
2
p ⊂ K
+
q . (6.22)
(6.22) obviously implies the required inclusion in those cases.
(Case 1) Neither p ≤ q nor q ≤ p. In this case we may choose δ2,p = δ1 since the
left hand side of (6.22) is an empty set by Sublemma 6.27 (1).
(Case 2) p = q. We take δ2,p = δ1. Then (6.22) follows from Sublemma 6.27 (2).
(Case 3) p < q. We take δ2,p = δ1. Then (6.22) follows from Sublemma 6.27 (4).
(Case 4) q < p. This is the most important case. Let dp be a metric function
induced by a Riemannian metric gp of Up. Note the metric d which we used to
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define the metric ball in Sublemma 6.27 is different from dp. However they define
the same topology. We next prove that there exist, δ3 > 0 and c > 0 such that
|sp(y)| ≥ cdp(y,K
2
q) (6.23)
holds for y ∈ Bδ3(x) ∩ K
2
p. To prove this we show the next subsublemma.
Subsublemma 6.29. There exists δ3 > 0 such that if y ∈ Bδ3(x) ∩ K
2
p then
there exists a minimal gp-geodesic ℓ : [0, d] → Up of length d such that ℓ(0) ∈
ϕpq(Upq) ∩ K3p ∩ K
2
q and d = dp(y,K
2
q).
Proof. Since K2q is a relatively compact subset of K
3
q and x ∈ K
2
q, there exists δ3 > 0
such that dp(x, y) < δ3 implies that there exists z ∈ K3q with the property that the
minimal geodesic joining z and y is perpendicular to K3q and that dp(z, y) ≤ dp(x, y).
We can now use Sublemma 6.27 (3) to show that we may choose δ3 such that
z ∈ ϕpq(Upq) ∩K3p ∩ K
2
q. The subsublemma follows. 
The inequality (6.23) follows from Subsublemma 6.29 and Lemma 6.18 (6.10).
Now (6.23) implies that
Bδ3(x) ∩ (sp)
−1(0) ⊂ K2q.
It implies Bδ3(x) ∩ (sp)
−1(0) ⊂ K+q by Sublemma 6.27 (2) applied to p = q.
We use Lemma 6.18 (6.11) and Subsublemma 6.29 in the same way as the proof
of (6.23) to show:
|snp(y)| ≥ cdp(y, Uq) (6.24)
for all y ∈ Bδ4(x)∩K
2
p and sufficiently large n. (Note that this inequality holds for
any branch of snq .) Using (6.24) in place of (6.23) we prove Bδ4(x)∩ (s
n
p )
−1(0) ⊂ K2q
in the same way as above. Then Bδ4(x) ∩ (s
n
p)
−1(0) ⊂ K+q follows from Sublemma
6.27 (2). Thus δ2,p = min{δ1, δ3, δ4} has the required properties. The proof of
Sublemma 6.28 is complete. 
We put δx,q = min{δ2,p | p ∈ P} and nx,q = max{n1,p | p ∈ P}. Then Lemma
6.26 follows from Sublemma 6.28. 
Now we take finitely many points xi ∈ K−q ∩ Z, i = 1, . . . , Nq such that
Nq⋃
i=1
Bδx,q(xi) ⊃ K
−
q ∩ Z.
We put Uq =
⋃Nq
i=1 Bδxi,q(xi). Then for any n ≥ max{nxi,q | i = 1, . . . , Nq} we
have
Uq ⊃ K
−
q ∩ Z, Uq ∩
⋃
p
((snp)
−1(0)) ⊂ K+q .
Since Uq is open and K−q ∩ Z is compact, there exists δq > 0 such that Bδq(K
−
q ∩
Z) ⊂ Uq. It is easy to see that δ = min{δq | q ∈ P} and n0 = max{nxi,q | i =
1, . . . , Nq, q ∈ P} have the required properties. The proof of Proposition 6.25 is
complete. 
Proposition 6.30. Let K1,K2,K3 be a triple of support systems of a good co-
ordinate system ÊU of Z ⊆ X with K1 < K2 < K3 and Ês = {snp} a multivalued
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perturbation of ( ÊU ,K3). Then there exists a neighborhood U(Z) of Z in |K2| and
n0 ∈ Z≥0 such that the following holds for any n > n0.(⋃
p
((snp )
−1(0) ∩ K1p)
)
∩ U(Z) =
(⋃
p
((snp)
−1(0) ∩ K2p)
)
∩ U(Z). (6.25)
Proof. The inclusion ⊆ is obvious for any U(Z). We will prove the inclusion of the
opposite direction.
Lemma 6.31. For each δ > 0, there exists δ′ > 0 such that for every p ∈ P
Bδ′(Z) ∩ K
2
p ⊂ Bδ(Z ∩ K
2
p). (6.26)
Here we put Bδ(A) = {x ∈ |K
2| | d(x,A) < δ}.
Proof. The proof is by contradiction. If the lemma does not hold, there exist p ∈ P,
δ > 0, a sequence δi → 0, and points xi ∈ Bδi(Z) ∩K
2
p such that xi /∈ Bδ(Z ∩ K
2
p).
Since K2p is compact, we may assume that the sequence xi converges to a point
x ∈ K2p. Then x ∈ K
2
p ∩ Z. Therefore xi ∈ Bδ(Z ∩ K
2
p) for sufficiently large i. This
is a contradiction. 
By Lemma 6.31(⋃
q
((snq )
−1(0) ∩K2q)
)
∩Bδ′(Z) =
⋃
q
(
(snq )
−1(0) ∩ K2q ∩Bδ′(Z)
)
⊆
⋃
q
(
(snq )
−1(0) ∩Bδ(Z ∩ K
2
q) ∩ K
2
q
)
.
(6.27)
for sufficiently large n. We take a support systemK0 = (K0p)p∈P such that K
0 < K1.
Since
⋃
q Z ∩ K
0
q = Z, we have⋃
q
(
(snq )
−1(0) ∩Bδ(Z ∩ K
2
q) ∩ K
2
q
)
⊆
⋃
p,q
(
(snp)
−1(0) ∩Bδ(Z ∩ K
0
q) ∩K
2
p
)
. (6.28)
In fact ⋃
q
(
(snp)
−1(0) ∩Bδ(Z ∩K
0
q) ∩ K
2
p
)
= (snp)
−1(0) ∩Bδ(Z) ∩K
2
p
⊇ (snp)
−1(0) ∩Bδ(Z ∩ K
2
p) ∩ K
2
p.
We apply Proposition 6.25 to (K−,K+) = (K0,K1) and obtain⋃
p
(
(snp)
−1(0) ∩Bδ(Z ∩ K
0
q) ∩ K
2
p
)
⊂ K1q (6.29)
for sufficiently large n. Note⋃
p
(
(snp )
−1(0) ∩K1q
)
= (snq )
−1(0) ∩ K1q.
Hence (6.29) implies⋃
p,q
(
(snp)
−1(0) ∩Bδ(Z ∩K
0
q) ∩ K
2
p
)
⊆
⋃
q
(
(snq )
−1(0) ∩ K1q
)
.
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Combined with (6.27) and (6.28), we have(⋃
q
(snq )
−1(0) ∩ K2q)
)
∩Bδ′(Z) ⊆
⋃
q
(
(snq )
−1(0) ∩ K1q
)
.
We take U(Z) = Bδ′(Z). The proof of Proposition 6.30 is then complete. 
Proposition 6.30 corresponds to [FOOO13, Lemma 6.6]. The proof we gave above
is based on the same idea.
Corollary 6.32. There exist a neighborhood U(Z) of Z in |K2| and n0 ∈ Z≥0 such
that the space
Å⋃
p((s
n
p )
−1(0) ∩
◦
K2p)
ã
∩ U(Z) is compact if n > n0. Moreover,
lim
n→∞
(⋃
p
((snp)
−1(0) ∩
◦
K2p)
)
∩ U(Z) ⊆ X. (6.30)
Here the limit is taken in Hausdorff topology.
The first claim corresponds to [FOOO13, Lemma 6.11] and the second claim
corresponds to [FOOO13, Lemma 6.12]. Using Proposition 6.30 the proof is also
the same as those lemmata. We reproduce them here for reader’s convenience.
Proof. Proposition 6.30 implies that(⋃
p
((snp )
−1(0) ∩
◦
K2p)
)
∩ U(Z) =
(⋃
p
((snp)
−1(0) ∩ K1p)
)
∩ U(Z). (6.31)
We may assume that U(Z) is compact. Then
(⋃
p((s
n
p )
−1(0) ∩ K1p)
)
∩U(Z) is com-
pact. The compactness of
Å⋃
p((s
n
p)
−1(0) ∩
◦
K2p)
ã
∩ U(Z) follows from (6.31).
We next prove (6.30). Suppose (6.30) does not hold for any U(Z). Then there
exist p ∈ P, δ > 0, ni → ∞, and xi such that xi ∈ (s
ni
p )
−1(0) ∩ K1p ∩ U(Z) and
d(xi, X) ≥ δ for all i. We may assume that xi converges to x. (Note we may assume
that U(Z) is compact.) Then x ∈ (sp)−1(0) ∩ K1p ∩ U(Z). Therefore x ∈ X . This
contradicts to d(x,X) ≥ δ > 0. 
Remark 6.33. To derive the estimate (6.24) we used Definition 6.9 (3) for the
notion of C1-convergence of the multivalued perturbations {snp}. However, we note
that (6.24) can be also obtained by using a slightly weaker notion of C1-convergence
defined by Definition 6.21. See also Remark 6.24. Therefore Propositions 6.25, 6.30
also hold even if we use this weaker notion of C1-convergence of multivalued pertur-
bations. Indeed, the next proposition, which concerns uniformity of the constants
appearing in Propositions 6.25, 6.30 and Corollary 6.32, is also obtained under the
weaker notion of C1-convergence.
Proposition 6.34. Let {{snσ | n ∈ Z≥0} | σ ∈ A } be a uniform family of multival-
ued perturbations of (ÊU ,K3).
(1) In Proposition 6.25 the constants δ and n0 can be taken independent of σ.
(2) In Proposition 6.30 the set U(Z) and the constant n0 can be taken indepen-
dent of σ.
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(3) In Corollary 6.32 the set U(Z) and the constant n0 can be taken independent
of σ. Moreover
lim
n→∞
sup
{
dH
(
X,
(⋃
p
((snσ,p)
−1(0) ∩
◦
K2p)
)
∩ U(Z)
)
| σ ∈ A
}
= 0. (6.32)
Proof. This is a consequence of Lemma 6.23 and the proofs of Propositions 6.25,
6.30 and Corollary 6.32. 
Definition 6.35. (Orbifold case)
(1) Let s be a multisection of a vector bundle E on an orbifold U . We say it is
transversal to 0 on K ⊂ U if for each x ∈ K and any branch sk of s at x
such that sk(x) = 0, sk is transversal to 0. (Note sk : Vx → Ex is a smooth
map and (Vx,Γx, Ex, φx, φ̂x) is an orbifold chart of (U, E).)
(2) In the situation of (1), let f : U → N be a smooth map to a manifold. We
say f is strongly submersive with respect to s, if for any branch sk of s at
x ∈ K such that sk(x) = 0, the composition
s−1k (0) →֒ V
φx
−→ U
f
−→ N (6.33)
is a submersion.
(3) In the situation of (2), let g :M → N be a smooth map between manifolds.
Suppose the multisection s is transversal to 0 onK. We say (s, f) is strongly
transversal to g if s is transversal to 0 and, for any branch sk of s at x ∈ K
such that sk(x) = 0, the composition (6.33) is transversal to g.
Definition 6.36. (Good coordinate system case)
(1) Let Ês be a multisection of (ÊU ,K), where ÊU is a good coordinate system of
Z ⊆ X and K its support system. We say it is transversal to 0 if for each
p ∈ P, sp is transversal to 0 on Kp.
(2) In the situation of (1), let Êf : (X,Z; Û) → N be a smooth map to a
manifold. We say f is strongly submersive with respect to Ês, if for each
p ∈ P, fp is strongly submersive with respect to sp.
(3) In the situation of (2), let g :M → N be a smooth map between manifolds.
Suppose the multisection Ês is transversal to 0 onK. We say (Ês, f) is strongly
transversal to g if for each p ∈ P, fp is strongly transversal to g with respect
to sp.
(4) A multivalued perturbation of a good coordinate system Ês = {Ásn} is said
to be transversal to 0 if Ásn is transversal to 0 for sufficiently large n.
(5) Strong submersivity of maps on good coordinate system with respect to
a multivalued perturbation is defined in the same way. The definition of
strong submersivity of a map Êf : (X,Z; Û)→ N on good coordinate system
to g : M → N with respect to a multivalued perturbation is defined in the
same way.
Theorem 6.37. Let ÊU be a good coordinate system of Z ⊆ X and K its support
system.
(1) There exists a multivalued perturbation Ês = {snp} of (ÊU ,K) such that each
branch of snp is transversal to 0.
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(2) Suppose Êf : (X,Z; ÊU) → N is strongly smooth and is transversal to g :
M → N , where g is a map from a manifold M . Then we may choose Ês
such that Êf is strongly transversal to g with respect to Ês.
This is actually proved during the proof of [FOOO13, Proposition 6.3]. We will
prove it in Section 13.
6.3. Embedding of Kuranishi structure and multisection.
Definition 6.38. Let Û be a Kuranishi structure of Z ⊆ X . A strictly compatible
multivalued perturbation of Û is a collection ŝ = {“sn} = {snp}p∈Z such that snp is
a multisection of Ep on Up for each p ∈ X and n ∈ Z≥0, which have the following
properties.
(1) snp ◦ ϕpq = ϕ̂pq ◦ s
n
q on Upq.
(2) limn→∞ s
n
p = sp in C
1 sense on Up.
The precise meaning of (1), (2) above is the same as in the case of Definition 6.11.
Remark 6.39. We use the terminology, strictly compatible multivalued pertur-
bations, in Definition 6.38. The phrase ‘strictly compatible’ indicates that this is
rather a strong condition and is hard to realize. For example, we may not expect
such a perturbation exists for a given Kuranishi structure. Namely we need to re-
place the given Kuranishi structure to its appropriate thickening to obtain strictly
compatible multivalued perturbation. (See Proposition 6.44.) Nevertheless we usu-
ally omit the phrase ‘strictly compatible’ and simply say multivalued perturbation.
Definition 6.40. (1) Let Φ̂ = {Φp} : Û → Û ′ be a strict KK-embedding of
Kuranishi structures. Let {snp} and {s
′n
p } be multivalued perturbations of
Û and Û ′, respectively. We say {snp} and {s
′n
p } are compatible with Φ̂ if
s′np ◦ ϕp = ϕ̂p ◦ s
n
p .
(2) Let Û0 be an open substructure of a Kuranishi structure Û . Let {s
n
p} be a
multivalued perturbation of Û . Then {snp |U0p } is a multivalued perturbation
of Û0. We call it the restriction of {s
n
p} and write {s
n
p}|Û0.
(3) Let Φ̂ = {Φp} : Û → Û ′ be a (not necessary strict) KK-embedding of
Kuranishi structures. Let {snp} and {s
′n
p } be multivalued perturbations of
Û and Û ′, respectively. We say {snp} and {s
′n
p } are compatible with Φ̂ if a
restriction {snp}|“U0 is compatible to {s′np } with respect to a strict embedding
Û0 → Û ′. Here Û0 is an open substructure of Û
Definition 6.41. Let ÊΦ = {Φp} : ÊU →ËU ′ be a GG-embedding, and Ês = {snp} andÊs′ = {s′np } multivalued perturbations of ÊU and ËU ′, respectively. We say {snp} and
{s′np } are compatible with ÊΦ if s′np ◦ ϕp = ϕ̂p ◦ snp .
Definition 6.42. Let Φ̂ = ({Up(p)}, {Φpp}) : ÊU → ”U+ be a GK-embedding. LetÊs = {snp} and ŝ = {snp} be multivalued perturbations of ÊU and”U+, respectively. We
say {snp} and {s
n
p} are compatible with Φ̂ if s
n
p ◦ ϕpp = ϕ̂pp ◦ s
n
p holds on Up(p).
There are various obvious statements about the composition of embeddings and
its compatibilities with the multivalued perturbations. We leave to the interested
readers to state and prove them.
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Definition 6.43. Let ÊU , ËU0 be good coordinate systems of Z ⊆ X . An open GG-
embedding ÊΦ : ËU0 → ÊU is said to be relatively compact if, for each p, the subset
ϕp(U
0
p ) is relatively compact in Up.
Proposition 6.44. Let ËU0 → ÊU be a relatively compact open GG-embedding of
good coordinate systems of Z ⊆ X. Then there exist a Kuranishi structure Û and
a GK-embedding ËU0 → Û with the following properties.
(1) Let K be a support system of ÊU and Ês = {snp} a multivalued perturbation of
( ÊU ,K). We assume ϕp(U0p ) ⊂ Int Kp.
Then there exists a multivalued perturbation ŝ = {snp} of Û such that Ês|ÊU0
and ŝ are compatible with the embedding ËU0 → Û .
(2) If Êf : (X,Z; ÊU)→ Y is a strongly continuous (resp. strongly smooth) map,
then there exists f̂ : (X,Z; Û)→ Y such that Êf |ÁU0 is a pullback of f̂ by the
embedding ËU0 → Û .
We will prove Proposition 6.44 together with the following relative version.
Proposition 6.45. In the situation of Proposition 6.44 (1) we assume the following
in addition.
(E) ”U+ is a Kuranishi structure of Z ⊆ X and ÊU →”U+ is a GK-embedding.
Then we may choose Û and ËU0 → Û in Proposition 6.44 such that the following
holds in addition.
There exists a KK-embedding Û →”U+ such that:
(i) The composition of ËU0 → Û and Û → ”U+ is equivalent to the composition
of the embeddings ËU0 → ÊU , ÊU →”U+.
(ii) ”U+ is a thickening of Û .
(iii) In the situation of Proposition 6.44 (2), we assume that Êf : (X,Z; ÊU)→ Y
is a pullback of ”f+ : (X,Z;”U+) → Y , in addition. Then we may take f̂
such that it is a pullback of ”f+.
Y
ÊU
Êf 44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ // ”U+ f̂+
88♣♣♣♣♣♣♣♣♣♣♣♣♣
ËU0?
OO
// Û
OO
f̂
AA (6.34)
Proof of Propositions 6.44 and 6.45. We put K0p = ϕp(U
0
p ) and K
0 = {K0p}. Then
(K0,K) is a support pair. Let p ∈ Z. We take pp with the following properties.
Property 6.46. (1) p ∈ ψpp(s
−1
pp (0) ∩ K
0
pp
).
(2) If p ∈ ψq(s−1q (0) ∩ K
0
q) then q ≤ pp.
Existence of such pp follows from Definition 3.14 (6). We take an open neigh-
borhood Up of p in Kpp with the following properties.
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Property 6.47. (1) Up is relatively compact in IntKpp .
(2) If ψp(Up ∩ s
−1
p (0)) ∩ ψq(K
0
q ∩ s
−1
q (0)) ∩ Z 6= ∅, then q ≤ pp.
(3) In the situation of Proposition 6.45 we require Up ⊂ Upp(p) in addition.
Here Upp(p) is an open neighborhood of op in Up that appears in the defi-
nition of the GK-embedding ÊU →”U+. (Definition 6.42.)
We define a Kuranishi chart Up by Upp |Up .
We next define a coordinate change among them. Let q ∈ ψpp(s
−1
pp (0) ∩ Up).
Property 6.46 and Property 6.47 (2) imply that pq ≤ pp. Therefore there exists a
coordinate change Φpppq of the good coordinate system ÊU . The coordinate change
from Uq to Up is by definition the restriction of Φpppq to Uq ∩ ϕ
−1
pppq (Uq). Compat-
ibility of the coordinate changes follows from the compatibility of the coordinate
changes of ÊU and the commutativity of Diagram (3.8). We thus obtain the required
Kuranishi structure Û .
Firstly we prove Proposition 6.44 (1). We define the GK-embedding ËU0 → Û .
Let p ∈ U0p ∩ X . Since K
0
p is the closure of U
0
p , Property 6.46 (2) implies p ≤ pp.
Therefore there exists a coordinate change Φppp : Up → Upp . We put
U0p (p) = ϕ
−1
ppp
(Up) ∩ U
0
p , Φ
0
pp = Φppp|U0p(p).
It is easy to see that they define the required GK-embedding ËU0 → Û .
Secondly we prove Proposition 6.44 (2) (3). We define snp = s
n
pp
|Up . Its compati-
bility with coordinate change follows from one of snp . Thus we obtain a multivalued
perturbation {snp}. The strong compatibility of it with the GK-embedding ËU0 → Û
follows from the strong compatibility of snp with coordinate change.
If Êf = {fp}, then we define fp = fpp |Up . It is easy to see that it has required
properties.
Thirdly we prove Proposition 6.45 (i). We define a KK-embedding : Û → ”U+.
Let p ∈ X . We consider ϕppp : Upp |Up(p) → U
+
p that is a part of the data defining
the GK-embedding ÊU →”U+ (Definition 6.42.) By Property 6.47 (3) we can restrict
it to Up. It is easy to see that they are compatible with coordinate changes and
define the required KK-embedding : Û →”U+.
Commutativity of Diagram 5.13 implies that the composition ËU0 → Û → Û+ is
the given embedding ËU0 → Û+.
We finally prove Proposition 6.45 (ii)(iii), that is, ”U+ is a thickening of Û . Let
p ∈ X . We put
Op = ψpp(s
−1
pp
(0) ∩ Up ∩ IntKpp).
Note Up ⊂ Upp(p) ⊂ Upp .
Let q ∈ Op. Then
q ∈ ψpp(s
−1
pp
(0) ∩ IntKpp) ∩ ψ
+
p ((s
+
p )
−1(0)).
Therefore there exist Opp(q) ⊂ Upp and ϕqpp : Opp(q)→ U
+
q . We put
Wp(q) = Up ∩ ϕ
−1
qpp(U
+
pq).
Then
ϕp(Wp(q)) = ϕppp(Wp(q)) ⊂ ϕ
+
pq(ϕqpp(Wp(q))) ⊂ ϕ
+
pq(U
+
pq).
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We have thus checked Definition 5.3 (2)(a). Definition 5.3 (2)(b) can be checked in
the same way by using ϕ̂qpp . We have thus proved (ii).
(iii) is a consequence of the fact that U+p is an open subset of Upp and f
+
p is a
restriction of fpp .
The proof of Propositions 6.44 and 6.45 is now complete. 
Propositions 6.44 and 6.45 provide a way to transfer a multivalued perturbation
of a good coordinate system to that of a Kuranishi structure. The next results
describe the way of transferring them in the opposite direction. For this, we need
one more definition.
Definition 6.48. Let Φ̂ = {Φpp} : Û → ÊU be a KG-embedding. Let ŝ = {snp} andÊs = {snp} be multivalued perturbations of Û and ÊU , respectively. We say {snp} and
{snp} are compatible with Φ̂ if they satisfy
ϕpp ◦ s
n
p = s
n
p ◦ ϕ̂pp
on Up.
Proposition 6.49. Let Û be a Kuranishi structure on Z ⊆ X and ŝ = {snp} a
multivalued perturbation of Û . Then we can take a good coordinate system ÊU and
the strict KG-embedding Φ̂ : Û0 → ÊU in Theorem 3.30 so that the following holds
in addition.
(1) There exists a multivalued perturbation Ês = {snp} of ÊU such that ŝ|“U0 and Ês
are compatible with the embedding Φ̂.
(2) If f̂ : (X,Z; Û) → Y is a strongly continuous map, then there exists Êf :
(X,Z; ÊU) → Y such that Êf ◦ Φ̂ is a pullback of f̂ . If f̂ is strongly smooth
(resp. weakly submersive) then so is Êf . The transversality to M → Y is
also preserved.
Proposition 6.50. Suppose we are in the situation of Propositions 5.21 (resp.
5.22) and 6.49. Then we can take the GK-embedding ”Φ+ : ÊU →”U+ in Proposition
5.21 (resp. the GK-embeddings ”Φ+a : ÊU → ”U+a in Proposition 5.22 (a = 1, 2)) so
that the following holds.
(1) If ŝ+ is a multivalued perturbation of ”U+ such that ŝ+, ŝ are strongly com-
patible with the KK-embedding Û → ”U+, then we may choose Ês such thatÊs, ŝ+ are compatible with the embedding ”Φ+. (resp. If ŝ+a (a = 1, 2) is a
multivalued perturbation of ”U+a such that ŝ+a , ŝ are strongly compatible with
the embedding Û → ”U+, then we may choose Ês such that Ês, ŝ+a are both
compatible with the embedding ”Φ+a .)
(2) If ”f+ : (X,Z;”U+) → Y is a strongly continuous map so that the pull back
of ”f+ is f̂ : (X,Z; Û) → Y , then we may choose Êf : (X,Z; ÊU) → Y such
that ”f+ ◦”Φ+ = Êf . (resp. If ”f+a : (X,Z;”U+a ) → Y are strongly continuous
maps such that the pull back of both ”f+a (a = 1, 2) are f̂ : (X,Z; Û) → Y ,
then we may choose Êf : (X,Z; ÊU)→ Y such that ”f+a ◦”Φ+a = Êf .)
We will prove Propositions 6.49 and 6.50 in Subsection 11.3.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 63
6.4. General strategy of construction of virtual fundamental chain. In this
subsection we summarize a general strategy we will take and show how the results
of this section will be used in the strategy.
Let us start with a Kuranishi structure Û of X .
Step 1: We find a good coordinate system ÊU such that Û < ÊU , which means that Û
is embedded in ÊU . (Theorem 3.30.)
Step 2: We find a multivalued perturbation Ês of ÊU that has various transversality
properties. (Theorem 6.37.)
Step 3: We obtain a virtual fundamental chain associated to the perturbations ofÊU .
Step 4: We next apply Proposition 6.44 to obtain Kuranishi structure”U+ such that
Û < ÊU <”U+
and a multivalued perturbation ŝ+ of it.
Step 5: We apply Proposition 5.21 to ”U+ and obtain a good coordinate system ÈU+
such that
Û < ÊU < ”U+ < ÈU+.
Moreover, the multivalued perturbation ŝ+ induces a multivalued pertur-
bation Ës+ of ÈU+.
Step 6: The transversality of Ês implies one of ŝ+ and then one of Ës+.
Step 7: We obtain a virtual fundamental chain associated to Ës+.
Now an important statement is that the virtual fundamental chain obtained in
Step 3 is the same as the virtual fundamental chain obtained in Step 7 for any
sufficiently large n. (Roughly speaking, this is a consequence of Proposition 6.30.)
Its de Rham version is Proposition 9.16.
This statement can be used as follows. Note the constructions in Step 5 is not
unique. Namely for each given ”U+ there are many possible choices of ÈU+. How-
ever the virtual fundamental chain associated to it is independent of such choices.
Moreover it coincides with the virtual fundamental chain obtained in Step 3.
In other words, we can recover the virtual fundamental chain of Ês (that is defined
on ÊU in Step 3) from ŝ+ that is defined on ”U+.
By this reason, we can forget the good coordinate system ÊU and remember only
the Kuranishi structure ”U+ and ŝ+ on it. Since Kuranishi structure behaves better
with fiber product than good coordinate system, we can use this fact to make the
whole construction compatible with the fiber product description of the boundaries.
In Sections 7-12, we will work out this process in the de Rham model in great
detail, where we will use CF-perturbations, which is an abbreviation of continuous
family perturbations, instead of multivalued perturbations.
In Part 2 of this document, we will discuss in detail the way how we make
the whole construction compatible when we start with the system of Kuranishi
structures.
7. CF-perturbation and integration along the fiber (pushout)
7.1. Introduction to Sections 7-10. As we mentioned in Introduction, we study
systems of Kuranishi structures so that the boundary of each of its member is de-
scribed by the fiber product of the other members. We will obtain an algebraic
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structure on certain chain complexes which realize the homology groups of certain
spaces. They are the spaces over which we take fiber product between members of
the system of the Kuranishi structures. To work out this process we need to make
a choice of the homology theory we use. The choices are de Rham cohomology,
singular homology, Cˇech cohomology, Morse homology or Kuranishi homology (see
[Jo1]), and etc.. In [FOOO3] we took the most standard choice, that is, the singular
homology. In this article, we mainly use de Rham cohomology. There are three
advantages in using de Rham cohomology. One is that it seems shortest to write a
detailed and rigorous proof. The second is that it is easiest to keep as much sym-
metry as possible. The third is, by using de Rham cohomology, we might clarify
some direct relation to quantum field theory, (especially in the case of perturbation
of the constant maps). There are certain disadvantage in using de Rham cohomol-
ogy. The most serious disadvantage is that we can work only over real or complex
numbers as a ground field. Certain technical points which appear when we use
singular homology will be explained elsewhere. The way to use Morse homology is
discussed in [FOOO5]. Actually Morse homology is one the authors of the present
document had used around 20 years ago in [Fu1],[Oh1], etc. See [FOOO3, Remark
1.32].
The situation we work with is as follows.
Situation 7.1. (See [FOOO7, Section 12]) Let X be a compact metrizable space,
and Û a Kuranishi structure of X (with or without boundaries or corners). Let Ms
and Mt be C
∞ manifolds. We assume Û , Ms and Mt are oriented
24.
Let f̂s : (X ; Û) → Ms be a strongly smooth map and f̂t : (X ; Û) → Mt a
weakly submersive strongly smooth map. We call X = ((X ; Û); f̂s, f̂t) a smooth
correspondence from Ms to Mt.
Our goal in Sections 7-10 is to associate a linear map
CorrX : Ω
k(Ms)→ Ω
k+ℓ(Mt) (7.1)
to a smooth correspondence X and study its properties. Here Ωk(Ms) is the set of
smooth k forms on Ms and
ℓ = dimMt − dim(X, Û).
If (X ; Û) is a smooth orbifold, namely if the obstruction bundles are all 0, then
we can define (7.1) by
CorrX(h) = ft!(f
∗
s (h)).
Here f∗s : Ω
k(Ms) → Ωk(X) is the pullback of the differential form and ft! :
Ωk(X) → Ωk+ℓ(Mt) is the integration along the fiber, or pushout, which is charac-
terized by ∫
Mt
ft!(v) ∧ ρ =
∫
X
v ∧ f∗t ρ.
(Note ℓ ≤ 0 in this case.) Existence of such ft! is a consequence of the fact that
ft is a proper submersion. (In our situation where (X ; Û) is an orbifold this is a
consequence of the weak submersivity of f̂t.)
24In certain situations, for example in [FOOO4, Subsection 8.8], we discussed slightly more
general case. Namely we discussed the case when Û , Ms and Mt are not necessarily orientable by
introducing appropriate Z2 local systems. See [FOOO4, Section A2].
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When the obstruction bundle is nontrivial, we need to perturb the space X
so that integration along the fiber is well-defined. However, taking a multivalued
perturbation of Û discussed in Section 6 is not good enough for our purpose unless
Mt is a point. Let us elaborate on this point below.
Suppose Ês = {snp} is a multivalued perturbation of ÊU where ÊU is a good coordinate
system compatible with Û . If we assume that snp is transversal to 0, then in case
dim Û = deg h, we can define the number∫⋃
p
(snp )
−1(0)
f∗s (h) ∈ R.
However we can not expect the map
ft|⋃
p
(snp )
−1(0) :
⋃
p
(snp)
−1(0)→Mt
is a ‘submersion’ in any reasonable sense. In fact, there may happen the case when
dim Û is strictly smaller than dimMt. Therefore the integration along the fiber
ft|⋃
p
(sǫp)
−1(0)! sends a differential form to a distributional form which may not be
smooth. Thus we need to find an appropriate way to smooth it to define (7.1). The
way we take here is to use CF-perturbation, which is an abbreviation of continuous
family perturbations. We had discussed this construction in [FOOO4, Section 7.5],
[Fu3, Section 12], [Fu2, Section 4], [FOOO7, Section 12].
Now the outline of Sections 7-10 is as follows. We review and describe the CF-
perturbation and the integration along the fiber in greater detail and then combine
them with the process to transfer various objects from a Kuranishi structure to a
good coordinate system and back. More specifically, we first introduce the notion
of a CF-perturbation of a single Kuranishi chart U in Subsection 7.2, where we
find in Proposition 7.21 that the set of CF-perturbations of U turns out to be a
sheaf S . We introduce several subsheaves of S which satisfy various transversality
conditions. Using these subsheaves we define the pushout of differential forms. Next
in Subsection 7.4, we generalize these results to the case of CF-perturbations of a
good coordinate system. Then we can formulate the pushout of differential forms
and smooth correspondences in a good coordinate system. We also formulate and
prove Stokes’ formula for good coordinate system in Section 8. So far, everything
here are discussed based on good coordinate system. However, as mentioned at
the end of Section 4, it is more convenient and natural to use Kuranishi structure
itself rather than good coordinate system, when we study the fiber product of
K-spaces. For this purpose, we start from a Kuranishi structure and use certain
embeddings into a good coordinate system and/or another Kuranishi structure
introduced in Section 5 to translate the above results based on the good coordinate
system into ones based on the Kuranishi structure and study their relationship.
As a result, we show in Theorem 9.14 that the pushout of differential forms for
Kuranishi structure is indeed independent of choice of good coordinate system.
After these foundational results on the pushout of differential forms are prepared,
we prove a basic result about smooth correspondence, which is called composition
formula of smooth correspondence, in Theorem 10.20. The proof of the existence
of a CF-perturbation for any K-space is postponed till Section 12, where we also
prove in Proposition 12.4 that the sheaf S of CF-perturbations, together with the
several subsheaves mentioned above, is soft.
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7.2. CF-perturbation on a single Kuranishi chart. We first consider the sit-
uation where we have only one Kuranishi chart as follows. After that we will
introduce a CF-perturbation of good coordinate system in Subsection 7.4. A CF-
perturbation of Kuranishi structure will be defined in Subsection 9.1.
Situation 7.2. Let U = (U, E , s, ψ) be a Kuranishi chart of X , and f : U → M a
smooth submersion to a smooth manifold M , and h a differential form on U which
has compact support. Assume that U, E and M are oriented.
7.2.1. CF-perturbation on one orbifold chart. Under Situation 7.2 letVx = (Vx,Γx, Ex, φx, φ̂x)
be an orbifold chart of (U, E). (Definition 15.17.) We assume (Vx,Γx, φx) is an
oriented orbifold chart. (Definition 15.10 (5).) Since f is a submersion, the com-
position f ◦ φx : Vx → U → M is a smooth submersion, which is denoted by
fx.
Definition 7.3. A CF-perturbation (=continuous family perturbation) of U on our
orbifold chart Vx = (Vx,Γx, Ex, φx, φ̂x) consists of Sx = (Wx, ωx, {sǫx}), 0 < ǫ ≤ 1,
with the following properties:
(1) Wx is an open neighborhood of 0 of a finite dimensional vector space Ŵx
on which Γx acts linearly. Wx is Γx invariant.
(2) sǫx : Vx ×Wx → Ex is a Γx-equivariant smooth map for each 0 < ǫ ≤ 1.
(3) For y ∈ Vx , ξ ∈ Wx we have
lim
ǫ→0
sǫx(y, ξ) = sx(y) (7.2)
in compact C1-topology on Vx ×Wx.
(4) ωx is a smooth differential form onWx of degree dimWx that is Γx invariant,
of compact support and ∫
Wx
ωx = 1.
We assume ωx = |ωx|volx here volx is a volume form of the oriented mani-
fold Wx and |ωx| is a non-negative function.
For each 0 < ǫ ≤ 1, we denote the restriction of Sx at ǫ, by Sǫx = (Wx, ωx, s
ǫ
x).
Remark 7.4. (1) In Definition 7.3 (3) we regard sx : Vx → Ex as a Γx equi-
variant map that is a local representative of the Kuranishi map in the sense
of Definition 15.34.
(2) In our earlier writings, we used a family of multi-sections parameterized by
Wx. Here we use a family of sections parameterized byWx on Vx such that
it is Γx equivariant as a map from Vx ×Wx. We also allow Wx to have a
nontrivial Γx action. This formulation seems simpler.
(3) We may regard sǫx as a local representative of a section of the vector bundle
(Vx ×Wx × Ex)/Γx → (Vx ×Wx)/Γx. (Lemma 15.33.)
Definition 7.5. Let Six = (W
i
x, ω
i
x, {s
ǫ,i
x }) (i = 1, 2) be two CF-perturbations of U
on Vx.
(1) We say S1x is a projection of S
2
x, if there exist a map Π : Ŵ
2
x → Ŵ
1
x with
the following properties.
(a) Π is a Γx equivalent linear projection which sends W
2
x to W
1
x and
satisfies Π!(ω2x) = ω
1
x.
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(b) For each y ∈ Vx and ξ ∈W 1x we have
sǫ,1x (y,Π(ξ)) = s
ǫ,2
x (y, ξ).
(2) We say S1x is equivalent to S
2
x on Vx if there exist N and S
(i)
x for i =
0, . . . , 2N with the following properties.
(a) S
(i)
x is a CF-perturbation of U on Vx.
(b) S
(0)
x = S1x, S
(2N)
x = S2x.
(c) S
(2k−1)
x and S
(2k+1)
x are both projections of S
(2k)
x .
It is easy to see that the relations defined in Definition 7.5 (2) is an equivalence
relation.
S
(1)
x
}}④④
④④
④④
④④
!!❈
❈❈
❈❈
❈❈
❈
· · ·
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
##❋
❋❋
❋❋
❋❋
❋❋
S
(2N−1)
x
yytt
tt
tt
tt
t
$$■
■■
■■
■■
■■
S
(0)
x S
(2)
x · · · S
(2N−2)
x S
(2N)
x
Definition 7.6. Let Φxx′ = (hxx′ , ϕ˜xx′ , ϕ˘xx′) be a coordinate change from Vx′ to
Vx. (See Situation 6.3.) Let Sx = (Wx, ωx, sǫx) be a CF-perturbation of U on Vx.
We define its restriction Φ∗xx′Sx by
Φ∗xx′Sx = (Wx, ωx, {s
ǫ′
x′})
where sǫ′x′ is defined as follows. We associate a linear isomorphism gy : Ex′ → Ex
to each y ∈ V ′x′ by ϕ˘xx′(y, v) = gy(v). Then we put
sǫ′x′(y, ξ) = g
−1
y (s
ǫ
x(ϕ˜xx′(y), ξ)). (7.3)
Lemma 7.7. (1) If S1x is equivalent to S
2
x, then Φ
∗
xx′S
1
x is equivalent to Φ
∗
xx′S
2
x.
(2) The restriction Φ∗xx′Sx may depend on the choice of Φxx′ = (hxx′ , ϕ˜xx′ , ϕ˘xx′).
However the equivalence class of Φ∗xx′Sx is independent of such a choice.
Proof. (1) is obvious as far as we use the same (hxx′ , ϕ˜xx′ , ϕ˘xx′). We will prove (2).
Let (hixx′ , ϕ˜
i
xx′ , ϕ˘
i
xx′) (i = 1, 2) be two choices and s
ǫi′
x′ (y, ξ) the restrictions obtained
by these two choices for i = 1, 2, respectively. Then by Lemma 15.27 there exists
γ ∈ Γx such that
h2xx′(µ) = γh
1
xx′(µ)γ
−1, ϕ˜2xx′ = γϕ˜
1
xx′, ϕ˘
2
xx′ = γϕ˘
1
xx′ .
We put ϕ˘ixx′(y, v) = g
i
y(v). Then g
2
y(v) = γg
1
y(v). Therefore (7.3) implies
sǫ2′x′ (y, ξ) = (g
2
y)
−1(sǫ′x (ϕ˜
2
xx′(y), ξ))
= (g1y)
−1γ−1(sǫ′x (γϕ˜
1
xx′(y), ξ))
= (g1y)
−1(sǫ1′x (ϕ˜
1
xx′(y), γ
−1ξ))
= sǫ1′x′ (y, γ
−1ξ).
(7.4)
We note that γ−1 induces a Γx′ linear isomorphism from (Wx, h
2
xx′) to (Wx, h
1
xx′).
(Here the Γx′ action on Wx is induced from the Γx action by h
i
xx′ in case of
(Wx, h
i
xx′), i = 1, 2. Then the map ξ 7→ γ
−1ξ is Γx equivariant as a mapWx →Wx,
where Γx acts in a different way on the source and the target.) Therefore s
ǫ2′
x′ (y, ξ)
is equivalent to sǫ1′x′ (y, ξ). 
We next define the pushout of a differential form by using a CF-perturbation.
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Definition 7.8. In Situation 7.2, let Sx = (Wx, ωx, {sǫx}) be a CF-perturbation of
U on Vx.
(1) We say Sx is transversal to 0 if there exists ǫ0 > 0 such that the map sǫx is
transversal to 0 on a neighborhood of the support of ωx for all 0 < ǫ < ǫ0.
In particular
(sǫx)
−1(0) = {(y, ξ) ∈ Vx ×Wx | s
ǫ
x(y, ξ) = 0}
is a smooth submanifold of Vx ×Wx on a neighborhood of the support of
ωx.
(2) We say fx = f ◦ φx is strongly submersive with respect to (Vx,Sx) if Sx is
transversal to 0 and there exists ǫ0 > 0 such that the map
fx ◦ π1|(sǫx)−1(0) : (s
ǫ
x,k)
−1(0)→M (7.5)
is a submersion on a neighborhood of the support of ωx, for all 0 < ǫ < ǫ0.
Here π1 : Vx ×Wx → Vx is the projection.
(3) Let g : N →M be a smooth map between manifolds. We say fx is strongly
transversal to g with respect to (Vx,Sx) if Sx is transversal to 0 and there
exists ǫ0 > 0 such that the map (7.5) is transversal to g, for all 0 < ǫ < ǫ0.
Here π1 : Vx ×Wx → Vx is the projection.
Lemma 7.9. Suppose S1x is equivalent to S
2
x.
(1) S1x is transversal to 0 if and only if S
2
x is transversal to 0.
(2) fx is strongly submersive with respect to (Vx,S1x) if and only if fx is strongly
submersive with respect to (Vx,S2x).
(3) fx is strongly transversal to g : N →M with respect to (Vx,S1x) if and only
if fx is strongly transversal to g with respect to (Vx,S2x).
Proof. It suffices to prove the lemma for the case when S2x is a projection of S
1
x.
This case follows from the fact that ωx = |ωx|volx where volx is a volume form of
Wx and |ωx| is a non negative function, which is a part of Definition 7.3 (4). 
We recall that a smooth differential form h on Vx/Γx is identified with a Γx
invariant smooth differential form h˜ on Vx. (Definition 15.10 (2).) The support of
h is the quotient of the support of h˜ by Γx and is a closed subset of Vx/Γx ∼= Ux.
We denote it by Supp(h).
Definition 7.10. In Situation 7.2, let Sx = (Wx, ωx, {sǫx}) be a CF-perturbation
of U on Vx. Let h be a smooth differential form on Ux that has compact support.
Then we define a smooth differential form fx!(h;Sǫx) on M for each ǫ > 0 by the
equation (7.6) below. We call it the pushout of h with respect to fx, Sx.
Let ρ be a smooth differential form on M . Then we require
#Γx
∫
M
fx!(h;S
ǫ
x) ∧ ρ =
∫
(sǫx)
−1(0)
π∗1(h˜) ∧ π
∗
1(f
∗
xρ) ∧ π
∗
2ωx. (7.6)
Here π1 (resp. π2) is the projection of Vx ×Wx to the first (resp. second) factor.
Unique existence of such fx!(h;Sǫx) is an immediate consequence of the existence
of pushforward of a smooth form by a proper submersion.
Remark 7.11. In the left hand side of (7.6) we crucially use the fact that Γx is a
finite group. It seems that this is the only place we use the finiteness of Γx when
we use de Rham theory to realize virtual fundamental chain. We might try to
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use a CF-perturbation and de Rham version together with an appropriate model
of equivariant cohomology to study virtual fundamental chain in case the isotropy
group can be a continuous compact group of positive dimension, such as the case
of gauge theory or pseudo-holomorphic curves in a symplectic manifold acted by a
compact Lie group.
Lemma 7.12. If S1x is equivalent to S
2
x, then
fx!(h;S
1,ǫ
x ) = fx!(h;S
2,ǫ
x ).
Proof. It suffices to prove the equality in the case when S1x is a projection of S
2
x.
This is immediate from definition. 
Lemma 7.13. Suppose we are in the situation of Definition 7.6 and Situation 7.2.
(1) If (Vx,Sx) is transversal to 0, then (Vx′ ,Φ∗xx′Sx) is transversal to 0.
(2) If fx is strongly submersive with respect to (Vx,Sx), then fx′ is strongly
submersive with respect to (Vx′ ,Φ
∗
xx′Sx).
(3) If fx is strongly transversal to g : N → M with respect to (Vx,Sx), then
fx′ is strongly transversal to g : N →M with respect to (Vx′ ,Φ∗xx′Sx).
The proof is immediate from definition.
7.2.2. CF-perturbation on a single Kuranishi chart. In Subsubsection 7.2.1, we
studied locally on a single chart Ux = Vx/Γx. We next work globally on an orbifold
U . We apply Remark 6.8 hereafter.
Remark 7.14. In this subsubsection we consider a Kuranish chart U = (U, E , s, ψ).
However the parametrization ψ does not play any role in this subsubsection.
Definition 7.15. Let U = (U, E , s, ψ) be a Kuranishi chart. A representative of a
CF-perturbation of U is the following object S = {(Vr,Sr) | r ∈ R}.
(1) {Ur | r ∈ R} is a family of open subsets of U such that U =
⋃
r∈R Ur.
(2) Vr = (Vr,Γr, Er, φr, φ̂r) is an orbifold chart of (U, E) such that φr(Vr) = Ur.
(3) Sr = (Wr, ωr, {sǫr}) is a CF-perturbation of U on Vr.
(4) For each x ∈ Ur1 ∩Ur2 , there exists an orbifold chart Vr with the following
properties:
(a) x ∈ Ur ⊂ Ur1 ∩ Ur2 .
(b) The restriction of Sr1 to Vr is equivalent to the restriction of Sr2 to
Vr.
For each ǫ > 0, we write
Sǫ = {(Vr,S
ǫ
r) | r ∈ R}.
See Definition 7.3 for the notation Sǫr .
Definition 7.16. Let U = (U, E , s, ψ) be as in Definition 7.15 and Si = {(Vir,S
i
r) |
r ∈ Ri} (i = 1, 2) representatives of CF-perturbations of U . We say that S2 is
equivalent to S1 if, for each x ∈ Ur1 ∩ Ur2 , there exists an orbifold chart Vr with
the following properties:
(1) x ∈ Ur ⊂ Ur1 ∩ Ur2 .
(2) The restriction of S1r1 to Vr is equivalent to the restriction of S
2
r2
to Vr.
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Definition 7.17. Suppose we are in Situation 7.2. Let S = {Sr} be a representa-
tive of a CF-perturbation of U . Let U ′ ⊆ U be an open subset.
Let Sr = (Vr,Sr), Vr = (Vr,Γr, Er, φr, φ̂r). If Im(φr)∩U ′ = ∅, then we remove r
from R. Let R0 be obtained by removing all such r from R. If Im(φr)∩U ′ 6= ∅, then
Vr|Imφr∩U ′ is an orbifold chart of (U, E), which we write Vr|U ′ = (V
′
r ,Γ
′
r, Er, φ
′
r, φ̂
′
r).
Let Sr = (Wr, ωr, {sǫr}). We define
Sr|U ′ = (Wr, ωr, {s
ǫ
r|V ′r×Wr}). (7.7)
Now we put:
S|U ′ = {(Vr|U ′ ,Sr|U ′ ) | r ∈ R0}.
It is a representative of a CF-perturbation of U|U ′ , which we call the restriction of
S to U ′.
Lemma 7.18. If S1 is equivalent to S2, then S1|Ω is equivalent to S2|Ω.
The proof is immediate from definition.
Definition 7.19. Suppose we are in Situation 7.2.
(1) A CF-perturbation on U is an equivalence class of a representative of a CF-
perturbation with respect to the equivalence relation in Definition 7.16.
(2) Let Ω be an open subset of U . We denote by S (Ω) the set of all CF-
perturbations on U|Ω.
(3) Let Ω1 ⊂ Ω2 ⊂ U . Then using Lemma 7.18, the restriction defined in
Definition 7.17 induces a map
iΩ1Ω2 : S (Ω2)→ S (Ω1). (7.8)
We call this map restriction map.
(4) Ω 7→ S (Ω) together with iΩ1Ω2 defines a presheaf. (In fact, iΩ1Ω2 ◦ iΩ2Ω3 =
iΩ1Ω3 holds obviously.) The next proposition says that it is indeed a sheaf.
We call it the sheaf of CF-perturbations on U .
Remark 7.20. Hereafter, by a slight abuse of notation, we also use the symbol S
for a CF-perturbation. Namely we use this symbol not only for a representative
of continuous family perturbation but also for its equivalence class, by an abuse of
notation.
Proposition 7.21. The presheaf S is a sheaf.
Proof. This is mostly a tautology. We provide a proof for completeness’ sake.
Let
⋃
a∈A Ωa = Ω be an open cover of Ω. SupposeSa ∈ S (Ωa) and {(Va,r,Sa,r) |
r ∈ Ra} is a representative of Sa. We put Ωab = Ωa ∩ Ωb. We assume
iΩabΩa(Sa) = iΩabΩb(Sb). (7.9)
To prove Proposition 7.21 it suffices to show that there exists a unique S ∈ S (Ω)
such that
iΩaΩ(S) = Sa. (7.10)
Proof of uniqueness. Suppose thatS,S′ ∈ S (Ω) both satisfy (7.10). Let {(Vr,Sr) |
r ∈ R} and {(V′r′ ,S
′
r′) | r
′ ∈ R′} be representatives of S and S′, respectively. We
will prove that they are equivalent.
Let x ∈ Ω. There exist r ∈ R, r′ ∈ R′ such that x ∈ Ur∩U ′r′ , where Ur = Im(φr),
U ′r′ = Im(φ
′
r′ ). We take a such that x ∈ Ωa. By (7.10), Sr|Ur∩Ωa is equivalent to
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S ′r′ |U ′
r′
∩Ωa . Therefore there exists an orbifold chart Vx such that Ux ⊂ Ur ∩ U
′
r′
and the restriction of Sr|Ur∩Ωa to Vx is equivalent to the restriction of S
′
r′ |U ′
r′
∩Ωa
to Vx. Thus the restriction of Sr to Vx is equivalent to the restriction of S
′
r′ to Vx.
Since this holds for any x ∈ Ω, {(Vr,Sr) | r ∈ R} is equivalent to {(V′r′ ,S
′
r′) |
r′ ∈ R′} by definition. 
Proof of existence. Let Vr,a = (Vr,a,Γr,a, Er,a, φr,a, φ̂r,a) and Ur,a = φr,a(Vr,a).
Then {Ur,a | a ∈ A, r ∈ Ra} is an open cover of Ω. We put
S =
∐
a∈A
{(Va,r,Sa,r) | r ∈ Ra}.
To show S ∈ S (Ω) it suffices to check Definition 7.15 (4). This is a consequence of
(7.9) and the definitions of the equivalence of representatives of CF-perturbations
and of the restriction. We can check (7.10) also by (7.9) in the same way as in the
proof of uniqueness. 
The proof of Proposition 7.21 is now complete. 
We recall that the stalk Sx of the sheaf S at x ∈ U is by definition
Sx = lim−→
Ω∋x
S (Ω). (7.11)
Definition-Lemma 7.22. The stalkSx is identified with the set of the equivalence
classes of the equivalence relation defined in Item (2) on the set which is defined in
Item (1).
(1) We consider the set S˜x of pairs (Vr,Sr) where Vr is an orbifold chart of
(U, E) at x and Sr is a CF-perturbation on Vr.
(2) Let (Vr,Sr), (Vr′ ,Sr′) ∈ S˜x. We say that they are equivalent if there
exists an orbifold chart Vx at x such that Ux ⊂ Ur∩Ur′ and the restriction
of Sr to Vx equivalent to the restriction of Sr′ to Vx.
The proof of obvious. The next lemma is standard in sheaf theory.
Lemma 7.23. The set S (Ω) is identified with the following object:
(1) For each x ∈ Ω it associates Sx ∈ Sx.
(2) For each x ∈ Ω, there exists a representative (Vr,Sr) of Sx, such that for
each y ∈ φr(Vr) the germ Sy is represented by (Vr,Sr).
Definition 7.24. Let K ⊆ U be a closed subset. A CF-perturbation of K ⊆ U
is an element of the inductive limit: lim
−→Ω⊃K
S (Ω). We denote the set of all CF-
perturbations of K ⊆ U by S (K). Namely
S (K) = lim
−→
U⊃Ω⊃K; Ω open
S (Ω). (7.12)
7.3. Integration along the fiber (pushout) on a single Kuranishi chart.
Definition-Lemma 7.25. Suppose we are in Situation 7.2. Let Ω ⊂ U be an open
subset and let S ∈ S (Ω) be a CF-perturbation. We consider its representative
{(Vr,Sr) | r ∈ R}.
(1) We say that (U ,S) is transversal to 0 if, for each r, (Vr,Sr) is transversal
to 0. This is independent of the choice of representative.
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(2) We say that f is strongly submersive with respect to (U ,S) if, for each r, the
map f is strongly submersive with respect to (Vr,Sr). This is independent
of the choice of representative.
(3) Let g : N → M be a smooth map between manifolds. We say that the
map f is strongly transversal to g with respect to (U ,S) if, for each r, f is
strongly transversal to g with respect to (Vr,Sr). This is independent of
the choice of representative.
(4) We denote by S⋔0(Ω) the set of all S ∈ S (Ω) transversal to 0, Sf⋔(Ω)
the set of all S ∈ S (Ω) such that f is strongly submersive with respect to
(U ,S), and by Sf⋔g(Ω) the set of all S ∈ S (Ω) such that f is strongly
transversal to g with respect to (U ,S). They are subsheaves of S .
(5) For a closed subset K ⊆ U we define S⋔0(K), Sf⋔(K) and Sf⋔g(K) in
the same way as (7.12).
Proof. The statements (1), (2), and (3) follow from Lemma 7.9. (4) is a consequence
of the definition. 
Next we introduce the notion of member of a CF-perturbation, which is an ana-
logue of the notion of branch of multisection.
Definition 7.26. Let Vr be an orbifold chart of (U, E) and Sr a CF-perturbation
of (U ,Vr). Let x ∈ Vr. We take ǫ ∈ (0, 1].
Consider the germ of a map y 7→ s(y), Ox → Er (where Ox is a neighborhood of
x ∈ Vr). We say s is a member of S
ǫ
r at x if there exists ξ ∈ Wx such that the germ
of y 7→ sǫr(y, ξ) at x is s and ξ ∈ suppωx. (See Definition 7.3 for the notation S
ǫ
r .)
Remark 7.27. The member of Sǫr at x depends on ǫ. In other words, we define
the notion of the member of Sǫ for each ǫ ∈ (0, 1].
Lemma 7.28. In the situation of Definition 7.26, let S ′r be a CF-perturbation of
(U ,Vr) that it is equivalent to Sr. Then s is a member of Sǫr if and only if s is a
member of S ′ǫr .
Proof. It suffices to consider only the case when S ′r is a projection of Sr. This also
follows from the fact that ωx = |ωx|volx where volx is a volume form of Wx and
|ωx| is a non negative function, which is a part of Definition 7.3 (4). 
Therefore we can define an element of the stalk Sx at x of the sheaf S of
CF-perturbations.
We now recall from Definition 7.3 that we denoted by Sǫx = (Wx, ωx, s
ǫ
x) the
restriction of the CF-perturbation Sx = (Wx, ωx, {s
ǫ
x}) at ǫ. Recall by definition
that {sǫx} is an ǫ-dependent family of parameterized section, i.e., a map s
ǫ
x : Vx ×
Wx → Ex.
Definition 7.29. Let S ∈ S (Ω) and x ∈ Ω. A member of Sǫ at x is a member of
the germ of Sǫ at x.
Definition 7.30. Let U be an orbifold andK ⊂ U a compact subset and {Ur} a set
of finitely many open subsets such that ∪rUr ⊃ K. A partition of unity subordinate
to {Ur} on K assigns a smooth function χr on U to each r such that:
(1) suppχr ⊂ Ur.
(2)
∑
r∈R χr ≡ 1 on a neighborhood of K.
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It is standard and easy to prove that a partition of unity always exists on an
orbifold.
Definition 7.31. Suppose we are in Situation 7.2. Let h be a smooth differential
form of compact support in U . Let S ∈ Sf⋔(Supp(h)). Let {χr} be a smooth
partition of unity subordinate to the covering {Ur} on Supp(h). We define the
pushout of h by f with respect to Sǫ by
f !(h;Sǫ) =
∑
r∈R
f !(χrh;S
ǫ
r)
for each ǫ > 0. It is a smooth form on M of degree
deg f !(h,Sǫ) = deg h+ dimM − dimU ,
where dimU = dimU − rank E . The well-defined-ness follows from Lemma 7.33 (3).
We also call pushout integration along the fiber.
Remark 7.32. In general f !(h;Sǫ) depends on ǫ. Moreover limǫ→0 f !(h;S
ǫ) typi-
cally diverges.
Lemma 7.33. (1) f !(h1 + h2;S
ǫ) = f !(h1;S
ǫ) + f !(h2;S
ǫ) and f !(ch;Sǫ) =
cf !(h;Sǫ) for c ∈ R.
(2) Pushout of h is independent of the choice of partition of unity.
(3) If S1 is equivalent to S2 then
f !(h;S1,ǫ) = f !(h;S2,ǫ). (7.13)
Proof. (1) is obvious as far as we use the same partition of unity on both sides. We
will prove (2) and (3) at the same time. We take a partition of unity {χir | r ∈ Ri}
subordinate to Si for i = 1, 2 and will prove (7.13). Here we use those partitions
of unity to define the left and right hand sides of (7.13), respectively. The case
S1 = S2 will be (2).
We put h0 = χr0 ĥ. In view of (1) it suffices to prove
f !(h0;S
1,ǫ
r0
) =
∑
r∈R2
f !(χ2rh0;S
2,ǫ
r ). (7.14)
To prove (7.14), it suffices to show the next equality for each r ∈ R2.
f !(χ2rh0;S
1,ǫ
r0
) = f !(χ2rh0;S
2,ǫ
r ). (7.15)
We put h1 = χ
2
rh0. Let K = Supp(h1). For each x ∈ K there exists Vx such that
the restriction of S1,ǫr0 to Ux is equivalent to the restriction of S
2,ǫ
r to Ux. We cover
K by a finitely many such Uxi , i = 1, . . . , N . Let {χ
′
i | i = 1, . . . , N} be a partition
of unity on K subordinate to the covering {Uxi}. Then we obtain:
f !(χ2rh0;S
1,ǫ
r0
) =
N∑
i=1
f !(χ′ih1;S
1,ǫ
r0
|Uxi )
=
N∑
i=1
f |Uxi !(χ
′
ih1;S
2,ǫ
r |Uxi ) = f !(χ
2
rh0;S
2,ǫ
r ).
The proof of Lemma 7.33 is now complete. 
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7.4. CF-perturbations of good coordinate system. To consider a CF-perturbation
of good coordinate system, we first study the pullback of a CF-perturbation by an
embedding of Kuranishi charts in this subsubsection. Using the pullback, we then
define the notion of a CF-perturbation of good coordinate system.
7.4.1. Embedding of Kuranishi charts and CF-perturbations.
Notation 7.34. To highlight the dependence on the Kuranishi structure, we write
S U
1
, S U
2
etc. in place of S . Namely S U
2
(Ω) is the set of all continuous family
perturbations of U2|Ω.
Situation 7.35. Let U i = (U i, E i, si, ψi) (i = 1, 2) be Kuranishi charts and Φ21 =
(ϕ21, ϕ̂21) : U1 → U2 an embedding of Kuranishi charts. Let S2 ∈ S U
2
(U2) and
let {S2r} = {(V
2
r ,S
2
r )} be its representative.
We will define the pullback Φ∗21S
2 ∈ S U
1
(U1). We need certain conditions for
this pullback to be defined.
Condition 7.36. Suppose we are in Situation 7.35. We require that there exists
an orbifold chart V1r = (V
1
r ,Γ
1
r , E
1
r , φ
1
r , φ̂
1
r) such that φ
1
r(V
1
r ) = ϕ
−1
21 (U
2
r ).
(Recall U2r = φ
2
r(V
2
r ) and V
2
r = (V
2
r ,Γ
2
r , E
2
r , φ
2
r , φ̂
2
r).)
Lemma 7.37. For any given {(V2r ,S
2
r )} there exists {(V
2′
r ,S
2′
r )} which is equiva-
lent to {(V2r ,S
2
r )} and satisfies Condition 7.36.
Proof. For each x ∈ U2 there exists Vx such that ϕ
−1
21 (U
2
x) has an orbifold chart and
Vx ⊂ Vr for some r. We cover U2 by such Vx to obtain the required {(V2′r ,S
2′
r )}.

Therefore we may assume Condition 7.36. Then we can represent the orbifold
embedding (ϕ21, ϕ̂21) : (U
1, E1) → (U2, E2) in terms of the orbifold charts V1r , V
2
r
by (hr21, ϕ˜
r
21, ϕ˘
r
21) that have the following properties.
Property 7.38. (1) hr21 : Γ
r
1 → Γ
r
2 is an injective group homomorphism.
(2) ϕ˜r21 : V
r
1 → V
r
2 is an h
r
21-equivariant smooth embedding of manifolds.
(3) hr21 and ϕ˜
r
21 induce an orbifold embedding(
φr2
)−1
◦ ϕ21 ◦ φr1 : V
1
r /Γ
1
r → V
2
r /Γ
2
r .
(4) ϕ˘r21 : V
r
1 × E
r
1 → E
r
2 is an h
r
21-equivariant smooth map such that for each
y ∈ V r1 the map v 7→ ϕ˘
r
21(y, v) is a linear embedding E
r
1 → E
r
2.
(5) ϕ˘r21 induces a smooth embedding of vector bundles:(
φ̂r2
)−1
◦ ϕ̂21 ◦ φ̂r1 : (V
1
r × E
1
r )/Γ
1
r → (V
2
r × E
2
r )/Γ
2
r .
In other words for each (y, v) ∈ V 1r × E
1
r we have
ϕ̂21(φ̂
r
1(y, v)) = φ̂
r
2(ϕ˜
r
21(y), ϕ˘
r
21(y, v)).
See Lemma 15.25.
Remark 7.39. The map (hr21, ϕ˜
r
21, ϕ˘
r
21) satisfying (1)-(5) above is not unique.
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Condition 7.40. We consider Situation 7.35 and assume Condition 7.36. We take
(hr21, ϕ˜
r
21, ϕ˘
r
21) which satisfies Property 7.38. Let S
2
r = (W
2
r , ω
2
r , {s
2,ǫ
r }). Then for
each y ∈ V 1r , ξ ∈W
2
r , we require
s2,ǫr (y, ξ) ∈ Im(gy) (7.16)
where gy : E
1
r → E
2
r is defined by
ϕ˘r21(y, v) = gy(v). (7.17)
Definition 7.41. In Situation 7.35 we say that {(V2r ,S
2
r )} can be pulled back to
U1 by Φ21 if and only if Conditions 7.36 and 7.40 are satisfied.
The pullback Φ∗21{(V
2
r ,S
2
r )} of {(V
2
r ,S
2
r )} is by definition {(V
1
r ,S
1
r ) | r ∈ R0}
which we define below.
(1) R0 is the set of all r such that U
2
r ∩ ϕ21(U21) 6= ∅.
(2) V1r then is given by Condition 7.36.
(3) S1r = (W
2
r , ω
2
r , {s
1,ǫ
r }), where s
1,ǫ
r is defined by
s1,ǫr (y, ξ) = g
−1
y (s
2,ǫ
r (y, ξ)). (7.18)
Here gy is as in (7.17). The right hand side exists because of (7.16).
It is easy to see that {(V1r ,S
1
r ) | r ∈ R0} is a representative of a continuous
family perturbation of U1.
Lemma 7.42. (1) If {(V2r ,S
2
r )} can be pulled back to U
1 by Φ21 and {(V′2r′ ,S
′2
r′ )}
is equivalent to {(V2r ,S
2
r )}, then {(V
′2
r′ ,S
′2
r′ )} can be pulled back to U
1 by
Φ21. Moreover Φ
∗
21{(V
2
r ,S
2
r )} is equivalent to Φ
∗
21{(V
′2
r′ ,S
′2
r′ )}.
(2) The pullback Φ∗21{(V
2
r ,S
2
r )} is independent of the choice of (h
r
21, ϕ
r
21, ϕ̂
r
21)
up to equivalence.
Proof. To prove (1) it suffices to consider only the case when S ′r is a projection of
Sr, which follows again from the fact that ωx = |ωx|volx where volx is a volume
form of Wx and |ωx| is a non-negative function, which is a part of Definition 7.3
(4). The assertion (2) follows from Lemma 15.27. 
Definition-Lemma 7.43. Suppose we are in Situation 7.35.
(1) We denote by S U
1⊲U2(U2) the set of all elements of S U
2
(U2) whose rep-
resentative can be pulled back to U1. This is well-defined by Lemma 7.42
(1).
(2) The pullback
Φ∗21 : S
U1⊲U2(U2)→ S U
1
(U1)
is defined by Lemma 7.42 (2).
(3) Ω 7→ S U
1⊲U2(Ω) is a subsheaf of S U
2
.
(4) The restriction map Φ∗21 is induced by a sheaf morphism:
Φ∗21 : ϕ
⋆
21S
U1⊲U2 → S U
1
. (7.19)
Here the left hand side is the pullback sheaf. (In this document, we use ⋆
to denote the pullback sheaf to distinguish it from pullback map.)
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In other words, the following diagram commutes for any open sets Ω,Ω′.
S U
1⊲U2(Ω)
iΩ′Ω−−−−→ S U
1⊲U2(Ω′)
Φ∗21
y yΦ∗21
S U
1
(U1 ∩Ω) −−−−−−−−→
iΩ′∩U1Ω∩U1
S U
1
(U1 ∩ Ω′)
(7.20)
Proof. We can check the assertion directly. So we omit the proof. 
Lemma 7.44. Let Φi+1i : U
i → U i+1 (i = 1, 2) be embeddings of Kuranishi charts.
We put Φ31 = Φ32 ◦ Φ21.
(1) We have
(Φ∗32)
−1(S U
1⊲U2) ∩S U
2⊲U3 ⊆ S U
1⊲U3 (7.21)
as subsheaves of S U
3
.
(2) The next diagram commutes.
Φ⋆31((Φ
∗
32)
−1(S U
1⊲U2) ∩S U
2⊲U3)
Φ∗32−−−−→ Φ⋆21(S
U1⊲U2)y yΦ∗21
Φ⋆31S
U1⊲U3 −−−−→
Φ∗31
S U
1
(7.22)
In other words, the next diagram commutes for each Ω ⊂ U3.
(Φ∗32)
−1S U
1⊲U2(Ω ∩ U2) ∩S U
2⊲U3(Ω)
Φ∗32−−−−→ S U
1⊲U2(Ω ∩ U2)y yΦ∗21
S U
1⊲U3(Ω) −−−−→
Φ∗31
S U
1
(Ω ∩ U1)
(7.23)
Proof. This is a consequence of (7.18). 
Next we generalize Lemma 6.18 to the case of continuous families.
Lemma 7.45. Suppose ÊU and K satisfy Condition 6.16. Then there exists c > 0,
δ0 > 0 and ǫ0 > 0 such that for each ǫ < ǫ0 and member s
ǫ of Sǫp at y = Exp(x, v) ∈
BNδ0(K;Up), x ∈ Kq, we have
|sǫ(y)| ≥ c|v| (7.24)
The proof is the same as the proof of Lemma 6.18.
Remark 7.46. The constants ǫ0, c, δ0 can be taken to be independent of the choice
of representative of CF-perturbations. In fact, the notion of member is independent
of the choice of representatives of CF-perturbation.
7.4.2. CF-perturbations on good coordinate system.
Definition 7.47. Let ÊU = {Up | p ∈ P} be a good coordinate system of Z ⊆ X .
A CF-perturbation of ( ÊU ,K) is by definition ÁS = {Sp | p ∈ P} with the following
properties.
(1) Sp ∈ S Up(Kp).
(2) If q ≤ p then Sp ∈ S
Uq⊲Up(Kp).
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(3) The pull back Φ∗pq(Sp) is equivalent to Sq as an element of S
Uq(ϕ−1pq (Kp)∩
Kq).
Definition 7.48. Let ÁS = {Sp | p ∈ P} be a CF-perturbation of a good coordinate
system ÊU and K its support system.
(1) We say ÁS is transversal to 0 if each of Sp is transversal to 0.
(2) Let Êf : (X,Z; ÊU)→M be a strongly smooth map that is weakly submersive.
We say that Êf is strongly submersive with respect to ÁS on K if for each p ∈ P
the map fp is strongly submersive with respect to Sp on Kp in the sense of
Definition 7.8.
(3) Let g : N →M be a smooth map between smooth manifolds. We say thatÊf is strongly transversal to g with respect to ÁS on K if for each p ∈ P the
map fp is strongly transversal to g with respect to Sp on Kp.
Theorem 7.49. Let ÊU be a good coordinate system of Z ⊆ X and K its support
system.
(1) There exists a CF-perturbation ÁS of (ÊU ,K) transversal to 0.
(2) If Êf : (X,Z; ÊU)→M is a weakly submersive strongly smooth map, then we
may take ÁS with respect to which Êf is strongly submersive.
(3) If Êf : (X,Z; ÊU)→M is a strongly smooth map which is weakly transversal
to g : N → M , then we may take ÁS with respect to which Êf is strongly
transversal to g.
The proof of Theorem 7.49 is given in Subsection 12.3.
For a later use we include its relative version, Proposition 7.52 and Lemma 7.53.
To state this relative version we need some digression.
Definition 7.50. Let X be a separable metrizable space and Z1, Z2 ⊆ X compact
subsets. We assume Z1 ⊂ Z˚2.
(1) For each i = 1, 2, let ËU i = (Pi, {U ip}, {Φipq}) be a good coordinate system
of Zi ⊆ X . We say ËU2 strictly extends ËU1 if the following holds.
(a) P1 = {p ∈ P2 | ψp((sp)−1(0)) ∩ Z1 6= ∅}. The partial order of P1 is
the restriction of one of P2.
(b) If p ∈ P1, then U1p is an open subchart of U
2
p . Moreover Im(ψ
1
p)∩Z1 =
Im(ψ2p) ∩ Z1.
(c) If p, q ∈ P1, then Φ1pq is a restriction of Φ
2
pq.
Note the case Z2 = X is included in this definition.
(2) In the situation of (a), we say ÊU2 extends ËU1 (resp. weakly extends) if it
strictly extends an open substructure (resp. weakly open substructure) ofËU1.
(3) Let Û2 = ({U2p | p ∈ Z2}, {Φ
2
pq | q ∈ Im(ψp), p, q ∈ Z2}) be a Kuranish
structure of Z2 ⊂ X . Then ({U
2
p | p ∈ Z1}, {Φ
2
pq | q ∈ Im(ψp), p, q ∈ Z1})
is a Kuranishi structure of Z1 ⊆ X . We call it the restriction of Û2 and
write Û2|Z1 .
Lemma 7.51. For each i = 1, 2 let ËU i = (Pi, {U ip}, {Φipq}) be a good coordinate
system of Zi ⊆ X, and Û2 a Kuranishi structure of Z2 ⊆ X such that ËU2 is
compatible with Û2. Suppose that Z1 ⊂ Z˚2 and ËU2 strictly extends ËU1.
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Then there exists a KG-embedding Û2|Z1 →
ËU1 with the following property. Let
p ∈ Z1 and p ∈ Im(ψ1p). Let Φ
1
pp : U
2
p |U1p → U
1
p be a part of the KG-embedding
Û2|Z1 →
ËU1. (Here U2p |U1p is an open subchart of U2p .) Let Φ2pp : U2p → U2p be a part
of the KG-embedding : Û2 → ËU2. The next diagram commutes:
U2p |U1p −−−−→ U
2
p
Φ1pp
y yΦ2pp
U1p −−−−→ U
2
p
(7.25)
Note that the horizontal arrows are embeddings as open substructures.
Moreover, the KG embedding Û2|Z1 →
ËU1 satisfying this property is unique up
to equivalence in the sense of Definition 5.15.
The same conclusion holds for extension or weak extension.
Proof. Let p ∈ Z1 and p ∈ Im(ψ1p). By Definition 7.50 (1)(b), U
1
p is an open
subchart of U2p . In particular, U
1
p is an open subset of U
2
p . Let Φ
2
p : U
2
p → U
2
p be a
part of the KG embedding: Û2 → ËU2. We put
U1p = (ϕ
2
p)
−1(U1p ) ⊆ U
2
p .
By Lemma 3.27, there exists a Kuranishi structure of Z1 ⊆ X whose Kuranishi
chart is U2p |U1p . We can define Φ
1
p by restricting Φ
2
p. The commutativity of Diagram
(7.25) is obvious. 
We recall Definition 3.32 for the compatibility used in the next proposition.
Proposition 7.52. Let X be a separable metrizable space, Z1, Z2 ⊆ X be compact
subsets. We assume Z1 ⊂ Z˚2. Let Û2 be a Kuranishi structure of Z2 ⊆ X and ËU1
a good coordinate system of Z1 ⊆ X which is compatible with Û2|Z1 . Then there
exists a good coordinate system ËU2 of Z2 ⊆ X such that
(1) ËU2 extends ËU1.
(2) ËU2 is compatible with Û2.
(3) Diagram (7.25) commutes.
The proof is given in Subsection 11.4.
Lemma 7.53. Suppose we are in the situation of Proposition 7.52. We may chooseËU2 such that the following holds.
Let ËU10 be an open substructure of ËU1 strictly extended to ËU2. Let Ëf1 = {f1p} :
(X,Z1;
ËU10 ) → M and f̂2 = {f2p} : (X,Z2; Û2) → M be strongly continuous maps.
Assume that the equality f1p ◦ϕ
1
pp = f
2
p holds on U
1
p ⊂ U
2
p for each p ∈ Im (ψp)∩Z1.
Then the following hold:
(1) There exists a strongly continuous map Ëf2 = {f2p} : (X,Z2;ËU2)→M such
that:
(a) f2p ◦ ϕ
2
pp = f
2
p for p ∈ Im (ψp) ∩ Z2.
(b) f2p = f
1
0,p on U
1
p ⊂ U
2
p .
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M
ËU10
Êf1 44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ // ËU2 Êf2
88
Û2|Z1
OO
// Û2
{f2pp}
OO
f̂2
AA☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎
(7.26)
(2) If Ëf1 and f̂2 are strongly smooth (resp. weakly submersive) then so is Ëf2.
(3) If Ëf1 and f̂2 are strongly transversal to g : N →M then so is Ëf2.
The proof is given in Subsection 11.4.
Definition 7.54. Let ËU i = (Pi, {U ip}, {Φipq}) be good coordinate systems of Zi ⊆
X , i = 1, 2 and Ki support systems of ËU i for i = 1, 2.
(1) Suppose ËU2 strictly extends ËU1. We say that K1 is compatible with K2 if
for each p ∈ P1 we have
K1p ⊂ K˚
2
p.
(We note that U1p ⊂ U
2
p by Definition 7.50 (1)(c).) In this situation we say
(ËU2,K2) strictly extends (ËU1,K1).
(2) Suppose ËU2 extends ËU1. We say that K1 is compatible with K2 if the
following holds.
By definition there exists an open substructure ËU10 = {U1p,0} of ËU1 such
that ËU2 strictly extends ËU10 . For each p ∈ P1 we require
K1p ⊂ U
1
p,0 ∩ K˚
2
p.
In this situation we say (ËU2,K2) extends (ËU1,K1).
Definition 7.55. For each i = 1, 2 letËU i = (Pi, {U ip}, {Φipq}) be a good coordinate
system of Zi ⊆ X , Ki a support system ofËU i, and ËSi a CF-perturbation of (ËU i,Ki).
(1) Suppose (ËU2,K2) strictly extends (ËU1,K1). We sayÈS2 strictly extends ÈS1
if the restriction of S2p to K
1
p is S
1
p for each p ∈ P1.
(2) Suppose (ËU2,K2) extends (ËU1,K1). We sayÈS2 extends ÈS1 if the restriction
of S2p to K
1
p is S
1
p for each p ∈ P1.
Remark 7.56. In Definition 7.55 (2) we note that K1p can be regarded as a support
system of an open substructure of ËU1 by Definition 7.54 (2).
Proposition 7.57. Suppose we are in the situation of Proposition 7.52. We may
choose ËU2 such that the following holds.
Let ËU10 be an open substructure of ËU1 strictly extended to ËU2. Let K1, K2 be
support systems of ËU1, ËU2 respectively such that (ËU2,K2) extends (ËU1,K1). LetÈS1 be a CF-perturbation of (ËU1,K1). Then there exists a CF-perturbation ÈS2 of
(ËU2,K2) which extends ÈS1. Moreover the following holds.
(1) If ÈS1 is transversal to 0, so is ÈS2.
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(2) Suppose we are in the situation of Lemma 7.53 (1) in addition. We assumeËf1 is strongly submersive with respect to ÈS1 and Ëf2 is weakly submersive.
Then Ëf2 is strongly submersive with respect to ÈS2.
(3) Suppose we are in the situation of Lemma 7.53 (1) in addition. We assumeËf1 is strongly transversal to g : N →M with respect toÈS1 and Ëf2 is weakly
transversal to g. Then Ëf2 is strongly transversal to g : N →M with respect
to ÈS2.
The proof of Proposition 7.57 is given in Subsection 12.3.
Before we end this subsection, we consider a family of CF-perturbations. The
next definition is a CF-perturbation version of Definition 6.21.
Definition 7.58. A σ-parameterized family of CF-perturbations {ÈSσ | σ ∈ A }
(ÈSσ = {Sǫσ,p}) of (ÊU ,K) is called a uniform family if the convergence in Definition
7.3 (3) is uniform. More precisely, we require the following.
For each o > 0 there exists ǫ0(o) > 0 such that if 0 < ǫ < ǫ0(o), then
|s(y)− sp(y)| < o, |(Ds)(y)− (Dsp)(y)| < o (7.27)
hold for any s which is a member of Sǫσ,p at any point y ∈ Kp for any p ∈ P and
σ ∈ A .
Lemma 7.59. If {ÈSσ | σ ∈ A } is a uniform family of CF-perturbations of (ÊU ,K),
then the constant ǫ0 in Lemma 7.45 can be taken independent of σ.
Proof. In the same way as Lemma 6.23 follows from the proof of Lemma 6.13, this
follows from the proof of Lemma 7.45, which is the same as the proof of Lemma
6.18. 
7.5. Partition of unity associated to a good coordinate system. We next
define the notion of partition of unity on spaces with good coordinate system.
Situation 7.60. Let ÊU = (P, {Up}, {Φpq}) be a good coordinate system of Z ⊆ X
and K its support system.
Definition 7.61. In Situation 7.60, let Ω be an open subset of |K| and f : Ω→ R
a continuous function on it. We say f is strongly smooth if the restriction of f to
Kp ∩ Ω is smooth for any p ∈ P.
We remark that the strongly smooth function f : Ω→ R is nothing but a strongly
smooth map to R regarded as a manifold in the sense of Definition 3.38.
We take a support system K+ such that (K,K+) is a support pair. We take a
metric d on |K+| and use it in the next definition.
Definition 7.62. In Situation 7.60, let δ > 0 be a positive number. We put
Kp(2δ) = {x ∈ Up | d(x,Kp) ≤ 2δ}. (7.28)
2δ-neighborhood of Kp. We assume Kp(2δ) is compact.
We put K(2δ) = {Kp(2δ)}p∈P, which is a support system of ÊU . We put
Ωp(K, δ) = Bδ(Kp) = {x ∈ |K(2δ)| | d(x,Kp) < δ}. (7.29)
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Figure 7.1
Lemma 7.63. If q < p and δ > 0 is sufficiently small, then
Ωp(K, δ) ∩ Kq(2δ) ⊂ Kp(2δ).
Moreover, Ωp(K, δ) ∩Kp(2δ) ⊂ IntKp(2δ) and Ωp(K, δ) ∩ Kp(2δ) is an orbifold.
Proof. The first claim is a consequence of (7.29). The second claim follows from
the fact that IntKp(2δ) is open in
⋃
q≤pKq(2δ). 
Definition 7.64. We say {χp} is a strongly smooth partition of unity of the
quintuple (X,Z, ÊU ,K, δ) if the following holds.
(1) χp : |K(2δ)| → [0, 1] is a strongly smooth function.
(2) suppχp ⊆ Ωp(K, δ).
(3) There exists an open neighborhood U of Z in |K(2δ)| such that for each
point x ∈ U, we have ∑
p
χp(x) = 1. (7.30)
Remark 7.65. In our earlier writings such as [FOOO7, Section 12], we defined a
partition of unity in a slightly different way. Namely we require χp to be defined
on Up and we required
χp(x) +
∑
q>p,x∈Uqp
χq(ϕqp(x)) +
∑
p>q,x∈Imϕpq
χδ(ρ(x;Upq))χq(π(x)) = 1 (7.31)
instead of (7.30). Here π is the projection of a tubular neighborhood of ϕpq(Upq)
in Up, ρ is a tubular distance function of this tubular neighborhood
25 and χδ :
[0,∞) → [0, 1] is a smooth function such that it is 1 in a neighborhood of 0 and
is 0 on (δ,∞). We required (7.31) for all x ∈ K1p. Formula (7.31) depends on the
choice of the tubular neighborhood and we need to take certain compatible system
of tubular neighborhoods (see [Ma]) to define it.
25The tubular distance function is, roughly speaking, the distance from the image ϕpq(Upq).
We do not give the precise definition here since we do not use this notion. See [Ma].
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Note the covering | ÊU| = ⋃p∈P Up is not an open covering. In fact Up is not an
open subset of | ÊU| unless p is maximal. So a partition of unity in the above sense
is different from one in the usual sense. Definition 7.64 seems to be simpler than
the one in the previous literature. Also it is more elementary in the sense that we
do not use any compatible system of tubular neighborhoods. However, by using
the third term of (7.31) we can extend the function χq to its neighborhood in |K|
and the compatibility of tubular neighborhoods implies that it becomes a strongly
smooth function. So the present definition is not very different from the earlier one.
In the rest of this subsection we prove the existence of strongly smooth partition
of unity. The proof is very similar to the corresponding one in manifold theory.
However we prove it for completeness’ sake. We begin with the following lemma.
Lemma 7.66. For any open set W of |K(2δ)| containing a compact subset K of Z
there exists a strongly smooth function g : |K(2δ)| → R that has a compact support
in W and is 1 on a neighborhood of K.
Proof. Let K+ be a support system such that K(2δ) < K+. We take a metric d on
|K+|. (See [FOOO18, Proposition 5.1].) For each x ∈ K we consider
ǫx = inf{d(x,Kq(2δ)) | q ∈ P, x /∈ Kq(2δ)}.
Let px ∈ P be the element which is maximum among elements p ∈ P such that
x ∈ Kp(2δ). Let W
+
x be an open neighborhood of x in K
+
px ∩ Bǫx/2(x, |K
+|). We
may choose it so small that if x ∈ Kq(2δ) then W+x ∩Kq(2δ) is open. (Here we use
the fact that x ∈ Kq(2δ) implies q ≤ px.) Therefore Wx = W+x ∩ K˚px(2δ) is open
in |K(2δ)|. We may choose W+x small so that Wx ⊂W .
We can take a smooth function fx :W
+
x → [0, 1] that has a compact support and
is 1 in a neighborhood Q+x of x. (This is because W
+
x is an orbifold.) We restrict
fx to Wx and extend it by 0 to |K|, which we denote by the same symbol. Then fx
is a strongly smooth function with a compact support in Wx and equal to 1 on an
open neighborhood Qx = Q
+
x ∩ |K(2δ)| of x.
We find finitely many points x1, . . . , xN of K so that
N⋃
i=1
Qxi ⊃ K.
We put
f =
N∑
i=1
fxi .
Then the function f is a strongly smooth function on |K(2δ)| with a compact
support in W and satisfies f(x) ≥ 1 if x ∈ Q =
⋃N
i=1Qxi . Let ρ : R → R be a
nondecreasing smooth map such that ρ(s) = 0 if s is in a neighborhood of 0 and
ρ(s) = 1 if s ≥ 1. It is easy to see that g = ρ ◦ f has the required property. 
Proposition 7.67. If δ > 0 is sufficiently small, then a strongly smooth partition
of unity of (X,Z, ÊU ,K, δ) exists.
Proof. We put
Kp(−δ) = {x ∈ Kp | d(x, Up \ Kp) ≥ δ}.
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It is easy to see that ⋃
p
Kp(−δ) ⊃ Z.
for sufficiently small δ > 0. We apply Lemma 7.66 to (K,W ) = (Kp(−δ),Ωp(K, δ))
to obtain fp. Then there exists a neighborhood W
′ of Z such that∑
p
fp(x) ≥ 1/2
for x ∈ W ′. We apply Lemma 7.66 to (K,W ) = (Z,W ′) to obtain f : |K(2δ)| →
[0, 1]. Now we define
χp(x) =

f(x)fp(x)∑
p fp(x)
if x ∈W ′
0 if x /∈W ′.
(7.32)
Then it is easy to see that this is a strongly smooth partition of unity. 
7.6. Differential form on good coordinate system and Kuranishi struc-
ture. In this subsection we define differential forms of good coordinate system and
Kuranishi structure, and give several basic definitions for differential forms.
Definition 7.68. Let ÊU = (P, {Up}, {Ψpq}) be a good coordinate system and K
its support system. A smooth differential k form Êh of (ÊU ,K) by definition assigns
a smooth k form hp on a neighborhood of Kp for each p ∈ P such that the next
equality holds on ϕ−1pq (Kp) ∩ Kq.
ϕ∗pqhp = hq. (7.33)
A smooth differential k form Êh of ÊU by definition assigns a smooth differential k
form hp on Up for each p such that (7.33) is satisfied on Upq.
Definition 7.69. A differential k form ĥ of a Kuranishi structure Û of Z ⊆ X
assigns a differential k-form hp on Up for each p ∈ Z such that ϕ∗pqhp = hq.
Definition 7.70. (1) Let Êf = {fp} : (X,Z; ÊU) → M be a strongly smooth
map and h a smooth differential k form on Ms. Then Êf∗h = {f∗ph} is a
smooth differential k form on ÊU , which we call the pullback of h by Êf = {fp}
and denote by Êf∗h.
(2) A smooth differential 0 form is nothing but a strongly smooth function in
the sense of Definition 7.61.
(3) If Áhi = {hip} are smooth differential ki forms on ÊU for i = 1, 2, then {h1p∧h2p}
is a smooth differential k1+k2 form on ÊU . We call it the wedge product and
denote it by Ëh1 ∧Ëh2.
(4) In particular, we can define a product of a smooth differential form and a
strongly smooth function.
(5) The sum of smooth differential forms of the same degree is defined by taking
the sum for each p ∈ P.
(6) If Êh = {hp} is a smooth differential k form on ÊU , then {dhp} is a smooth
differential k + 1 form on ÊU , which we call the exterior derivative of Êh and
denote by dÊh.
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(7) The support Supp(Êh) of Êh is the union of the supports of hp, p ∈ P, which
is a subset of |K|.
(1)-(6) have obvious versions in the case of differential forms of a Kuranishi
structures. (7) is modified as follows.
(7)’ If ĥ = {hp | p ∈ Z} is a smooth differential k form on a Kuranishi structure
Û of Z ⊆ X , its support Supp(ĥ) is the set of the points p ∈ Z such that
ĥp is nonzero on any neighborhood of op in Up.
Note that Supp(ĥ) is a subset of Z in this case.
Definition 7.71. Let ÊU be a good coordinate system of Z ⊆ X and Êh = {hp} a
differential form on it. We say that Êh has a compact support in Z˚ if
Supp(Êh) ∩X ⊂ Z˚. (7.34)
Here the intersection in the left hand side is taken on | ÊU|.
7.7. Integration along the fiber (pushout) on a good coordinate system.
To define the pushout (integration along the fiber) of a differential form using a
CF-perturbation, we need a CF-perturbation version of Propositions 6.25, 6.30. To
state them we introduce the notation of support set of a CF-perturbation.
Definition 7.72. (1) Let U be a Kuranishi chart, S a CF-perturbation of U
and {(Vr,Sr) | r ∈ R} its representative. For each ǫ > 0 we define the
support set Π((Sǫ)−1(0)) of S as the set of all x ∈ U with the following
property:
There exist r ∈ R and y ∈ Vr, ξ ∈Wr such that
φr([y]) = x, s
ǫ
r(y, ξ) = 0, ξ ∈ Supp(ωx).
This definition is independent of the choice of representative because of
Definition 7.3 (4).
(2) Let ÊU be a good coordinate system, K its support system and ÁS = {Sp} a
CF-perturbation of ( ÊU ,K). The support set Π((ËSǫ)−1(0)) of ÁS is defined
by
Π((ËSǫ)−1(0)) = ⋃
p∈P
(
Kp ∩Π((S
ǫ
p)
−1(0))
)
which is a subset of |K|.
The CF-perturbation version of Propositions 6.25 is as follows
Lemma 7.73. Let ÊU a good coordinate system of Z ⊆ X, K its support system andÁS = {Sp | p ∈ P} a CF-perturbation of (ÊU ,K). Let K− < K+ < K′ < K. Then
there exist positive numbers δ0 and ǫ0 such that
Bδ(K
−
q ∩ Z) ∩
⋃
p∈P
(K′p ∩ Π((ÈSǫp)−1(0))) ⊂ K+q
for δ < δ0, 0 < ǫ < ǫ0.
Proof. Using Lemma 7.45, the proof is the same as the proof of Proposition 6.25. 
The next lemma is the CF-perturbation version of Proposition 6.30.
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Lemma 7.74. Let K1,K2,K3 be support systems of a good coordinate system ÊU of
Z ⊆ X with K1 < K2 < K3 and ÁS a CF-perturbation of (ÊU ,K3). Then there exists
a neighborhood U(Z) of Z in |K2| such that for 0 < ǫ < ǫ0
U(Z) ∩
⋃
p
(Π((ÈSǫp)−1(0)) ∩K1p) = U(Z) ∩⋃
p
(Π((ÈSǫp)−1(0)) ∩ K2p). (7.35)
Proof. The proof is the same as the proof of Proposition 6.30. 
The next lemma is the CF-perturbation version of Corollary 6.32.
Lemma 7.75. In the situation of Lemma 7.74,
Ä⋃
p((s
ǫ
p)
−1(0)) ∩ K˚1p)
ä
∩ U(Z) is
compact for a sufficiently small neighborhood U(Z) of Z in |K2|. Moreover, we have
lim
ǫ→0
(⋃
p
(Π((ÈSǫp)−1(0) ∩ K˚1p)) ∩ U(Z) ⊆ X
in Hausdorff topology.
Proof. The proof is the same as Corollary 6.32. 
Now to define the pushout of a differential form we consider the following situ-
ation.
Situation 7.76. Let ÊU = (P, {Up}, {Φpq}) be a good coordinate system, K its
support system, Êh = {hp} a differential form on ÊU , Êf : (X,Z; ÊU) → M a strongly
smooth map, and ÁS a CF-perturbation of (ÊU ,K). We assume that
(1) Êf is strongly submersive with respect to ÁS.
(2) Êh has a compact support in Z˚.
Choice 7.77. In Situation 7.76 we make the following choices.
(1) A triple of support systems K1,K2,K3 with K1 < K2 < K3 < K.
(2) A constant δ > 0 such that:
(a) K1(2δ) is compact. (Definition 7.62.)
(b) There exists a strongly smooth partition of unity {χp} of (X,Z, ÊU ,K1, δ).
(Proposition 7.67.)
(c) K1(2δ) < K2.
(d) δ satisfies the conclusion of Lemma 7.73 for K− = K1, K+ = K2,
K′ = K3.
(e) We put
δ0 = inf{d(K
2
p,K
2
q) | neither p ≤ q nor q ≤ p},
where we use the metric d of |K|. Then δ < δ0/2.
(3) We take a strongly smooth partition of unity {χp} of (X,Z, ÊU ,K1, δ).
(4) We take an open neighborhood U(X) of Z in |K| such that the conclusion
of Lemma 7.74 holds.
Definition 7.78. In Situation 7.76, we make Choice 7.77. We define a smooth
differential form Êf !(Êh;ËSǫ) on the manifold M by (7.36). We call it the pushout or
integration along the fiber of Êh by ( Êf,ËSǫ).Êf !(Êh;ËSǫ) = ∑
p∈P
fp!(χphp;S
ǫ
p|U(Z)∩K1p(2δ)). (7.36)
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We note that the restriction of χphp to K1p(2δ) has compact support in IntK
1
p.
Therefore the right hand side of (7.36) makes sense.
The degree is given by
deg Êf !(Êh;ËSǫ) = deg ĥ+ dimM − dim ÊU . (7.37)
Definition 7.79. Let Fa : (0, ǫa) → X be a family of maps parameterized by
a ∈ B. We say that Fa is independent of the choice of a in the sense of ♠ if the
following holds.
♠ For a1, a2 ∈ B there exists 0 < ǫ0 < min{ǫa1 , ǫa2} such that Fa1(ǫ) = Fa2(ǫ)
for all ǫ < ǫ0.
Proposition 7.80. In Situation 7.76 the pushout Êf !(Êh;ËSǫ) is independent of Choice
7.77 in the sense of ♠.
Remark 7.81. However Êf !(Êh;ËSǫ) depends on the choices of ǫ and ÁS.
Proof of Proposition 7.80. We first show the independence of U(Z). Lemma 7.75
implies that if U′(Z) ⊂ U(Z) is another open neighborhood of Z then, for sufficiently
small ǫ, the value of the right hand side of (7.36) does not change if we replace
U(Z) by U′(Z). (We use Situation 7.76 (2) also here.) This implies independence
of U(Z). Moreover it implies that we can always replace U(Z) by a smaller open
neighborhood of Z.
We next show independence of K2, K3. Let K2′, K3′ be alternative choices of
K2, K3. We take K2′′p = K
2
p ∪ K
2′
p , K
3′′
p = K
3
p ∪ K
3′
p . Then K
2′′, K3′′ are support
systems. Note in Definition 7.78, the support system K2, K3 appears only when
we apply Lemma 7.74 to obtain U(Z) and Lemma 7.73 to obtain δ. Since we can
always replace U(Z) by a smaller neighborhood of Z (as far as ǫ > 0 is sufficiently
small) and since we do not need to change δ in Lemma 7.73 when we replace K2,
K3 by K2′′ ⊃ K2, K3′′ ⊃ K3, it follows that we obtain the same number in (7.36)
if we replace K2 or K2′ by K2′′, as far as ǫ > 0 is sufficiently small. This implies
independence of K2, K3.
It remains to prove the independence of K1 and of {χp}, δ. We will prove the
independence for this case below.
Let K1p, χp, δ and K
1′
p , χ
′
p, δ
′ be two such choices. We take K1′′p = K
1
p ∪K
1′
p . Then
K1′′ < K2 < K3. We can also take δ′′ > 0 and a strongly smooth partition of
unity {χ′′p} of (X,Z, ÊU ,K1′′, δ′′). So it suffices to prove that the pushout defined by
{K1p}, {χp}, δ coincides with one defined by {K
1′′
p }, {χ
′′
p}, δ
′′ and that the pushout
defined by {K1′p }, {χ
′
p}, δ
′ coincides with one defined by {K1′′p }, {χ
′′
p}, δ
′′. In other
words, we may assume K1p ⊂ K
1′
p . We will prove the independence in this case.
We observe that Êf !(Êh1 + Êh2;ËSǫ) = Êf !(Êh1;ËSǫ) + Êf !(Êh2;ËSǫ) (7.38)
as far as we use the same strongly smooth partition of unity in all these three terms.
(This is a consequence of Lemma 7.33 (2).) We take p0 ∈ P and putÊh0 = χ′p0Êh. (7.39)
In view of (7.38) we find that to prove Proposition 7.80 it suffices to show the next
formula.
fp0 !((Êh0)p0 ;Sǫp0 |U(Z)∩K1′p0 (2δ′)) =∑
p
fp!((χpÊh0)p;Sǫp|U(Z)∩K1p(2δ)). (7.40)
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By taking ǫ > 0 small, we may assume
∑
χp = 1 on the intersection of U(Z) and
the support set Π((ÎSǫp0)−1(0)). (This is a consequence of Lemma 7.75, Definition
7.64 (3) and Situation 7.76 (2).) Therefore, to prove (7.40) it suffices to prove the
next formula for each p.
fp0 !((χp
Êh0)p0 ;Sǫp0 |U(X)∩K1′p0(2δ′)) = fp!((χpÊh0)p;Sǫp|U(X)∩K1p(2δ)) (7.41)
whose proof is now in order.
In case p0 = p, (7.41) follows from
Supp(χph0,p0) = Supp(χp0h0,p0) ⊆ K
1
p0
(2δ) ∩ K1′p0(2δ
′).
If neither p ≤ p0 nor p0 ≤ p, then both sides of (7.41) are zero because
Supp (χph0,p0) ⊆ Ωp0(K
1′, δ′) ∩ Ωp(K
1, δ) = ∅. (7.42)
Note the second equality of (7.42) is a consequence of Choice 7.77 (2)(e).
We will discuss the other two cases below.
(Case 1): p > p0.
By definition Ωp0(K
1′, δ′) ⊂ Bδ′(K
1′
p0
). Therefore by (7.39) the support of Êh0 is
in Bδ′(K1′p0). By taking ǫ > 0 small, Lemma 7.73 implies
Supp(Êh0) ∩Π((ËSǫ)−1(0)) ⊂ K2′p0 ∩Bδ′(K1′p0) ⊂ K1′p0(2δ′).
Therefore
Supp(χpÊh0) ∩ Π((ËSǫ)−1(0)) ∩ U(Z) ⊆ K1′p0(2δ′) ∩ K1p(2δ) ∩ U(Z). (7.43)
Then (7.41) follows from Definition 7.47 (2)(3).
(Case 2): p0 > p.
By definition Ωp(K1, δ) ⊂ Bδ(K1p). Therefore the support of χpÊh0 is in Bδ(K1p).
Therefore by taking ǫ > 0 small, Lemma 7.73 implies
Supp(χpÊh0) ∩ Π((Ŝǫ)−1(0)) ⊂ K2p ∩Bδ(K1p0) ⊂ K1p(2δ).
It implies (7.43). Then (7.41) follows from Definition 7.47 (2)(3).
The proof of Proposition 7.80 is complete. 
Remark 7.82. The pushforward (7.36) is independent of the choice of the support
system K appearing in Situation 7.76, as far as ÁS and Êh are defined on it. In fact
K does not appear in the definition.
Lemma 7.83. Let h, h1, h2 be differential forms on (X,Z; ÊU) and c1, c2 ∈ R.
(1) Êf !(c1Êh1 + c1Êh2;ËSǫ) = c1 Êf !(Êh1;ËSǫ) + c2 Êf !(Êh2;ËSǫ).
(2) If ρ ∈ Ω∗(M), then Êf !(Êh ∧ Êf∗(ρ);ËSǫ) = Êf !(Êh;ËSǫ) ∧ ρ.
Proof. Formula (1) follows from Lemma 7.33 (1). Formula (2) is immediate from
definition. 
We now define the smooth correspondence.
Construction 7.84. Suppose we are in Situation 7.1. We construct objects as in
Situation 7.76 as follows.
We put Z = X . We take a good coordinate system ÊU compatible with Û such
that f̂s and f̂t are pullbacks of Êfs : (X ; ÊU)→Ms and Êft : (X ; ÊU)→Mt, respectively.
Moreover we may take Êft so that it is weakly submersive. (Proposition 6.49 (2).)
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We take a CF-perturbation ÁS of (X ; ÊU) such that Êft is strongly submersive with
respect to ÊU . (Theorem 7.49 (2).)
Let K be a support system of ÊU . We consider the differential form Êf∗s h on (X, ÊU).
We denote the correspondence by
X = ((X ; ÊU); Êfs, Êft).
Definition 7.85. Using Construction 7.84, we define
Corr
(X,ËSǫ)(h) = ( Êft)!( Êf∗s h;ËSǫ). (7.44)
We call the linear map
Corr
(X,ËSǫ) : Ω∗(Ms)→ Ω∗+dimMt−dim ÊU(Mt)
the smooth correspondence map associated to ÊX = ((X ; ÊU); Êfs, Êft).
Remark 7.86. (1) Proposition 7.80 implies that the right hand side of (7.44)
is independent of various choices appearing in Definition 7.78 if ǫ > 0 is
sufficiently small. However, it does depend on ÁS and ǫ > 0. So we keep the
symbol ǫ in the notation ËSǫ of the left hand side of (7.44).
(2) There seems to be no way to define a smooth correspondence in the way
that it becomes independent of the choices in the chain level. This is related
to an important point of the story, that is, the construction of various struc-
tures from system of moduli spaces are well-defined only up to homotopy
equivalence and only as a whole. (We however note that the method of [Jo1]
seems to be a way to minimize this dependence.) This is the fundamental
issue which appears in any approach. For example, it should remain to exist
in the infinite dimensional approach to construct virtual fundamental chain,
such as those by Li-Tian [LiTi2], Liu-Tian [LiuTi], Siebert [Sie], Chen-Tian
[CT], Chen-Li-Wang [CLW1] or Hofer-Wyscoski-Zehnder [HWZ].
(3) Dependence of the good coordinate system ÊU and the other choices made
in Construction 7.84 will be discussed in Section 9.
In Proposition 7.80, we have proved independence of the pushout of various
choices for sufficiently small ǫ > 0. On the other hand, how ǫ must be small
depends on our good coordinate system and CF-perturbation on it. In certain
situations appearing in applications, we need to estimate this required smallness of
ǫ uniformly from below when our CF-perturbations vary in a certain family. The
next proposition can be used for such a purpose.
Definition 7.87. Let Fσ,a : (0, ǫa) → X be a family of maps parameterized by
a ∈ B and σ ∈ A . We say that Fσ,a is uniformly independent of the choice of a in
the sense of ♣ if the following holds.
♣ For a1, a2 ∈ B there exists 0 < ǫ0 < min{ǫa1, ǫa2} independent of σ such
that Fσ,a1(ǫ) = Fσ,a2(ǫ) for 0 < ǫ < ǫ0 and any σ ∈ A .
Proposition 7.88. We assume {ÈSσ | σ ∈ A } is a uniform family of CF-perturbations
parameterized by σ ∈ A in the sense of Definition 7.58. Then we can make Choice
7.77 in a way independent of σ.
Moreover the pushout Êf !(Êh;ÈSǫσ) of Proposition 7.80 is uniformly independent of
Choice 7.77 in the sense of ♣.
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Proof. From the proof of Proposition 7.80, the proof of Proposition 7.88 follows
from the next lemma. 
Lemma 7.89. Let {ÈSσ | σ ∈ A } be a uniform family of CF-perturbations. Then
the following holds.
(1) In Lemma 7.73 the constants δ0 and ǫ0 can be taken in dependent of σ.
(2) In Lemma 7.74 the set U(Z) and the constant ǫ0 can be taken independent
of σ.
(3) In Lemma 7.75 the set U(Z) and the constant ǫ0 can be taken independent
of σ. Moreover
lim
n→∞
sup
{
dH
(
X,
⋃
p
(Π((ÎSǫσ,p)−1(0) ∩ ◦K2p ∩ U(Z))) | σ ∈ A} = 0. (7.45)
Proof. Using Lemma 7.59, the proof of Lemma 7.89 is the same as that of Propo-
sition 6.34. 
8. Stokes’ formula
8.1. Boundary and corner II. In this section, we state and prove Stokes’ for-
mula. We first discuss the notion of boundary or corner of an orbifold and of a
Kuranishi structure in more detail. (The discussion below is a detailed version of
[FOOO4, the last paragraph of page 762]. See also [Jo1, page 11]. [Jo3] gives a
systematic account on this issue.
Let U be an orbifold with boundary and corner. We defined its corner structure
stratification Sk(U) and
◦
Sk(U) in Definition 4.13. Note
◦
Sk(U) is an orbifold of
dimension dimU −k without boundary. However we also note that we can not find
a structure of orbifold with corner on Sk(U) such that
◦
S0(Sk(U)) =
◦
Sk(U).
Example 8.1. Let U = R2≥0. Then S1(U) is homeomorphic to R and S2(U) is one
point identified with 0 ∈ R = S1(U).
To obtain an orbifold with corner from S1(U) we need to modify it at its bound-
aries and corners. Let us first consider the case of manifolds.
Lemma 8.2. Suppose U is a manifold with corner. Then there exists a mani-
fold with corner, denoted by ∂U , and a map π : ∂U → S1(U) with the following
properties.
(1) For each k, π induces a map
◦
Sk(∂U)→
◦
Sk+1(U). (8.1)
(2) The map (8.1) is a (k + 1)-fold covering map.
(3) π is a smooth map ∂U → U.
Remark 8.3. The smoothness claimed in Lemma 8.2 (3) is defined as follows. Let
U be any smooth manifold with corner. We can find a smooth manifold without
boundary or corner U+ of the same dimension as U and an embedding U → U+,
such that for each point p ∈ U there exists a coordinate of U+ at p by which U
is identified with an open subset of [0, 1)dimU by a diffeomorphism from U+ onto
an open subset of RdimU . Then a map F : U1 → U2 between two manifolds with
corners is said to be smooth if F extends to F+ that is a smooth map from a
neighborhood of U1 in U
+
1 to U
+
2 .
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Proof. We fix a Riemannian metric on U so that each ǫ-ball Bǫ(p) is convex. Let
p ∈
◦
Sk(U). We consider α ∈ π0(Bǫ(p) ∩
◦
S1(U)). The set of all such pairs (p, α)
with k ≥ 1 is our ∂U . The map (p, α)→ p is the map π.
By identifying U locally with [0,∞)n, it is easy to construct the structure of
manifold with corner on ∂U and prove that they have the required properties. 
Definition 8.4. Let U be an orbifold. We call ∂U a normalized boundary of U
and π : ∂U → S1(U) the normalization map.
Lemma 8.5. (1) Let U and U ′ be as in Lemma 8.2 and F : U → U ′ a diffeo-
morphism. Then F uniquely induces a diffeomorphism
F ∂ : ∂U → ∂U ′
such that π ◦ F ∂ = F ◦ π.
(2) Suppose a finite group Γ acts on U , where U is as in Lemma 8.2. Suppose
also that each connected component of
◦
Sk(U)/Γ is an effective orbifold for
each k. Then Γ acts on ∂U so that π is Γ equivariant and each connected
component of
◦
Sk(∂U)/Γ is an effective orbifold for each k.
(3) Let U be as in Lemma 8.2 and U ′ its open subset. Then there exits an open
embedding ∂U ′ → ∂U which commutes with π.
Proof. (1) is immediate from the construction. Then the uniqueness implies (2)
and (3). 
Now we consider the case of an orbifold U . We cover U by orbifold charts
{(Vi,Γi, φi)}. We apply Lemma 8.2 to Vi and obtain ∂Vi. Then Γi action on Vi
induces one on ∂Vi by Lemma 8.5 (2). We thus obtain orbifolds ∂Vi/Γi. Using
Lemma 8.5 (1) and (3) we can glue ∂Vi/Γi for various i and obtain ∂U . We obtain
also a map π : ∂U → S1(U). It induces a map
◦
Sk(∂U)→
◦
Sk+1(U).
Remark 8.6. (1) We note that the map
◦
Sk(∂U)→
◦
Sk+1(U) is a (k + 1)-fold
orbifold covering of orbifolds in the sense we will define in Part 2.
(2) In particular,
◦
S0(∂U)→
◦
S1(U) is a diffeomorphism of orbifolds.
(3) We also note that
◦
Sk(∂U)→
◦
Sk+1(U) is not necessarily a k + 1 to 1 map
set-theoretically. The following is a counter example. Let
U = (R2≥0 × R)/Z2
where the action is (a, b, c) 7→ (b, a,−c). Then ∂U ∼= R≥0×R, S1(∂U) ∼= R,
S2(U) ∼= R/Z2 and the map π is canonical projection R→ R/Z2 on S1(∂U).
So it is generically 2 to 1 but is 1 to 1 at 0.
Next we consider the case of Kuranishi structure. We recall the following nota-
tion from Definition 4.15.
Sk(X,Z; Û) = {p ∈ Z | op ∈ Sk(Up)},
◦
Sk(X,Z; Û) = {p ∈ Z | op ∈
◦
Sk(Up)},
where Û is a Kuranishi structure of Z ⊆ X and
Sk(X,Z; ÊU) = {p ∈ Z | ∃p∃x ∈ Sk(Up), st sp(x) = 0, ψp(x) = p},
◦
Sk(X,Z; ÊU) = {p ∈ Z | ∃p∃x ∈ ◦Sk(Up), st sp(x) = 0, ψp(x) = p},
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where ÊU is a good coordinate system of Z ⊆ X .
Remark 8.7. We can rewrite the set Sk(X,Z; ÊU) as
Sk(X,Z; ÊU) = {p ∈ X | ∀p∀x ∈ Up, sp(x) = 0, ψp(x) = p ⇒ x ∈ Sk(Up)}.
A similar remark applies to
◦
Sk(X,Z; ÊU).
Lemma-Definition 8.8. (1) Any compact subset of the space
◦
Sk(X,Z; Û) (resp.
◦
Sk(X,Z; ÊU)) has Kuranishi structure without boundary (resp. good coordi-
nate system without boundary) and of dimension dim(X,Z; Û) − k (resp.
dim(X,Z; ÊU)− k).
(2) There exist a relative K-space with corner ∂(X,Z; Û) (resp. ∂(X,Z; ÊU))
whose underlying topological spaces are (∂X, ∂Z) and a continuous map
between their underlying topological spaces π : ∂Z → S1(X,Z; Û) (resp.
π : ∂Z → S1(X,Z; ÊU)) such that the following holds. We call ∂(X,Z; Û),
∂(X,Z; ÊU) the normalized boundary of (X,Z; Û), (X,Z; ÊU), respectively.
(a) If π(p˜) = p, p˜ ∈ ∂Z, p ∈ Z, then the Kuranishi neighborhood of p˜ is
obtained by restricting Up to ∂Up, which is as in Definition 8.4.
(b) The coordinates of ∂(X,Z; ÊU) are obtained by restricting Up to ∂Up.
(c) The coordinate change of ∂(X,Z; Û) (resp. ∂(X,Z; ÊU)) is obtained by
restricting one of ∂Up (resp. ∂Up).
(d) The restriction of π induces a map
◦
S0(∂(X,Z; Û))→
◦
S1(X,Z; Û)
that is an isomorphism of Kuranishi structures.
(e) The restriction of π induces a map
◦
S0(∂(X,Z; ÊU))→ ◦S1(X,Z; ÊU)
that is an isomorphism of good coordinate systems.
(f) In the case of Kuranishi structure and Z 6= X, we need to replace Û
by its open substructure.
(3) Various kinds of embeddings among Kuranishi structures and/or good co-
ordinate systems induce embeddings of their normalized boundaries.
Proof. We first prove (2). Let U = (U, E , s, ψ) be a Kuranishi chart. We restrict
E and s to ∂U and obtain ∂U, E∂, s∂ . We will define underlying topological spaces
∂X , ∂Z, parametrization ψ∂ and the coordinate change.
Let Φ21 = (U21, ϕ21, ϕ̂21) : U1 → U2 be a coordinate change of Kuranishi charts.
We note that we required the following condition for an embedding of orbifolds
ϕ21 : U1 → U2.
ϕ21(Sk(U1)) ⊂ Sk(U2),
◦
Sk(U1) = ϕ
−1
21 (
◦
Sk(U2)). (8.2)
We can generalize Lemma 8.5 (3) to the case when U1, U2 are orbifolds. Moreover by
the condition (8.2) we can generalize Lemma 8.5 (1) to the embedding of orbifolds
with corners. Thus ϕ21 induces ϕ
∂
21 : ∂U1 → ∂U2. In the same way ϕ̂21 : E1 → E2
induces ϕ̂∂21 : E
∂
1 → E
∂
2 .
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Thus the data consisting of the coordinate change of the Kuranishi charts given
as in (2) (a),(b) are defined by (2) (c), except the underlying topological space ∂X ,
∂Z and parametrization ψ.
Below we will construct ∂X , ∂Z and ψ.
We first consider the case of good coordinate system and X = Z. Let ÊU =
(P, {Up}, {Φpq}). We consider ∂Up and ϕ∂pq, defined as above. We glue the spaces
∂Up by ϕ
∂
pq and obtain a topological space |∂ ÊU|. The zero sets of the Kuranishi maps
s∂p on ∂Up are glued to define a subspace of |∂ ÊU|, which we define to be ∂X . ∂X is
Hausdorff and metrizable.26 We define ψ∂p : (s
∂
p)
−1(0)→ ∂X by mapping a point of
(s∂p)
−1(0) to its equivalence class. Then U∂p = (∂Up, E
∂
p , s
∂
p , ψ
∂
p ) is a Kuranishi chart
of ∂X . We put ∂Upq = Upq ∩ ∂Uq. Then Φ∂pq = (∂Upq, ϕ
∂
21, ϕ̂
∂
21) is a coordinate
change U∂p → U
∂
q . Thus we obtain a good coordinate system ∂(X,Z;
ÊU) in case
Z = X .
Next we consider the case of good coordinate system but X 6= Z. We glue the
zero sets of Kuranishi map on ∂Up in the same way as above to obtain a topological
space ∂X . (See Remark 8.9.) We define the subset ∂Z ⊂ ∂X by
∂Z =
⋃
p∈P
{x ∈ ∂Up | sp(x) = 0, ψp(π(x)) ∈ Z}.
Here we identify ∂Up with its image in |∂ ÊU| and the union is taken in |∂ ÊU|. The
rest of the proof is the same as the case of X = Z.
Finally we consider the case of Kuranishi structure. We take a good coordinate
system ÊU compatible to Û and use the case of good coordinate system to define ∂X
and ∂Z.
It now remains to define the parameterization ψ∂p : (s
∂
p)
−1(0) → ∂X . Let Up
be a Kuranishi neighborhood of p which is a part of the data of Û . In case the
embedding Û → ÊU is strict, (s∂p)−1(0) ⊂ Up for some p ∈ P. Therefore we obtain
ψ∂p by restricting the parametrization map ψp of the good coordinate system ∂ ÊU .
In the case Z 6= X we replace Û by its open substructure Û0 such that there
exists a strict embedding Û0 → ÊU .
Suppose Z = X . We define ψ∂p : (s
∂
p)
−1(0) → ∂X (without taking open sub-
structure) as follows. Let x ∈ (s∂p )
−1(0) ⊂ s−1p (0) and q = ψp(x) ∈ X . We have
oq ∈ Uq such that ϕpq(oq) = x. (8.2) implies oq ∈ ∂Uq. Moreover oq ∈ ∂U0,q.
(Here U0,q is the Kuranishi neighborhood of the open substructure Û0.) Therefore
oq may be regarded as an element of ∂Up for some p ∈ P. We define ψp(x) to be
the equivalence class of oq ∈ ∂Up, which is an element of ∂X .
Therefore the proof of the statement (2) is complete.
The statement (1) can be proved in the same way and the statement (3) is
obvious from definition. 
Remark 8.9. Here is a technical remark about the way to define underlying topo-
logical space ∂X in Lemma-Definition 8.8.
26To find a topology which s metrizable, we consider a support system K and use the fact that
∂X =
⋃
Kp ∩ (s∂p )
−1(0) and [FOOO18, Proposition 5.1].
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(1) Let Û be a Kuranishi structure of Z ⊆ X . Then the parametrization
ψp : s
−1
p (0)→ X has X as a target space. So Û is not a Kuranishi structure
of Z itself.
(2) The data consisting of Û contain enough information to determine which
points of Z lie in the boundary. However the data do not contain such
information for the points of X \ Z which are far away from Z.
The space ∂X that we defined in the proof of Lemma-Definition 8.8
consists of points which correspond to the ‘boundary points’ of X that is
sufficiently close to Z.
Since the image of ψp, p ∈ Z lies in a neighborhood of Z, we need only
a neighborhood of Z in X to define Kuranishi structure of Z ⊆ X . This is
the reason why it suffices to define ∂X in a neighborhood of Z.
(3) On the other hand, as a consequence of (2), the topological space ∂X is
not canonically determined from (X,Z; Û). For example, the following
phenomenon happens. Let Û be a Kuranishi structure of Z2 ⊆ X and Z1 ⊂
Z˚2. We restrict U to Z1 to obtain U|Z1 . We consider ∂(X,Z1; Û |Z1) and
∂(X,Z2; Û). Let (∂1X, ∂Z1) and (∂2X, ∂Z2) be their underlying topological
spaces. Then ∂1X may not be the same as ∂2X .
There is no such an issue in the absolute case Z = X . In the applications the case
Z 6= X appears only together with a means of defining ∂X given.
We note that all the arguments of Section 7 work for Kuranishi structure or good
coordinate system with boundaries or corners.
The next lemma describes the way how to restrict CF-perturbations and etc. to
the normalized boundary.
Lemma 8.10. Let ÊU be a good coordinate system of Z ⊆ X, K1,K2,K3 a triple of
support systems of ÊU with K1 < K2 < K3, and ËSǫ a CF-perturbation of (ÊU ,K3).
(1) {∂Up ∩ Kip} is a support system of ∂(X,Z; ÊU), which we denote by Ki∂ .
K1∂ ,K
2
∂ ,K
3
∂ are support systems with K
1
∂ < K
2
∂ < K
3
∂. Here ∂Up ∩ K
i
p =
π−1(Kip) ⊂ ∂Up.
(2) (a) For each p there exists S∂p that is a CF-perturbation of K
3
∂,p ⊂ ∂Up.
(b) The restriction of S∂p to
◦
S0(∂Up) is identified with the restriction of
Sp to
◦
S1(Up) by the diffeomorphism in Lemma 8.8 (2)(e).
(c) The collection {S∂p} is a CF-perturbation of (∂(X,Z; ÊU),K3∂), which
we denote by ÈS∂.
(d) If ÁS varies in a uniform family (in the sense of Definition 7.58) thenÈS∂ varies in a uniform family.
(3) (a) A strongly continuous map Êf : (X, ÊU)→M induces a strongly contin-
uous map Ëf∂ : ∂(X,Z; ÊU)→M .
(b) The restriction of Ëf∂ to ◦S0(∂(X, ÊU)) coincides with the restriction ofÊf to ◦S1(X, ÊU).
(c) If Êf is strongly smooth (resp. weakly submersive), so is Ëf∂.
(4) (a) If ÁS is transversal to 0, so is ÈS∂.
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(b) If Êf is strongly submersive with respect to ÁS then Ëf∂ is strongly sub-
mersive with respect to ÈS∂.
(c) Let g : N → M be a smooth map between smooth manifolds. If Êf is
strongly smooth and weakly transversal to g then so is Ëf∂.
(5) (a) A differential form Êh on (X,Z; ÊU) induces a differential form on ∂(X,Z; ÊU),
which we write Ëh∂.
(b) The restriction of Ëh∂ to ◦S0(∂(X,Z; ÊU)) coincides with the restriction
of Êh to ◦S1(X,Z; ÊU).
(c) In particular, a strongly continuous function on (X,Z, ÊU) induces one
on ∂(X,Z; ÊU), such that (b) above applies.
(6) If {χp} is a strongly smooth partition of unity of (X,Z, ÊU ,K2, δ) then {(χp)∂}
is a strongly smooth partition of unity of (∂X, ∂Z, ∂ ÊU ,K2∂ , δ). Here (χp)∂
is one induced from {χp} as in (5) (c) above.
Proof. In the case when U is an orbifold with corners, various transversality or
submersivity are defined by requiring the conditions not only to
◦
S0(U) (the interior
point) but also to all
◦
Sk(U). Once we observe this point all the statements are
obvious from the definition. 
8.2. Stokes’ formula for a good coordinate system. Now we are ready to
state and prove Stokes’ formula.
Theorem 8.11. (Stokes’ formula, [FOOO7, Lemma 12.13]) Assume that we are in
the situation of Lemma 8.10 (1), (2), (3) (a)(b)(c), (4) (a)(b), (5) (a)(b). Then,
for each sufficiently small ǫ > 0, we have
d
Ä Êf !(Êh;ËSǫ)ä = Êf !(dÊh;ËSǫ) + Êf∂ !(Ëh∂ ;ÈSǫ∂). (8.3)
Proof. Let {χp} be a strongly smooth partition of unity of (X,Z, ÊU ,K2, δ). Let
(χp)∂ and K1∂ be defined by Lemma 8.10. We put h0 = χphp. It suffices to show
d
Ä
fp!(h0;S
ǫ
p)|U(Z)∩K1p(2δ)
ä
= fp!(dh0;S
ǫ
p|U(Z)∩K1p(2δ)) + f
∂
p !(h0;S
∂,ǫ
p |U(Z)∩K1
∂,p
(2δ)),
(8.4)
whereÎS∂,ǫ = {S∂,ǫp | p ∈ P}. Let Sp = {(Vr,Spr ) | r ∈ R} and {χr} a partition of
unity subordinate to {Ur}. We put h1 = χrh0 and fr = fp|Ur . To prove (8.4), it
suffices to prove:
d
(
fr!(h1;S
ǫ
r)|U(Z)∩Ur
)
= ft,r!(dh1;S
ǫ
r )|U(Z)∩Ur) + f
∂
r !(h1;S
∂,ǫ
r |U(Z)∩∂Ur),
(8.5)
whereÎSǫ∂,p = {(∂Vr,S∂,ǫr )}. (8.5) follows from the next lemma.
Lemma 8.12. Let Ω be an open neighborhood of 0 in [0, 1)m×Rn−m and f : Ω→M
a smooth map. Let h be a smooth differential k form on Ω with compact support
and ρ a differential (n− k − 1)-form on M . Then we have
(−1)k
∫
Ω
h ∧ f∗dρ =
∫
Ω∩∂([0,1)m×Rn−m)
h ∧ f∗ρ+
∫
Ω
dh ∧ ρ.
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Lemma 8.12 is an immediate consequence of the usual Stokes’ formula. Thus
the proof of Theorem 8.11 is complete. 
Using Stokes’ formula we can immediately prove the following basic properties
of smooth correspondence.
Corollary 8.13. In Situation 7.1 we apply Construction 7.84. Let Corr
((X,ÊU),ËSǫ) :
Ωk(Ms)→ Ωℓ+k(Mt) be the map obtained by Definition 7.85. (Here ℓ = dimMt −
dim(X, Û).) We define the boundary by
∂(X, ÊU) = (∂(X, ÊU), Êfs|∂(X,ÊU), Êft|∂(X,ÊU)).ËSǫ induces a CF-perturbation ÎS∂,ǫ of it as in Lemma 8.10 (4). ∂(X, ÊU) and ÎS∂,ǫ
define a map Corr
(∂(X,ÊU),ÍS∂,ǫ) : Ωk(Ms) → Ωℓ+k+1(Mt). Then for any sufficiently
small ǫ > 0, we have
d ◦Corr
((X,ÊU),ËSǫ) − Corr((X,ÊU),ËSǫ) ◦ d = Corr(∂(X,ÊU),ÍS∂,ǫ). (8.6)
In particular, Corr
((X,ÊU),ËSǫ) is a chain map if Û is a Kuranishi structure without
boundary.
Proof. This is immediate from Theorem 8.11. 
Lemma 8.14. We assume ÈSσ is a uniform family in the sense of Definition 7.58.
Then the positive number ǫ in Theorem 8.11 and Corollary 8.13 can be taken inde-
pendent of σ.
The proof is the same as that of Lemma 7.88.
8.3. Well-defined-ness of virtual fundamental cycle. We use Corollary 8.13
to prove well-defined-ness of virtual cohomology class, and well-defined-ness of the
smooth correspondence in the cohomology level, when Kuranishi structure has no
boundary.
Proposition 8.15. Consider Situation 7.1 and assume that our Kuranishi struc-
ture on X has no boundary. Then the map Corr
(X,ËSǫ) : Ωk(Ms) → Ωℓ+k(Mt)
defined in Definition 7.85 is a chain map.
Moreover, provided ǫ is sufficiently small, the map Corr
(X,ËSǫ) is independent of
the choices of our good coordinate system ÊU and CF-perturbation ÁS and of ǫ > 0,
up to chain homotopy.
Proof. The first half is repetition of Corollary 8.13. We will prove the independence
of the definition up to chain homotopy below. Let ÊU , ËU ′ be two choices of good
coordinate system and ÁS, ËS′ CF-perturbations of (X ; ÊU), (X ;ËU ′) respectively.
(During the proof of Proposition 8.15, we do not need to discuss the choice of
support system, since the correspondence map is independent of it.)
We put direct product Kuranishi structure on X × [0, 1]. During the proof of
Proposition 8.15, we do not need to make a specific choice of support system because
Proposition 7.80 (see also Remark 7.86) shows the map Corr
(X,ËSǫ) is independent
thereof. We identify X = X × {0}. Then the good coordinate system ÊU inducesÊU × [0, 1/3) on X × [0, 1/3) such that ∂(X × [0, 1/3), ÊU × [0, 1/3)) is isomorphic to
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(X ; ÊU). Similarly we have a good coordinate systemËU ′×(2/3, 1] onX×(2/3, 1] such
that ∂(X×(2/3, 1];ËU ′×(2/3, 1]) is isomorphic to (X ;ËU ′) with opposite orientation.
Here the notion of isomorphism of good coordinate system is defined in Definition
3.24. Then, by Proposition 7.52, there exists a good coordinate system ËU ′ × [0, 1]
such that
∂(X × [0, 1];ËU ′ × [0, 1]) = (X ; ÊU) ∪−(X,ËU ′). (8.7)
We next consider two choices of CF-perturbations, which we denote by ÁS andËS′. We assume that Áft is strongly submersive with respect to both of them. We
define ÁS× [0, 1/3) and ËS′ × (2/3, 1] as follows.
We consider Situation 7.2. Let Vx = (Vx,Γx, Ex, φx, φ̂x) be an orbifold chart of
(U, E) and Sx = (Wx, ωx, sǫx) a CF-perturbation on it. (Definition 7.3.) Suppose
(ft)x is strongly submersive with respect to Sx. We take Vx × [0, 1/3) = (Vx ×
[0, 1/3),Γx, Ex×[0, 1/3), φx×id, φ̂x×id) that is an orbifold chart of (U×[0, 1/3), E×
[0, 1/3)). In an obvious way Sx induces a CF-perturbation of it, with respect to
which (ft)x ◦π is strongly submersive. Here π : X × [0, 1/3)→ X is the projection.
We denote it by Sx × [0, 1/3). (See Definition 10.2 for detail.)
We perform this construction of multiplying [0, 1/3) for each chart (once for each
orbifold chart and once for each Kuranishi chart) then it is fairly obvious that they
are compatible with various coordinate changes. Thus we obtain ÁS× [0, 1/3) that
is a CF-perturbation of X × [0, 1/3). We obtain ËS′ × (2/3, 1] in the same way.
Now we use Proposition 7.57 with Z1 = X × {0, 1}, Z2 = X × [0, 1]. Then we
obtain a CF-perturbationÏS[0,1] of X × [0, 1] such that its restriction to X × {0}
and X × {1} are ÁS and ËS′, respectively.
Now we use Corollary 8.13 and (8.7) to show:
d ◦ Corr
(X×[0,1],ÏS[0,1]ǫ) +Corr(X×[0,1],ÏS[0,1]ǫ) ◦ d
= Corr
(X,ËSǫ) − Corr(X,ÈS′ǫ). (8.8)
The independence of sufficiently small ǫ > 0 follows from the following facts: For
each c > 0 the family ǫ 7→ÍScǫ is also a CF-perturbation.
The proof of Proposition 8.15 is complete. 
Therefore in the situation of Proposition 8.15, the correspondencemap Corr
(X,ËSǫ)
on differential forms descends to a map on cohomology which is independent of the
choices of ÊU and ËSǫ. We write the cohomology class as [CorrX(h)] ∈ H(Mt) for
any closed differential form h on Ms by removing ËSǫ from the notation.
In Proposition 8.15 we fixed our Kuranishi structure Û on X . In fact, we can
prove the same conclusion under milder assumption.
Proposition 8.16. Let Xi = ((Xi, Û i), f̂ is, f̂
i
t ) be smooth correspondence from Ms
to Mt such that ∂Xi = ∅. Here i = 1, 2 and Ms, Mt are independent of i. We
assume that there exists a smooth correspondence Y = ((Y, Û), f̂s, f̂t) from Ms to
Mt with boundary (but without corner) such that
∂Y = X1 ∪ −X2.
Here −X2 is the smooth correspondence X2 with opposite orientation. Then we
have
[CorrX1(h)] = [CorrX2(h)] ∈ H(Mt), (8.9)
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where h is a closed differential form on Ms.
Proof. We take a good coordinate system ÊU of Y and a KG embedding (Y, Û) →
(Y, ÊU). (Theorem 3.30.) f̂t is pulled back from Êft : (Y, ÊU) → Mt. f̂s is also pulled
back from Êfs (Proposition 6.49 (2).) We also obtain a CF perturbation ÁS of ÊU
with respect to which Êf is strongly submersive (Theorem 7.49 (2)). They restrict
to (Xi, ÁUi), ËSi and Êf it : (Y, ÊU)→Mt, Êf is.
We remark that Êf it is strongly transversal to ËSi. (This is the consequence of the
definition of strong transversality. Namely we required the transversality on each
of the strata of corner structure stratification (Definition 4.18).)
By Proposition 8.15 we can use (Xi, ÁUi), ËSi, Êf it , Êf is to define smooth correspon-
dence CorrXi (in the cohomology level.)
The proposition now follows from Corollary 8.13 and (8.7) applied to (Y, ÊU), ÁS,Êft, Êft. Namely we can calculate in the same way as (8.8). 
Remark 8.17. The proofs of Propositions 8.15, 8.16 (Formulae (8.8), (8.9)) are a
prototype of the proofs of various similar equalities which appear in our construction
of structures and proof of its independence. We will apply a similar method in a
slightly complicated situation in Part 2 systematically.
9. From good coordinate system to Kuranishi structure and back
with CF-perturbations
As we explained at the end of Section 4, it is more canonical to define the notion
of fiber product of spaces with Kuranishi structure than to define that of fiber
product of spaces with good coordinate system. On the other hand, in Section 7,
we gave the definition of CF-perturbation and of the pushout of differential forms
by using good coordinate system. In this section, we describe the way how we go
from a good coordinate system to a Kuranishi structure and back together with
CF-perturbations on them, and prove Theorem 9.14 that we can define the pushout
by using Kuranishi structure itself in the way that the outcome is independent of
auxiliary choice of good coordinate system.
9.1. CF-perturbation and embedding of Kuranish structure.
Definition 9.1. Let Û be a Kuranishi structure on Z ⊆ X . A CF-perturbation “S
of Û assigns Sp for each p ∈ Z with the following properties.
(1) Sp is a CF-perturbation of Up.
(2) If q ∈ Im(ψp) ∩ Z, then Sp can be pulled back by Φpq. Namely
Sp ∈ S
Uq⊲Up(Up). (9.1)
(3) If q ∈ Im(ψp) ∩ Z, then Sp, Sq are compatible with Φpq. Namely
Φ∗pq(Sp) = Sq|Upq ∈ S
Uq (Upq). (9.2)
Definition 9.2. Suppose we are in the situation of Definition 9.1. Let f̂ : (X,Z; Û)→
M be a strongly smooth map. Here M is a smooth manifold.
(1) We say “S is strictly transversal to 0 if each Sp is transversal to 0. We say“S is transversal to 0 if its restriction to an open substructure is strictly so.
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(2) We say f̂ is strictly strongly submersive with respect to “S if each of fp is
strongly submersive with respect to Sp. We say f̂ is strongly submersive
with respect to “S if its restriction to an open substructure is strictly so.
(3) We say f̂ is strictly strongly transversal to g : N →M with respect to “S if
each of fp is strongly transversal to g : N →M with respect to Sp. We say
f̂ is strongly transversal to g : N → M with respect to “S if its restriction
to an open substructure is strictly so.
We next define compatibility of CF-perturbations with various embeddings of
Kuranishi structures and/or good coordinate systems and prove versions of several
lemmata in Section 6 corresponding to the current context of CF-perturbations.
Definition 9.3. Let Û and ”U+ be Kuranishi structures of Z ⊆ X , ÊU and ÈU+ good
coordinate systems of Z ⊆ X . Let K and K+ be support systems of ÊU and ÈU+,
respectively. Let “S, Ŝ+, ÁS,ÍS+ be CF-perturbations of Û , ”U+, (ÊU ,K), (ÈU+,K+),
respectively.
(1) Let Φ̂ : Û → ”U+ be a strict KK-embedding. We say “S, Ŝ+ are compatible
with Φ̂ if the following holds for each p.
(a) S+p ∈ S
Up⊲U
+
p (Up). Here we use the embedding Φp to define the sub-
sheaf S Up⊲U
+
p .
(b) Φ∗p(S
+
p ) = Sp ∈ S
Up(Up).
(2) Let Φ̂ : Û → ”U+ be a KK-embedding. We say “S, Ŝ+ are compatible with
Φ̂ if there exist an open substructure Û0, a CF-perturbation”S0 of Û0 and
a strict KK-embedding Φ̂0 : Û0 → ”U+ such that ”S0, Ŝ+ are compatible
with Φ̂0 and”S0, “S are compatible with the open embedding Û0 → Û .
(3) Let ÊΦ = ({Φp}, i) : ÊU → ÈU+ be a GG-embedding. We say that K,K+ is
compatible with Φ̂ if ϕp(Kp) ⊂ K˚
+
i(p) for each p ∈ P.
(4) In the situation of (3), we say ÁS,ÍS+ are compatible with Φ̂ if the following
holds for each p ∈ P.
(a) S+
i(p) ∈ S
Up⊲U
+
i(p)(Ki(p)). Here we use the embedding Φp : Up → U
+
i(p)
to define the subsheaf S
Up⊲U
+
i(p) .
(b) Φ∗p(S
+
i(p)) = Sp ∈ S
Up(Kp).
(5) Let Φ̂ : Û → ÊU be a strict KG-embedding. We say “S, ÁS are compatible
with Φ̂ if the following holds for each p and p ∈ ψp(Kp ∩ s
−1
p (0)) ∩ Z.
(a) Sp ∈ S Up⊲Up(Kp). Here we use the embedding Φpp : Up → Up to
define the subsheaf S Up⊲Up .
(b) Φ∗p(Sp) = Sp ∈ S
Up(Up).
(6) In case Φ̂ : Û → ÊU is a KG-embedding, we can define compatibility of “S,ÁS with Φ̂ in the same way as Item (2) (using Items (1) and (5)).
(7) Let Φ̂ = ({Up(p)}, {Φpp}) : ÊU → Û be a GK-embedding. We say ÁS, “S
are compatible with Φ̂ if the following holds for each p and p ∈ ψp(Kp ∩
s−1p (0)) ∩ Z.
(a) Sp ∈ S Up⊲Up(Up). Here we use the embedding Φpp : Up|Up(p) → Up to
define the subsheaf Up ⊲ Up.
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(b) Φ∗ppSp =
“Sp|Up(p) ∈ S Up(Up(p)).
With these definitions of compatibility, we now prove the compatibilities relevant
to various embeddings.
Lemma 9.4. Let ÊΦ = ({Φp}, i) : ÊU →ÈU+ be a GG-embedding.
(1) If K is a support system of ÊU , then there exist a support system K+ of ÈU+
such that K, K+ are compatible with ÊΦ.
(2) If Ki (i = 1, . . . ,m) are support systems of ÊU with Ki < Ki+1 then there
exist support systems K+i (i = 1, . . . ,m) of
ÈU+ such that Ki, K+i are com-
patible with ÊΦ and K+i < K+i+1.
Proof. (1) Let K = (Kp). Let K0,p+ be a closure of a sufficiently small neighborhood
of
⋃
p∈P
i(p)=p+
ϕp(Kp) for p+ ∈ P+. It is easy to see that K
+
0 = (K0,p+) is a support
system of ÈU+. Any K+ > K+0 has required properties. The proof of (2) is similar
by using upward induction on i. 
Remark 9.5. It seems possible to prove the following. For each K+ there exists
K such that K, K+ are compatible with ÊΦ. Its proof seems to be more complicated
than that of Lemma 9.4. We do not try to prove it here since we do not use it.
Lemma 9.6. Let ÊΦ : ÊU →ÈU+ be a weakly open GG-embedding and K, K+ support
systems of ÊU , ÈU+, respectively, which are compatible with ÊΦ. Then for any CF-
perturbation ÍS+ of (ÈU+,K+), there exists a unique CF-perturbation ÁS of ( ÊU ,K)
such thatÍS+ and ÁS are compatible with ÊΦ.
Proof. For any p ∈ P we restrictS+
i(p) to Up to obtainSp. We thus obtain
ÁS . Since
normal bundles are trivial in the case of weakly open embedding, the compatibility
is automatic. 
Lemma 9.7. Various transversality or submersivity of the target of an open KK-
embedding imply those of the source. The same holds for a weakly open GG-
embedding.
Proof. This is an easy consequence of the definition. 
Lemma 9.8. The notion of compatibility of CF-perturbations to embeddings is
preserved by the composition of embeddings of various kinds.
The proof is obvious.
The next lemma is a CF-perturbation version of Proposition 6.44.
Lemma 9.9. In the situation of Proposition 6.44, let K0, K be support systems ofËU0, ÊU , respectively, which are compatible with the open embedding ËU0 → ÊU . Let ÁS
be a CF-perturbation of (ÊU ,K), which restricts to a CF-perturbationÈS0 of (ËU0,K0).
Then the following holds.
(1) There exists a CF-perturbation “S of Û such that ÈS0 and “S are compatible
with the GK-embedding ËU0 → Û .
(2) In the situation of Proposition 6.44 (2), if Êf is strongly submersive with
respect to ÁS, then f̂ is strongly submersive with respect to “S. The transver-
sality to M → Y is also preserved.
100 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Proof. The proof of Lemma 9.9 is the same as that of Proposition 6.44. In fact, the
Kuranishi chart of Û is a restriction of a Kuranishi chart of ËU0. Since U0,p ⊂ Kp
(see Proposition 6.44 (1)), we can restrict ÁS to the Kuranishi charts of Û . 
We next state CF-perturbation versions of Propositions 6.49 and 6.50. (In Lem-
mas 9.10 and 9.11 we do not specify support system for the CF-perturbations of
good coordinate system. We take one but do not mention them.)
Lemma 9.10. Let Û be a Kuranishi structure on Z ⊆ X. Then we can take a good
coordinate system ÊU and the KG-embedding Φ̂ : Û0 → ÊU in Theorem 3.30 so that
the following holds in addition.
(1) If ĥ is a differential form of Û , then there exists a differential form Êh onÊU such that Φ̂∗(Êh) = ĥ|“U0 . If ĥ has a compact support in Z˚, then Êh has a
compact support in | ÊU| and Supp(Êh) ∩ Z ⊂ ◦Z.
(2) If “S a CF-perturbation of Û , then there exists a CF-perturbation ÁS of ÊU
such that “S|“U0 and ÁS are compatible with the KG-embedding Φ̂.
(3) In the situation of (2) the following holds.
(a) If “S is transversal to 0 then so is ÁS.
(b) If f̂ is strongly submersive with respect to “S, then Êf is strongly sub-
mersive with respect to ÁS.
(c) If f̂ is strongly transversal to g : M → Y with respect to “S then Êf is
strongly transversal to g with respect to ÁS.
Lemma 9.11. Suppose we are in the situation of Propositions 5.21 (resp. Propo-
sition 5.22) and 6.49. Then we can take the GK-embedding ”Φ+ : ÊU → ”U+ in
Proposition 5.21 (resp. the GK-embeddings ”Φ+a : ÊU → ”U+a in Proposition 5.22
(a = 1, 2)) so that the following holds.
(1) If Ŝ+ is a CF-perturbation of ”U+ such that Ŝ+, “S are strongly compat-
ible with the embedding Û → ”U+, then we may choose ÁS such that ÁS,
Ŝ+ are compatible with the embedding ”Φ+. (resp. If Ŝ+a (a = 1, 2) is a
CF-perturbation of ”U+a such that Ŝ+a , “S are strongly compatible with the
embedding Û → ”U+, then we may choose ÁS such that ÁS, Ŝ+a are both
compatible with the embedding ”Φ+a .)
(2) If “S is transversal to 0, so is ÁS.
(3) In the situation of Proposition 6.50 suppose Y is a manifold M . Then if
f̂ is strongly submersive with respect to “S, then Êf is strongly submersive
with respect to ÁS.
(4) In the situation of Proposition 6.50 suppose M is a manifold. Then if f̂
is strongly transversal to g : N → M with respect to “S, then Êf is strongly
transversal to g : N →M with respect to ÁS.
The proofs of Lemmata 9.10 and 9.11 are given in Subsection 11.3.
9.2. Integration along the fiber (pushout) for Kuranishi structure.
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Situation 9.12. Let Û be a Kuranishi structure on X and “S a CF-perturbation
of (X,Z; Û). Let f̂ : (X,Z; Û) → M be a strongly smooth map that is strongly
submersive with respect to “S. Let ĥ be a differential form on Û . By Lemma 9.10,
we obtain ÊU , Φ̂, ÁS, Êf , Êh.
Definition 9.13. In Situation 9.12, we define the pushout, or the integration along
the fiber f̂ !(ĥ; Ŝǫ) by
f̂ !(ĥ; Ŝǫ) = Êf ! ÄÊh;ËSǫä . (9.3)
Here the right hand side is defined in Definition 7.78. Hereafter we mostly use the
terminology ‘pushout’ in this document.
Theorem 9.14. The right hand side of (9.3) is independent of choices of ÊU , Φ̂, ÁS,Êf , Êh in the sense of ♠ of Definition 7.79, but depends only on Û , “S, f̂ , ĥ and ǫ.
The proof uses Proposition 9.16. To state it we consider the following situation.
Situation 9.15. Let ÊU , ÈU+ be good coordinate systems of Z ⊆ X , ÊΦ : ÊU → ÈU+
a GG-embedding, and K, K+ the respective support systems of ÊU , ÈU+ compatible
with ÊΦ. Let ÁS, ÍS+ be CF-perturbations of (ÊU ,K), (ÈU+,K+), respectively. LetÈh+ be a differential form on ÈU+ which has a compact support in Z˚ and Èf+ :
(X,Z;ÈU+) → M a strongly smooth map. We put Êh = ÊΦ∗Èh+ and Êf = Èf+ ◦ ÊΦ :
(X,Z; ÊU)→M .
We assume that Êf is strongly submersive with respect to ÁS and Èf+ is strongly
submersive with respect toÍS+. 
Proposition 9.16. In Situation 9.15 we haveÊf ! ÄÊh;ËSǫä =Èf+! ÄÈh+;ÎS+ǫä (9.4)
for each sufficiently small ǫ > 0.
Proof of Proposition 9.16 ⇒ Theorem 9.14. We use Definition-Lemma 5.18 also in
this proof. ËU1 // ”U+1 // ÈU+1
Û
AA✂✂✂✂✂✂✂✂
//
❁
❁❁
❁❁
❁❁
❁
ËU3
??        
❃
❃❃
❃❃
❃❃
❃
ËU2 // ”U+2 // ÈU+2
(9.5)
Let ÁUi, Φ̂i, ËSi, Êfi, Áhi, i = 1, 2 be two choices. By Lemma 9.11 we have ”U+i , Ŝ+i ,
f̂+i ,
”h+i , i = 1, 2 and GK-embeddings ”Φ+i : ÁUi → ”U+i to which various objects are
compatible.
By Lemma 9.11 we obtain ËU3, Φ̂3, ÈS3, Êf3, Ëh3 and GK-embeddings ‘Φ+−i : ËU3 →”U+i to which various objects are compatible.
By Lemma 9.10, we obtain ÈU+i , ”Φ+i , ÍS+i , Êf+i , Èh+i and KG-embeddings ”Φ+i :”U+i →ÈU+i to which various objects are compatible.
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Now we claim Áf1! ÄËh1;ÈSǫ1ä =Èf+1 !(Èh+1 ;ÎS+ǫ1 ) . (9.6)
In fact by Definition-Lemma 5.18 there exists a weakly open substructureÎU0,1 ofËU1 and a GG-embeddingÎU0,1 →ÈU+1 . By Lemma 9.6 we can restrictÈS1 toÎS0,1, as
well as other objects. Strong submersivity is preserved by Lemma 9.7. Therefore
by Proposition 9.16 we findÁf1! ÄËh1;ÈSǫ1ä =Íf0,1! ÄÍh0,1;ÎSǫ0,1ä =Èf+1 !(Èh+1 ;ÎS+ǫ1 ) .
Here Íh0,1 is the pull back of Ëh1 toÎU0,1.
We have thus proved (9.6). Using the same argument three more times, we
obtain Áf1! ÄËh1;ÈSǫ1ä =Èf+1 !(Èh+1 ;ÎS+ǫ1 ) = Áf3! ÄËh3;ÈSǫ3ä
=Èf+2 !(Èh+2 ;ÎS+ǫ2 ) = Áf2! ÄËh2;ÈSǫ2ä .
We have thus proved the required independence of Φ̂, ÁS, Êf , Êh. 
9.3. Proof of Definition-Lemma 5.18.
Proof of Definition-Lemma 5.18. Recalling the notation for GK-embedding in Def-
inition 5.9, we put
Φ̂ = {(Up(p),Φpp)} : ÊU → Û
and a KG-embedding ”Φ+ : Û → ÈU+. We take a support system K of ÊU and K+ ofÈU+, respectively. For p ∈ P, q ∈ P+ we define
Zpq = (Kp ∩ Z) ∩ (K
+
q ∩ Z). (9.7)
Here and hereafter the set theoretical symbols such as equality and the intersection
in (9.7) etc.. are regarded as those among the subsets of |ÈU+|.
We will use Lemma 9.17 to obtain the partial ordered set P0 which is a part of
weakly open substructure ËU0 of ÊU . (In this subsection we write ËU0 in place of ËU0.)
Lemma 9.17. There exist a finite subset Apq of Zpq for each p ∈ P, q ∈ P+
and a subset U(p,p) of Up for each p and p ∈ Apq such that they have the following
properties.
(1) p ∈ U(p,p). U(p,p) is an open subset of Up.
(2) U(p,p) ⊂ Up(p).
(3) If p ∈ Apq, p′ ∈ Ap′q′ , p ≤ p′ and
ϕ−1p′p(U(p′,p′)) ∩ U(p,p) 6= ∅,
then q ≤ q′.
(4) For each p0 ∈ P, q0 ∈ P+ we have⋃
p,q:p0≤p,q0≤q,
p∈Apq
(
U(p,p) ∩ Z
)
⊇ Zp0q0 .
(5) If (p, q) 6= (p′, q′) then Apq ∩ Ap′q′ = ∅.
We recall:
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Definition 9.18. Let (P,≤) be a partially ordered set. A subset I ⊆ P is said to
be an ideal if p ∈ I, p′ ≥ p implies p′ ∈ I.
Proof. We define a partial order on P ×P+ such that (p, q) ≤ (p′, q′) if and only
if ‘p ≤ p′’ ∧ ‘q ≤ q′’. (Note if p < p′ and q > q′, neither (p, q) ≤ (p′, q′) nor
(p, q) ≥ (p′, q′) hold.) Let I ⊂ P×P+ be an ideal. We will prove the following by
induction on #I.
Sublemma 9.19. For each (p, q) ∈ I there exist a finite subset Apq of Zpq and a
subset U(p,p) of Up for each p ∈ Apq such that they satisfy (1)(2)(5) of Lemma 9.17
and the following conditions (3)’ and (4)’.
(3)’ (a) If (p, q), (p′, q′) ∈ I, then Lemma 9.17 (3) holds.
(b) If (p, q) ∈ I, p ∈ Apq and (p′, q′) ∈ P ×P+ satisfies
U(p,p) ∩ Zp′q′ 6= ∅,
then (p, q) ≥ (p′, q′).
(4)’ For each (p0, q0) ∈ I we have⋃
p,q:p0≤p,q0≤q,
p∈Apq
(
U(p,p) ∩ Z
)
⊇ Zp0q0 .
Note that we do not assume (p′, q′) ∈ I in Sublemma 9.19 (3)’ (b).
Proof. The case I = ∅ is trivial. Suppose Sublemma 9.19 is proved for all I′ with
#I′ < #I. We will prove the case of I.
Let (p1, q1) be a minimal element of I. Then I− = I \ {(p1, q1)} is an ideal of
P×P+. By induction hypothesis, we obtain Apq for (p, q) ∈ I− and U(p,p) for each
p ∈ Apq, (p, q) ∈ I−. By induction hypothesis, Sublemma 9.19 (4)’, the set
O =
⋃
(p,q)∈I:(p1 ,q1)<(p,q)
p∈Apq
(
U(p,p) ∩ Zp1q1
)
is an open neighborhood of
L =
Ñ ⋃
(p,q)∈I:(p1,q1)<(p,q)
Zpq
é
∩ Zp1q1
in Zp1q1 .
Subsublemma 9.20. If x ∈ Zp1q1 \O and x ∈ Zpq, then (p, q) ≤ (p1, q1).
Note that we do not assume (p, q) ∈ I.
Proof. Since
x ∈ Kp ∩ Kp1 ∩ K
+
q ∩K
+
q1
∩ Z,
Definition 3.14 (5) implies that ‘p ≤ p1 or p ≥ p1’ holds and ‘q ≤ q1 or q ≥ q1’
holds also.
Suppose p > p1. Then we claim (p, q) > (p1, q1) can not occur. In fact, if
(p, q) > (p1, q1), then (p, q) ∈ I− because I is an ideal. This contradicts to x ∈
Zp1q1 \ O. (We use the induction hypothesis Sublemma 9.19 (4)’ here.) Therefore
q < q1 must hold. Then x ∈ Kp ∩ K+q1 ∩ Z and (p, q1) > (p1, q1). This contradicts
x /∈ O. We can find a contradiction from q > q1 in a similar way. Therefore we
obtain (p, q) ≤ (p1, q1). 
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Subsublemma 9.21. For each x ∈ Zp1q1 \O, there exists its neighborhood Wx in
Up1 with the following properties.
(1) x ∈Wx and Wx is open in Up1 .
(2) Wx ⊂ Up1(x).
(3) If Wx ∩ Zpq 6= ∅ then (p, q) ≤ (p1, q1).
(4) If p ≥ p1, p ∈ Apq, (p, q) ∈ I− and Wx ∩ ϕ
−1
pp1(U(p,p)) 6= ∅, then q ≥ q1.
Proof. Since Zpq is a closed set, Subsublemma 9.20 implies that (3) holds for a
sufficiently small neighborhood Wx of x.
We next prove that (4) holds for a sufficiently small neighborhood Wx of x.
Suppose p ≥ p1, p ∈ Apq, (p, q) ∈ I− and x ∈ U(p,p). Then x ∈ U(p,p) ∩ Zp1q1 .
We apply the induction hypothesis Sublemma 9.19 (3)’ (b) to I− and find (p, q) ≥
(p1, q1). In particular, q ≥ q1. Then we can take a sufficiently small neighborhood
Wx so that
p ≥ p1, p ∈ Apq, (p, q) ∈ I−,Wx ∩ ϕ
−1
pp (U(p,p)) 6= ∅ ⇒ q ≥ q1.
SinceWx is open, the conditionWx∩ϕ
−1
pp1 (U(p,q)) 6= ∅ is equivalent to the condition
Wx ∩ ϕ
−1
pp1(U(p,q)) 6= ∅. Thus we have proved (4). 
We take an open neighborhood W 0x of x such that W
0
x ⊂ Wx. We take a finite
subset Ap1q1 ⊂ Zp1q1 \O such that
Zp1q1 \O ⊂
⋃
x∈Ap1q1
W 0x . (9.8)
Lemma 9.17 (5) is obvious from definition.
For x ∈ Ap1q1 , we put
U(p1,x) =W
0
x . (9.9)
Subsublemma 9.22. There exists an open neighborhood U ′(p,p) of p for (p, q) ∈ I−
and p ∈ Apq such that the following holds.
(1) U ′(p,p) ⊂ U(p,p).
(2) Sublemma 9.19 (1)(2)(4)’ hold for U ′(p,p).
(3) If p ∈ Apq, (p, q) ∈ I−, p1 ≥ p, x ∈ Ap1q1 , then
ϕ−1p1p(U(p1,x)) ∩ U
′
(p,p) = ∅.
Proof. We take
U ′(p,p) = U(p,p) \
⋃
x∈Ap1q1
U(p1,x). (9.10)
Here we regard U(p,p) and U(p1,x) as subsets of |
ÈU+|. (1) (3) are immediate. We
will prove (2). By Subsublemma 9.21 (3) and (9.9), we have
Zpq ∩ U(p1,x) = ∅, (9.11)
for each (p, q) ∈ I−, x ∈ Ap1q1 . Therefore p ∈ Apq, (p, q) ∈ I− imply p /∈ U(p1,x).
Hence p ∈ U ′(p,p) ⊂ U(p,p). This implies that Sublemma 9.19 (1)(2) hold for U
′
(p,p).
Sublemma 9.19 (4)’ is a consequence of (9.11) and (9.10). 
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Hereafter we write U(p,p) in place of U
′
(p,p).
We will prove that they have the properties claimed in Sublemma 9.19. Sub-
lemma 9.19 (1),(2) follow from Subsublemma 9.21 (1),(2) and the induction hy-
pothesis. Sublemma 9.19 (4)’ follows from (9.8) and induction hypothesis (which
is claimed as Subsublemma 9.22 (2)).
Proof of Sublemma 9.19 (3)’ (a). Suppose (p, q), (p′, q′) ∈ I, p ∈ Apq, p′ ∈ Ap′q′ ,
p ≤ p′ and ϕ−1p′p(U(p′,p′))) ∩ U(p,p) 6= ∅. We will prove q ≤ q
′.
The case (p, q), (p′, q′) ∈ I− follows from the induction hypothesis.
Suppose (p′, q′) = (p1, q1). Then ϕ
−1
p1p(U(p1,p′))) ∩ U(p,p) 6= ∅. Subsublemma 9.22
(3) implies that (p, q) /∈ I−. Therefore (p, q) = (p1, q1). Hence q ≤ q′ as required.
We next assume (p1, q1) = (p, q). Then Subsublemma 9.21 (4) implies q1 ≤ q′
as required. 
Proof of Sublemma 9.19 (3)’ (b). Suppose (p, q) ∈ I, p ∈ Apq and U(p,p)∩Zp′q′ 6= ∅.
We will prove (p, q) ≥ (p′, q′).
The case (p, q) ∈ I− follows from the induction hypothesis. Suppose (p, q) =
(p1, q1) . Then U(p1,p) ∩ Zp′q′ 6= ∅. Note U (p1,x) ⊂ W
0
x ⊂ Wx. Therefore Subsub-
lemma 9.21 (3) implies (p′, q′) ≤ (p1, q1), as required. 
Therefore the proof of Sublemma 9.19 is now complete. 
Lemma 9.17 is the case I = P×P+ of Sublemma 9.19. 
Now we put
P0 =
⋃
(p,q)∈P×P+
Apq × {(p, q)}.
We choose any linear order on Apq and define a partial order onP0 by the following:
(x, (p, q)) ≤ (x′, (p′, q′)) if and only if
®
(p, q) < (p′, q′))
or (p, q) = (p′, q′), x ≤ x′.
We define
U0(x,(p,q)) = U(p,x), U
0
(x,(p,q)) = Up|U0(x,(p,q))
.
We define coordinate changes among them by restricting those of ÊU . We thus obtain
a good coordinate system ËU0. (Note we use Lemma 9.17 (3) to check Definition
3.14 (5).)
We will define a weakly open embedding ËU0 → ÊU . We first define a map P0 →
P by sending (x, (p, q)) 7→ p. This is order preserving. We also have an open
embedding of Kuranishi charts U0(x,(p,q)) = Up|U0(x,(p,q))
→ Up. They obviously
commute with coordinate change.
We next define the embedding ËU0 → ÈU+ that will be the composition of ËU0 →ÊU → Û and Û →ÈU+. We define a map P0 → P+ by sending (x, (p, q)) 7→ q. This is
an order preserving map. We next define a map U0(x,(p,q)) → U
+
q as the composition
of
U0(x,(p,q)) → Up|Up(x) → Ux → U
+
q .
Here the first map U0(x,(p,q)) → Up|Up(x) is an open embedding that exists by Lemma
9.17 (2). The second map Up|Up(x) → Ux is a part of the GK-embedding
ÊU → Û .
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The third map Ux → U+q is a part of the KG-embedding Û →
ÈU+. The proof of
Definition-Lemma 5.18 is now complete. 
9.4. Proof of Proposition 9.16.
Proof of Proposition 9.16. Let (K+1 ,K
+
2 ) (resp. (K1,K2)) be a support pair of
ÈU+
(resp. ÊU). We may choose them so that ϕp(Kip) ⊆ Ki+i(p). Let K+2 < K+3 and
K2 < K3.
We will choose δ+, δ and U(Z), later. Let {χ
+
p+
} (resp. {χp}) be a strongly
smooth partition of unity of (X,Z,ÈU+,ÍS+, δ+) (resp. (X,Z, ÊU ,ÁS, δ)). By inspect-
ing the proof of Proposition 7.67, we can take χp so that it is not only a strongly
smooth function on |K2| but also one on |K
+
2 |.
We take p+0 ∈ P
+ and set h0 = χ
+
p
+
0
hp+0
. To prove Proposition 9.16 it suffices to
show
fp+0
!
Ç
h0;S
+ǫ
p
+
0
|U(Z)∩K+1
p
+
0
(2δ+)
å
=
∑
p∈P
fp!((χph0)p;S
ǫ
p|U(Z)∩K1p(2δ)). (9.12)
By taking ǫ > 0 sufficiently small, we may assume
∑
χp = 1 on U(Z)∩Π((S
+ǫ
p
+
0
)−1(0)).
(This is a consequence of Lemma 7.73 and Definition 7.64 (3). Note the differen-
tial form (χph0)p0 is defined since the function χp is strongly smooth on |K
+
2 |.)
Therefore to prove (9.12) it suffices to show
fp+0
!
Ç
(χph0)p+0
;S+ǫ
p
+
0
|U(Z)∩K+1
p
+
0
(2δ+)
å
= fp!((χph0)p;S
ǫ
p|U(Z)∩K1p(2δ)) (9.13)
for each p. We will prove it below. There are three cases.
(Case 1) Neither i(p) ≤ p+0 nor i(p) ≥ p
+
0 : In this case we have
K1+
p
+
0
∩K1p ⊂ K
1+
p
+
0
∩ K1+
i(p) = ∅.
Therefore in the same way as the proof of (7.42), we can choose δ,δ+ small so that
Ω1+
p+0
(K1+, δ+) ∩ Ω
1
p(K
1, δ) = ∅.
Then both sides of (9.13) are zero.
(Case 2) i(p) ≤ p+0 : We consider the embedding
Up
Φp
−→ U+
i(p)
Φ
p
+
0
i(p)
−→ U+p0 .
In the same way as the proof of (7.43) we can choose δ, δ+, U(Z) small so that
Supp(χpÊh0) ∩ Π((ÎS+ǫ)−1(0)) ∩ U(Z) ⊂ K1+
p
+
0
(2δ+) ∩K1p(2δ) ∩ U(Z). (9.14)
Then (9.13) follows.
(Case 3) i(p) ≥ p+0 : In the same way as the proof of Proposition 7.80 Case 2, we
can choose δ, δ+, U(Z) small so that (9.14) holds. (9.13) is its consequence.
Thus the proof of Proposition 9.16 is complete. 
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 107
9.5. CF-perturbations of correspondences.
Definition 9.23. We consider Situation 7.1. Let “S be a CF-perturbation of Û
such that “ft is strongly submersive with respect to “S.
We call such “S a CF-perturbation of Kuranishi correspondence X. We then define
Corr
(X,Ŝǫ)
: Ωk(Ms)→ Ω
k+ℓ(Mt) (9.15)
by
Corr
(X,Ŝǫ)
(h) = “ft!((“fs)∗h;“Sǫ). (9.16)
This is well-defined by Definition-Lemma 9.13. We call the linear map Corr
(X,Ŝǫ)
a smooth correspondence map of Kuranishi structure and ℓ the degree of smooth
correspondence X and write it degX.
The next lemma says that in Situation 7.1 we can always thicken our Kuranishi
structure so that the assumptions of Definition 9.23 is satisfied.
Lemma 9.24. For each smooth correspondence (X, Û , “fs,“ft) as in Situation 7.1
there exist ”U+, Ŝ+,”f+s ,”f+t with the following properties.
(1) (X,”U+,”f+s ,”f+t ) is a Kuranishi correspondence and Ŝ+ a CF-perturbation
of Kuranishi correspondence.
(2) ”U+ is a thickening of Û .
(3) Let Φ̂ : Û → ”U+ be the KK-embedding. Then ”f+s and ”f+t induce “fs and “ft
by Φ̂.
Proof. This is an immediate consequence of Lemmata 9.9 and 9.10. 
9.6. Stokes’ formula for Kuranishi structure. We have Stokes’ formula in
Theorem 8.11, which is the formula for good coordinate system. In this subsection
we translate it to one for Kuranishi structure.
Situation 9.25. Let Û be a Kuranishi structure of Z ⊆ X , “S its CF-perturbation,
f̂ : (X,Z; Û)→M a strongly submersive map with respect to “S, and ĥ a differential
form on (X,Z; Û).
Let ∂(X,Z, Û ,“S) = (∂X, ∂Z, Û∂,”S∂), where (∂X, ∂Z; Û∂) is the normalized
boundary of (X,Z; Û) on which “S induces a CF-perturbation ”S∂ by Lemma 8.10
(2). Since f̂ induces a map f̂∂ : (∂X, ∂Z; Û∂) → M , which is strongly submersive
with respect to ”S∂ if f̂ is strongly submersive with respect to “S (Lemma 8.10 (4)).
Let ĥ∂ be the restriction of ĥ to (∂X, ∂Z; Û∂).
Proposition 9.26. (Stokes’ formula for Kuranishi structure.) In Situation 9.25
we have the next formula for each sufficiently small ǫ > 0:
d
Ä
f̂ !(ĥ; Ŝǫ)
ä
= f̂ !(dĥ; Ŝǫ) + f̂∂ !(ĥ∂ ;”Sǫ∂). (9.17)
Proof. By Lemmata 9.9 and 9.10, there exist a good coordinate system ÊU and an
KG-embedding Û → ÊU . Moreover there exists a CF-perturbation ÁS of ÊU such that“S, ÁS are compatible with the KG-embedding Û → ÊU . Furthermore there exist
a strongly smooth map Êf : (X,Z; ÊU) → M and a differential form Êh, which are
pulled back to f̂ and ĥ, by the KG-embedding Û → ÊU . Then ÊU , ÁS, Êf and Êh,
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induce ËU∂ ,ÈS∂, Ëf∂ and Ëh∂ on the boundary, respectively, which are compatible with
corresponding objects on (∂X, ∂Z; Û∂). Thus Proposition 9.26 follows by applying
Theorem 8.11 to ÊU , ÁS, Êf , Êh, and ËU∂ , ÈS∂ , Ëf∂ , Ëh∂ . 
The next corollary is an immediate consequence of Proposition 9.26.
Corollary 9.27. In the situation of Definition 9.23 we have the next formula for
each sufficiently small ǫ > 0:
d ◦ Corr
(X,Ŝǫ)
= Corr
(X,Ŝǫ)
◦ d+Corr
∂(X,Ŝǫ)
.
9.7. Uniformity of CF-perturbations on Kuranishi structure. In this sub-
section, we collect various facts which we use to show the existence of uniform
bound of the constants ǫ that appear in Theorem 9.14 etc..
Definition 9.28. Let Û be a Kuranishi structure on Z ⊆ X and ”Sσ be a σ ∈ A
parameterized family of CF-perturbations. We say that ”Sσ is a uniform family
if the convergence in Definition 7.3 is uniform. More precisely, we require the
following.
For each o there exists ǫ0 > 0 such that if 0 < ǫ < ǫ0, p ∈ Z then
|s(y)− sp(y)| < o, |(Ds)(y) − (Dsp)(y)| < o, (9.18)
hold for any s which is any member of Sǫ,pσ at any point y ∈ Up and σ ∈ A .
Lemma 9.29. (1) In the situation of Lemma 9.9 if ÁS varies in a uniform
family then “S varies in a uniform family.
(2) In the situation of Lemma 9.10 (2), if “S varies in a uniform family thenÁS varies in a uniform family.
(3) In the situation of Lemma 9.11, if Ŝ+, “S vary in a uniform family (resp.
Ŝ+a (a = 1, 2) , “S vary in a uniform family) then ÁS varies in a uniform
family.
The proof will be given at the end of Subsection 11.3.
Proposition 9.30. In the situation of Theorem 9.14 suppose ÈSσ varies in a uni-
form family. (We require that ÊU , ÊΦ are independent of the parameter σ.) Then
the pushout f̂ !(ĥ;”Sσ) is uniformly independent of the choices in the sense of ♣ in
Definition 7.87. We may choose the constant ǫ in Proposition 9.26 independent of
σ also.
Proof. Using Lemma 9.29 the proof goes in the same way as the proof of Proposition
7.88. 
Remark 9.31. We can choose ǫ0 independent of f̂ and ĥ.
10. Composition formula of smooth correspondences
The purpose of this section is to provide thorough technical detail of the proof
of [FOOO7, Lemma 12.15] = Theorem 10.20, where fiber product of Kuranishi
structures is used as a way to define composition of smooth correspondences. For
this purpose we work out the plan described in Subsection 6.4 in the de Rham
model.
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10.1. Direct product and CF-perturbation. Firstly, we begin with defining
direct product of CF-perturbations.
Situation 10.1. For each i = 1, 2, Ui = (Ui, Ei, si, ψi) is a Kuranishi chart of X ,
xi ∈ Ui, Vixi = (V
i
xi ,Γ
i
xi , E
i
xi , ψ
i
xi , ψ̂
i
xi) is an orbifold chart of (Ui, Ei) as in Definition
7.3. Let Sixi = (W
i
xi , ω
i
xi , s
iǫ
xi) be a CF-perturbation Ui on V
i
xi .
Definition 10.2. In Situation 10.1, we define the direct product of S1x1 and S
2
x2
by
S1x1 × S
2
x2 = (W
1
x1 ×W
2
x2 , ω
1
x1 × ω
2
x2 , s
1ǫ
x1 × s
2ǫ
x2),
where
(s1ǫx1 × s
2ǫ
x2)(y1, y2, ξ1, ξ2) = (s
1ǫ
x1(y1, ξ1), s
2ǫ
x2(y2, ξ2))
for yi ∈ V ixi ξi ∈W
i
xi .
Lemma 10.3. (1) S1x1 × S
2
x2 is a CF-perturbation of U1 × U2.
(2) If Sixi are equivalent to S
i′
xi for i = 1, 2, then S
1
x1 × S
2
x2 is equivalent to
S1′x1 × S
2′
x2 .
(3) Let Φi : Vi′x′
i
→ Vixi be an embedding of orbifold chart. Then
(Φ1)∗S1x1 × (Φ
2)∗S2x2
is equivalent to
(Φ1 × Φ2)∗(S1x1 × S
2
x2).
This is a direct consequence of definitions.
Lemma-Definition 10.4. Suppose we are in Situation 10.1.
(1) Let Si = {(Viri ,S
i
ri
) | ri ∈ Ri} be representatives of CF-perturbations of U i
for i = 1, 2. Then
{(V1r1 ×V
2
r2
,S1r1 × S
2
r2
) | (r1, r2) ∈ R1 ×R2}
is a representative of a CF-perturbation of U1 × U2. We call it the direct
product and write S1 ×S2.
(2) If Si is equivalent to Si′, then S1 ×S2 is equivalent to S1′ ×S2′.
(3) Therefore we can define direct product of CF-perturbations.
(4) Direct product defines a sheaf morphism
π⋆1S
U1 × π⋆2S
U2 → S U1×U2 , (10.1)
where πi : U1 × U2 → Ui are projections.
Proof. This is an immediate consequence of Lemma 10.3. 
Lemma 10.5. Let Φi : U i → U i+ be embeddings of Kuranishi charts and Si, Si+
CF-perturbations of U i, U i+, for i = 1, 2, respectively.
(1) If Si+ can be pulled back by Φi for i = 1, 2, then S1+ ×S2+ can be pulled
back by Φ1 × Φ2.
(2) If Si+, Si are compatible with Φi for i = 1, 2, then S1+×S2+ and S1×S2
are compatible with Φ1 × Φ2.
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(3) The next diagram commutes:
(Φ1)⋆π⋆1S
U1⊲U1+ × (Φ2)⋆π⋆2S
U2⊲U2+ (10.1)−−−−→ (Φ1 × Φ2)⋆S (U1×U
2)⊲(U1+×U2+)y(Φ1)∗×(Φ2)∗ y(Φ1×Φ2)∗
π⋆1S
U1 × π⋆2S
U2 −−−−→
(10.1)
S U
1×U2
This is a direct consequence of the definitions.
Lemma-Definition 10.6. Let Û i = ({U ipi}, {Φ
i
piqi}) be Kuranishi structures of
Zi ⊆ Xi for i = 1, 2, and Û1×Û2 the direct product Kuranishi structure on Z1×Z2 ⊆
X1×X2. Let Ŝi = {Sipi} be CF-perturbations of U
i
pi . Then {S
1
p1 ×S
2
p2} defines a
CF-perturbation of Û1× Û2. We call it the direct product of CF perturbations and
denote it by ”S1 ×”S2.
Proof. This is an immediate consequence of Lemma 10.5. 
We have thus defined the direct product of CF-perturbations.
Remark 10.7. We have defined the notion of direct product of CF-perturbations
of Kuranishi structures, but not one of good coordinate systems. The reason is
explained at the end of Section 4.
10.2. Fiber product and CF-perturbation. We next discuss the case of fiber
product.
Definition 10.8. Let U = (U, E , s, ψ) be a Kuranishi chart of X . For x ∈ U let Vx
be an orbifold chart of (U, E) and Sx = (Wx, ωx, {sǫx}) a CF-perturbation of U on
Vx. Let f : U →M be a smooth map to a manifold M and g : N →M a smooth
map from a manifold N . Suppose f is strongly transversal to g with respect to Sx
in the sense of Definition 7.8 (3). Then we take the fiber product Xf ×g N , fiber
product Kuranishi chart (Vx)f ×g N and (Sx)f ×g N = (Wx, ωx, {(sǫx) f ×g N}).
Here
((sǫx)f ×g N) : ((Vx)f ×g N)×Wx → Ex
is defined by
((sǫx)f ×g N)((y, z), ξ) = s
ǫ
x(y, ξ).
We call (Sx)f ×g N the fiber product CF-perturbation. It is a CF-perturbation of
Uf ×g N .
Lemma 10.9. (1) If Sx is equivalent to S ′x and f is strongly transversal to g
with respect to Sx, f is strongly transversal to g with respect to S ′x. Moreover
(Sx)f ×g N is equivalent to (S ′x)f ×g N .
(2) Let Φ : V′x′ → Vx be an embedding of orbifold charts. If f ◦ Φ is strongly
transversal to g with respect to Φ∗Sx, f is strongly transversal to g with
respect to Sx. Moreover
Φ∗((Sx)f ×g N)
is equivalent to
(Φ∗(Sx))f ×g N.
This is a direct consequence of the definitions.
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Lemma-Definition 10.10. Let U = (U, E , s, ψ) be a Kuranishi chart of X, and
S = {(Vr,Sr) | r ∈ R} a representative of a CF-perturbation of U . Let f : U →M
be a smooth map to a manifold M and g : N →M a smooth map from a manifold
N .
(1) If f is strongly transversal to g with respect to S in the sense of Definition-
Lemma 7.25 (3), then
Sf ×g N = {((Vr)f ×g N, (Sr)f ×g N) | r ∈ R}
is a CF-perturbation of Uf ×g N .
(2) If S is equivalent to S′, then Sf ×g N is equivalent to S′f ×g N .
(3) Therefore we can define a fiber product of CF-perturbations with a map
g : N →M when f̂ is strongly transversal to g.
Proof. This is an immediate consequence of Lemma 10.9. 
Lemma 10.11. Let Φ : U → U+ be an embedding of Kuranishi charts and S, S+
CF-perturbations of U , U+, respectively. Suppose S, S+ are compatible with Φ.
Let f+ : U+ →M be a strongly smooth map to a manifold M , f = f+◦ϕ : U →M ,
and g : N → M a smooth map from a manifold N . We assume f, f+ are strongly
transversal to g with respect to S, S+, respectively.
Then S+ f+ ×gN , S f ×gN are compatible to Φ× id : U f ×gN → U
+
f+ ×gN .
This is a direct consequence of the definitions.
Lemma-Definition 10.12. Let Û = ({Up}, {Φpq}) be a Kuranishi structure of
Z ⊆ X and “S = {Sp} a CF-perturbation of Û . Suppose that a strongly smooth
map f̂ : (X, Û) → M is strongly transversal to a smooth map g : N → M with
respect to “S in the sense of Definition 7.48 (3).
Then {(Sp)f ×g N} is a CF-perturbation. We call it a fiber product CF-
perturbations and write (Sp)f ×g N .
Lemma-Definition 10.12 is a consequence of Lemma 10.11.
Definition 10.13. Let Û i = ({U ipi}, {Φ
i
piqi}) be Kuranishi structures of Zi ⊆ Xi
and Û1 × Û2 the direct product Kuranishi structure on Z1 × Z2 ⊆ X1 ×X2. Let
Ŝi = {Sipi} be CF-perturbations of U
i
pi and
”S1 ×”S2 their direct product. Let“f i : (Xi, Û i)→M be strongly smooth maps to a manifold M .
(1) We say that f̂1 is strongly transversal to f̂2 with respect to ”S1, ”S2, if and
only if
(f̂1, f̂2) : (X1 ×X2, Û1 × Û2)→M ×M
is strongly transversal to the diagonal ∆M = {(x, x) | x ∈M}, with respect
to the direct product”S1 ×”S2 in the sense of Definition 7.48 (3).
(2) In the situation of (1), we define the fiber product of CF-perturbations by
(”S1)“f1 ×“f2 (”S2) = (”S1 ×”S2) (“f1,“f2) ×M×M ∆M .
Here the right hand side is defined by Lemma-Definition 10.12.
Lemma 10.14. (1) Suppose we are in the situation of Definition 10.13. If f̂1
is strongly submersive with respect to”S1, then f̂1 is strongly transversal to
any f̂2 with respect to ”S1 and ”S2, provided ”S2 is transversal to 0.
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(2) In the situation of Definition 10.13, we assume f̂1 is strongly submersive
with respect to ”S1. Let f̂3 : (X2, Û2)→ N be another strongly smooth map
such that f̂3 is strongly submersive with respect to ”S2.
Then ˜̂
f3 : (X1 ×X2, Û1 × Û2)→ N
is strongly submersive with respect to (“S1)“f1 ×“f2 (“S2). Here ˜̂f3 is the map
induced from f̂3.
(3) The fiber product of uniform family of CF-perturbations is uniform.
Proof. It suffices to prove the corresponding statement on a single orbifold chart.
Namely for each i = 1, 2 we consider Viri an orbifold chart of a Kuranishi neighbor-
hood of Û i, a CF-perturbation Siri of it, and maps f
i
ri
: U iri → M , f
3
r2
: U2r2 → N .
We will prove this case below.
Proof of (1) : By assumption
f1r1 |(S1ǫr1 )
−1(0) : (S
1ǫ
r1
)−1(0)→M
is a submersion. Therefore it is transversal to
f2r2 |(S2ǫr2 )
−1(0) : (S
2ǫ
r2
)−1(0)→M
as required.
Proof of (2) : Let (yi, ξi) ∈ (Siǫri )
−1(0). Here yi ∈ V iri , ξi ∈ W
i
ri
where Vixi =
(V iri ,Γ
i
xi , E
i
ri
, ψiri , ψ̂
i
ri
), Siǫri = (W
i
ri
, ωiri , s
iǫ
ri
).
Suppose f1r1(y1) = f
2
r2
(y2) = z and f
3
r2
(y2) = w. We consider
(dy1f
1
r1
⊕ dy2f
2
r2
)⊕ dy2f
3
r2
: T(y1,ξ1)(S
1ǫ
r1
)−1(0)⊕ T(y2,ξ2)(S
2ǫ
r2
)−1(0)
→ TzM ⊕ TzM ⊕ TwN.
Let v ∈ TwN . Then there exists v˜2 ∈ T(y2,ξ2)(S
2ǫ
r2
)−1(0) such that
(dy2f
3
r2
)(v˜2) = v. (10.2)
Then there exists v˜1 ∈ T(y1,ξ1)(S
1ǫ
r1
)−1(0) such that
(dy1f
1
r1
)(v˜1) = (dy2f
2
r2
)(v˜2). (10.3)
(10.3) implies that
(v˜1, v˜2) ∈ T((y1),(y2))((S
1ǫ
r1
)−1(0) f1 ×f2 (S
2ǫ
r1
)−1(0))
and (10.2) implies that
(d((y1),(y2))f
3)(v˜1, v˜2) = v.
Here f3 : (S1ǫr1 )
−1(0) f1×f2 (S
2ǫ
r1
)−1(0)→ N is a local representative of
˜̂
f3. We have
thus proved the required submersivity.
The proof of (3) is obvious from the definition. 
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 113
10.3. Composition of smooth correspondences. In this subsection we define
composition of smooth correspondences and its perturbation. Let us consider the
following situation.
Situation 10.15. Let (X21, Û21), (X32, Û32) be K-spaces and Mi (i = 1, 2, 3)
smooth manifolds. Let‘fi,ji : (Xji,”Uji)→Mi, ‘fj,ji : (Xji,”Uji)→Mj
be strongly smooth maps for (i, j) = (1, 2) or (2, 3). We assume‘f2,21 and‘f3,32 are
weakly submersive. These facts imply that
Xi+1i = ((Xi+1i,’Ui+1i),÷fi,i+1i,ÿ fi+1,i+1i)
is a smooth correspondence from Mi to Mi+1 for i = 1, 2. (Lemma 10.14 (2).) Let’Si+1i be a CF- perturbation of (Xi+1i,’Ui+1i) for each i = 1, 2. We assume thatÿ fi+1,i+1i is strongly submersive with respect to’Si+1i for each i = 1, 2.
Definition 10.16. In Situation 10.15, we put
X31 = X21 ×M2 X32 = {(x21, x32) ∈ X21 ×X32 | f2,21(x21) = f2,32(x32)}. (10.4)
We put the fiber product Kuranishi structure
Û31 = Û21 ×M2 Û32 (10.5)
on X31 and define‘f1,31 : (X31, Û31)→M1, ‘f3,31 : (X31, Û31)→M3 (10.6)
as the compositions
(X31, Û31)→ (X21, Û21)→M1, (X31, Û31)→ (X32, Û32)→M3,
where the first arrows are obvious projections. We write
X21 ×M2 X32 = ((X31, Û31),‘f1,31,‘f3,31)
and call it the composition of smooth correspondences X21 and X32. We also denote
it by X32 ◦ X21.
X31
||③③
③③
③③
③③
""❉
❉❉
❉❉
❉❉
❉
X21
}}③③
③③
③③
③③
""❉
❉❉
❉❉
❉❉
❉
X32
||③③
③③
③③
③③
!!❉
❉❉
❉❉
❉❉
❉
M1 M2 M3
(10.7)
Remark 10.17. Note that we did not define the ‘maps’ X31 → X21, X31 → X32 in
Diagram (10.7). This is because we never defined the notion of morphism between
K-spaces in this document. However, the maps X31 → M1 and X31 → M3 are
defined by composing the map f21,p or f32,q and the projection on each chart.
Lemma 10.18. (1) The fiber product (10.5) is well-defined.
(2) The map (X31, Û31)→M3 is weakly submersive.
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Proof. (1) By assumption, ‘f2,21 is weakly submersive. This implies well-defined-
ness of (10.5).
(2) Let (p, q) ∈ X31, i.e., p ∈ X21, q ∈ X32 f2,21(p) = f2,32(q). We put x =
f2,21(p) = f3;32(q) and y ∈ f3,32(q). By assumption
dop(f2,21)p : TopUp → TxM2, doq (f3,32)q : ToqUq → TyM3
are surjective. Let v3 ∈ TyM3. There exists v˜3 ∈ ToqUq such that (doq (f3,32)q)(v˜3) =
v3. There exists v˜2 ∈ TopUp such that (dop(f2,21)p)(v˜2) = (doq (f2,32)q)(v˜3). Then
(v˜2, v˜3) ∈ To(p,q)U(p,q) and (do(p,q)(f3,31)(p,q))(v˜2, v˜3) = v3 as required. 
Definition 10.19. (1) Let X = ((X, Û),“fs,“ft) be a smooth correspondence
and “S a CF-perturbation of (X, Û). We say that (X, Û ,“S, “fs,“ft) is a
perturbed smooth correspondence if “ft is strongly submersive with respect
to “S.
(2) A perturbed smooth correspondence X˜ = (X,“S) = (X, Û ,“S, “fs,“ft) from
Ms to Mt induces a linear map Ω
∗(Ms) → Ω∗+degX(Mt) by (9.15). We
write it as Corrǫ
X˜
.
(3) In Situation 10.15, let ’Si+1i be a CF-perturbation of (Xi+1i,’Ui+1i) for
each i = 1, 2. Suppose X˜i+1i = (Xi+1i,’Ui+1i,’Si+1i,÷fi,i+1i,ÿ fi+1,i+1i) is a
perturbed smooth correspondence for each i = 1, 2. Then by Lemma 10.14
(X21 f2,21 ×f2,32 X32, Û21‘f2,21×‘f2,32 , Û32,
(‘S21)‘f2,21 ×‘f2,32 (‘S32),‘f1,31,‘f3,31) (10.8)
is a perturbed smooth correspondence from M1 to M3. We call (10.8) the
composition of X˜21 and X˜32 and write X˜32 ◦ X˜21. Here‘f1,31 : (X21 f2,21 ×f2,32 X32, Û21‘f2,21×‘f2,32 , Û32)→M1,‘f3,31 : (X21 f2,21 ×f2,32 X32, Û21‘f2,21×‘f2,32 , Û32)→M3 (10.9)
are maps as in (10.6).
10.4. Composition formula. The main result of this section is the following.
Theorem 10.20. (Composition formula, [FOOO7, Lemma 12.15]) Suppose that
X˜i+1i = (Xi+1i,’Ui+1i,’Si+1i,÷fi,i+1i,ÿ fi+1,i+1i) are perturbed smooth correspondences
for i = 1, 2. Then
Corrǫ
X˜32◦X˜21
= Corrǫ
X˜32
◦ Corrǫ
X˜21
(10.10)
for each sufficiently small ǫ > 0.
Remark 10.21. Note that Corrǫ
X˜∗∗
depends on the positive number ǫ.
Proof. Let h1 and h3 be differential forms on M1 and M3, respectively. It suffices
to show the next formula.∫
M3
Corrǫ
X˜32◦X˜21
(h1) ∧ h3 =
∫
M3
Corrǫ
X˜32
(Corrǫ
X˜21
(h1)) ∧ h3. (10.11)
We use the following notation.
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Definition 10.22. In Situation 9.12, we consider the case when M is a point and
put: ∫
(X,Z,Û ,Ŝǫ)
ĥ = f̂ !(ĥ; Ŝǫ).
We call it the integration of ĥ over (X,Z, Û , Ŝǫ). It is a real number depending on
(X,Z, Û ,“S), ǫ and ĥ. We also define∫
(X,U ,Sǫ)
h = f !(h;Sǫ).
Here U is a Kuranishi chart of X , h is a differential form of compact support on
U , Sǫ is a CF-perturbation of U on the support of h and f : U → a point is a
trivial map, such that f is strongly submersive with respect to Sǫ. (Note the strong
submersivity in the case when the map is trivial is nothing but transversality of the
CF-perturbation to 0.) We call it the integration of h over (Û , Ŝǫ).
In the notation above we omit Z if Z = X .
Using this notation the right hand side of (10.11) is∫
(X32,”U32,”Sǫ32)(‘f2,32)∗(CorrX˜21(ĥ1)) ∧ (‘f3,32)∗ĥ3
=
∫
(X32,”U32,”Sǫ32)(‘f2,32)∗(f̂1,21!(‘f1,21)∗(ĥ1);‘Sǫ21)) ∧ (‘f3,32)∗ĥ3.
(10.12)
On the other hand the left hand side of (10.11) is∫
(X31,”U31,”Sǫ31)(‘f1,31)∗(ĥ1) ∧ (‘f3,31)∗(ĥ3). (10.13)
Therefore (10.11) follows from the next proposition.
Proposition 10.23. For i = 1, 2, let “Ui be Kuranishi structures of Zi ⊆ Xi, Ŝi
their CF-perturbations, ĥi smooth differential forms on (Xi, “Ui) which have compact
support in Z˚i, and f̂i : (Xi, Zi; “Ui) → M strongly smooth maps. Supposed that f̂1
is strongly submersive with respect to ”S1 and ”S2 is transversal to 0 and denote by
(X,Z, Û ,“S) the fiber product
(X1, Z1, Û1,”S1)“f1 ×“f2 (X2, Z2, Û2,”S2)
over M . Then∫
(X,Z,Û ,Ŝǫ)
ĥ1 ∧ ĥ2 =
∫
(X2,Z2,Û2,Ŝǫ2)
(“f2)∗(“f1!(ĥ1;”Sǫ1)) ∧ ĥ2. (10.14)
Remark 10.24. We may regard Formula (10.14) as a version of Fubini formula.
(X,Z, Û ,“S)
ww♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
''PP
PP
PP
PP
PP
PP
(X1, Z1, Û1,”S1) “f1
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
(X2, Z2, Û2,”S2)“f2
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
M
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Proof of Proposition 10.23. For i = 1, 2 let ÁUi be good coordinate systems of Xi
and “Ui → ÁUi KG-embeddings. We may assume that there exist CF-perturbationsËSi of (Xi, Zi; ÁUi) such that ËSi, Ŝi are compatible with the KG-embeddings and“hi, “fi are pull back of differential forms on ÁUi and of strongly smooth maps on ÁUi,
which we also denote by Áhi, Áfi, respectively. (Theorem 3.30, Proposition 6.49 (2),
Theorem 7.49.)
Let {χipi} be strongly smooth partitions of unity of (Xi,
ÁUi). The functions χipi
can be regarded as strongly smooth maps (Xi, Zi; ÁUi)→ R. Therefore they induce
strongly smooth maps (Xi, Zi; “Ui) → R, which we also denote by χipi . Then they
induce strongly smooth functions on the fiber product (X,Z; Û).
To prove (10.14) it suffices to prove the next formula for each p1, p2 and ǫ.∫
(X,Z,Û ,Ŝǫ)
χ1p1 ĥ1 ∧ χ
2
p2
ĥ2
=
∫
(U2,p2 ,S
ǫ
2,p2
)
f∗2,p2(f1,p1 !(χ
1
p1
h1,p1 ;S
ǫ
1,p1)) ∧ χ
2
p2
h2,p2 .
(10.15)
We will use the following result.
Proposition 10.25. Let Z(1) and Z(2) be compact subsets of X such that Z(1) ⊂
Z˚(2). Let Û be a Kuranishi structure of Z(2) ⊆ X and ĥ a differential form on Û .
Let f̂(2) : (X,Z(2); Û) → M be a strongly smooth map and ‘S(2) a CF-perturbation
of Û . Denote by‘S(1) the restriction of‘S(2) to Û |Z(1) (Definition 7.17). Suppose
(1) f̂(2) is strongly submersive with respect to‘S(2).
(2) ĥ has compact support in Z˚(1).
We denote by ĥ|Z(1) the differential form on Û |Z(1) induced by ĥ via the condition
(2). Then
f̂(2)!(ĥ;‘Sǫ(2)) = f̂(1)!(ĥ|Z(1) ;‘Sǫ(1)). (10.16)
where f̂(1) is the restriction of f̂(2) to (X,Z(1); Û |Z(1)).
Proof. By using differential forms ρ on M it suffices to consider the case deg h =
dim Û and prove the next formula (see Lemma 7.83 (2))∫
(X,Z(2),Û ,Ŝ
ǫ
(2)
)
ĥ =
∫
(X,Z(1),Û |Z(1) ,Ŝ
ǫ
(1)
)
ĥ. (10.17)
We take good coordinate systemsÍU(i) of Z(i) ⊆ X such that:
(1) ÎU(1) is compatible with Û |Z(1) andÎU(2) is compatible with Û .
(2) ÎU(2) strictly extendsÎU(1).
(3) There are CF-perturbationsÎS(i), differential forms Íh(i) on (X,Z(i);ÍU(i))
which are compatible each other and are compatible with corresponding
objects onÎU(1) and on Û |Z(1) .
(4) ËSi are transversal to 0.
Existence of such objects is a consequence of Theorem 3.30, Propositions 7.52 and
7.57.
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LetÍU(i) = (P(i), {U(i),p}, {Φ(i),pq}). By Definition 7.50 (1)(a), P(1) = {p ∈ P(2) |
Im(ψ(2),p) ∩ Z(1) 6= ∅} and U(1),p is an open subchart of U(2),p for p ∈ P(1) ⊂ P(2).
We choose support systems K(i) and a neighborhood U1(Z(1)) of Z(1) in |ÎU(2)| with
the following properties.
(a) If p ∈ P(1) ⊂ P(2) then K
(1)
p ∩ U(1)(Z(1)) = K
(2)
p ∩ U1(Z(1)).
(b) If p ∈ P(2) \P(1) then U1(Z(1)) ∩ K
(2)
p = ∅.
We take support pairs (K1,(i),K2,(i)) ofÎU (i) such that K2,(i) < K(i). By (a), we
may assume that there exists a neighborhood U2(Z(1)) of Z(1) in |ÎU(2)| such that
(c) If p ∈ P(1) ⊂ P(2) then K
j,(1)
p ∩ U2(Z(1)) = K
j,(2)
p ∩ U2(Z(1)) for j = 1, 2.
We can take δ(i) and partition of unities {χ
(i)
p } of (X,Z(i),ÍU(i),K1,(i), δ(i)) and a
neighborhood U3(Z(1)) of Z(1) in |ÎU(2)| for i = 1, 2, such that:
(d) If p ∈ P(1) ⊂ P(2) then χ
(1)
p = χ
(2)
p on U3(Z(1)).
By definition we have∫
(X,Z(i),”U(i),Ŝǫ(i)) ĥ = ∑p∈P(i)
∫
K
1,(i)
p (2δ(i))∩U(Z(i))
χ
(i)
p hp (10.18)
for sufficiently small neighborhoods U(Z(i)) of Z(i) in |ÍU(i)|. By (a)(b)(c)(d) above
and using the fact that ĥ has a compact support in Z˚(1), (10.18) implies (10.17).
In fact, if p ∈ P(2) \P(1) then (b) implies that∫
K
1,(2)
p (2δ(2))∩U(Z(2))
χ
(2)
p hp = 0
and if p ∈ P(1) then (c)(d) imply∫
K
1,(1)
p (2δ(1))∩U(Z(1))
χ
(1)
p hp =
∫
K
1,(2)
p (2δ(2))∩U(Z(2))
χ
(2)
p hp.
Thus the proof of Proposition 10.25 is complete. 
We continue the proof of Proposition 10.23. We consider the fiber product Ku-
ranishi chart U1,p1 f1,p1×f2,p2 U2,p2 and the fiber product CF-perturbationS1,p1 f1,p1×f2,p2
S2,p2 of it.
We apply Lemma 10.25 to ĥ = χ1p1 ĥ1 ∧ χ
2
p2
ĥ2, Z(2) = Z and
Z(1) = (ψ1,p1(U1,p1 ∩ s
−1
1,p1
(0))) f1 ×f2 (ψ2,p2(U2,p2 ∩ s
−1
2,p2
(0))).
Note there exists a good coordinate system consisting of a single Kuranishi chart
U1,p1 f1,p1 ×f2,p2 U2,p2 of Z(1) ⊆ X1 ×M X2. Therefore the left hand side of (10.15)
is equal to ∫
(U1,p1 f1,p1
×f2,p2
U2,p2 ,S
ǫ
1,p1
f1,p1
×f2,p2
Sǫ2,p2
)
χ1p1 ĥ1 ∧ χ
2
p2
ĥ2.
Thus to prove (10.15) it suffices to prove the next lemma.
118 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Lemma 10.26. Let Ui be Kuranishi charts of Xi, fi : Ui → M smooth maps, hi
differential forms on Ui and Si CF-perturbations of Ui, for i = 1, 2. We assume
that f1 is strongly submersive with respect to S1 and S2 is transversal to 0. Then∫
(U1 f1×f2 U2,S
ǫ
1 f1
×f2 S
ǫ
2)
h1 ∧ h2 =
∫
(U2,Sǫ2)
f∗2 (f1!(h1;S
ǫ
1)) ∧ h2. (10.19)
Proof of Lemma 10.26. Let Si = ({Viri}, {S
i
ri
}) and {χiri} be a smooth partition
of unities of orbifolds Ui subordinate to its open cover {U iri}. Then {χ
1
r1
χ2r2 | r1 ∈
R1, r2 ∈ R2} is a partition of unity subordinate to the covering {U1 f1 ×f2 U2 | r1 ∈
R1, r2 ∈ R2}. Therefore, to prove (10.19), it suffices to prove∫
(U1r1 f1×f2 U
2
r2
,S1ǫr1 f1×f2 S
2ǫ
r2
)
χ1r1h1 ∧ χ
2
r2
h2
=
∫
(U2r2 ,S
2ǫ
r2
)
χ1r1χ
2
r2
f∗2 (f1!(h1;S
1ǫ
r1
)) ∧ h2.
(10.20)
(10.20) is an immediate consequence of the next lemma.
Lemma 10.27. For i = 1, 2 let Ni be smooth manifolds and fi : Ni → M smooth
maps and hi smooth differential forms on Ni of compact support. Suppose that f1
is a submersion. Then we have∫
N1 f1×f2N2
h1 ∧ h2 =
∫
N2
f∗2 (f1!(h1)) ∧ h2. (10.21)
Proof. By using a partition of unity, it suffices to prove the lemma in the following
special case: N1 = R
a ×M , f1 : Ra ×M → M is the projection to the second
factor, N2 = M × R
b, f2 : M × R
b → M is the projection to the first factor, and
M,N1, N2 are open subsets of Euclidean spaces. We prove this case below.
In this case N1 f1 ×f2 N2 ∼= R
a × M × Rb. Let (x1, . . . , xm) be a coordinate
of M , (y1, . . . , ya) a coordinate of R
a and (z1, . . . , zb) a coordinate of R
b. Then
(y1, . . . , ya, x1, . . . , xm) is a coordinate of N1, (x1, . . . , xm, z1, . . . , zb) is a coordinate
of N2, and (y1, . . . , ya, x1, . . . , xm, z1, . . . , zb) is a coordinate of N1 f1 ×f2 N2.
We may write
h1 =
∑
I
g1,I(y1, . . . , ya, x1, . . . , xm)dy1 ∧ · · · ∧ dya ∧ dxI
h2 =
∑
J
g2,J(x1, . . . , xm, z1, . . . , zb)dxJ ∧ dz1 ∧ · · · ∧ dzb
for certain smooth functions g1,I , g2,J . We write them as g1,I(y, x), g2,J(x, z) for
simplicity. Here I, J ⊂ {1, . . . ,m} and dxI = dxi1 ∧ · · · ∧dxi|I| for I = {i1, . . . , i|I|}
and dxJ is defined in a similar way. We may assume I ∪ J = {1, . . . ,m}. Then the
left hand side of (10.21) is given by∑
I,J
∫
N1 f1×f2N2
g1,I(y, x)g2,J(x, z)dydxIdxJdz. (10.22)
On the other hand, the right hand side of (10.21) is given by∑
I,J
∫
N2
Ç∫
y∈Ra
g1,I(y, f2(x, z))dy
å
g2,J(x, z)dxIdxJdz. (10.23)
Therefore Lemma 10.27 is an immediate consequence of Fubini’s theorem. 
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This completes the proof of Lemma 10.26. 
This also completes the proof of Proposition 10.23. 
Therefore the proof of Theorem 10.20 is now complete. 
We finally remark the following.
Lemma 10.28. When CF-perturbations X˜32, X˜21 vary in a uniform family, we
can choose ǫ in Theorem 10.20 in the way independent of the CF-perturbations in
that family.
The proof goes in the same way as the proof of Proposition 7.88. So we omit it.
11. Construction of good coordinate system
In this section we prove Theorem 3.30 together with various addenda and vari-
ants.
11.1. Construction of good coordinate systems: the absolute case. This
subsection will be occupied by the proof of Theorem 3.30.
Proof of Theorem 3.30. 27 Let Û be a Kuranishi structure of Z ⊆ X . We use the
dimension stratification Sd(X,Z; Û) as in Definition 5.1, for the inductive construc-
tion of a good coordinate system compatible to the given Kuranishi structure in
the sense of Definition 3.14. The main part of the proof is the proof of Proposition
11.3 below. We first describe the situation under which Proposition 11.3 is stated.
Situation 11.1. Let d ∈ Z≥0, Z0 a compact subset of
Sd(X,Z; Û) \
⋃
d′>d
Sd′(X,Z; Û),
and Z1 a compact subset of Sd(X,Z; Û). We assume that Z1 contains an open
neighborhood of ⋃
d′>d
Sd′(X,Z; Û)
in Sd(X,Z; Û).
We also assume that we have a good coordinate system ÊU = (P, {Up}, {Φpq})
of Z+1 ⊆ X , where Z
+
1 is a compact neighborhood of Z1 in X , and a strict KG-
embedding
Φ̂1 = {Φ1pp | p ∈ Im(ψp) ∩ Z
+
1 } : Û |Z+1
→ ÊU ,
where Û |Z+1
is the restriction of Û , which is defined in Definition 7.50 (3).
Let Up0 = (Up0 , Ep0 , sp0 , ψp0) be a Kuranishi neighborhood of Z
+
0 such that
dimUp0 = d. Here Z
+
0 is a compact neighborhood of Z0 in X . We regard Up0 as a
good coordinate systemÍUp0 that consists of a single Kuranishi chart and suppose
that we are given a strict KG-embedding
Φ̂0 = {Φ0p0p | p ∈ Im(ψp0) ∩ Z
+
0 } : Û |Z+0
→ÍUp0 .
27The proof below is basically the same proof as written in[FOOO13, Section 7]. (The proof
in [FOOO13, Section 7] is a detailed version of one given in [FOn, page 957-958].) However we
polish the presentation and reorganize the proof slightly so that it becomes shorter and easier to
read.
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We put
Z+ = Z1 ∪ Z0. (11.1)

Remark 11.2. We remark Z+ ⊆ Sd(X,Z; Û). However in general Z
+
0 , Z
+
1 are not
subsets of Sd(X,Z; Û).
Proposition 11.3. In Situation 11.1, there exists a good coordinate system ÈU+ =
(P+, {U+p }, {Φ
+
pq}) of Z
+
+ ⊆ X with the following properties. Here Z
+
+ is a compact
neighborhood of Z+ in X.
(1) P+ = P ∪ {p0}. The partial order on P
+ is the same as one on P among
the elements of P and p > p0 for any p ∈ P.
(2) If p ∈ P then U+p is an open subchart Up|U+p where U
+
p is an open subset
of Up. We have ⋃
p∈P
ψ+p ((s
+
p )
−1(0)) ⊃ Z1. (11.2)
(3) U+p0 is a restriction of Up0 to an open subset U
+
p0 of Up0 . We have
ψ+p0((s
+
p0
)−1(0)) ⊃ Z0.
(4) The coordinate change Φ+pq is the restriction of Φpq to U
+
q ∩ ϕ
−1
pq (U
+
p ), if
p, q ∈ P.
(5) There exists an open substructure Û0 of Û , a strict KG-embedding ”Φ+ =
{Φ+pp | p ∈ Im(ψ
+
p ) ∩ Z
+
+} : Û
0 →ÈU+ with the following properties.
(a) If p ∈ P and p ∈ Im(ψ+p )∩Z
+
+ , then we have the commutative diagram:
U0p
Φ+pp
−−−−→ U+py y
Up
Φ1pp
−−−−→ Up
(11.3)
where the vertical arrows are embeddings as open subcharts. (The com-
mutativity of diagram means that the maps coincide when both sides
are defined.)
(b) If p ∈ Im(ψ+p0) ∩ Z
+
+ , then we have the commutative diagram:
U0p
Φ+p0p−−−−→ U+p0y y
Up
Φ0p0p−−−−→ Up0
(11.4)
where the vertical arrows are embeddings as open subcharts. (The com-
mutativity of diagram means that the maps coincide when both sides
are defined.)
Remark 11.4. Note the good coordinate systemÈU+ has one more Kuranishi chart
than ÊU . Moreover ÈU+ is a good coordinate system of a neighborhood of Z+ which
contains Z1. ÊU is a good coordinate system of a neighborhood of Z1. This is the
reason why we use the symbol + in ÈU+.
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On the other hand, each Kuranishi chart of ÈU+ is either an open subchart of ÊU
or ofÍUp0 . In other words each Kuranishi chart of ÈU+ is smaller than that of ÊU or
ofÍUp0 .
Proof. We take a support system K of ÊU . Note by definition we have:⋃
p
ψp(
◦
Kp ∩ s
−1
p (0)) ⊃ Z
+
1 .
We take a compact subset Kp0 of Up0 such that
ψp0(
◦
Kp0 ∩ s
−1
p0
(0)) ⊃ Z+0 .
Since Φ̂1 : Û |Z+1
→ ÊU and Φ̂0 : Û |Z+0 →ÍUp0 are strict KG-embeddings, they have
the following properties.
Property 11.5. (1) If q ∈ ψp(Kp ∩ s
−1
p (0)), then Φ
1
pq = (ϕ
1
pq, ϕ̂
1
pq) is defined
and is an embedding Φ1pq : Uq → Up. Note the domain of ϕ
1
pq is Uq. We put
U1q = U
1
pq = Uq.
(2) If q ∈ ψp0(Kp0 ∩ s
−1
p0 (0)), then Φ
0
p0q = (ϕ
0
p0q,
‘ϕ0p0q) is defined and is an
embedding Φ0p0q : Uq → Up0 . Note the domain of ϕ
0
p0q is Uq. We put
U0q = U
0
p0q = Uq.
For each p we use compactness to find a finite number of points qp1 , . . . , q
p
N(p) ∈
ψp0(Kp0 ∩ s
−1
p0 (0)) ∩ Sd(X,Z; Û) ∩ ψp(Kp ∩ s
−1
p (0)) such that
N(p)⋃
i=1
ψqp
i
(s−1
qp
i
(0) ∩ U1qp
i
) ⊃ ψp0(Kp0 ∩ s
−1
p0
(0)) ∩ Sd(X,Z; Û) ∩ ψp(Kp ∩ s
−1
p (0)).
We take relatively compact open subsets U2
qp
i
of U1
qp
i
such that
N(p)⋃
i=1
ψqp
i
(s−1
qp
i
(0)∩U2qp
i
) ⊃ ψp0(Kp0∩s
−1
p0
(0))∩Sd(X,Z; Û)∩ψp(Kp∩s
−1
p (0)). (11.5)
We consider the following diagram:
U1p0
// U1p
U2
qp
i
Φ0
p0q
p
i
``❅❅❅❅❅❅❅❅ Φ1
pq
p
i
??⑧⑧⑧⑧⑧⑧⑧⑧
Here U2
qp
i
is the restriction of Uqp
i
to U2
qp
i
.
Note Φ0
p0q
p
i
is locally invertible since ϕ0
p0q
p
i
is an orbifold embedding between
orbifolds of the same dimension. So we can find an embedding (from an appropriate
open subchart) written in dotted arrow in the diagram. Those maps for various
qpi however may not coincide on the overlapped part. We use the next lemma to
shrink the domains so that those maps are glued to define a coordinate change from
an open subchart of U1p0 to an open subchart of U
1
p , which we need to find to prove
Proposition 11.3.
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Note that Property 11.5 also holds when we replace q by r.
Lemma 11.6. (Compare [FOOO13, Lemma 7.8]) For each r ∈ ψp0(Kp0 ∩s
−1
p0 (0))∩
Sd(X,Z; Û) ∩
⋃
p ψp(Kp ∩ s
−1
p (0)) there exists an open neighborhood U
3
r of or in
Ur = U
1
pr with the following properties.
(1) If r ∈ ψp(s
−1
p (0) ∩Kp) and ϕ
1
pr(U
3
r ) ∩ ϕ
1
pqp
i
(U2
qp
i
) 6= ∅, then
U3r ⊂ Uqp
i
r ∩ ϕ
−1
qp
i
r
(U1
pqp
i
). (11.6)
(2) If ϕ0p0r(U
3
r ) ∩ ϕ
0
p0q
p
i
(U2
qp
i
) 6= ∅, then
U3r ⊂ Uqp
i
r ∩ ϕ
−1
qp
i
r
(U0
p0q
p
i
).
Proof. We observe the following 3 points.
(a) (1)(2) above require a finite number of conditions for each U3r .
(b) If a choice of U3r satisfies one of those (finitely many) conditions, then any
smaller U3r satisfies the same condition.
(c) For any one of those (finitely many) conditions, there exists U3r which sat-
isfies that condition.
In fact, (c) is proved in the case of Lemma 11.6 (1), for example, as follows. Suppose
r ∈ ψp0(Kp0 ∩ s
−1
p0 (0)) ∩ Sd(X,Z; Û) ∩
⋃
p ψp(Kp ∩ s
−1
p (0)). Let U
2
qp
i
be the closure
of U2
qp
i
in U1
qp
i
. This is a compact set.
Suppose or /∈ Uqp
i
r ∩ ϕ
−1
qp
i
r
(U2
qp
i
). Since or ∈ Uqp
i
r, we have ϕqp
i
r(or) /∈ U
2
qp
i
.
Therefore we can find U3r such that ϕ
1
pr(U
3
r ) ∩ ϕ
1
pqp
i
(U2
qp
i
) = ∅. Thus Lemma 11.6
(1) is satisfied in this case.
Suppose or ∈ Uqp
i
r ∩ ϕ
−1
qp
i
r
(U2
qp
i
). Since U2
qp
i
⊂ U1
qp
i
, we can find U3r satisfying
(11.6).
The lemma follows immediately from (a)(b)(c). 
For each p ∈ P we choose J(p) points
rp1 , . . . , r
p
J(p) ∈ ψp0(s
−1
p0
(0) ∩Kp0) ∩ ψp(s
−1
p (0) ∩ Kp) ∩ Sd(X,Z; Û)
such that
J(p)⋃
j=1
ψrp
j
(U3rp
j
∩s−1
rp
j
(0)) ⊃ ψp0(s
−1
p0
(0)∩Kp0)∩ψp(s
−1
p (0)∩Kp)∩Sd(X,Z; Û). (11.7)
We define
U1pp0 =
N(p)⋃
i=1
J(p)⋃
j=1
(
ϕ0
p0r
p
j
(U3rp
j
) ∩ ϕ0
p0q
p
i
(U2qp
i
))
)
⊂ Up0 . (11.8)
We put
U0qp
i
rp
j
= (ϕ0
p0r
p
j
)−1
(
ϕ0
p0r
p
j
(U3rp
j
) ∩ ϕ0
p0q
p
i
(U2qp
i
))
)
⊂ U3rp
j
,
U0rp
j
qp
i
= (ϕ0
p0q
p
i
)−1
(
ϕ0
p0r
p
j
(U3rp
j
) ∩ ϕ0
p0q
p
i
(U2qp
i
))
)
⊂ U2qp
i
.
Lemma 11.7.
ψp0(s
−1
p0
(0) ∩ U1pp0) ⊃ ψp(Kp ∩ s
−1
p (0)) ∩ ψp0(Kp0 ∩ s
−1
p0
(0)) ∩ Sd(X,Z; Û).
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Proof. This is a consequence of (11.5) and (11.7). 
Lemma 11.8. There exists an embedding Φ+pp0 : U|U1pp0
→ Up such that:
Φ+pp0 ◦ Φ
0
p0q
p
i
|U2
q
p
i
∩(ϕ1
pq
p
i
)−1(U1pp0 )
= Φ1
pqp
i
|U2
q
p
i
∩(ϕ1
pq
p
i
)−1(U1pp0 )
. (11.9)
U1p0
// U1p
U2
qp
i
__❅❅❅❅❅❅❅❅
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
U2
qp
i′
??⑧⑧⑧⑧⑧⑧⑧⑧
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
U3
rp
j
__❄❄❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧⑧⑧
Proof. Recalling the definition of U1pp0 in (11.8), we define a map ϕ
+
pp0 : U
1
pp0
→ Up
by
ϕ+pp0(x) = ϕ
1
pqp
i
(yi) (11.10)
for x = ϕ0
p0q
p
i
(yi) ∈ ϕ0p0qpi
(U2
qp
i
) ∩ U1pp0 . We will prove that (11.10) is well-defined
below.
Suppose x = ϕ0
p0q
p
i
(yi) = ϕ
0
p0q
p
i′
(yi′). (Here yi ∈ U2qp
i
, yi′ ∈ U2qp
i′
.) There exist rpj
and zj ∈ U
3
rp
j
such that x = ϕ0
p0r
p
j
(zj). (This is a consequence of (11.8).)
By Lemma 11.6 (2), zj ∈ Uqp
i
rp
j
∩ Uqp
i′
rp
j
and ϕqp
i
rp
j
(zj) ∈ U0p0qpi
. We have
ϕ0
p0q
p
i
(ϕqp
i
rp
j
(zj)) = ϕ
0
p0r
p
j
(zj) = x = ϕ
0
p0q
p
i
(yi).
Here the first equality is a consequence of the fact that Φ̂0 is a strict KG-embedding.
Since ϕ0
p0q
p
i
is injective, we have yi = ϕqp
i
rp
j
(zj). In the same way we have
yi′ = ϕqp
i′
rp
j
(zj). Therefore
ϕ1
pqp
i
(yi) = ϕ
1
pqp
i
(ϕqp
i
rp
j
(zj)) = ϕ
1
prp
j
(zj).
This is a consequence of the fact that Φ̂1 is a strict KG-embedding.
We also have
ϕ1
pqp
i′
(yi′ ) = ϕ
1
pqp
i′
(ϕqp
i′
rp
j
(zj)) = ϕ
1
prp
j
(zj).
Thus ϕ1
pqp
i
(yi) = ϕ
1
pqp
i′
(yi′) as required.
Thus we have defined a set theoretical map ϕ+pp0 : U
1
pp0
→ Up.
We note that it is locally written as ϕ1
pqp
i
◦ (ϕ0
p0q
p
i
)−1. Furthermore ϕ0
p0q
p
i
is an
embedding between orbifolds of the same dimension. Therefore ϕ0
p0q
p
i
is locally a
diffeomorphism. Hence ϕ+pp0 is locally a composition of embedding and diffeomor-
phism and so is an embedding (of orbifolds). We can define the bundle map‘ϕ+pp0
in the same way.
We note that the condition for (ϕ+pp0 ,
‘ϕ+pp0) to be an embedding of Kuranishi
charts can be checked locally. Namely it suffices to check it at a neighborhood of
each point. On the other hand, Φ0
∗qp
i
is locally an isomorphism and (ϕ+pp0 ,
‘ϕ+pp0) is
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locally Φpqp
i
◦ (Φ0
∗qp
i
)−1. Hence (ϕ+pp0 ,
‘ϕ+pp0) is an embedding of Kuranishi charts, as
required. Then (11.9) is immediate from definition. 
We take a support system K− of (X,Z+1 ;
ÊU) such that (K−,K) is a support pair
of (X,Z+1 ;
ÊU). In particular, we have⋃
p∈P
ψp(Int K
−
p ∩ s
−1
p (0)) ⊃ Z
+
1 . (11.11)
We also take a compact subset K−p0 of Up0 such that
K−p0 ⊂ Int Kp0 , Z
+
0 ⊂ ψp0(s
−1
p0
(0) ∩ Int K−p0).
Put U ′p = Int K
−
p and U
′
p0
= Int K−p0 .
Lemma 11.9. There exist open subsets U ′′p ⊆ U
′
p, U
′′
p0
⊆ U ′p0 with the following
properties:
(1) We put U ′′pp0 = U
1
pp0
∩ U ′′p0 ∩ (ϕ
+
pp0)
−1(U ′′p ). Then
ψp(U
′′
p ∩ s
−1
p (0)) ∩ ψp0(U
′′
p0
∩ s−1p0 (0)) = ψp0(U
′′
pp0
∩ s−1p0 (0)).
(2)
⋃
p ψp(U
′′
p ∩ s
−1
p (0)) ⊇ Z
+
1 .
(3) ψp0(U
′′
p0
∩ s−1p0 (0)) ⊇ Z
+
0 .
This lemma implies that Φ+pp0 |U ′′pp0 is a coordinate change from Up0 |U
′′
p0
to Up|U ′′p
in the strong sense. In particular, Definition 3.5 (3) is satisfied.
Proof. We take compact subsets Zp ⊂ X such that
(i) Zp ∩ Z
+
0 ⊆ ψp0(U
1
pp0
∩ s−1p0 (0)).
(ii) ψp(U
′
p ∩ s
−1
p (0)) ⊃ Zp.
(iii)
⋃
Zp ⊃ Z
+
1 .
Existence of such Zp is a consequence of Lemma 11.7.
We next take open subsets Wp,Wp0 ⊂ X such that
(a) Wp ∩Wp0 ⊆ ψp0(U
1
pp0
∩ s−1p0 (0)).
(b) ψp(U
′
p ∩ s
−1
p (0)) ⊃Wp ⊃ Zp.
(c) ψp0(U
′
p0
∩ s−1p0 (0)) ⊃Wp0 ⊃ Z
+
0 .
Existence of such Wp,Wp0 is a consequence of (i)(ii)(iii) above.
We then take open subsets U ′′p ⊂ U
′
p, U
′′
p0
⊂ U ′p0 such that
(A) Wp ⊃ ψp(U ′′p ∩ s
−1
p (0)) ⊃ ψp(U
′′
p ∩ s
−1
p (0)) ⊃ Zp.
(B) Wp0 ⊃ ψp0(U
′′
p0
∩ s−1p0 (0)) ⊃ ψp0(U
′′
p0
∩ s−1p0 (0)) ⊃ Z
+
0 .
(C) U ′′p ⊂ U
′
p, U
′′
p0
⊂ U ′p0 are compact.
Existence of such U ′′p , U
′′
p0
is a consequence of (b)(c).
Lemma 11.9 (3) is nothing but the last inclusion of (B). Lemma 11.9 (2) follows
from (iii)(A).
We finally prove Lemma 11.9 (1).
Sublemma 11.10.
ψp(U
′′
p ∩ s
−1
p (0)) ∩ ψp0(U
′′
p0
∩ s−1p0 (0)) ⊆ ψp0(U
1
pp0
∩ s−1p0 (0)).
Proof. This is a consequence of (a)(A)(B). 
Note U ′′pp0 = U
1
pp0
∩ U ′′p0 ∩ (ϕ
+
pp0)
−1(U ′′p ) by definition.
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Sublemma 11.11.
ψp(U
′′
p ∩ s
−1
p (0)) ∩ ψp0(U
′′
p0
∩ s−1p0 (0)) ⊆ ψp0(U
′′
pp0
∩ s−1p0 (0)).
Proof. Let ψp(x) = ψp0(y) be in the left hand side. Since ψp0 is injective, Sublemma
11.10 implies y ∈ U1pp0 ∩ U
′′
p0
∩ s−1p0 (0). Since ψp(ϕ
+
pp0(y)) = ψp(x), the injectivity
of ψp implies ϕ
+
pp0(y) ∈ U
′′
p . Therefore y ∈ U
′′
pp0
as required. 
The opposite inclusion
ψp(U
′′
p ∩ s
−1
p (0)) ∩ ψp0(U
′′
p0
∩ s−1p0 (0)) ⊇ ψp0(U
′′
pp0
∩ s−1p0 (0))
is obvious. We have thus proved Lemma 11.9 (1). The proof of Lemma 11.9 is
complete. 
Thus U ′′p , U
′′
p0
together with the restriction of Φ1pq, Φ
+
pp0 |U ′′pp0 satisfy the con-
ditions of Definition 3.14 except (7) and (8). Then we use Shrinking Lemma
[FOOO18, Theorem 2.7] to shrink U ′′p , U
′′
p0
and U ′′pp0 so that Definition 3.14 (7)
and (8) also hold.
We now change the notations U ′′p , U
′′
p0
to Up, Up0 so that they denote the Ku-
ranishi neighborhoods of the good coordinate system we have obtained above.
To complete the proof of Proposition 11.3 it remains to prove Proposition 11.3
(5). For this purpose, we will shrink Up, Up0 further as follows.
We first take open subsets U
(1)
p ⊂ Up and U
(1)
p0 ⊂ Up0 with the following proper-
ties:
(1)
⋃
p∈P ψp(U
(1)
p ∩ s
−1
p (0)) ⊃ Z1.
(2)
⋃
p∈P ψp(U
(1)
p ∩ s
−1
p (0)) ⊂ IntZ
+
1 .
(3) ψp0(U
(1)
p0 ∩ s
−1
p0 (0)) ⊃ Z0.
(4) ψp0(U
(1)
p0 ∩ s
−1
p0 (0)) ⊂ IntZ
+
0 .
By Lemma 3.26 we have a good coordinate system of Z+++ ⊂ X whose Kuranishi
charts are Up|U(1)p
and Up0 |U(1)p0
. (Here Z+++ is a compact neighborhood of Z+. The
compact neighborhood Z++ we will obtain is a subset of Z
++
+ .) We denote this good
coordinate system byÎU (1).
By the assumptions put in Situation 11.1 the following holds after replacing Û
by its open substructure if necessary.
(A) If p ∈ ψp0(U
(1)
p0 ∩s
−1
p0 (0))∩Z
++
+ , then there exists an embedding of Kuranishi
charts Φ
(1)
p0p : Up → U
(1)
p0 . Here Φ
(1)
p0p is an open restriction of Φ
0
p0p
(B) If p ∈ ψp(U
(1)
p ∩ s
−1
p (0)) ∩ Z
++
+ and p ∈ P, then there exists an embedding
of Kuranishi charts Φ
(1)
pp : Up → Up. Here Φ
(1)
pp is an open restriction of Φ
1
pp
(C) If p ∈ Im(ψp) ∩ Z
++
+ , q ∈ Im(ψq) ∩ Z
++
+ , q ∈ Im(ψp) and q ≤ p then the
following diagram commutes.
Uq|Upq∩ϕ−1qq (U
(1)
pq )
Φ
(1)
qq
−−−−→ U
(1)
q |U(1)pq
Φpq
y yΦ(1)pq
Up
Φ
(1)
pp
−−−−→ Up
(11.12)
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Note we use Proposition 11.3 (2)(4), when we take U
(1)
p0 , U
(1)
p to show the properties
(A)(B) above.
We also note that, to define a KG-embedding Û →ÈU+, we will use Φ(1)pp , Φ(1)p or
their open restrictions. Therefore the only remaining nontrivial part of the proof
of Proposition 11.3 (5) is the commutativity of the next diagram
U0q |U0pq∩ϕ
−1
p0q
(Upp0 )
Φp0q−−−−→ U+p0 |Upp0
Φpq|
U0pq∩ϕ
−1
p0q
(Upp0 )
y yΦ+pp0
U0p
Φpp
−−−−→ U+p
(11.13)
which we need to prove under the assumption p ∈ Im(ψp)∩Z
+
+ , q ∈ Im(ψp0)∩Z
+
+ ,
q ∈ Im(ψp). Here Û0 is an open substructure of Û and U0p is its Kuranishi chart.
Φpp (resp. Φp0q) is an open restriction of Φ
(1)
pp (resp. Φ
(1)
p0q). U
+
p (resp. U
+
p0) is an
open subchart of U
(1)
p (resp. U
(1)
p0 ) and Φ
+
pp0 is an open restriction of Φ
(1)
pp0 .
We will use the next lemma to show the commutativity of Diagram (11.13). We
take a support system {K+p | p ∈ P} ∪ {K
+
p0} of the good coordinate system on Z+
that we have already obtained. Note that K+p0 ⊂
◦
Kp0 , K
+
p ⊂
◦
Kp.
Lemma 11.12. There exist open subsets U+p ⊂ Up, U
+
p0 ⊂ Up0 with the following
properties.
(1) ψp0(K
+
p0 ∩ s
−1
p0 (0) ∩ U
+
p0) ∪
⋃
p ψp(K
+
p ∩ s
−1
p (0) ∩ U
+
p ) ⊃ Z+.
(2) If p ∈ ψp0(K
+
p0 ∩ s
−1
p0 (0)∩U
+
p0)∩ ψp(K
+
p ∩ s
−1
p (0)∩U
+
p ), then there exist q
p
i
(i = 1, . . . , N(p)) such that
p ∈ ψqp
i
(s−1
qp
i
(0) ∩ U2qp
i
).
Recall Z+ ⊂ Sd(X,Z; Û). (See (11.1).) We also note that we do not assume
p ∈ Sd(X,Z; Û) in Item (2) above.
Proof. We choose a decreasing sequence of relatively compact open subsets U
[a]
p0 ⊂
U , U
[a]
p ⊂ Up, (a = 1, 2, . . . ) such that
U
[a+1]
p ⊂ U
[a]
p , U
[a+1]
p0 ⊂ U
[a]
p0
and
∞⋂
a=1
U
[a]
p0 = ψ
−1
p0
(Z0) ∩K
+
p0
,
∞⋂
a=1
U
[a]
p = ψ
−1
p (Z1) ∩ K
+
p . (11.14)
Then, for each a, the choice U+p0 = U
[a]
p0 and U
+
p = U
[a]
p satisfies (1) above.
On the other hand, we can use (11.5) to prove that (2) is satisfied for sufficiently
large a as follows. Suppose that (2) is not satisfied for an →∞. Then we have
pn ∈ ψp0(K
+
p0
∩ s−1(0) ∩ U
[an]
p0 ) ∩ ψp(K
+
p ∩ s
−1
p (0) ∩ U
[an]
p ) (11.15)
and
pn /∈
N(p)⋃
i=1
ψqp
i
(s−1
qp
i
(0) ∩ U2qp
i
). (11.16)
Note that we may assume p is independent of n by taking a subsequence if necessary,
since p ∈ P and P is a finite set.
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Since the right hand side of (11.15) is contained in ψp0(K
+
p0 ∩ s
−1(0) ∩ U
[a1]
p0 ) ∩
ψp(K
+
p ∩ s
−1
p (0) ∩ U
[a1]
p ) which is compact and independent of n, we may take a
subsequence and may assume that pn converges. Then (11.14) and (11.15) imply
lim
n→∞
pn ∈ Z0 ∩ ψp0(K
+
p0
∩ s−1p0 (0)) ∩ Z1 ∩ ψp(K
+
p ∩ s
−1
p (0)).
This contradicts to (11.16) since the right hand side of (11.16) is a neighborhood
of Z0 ∩ ψp0(K
+
p0 ∩ s
−1
p0 (0)) ∩ Z1 ∩ ψp(K
+
p ∩ s
−1
p (0)). 
We consider U+p = Up|U+p , U
+
p0 = U|U+p0
. Put
s+p = sp|U+p , s
+
p0
= sp0 |U+p0
and denote by ψ+p and ψ
+
p0 the restrictions of the parametrization ψp and ψp0 to
(s+p )
−1(0) and (s+p0)
−1(0), respectively.
Next we note the following lemmata.
Lemma 11.13. There exists an open neighborhood U0p of op in Up for each p with
the following properties.
(1) If p ∈ ψqp
i
(s−1
qp
i
(0) ∩ U2
qp
i
), then
U0p ⊂ Uqp
i
p ∩ ϕ
−1
qp
i
p
(U2qp
i
). (11.17)
(2) If p ∈ Im(ψqp
i
) and q ∈ ψp(U0p ∩ s
−1
p (0)), then q ∈ Im(ψqp
i
).
Proof. We remark that, for each p, there exists only a finite number of qpi satisfying
the assumptions of (1) or (2). The lemma immediately follows from this remark. 
Lemma 11.14. For each p, q with q ∈ ψp(U
0
p ∩ s
−1
p (0)) there exists an open neigh-
borhood U0pq of oq in Upq ∩ U
0
q with the following properties.
(1) ϕpq(U
0
pq) ⊂ U
0
p .
(2) If p ∈ Im(ψqp
i
) then ϕpq(U
0
pq) ⊂ Uqp
i
p.
Proof. Since ϕpq(oq) ∈ U0p for q ∈ ψp(U
0
p ∩ s
−1
p (0)), (1) holds for a sufficiently
small neighborhood U0pq of oq. Lemma 11.13(2) implies (2) for a sufficiently small
neighborhood U0pq of oq. 
The pair Up|U0p , Φpq|U0pq define an open substructure of Û by Lemma 11.14 (1).
Now we will prove the commutativity of Diagram (11.13). We take Z++ so that
it is contained in the left hand side of Lemma 11.12 (1). Suppose p ∈ Im(ψ+p )∩Z
+
+ ,
q ∈ Im(ψ+p0) ∩ Z
+
+ , q ∈ ψp(U
0
p ∩ s
−1
p (0)). Let
y ∈ U0pq ∩ ϕ
−1
p0q(Upp0).
There exists i such that p ∈ ψqp
i
(s−1
qp
i
(0) ∩ U2
qp
i
) by Lemma 11.12 (2). Then q ∈
ψqp
i
(s−1
qp
i
(0) ∩ U2
qp
i
) by Lemma 11.13 (2).
Now we have
(ϕ+pp0 ◦ ϕ
0
p0q)(y) = ϕ
+
pp0
(ϕ0
p0q
p
i
(ϕqp
i
q(y)))
= ϕ1
pqp
i
(ϕqp
i
q(y))
= ϕ1
pqp
i
(ϕqp
i
p(ϕpq(y)))
= ϕ1pp(ϕpq(y)).
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Here the equality in the first line follows from (11.17) (with p replaced by q) and the
fact that Φ̂0 is a KG-embedding. The equality of the second line is the definition
of ϕ+pp0 , that is, (11.10). The equality of the third line is the consequence of the
compatibility of coordinate change of Kuranishi structure and Lemma 11.14 (2).
The equality of the fourth line is the consequence of the fact that Φ̂1 is a strict
KG-embedding.
We have proved the commutativity of Diagram (11.13) for the maps between
base orbifolds. The proof of the commutativity of the maps between bundles is the
same. The proof of Proposition 11.3 is now complete. 
We use Proposition 11.3 to prove Theorem 3.30 as follows.
We will construct a good coordinate system of a closed subset Sd(X,Z; Û) of Z
by a downward induction on d.
Let ÎUd+1 = (P, {Up}, {Φpq}) be a good coordinate system of a compact neigh-
borhood of Sd+1(X,Z; Û). We will construct one of Sd(X,Z; Û).
We put
P(d) = {p ∈ P | dimUp > d}.
We take a support system Kp of ÎUd+1 and put
B = Sd(X,Z; Û) \
⋃
p∈P(d)
ψp(s
−1
p (0) ∩ IntKp).
Then B is a compact subset of Sd(X,Z; Û) \
⋃
d′>d Sd′(X,Z; Û). We take a finite
number of points p1, . . . , pN ∈ B such that
N⋃
i=1
ψpi(s
−1
pi (0)) ⊃ B.
We take compact subsets Kpi ⊂ Upi such that
N⋃
i=1
ψpi(s
−1
pi (0) ∩Kpi) ⊃ B.
We put Zi = ψpi(s
−1
pi (0)) and
Z(0) =
⋃
p∈P(d)
ψp(s
−1
p (0) ∩Kp) ∩ Z.
Now using Proposition 11.3 we can construct a good coordinate system on a
compact neighborhood of
Z(0) ∪
n⋃
i=1
Zi
by an induction over n. We thus obtain a good coordinate system on Sd(X,Z; Û).
Now the downward induction over d is complete and we obtain a good coordinate
system on S0(X,Z; Û) = Z. The proof of Theorem 3.30 is complete. 
Remark 11.15. (1) The heart of the proof of Theorem 3.30 is Lemma 11.8.
There (and in several other places) we crucially use the fact that equality
between embeddings of orbifolds is a local property. (It implies that the
equality between embeddings of Kuranishi charts is also a local property).
Thanks to this fact, we can check various equalities by looking finer and finer
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 129
charts. For this main idea of the proof to work, we assumed our orbifold
to be effective and the maps between them to be embeddings. Without
this restriction the argument will become more cumbersome and lengthy.
(We however believe that one can prove somewhat similar results without
assuming effectivity of orbifold. Joyce may have done it in [Jo2].)
(2) The proof of Theorem 3.30 in [FOOO13] is basically the same as one we
gave above. However the argument of the proof of Lemma 11.8 appeared
twice in [FOOO13] once during the proof of [FOOO13, Lemma 7.5] and
once during the proof of [FOOO13, Lemma 7.24]. We reorganize the proof
so that we need to use it only once. Also the argument used to prove the
main theorem of [FOOO18] appeared twice in [FOOO13]. Besides these
simplifications, we defined the notion of embedding of Kuranishi charts
and use it systematically in this document. For example the statement
of [FOOO13, Lemma 7.24] is nothing but the existence of an appropriate
embedding of Kuranishi charts.
These changes make the presentation of the proof simpler and make the
proof shorter, in this document, although its mathematical contents are the
same as those in [FOOO13].
We also prove compatibility of the good coordinate system to the Ku-
ranishi structure (that is the existence of the embedding of the latter to the
former) explicitly. (Namely we proved Proposition 11.3 (5), explicitly.) In
[FOOO13], the proof of this part was said similar and was omitted. The
proof we gave in this article is indeed similar to the other part of the proof.
We repeated the argument here for completeness’ sake.
In Subsections 11.2-11.4, we will prove several variants of Theorem 3.30.
11.2. Construction of good coordinate systems: the relative case 1. This
section will be occupied by the proofs of Propositions 5.21 and 5.22.
Proof of Propositions 5.21 and 5.22. We will prove Proposition 5.22 in this subsec-
tion in detail. Proposition 5.21 then follows by putting ”U+ =”U+1 =”U+2 .
We will use the next proposition in addition to Proposition 11.3 in our inductive
construction of good coordinate system.
Proposition 11.16. Under Situation 11.1, we assume in addition that for each a =
1, 2 there exists a Kuranishi structure ”U+a of Z ⊆ X with the following properties.
(a) There exists a strict KK-embedding Φ̂2a : Û →
”U+a .
(b) There exists a GK-embedding Φ̂3a : ÊU → ”U+a |Z+1 such that the composition
Φ̂3a ◦ Φ̂
1 : Û |Z+1
→ ÊU →”U+a |Z+1 is an open restriction of Φ̂2a|Z+1 .
(c) There exists a GK-embedding Φ̂4a :
ÍUp0 →”U+a |Z+0 such that the composition
Φ̂4a ◦ Φ̂
0 : Û |Z+0
→ÍUp0 →”U+a |Z+0 is an open restriction of Φ̂2a|Z+0 .
Then there existsÈU+ such as in the conclusion of Proposition 11.3 that the following
holds in addition.
(1) There exists a GK-embedding Φ̂5a :
ÈU+ →”U+a .
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(2) The composition Φ̂5a ◦
”Φ+ : Û |Z+
+
→ ÈU+ → ”U+a is an open restriction of
Φ̂2a|Z++
.
(3) The restriction of Φ̂5a|Z1 to a strictly open substructure of
ÈU+|Z1 coincides
with Φ̂3a|Z1 .
(4) The restriction of Φ̂5a|Z0 to a strictly open substructure of
ÈU+|Z0 coincides
with Φ̂4a|Z0 .
Proof. Let ÈU+ be the good coordinate system constructed in the proof of Proposi-
tion 11.3. During the proof of Proposition 11.3 we took a support system K of ÊU
and a compact subset Kp0 of Up0 . We put K
+ = K∪{Kp0} = {K
+
p | p ∈ P
+}. Then
K+ is a support system of ÈU+. We denote by U3a;p(qpi ) and U4a;p0(qpi ) the domains
of ϕ3
a;qp
i
p
and ϕ4
a;qp
i
p0
, which are part of data carried by Φ̂3a and Φ̂
4
a. During this
proof we choose U1
qp
i
so that the following properties are also satisfied:
ϕ1
pqp
i
(U1qp
i
) ⊂ U3a;p(q
p
i ), ϕ
0
p0q
p
i
(U1qp
i
) ⊂ U4a;p0(q
p
i ) for a = 1, 2. (11.18)
Here U3a;p(q
p
i ) and U
4
a;p0(q
p
i ) are domains of ϕ
3
a;qp
i
p
and ϕ4
a;qp
i
p0
, which are parts of
Φ̂3a and Φ̂
4
a. Note that we required Property 11.5 to define U
1
q . We can certainly
require
ϕ1pq(U
1
q ) ⊂ U
3
a;p(q), ϕ
0
p0q(U
1
q ) ⊂ U
4
a;p0(q) for a = 1, 2
in addition, by replacing Û by its open substructure if necessary. Then (11.18) is
satisfied.
We will further shrink U+p to U
+′
p so that it satisfies the conclusion of Proposition
11.16. (Here U+p is a Kuranishi neighborhood which is a part of ÈU+.)
Let p ∈ ψ+p (U
+
p ∩ (s
+
p )
−1(0)). We will construct a neighborhood U5p (p) ⊂ U
+
p of
p and an embedding of Kuranishi charts Φ5a;pp : U
+
p |U5p(p) → U
+
a,p for a = 1, 2. Here
U+a,p is the Kuranishi neighborhood which
”U+a assigns to p ∈ Z.
(Case 1) p ∈ P.
By assumption (b) there exists a neighborhood U3a;p(p) ⊂ Up of op(p) and an
embedding Φ3a;pp : Up|U3a;p(p) → U
+
a,p. We take
U5′p (p) = U
+
p ∩
2⋂
a=1
U3a;p(p)
and Φ5′a;pp : Up|U5′p (p) → U
+
a,p to be the restriction of Φ
3
a;pp.
(Case 2) p = p0.
By assumption (c) there exists a neighborhood U4a;p0(p) ⊂ Up0 of op0(p) and an
embedding Φ4a;pp0 : Up0 |U4a;p0 (p)
→ U+a;p. We take
U5′p0(p) = U
+
p0
∩
2⋂
a=1
U4a;p0(p)
and Φ5′a;pp0 : Up0 |U5′p0 (p)
→ U+a;p to be the restriction of Φ
4
a;pp0 .
Most of the properties required for ({Φ5′a;pp}, {U
5′
p (p)}) to be a GK-embedding is
a direct consequence of Assumptions (a), (b), (c). The nontrivial part to check is the
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commutativity of Diagram (5.13) in the following case: Here we will further shrink
U+p , U
+
p0 , U
5′
p (p), U
5′
p0
(q) to U+−p , U
+−
p0 , U
5
p (p), U
5
p0
(q), respectively, by Lemmas
11.17 and 11.18 below. After these shrinking, we will prove the commutativity of
Diagram (11.19), where
p ∈ ψ+p ((s
+
p )
−1(0) ∩ U+−p ), q ∈ ψ
+
p0
((s+p0)
−1(0) ∩ U+−p0 ) ∩ ψ
+
p ((s
+
p )
−1(0) ∩ U5p (p)).
Up0 |(U+pp0∩(ϕ
+
pp0
)−1(U5p(p)))∩(U
5
p0
(q)∩(ϕ4qp0 )
−1(U+a;pq))
Φ4a;qp0−−−−→ U+a;q|U+a;pq
Φ+pp0
y yΦ+a;pq
Up|U5p(p)
Φ3a;pp
−−−−→ U+a;p
(11.19)
Here Φ+a;pq is the coordinate change of the Kuranishi structure
”U+a whose domain
is U+a;pq, and Φ
+
pp0 is the coordinate change of the good coordinate system
ÈU+
whose domain is U+pp0 . Thus Diagram (11.19) is nothing but Diagram (5.13) in the
current context. During the proof below, we use the notations used in the proof of
Proposition 11.3.
Now we begin with describing the shrinkings. For each i, let U2′
qp
i
be a relatively
compact open neighborhood of qpi in U
2
qp
i
such that
N(p)⋃
i=1
ψ+
qp
i
((s+
qp
i
)−1(0) ∩ U2′qp
i
)
⊃ ψ+p0(Kp0 ∩ (s
+
p0
)−1(0)) ∩ Sd(X,Z; Û) ∩ ψ
+
p (Kp ∩ (s
+
p )
−1(0)).
(11.20)
Such a choice is possible because of (11.5). (Recall U2
qp
i
is defined so that (11.5)
holds.)
Lemma 11.17. We can take relatively compact opens subsets U+−p ⊂ U
+
p and
U+−p0 ⊂ U
+
p0 with the following properties.
(1) Z1 ⊂
⋃
p ψ
+
p (U
+−
p ∩ (s
+
p )
−1(0)).
(2) Z0 ⊂ ψ
+
p0(U
+−
p0 ∩ (s
+
p0)
−1(0)).
(3) We put U+−pp0 = Upp0 ∩ U
+−
p0 ∩ (ϕ
+
pp0)
−1(U+−p ). Then
U+−pp0 ⊂
N(p)⋃
i=1
ϕ0
p0q
p
i
(U2′qp
i
).
Proof. We note that the good coordinate systemÈU+ defines a Hausdorff space |ÈU+|
and U+p , U
+
p0 , Z0, Z1 can be identified as subspaces of |
ÈU+|. Therefore the existence
of such U+−p ⊂ U
+
p and U
+−
p0 ⊂ U
+
p0 is an easy consequence of (11.20). 
By Lemma 11.17 (1)(2), we can apply Lemma 3.26 to ÈU+ and U+−p , U+−p0 and
obtain a good coordinate system whose Kuranishi neighborhoods are U+−p , U
+−
p0 .
We denote this good coordinate system by ÎU+−. It still satisfies the conclusion of
Proposition 11.3.
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Lemma 11.18. We can take relatively compact neighborhoods U5p (p) ⊆ U
5′
p (p) and
U5p0(q) ⊆ U
5′
p0
(q) of op(p) and op0(q) in U
+
p and U
+
p0 , respectively, so that if
p ∈ ψ+p ((s
+
p )
−1(0) ∩ U+−p )
q ∈ ψ+p0(U
+−
p0
∩ (s+p0)
−1(0)) ∩ ψ+p (U
5
p (p) ∩ (s
+
p )
−1(0))
then there exists i ∈ {1, . . . , N(p)} such that:
(1) (ϕ1
pqp
i
)−1(U5p (p)) ⊂ U
2′
qp
i
.
(2) U5p0(q) ⊂ ϕ
0
p0q
p
i
(U2′
qp
i
).
(3) U5p (p) ⊂ (ϕ
3
a;pp)
−1(U+
a;qp
i
p
) ∩ U3a;p(q
p
i ).
(4) U5p0(q) ⊂ U
4
a;p0(q
p
i ).
(5) ϕ4a;qp0(U
5
p0
(q)) ⊂ U+
a;qp
i
q
∩ (U+a;pq ∩ (ϕ
+
a;pq)
−1(U+
a;qp
i
p
)).
Proof. We first observe that Lemma 11.17 (3) and Definition 3.5 (3) imply
Close
(
ψ+p ((s
+
p )
−1(0) ∩ U+−p ) ∩ ψ
+
p0
(U+−p0 ∩ (s
+
p0
)−1(0))
)
⊂
N(p)⋃
i=1
ψ+p0(ϕ
0
p0q
p
i
(U2′qp
i
) ∩ (s+p0)
−1(0)).
(11.21)
Here Close denotes the closure. Since
ψp0 ◦ ϕ
0
p0q
p
i
= ψqp
i
= ψp ◦ ϕ
1
pqp
i
on U2′
qp
i
∩ s−1
qp
i
(0), (11.21) implies
Close
(
ψ+p ((s
+
p )
−1(0) ∩ U+−p ) ∩ ψ
+
p0
(U+−p0 ∩ (s
+
p0
)−1(0))
)
⊂
N(p)⋃
i=1
ψ+p (ϕ
1
pqp
i
(U2′qp
i
) ∩ (s+p )
−1(0)).
(11.22)
Moreover
ψ+p0(ϕ
0
p0q
p
i
(U2′qp
i
) ∩ (s+p0)
−1(0)) = ψ+p (ϕ
1
pqp
i
(U2′qp
i
) ∩ (s+p )
−1(0)). (11.23)
By (11.22) we can find compact subsets Cqp
i
of U2′
qp
i
such that
ψ+p ((s
+
p )
−1(0) ∩ U+−p ) ∩ ψ
+
p0
(U+−p0 ∩ (s
+
p0
)−1(0))
⊂
N(p)⋃
i=1
ψ+p (ϕ
1
pqp
i
(Cqp
i
) ∩ (s+p )
−1(0)).
(11.24)
Sublemma 11.19. We may choose U5p (p) to be a sufficiently small neighborhood
of op(p) so that the following holds.
Let p ∈ ψ+p ((s
+
p )
−1(0) ∩ U+−p ). Then there exists i ∈ {1, . . . , N(p)} such that
Lemma 11.18 (1) and (3) hold and
(ψ+p0)
−1
(
ψ+p0(U
+−
p0
∩ (s+p0)
−1(0)) ∩ ψ+p (U
5
p (p) ∩ (s
+
p )
−1(0))
)
⊂ ϕ0
p0q
p
i
(U2′qp
i
). (11.25)
Proof. Let p ∈ ψ+p ((s
+
p )
−1(0) ∩ U+−p ). We may choose U
5
p (p) sufficiently small so
that the following holds.
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(*) If
ψ+p (U
5
p (p) ∩ (s
+
p )
−1(0)) ∩ ψ+p (ϕ
1
pqp
i
(Cqp
i
) ∩ (s+p )
−1(0)) 6= ∅,
then
p ∈ ψ+p (ϕ
1
pqp
i
(U2′qp
i
) ∩ (s+p )
−1(0)).
In fact we can prove the contraposition of (*) by using the compactness of Cqp
i
.
Let q ∈ ψ+p0(U
+−
p0 ∩ (s
+
p0)
−1(0))∩ψ+p (U
5
p (p)∩ (s
+
p )
−1(0)). By (11.24), there exists
i ∈ {1, . . . , N(p)} such that q ∈ ψ+p (ϕ
1
pqp
i
(Cqp
i
) ∩ (s+p )
−1(0)). For any such i, (*)
implies p ∈ ψ+p (ϕ
1
pqp
i
(U2′
qp
i
) ∩ (s+p )
−1(0)). We can further shrink U5p (p), if necessary,
so that Lemma 11.18 (1) is satisfied.
Therefore (11.18) and U2′
qp
i
⊂ U1
qp
i
imply op(p) ∈ U3a;p(q
p
i ). We remark that p ∈
ψ+p (ϕ
1
pqp
i
(U2′
qp
i
) ∩ (s+p )
−1(0)) implies op(p) ∈ U
3
a;pp. Moreover
ϕ3a;pp(op(p)) = op(p) ∈ U
+
a;qp
i
p
.
(In fact U+
a;qp
i
p
is nonempty since p ∈ ψqp
i
(s−1
qp
i
(0) ∩ Uqp
i
) follows from Lemma 11.18
(1).) Hence op(p) ∈ (ϕ3a;pp)
−1(U+
qp
i
p
) ∩ U3a;p(q
p
i ). Therefore we can shrink U
5
p (p) so
that Lemma 11.18 (3) is satisfied.
To prove (11.25) it suffices to show
ψ+p (U
5
p (p) ∩ (s
+
p )
−1(0)) ⊂ ψ+p0(ϕ
0
p0q
p
i
(U2′qp
i
)). (11.26)
The right hand side is ψ+p (ϕ
1
pqp
i
(U2′
qp
i
) ∩ (s+p )
−1(0)) by (11.23). Therefore (11.26)
follows from Lemma 11.18 (1). 
By (11.25) we find that op0(q) ∈ ϕ
0
p0q
p
i
(U2′
qp
i
). Since ϕ0
p0q
p
i
an open mapping, we
can choose U5p0(q) so that Lemma 11.18 (2) holds.
We will next shrink U5p0(q) so that Lemma 11.18 (4)(5) are satisfied. Lemma
11.18 (2) implies op0(q) ∈ ϕ
0
p0q
p
i
(U2′
qp
i
) ⊆ ϕ0
p0q
p
i
(U1
qp
i
). Therefore by (11.18) op0(q) ∈
U4a;p0(q
p
i ). Hence we can find a neighborhood U
5
p0
(q) of op0(q) such that Lemma
11.18 (4) is satisfied.
Note Lemma 11.18 (1)(2) implies
q ∈ ψqp
i
(Uqp
i
∩ s−1
qp
i
(0)), p ∈ ψqp
i
(Uqp
i
∩ s−1
qp
i
(0)). (11.27)
In fact, the first half is a consequence of Lemma 11.18 (2) and q ∈ ψ+p0(U
5
p0
(q) ∩
(s+p0)
−1(0)). The second half follows from Lemma 11.18 (1) as we mentioned already.
Using the existence of a strict KK-embedding Φ̂2a : Û →
”U+a the second formula
of (11.27) implies p ∈ ψa;qp
i
(U+
a;qp
i
∩s−1
qp
i
(0)). Therefore the coordinate change ϕ+
a;qp
i
p
is defined by Definition 3.8.
The first formula of (11.27) and the existence of a strict KK-embedding Φ̂2a :
Û →”U+a imply
q ∈ ψa;qp
i
(U+
a;qp
i
∩ s−1
a;qp
i
(0)).
Since Lemma 11.18 (1) implies q ∈ ψ+p ((s
+
p )
−1(0) ∩ U5p (p)) ⊆ ψa;p(s
−1
p (0) ∩ U
+
a;p),
the coordinate change ϕ+a;pq is defined.
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We may choose U5p (p) such that ϕ
3
a;pp(U
5
p (p)) ⊂ U
+
a;qp
i
p
and so
oq ∈ U
+
a;qp
i
q
∩ (U+a;pq ∩ (ϕ
+
a;pq)
−1(U+
a;qp
i
p
)).
Therefore we can find a neighborhood U5p0(q) of op0(q) so that Lemma 11.18 (5) is
satisfied. The proof of Lemma 11.18 is now complete. 
Now we are ready to prove the commutativity of Diagram (11.19). Our assump-
tion is p ∈ ψ+p (U
+−
p ∩ (s
+
p )
−1(0)) and q ∈ ψ+p0(U
+−
p0 ∩ (s
+
p0)
−1(0)) ∩ ψ+p (U
5
p (p) ∩
(s+p )
−1(0)). We choose i as in Lemma 11.18. Let
y ∈ (U+pp0 ∩ (ϕ
+
pp0
)−1(U5p (p))) ∩ (U
5
p0
(q) ∩ (ϕ4a;qp0)
−1(U+a;pq)).
Then, since y ∈ U5p0(q), Lemma 11.18 (2) implies y = ϕ
0
p0q
p
i
(y˜) with y˜ ∈ U2′
qp
i
.
Now we calculate
(ϕ+
a;qp
i
p
◦ ϕ+a;pq ◦ ϕ
4
a;qp0)(y) = ϕ
+
a;qp
i
q
(ϕ4a;qp0 (y))
= ϕ4a;qp
i
p0
(y)
= ϕ4a;qp
i
p0
(ϕ0
p0q
p
i
(y˜))
= ϕ2a;qp
i
(y˜).
The first equality is the compatibility condition of the coordinate change of ”U+a .
(Here we use Lemma 11.18 (5) to apply the compatibility condition.) The second
equality is the consequence of the fact that ϕ4a;qp0 is a part of the object consisting
GK-embedding. (We use Lemma 11.18 (4)(5) to apply the compatibility condition.)
The third line is the definition of y˜. The fourth equality follows from (11.18) and
Assumption (c).
On the other hand, we have
(ϕ+
a;qp
i
p
◦ ϕ3a;pp ◦ ϕ
+
pp0
)(y) = ϕ+
a;qp
i
p
(ϕ3a;pp(ϕ
+
pp0
(y)))
= ϕ3a;qp
i
p
(ϕ+pp0(y))
= ϕ3a;qp
i
p
(ϕ+pp0(ϕ
0
p0q
p
i
(y˜)))
= ϕ3a;qp
i
p
(ϕ1
pqp
i
(y˜))
= ϕ2a;qp
i
(y˜).
The first equality is obvious. The second equality follows from the fact that Φ̂3 is a
GK-embedding and Lemma 11.18 (3). (Note ϕ+pp0(y) ∈ U
5
p (p) ⊂ U
3
p (p).) The third
equality is the definition of y˜. The fourth equality is the definition of ϕ+pp0 , that is
(11.9). The fifth equality follows from (11.18) and Assumption (b).
Therefore we obtain
(ϕ+
a;qp
i
p
◦ ϕ+a;pq ◦ ϕ
4
a;qp0)(y) = (ϕ
+
a;qp
i
p
◦ ϕ3a;pp ◦ ϕ
+
pp0
)(y).
Since ϕ+
a;qp
i
p
is injective, we have proved the commutativity of the Diagram (11.19).
The proof of Proposition 11.16 is complete. 
The rest of the proof of Proposition 5.22 is mostly the same as the proof of
Theorem 3.30, using Proposition 11.16 in addition to Proposition 11.3. We use the
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same notation as in the last part of the proof of Theorem 3.30. We construct a
good coordinate system of a compact neighborhood of
Z ∪
n⋃
i=1
Zi
together with its GK-embedding to ”U+a by induction. Suppose we have a good
coordinate system of a compact neighborhood of Z ∪
⋃n−1
i=1 Zi together with its
embedding to ”U+a . To apply Propositions 11.3, 11.16, we need to find a good
coordinate system on Zn together with the GK-embedding to
”U+a . We use the
following lemma for this purpose.
Lemma 11.20. Let Û be a Kuranishi structure and ”U+a its thickenings for a = 1, 2.
Then for each p ∈ Sd(X,Z; Û) there exists a good coordinate systemÍUp0 of {p} ⊆ X
with the following properties.
(1) ÍUp0 consists of a single Kuranishi chart Up0 such that dimUp0 = d and Up0
is a restriction to an open set of a Kuranishi chart of a point p of Û .
(2) For each a = 1, 2, there exists a GK-embeddingÍUp0 → ”U+a |Z0 , where Z0 is
a compact neighborhood of p in Z.
Proof. Let Up (resp. U+a;p) be the Kuranishi chart of p induced by the Kuranishi
structure Û (resp. ”U+a ). Let Oa;p be the neighborhood of p in X as in Definition
5.3. (Here we use thickness of ”U+a .) We put Op = O1;p ∩ O2;p. We take an open
neighborhood Up0 of op in Up such that
ψp(Up0 ∩ s
−1
p (0)) ⊂ Op, (11.28)
and set Up0 = Up|Up0 . It is obvious that Up0 satisfies (1). Let us prove (2). The
subset Z0 is any compact neighborhood of p contained in Op.
Let q ∈ ψ(Up0 ∩ s
−1
p0 (0)) ∩ Z0. We take Wa;p(q) ⊂ Up as in Definition 5.3 and
put U(q) =W1;p(q) ∩W2;p(q). Then by Definition 5.3 (2) (a) we have
ϕa;p(U(q)) ⊂ ϕ
+
a;pq(U
+
a;pq).
Since ϕ+a;pq is injective, we have a set theoretical map ϕa;qp0 : U(q) → U
+
a;pq such
that ϕ+a;pq ◦ ϕa;qp0 = ϕa;p. Since ϕ
+
a;pq and ϕa;p are embeddings between orbifolds,
the map ϕa;qp0 is an embedding of orbifolds. We can use Definition 5.3 (2) (b) in
the same way to obtain an embedding of vector bundles ϕ̂a;qp0 : Ep0 → E
+
a;q such
that it covers ϕa;qp0 and satisfies ϕ̂
+
a;pq ◦ ϕ̂a;qp0 = ϕ̂a;p. We thus obtain Φa;qp0 =
(U(q), ϕ̂a;qp0) for each q ∈ ψ(Up0 ∩ s
−1
p0 (0)). It is easy to see that Φa;qp0 defines
an embedding of a good coordinate system to a Kuranishi structure. The proof of
Lemma 11.20 is complete. 
Remark 11.21. The proof of this lemma is the place where we use the assumption
that ”U+a is a thickening of Û .
Since Up0 is an open subchart of a Kuranishi chart of Û there exists a KG-
embedding Û →ÍUp0 . Moreover the composition Û →ÍUp0 →”U+a coincides with the
given KK-embedding on a neighborhood of p. In other words Assumption (c) of
Proposition 11.16 is satisfied. Therefore we apply Proposition 11.16 inductively to
complete the proof of Proposition 5.22. 
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11.3. KG-embeddings and compatible perturbations. The present section
will be occupied by the proofs of Propositions 6.49, 6.50 and Lemmata 9.10, 9.11,
9.29.
Proof of Proposition 6.49 and Lemma 9.10. We use the same induction scheme as
in the proof of Theorem 3.30.
Lemma 11.22. We consider the situation of Proposition 11.3 and Situation 11.1.
(1) Suppose there exists a system of multivalued perturbations Ês = {snp} of ÊU ,Èsp0 = {snp0} ofÍUp0 , and ŝ = {snp} of Û . We assume that they are compatible
with the KG-embeddings Φ̂0 : Û |Z+0
→ÍUp0 and Φ̂1 : Û |Z+1 → ÊU .
Then there exists a system of multivalued perturbations Ës+ = {sn+p } ofÈU+ with the following properties.
(a) Ës+, ŝ are compatible with the strict KG-embedding ”Φ+ : Û0|Z+
+
→ ÈU+,
where Û0 is an open substructure of Û .
(b) If p ∈ P, then sn+p is the restriction of s
n
p to U
+
p .
(c) In case of p0, s
n+
p0 is the restriction of s
n
p0
to U+p0 .
(d) If Ês, ŝ are transversal to 0, then so is Ës+.
(2) Suppose there exists a CF-perturbation ÁS = {Sǫp} of ÊU ,ÎSp0 = {Sǫp0} ofÍUp0 , and “S = {Sǫp} of Û . We assume that they are compatible with the
KG-embeddings Φ̂0 : Û |Z+0
→ÍUp0 and Φ̂1 : Û |Z+1 → ÊU .
Then there exists a CF-perturbationÍS+ = {Sǫ+p } of ÈU+ with the follow-
ing properties.
(a) “S, ÍS+ are compatible with the strict KG-embedding ”Φ+ : Û0 → ÈU+,
where Û0 is an open substructure of Û .
(b) If p ∈ P, then Sǫ+p is the restriction of S
ǫ
p to U
+
p .
(c) In case of p0, S
ǫ+
p0 is the restriction of S
ǫ to U+p0 .
(d) If ÁS, “S are transversal to 0, then so isÍS+.
(3) Suppose there exists a differential form (resp. strongly continuous map to
a manifold M) Êh = {hp} (resp. Êf = {fp}) on ÊU , Èhp0 (resp. Èfp0) onÍUp0 ,
and ĥ = {hp} (resp. f̂ = {fp}) of Û . We assume (Φ̂0)∗(Èhp0) = ĥ|Z+0 (resp.Èfp0 ◦ Φ̂0 = f̂ |Z+0 ) and (Φ̂1)∗(Êh) = ĥ|Z+1 (resp. Êf ◦ Φ̂1 = f̂ |Z+1 ).
Then there exists a differential form (resp. strongly continuous map to
M)Èh+ = {h+p } (resp.Èf+ = {f+p } ) of ÈU+ with the following properties.
(a) (”Φ+)∗(Èh+) = ĥ|“U0 (resp. Èf+ ◦”Φ+ = f̂ |“U0) holds. Here Û0 is an open
substructure of Û and ”Φ+ : Û0 →ÈU+ is a strict KG-embedding.
(b) If p ∈ P, then h+p (resp. f
+
p ) is a restriction of hp (resp.fp ) to U
+
p .
(c) In case of p0, h
+
p0 (resp. f
+
p0) is a restriction of hp0 (resp. fp0) to U
+
p0 .
(4) Suppose we are in the situation of (1). Let f̂ , Êf be as in (3).
(a) If f̂ , Êf are strongly submersive with respect to ŝ and Ês, respectively,
then Èf+ is strongly submersive with respect to Ës+.
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(b) Let g : N →M be a smooth map such that f̂ , Êf are strongly transver-
sal to g with respect to ŝ and Ês, respectively. Then Èf+ is strongly
transversal to g with respect to Ës+.
(5) Suppose we are in the situation of (2). Let f̂ , Êf be as in (3).
(a) If f̂ , Êf are strongly submersive with respect to “S and ÁS, respectively,
then Èf+ is strongly submersive with respect toÍS+.
(b) Let g : N →M be a smooth map such that f̂ , Êf are strongly transver-
sal to g with respect to “S and ÁS, respectively. Then Èf+ is strongly
transversal to g with respect toÍS+.
Proof. We will prove (1),(4). The proofs of (2),(3) and (5) are entirely similar.
We note that (1) (b) and (c) uniquely determine {sn+p }. Its compatibility with
the coordinate change Φ+pq for p, q ∈ P follows from the assumption, that is, the
compatibility of {snp} with Φpq. Therefore to complete the proof, it suffices to check
the following three points.
(I) sn+p , s
n+
p0 are compatible with Φ
+
pp0 .
(II) Statement (1)(a) holds.
(III) Statements (1)(d) and (4) hold.
Proof of (I). Let y ∈ U+pp0 . Since U
+
pp0 ⊂ U
1
pp0
, (11.8) implies that there exist qpi
and y˜ ∈ U2
qp
i
such that ϕ0
p0q
p
i
(y˜) = y. We can take a representative (snp0,k)k=1,...,ℓ
of snp0 (resp. (s
n
qp
i
,k
)k=1,...,ℓ of s
n
qp
i
) on a neighborhood Uy of y (resp. Uy˜ of y˜) such
that
snp0,k(ϕ
0
p0q
p
i
(z˜)) =’ϕ0
p0q
p
i
(snqp
i
,k(z˜)) (11.29)
holds for any z˜ ∈ Uy˜. This is a consequence of the compatibility of {s
n
p0
} and {snp}
with Φ̂0.
We put y = ϕ+pp0(y) ∈ U
+
p . Then we have y = ϕ
1
pqp
i
(y˜). (This is the definition of
ϕ+pp0 .) We can take a representative (s
n
p,k)k=1,...,ℓ of s
n
p such that
snp,k(ϕ
1
pqp
i
(z˜)) =‘ϕ1
pqp
i
(snqp
i
,k(z˜)) = (
‘ϕ+pp0 ◦’ϕ0p0qpi )(snqpi ,k(z˜)) (11.30)
holds for any z˜ ∈ Uy˜. Here the first equality is a consequence of the compatibility
of {snp} and {s
n
p} with Φ̂
1 and the second equality is the definition of‘ϕ+pp0 .
We also have
ϕ1
pqp
i
(z˜) = ϕ+pp0(ϕ
0
p0q
p
i
(z˜)) (11.31)
by definition of ϕ+pp0 , which is (11.9). Then (11.29), (11.30), (11.31) imply
snp,k(ϕ
+
pp0
(z)) =‘ϕ+pp0(snp0,k(z))
for all z ∈ ϕ0
p0q
p
i
(U2
qp
i
). Since ϕ0
p0q
p
i
(U2
qp
i
) is a neighborhood of y, this implies (I). 
Proof of (II). Suppose p ∈ Im(ψ+p ) ∩ Z
+
1 , p ∈ P. We need to prove (Φ
+
pp)
∗(sn+p ) =
snp , where Φ
+
pp : U0,p → Up. This is a consequence of the fact that {s
n
p}, {s
n
p} are
compatible with the embedding Φ̂1 : Û |Z+1
→ ÊU . We can prove the case of p = p0
in the same way. 
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Proof of (III). This is an immediate consequence of the fact that transversality to 0,
strong submersivity, and transversality to a map, is preserved under the restriction
to open subsets. 
The proof of Lemma 11.22 is complete. 
Using Lemma 11.22, we can prove Proposition 6.49 and Lemma 9.10, by inspect-
ing the proof of Theorem 3.30. 
Proof of Proposition 6.50 and Lemmata 9.11, 9.29. We use the next lemma for the
proof.
Lemma 11.23. Suppose we are in the situation of Proposition 11.16.
(1) We suppose that the assumptions of Lemma 11.22 (1) are satisfied, in ad-
dition. Moreover we assume that there exists a multivalued perturbation
ŝ+a = {sn+a;p} of
”U+a such that:
(i) ŝ+a , ŝ are compatible with the KK-embedding Φ̂2a : Û →
”U+a |Z+1 .
(ii) ŝ+a , Ês are compatible with the GK-embedding Φ̂3a : ÊU →”U+a |Z+0 .
(iii) ŝ+a , Èsp0 are compatible with the GK-embedding Φ̂4a :ÍUp0 →”U+a .
Then we can take the multivalued perturbation Ës+ = {sn+p } of ÈU+ as in
Lemma 11.22 (1) such that ŝ+a , Ës+ are compatible with the GK-embedding
Φ̂5a :
ÈU+ →”U+a .
(2) A statement similar to (1) for the CF-perturbations holds.
(3) A statements similar to (1) for the differential forms and for strongly con-
tinuous maps hold.
We omit the precise statement for (2)(3) above. We believe that it is not difficult
to find it for the reader.
Proof. We prove (1). The proofs of (2) (3) are entirely similar. Let p ∈ ψ+p ((s
+
p )
−1(0))∩
Z. It suffices to show that ŝ+a , Ës+ are compatible with the embedding Φ5a;pp :
U+p |U+p (p) → U
+
a;p. In case p ∈ P this is a consequence of Lemma 11.22 (1)(b) and
(ii). In case p = p0 this is a consequence of Lemma 11.22 (1)(c) and (iii). 
Using Lemma 11.23, we can prove Proposition 6.50 and Lemma 9.11 by inspect-
ing the proof of Proposition 5.22.
Lemma 9.29 is immediate from construction. 
11.4. Extension of good coordinate systems: the relative case 2. The
present section will be occupied by the proofs of Proposition 7.52 and Lemma
7.53.
Proof of Proposition 7.52. In the statement of Proposition 7.52 we used the sym-
bols Z1, Z2 for compact subsets of X . In the proof below we use the symbols
Z(1),Z(2) for the compact subsets Z1, Z2 in Proposition 7.52 to distinguish them
from Z0, Z1 that appear in Proposition 11.3.
To prove Proposition 7.52 we use the same induction scheme as the proof of
Theorem 3.30. We will modify the statement of Proposition 11.3 to Lemma 11.25
below. We begin with modifying Situation 11.1.
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In Proposition 7.52 we considered ËU1. We writeÎU (1) hereafter in this subsection
in place of ËU1. (We also writeÎU (2) hereafter in this subsection in place of ËU2.) LetÎU (1) = (P(Z(1)), {U (1)p′ }, {Φ(1)p′q′}). (We denote elements of P(Z(1)) by p′, q′, that
is, by small German characters with prime.)
Let (K(1),K(1)+) be a support pair ofÎU (1). We put
Zp′ = ψ
(1)
p′ ((s
(1)
p′ )
−1(0) ∩ K
(1)
p′ ).
Let U(Zp′) be a relatively compact open neighborhood of Zp′ in ψ
(1)
p′ ((s
(1)
p′ )
−1(0) ∩
IntK
(1)+
p′ ). In Proposition 7.52 a Kuranishi structure Û
2 is given as a part of the
assumption. During the proof, we will write Û in place of Û2.
Situation 11.24. Let d ∈ Z≥0, and let Z0 be a compact subset of
Sd(X,Z(2); Û) \
⋃
d′>d
Sd′(X,Z(2); Û) \
⋃
p′∈P(Z(1))
Zp′ ,
and Z1 a compact subset of
Sd(X,Z(2); Û) ∪
⋃
p′∈P(Z(1))
U(Zp′).
We assume that Z1 contains an open neighborhood of Z(1) ∪
⋃
d′>d Sd′(X,Z(2); Û)
in Sd(X,Z(2); Û). We put
Z+ = Z0 ∪ Z1.
Let ÊU = (P, {Up}, {Φpq}) be a good coordinate system on a compact neighbor-
hood Z+1 of Z1. We assume that P is written as
P = P(Z(1)) ∪P0
(disjoint union) and the inclusions P(Z(1)) → P, P0 → P preserve the partial
order. Moreover we assume that, for p′ ∈ P(Z(1)), the Kuranishi chart Up′ of ÊU is
an open subchart of the Kuranishi chart U
(1)
p′ of
ÎU (1) and
Up′ ∩ Z(1) = U
(1)
p′ ∩ Z(1).
28
Furthermore we assume dimUp ≥ d for p ∈ P0.
Let Φ̂1 = {Φ1pp | p ∈ Im(ψp) ∩ Z
+
1 } : Û |Z+1
→ ÊU be a strict KG-embedding such
that, for p′ ∈ P(Z(1)), the embedding Φ
1
p′p is an open restriction of one that is a part
of the given KG-embedding Û |Z(1) →
ÎU (1). Let Z+0 be a compact neighborhood
of Z0 in Sd(X,Z(2); Û) and Up0 = (Up0 , Ep0 , sp0 , ψp0) a Kuranishi neighborhood
of Z+0 such that dimUp0 = d. We regard Up0 as a good coordinate system
ÍUp0
that consists of a single Kuranishi chart and suppose that we are given a strict
KG-embedding Φ0 = {Φ0p0 | p ∈ Im(ψ) ∩ Z0} : Û |Z+0
→ÍUp0 .
We put P+ = P ∪ {p0}, so P+ ⊃ P(Z(1)). 
28Compare Definition 7.50 (1)(b).
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Lemma 11.25. In Situation 11.24 there exists a good coordinate system ÈU+ of Z++
satisfying conclusions (1)-(5) of Proposition 11.3. Here Z++ is a compact neighbor-
hood of Z+ in X.
Moreover the following holds.
(6) If p′ ∈ P(Z(1)) ⊂ P
+, then the Kuranishi chart U+p′ of
ÈU+ is an open
subchart of the Kuranishi chart U
(1)
p′ of
ÎU (1) and
U+p′ ∩ Z(1) = U
(1)
p′ ∩ Z(1).
Proof. We put
P≥d = P \ {p
′ ∈ P(Z(1)) | dimUp′ < d}.
ThenÎU≥d = (P≥d, {Up | p ∈ P≥d}, {Φpq | p, q ∈ P≥d, p ≥ q}) is a good coordinate
system of any compact subset of Z(2) ∩
⋃
p′∈P≥d
Im(ψp′).
We take U′(Zp′) which is an open neighborhood of Zp′ and is relatively compact
in U(Zp′). We put
Z ′1 = Z1 \
⋃
p′∈P(Z(1)),dimUp′<d
U′(Zp′).
We observe that we are then in Situation 11.1, whereÎU≥d (resp. Z ′1) plays the
role of ÊU (resp. Z1) in Situation 11.1. We apply Proposition 11.3 to our situation
and obtain ÍU+′. Note that the union of the sets of Kuranishi charts of ÍU+′ and
{U
(1)
p′ | p
′ ∈ P(Z(1)), dimUp′ < d} has most of the properties we need to prove.
The only point to take care of is that, for p′ ∈ P(Z(1)) with dimUp′ < d, neither
the coordinate change Φ+p0p′ nor Φ
+
p′p0
is defined.
Let P+′ be the partial ordered set appearing in ÍU+′. Then p0 ∈ P+′ and
U+′p0 is a Kuranishi chart that is an open subchart of Up0 . To take care of the
point mentioned above we shrink U+′p0 to U
+
p0 so that these two coordinates will not
intersect, as follows.
Sublemma 11.26. There exists an open subset U+p0 of U
+′
p0 such that the following
holds.
(1) If p′ ∈ P(Z(1)), dimUp′ < d then
ψ+p0(s
−1
p0
(0) ∩ U+p0) ∩ U
′(Zp′) = ∅.
(2) ψp0(s
−1
p0 (0) ∩ U
+′
p0 ) ∩ Sd(X,Z(1); Û) = ψp0(s
−1
p0 (0) ∩ U
+
p0) ∩ Sd(X,Z(1); Û).
Proof. By definition, we have Zp′∩Sd(X,Z(1); Û) = ∅ for p
′ ∈ P(Z(1)), dimUp′ < d.
Therefore we may choose U(Zp′) so that
U(Zp′) ∩ Sd(X,Z(1); Û) = ∅
for such p′. In fact, Sd(X,Z(1); Û) is a closed set. Since U
′(Zp′) is relatively compact
in U(Zp′), we have
U′(Zp′) ∩ Sd(X,Z(1); Û) = ∅.
Sublemma 11.26 is an immediate consequence of this fact. 
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We now put U+p0 = U
+′
p0 |U+p0
. For p′ ∈ P(Z(1)) with dimUp′ < d, we take an open
subset U+p′ ⊂ U
(1)
p′ such that
U′(Zp′) = ψ
(1)
p′ ((s
(1)
p′ )
−1(0) ∩ U+p′ ).
Then we put U+p′ = U
+′
p′ |U+
p′
. For p ∈ P+′ \ {p0} we put U
+
p = U
+′
p . We define
a partial order ≤ on P+ = P+′ ∪ P(Z(1)) such that ≤ coincides with the partial
orders on P+′ and on P(Z(1)). Moreover we define ≤ so that for p
′ ∈ P+′ with
dimUp′ < d, neither p
′ ≤ p0 nor p
′ ≥ p0.
We can define coordinate change among them by restricting of the coordinate
change of either ÍU+′ or of ÊU . Sublemma 11.26 (1) implies that these two cases
exhaust the cases we need to define coordinate change. The proof of Lemma 11.25
is complete. 
Using Lemma 11.25 we discuss in the same way as the last step of the proof of
Theorem 3.30 to complete the proof of Proposition 7.52. 
Proof of Lemma 7.53. Using Lemma 11.25, we can prove it in the same way as in
Subsection 11.3. 
12. Construction of CF-perturbations
In this section, we give a thorough detail of the proof of existence of CF-
perturbations with respect to which a given weakly submersive map becomes strongly
submersive. We also prove its relative version.
12.1. Construction of CF-perturbations on a single chart. We first study
the case of a single Kuranishi chart.
Situation 12.1. U = (U,E, s, ψ) is a Kuranishi chart of X and f : U → M is a
smooth map. 
Situation 12.2. In Situation 12.1, we assume that g : N → M is a smooth map
between manifolds and that f is transversal to g. 
The main result of Subsection 12.1 is Proposition 12.4 below. We recall the
following well-known definition.
Definition 12.3. A sheaf (of sets) F on a topological space V is said to be soft if
the restriction map
F (V )→ F (K)
is surjective for any closed subset K of V . (We note F (K) = lim
−→W⊃K,open
F (W ).)
Proposition 12.4. Suppose we are in Situation 12.1.
(1) The sheaf S in Proposition 7.21 is soft.
(2) The sheaf S⋔0 in Lemma-Definition 7.25 is soft.
(3) Suppose f is a submersion. Then, the sheaf Sf⋔ in Lemma-Definition 7.25
is soft.
(4) In Situation 12.2 the sheaf Sf⋔g in Lemma-Definition 7.25 is soft.
The rest of this subsection will be occupied by the proof of this proposition.
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Proof. We first prove (1). We use partition of unity to glue sections of S . Note
our sheaf S is a sheaf of sets. Nevertheless we can apply partition of unity, as we
will discuss below.
Situation 12.5. Let A be a subset of U and let {Ur | r ∈ R} be a locally finite
open cover of a subset A in U and {χr} a smooth partition of unity subordinate to
this covering. In other words, χr : U → [0, 1] is a smooth function of U which has
compact support in Ur, and ∑
r∈R
χr(x) = 1
for x ∈ A.
We assume that an element Sr ∈ S (A) is given for each r ∈ R. 
Below we will define the sum∑
r
χrSr ∈ S (A). (12.1)
For x ∈ A, let Vx = (Vx,Γx, Ex, φx, φ̂x) be an orbifold chart of (U, E) at x. We
may assume that, for each r with x ∈ Ur, we are given a representative Sr of Sr on
a neighborhood of x. It consists of Vr = (Vr,Γr, Er, ψr, ψ̂r) and (Wr, ωr, {sǫr | ǫ})
where Vr = (Vr,Γr, Er, ψr, ψ̂r) is an orbifold chart of (U, E) at x and (Wr, ωr, {sǫr |
ǫ}) is as in Definition 7.3.
We put
R(x) = {r ∈ R | x ∈ Supp(χr)}. (12.2)
By shrinking Vx if necessary we may assume ψx(Vx) ⊂ Ur for each r ∈ R(x) and
χr ≡ 0 on ψx(Vx) for each r /∈ R(x).
Furthermore we may choose Ux so that there exist
hrx : Γx → Γr,
ϕ˜rx : Vx → Vr,
ϕ˘rx : Vx × Ex → Er
(12.3)
as in Situation 6.3, for each r ∈ R(x). (See Lemma 15.25.)
Definition 12.6. We put
Wx =
∏
r∈R(x)
Wr, ωx =
∏
r∈R(x)
ωr.
We define sǫx : Vx ×Wx → Ex by the following formula:
sǫx(y, (ξr)r∈R(x)) = sx(y) +
∑
r∈R(x)
χr(ψx(y))g
−1
r,y (s
ǫ
r(ϕ˜rx(y), ξr)− sr(ϕ˜rx(y)). (12.4)
Here sx : Vx → Ex and sr : Vr → Er are the local expressions of the Kuranishi map
(Definition 15.34.) and gr,y : Ex → Er is defined by ϕ˘rx(y, ξ) = gr,y(ξ).
We put Sx = (Wx, ωx, {sǫx}).
Lemma 12.7. (1) Sx is a CF-perturbation of U on Vx.
(2) The germ [Sx] ∈ Sx represented by Sx depends only on {χr}, {Sr}, x and
is independent of the choices of Vx, the coordinate changes (12.3), and the
representatives of {Sr}.
(3) x 7→ [Sx] ∈ Sx defines a (global) section of the sheaf S .
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Proof. Statement (1) is an immediate consequence of the construction.
We prove Statement (2). We first prove independence of the coordinate changes
(12.3). Let (h′rx, ϕ˜
′
rx, ϕ˘
′
rx) be an alternative choice. Then there exists γr ∈ Γr
such that h′rx = γrhrxγ
−1
r , ϕ˜
′
rx = γrϕ˜rx, ϕ˘
′
rx = γrϕ˘rx. The third equality implies
g′r,y = γrgr,y by Lemma 15.27. Let s
ǫ′
x be obtained from this alternative choice.
Then we have
sǫ′x (y, ξ)
= sx(y) +
∑
r∈R(x)
χr(ψx(y))(g
′
r,y)
−1(sǫr(ϕ˜
′
rx(y), ξr)− sr(ϕ˜
′
rx(y)))
= sx(y) +
∑
r∈R(x)
χr(ψx(y))g
−1
r,y (s
ǫ
r(ϕ˜rx(y), γ
−1
r ξr)− sr(ϕ˜rx(y))).
(12.5)
Here we use Γr equivariance of s
ǫ
r and of sr.
We define a Γx action on Wr by µ · ξ = hrx(µ)ξ. We write Wr with this action
by Whrxr . The notation W
h′rx
r is defined in a similar way. Its product in Definition
12.6 is denoted by Whx and W
h′
x , respectively.
Then ξr 7→ γ−1r ξr (resp. (ξr) 7→ (γ
−1
r ξr)) is a Γx equivariant linear map :W
hrx
r →
W
h′rx
r (resp. W
h
x → W
h′
x ). Therefore (12.5) implies that the equivalence class [Sx]
is independent of the choices of the coordinate changes (12.3).
Secondly we prove independence of the representative of Sr. We consider one of
r0 ∈ R(x) and take an alternative choice S ′r0 of Sr0 . It suffices to consider the case
when other Sr’s for r 6= r0 are the same for both. We may also assume that S
′
r0
is
also a projection of Sr0 . Then it is immediate from definition that S
′
x obtained by
using S ′r0 is a projection of Sx which is obtained by using Sr0 . We have thus proved
the independence of the representative of Sr.
Thirdly we prove independence of the orbifold chart Vx = (Vx,Γx, Ex, φx, φ̂x).
Let V′x = (V
′
x,Γ
′
x, E
′
x, φ
′
x, φ̂
′
x) and suppose we obtain S
′
x when we use V
′
x.
By shrinking V ′x if necessary we may assume that there exists a coordinate change
(hx, ϕ˜x, ϕ˘x) from the chart V
′
x to Vx. Let (hrx, ϕ˜rx, ϕ˘rx) be the coordinate change
as in (12.3). Then by putting
h′rx = hrx ◦ hx, ϕ˜
′
rx = ϕ˜rx ◦ ϕ˜x, ϕ˘
′
rx = ϕ˘rx ◦ ϕ˘x,
(h′rx, ϕ˜
′
rx, ϕ˘
′
rx) becomes a coordinate change from V
′
x to Vr as in (12.3).
Then
sǫ′x (y, ξ)
= sx(y) +
∑
r∈R(x)
χr(ψ
′
x(y))(g
′
r,y)
−1(sǫr(ϕ˜
′
rx(y), ξr)− sr(ϕ˜
′
rx(y)))
= sx(y) +
∑
r∈R(x)
χr(ψx(ϕ˜x(y)))g
−1
r,y (s
ǫ
r(ϕ˜rx(ϕ˜x(y)), γ
−1
r ξr)− sr(ϕ˜rx(ϕ˜x(y))))
= sǫx(ϕ˜x(y), ξ).
This implies the required independence of the coordinate Vx. The proof of State-
ment (2) is complete.
We now prove Statement (3). Let Sx = (Wx, ωx, {sǫx}) as above. Suppose
y ∈ s−1x (0) ∩ Ux and y = φx(y˜). We denote Γy˜ = {γ ∈ Γx | γy˜ = y˜} and take
a Γy˜ invariant neighborhood Vy of y˜. Then Vy = (Vy ,Γy, Ex, φx|Vy , φ̂x|Vy ) is an
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orbifold chart of (U,E) at y. It is easy to see that Sx|Vy = (Wx, ωx, {s
ǫ
x|Vy×Ex}) is
a CF-perturbation on Vy.
Sublemma 12.8. Sx|Vy is equivalent to Sy in the sense of Definition 7.5.
Proof. We consider R(y) = {r ∈ R | y ∈ Supp(χr)}. Since we chose Ux ⊆ Ur such
that Ux ∩ Supp(χr) = ∅ for r /∈ R(x), we have R(y) ⊆ R(x). Therefore there exists
an obvious projection
π : Ŵx =
∏
r∈R(x)
Wr → Ŵy =
∏
r∈R(y)
Wr.
It is easy to see that π!(ωx) = ωy.
We may choose Vy so small that for z ∈ Vy and r ∈ R(x)\R(y) we have χr(z) = 0.
Therefore by definition
sǫx(ϕ˜x(z), ξ) = s
ǫ
y(ϕ˜y(z), π(ξ))
for z ∈ Vy . Thus Sy is a projection of Sx|Vy . 
Statement (3) follows from Sublemma 12.8 and Lemma 7.23. 
Definition 12.9. We denote by ∑
r
χrSr
the element x 7→ [Sx] ∈ Sx of S (A) obtained by Lemma 12.7.
Remark 12.10. Suppose S ∈ S (U) and {Ur | r ∈ R} is a locally finite cover of
U . We can define an element of S (U) by∑
r
χrS|Ur
as above. (Here S|Ur ∈ S (Ur) is the restriction of S.) However this section is in
general different from the originally given S ∈ S (U).
Proposition 12.4 (1) follows easily from Definition 12.9 and the results we proved
above. (See also the end of this subsection where the proof of Proposition 12.4
(2)(3)(4) are completed.)
We next prove Proposition 12.4 (2)(3)(4). We begin with the next definition.
Definition 12.11. Suppose we are in Situation 12.1. Let Sx ∈ Sx be a germ of
the sheaf S at x ∈ U .
We say Sx is strongly transversal if its representative (Wx, ωx, {sǫx}) (which is
defined on the orbifold chart Vx = (Vx,Γx, Ex, φx, φ̂x) (Definition 6.1(3))) has the
following properties.
(1) For all sufficiently small ǫ > 0, the map sǫx : Vx ×Wx → Ex is transversal
to c ∈ Ex on a neighborhood of {ox} × Supp(ωx) for any c ∈ Ex. (Here
ox ∈ Vx is the point such that φx(ox) = x.)
(2) For ξ ∈ Supp(ωx) and c = sǫx(ox, ξ) the projection
T(ox,ξ)(s
ǫ
x)
−1(c)→ ToxVx
is surjective.
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We write (S⋔⋔0)x the set of all germs of the sheaf S at x ∈ U that is strongly
transversal.
It is easy to see that there exists a subsheaf of S whose stalk at x is (S⋔⋔0)x.
We denote this sheaf by S⋔⋔0.
Remark 12.12. It is easy to see that the above properties (1)(2) are indepen-
dent of the choice of the representative (Wx, ωx, {sǫx}) and of the orbifold chart
(Vx,Γx, Ex, φx, φ̂x) but depend only on Sx.
Lemma 12.13. In Situation 12.1, the set (S⋔⋔0)x is nonempty.
Proof. Let Vx = (Vx,Γx, Ex, φx, φ̂x) be an orbifold chart of (U, E) at x. We put
Ŵx = Ex and Wx is a sufficiently small Γx invariant neighborhood of 0 in Ŵx and
ωx is a Γx invariant differential form of compact support on Wx of degree dimWx
with
∫
ωx = 1. We define
sǫ(x, ξ) = s(x) + ǫξ. (12.6)
It is easy to see that (Wx, ωx, {sǫx | ǫ}) is a CF-perturbation on Vx. Moreover it is
easy to show that the projection (sǫ)−1(c)→ Vx is a submersion for any c. Lemma
12.13 follows. 
Lemma 12.14. Suppose we are in Situation 12.1.
(1) (S⋔⋔0)x ⊆ (S⋔)x.
(2) If f is a submersion at x, then, (S⋔⋔0)x ⊆ (Sf⋔)x.
(3) In Situation 12.2, we have (S⋔⋔0)x ⊆ (Sf⋔g)x.
This is immediate from the definition.
Corollary 12.15. Suppose we are in Situation 12.1.
(1) The stalk (S⋔0)x is nonempty for any x ∈ U .
(2) Suppose f is a submersion at x. Then, the stalk (Sf⋔)x is nonempty.
(3) In Situation 12.2, the stalk (Sf⋔g)x is nonempty.
This is an immediate consequence of Lemmata 12.13 and 12.14.
To prove Proposition 12.4 (2)(3)(4), we need one more result (Proposition 12.17
below.)
Situation 12.16. Suppose we are in Situation 12.5. We put R = {r0} ∪ R′ and
assume that for r ∈ R′ the section Sr ∈ S (Ur) is strongly transversal. 
Proposition 12.17. In Situation 12.16, the following holds for i = 1, 2, 3, 4.
If Sr0 has Property (i) below and Sr ∈ S⋔⋔0(Ur) for r ∈ R
′, then the sum
S =
∑
r∈R
χrSr
has the same property (i).
(1) Sr0 ∈ S⋔⋔0(Ur0).
(2) Sr0 ∈ S⋔0(Ur0).
(3) Sr0 ∈ Sf⋔(Ur0).
(4) We are in Situation 12.2 and Sr0 ∈ Sf⋔g(Ur0).
Proof. To prove Proposition 12.17 we rewrite the strong transversality as follows.
Let Sx = (Wx, ωx, {sǫx}) be a representative of a germ Sx which is defined on an
orbifold chart Vx = (Vx,Γx, Ex, φx, φ̂x) of (U, E).
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Lemma 12.18. Sx is strongly transversal if and only if the derivative
∇W(x,ξ)s
ǫ
x : TξWx → TcEx
in Wx direction is surjective for all ξ in the support of ωx. Here c = s
ǫ
x(ox, ξ).
Proof. We consider the following commutative diagram where all the horizontal
and vertical lines are exact.
0 0y y
Tox,ξ(s
ǫ
x)
−1(c) −−−−→ ToxVxy y
0 −−−−→ TξWx −−−−→ T(ox,ξ)(Vx ×Wx) −−−−→ ToxVx −−−−→ 0y y y
0 −−−−→ TcEx −−−−→ TcEx −−−−→ 0y
0
The required strong transversality is nothing but the surjectivity of the second hor-
izontal map : Tox,ξ(s
ǫ
x)
−1(c)→ ToxVx and the map ∇
W
(x,ξ)s
ǫ
x : TξWx → TcEx is the
second vertical map. The equivalence of the surjectivities of them is a consequence
of simple diagram chase. 
The next lemma is a half of the proof of Proposition 12.17.
Lemma 12.19. Suppose we are in Situation 12.16 and χr1(x) 6= 0 for some r1 ∈
R′. Then the germ Sx of S at x is strongly transversal.
Proof. A representative of Sx is (Wx, ωx, s
ǫ
x) where
sǫx(y, (ξr)r∈R(x)) = sx(y) +
∑
r∈R(x)
χr(ψx(y))g
−1
r,y (s
ǫ
r(ϕ˜rx(y), ξr)− sr(ϕ˜rx(y)). (12.7)
Here R(x) ⊆ R and r1 ∈ R(x). The derivative of sǫx in Wr1 direction is
χr1(ψx(y))g
−1
r1,y(∇
Wr1 sǫr1 |(ϕ˜rx(y),ξr1)). (12.8)
By Lemma 12.18 the derivative ∇Wr1 sǫr1 is surjective (to TcEx). Therefore (12.8)
is surjective. Therefore by Lemma 12.18 Sx is strongly transversal. 
Now we are ready to complete the proof of Proposition 12.17. By Lemma 12.19
the germ Sx has the property claimed in Proposition 12.17 unless χr(x) = 0 for all
r ∈ R′. We may also assume that sǫ(x, (ξr)r∈{r0}∪R(x)) = 0. We consider such a
point x. A representative of Sx is (Wx, ωx, s
ǫ
x) where
sǫx(y,(ξr)r∈{r0}∪R(x))
= sx(y) + χr0(ψx(y))g
−1
r0,y(s
ǫ
r0
(ϕ˜r0x(y), ξr)− sr(ϕ˜rx(y))
+
∑
r∈R(x)
χr(ψx(y))g
−1
r,y (s
ǫ
r(ϕ˜rx(y), ξr)− sr(ϕ˜rx(y)).
(12.9)
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Here R(x) ⊆ R′. We remark that χr0(x) = 1 and takes maximum there. (Note χr
is a smooth map to [0, 1].) Therefore the first derivative at x of χr0 is zero. In a
similar way we can show that the first derivatives at x of χr are all zero.
We also remark that sǫr0(x, ξr0) = 0. Therefore
T(x,ξr0)(s
ǫ
r0
)−1(0)×
∏
r∈R(x)
TξrWr ⊆ T(x,(ξr)r∈{r0}∪R(x))(s
ǫ
x)
−1(0). (12.10)
(12.10) implies that if Sr0 has Property (i) at x then S =
∑
r χrSr has the same
property (i) at x, where χr0(x) = 1.
This fact together with Lemmata 12.15 and 12.19 imply Proposition 12.17 . 
We are now in the position to complete the proof of Proposition 12.4 (2)(3)(4).
Let K ⊂ U be a closed subset and SK ∈ S (K). By definition there exists an open
neighborhood Ur0 of K such that SK is a restriction of Sr0 ∈ S (Ur0). We take an
index set R′ and an open covering
U = Ur0 ∪
⋃
r∈R′
Ur (12.11)
with the following properties.
(a) The covering (12.11) is locally finite.
(b) S⋔⋔0(Ur) 6= ∅ for r ∈ R′.
(c) K ∩ Ur = ∅ for r ∈ R′.
Existence of such covering is a consequence of paracompactness of U and Lemma
12.13.
Let Sr ∈ S⋔⋔0(Ur) and χr a partition of unity subordinate to the covering
(12.11). We put
S =
∑
r∈{r0}∪R′
χrSr.
Property (c) implies that S restricts to SK . We have thus proved the softness of
S .
To prove the softness of S⋔0, we may assume Sr0 ∈ S⋔0(Ur0). Then by Propo-
sition 12.17, S ∈ S⋔0(U).
The proof of softness of Sf⋔ and of Sf⋔g is the same. The proof of Proposition
12.4 is complete. 
Remark 12.20. The same argument also proves softness of S⋔⋔0.
12.2. Embedding of Kuranishi charts and extension of CF-perturbations.
In this subsection, we study the case of good coordinate system and in the next we
prove Theorem 7.49, and its relative version Proposition 7.57.
For that purpose we need to study other kinds of extension. Namely we will
study extension of a CF-perturbation defined on an embedded orbifold to its neigh-
borhood. (Then, by Proposition 12.4, we can extend a CF-perturbation defined on
this neighborhood.) We consider the following Situation 12.21.
Situation 12.21. Let Ui = (Ui, Ei, si, ψi) (i = 1, 2) be Kuranishi charts of X ,
Φ21 = (ϕ21, ϕ̂21) : U1 → U2 an embedding of Kuranishi charts and K a closed
subset of X such that K ⊂ ψ1(s
−1
1 (0)) ⊂ ψ2(s
−1
2 (0)).
Hereafter in this subsection, we regard K also as a subset of U1 or U2 via the
parameterizations ψ1, ψ2 respectively.
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Let f2 : U2 →M be a strongly smooth map and we put f1 = f2 ◦ ϕ21. 
We now consider the following commutative diagram.
ϕ⋆21S
U1⊲U2
♯ (U1)
iKU1−−−−→ ϕ⋆21S
U1⊲U2
♯ (K)
Φ∗21
y Φ∗21y
S U
1
♯ (U1)
iKU1−−−−→ S U
1
♯ (K)
(12.12)
Here ♯ stands for any of ⋔ 0, f ⋔, f ⋔ g, or ⋔⋔ 0. Recall Φ∗21 denotes the restriction
map and ϕ⋆21 stands for pullback sheaf. (See Definition 7.43 (4).)
Proposition 12.22. The following holds for ♯ =⋔ 0, f ⋔, f ⋔ g, or ⋔⋔ 0.
Let S1 ∈ S U
1
♯ (U1), S
2,K ∈ ϕ⋆21S
U1⊲U2
♯ (K) such that
iKU1(S
1) = Φ∗21(S
2,K). (12.13)
Then for any compact subset Z ⊂ U1 containing K, there exists S
2 ∈ ϕ⋆21S
U1⊲U2
♯ (Z)
such that
iKZ(S
2) = S2,K , Φ∗21(S
2) = S1. (12.14)
The proof occupies the rest of this subsection.
Proof. For the proof, we will use the notion of bundle extension data. To give its
definition, we first introduce the definition of a tubular neighborhood of an orbifold
embedding.
Definition 12.23. Let X → Y be an embedding of orbifolds, Z ⊂ X a compact
subset and U be an open neighborhood of K in Y . We say that π : U → X is
diffeomorphic to the projection of normal bundle if the following holds.
Let pr : NXY → X be the normal bundle. Then there exists a neighborhood
U ′ of Z ⊂ X ⊂ NXY and a diffeomorphism of orbifolds h : U ′ → U such that
π ◦ h = pr. We also require that h(x) = x for x in a neighborhood of Z in X .
Using this, we give the definition of a bundle extension datum.
Definition 12.24. Let U i (i = 1, 2) be Kuranishi charts and Φ21 : U1 → U2 be an
embedding of Kuranishi charts. Let Z ⊂ U1 be a compact subset.
A quadruple (π12, ϕ˜21,Ω12,Ω1) is called a bundle extension data of (Φ21, Z) if
(1) π12 : Ω12 → Ω1 is a continuous map, where Ω12 is a neighborhood of ϕ21(Z)
in U2 and Ω1 is a neighborhood of Z in U1.
(2) π12 is diffeomorphic to the projection of the normal bundle in a neighbor-
hood of Z in the sense of Definition 12.23.
(3) ϕ˜21 : π
∗
12E1 → E2 is an embedding of vector bundle. (See Definition 15.18.)
(4) The map
ϕ∗21π
∗
12E1 → ϕ
∗
21E1
that is induced from ϕ˜21 and ϕ21 coincides with the bundle map
ϕ̂21 : E1 → E2
which covers ϕ21.
Here π∗12E1 and ϕ
∗
12E1 denote the pullback bundles.
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Remark 12.25. Note here π12 is a map between orbifolds but is not an embedding.
So it violates our thesis that we consider only an embedding as a morphism of
orbifolds. This map however is identified with a restriction of the projection of
vector bundle so is also a map discussed in Section 15. We use this fact to define
the pullback π∗12E of the vector bundle E . (See Definition-Lemma 15.29.)
Lemma 12.26. Suppose we are in Situation 12.21. Then for any compact subset
Z of U1 there exists a bundle extension datum (π12, ϕ˜21,Ω12,Ω1).
Proof. Let Ω1 be a relatively compact open neighborhood of Z. Let π : NU1U2 →
U1 be the normal bundle. Then by taking a Riemannian metric and exponential
map, we can find an open neighborhood Ω˜12 of the zero section of NU1U2|Ω1 and
a diffeomorphism Ω˜12 → Ω12 onto an open neighborhood Ω12 of ϕ21(Ω1). (See
for example [FOOO14, Lemma 6.5].) Therefore we find π12 : Ω12 → U1 as the
composition of the diffeomorphism I12 : Ω12 ∼= Ω˜12 and the projection π : NU1U2 →
U1.
The diffeomorphism I12 is homotopic to the composition of π12 : Ω12 → Ω1
and ϕ′21 : Ω1 → Ω˜12. (Here ϕ
′
21 is the embedding as the zero section of vector
bundle.) Therefore E2|Ω12 is isomorphic to the pullback of E2 by I
−1
12 ◦ ϕ
′
21 ◦ π12.
(See Proposition 15.35.) Note I−112 ◦ϕ
′
21 ◦π12 = ϕ21 ◦π12. Thus (ϕ21 ◦π12)
∗E2 ∼= E2.
ϕ̂21 : E1 → E2 induces a bundle inclusion π∗12E1 → (ϕ21 ◦ π12)
∗E2. Therefore by
using isomorphism (ϕ21 ◦ π12)∗E2 ∼= E2 we obtain the required embedding: ϕ˜21 :
(π∗12E1)|Ω12 → (E2)|Ω12 .
We can take the homotopy I12 ∼ ϕ′21 ◦ π12 so that its composition with the
inclusion ϕ21|Ω1 : Ω1 → Ω12 ⊂ U2 is the trivial homotopy between ϕ21 : Ω1 → Ω˜12
and ϕ′21 ◦ π ◦ ϕ21 = ϕ21. We can use this fact to check Definition 12.24 (4). It is
easy to check Definition 12.24 (1)(2)(3). 
Let (π12, ϕ˜21,Ω12,Ω1) be a bundle extension datum as in Lemma 12.26 and
S1 ∈ S (Ω1). We will define S2 ∈ S (Ω12) which is compatible with S1 below.
Let x2 ∈ Ω12. We put x1 = π12(x2). Since π12 is diffeomorphic to a restriction
of a projection of a vector bundle we can find orbifold charts (Vi,Γi, φi) of xi in Ui
such that (Vi,Γi, φi), π12 have the following properties: (See Definition 15.17 (1).)
Property 12.27. (1) Γ1 = Γ2.
(2) V2 is identified with an open neighborhood of V1 × {0} in V1 × F where F
is a vector space, which is the fiber of the normal bundle NU1U2.
(3) Γ1 = Γ2 acts on V1 and has a linear action on F .
(4) The diagram
V1 × F oo ?
_

V2
φ2 //

Ω12
π12

V1 V1
φ1 // Ω1
(12.15)
commutes, where the first vertical arrow is the projection to the first factor.
For each given representative (W1, ω1, {sǫ1}) of S
1, we define sǫ2 : V2 ×W1 → E2
by
sǫ2(y, ξ) = s2(y) + ϕ˜21 (s
ǫ
1(π(y), ξ) − s1(π(y))) . (12.16)
Lemma 12.28. Define (W2, ω2, {sǫ2}) = (W1, ω1, {s
ǫ
2}). Then it is a CF-perturbation
of U2.
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Proof. The conditions (1),(2) and (4) of Definition 7.3 obviously hold by definition.
The C1 convergence, limǫ→0 s
ǫ
2 = s2, is a consequence of that of limǫ→0 s
ǫ
1 = s1.
If y ∈ V1×{0} then s2(y) = s1(y), the second term of the right hand side of (12.16)
is sǫ1(y, ξ) − s1(y). Therefore the right hand side of (12.16) coincides with s
ǫ
1(y, ξ)
on V1 × {0}. Definition 7.3 (3) holds. 
Lemma 12.29. The equivalence class of (W2, ω2, {sǫ2}) is independent of the choice
of the orbifold charts (Vi,Γi, φi) of xi in Ui satisfying (1)(2)(3)(4) above.
Proof. The proof is easy from definition and Lemma 15.25. 
We remark that the equivalence class of (W2, ω2, {sǫ2}) depends on the choice of
bundle extension datum.
Lemma 12.30. Suppose (W1, ω1, {sǫ1}) is equivalent to (W
′
1, ω
′
1, {s
ǫ′
1 }) in the sense
of Definition 7.5. We take and fix a bundle extension datum (π12, ϕ˜21,Ω12,Ω1).
We use it to define sǫ2 (resp. s
ǫ′
2 ) by formula (12.16) for (W1, ω1, {s
ǫ
1}) (resp. for
(W ′1, ω
′
1, {s
ǫ′
1 })) and obtain (W1, ω1, {s
ǫ
2}) (resp. (W
′
1, ω
′
1, {s
ǫ′
2 })).
Then (W1, ω1, {sǫ2}) is equivalent to (W
′
1, ω
′
1, {s
ǫ′
2 }).
Proof. It suffices to show the lemma in the case when (W1, ω1, {sǫ1}) is a projection
of (W ′1, ω
′
1, {s
ǫ′
1 }). Let Π : W
′
1 → W1 be the projection such that Π!(ω
′
1) = ω1 and
sǫ1(y,Π(ξ)) = s
ǫ′
1 (y, ξ). Then (12.16) implies s
ǫ
2(y,Π(ξ)) = s
ǫ′
2 (y, ξ). This implies
the lemma. 
We use these lemmata to prove Proposition 12.22 as follows.
Take a bundle extension datum (π12, ϕ˜21,Ω12,Ω1) as in Lemma 12.26.
We put O1 = Ω1, and denote O2 = Ω12 which is an open neighborhood of K in
U2 where S
2,K is defined on. We take open sets Oi1, O
i
2 ⊂ Ui (i = 1, 2) such that
K ⊂ Oi1 ⊂ O
i
1 ⊂ O
i
2 ⊂ O
i
2 ⊂ O
i (12.17)
and ϕ−121 (O
2
j ) = O
1
j . Put C = O
1
2 \O
1
1 .
Then we take a smooth function χ : U1 → [0, 1] such that
χ(p) =
®
1 on a neighborhood of O11 ,
0 on a neighborhood of U1 \O12 .
(12.18)
Now we are ready to define an extension S2 of S1. Let z ∈ O1. We will define
(S2)z ∈ Sϕ21(z) in the following three cases separately.
(Case 1): z ∈ O11 .
In this case, we set (S2)z to be a germ of S
2,K .
(Case 2): z ∈ O1 \O12 .
In this case, we use (π12, ϕ˜21,Ω12,Ω1) to extend S
1 to O2 by Formula (12.16).
We then obtain (S2)z.
(Case 3): z ∈ C.
We take a representative of the germ of S1 at z, which we denote by (V1z ,S
1
z ).
We put S1z = (W,ω, {s
ǫ
1}) and V
1
z = (V1, E1,Γ1, φ1, φ̂1). Then, by shrinking O
2 if
necessary, we may assume that the germ S2,Kz ∈ (S
U1⊲U2)ϕ21(z) is represented by
(V2z ,S
2,K
z ) such that
(1) V2z = (V2, E2,Γ2, φ2, φ̂2), where (Vi,Γi, φi), π12 have Property 12.27.
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(2) S2,Kz = (W,ω, {sǫ2,K}) where W and ω are the same as those appearing in
S1.
The map ϕ˜21, which is a part of bundle extension data, rise to a map
ϕ˘21,z : V2 × E1 → E2
which is Γ2 equivariant.
Now we define (S2)z ∈ Sϕ21(z) as (W,ω, {s
ǫ
2}) where
sǫ2(y, ξ) = s2(y) + χ([y])(s
ǫ
2,K(y, ξ)− s2(y))
+ (1 − χ([y]))ϕ˘21,z (y, s
ǫ
1(π(y), ξ)) − s1(π(y))) .
(12.19)
Here π : V2 → V1 is a restriction of the projection V1 × F → V1, which represents
the map π12, which is a part of bundle extension data. We denote by [y] ∈ V2/Γ2
the equivalence class of y which we identify with an element of U2 by an abuse of
notation.
Lemma 12.31. (1) (S2)z defined above is independent of the choices made in
the definition and depends only on (π, ϕ˜21), χ and S
2,K , S1.
(2) Moreover (S2)z for various z defines a section of S
2 of ϕ⋆21S .
(3) S2 is a section of ϕ⋆21S
U1⊲U2 and Φ∗21(S
2) = S1.
Proof. In Case 1, the well-defined-ness is obvious. In Case 2, the well-defined-ness
follows from Lemmata 12.29 and 12.30. To prove the well-defined-ness in Case 3, it
suffices to consider the case of projection, which follows immediately from (12.19).
We have thus proved Statement (1).
To prove Statement (2), it suffices to show the next two facts (a)(b).
(a) If z ∈ O11∩C then (S
2)z obtained by applying Case 1 is equivalent to (S
2)z
obtained by applying Case 3.
(b) If z ∈ (U ′1 \ O
1
2) ∩ C then (S
2)z obtained by applying Case 2 is equivalent
to (S2)z obtained by applying Case 3.
To prove (a) we remark that χ = 1 on a neighborhood of z. Therefore (12.19)
becomes
sǫ2(y, ξ) = s2(y) + (s
ǫ
2,K(y, ξ)− s2(y)) = s
ǫ
2,K(y, ξ),
as required.
To prove (b) we remark that χ = 0 on a neighborhood of z. Therefore (12.19)
becomes
s2,ǫz (y, (ξ
1, ξ2)) = s2(y) + ϕ˘21,z (y, s
ǫ
1(π(y), ξ)) − s1(π(y))) .
The right hand side coincides with (12.16), as required. 
By the way how we defined (S2)z in Case 1, it is easy to see that the restriction
of S2|U ′′
2
to U ′′2 ∩ O
2
1 is equivalent to the restriction of S
2,K on U ′′2 ∩ O
2
1 . This
implies the first formula of (12.14)
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The second formula of (12.14) follows from the way how we defined (S2)z in
Cases 2 and 3. In fact if y = ϕ21(x) then (12.19) becomes
sǫ2(y, ξ) = s2(y) + χ([x])(s
ǫ
2,K(ϕ21(x), ξ) − s2(y))
+ (1− χ([x]))ϕ˘21,z (ϕ21(x), s
ǫ
1(x, ξ)) − s1(x))
= s1(x) + χ([x])(s
ǫ
1(x, ξ)− s1(x))
+ (1− χ([x]))(ϕ˘21,z (s
ǫ
1(x, ξ)) − s1(x))
= sǫ1(x, ξ).
(12.20)
To complete the proof of Proposition 12.22, it remains to prove that if S1 ∈
S U
1
⋆ (U1), S
2,K ∈ (ϕ⋆21S
U1⊲U2
♯ )(K) then S
2 ∈ (ϕ⋆21S
U1⊲U2
♯ )(Z). This is actually
an immediate consequence of the fact that the condition for a section of S U
2
to be
a section of S U
2
♯ is an open condition. 
12.3. Construction of CF-perturbations on good coordinate system. In
this subsection we complete the proof of Theorem 7.49.
Proof of Theorem 7.49. We first discuss the absolute case. We will construct a CF-
perturbation on the Kuranishi charts Up by the upward induction on p ∈ P with
respect to the partial order of P. (We remark that during the construction of good
coordinate system we used downward induction on the partial order of P. So our
construction here goes the opposite direction from that of Section 11.)
We say a subset F ⊆ P a filter if p, q ∈ P, p ≥ q, p ∈ F imply q ∈ F. In this
article we regard ∅ as a filter. (This may be different from the usual convention.) Let
F ⊆ P be a filter. The main ingredient of the proof of Theorem 7.49 is Proposition
12.33 below, which we prove by an upward induction on #F. To state Proposition
12.33 we need several notations. For an arbitrary subset F ⊆ P we put
T(F,K) =
⋃
p∈F
ψp(s
−1
p (0) ∩ Kp). (12.21)
This is a compact subset of X . We next define a good coordinate system on a
neighborhood of T(F,K). We take K+ so that (K,K+) is a support pair of ÊU and
put
Y(F) =
⋃
p∈F
ψp(s
−1
p (0) ∩ IntK
+
p ). (12.22)
We consider the set of Kuranishi charts {Up|IntK+p | p ∈ F}. Together with the
restrictions of the coordinate changes of ÊU it defines a good coordinate system
of Y(F) on T(F,K). We denote this good coordinate system by ÊU(F,K+). Note
{Kp | p ∈ F} is a support system of ÊU(F,K+). We denote it by K(F).
Remark 12.32. The main difference between ÊU(F,K+) and ÊU lies on the fact that
for ÊU(F,K+) we take the Kuranishi charts Up with p ∈ F only.
We now prove the following proposition by an induction. This inductive proof is
the same as one we had written in [FOn, page 955 line 17-24] in a similar situation
of multivalued perturbation. Here we provide much more detail.
Proposition 12.33. For any filter F ⊆ P, there exists a CF-perturbation ÈSF of
(ÊU(F,K+),K(F)) on T(F,K). It satisfies the following properties.
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(1) ÈSF is transversal to 0.
(2) If Êf : (X,Z; ÊU)→M is a weakly submersive strongly smooth map, then ÈSF
can be taken so that Êf is strongly submersive with respect to ÈSF.
(3) If Êf : (X,Z; ÊU)→M is a strongly smooth map which is weakly transversal
to g : N → M , then ÈSF can be taken so that Êf is strongly transversal to g
with respect to ÈSF.
Proof. The proof is by induction of #F. If F = ∅, there is nothing to show.
Suppose Proposition 12.33 is proved for all F′ with #F′ < #F. We will prove
the case of F.
Let p0 be a maximal element of F. Then F− = F\{p0} is a filter. By the standing
induction hypothesis, there exists a CF-perturbation ÎSF− of (ÊU(F−,K+),K(F−))
on T(F−,K).
We will extend this CF-perturbation to a CF-perturbation ÈSF in two steps.
In the first step we use Proposition 12.22 to extend it to a CF-perturbation on
(ÊU(F,K+),K(F−)) of T(F−,K). We then obtain ÈSF in the second step.
Note the difference between ÊU(F−,K+) and ÊU(F,K+) is that an open subchart
of Up0 is included in the latter. So, the main integrant of the first step is defining
a CF-perturbation on Up0 in a neighborhood of T(F−,K). The second step uses
Proposition 12.4 to extend it to a Kuranishi neighborhood of T(F,K).
We remark that by definition there exists a GG-embeddingÏΦFF− : ÊU(F−,K+)→ ÊU(F,K+).
(We recall F = F− ∪ {p0}.) By induction hypothesis, we have a CF-perturbationÎSF− of (ÊU(F−,K+),K(F−)) on T(F−,K).
We consider an ideal I ⊆ F−. Namely I is a subset such that p ∈ I, q ∈ F− and
p ≤ q imply q ∈ I.
In the next lemma, we take a neighborhood Up0(I) of ψ
−1
p0 (T(I,K)) ∩ Kp0 in
K+p0 . Then we replace the Kuranishi neighborhood Up0 , which is a member of the
good coordinate systemÈUF, by Up0 |Up0 (I). We denote the resulting good coordinate
system by ÊU(F, I;K+). It is a good coordinate system of T(F−,K). (The difference
between ÊU(F, I;K+) and ÎUF− is that ÊU(F, I;K+) has one more Kuranishi chart
Up0 |Up0 (I) than
ÎUF− .)
We can define a GG embeddingÎUF− → ÊU(F, I;K+) so that the map induced on
the index set of the Kuranishi charts is an obvious embedding F− → F, which we
denote by Φ̂F−F;I.
Lemma 12.34. For any ideal I ⊆ F−, there exist Up0(I) and a CF-perturbationÈSF(I) of ( ÊU(F, I;K+),T(F−,K)) with the following properties.
(1) ÈSF(I), ÎSF− are compatible with the embedding Φ̂F−F;I.
(2) (a) If ÎSF− is transversal to 0 so is ÈSF(I).
(b) If Êf is strongly submersive with respect to ÎSF− and Êf is weakly sub-
mersive then Êf is strongly submersive with respect to ÈSF(I).
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(c) If Êf is strongly transversal to g : N → M with respect to ÎSF− and Êf
is weakly transversal to g : N → M then Êf is strongly transversal to
g : N →M with respect to ÈSF(I).
Proof. Recall I ⊆ F− = F\{p0}. The proof is by an upward induction over #I. For
I = ∅, we put Up0(∅) = ∅. Then ÊU(F, ∅;K+) = ÊU(F−;K+). We put ÈSF(∅) =ÎSF− .
It is easy to see that it has the required properties.
We assume that the lemma is proved for I′ with #I′ < #I and will prove the
case of I.
Let p1 be a minimal element of I and denote I− = I \ {p1}. Then I− is an
ideal. We use the induction hypothesis to obtain ÈSF(I−) where ÈSF(I−) is a CF-
perturbation of (ÊU(F, I−;K+),T(F−,K)).
We apply Proposition 12.22 by putting:
S2,K = (ÈSF(J−))p0 , S1 = (ÎSF−)p1 ,
U1 = Up1 , U2 = Up0 , K = T(I−,K).
(12.23)
We denote by (ÈSF(J−))p0 a CF-perturbation induced by ÈSF(J−) on an open sub-
chart Up0 |Up0(I−) of Up0 . The definition of (
ÎSF−)p1 is similar.
We now apply Proposition 12.22 to obtain Up0(I) and a CF-perturbation (
ÈSF(J))p0
of an open subchart Up0 |Up0 (I) of Up0 .
Among the CF-perturbations on Kuranishi charts consisting ÈSF(J), we replace
(ÈSF(J−))p0 by (ÈSF(J))p0 and obtain a required CF-perturbation ÈSF(I). 
We have thus completed Step 1 of the proof of Proposition 12.33.
We take the case I = F− of Lemma 12.34. Then we have ÈSF(F−) which include
(ÈSF(F−))p0 such that:
(1) (ÈSF(F−))p0 is a CF-perturbation of Up0 on T(F−,K).
(2) ÈSF(F−),ÎSF− are compatible with the embedding’ΦFF− on a neighborhood
of T(F−,K).
We now apply Proposition 12.4 to Up0 and find that
F♯(V )→ F♯(K) (12.24)
is surjective. Here ♯ is one of ⋔ 0, f ⋔, f ⋔ g. We put
K = T(F−,K), V = an open neighborhood of Kp0 . (12.25)
Therefore we can extend (ÈSF(F−))p0 to a CF perturbation (ÈSF(F))p0 on a Kuran-
ishi neighborhood of T(F,K) that is an open subchart of Up0 .
Replacing (ÈSF(F−))p0 in ÈSF(F−) by this extension we obtain ÈSF.
The proof of Proposition 12.33 is complete. 
Theorem 7.49 is the case of Proposition 12.33 when F = P. 
Proof of Proposition 7.57. Proposition 7.57 is a relative version of Theorem 7.49
and the proof is mostly the same. We use the symbol Z(i) in place of Zi during the
proof of Proposition 7.57 (since we used Z for other objects in this section already).
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We replace (12.21) by T(F,K;Z(1)) = T(F,K)∪Z(1) and (12.22) byY(F)∪Z(1) =
Y(F;Z(1)). We have a good coordinate system ÊU(F,K+)∪ÏUZ(1) onY(F;Z(1)), which
we denote by ÊU(F,K+;Z(1)). We take a support system KZ(1) ofÏUZ(1) . Together
with K(F) it gives a support system of T(F,K;Z(1)), which we denote by K(F;Z(1)).
Proposition 12.33 is replaced by the following:
(*) There exists a CF-perturbationÓ SF,Z(1) of ( ÊU(F,K+;Z(1)),K(F;Z(1))) on
T(F,K;Z(1)). The same properties as (1)(2)(3) of Proposition 12.33 are
satisfied.
Moreover the CF-perturbationÓ SF,Z(1) coincides with a restriction ofÈS1
(given as a part of assumption) on the charts ofÎU (1).
We prove (*) by the same induction as the proof of Proposition 12.33. Namely we
prove:
(**) There exists a CF-perturbationÓ SF,Z(1)(I) of (ÊU(F, I;K+;Z(1)),K(F;Z(1)))
on T(I,K;Z(1)) with the following properties.
(a) Ó SF,Z(1)(I), Ô SF−,Z(1) are compatible with the embedding¤ ΦFF−;I;Z(1)
on a neighborhood of T(I,K;Z(1)).
(b) The same properties as (1)(2)(3) of Proposition 12.33 are satisfied.
Here we take Up0(I) and define ÊU(F, I;K+;Z(1)) in the same way as ÊU(F, I;K+).
The embedding¤ ΦFF−;I;Z(1) is obtained from’ΦFF− by using the identity embedding
for the charts inÏUZ(1) .
The proof of (**) is by the same induction as the proof of Lemma 12.34, where
we replace (12.23) by
S2,K = (Ó SF,Z(1)(J−))p0 , S1 = (Ô SF−,Z(1))p1 ,
U1 = Up1 , U2 = Up0 , K = T(I−,K;Z(1)).
Using (**) we can prove (*) in the same way as the last step in the proof of Theorem
7.49. The proof of Proposition 7.57 is complete. 
13. Construction of multisections
In Sections 13 we discuss the multivalued perturbation, especially its existence
result, Theorem 6.37. This result will be used in Section 14. One of the advantages
using multivalued perturbations is it enables us to work with Q coefficients. In the
construction based on de Rham theory we can work only with R or C. For many
applications, it is enough to work with coefficients R or C. For these cases, we do
not need to use the results of Sections 13 and 14.
13.1. Construction of multisection on a single chart. The proof of Theorem
6.37 is similar to the proof of Theorem 7.49.
We begin with proving a version of Proposition 12.4 (2)(4). (We remark that
the multisection version of Proposition 12.4 (3) does not seem to exist.)
Proposition 13.1. In Situation 12.1, let K ⊂ U be a compact subset and ËsK =
{snK} a multivalued perturbation of U on a neighborhood of K transversal to 0.
Let Ω ⊂ U be an relatively compact open subset such that K ⊆ Ω.
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(1) There exists a multivalued perturbation Ês = {Ásn} of U on Ω such that Ês is
transversal to 0 and is equal to ËsK on a neighborhood of K.
(2) Suppose we are in Situation 12.2. Then we may choose Ês so that f is
strongly transversal to g with respect to Ásn for sufficiently large n. (See
Definition 6.35.)
Proof. We use Lemma 12.13 to obtain {Vr|r ∈ R} and {Sr|r ∈ R} with the follow-
ing properties. Let U0 be an open neighborhood of K which we will fix later.
Property 13.2. (1) Vr = (Vr,Γr, Er, φr, φ̂r) is an orbifold chart of U . We put
Ur = Im(φr) and assume Ur ∩K = ∅.
(2)
U0 ∪
⋃
r∈R
Ur (13.1)
is an open covering of Ω.
(3) Sr = (Wr, ωr, {sǫr}) is a CF-perturbation of U on Vr. (Definition 7.6.)
(4) Sr is strongly transversal. (Definition 12.11.)
We may assume that the given Γr action onWr is effective, by replacingWr with
the productWr×W ′ if necessary, whereW ′ is a faithful representation of the finite
group Γr. Then we define s
ǫ
r to be the pull-back of a multisection defined on Wr
by the projection Wr ×W ′ →Wr and define our ωr on Wr ×W ′ to be the product
form of a smooth Γr invariant top degree form of compact support on W
′ and the
given smooth top degree form on Wr.
For each r we take an open subset W 0r of Wr such that
γW 0r ∩W
0
r = ∅, (13.2)
if γ ∈ Γr \ {1} (we use effectivity of Γr action here) and put
W0 =
∏
r∈R
W 0r . (13.3)
For each x ∈ K we take a representative of snK in an orbifold chart Vx at x and
denote it by (snx,1, . . . , s
n
x,ℓ(x)). We take a finite number of points x1, . . . , xk of K so
that
⋃k
a=1 Uxa ⊃ K and the sections s
n
x,k are transversal to 0 on
⋃k
a=1 Uxa which is
possible by the openness of transversality condition. We put Va = Vxa , Ua = Uxa,
U0a = U
0
xa , and (s
a,n
1 , . . . , s
a,n
ℓa
) = (snxa,1, . . . , s
n
xa,ℓ(xa)
). Then we define
U(K) =
k⋃
a=1
Ua. (13.4)
We also take a relatively compact subset U0a of Ua for each a such that
U0(K) =
k⋃
a=1
U0a ⊃ K. (13.5)
We then fix an open neighborhood U0 of K to be U0 = U0(K) .
Let {χ0} ∪ {χr | r ∈ R} be a set of strongly smooth functions χ∗ : Ω+ → [0, 1]
satisfying the following properties.
Property 13.3. (1) The support of χ0 is contained in U0. The support of χr
is contained in Ur.
(2) χ0 +
∑
r∈R χr ≡ 1 on Ω.
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For each x ∈ Ω we take Ux with the following properties.
Property 13.4. (1) If x ∈ U0 = U0(K) then Ux ⊂ U0(K).
(2) If x ∈ Ur for r ∈ R, then Ux ⊂ Ur. Moreover there exists (hrx, ϕ˜rx, ϕ˘rx) as
in Property 7.38.
(3) If x /∈ Ur then Ux ∩ Supp(χr) = ∅.
(4) If x ∈ U(K) then Ux ⊂ Ua for some a ∈ {1, . . . , k}. Moreover there exists
(hax, ϕ˜ax, ϕ˘ax) : Vx → Va as in Property 7.38.
For each ~ξ = (ξr)r∈R ∈W0 and n ∈ Z≥0 we will define a multivalued perturbation
{sn,
~ξ
x } on Vx as follows.
(Case 1) x ∈ U0 = U0(K) then Ux ⊂ U0(K).
Then Ux ⊂ U0(K). We take a ∈ {1, . . . , k} such that x ∈ U0a . By Property
13.4 (4) we can pullback (sa,n1 , . . . , s
a,n
ℓa
) to Vx. This pullback is our s
n,~ξ
x . (This is
independent of ~ξ.)
(Case 2) x ∈ U(K) \ U0(K).
We take a ∈ {1, . . . k} such that Ux ⊂ Ua. By Property 13.4 (4) we have
(hax, ϕ˜ax, ϕ˘ax). We put
R(x) = {r ∈ R | x ∈ Supp(χr)}. (13.6)
We take (hrx, ϕ˜rx, ϕ˘rx) as in Property 13.4 (3) for each r ∈ R(x). We put
I = {1, . . . , ℓa} ×
∏
r∈R(x)
Γr.
We define sn,
~ξ
x,i : Vx → Ex for each i ∈ I by Formula (13.7) below. We take a
sequence ǫn > 0 with limn→∞ ǫn = 0 and fix it throughout the proof. (For example
we may take ǫn = 1/n.) We put i = (j, (γr)).
s
n,~ξ
x,i (y) = sx(y) + χ0([y])g
−1
a,y(s
n
a,j(ϕ˜ax(y))− sa(ϕ˜ax(y)))
+
∑
r∈R(x)
χr([y])g
−1
r,y (s
ǫn
r (ϕ˜rx(y), γ
−1
r ξr)− sr(ϕ˜rx(y))
(13.7)
Explanation of the notations in Formula (13.7) is in order. sa : Va → Ea is the
representative of the Kuranishi map, ga,y : Ea → Ex is defined by ϕ˘ax(y, η) =
ga,y(η), sr : Vr → Er is the representative of the Kuranishi map, gr,y : Er → Ex is
defined by ϕ˘rx(y, η) = gr,y(η). [y] ∈ Va/Γa is the equivalence class of y, which we
regard as an element of U .
(Case 3) x ∈ U \ U(K).
We define R(x) by (13.6). We take (hrx, ϕ˜rx, ϕ˘rx) as in Property 13.4 (3) for
each x ∈ R(x). We put
I =
∏
r∈R(z)
Γr.
We define sn,
~ξ
x,i : Vx → Ex for each i = (γτ )τ∈R(x) ∈ I by the following formula.
s
n,~ξ
x,i (y) = sx(y) +
∑
r∈R(x)
χr([y])g
−1
r,y (s
ǫn
r (ϕ˜rx(y), γ
−1
r ξr)− sr(ϕ˜rx(y)). (13.8)
Here the notations are the same as (13.7).
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Lemma 13.5. (sn,
~ξ
x,i )i∈I defines a multisection on Vx. Moreover it satisfies the
following properties.
(1) In Case 1, it is independent of the choice of a and (hax, ϕ˜ax, ϕ˘ax).
(2) In Case 2, it is independent of the choice of (hrz, ϕ˜rx, ϕ˘rx), and a, (hax, ϕ˜ax, ϕ˘ax).
(3) In Case 3, it is independent of the choice of (hrx, ϕ˜rx, ϕ˘rx).
(4) The restriction of (sn,
~ξ
x,i )i∈I to Ux∩Ux′ is equivalent to restriction of (s
n,~ξ
x′,i)i∈I
to Ux ∩ Ux′ .
Proof. In Cases 2 and 3 we will show that (sǫ,
~ξ
x,i(y))i∈I is a permutation of (γs
n,~ξ
x,i (γ
−1y))i∈I
for γ ∈ Γx. We calculate
γg−1
r,γ−1y(ξr) = γϕ˜rx(γ
−1y, ξ) = ϕ˜rx(y, γξ) = g
−1
r,y (γξr). (13.9)
This implies that the third term of (13.7) and the second term of (13.8) is invariant
under γ action modulo permutation of the indices in I. The second term of (13.7)
is invariant under γ action modulo permutation of 1, . . . , a since (sna,1, . . . , s
n
a,ℓa
) is
a multisection. We have thus proved that (sn,
~ξ
x,i )i∈I is a multisection. (In Case 1
this fact is obvious.)
Statement (1) is a consequence of the definition of multivalued perturbation,
that is the well-defined-ness of sK .
To prove Statement (2), we observe that different choices of (hrx, ϕ˜rx, ϕ˘rx) are
related one another by the action of γ ∈ Γr. (Lemma 15.27.) Then using (13.9) we
can show that the third term of (13.7) changes by the permutation of γr. The first
and the second terms of (13.7) do not change.
By changing (hax, ϕ˜ax, ϕ˘ax) the second term of (13.7) changes by the permuta-
tion of j and the third term of (13.7) does not change.
The proof of (3) is easier.
To prove (4) it suffices to consider the case Ux′ ⊂ Ux. If Case 1 is applied
to both x and x′ it is a consequence of the well-defined-ness of the restriction of
multisection.
If Case 3 is applied to both, then R(x′) ⊂ R(x). In this case the right hand side
of (13.8) is independent of Γr factor for r /∈ R(x′) on Uz′ . Therefore the restriction
of (sn,
~ξ
x,i )i∈I to Ux ∩ Ux′ is a permutation of the
∏
r∈R(z′)\R(z)#Γr iteration of the
restriction of (sǫ,
~ξ
x′,i)i∈I to Uz ∩ Ux′ .
When Case 2 is applied to both we can prove (4) by combining the above those
two cases.
What remains to prove is the case where the Case 2 is applied to x and Case
1 or Case 3 is applied to x′. If Case 1 is applied to x′ then χ0 becomes 1 on
Ux′ . Therefore the required equivalence follows from the well-defined-ness of the
restriction of the multisection. If Case 3 is applied to x′ then χ0 becomes 0 on Ux′ .
Therefore the second term of (13.7) vanishes. So the restriction of (sn,
~ξ
x,i )i∈I to Ux′
is a permutation of the ℓa
∏
r∈R(x′)\R(x)#Γr iteration of the restriction of (s
n,~ξ
x′,i)i∈I
to Ux′ . 
Lemma 13.6. For each sufficiently large n, the set of ~ξ such that (sn,
~ξ
x,i )i∈I is
transversal to 0 for all x ∈ Ω is open and dense in W0.
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If we are in Situation 12.2 in addition, then the set of ~ξ such that f is strongly
transversal to g with respect to (sn,
~ξ
x,i )i∈I is dense in W0.
Proof. It suffices to show the conclusion on a neighborhood Ux of each fixed x ∈ Ω,
since we can cover Ω by countably many such Ux’s.
In Case 1 this follows from the assumption that sK is transversal to 0.
In Case 2 the set
{(y, ~ξ) | sn,
~ξ
x,i (y) = 0}
is a smooth submanifold of Vx×W0. Therefore we can prove the lemma by applying
Sard’s theorem to its projection to W0. (We use (13.2) here.)
We consider Case 3. Suppose χ0([x]) 6= 1. Then we can shrink the domain Ux
if necessary and assume χr([y]) 6= 0 on Ux. Then by the same argument as Case 2
we can show the required transversality for the dense of of ξr.
Suppose χ0([x]) = 1. Then all the functions χr together with its first derivative
is small in a neighborhood of x. Moreover the first derivative of χ0 is small in a
neighborhood of x. We also remark that sK is transversal to 0 at x. Therefore by
using the openness of transversality, we can shrink the neighborhood Ux so that
(sn,
~ξ
x,i )∈I reminds to be transversal to 0 on Ux for any ξ contained in a compact
subset of W0.
The proof of the second half is similar. In Case 2 above we consider the set
{(y, ~ξ, z) ∈ Vx ×W ×N | s
n,~ξ
x,i (y) = 0, f(y) = g(z)}.
This is a smooth submanifold of Vx × W × N . Therefore we have the required
transversality result in this case by applying Sard’s theorem to the projection to
W from this manifold. The rest of the proof is entirely the same. 
The proof of Proposition 13.1 is complete. 
13.2. Compatible system of bundle extension data. There is one nasty point
in proving a multisection version of Proposition 13.1. (See Subsection 13.5.) To
go around it, we will take the bundle extension data for each coordinate change
of the good coordinate system so that they are compatible to one another. This
is closely related to the idea of compatible system of tubular neighborhoods by
Mather. However in our case its construction is rather easy.
In this section, when we consider a bundle extension datum (π12, ϕ˜12,Ω12,Ω1)
of (Φ,K), we sometimes shrink Ω12,Ω1 and restrict (π12, ϕ˜21) thereto respectively.
It will be a bundle extension datum if Ω12, Ω1 still remain to be neighborhoods of
ϕ21(K), K respectively. So we sometimes say (π12, ϕ˜21) is a bundle extension data
without specifying Ω12,Ω1.
Definition 13.7. Let ÊU be a good coordinate system and K a support system.
We call ({πqp}, {ϕ˜pq}, {Ωqp}, {Ωp}) a system of bundle extension data of ( ÊU ,K)
if they have the following properties. (Here r ≤ q ≤ p are elements of P.)
(1) (πqp, ϕ˜pq,Ωqp,Ωp) is a bundle extension datum of (Φpq,Kpq), where Kpq =
ϕ−1pq (Kp) ∩ Kq.
(2) πrq ◦πqp = πrp on a neighborhood of ϕ−1qr (ϕ
−1
pq (Kp))∩ϕ
−1
qr (Kq)∩ϕ
−1
pr (Kp)∩
Kr.
(3) ϕ˜pq ◦ ϕ˜qr = ϕ˜pr on a neighborhood of ϕ−1qr (ϕ
−1
pq (Kp))∩ϕ
−1
qr (Kq)∩ϕ
−1
pr (Kp)∩
Kr.
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The precise meaning of equality in Condition (3) is as follows. We pull back
ϕ˜qr : π
∗
rqEr → Eq by πqp and obtain π
∗
qpϕ˜qr : π
∗
rpEr → π
∗
qpEq. We compose it with
ϕ˜pq : π
∗
qpEq → Ep and obtain a map : π
∗
rpEr → Ep. We denote it by ϕ˜pq ◦ ϕ˜qr.
Condition (3) requires that this map coincides with ϕ˜pr.
During the discussion of this section, we shrink , {Ωqp}, {Ωp} several times and
restrict πqp, ϕ˜pq thereto. We call ({πqp}, {ϕ˜pq}) a compatible system of bundle
extension data sometimes, in case we do not need to specify the domain.
Lemma 13.8. If πrq, πqp are diffeomorphic to the projections of normal bundles,
then the composition πrq ◦πqp is diffeomorphic to the projections of normal bundle.
The proof is easy and is omitted.
Proposition 13.9. For any pair (ÊU ,K) there exists a system of bundle extension
data associated thereto.
Proof. We first construct {πqp}.
Lemma 13.10. Let K be a support system of ÊU . Then there exists Ωqp for p > q,
Ωp and πqp with the following properties.
(1) Ωqp is a neighborhood of ϕpq(Kq ∩ Upq) ∩ Kp in Up.
(2) Ωp is a neighborhood of Kp in Up.
(3) πqp : Ωqp → Ωq is a continuous map which is diffeomorphic to the restric-
tion of a projection of a vector bundle to a neighborhood of 0 section. (See
Definition 12.23.)
(4) πqp ◦ ϕpq = id on a neighborhood of ϕ
−1
pq (Kp) ∩ Kq.
(5) πrq◦πqp = πrp on a neighborhood of ϕ−1qr (ϕ
−1
pq (Kp))∩ϕ
−1
qr (Kq)∩ϕ
−1
pr (Kp)∩Kr.
Proof. The proof is by induction on the number differ(p, q), which we define now.
Definition 13.11. For p, q ∈ P with q < p we put
differ(p, q) = max{n | ∃r1, . . . , rn ∈ P, q = r1 < · · · < rn = p}.
We will prove the following statement by induction on n.
(*) The conclusion of Lemma 13.10 holds for p, q with differ(p, q) ≤ n.
Note we will shrink Ωqp, Ωp several times during the proof and restrict πqp to the
shrinked domain. We however use the same symbol for the shrinked open sets and
retraction on it.
If n = 0 there is nothing to prove. Next assuming (*) holds for all p, q with
differ(p, q) < n, we will prove the case of pair (p, q) with differ(p, q) = n. Let
p, q ∈ P with p > q and differ(p, q) = n.
For r ∈ P with p > r > q we take a neighborhood Ωqrp of
ϕ−1rq (ϕ
−1
pr (Kp)) ∩ ϕ
−1
rq (Kr) ∩ ϕ
−1
pq (Kp) ∩ Kq.
The composition πqr ◦ πrp is defined there.
Sublemma 13.12. We may take Ωqrp such that
πqr ◦ πrp = πqr′ ◦ πr′p
holds on Ωqrp ∩ Ωqr′p.
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Proof. By Definition 3.14 (5), we may shrink Ωqrp so that Ωqrp ∩Ωqr′p 6= ∅ implies
either r < r′ or r′ > r. We may assume r < r′ without loss of generality. Then, by
the induction hypothesis, we have
πqr ◦ πrp = πqr′ ◦ πr′r ◦ πrp = πqr′ ◦ πr′p
on a neighborhood of
ϕ−1rq (ϕ
−1
pr (Kp)) ∩ ϕ
−1
rq (Kr) ∩ ϕ
−1
pq (Kp) ∩Kq
∩ ϕ−1r′q(ϕ
−1
pr′(Kp)) ∩ ϕ
−1
r′q(Kr′) ∩ ϕ
−1
pq (Kp) ∩Kq.
because
differ(r, q), differ(p, r), differ(p, r′), differ(r′, r), differ(r′, q), differ(p, r′) < n.
The sublemma follows easily. 
Thus we can define πqp to be πqr ◦ πrp on a neighborhood of
ϕ−1pq (Kp) ∩Kq ∩
⋃
r
ϕ−1rq (ϕ
−1
pr (Kp)) ∩ ϕ
−1
rq (Kr) (13.10)
which will then satisfy the required properties. Then by shrinking the neighborhood
of (13.10) a bit, we can use Proposition 15.49 to extend it to a neighborhood of
ϕ−1pq (Kp) ∩ Kq. Thus Lemma 13.10 is proved by induction on n. 
Remark 13.13. The proof of this lemma is easier than the proof of existence of
system of normal bundles of Mather since in our case stratification is locally linear
ordered by Definition 3.14 (5).
Lemma 13.14. Let ({Ωqp}, {Ωp}, {πqp}) be as in Lemma 13.10. Then by shrinking
Ωqp and Ωp if necessary, there exists ϕ˜pq such that ({πqp}, {ϕ˜pq}, {Ωqp}, {Ωp})
becomes a system of bundle extension data of (ÊU ,K).
Proof. We can prove Lemma 13.14 by the same induction as Lemma 13.10. 
The proof of Proposition 13.9 is complete. 
Definition 13.15. In the situation of Definition 12.24, let s1 (resp. s2) be mutli-
sections of U1 (resp. U2) defined on a neighborhood of K (resp. ϕ21(K)).
We say that s1 and s2 are compatible with the bundle extension data (π12, ϕ˜21)
if s1 and s2 are represented both by ℓ multisection and there exists a permutation
σ : {1, . . . , ℓ} → {1, . . . , ℓ} such that
(y, s2,i(y)) = ϕ˜21(y, s1,σ(i)(π12(y))), (13.11)
holds if y is in a neighborhood of ϕ21(K) in U2. Here σ depends on π12(y).
Remark 13.16. The equality (13.11) implies that s1 and s2 are compatible with
the embedding Φ21 automatically.
Definition 13.17. In the situation of Definition 13.7, let s = {snp} be a multivalued
perturbation of (ÊU ,K).
We say that s is compatible with the compatible system of bundle extension data
({πqp}, {ϕ˜pq}) if for each p > q and n ∈ Z≥0, the pair snp , s
n
q is compatible with
(πqp, ϕ˜pq) in the sense of Definition 13.15.
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13.3. Embedding of Kuranishi charts and extension of multisections. We
now consider the following situation.
Situation 13.18. In the situation of Definition 13.15, let K ⊂ X be a compact
subset contained in a relatively compact open subset W ⊂ X , {snK,2} a mutivalued
perturbations of U2 on a neighborhood of K, and {sn1} a mutivalued perturbations
of U1 on a neighborhood of W .
We assume that {snK,2} and a restriction of {s
n
1} to a neighborhood ofK are com-
patible with Φ21 and also compatible with the restriction of the bundle extension
data (π12, ϕ˜21) to a neighborhood of K. 
Proposition 13.19. In Situation 13.18 there exists a multivalued perturbation {sn2}
of U2 on a neighborhood of W such that
(1) The restriction of {sn2} to a neighborhood of K coincides with {s
n
K,2} .
(2) {snK,2} , {s
n
1} are compatible with Φ21 on a neighborhood of K. Moreover
they are compatible with the bundle extension data (π12, ϕ˜21) in a neighbor-
hood of W .
(3) If {sK,2n }, {s
n
1} are transversal to 0 for sufficiently large n in addition then
sn2 can be chosen to be transversal to 0 for sufficiently large n.
(4) Suppose that g : N → M is a smooth map between manifolds and f1 is
strongly transversal to g with respect to sn1 for sufficiently large n. Then we
may choose sn2 such that f2 is strongly transversal to g with respect to s
n
2
for sufficiently large n.
Proof. We define s2,i(π12(y)) by
(y, s2,i(y)) = ϕ˜21(y, s1,i(π12(y))), (13.12)
(Note this is Formula (13.11) except we take σ to be the identity.) Statements (1)
and (2) are obvious. We can shrink the neighborhood of W so that statements (3)
and (4) hold. 
Remark 13.20. The proof of Proposition 13.19 is much simpler than that of
Proposition 12.22. In fact in the proof of Proposition 12.22 we use a bump function
to glue two CF-perturbations. Here Property (2) is automatic without using bump
function since we assumed {snK,2} is compatible with bundle extension data.
We need a few more definitions:
Definition 13.21. Let Φ̂ = ({Φp}, i) : ÊU → ÈU+ be an embedding of good coor-
dinate systems K, K+ be their support systems such that ϕp(Kp) ⊂ K
+
i(p). Let
Ξ = ({πqp}, {ϕ˜pq}, {Ωqp}, {Ωp}) and Ξ
+ = ({π+qp}, {ϕ˜
+
pq}, {Ω
+
qp}, {Ω
+
p }) be systems
of bundle extension data of (ÊU ,K) and (ÈU+,K+) respectively.
A bundle extension datum of (Φ̂,K,Ξ,Ξ+) consists of the objects {(ϕ˜p, πp)} that
satisfy the following properties:
(1) For each p ∈ P we have a bundle extension datum (ϕ˜p, πp) of the embedding
Φp on Kp.
(2) If q < p, then
(a) πqp◦πi(p) = πq◦π
+
i(q)i(p) on a neighborhood of (ϕ
+
i(p)i(q)◦ϕq)(ϕ
−1
pq (Kp)∩
Kq).
(b) ϕ˜p ◦ ϕ˜pq = ϕ˜
+
i(p)i(q) ◦ ϕ˜q on a neighborhood of ϕ
−1
pq (Kp) ∩ Kq.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 163
Here (πqp, ϕ˜pq) is a part of the bundle extension datum of ( ÊU ,K) and
(π+
i(q)i(p), ϕ˜
+
i(p)i(q)) is a part of the bundle extension datum of (
ÈU+,K+).
(See Diagram 3.5.)
Definition 13.22. In the situation of Definition 13.21, let Ês (resp. Ës+) be a multi-
valued perturbation of ( ÊU ,K) (resp. (ÈU+,K+)), such that Ês (resp. Ës+) is compatible
with the bundle extension data Ξ (resp. Ξ+).
We say that Ês, Ës+ are compatible with Φ̂, {(ϕ˜p, πp)} if for each p, the pair sp,
s+
i(p) are compatible with (ϕ˜p, πp) in the sense of Definition 13.15.
Proof of Propositions 6.37. We will work out the induction scheme of the proof
of Proposition 7.49 for a multivalued perturbation compatible with the system of
bundle extension data as produced in Proposition 13.9. The detail is now in order.
We write the bundle extension data we use by Ξ. We use the notations in the
proof of Proposition 7.49. We replace Proposition 12.33 by the following.
Proposition 13.23. There exists a multivalued of perturbations ÁsF of (ÊU(F,K+),K(F))
on T(F,K) with the following properties.
(1) ÁsF is compatible with the bundle extension data which is a restriction of Ξ
to (ÊU(F,K+),K(F)).
(2) ÁsF is transversal to 0.
(3) If Êf : (X,Z; ÊU) → M is weakly transversal to g : N → M , then we may
take ÁsF so that the restriction of Êf is strongly transversal to g with respect
to ÁsF.
Proof. To prove Proposition 13.23 we replace Lemma 12.34 by the following. (We
use the notation of Lemma 12.34.)
Lemma 13.24. For any ideal I ⊆ F−, there exist an open neighborhood Up0(I) of
ψ−1p0 (T(I,K))∩Kp0 in Up0 and a multivalued perturbation
ÁsF(I) of (ÊU(F,K+),K(F))
on T(I,K) with the following properties.
(1) ÁsF(I) is compatible with the system of the bundle extension data obtained
by restricting Ξ.
(2) ÁsF(I),ÍsF− are compatible with the embedding Φ̂FF−;I and its bundle exten-
sion data in the sense of Definition 13.22.
(3) ÁsF(I) is transversal to 0.
(4) If Êf : (X, ÊU)→M is weakly transversal to g : N →M then we can chooseÁsF(I) such that the restriction of Êf is strongly transversal to g with respect
to it.
We remark that the embedding Φ̂FF−;I is obtained by restricting the coordinate
change of ÊU . Therefore Ξ induces a bundle extension datum of each embedding
of the Kuranishi charts which makes up Φ̂FF−;I. The compatibility condition for
Φ̂FF−;I, Definition 13.21 (2), is a consequence of the compatibility condition for Ξ,
Definition 13.7. We thus obtain a bundle extension data of embedding Φ̂FF−;I that
we mentioned in Item (2).
Proof of Lemma 13.24. The proof is the same as the proof of Proposition 12.34.
Namely we replace Proposition 12.22 by Proposition 13.19. 
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We are now ready to complete the proof of Proposition 13.23. In the proof
of Proposition 12.33 we replace Lemma 12.34 by Lemma 13.24. We also replace
Proposition 12.4 by Proposition 13.1. This proves Proposition 13.23. 
Theorem 6.37 follows from Proposition 13.23. 
13.4. Relative version of the existence of multisection. We next prove a
relative version of Theorem 6.37. We need a relative version of Proposition 13.9.
Situation 13.25. (1) LetÏUZ(1) be a good coordinate system of X and Z(1) ⊂
X is a compact subset. Let KZ(1) be a support system ofÏUZ(1) in the sense
of Definition 7.54 (1).
(2) Let ÊU be a good coordinate system of Z(2) ⊂ X with Z(1) ⊂ IntZ(2) and
supposeÏUZ(1) strictly extends to ÊU in the sense of Definition 7.50 (4). Let
K be a support system of ÊU which extends KZ(1) in the sense of Definition
7.54 (2).
Definition 13.26. In Situation 13.25 (1), we call ({π
Z(1)
qp }, {ϕ˜
Z(1)
pq }, {Ω
Z(1)
qp }, {Ω
Z(1)
p })
a system of bundle extension data of (ÏUZ(1) ,KZ(1)) if they have the following prop-
erties.
(1) (π
Z(1)
qp , ϕ˜
Z(1)
pq ,Ω
Z(1)
qp ,Ω
Z(1)
p ) is a bundle extension data of (Φ
Z(1)
pq ,K
Z(1)
pq ), where
KZpq = (ϕ
Z(1)
21 )
−1(K
Z(1)
p ) ∩K
Z(1)
q .
(2) π
Z(1)
rq ◦ π
Z(1)
qp = π
Z(1)
rp on a neighborhood of (ϕ
Z(1)
qr )
−1(ϕ
Z(1)
pq )
−1(K
Z(1)
p )) ∩
(ϕ
Z(1)
qr )
−1(K
Z(1)
q ) ∩ (ϕ
Z(1)
pr )
−1(K
Z(1)
p ) ∩K
Z(1)
r .
(3) ϕ˜
Z(1)
pq ◦ ϕ˜
Z(1)
qr = ϕ˜
Z(1)
pr on a neighborhood of (ϕ
Z(1)
qr )
−1((ϕ
Z(1)
pq )
−1(K
Z(1)
p )) ∩
(ϕ
Z(1)
qr )
−1(K
Z(1)
q ) ∩ (ϕ
Z(1)
pr )
−1(K
Z(1)
p ) ∩K
Z(1)
r .
Proposition 13.27. In Situation 13.25 (1)+(2), let ΞZ(1) be a bundle extension
data of (ÏUZ(1) ,KZ(1)). Then there exists a bundle extension data Ξ of (ÊU ,Z(2);K)
which coincides with ΞZ(1) in a neighborhood of Z(1).
The proof is the same as the proof of Proposition 13.23.
Situation 13.28. In Situation 13.25 (1) + (2), suppose we are given systems of
bundle extension data ΞZ(1) and Ξ respectively as in Proposition 13.27.
Let ÎsZ(1) is a multivalued perturbation of (ÏUZ(1) ,KZ(1)). We assume that ÎsZ(1)
is transversal to 0. 
Proposition 13.29. In Situation 13.28, there exists multivalued perturbation Ês of
(ÊU ,K) such that
(1) Ês is transversal to 0.
(2) Ês coincides with sZ(1) in a neighborhood of Z(1).
(3) Ês is compatible with Ξ.
(4) If Êf : (X,Z(2); ÊU) → M is weakly transversal to g : N → M and the
restriction of Êf is strongly transversal to g with respect to Ês then we may
choose Ês such that Êf is strongly transversal to g with respect to Ês.
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Proof. We can modify the proof of Proposition 7.57 in exactly the same way as
we modified the proof of Proposition 7.49 to the proof of Theorem 6.37. It proves
Proposition 13.29. 
13.5. Remark on the number of branches of extension of multisection.
We now explain a certain delicate point we encounter when we try to extend a
multisection or multivalued perturbation. (This point does not appear while we
extend a CF-perturbation.)
Note that during the proof of Proposition 12.22 we used the same parameter
space while we extend our CF-perturbation on a subset of U1 to its neighborhood
in U2. To extend a multivalued perturbation it is important that we do not change
the number of branches. This point is mentioned in [FOn, page 955 line 20-24] and
[FOOO13, Remark 6.4]. We elaborate it below.
Let U1 ⊂ U2 be an embedded submanifold. Suppose U1 is expressed as the union
U1 = U1,1 ∪ U1,2 of two open subsets U1,1, U1,2 and we are given multisection s on
U1. We also assume that s|U1,j is extended to its neighborhood in U2 and we denote
this extension by s˜j . (We assume that the number of branches of s˜j is the same as
one of s˜ around each point of U1,j.) We try to glue s˜1 and s˜2 to obtain an extension
of s to a neighborhood of U1 in U2.
Let p ∈ U1,1 ∩U1,2. We represent s in a neighborhood of p as (s1, . . . , sℓ), where
si are branches of s in a neighborhood of p. We might say that extension s˜j gives
(sj,1, . . . , sj,ℓ) and we might try to glue them as
si(p) = χ(π(p))s1,i(p) + (1− χ(π(p)))s2,i(p) (13.13)
where χ is a function on U1 such that χ has a support in U1,1 and 1 − χ has a
support in U1,2. π is the projection of the tubular neighborhood of U1 in U2.
However, we can not define si by (13.13), because of the following problem. As
we explained in Remark 6.15, the way we take a representative (s1, . . . , sℓ) of s
is not unique. (The uniqueness modulo permutation also fails.) Therefore, when
we extend s to s˜j , we may take a representative different from (s1, . . . , sℓ) in a
neighborhood of p. So to add s1,i(p) and s2,i(p) may not make sense.
Note the representative (sj,1(p), . . . , sj,ℓ(p)) does make sense at p (modulo per-
mutation). Namely it makes sense point-wise.
We remark that Definition 13.15 works point-wise. Namely the right hand side
of (13.11) makes sense point-wise and we do not need to take the representative of
s1i locally but we only need to take its representative at y = π(p). This is because
we fix a bundle extension datum which is well-defined globally (and is compatible
with coordinate changes etc. in the sense of Definition 13.7). In fact this is the
reason why we use the system of bundle extension data (Definition 13.7) to extend
multivalued perturbations.
We note that, in Formula (12.19), we do not use system of bundle extension data
to extend CF-perturbations.
The definition of CF-perturbation is similar to that of multivalued perturbation
where we use an open set of vector space in the former and a finite set in the latter.
The definition of equivalence of CF-perturbation in Definition 7.5 is different from
that of multivalued perturbation in Definition 6.2. In fact the former is a local
condition and the latter is a point-wise condition.
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We can slightly modify the definition of multivalued perturbation by imitating
the way taken in the case of CF-perturbation. Then we do not need to use system
of bundle extension data.
In this document we use system of bundle extension data since we want the
definition of the multisection to be exactly the same as one in [FOn]. We want
to do so since the definition of [FOn] had been used by various people including
ourselves.
14. Zero and one dimensional cases via multisection
In Sections 7 - 10, we discussed smooth correspondence and defined virtual fun-
damental chain based on de Rham theory and CF-perturbations. In this section,
we discuss another method based on multivalued perturbation. Here we restrict
ourselves to the case when the dimension of K-spaces of our interest is 1, 0 or
negative, and define virtual fundamental chain over Q in the 0 dimensional case.
In spite of this restriction, the argument of this section is enough for the purpose,
for example, to prove all the results stated in [FOn]. We recall that in [FOn] we
originally used a triangulation of the zero set of multisection to define a virtual
fundamental chain. In this section we present a different way from [FOn]. Namely,
we use Morse theory in place of triangulation. This change will make the relevant
argument simpler and shorter for this restricted case. We will explain the thorough
detail about the triangulation of the zero set of multisection elsewhere.
14.1. Statements of the results. We start with the following :
Lemma 14.1. Let ÊU be a good coordinate system (which may or may not have
boundary or corner), K its support system, and Ês = {snp | p ∈ P} a multivalued
perturbation of (ÊU ,K) (Definition 6.11.) We assume that Ês is transversal to 0.
Then there exists a natural number n0 with the following properties.
(1) If the dimension of (X, ÊU) is negative, then (snp)−1(0)∩ |K| = ∅ for n ≥ n0.
(2) If the dimension of (X, ÊU) is 0, then (snp)−1(0)∩ |∂ ÊU| ∩ |K| = ∅ for n ≥ n0.
Moreover there exists a neighborhood U(X) of X in | ÊU| ∩ |K| such that the
intersection (snp)
−1(0) ∩ U(X) is a finite set for any n ≥ n0.
Proof. (1) is obvious. Using the fact that the dimension of the boundary of (X, ÊU)
is negative, we have (sǫp)
−1(0) ∩ |∂ ÊU| ∩ |K| = ∅ in (2) also. The finiteness of the
order of the set (sǫp)
−1(0)∩U(X)∩|K| is a consequence of its compactness, Corollary
6.32. 
We now consider:
Situation 14.2. Let ÊU be a good coordinate system (which may or may not have
boundary or corner), and assume a support system K thereof is given. Let Ês = {sǫp |
p ∈ P} be a multivalued perturbation of ( ÊU ,K). We assume:
(1) (X, ÊU) is oriented,
(2) Ês is transversal to 0.
Consider another support system K′ with K′ < K. We take a neighborhood U(X)
of X as in Corollary 6.32 for K2 = K′ and K3 = K. 
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Definition 14.3. In Situation 14.2 we call (ÊU ,Ês) a good coordinate system with
multivalued perturbation of X .
Definition 14.4. In Situation 14.2, we assume dim(X, ÊU) = 0. We consider p ∈
Up ∩U(X)∩ |K| such that snp(p) = 0. (This means that there is a branch of s
n
p that
vanishes at p.) Let V = (V,Γ, E, ψ, ψˆ) be an orbifold chart of (Up, Ep) at p. We
take a representative (snp,1, . . . , s
n
p,ℓ) of s
n
p on V. Let p˜ ∈ V such that [p˜] = p.
(1) For i = 1, . . . , ℓ we put:
ǫp,i =

0 if snp,i(p˜) 6= 0.
+1 if snp,i(p˜) = 0 and (14.1) below is orientation preserving.
−1 if snp,i(p˜) = 0 and (14.1) below is orientation reversing.
In the current case of virtual dimension 0, the transversality hypothesis
implies that the derivative
Dp˜s
n
p,i : Tp˜V → Ep˜ (14.1)
becomes an isomorphism at every point p˜ satisfying snp,i(p˜) = 0.
(2) The multiplicity mp of (s
n
p)
−1(0) at p is a rational number and is defined
by
mp =
1
ℓ#Γ
ℓ∑
i=1
ǫp,i.
Lemma 14.5. (1) The multiplicity mp in Definition 14.4 is independent of the
choice of representative (snp,1, . . . , s
n
p,ℓ).
(2) If q ∈ Upq and p = ϕpq(q), then the multiplicity at p is equal to the multi-
plicity at q.
Proof. This is immediate from the definition. 
Definition 14.6. In Situation 14.2 we assume dim(X, ÊU) = 0. We define the
virtual fundamental chain [(X, ÊU ,K′, Ásn)] of (X, ÊU ,K′, Ásn) by
[(X, ÊU ,K′, Ásn)] = ∑
p∈U(X)∩|K′|∩
⋃
p∈P
(snp )
−1(0)
mp. (14.2)
This is a rational number. Here the sum in the right hand side of (14.2) is defined
as follows. Let us consider the disjoint union⋃
p∈P
(U(X) ∩ K′p ∩ (s
n
p)
−1(0))× {p}.
We define a relation ∼ on it by (p, p) ∼ (q, q) if p ≤ q, q = ϕqp(p) or q ≤ p,
p = ϕpq(q). This is an equivalence relation by Definition 3.14 (7). The set of the
equivalence classes is denoted by U(X)∩|K′| ∩
⋃
p∈P(s
n
p)
−1(0). By Lemma 14.5 (2)
the multiplicity mp is a well-defined function on this set.
Remark 14.7. We note that in case (X, ÊU) has a boundary, the number [(X, ÊU ,K′, Ásn)]
depends on the choice of the multivalued perturbation Ês = {snp}. It also depends
on n.
The next result is a multivalued perturbation version of Proposition 7.80.
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Proposition 14.8. Let K1,K2,K3 be support systems with K1 < K2 < K3 = K.
Let X, ÊU ,Ês = {Ásn} and K be as in Definition 14.6.
(1) The number [(X, ÊU ,K′, Ásn)] in (14.2) is independent of U(X) for all suffi-
ciently large n. Here K′ is either K1 or K2.
(2) We have
[(X, ÊU ,K1, Ásn)] = [(X, ÊU ,K2, Ásn)]
for all sufficiently large n.
Proof. (1) Let U′(X) be an alternative choice. By Corollary 6.32 we have
U(X) ∩ |K′| ∩
⋃
p∈P
(snp)
−1(0) = U′(X) ∩ |K′| ∩
⋃
p∈P
(snp )
−1(0).
Independence of the multiplicity mp can be proved in the same way as the argument
in Definition 14.6. (1) follows.
(2) By Proposition 6.30 we have
U(X) ∩ |K1| ∩
⋃
p∈P
(snp )
−1(0) = U(X) ∩ |K2| ∩
⋃
p∈P
(snp )
−1(0).
Independence of the multiplicity mp can be proved in the same way as the argument
in Definition 14.6. (2) follows. 
Convention 14.9. Since [(X, ÊU ,K′, Ásn)] is independent of K′ by Proposition 14.8,
we will write it as [(X, ÊU , Ásn)] hereafter.
The main result of this section is the following.
Theorem 14.10. Let (X, ÊU ,Ês) be as in Situation 14.2. We assume dim(X, ÊU) =
1. We consider its normalized boundary ∂(X, ÊU) = (∂X, ∂ ÊU) where Ês induces a
multivalued perturbation Ás∂ thereof and (∂X, ∂ ÊU , Ásn∂) is as in Situation 14.2 with
dim(∂X, ∂ ÊU) = 0. Then the following formula holds.
[(∂X, ∂ ÊU , Ásn∂)] = 0.
Remark 14.11. Here we remark a slightly delicate point about the definition of
transversality of the multivalued perturbation Ês = {Ásn}.
We remark that for a CF-perturbation we studied a family parameterized by
ǫ which is a positive real number close to 0. For a multivalued perturbation we
considered a sequence of multisections Ásn, where n is an integer. In other words in
the case of CF-perturbation the parameter space is uncountable while in the case
of multivalued perturbation the parameter space is countable.
In many parts of the story of multivalued perturbation we can consider Ês = {Ásǫ}
in place of {Ásn}. However we need a countable family of objects to apply Baire’s
category theorem (See the end of the proof of Lemma 14.21).
When we discuss transversality of Ês = {Ásǫ} we may consider one of the following
two versions:
(1) Fix sufficiently small ǫ > 0 and define the transversality of Ásǫ as a multi-
section.
(2) We consider the whole family Ês as a multisection on (X, ÊU)× (0, ǫ0).
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Sard’s theorem implies that if Ês = {Ásǫ} is transversal to 0 in the sense of (2) then
for generic ǫ the multisection Ásǫ is transversal to 0 in the sense of (1).
The transversality we need to define virtual fundamental chain is one in the sense
of (1).
Remark 14.12. The point we elaborate in Remark 14.11 is related to the n-
dependence of the virtual fundamental chain [(X, ÊU , Ásn)] of a 0 dimensional good
coordinate system as follows.
This phenomenon occurs only in case when (X, ÊU) has a boundary.
Suppose Ês is transversal to 0 in the sense of (2) above. Then for sufficiently
small generic ǫ, Ásǫ is transversal to 0 at ǫ. So we can define the rational number
[(X, ÊU ,Ásǫ)].
On the other hand, there is a discrete subset S ⊂ (0, ǫ0) such that if ǫ1 ∈ S thenËsǫ1 may not be transversal to 0. In particular the zero set of Ësǫ1 may intersect with
the boundary ∂(X, ÊU). Therefore
lim
ǫ↑ǫ1
[(X, ÊU ,Ásǫ)] 6= lim
ǫ↓ǫ1
[(X, ÊU ,Ásǫ)],
in general. In other words, wall crossing may occur at ǫ1. By this reason the virtual
fundamental chain [(X, ÊU ,Ásǫ)] depends on ǫ.
We remark that in the case when we use CF-perturbations a similar phenomenon
happens and the integration along the fiber depends on ǫ. However this phenomenon
appears there in a slightly different way. Suppose we consider the zero dimensional
case. Then the integration along the fiber (of the function 1 and the map X →
point) [(X, ÊU ,ËSǫ)] defines a real number for each ǫ. This is defined for all sufficiently
small ǫ but is not a constant function of ǫ.
The number we obtain using the CF-perturbation is a real number and so changes
continuously as ǫ varies. (It is easy to see from definition that [(X, ÊU ,Ásǫ)] is a smooth
function of ǫ.) The number we obtain using multivalued perturbation is a rational
number. So it jumps. In other words it is impossible to obtain virtual fundamental
chain [(X, ÊU ,Ásǫ)], for all ǫ in case Ês is a multivalued perturbations.
14.2. A simple Morse theory on K-space.
Proof of Theorem 14.10. We can prove this theorem by taking an appropriate per-
turbation Ásn so that its zero set has a triangulation. This is the proof given in
[FOn, Theorem 6.2]. (Theorem 14.10 is a special case of [FOn, Theorem 6.2] where
Y is a point.) Here we give an alternative proof without using triangulation.
Let (K′,K) be a support pair of ÊU . Note Ês is a multivalued perturbation of (ÊU ,K).
We consider a strongly smooth function f : U(|K|) → [0,∞) of a neighborhood
U(|K|) of |K| in | ÊU| such that
f−1(0) = |∂ ÊU| ∩ U(|K|). (14.3)
Definition 14.13. We say that f is normally positive at the boundary if the fol-
lowing holds.
Let p ∈ ∂Up ∩ U(|K|) and we identify its neighborhood with (W × [0, 1)k)/Γ
where p corresponds to (p0, (0, . . . , 0)) and p0 ∈ W is an interior point. Let ~v ∈
T(p0,0,...,0)(W × [0, 1)
k) such that ~v = (~v0, v1, . . . , vk) with vi > 0 for all i = 1, . . . , k.
Then
~v(f) > 0. (14.4)
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Remark 14.14. The above definition can be rephrased as follows. Consider the
conormal space
N∗(p0,0,...,0)(W × {0}) ⊂ T
∗
(p0,0,...,0)
(W × [0, 1]k).
Then f is normally positive at (p0, 0, . . . , 0) if and only if df(p0, 0, . . . , 0) is contained
in the cone
C+(N
∗
(p0,0,...,0)
(W × {0})) := {α ∈ N∗(p0,0,...,0)(W × {0}) | α(~v) > 0, ~v = (~v0, v1, . . . , vk)
with , vi > 0 for all i = 1, . . . , k}.
Lemma 14.15. There exists a strongly smooth function f as above which is nor-
mally positive at the boundary and satisfies (14.3).
Proof. We take K+ such that (K,K+) is a support pair. Let x ∈ |K|. We then
take a maximal p such that x ∈ Kp. We take a sufficiently small neighborhood
Ωx of x in | ÊU| such that Ωx ∩ Kq 6= ∅ implies q ≤ p. Then we may slightly shrink
Ωx so that Ωx ∩ |K| is contained in Ωx ∩ K
+
p . Note Ωx ∩ K
+
p is an orbifold with
corner. Therefore a neighborhood of x in it is identified with a point (x0, (0, . . . , 0))
in (Vx × [0, 1)kx)/Γx. Here x ∈
◦
Skx(K
+
p ). We can choose this coordinate so that
the Γx action on Vx × [0, 1)kx is given in the form as
(y, (t1, . . . , tkx)) 7→ (γ(y, (t1, . . . , tkx)), (tσ(1), . . . , tσ(kx))),
that is, the action on [0, 1)kx factor is by permuting its components. We define a
function fx on Ωx ∩ K
+
p by
fx(y, (t1, . . . , tkx)) =
®
t1t2 · · · tkx if kx > 0,
1 if kx = 0.
(14.5)
We may regard it as a strongly smooth function on a neighborhood ofWx = Ωx∩|K|.
We may assume that if x ∈
◦
Skx(K
+
p ) then Wx ∩
◦
Skx+1(Kp) = ∅ for any p. Let W0,x
be a relatively compact neighborhood of x in Wx.
We take finitely many points xi, i = 1, . . . , N of |K| such that
N⋃
i=1
W0,xi ⊇ |K|.
Then there exists a strongly smooth functions χi on a neighborhood of |K| to [0, 1]
such that
(1) The support of χi is in W0,xi .
(2)
∑N
i=1 χi ≡ 1.
We can prove the existence of such χi in the same way as in the proof of Proposition
7.67 by using Lemma 7.66. We put
f =
N∑
i=1
χifxi .
By (14.5) this function has the required properties. 
Let K′′ be a support system with K′ < K′′ < K.
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Definition 14.16. Let f be a strongly smooth function defined on a neighborhood
of |K|. We say that a point p ∈ |K| is a critical point of f if there exists p such that
p ∈ Kp and p is a critical point of the restriction of f to a neighborhood of p in Up.
We denote by Crit(f) the set of all critical points of f .
Definition 14.17. Let f be a strongly smooth function defined on a neighborhood
of |K|. We say that f is a Morse function if the restriction of f to each Up is a
Morse function. (Namely its Hessian at all the critical points are nondegenerate.)
Remark 14.18. Suppose f : |K| → R is a strongly smooth function and K′ is
a support system with K′ < K, then the restriction f ||K′| : |K
′| → R is strongly
smooth. If f is Morse so is f ||K′|.
We use the following:
Lemma 14.19. There exist finitely many orbifold charts (Vi,Γi, ψi) of Upi (pi ∈ P)
and smooth embeddings hi : [0, 1]→ Vi such that
U(X) ∩
⋃
p∈P
(snp)
−1(0) ∩ K′′p ⊂
N⋃
i=1
[(ψi ◦ hi)((0, 1))]. (14.6)
Here U(X) is as in Corollary 6.32.
Proof. Since all the branches of snp are transversal to 0 and the (virtual) dimension
is 1, locally the zero set of snp is a one dimensional manifold. The lemma then
follows from compactness of the left hand side. (Corollary 6.32.) 
Proposition 14.20. Suppose that dimUp ≥ 2 for each p. Then there exists a
strongly smooth function f on a neighborhood U(X) of X in |K| such that
(1) f is normally positive at the boundary.
(2) f satisfies (14.3).
(3) f is a Morse function.
(4) The composition f ◦ ψi ◦ hi : (0, 1) → R is a Morse function for each
hi : [0, 1]→ Vi in Lemma 14.19
Proof. The proof of the lemma is a minor modification of a standard argument. We
give a proof below for completeness’ sake. We will use certain results concerning
denseness of the set of Morse functions, which we will prove in Subsection 14.3.
We make a choice of Fre´chet space we work with. Take a support system K+
such that (K,K+) is a support pair and define the set
C∞(K+) = {(fp)p∈P ∈
∏
p∈P
C∞(K+p ) | fp ◦ ϕpq = fq, on ϕ
−1
pq (K
+
p ) ∩ K
+
q }. (14.7)
Here C∞(K+p ) is the space of C
∞ functions of an orbifold Up defined on its compact
subset K+p and so is a Fre´chet space with respect to the C
∞ topology. Then the
set C∞(K+) is a closed subspace of a finite product of the Fre´chet spaces and so is
a Fre´chet space.
Let f0 ∈ C
∞(K+p ) be a function satisfying (1)(2) above. (Existence of such f0
follows from Lemma 14.15.) We can take another neighborhood U0 of ∂X in |K|
such that Critf0 ∩ U0 = ∅. We take a neighborhood U1 of ∂X in |K| such that
U1 ⊂ U0. Let C∞(K+)0 be the set of all f ∈ C∞(K+) that vanish on U1. Then
C∞(K+)0 itself is a Fre´chet space.
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Lemma 14.21. For each p ∈ X \ U0 there exists a compact neighborhood Up of
p such that the set of g ∈ C∞(K+)0 satisfying conditions (1)(2) below is a dense
subset of C∞(K+)0.
(1) f0 + g is a Morse function on Up.
(2) The composition (f0 + g) ◦ ψi ◦ hi : (0, 1) → R is a Morse function on
h−1i (ψ
−1
i (Up)) for each hi : [0, 1]→ Vi in Lemma 14.19
Proof. Let p ∈ P be the maximal element of {p | p ∈ |Kp|}. (Maximal element
exists because of Definition 3.14 (5).) Let Ωp be a neighborhood of p in IntK
+
p .
We may choose Ωp sufficiently small so that the following (∗) holds.
(*) If Kq ∩ Ωp 6= ∅, then q ≤ p and K+q ∩Ωp is an open subset of Uq.
Sublemma 14.22. For each q ≤ p the set of g ∈ C∞(K+)0 satisfying conditions
(a)(b) below is an open dense subset of C∞(K+)0 for each n ≥ n0.
(a) The restriction of f0 + g to Kq ∩ Ωp is a Morse function on Kq ⊂ Uq.
(b) The composition (f0+g)◦hi : (0, 1)→ R is a Morse function on h
−1
i (ψ
−1
i (Ωp))
for each hi : [0, 1]→ Vi in Lemma 14.19
Proof. This is an immediate consequence of Propositions 14.30 and 14.36, which
we will prove in Subsection 14.3. 
Lemma 14.21 follows from Sublemma 14.22 and Baire’s category theorem.
We remark that we have used the fact that we consider only countably many n
here. 
Now Proposition 14.20 easily follows from Lemma 14.21. 
Now we go back to the proof of Theorem 14.10. We fix n ≥ n0. (We choose n0 so
that the compactness in Corollary 6.32 holds.) We take a strongly smooth function
f that satisfies (1)-(4) of Proposition 14.20. We take the maps hi : [0, 1]→ Upi as
in Lemma 14.19. We take 0 < ai < bi < 1 such that
U(X) ∩
⋃
p∈P
(snp)
−1(0) ∩ K′′p ⊂
N⋃
i=1
[(ψi ◦ hi)([ai, bi])]. (14.8)
and consider the union
S = f(Crit(f) ∩ K′′p) ∪
N⋃
i=1
(f ◦ ψi ◦ hi)(Crit(f ◦ ψi ◦ hi) ∩ [ai, bi]).
Here Crit(f ◦ψi◦hi) is the critical point set of the function f ◦ψi◦hi : [0, 1]→ [0,∞).
Proposition 14.20 implies that S is a finite subset of [0,∞). (S depends on n.)
Lemma-Definition 14.23. Suppose s /∈ S. We consider Xs = X ∩ f−1(s) and
Usp = f
−1(s) ∩ IntKp.
Then restricting Up to Usp and restricting the coordinate changes thereto, we
obtain a good coordinate system on Xs of dimension 0. We write it as ÊU|{Usp}.
The restriction of sǫp defines a multivalued perturbation on
ÊU|{Usp}. We write it
as Ísn,s = {sn,sp }. The multisections Ísn,s are transversal to 0.
The proof is obvious from definition. For s ∈ [0,∞) \ S we have
[(Xs, ÊU|{Usp},Ísn,s)] ∈ Q
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by Definition 14.6.
Lemma 14.24. For each s0 ∈ (0,∞) there exists a positive number δ such that
[(Xs, ÊU|{Usp},Ísn,s)] is independent of s ∈ (s0 − δ, s0 + δ) \ S.
Lemma 14.25. There exists δ > 0 such that S ∩ [0, δ) = ∅ and
[(Xs, ÊU|{Usp},Ísn,s)] = [(∂X, ∂ ÊU , Ásn∂)]. (14.9)
Proof of Lemma 14.24. Let
{pi | i = 1, . . . , I} = U(X) ∩ | ÊU|{Us0p }| ∩⋃
p
(sn,s0p )
−1(0).
The right hand side is a finite set by Proposition 14.20 (4).
For each pi we take pi with pi ∈ IntKpi , and a representative (s
n
pi,j
)j=1,...,ℓi of
snpi on an orbifold chart Vpi = (Vpi ,Γpi , Epi , ψpi , ψˆpi) of (Upi , Epi) at pi.
Then for all sufficiently small δ > 0 and s ∈ (s0 − δ, s0 + δ) \ S, we have the
following. When we put fˆi = f ◦ ψpi : Vpi → R,
(1) s is a regular value of fˆi,
(2) fˆ−1i (s) intersects transversally to (s
n
pi,j
)−1(0).
Moreover, we can orient (snpi,j)
−1(0) for each i, j so that
[(Xs, ÊU|{Usp},Ísn,s)] = I∑
i=1
ℓi∑
j=1
1
ℓi#ΓΓpi
fˆ−1i (s) · (s
n
pi,j)
−1(0).
Here · in the right hand side is the intersection number, that is, the order of the
intersection counted with sign. We use compactness of U(X) ∩
⋃
p(s
n
p)
−1(0) to
show that the intersection number fˆ−1i (s) · (s
ǫ
pi,j)
−1(0) is independent of s ∈ (s0 −
δ, s0+ δ) \S. Thus Lemma 14.24 follows. Note we use Proposition 14.8 during this
argument. 
Proof of Lemma 14.25. The existence of δ with S ∩ [0, δ) = ∅ is an immediate
consequence of (14.4). The formula (14.9) can be proved in the same way as the
proof of Lemma 14.24. 
Now we are ready to complete the proof of Theorem 14.10. Lemma 14.24 im-
plies that [(Xs, ÊU|{Usp},Ísn,s)] is independent of s ∈ (0,∞) \ S. (Note we did not
assume s0 /∈ S in Lemma 14.24.) Therefore Lemma 14.25 implies that it is equal to
[(∂X, ∂ ÊU , Ásn∂)]. On the other hand, by compactness of X we find that Xs is empty
for sufficiently large s. Hence [(∂X, ∂ ÊU , Ásn∂)] = 0 as required. 
We have the following corollary of Theorem 14.10. In particular, we can use it to
prove that Gromov-Witten invariants are independent of the choice of multivalued
perturbations.
Corollary 14.26. (1) If ÊU is an oriented and 0 dimensional good coordinate
system without boundary of X, then the rational number [(X, ÊU , Ásn)] is in-
dependent of the multivalued perturbation {Ásn} for all sufficiently large n.
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(2) Let (X, Û) be an oriented Kuranishi space without boundary. Let ÊU be an
oriented good coordinate system and a KG-embedding Û → ÊU . Then the
rational number [(X, ÊU , Ásn)] is independent of the choice of ÊU and Ásn but
depends only on the Kuranishi structure (X, Û) itself.
Proof. (1) Let {Îs(k)n}, k = 0, 1 be the two choices of multivalued perturbations.
We consider the direct product of the good coordinate system ÊU×[0, 1] on X×[0, 1].
The pair thereon so such that its restriction to ÊU × {0} (resp. ÊU × {1}) is Îs(0)n
(resp. Îs(1)n) and such that it is transversal to 0. In fact, we can take it so that it is
constant in [0, 1] direction in a neighborhood of ÊU × ∂[0, 1]. We apply Proposition
14.10 to (X × [0, 1], ÊU × [0, 1], Ásn) to obtain [X, ÊU ,Îs(0)n] = [X, ÊU ,Îs(1)n].
Independence of n then follows by observing that {Ïsn+n0} is a multivalued per-
turbation if {Ásn} is.
(2) Let ËUj , j = 1, 2 be two good coordinate systems which are compatible with
Û . We consider the direct product Kuranishi structure (X × [0, 1], Û × [0, 1]) on
X× [0, 1]. In the same way as the proof of Proposition 8.15, we may assume that ËU1
we put on Û × {0} can be extended to a neighborhood of it in Û × [0, 1]. SimilarlyËU2 we put on ÊU × {1} can be extended to a neighborhood of it in Û × [0, 1]. We
then use Proposition 7.52 to show that there exists a good coordinate system ÊU on
X× [0, 1] so that its restriction to X ×{0} (resp. X ×{1}) becomes ËU1 (resp. ËU2.)
Now we use Proposition 13.19 to find a multivalued perturbation Ásn on ÊU . (2) now
follows from Theorem 14.10. 
Definition 14.27. In the situation of (2) we call the rational number [(X, ÊU , Ásn)]
the virtual fundamental class of (X, Û) and write [(X, Û)] ∈ Q.
We can also prove the following analogue of Proposition 8.16
Corollary 14.28. Let Xi = (Xi, Û i) be K spaces without boundary of dimension
0. Suppose that there exists a K space Y = (Y, Û) (but without corner) such that
∂Y = X1 ∪ −X2.
Here −X2 is the smooth correspondence X2 with opposite orientation. Then we
have
[(X1, Û1)] = [(X2, Û2)]. (14.10)
Proof. Using Proposition 14.10 in place of Stokes’ formula the proof of Corollary
14.28 goes in the same way as the proof of Proposition 8.16. 
14.3. Denseness of the set of Morse functions on orbifold. In this subsection
we review the proof of the denseness of the set of Morse functions on orbifolds. We
consider the case of one orbifold chart. The case when we have several orbifold
charts is the same but we do not need it. All the results of this subsection should
be well-known. We include it here only for completeness’ sake.
Situation 14.29. Let V be a manifold on which a finite group Γ acts effectively.
We denote by CkΓ(V ) the set of all Γ invariant C
k functions on V . 
We take and fix a Γ invariant Riemannian metric on V , which we use in the
proof of some of the lemmata below.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 175
Proposition 14.30. Suppose we are in Situation 14.29. The set of all Γ invariant
smooth Morse functions on V is a countable intersection of open dense subsets in
C∞Γ (V ).
Proof. Let K be a compact subset of V . It suffices to prove that the set of all
the functions in C2Γ(V ) which are Morse on K is open and dense. The openness is
obvious. We will prove that it is also dense.
For p ∈ X we put
Γp = {γ ∈ Γ | γp = p},
and define
◦
X(n) = {p ∈ X | #Γp = n},
X(n) = {p ∈ X | #Γp ≥ n}.
(14.11)
Note
◦
X(n)/Γ is a smooth manifold.
Lemma 14.31. Let p ∈
◦
X(n). Then p is a critical point of f if and only if p is a
critical point of f | ◦
X(n)
.
Proof. This is a consequence of the fact that the directional derivative X [f ] is zero
if X ∈ TpX is perpendicular to
◦
X(n). This fact follows from the Γ invariance of
f . 
We define the following sets.
A(n) = {f ∈ C∞Γ (V ) | all the critical points of f on X(n) ∩K is Morse.}
B(n) = A(n+ 1) ∩ {f ∈ C∞Γ (V ) | the restriction of f to
◦
X(n) ∩K is Morse.}
They are open sets.
Lemma 14.32. If A(n+ 1) is dense then B(n) is dense.
Proof. LetW be a relatively compact open subset ofK∩
◦
X(n). We define a C1-map
F :W × C2Γ(W )→ T
∗
◦
X(n) by
F (x, f) = Dxf ∈ T
∗
◦
X(n). (14.12)
(Since f is Γ invariant and x ∈
◦
X(n) it follows Dxf ∈ T
∗
◦
X(n).) It is easy to see
that F is transversal to the submanifold
◦
X(n) ⊂ T ∗
◦
X(n). Here we identify
◦
X(n)
with the zero section of T ∗
◦
X(n). We put
W = {(x, f) ∈ W × C2Γ(W ) | F (x, f) ∈
◦
X(n) ⊂ T ∗
◦
X(n)}.
W is a sub-Banach manifold of the Banach manifold W × C2Γ(W ). Moreover the
restriction of the projection
pr : W→ C2Γ(W )
is a Fredholm map. Therefore by Sard-Smale theorem the regular value of pr is
dense.
Sublemma 14.33. If f is a regular value of pr then f | ◦
X(n)
is Morse on W .
176 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Proof. Let x ∈ W be a critical point of f . Then (x, f) ∈ W. We consider the
following commutative diagram where all the vertical and horizontal lines are exact.
0 0y y
Tx
◦
X(n) −−−−→ T ∗x
◦
X(n)y y
0 −−−−→ T(x,f)W −−−−→ Tx
◦
X(n)⊕ TfC
2
Γ(W )
D(x,f)F
−−−−−→
T(x,o)T
∗
◦
X(n)
Tx
◦
X(n)
= T ∗x
◦
X(n) −−−−→ 0y y y
0 −−−−→ TfC2Γ(W ) −−−−→ TfC
2
Γ(W ) −−−−→ 0y
0
Here D(x,f)F is the composition of D(x,f)F : Tx
◦
X(n)⊕ TfC2Γ(W )→ T(x,o)T
∗
◦
X(n)
and the projection. Since f is a regular value the first vertical line is surjective.
We can use it to show that the first horizontal line Tx
◦
X(n)→ T ∗x
◦
X(n) is surjective
by a simple diagram chase. This map is identified with the Hessian at x of f | ◦
X(n)
.
The sublemma follows. 
We observe that if f ∈ A(n + 1) then the set of critical points in
◦
X(n) ∩ K is
compact. (This is because it does not have accumulation points on X(n+1)∩K.)
Therefore Lemma 14.32 follows from Sublemma 14.33 and Sard-Smale theorem. 
Lemma 14.34. If B(n) is dense then A(n) is dense.
Proof. Let f ∈ B(n). We remark that the set of critical points of f | ◦
X(n)
on
◦
X(n)∩K
is a finite set. This is because f | ◦
X(n)
is a Morse function on
◦
X(n) ∩K and f | ◦
X(n)
does not have accumulation points on X(n+ 1)∩K. Let p1, . . . , pm be the critical
points of f | ◦
X(n)
on
◦
X(n) ∩ K. Note the Hessian of f at those points are non-
degenerate on Tpi
◦
X(n) but may be degenerate in the normal direction to
◦
X(n).
We choose functions χi and Vi with the following properties.
(1) Vi is a neighborhood of pi.
(2) The support of χi is in Vi
(3) χi ≡ 1 in a neighborhood of pi.
(4) V i (i = 1, . . . ,m) are disjoint.
(5) V i ∩X(n+ 1) = ∅.
(6) If γpi = pj , γ ∈ Γ, then γVi = Vj and χj ◦ γ = χi.
We use our Γ invariant Riemannian metric and put
fn(x) = d(x,
◦
X(n))2
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 177
We choose Vi small so that χifn is a smooth function. (We use Item (5) above
here.) Now
fǫ = f + ǫ
m∑
i=1
χifn (14.13)
is a Morse function for sufficiently small positive ǫ. Item (6) implies that this
function is Γ invariant. Therefore fǫ ∈ A(n). Moreover fǫ converges to f as
ǫ→ 0. 
Lemmata 14.32 and 14.34 imply that A(1) is dense. The proof of Proposition
14.30 is complete. 
Remark 14.35. The set of functions whose gradient flow is Morse-Smale is not
dense in general in the case of orbifold. This is an important point where Morse
theory of orbifold is different from one of manifold. In fact we can use virtual
fundamental chain technique to work out the theory of Morse homology for orbifold.
Proposition 14.36. Suppose we are in Situation 14.29. Let h : [0, 1] → V be a
smooth embedding. Then the set of all the functions f in C∞Γ (V ) such that f ◦ h is
a Morse function on (0, 1) is a countable intersection of open dense subsets.
Proof. The proof is similar to Proposition 14.30. Let 0 < c < 1/2. We put
◦
T (n, c) = {t ∈ [c, 1− c] | h(t) ∈
◦
X(n)},
T (n, c) = {t ∈ [c, 1− c] | h(t) ∈ X(n)},
S(n, c) = {t0 ∈
◦
T (n, c) | (dh/dt)(t0) ∈ Th(t0)
◦
X(n)}.
We also put
C(n, c) = {f ∈ C∞Γ (V ) | all the critical points of f ◦ h on T (n, c) is Morse.}
D(n, c) = C(n+ 1, c) ∩ {f ∈ C∞Γ (V ) | all the critical points of f ◦ h on S(n, c) is Morse.}
Lemma 14.37. If C(n+ 1, c) is dense then D(n, c) is dense.
Proof. We fix c and will prove D(n, c) is dense. We take ǫ > 0 such that c− ǫ > 0.
Let U1 be a sufficiently small neighborhood of X(n+1) which we choose later. We
take U2 a neighborhood X(n) \ U1 and π : U2 →
◦
X(n) be the projection of normal
bundle. We may assume U1, U2 and π are Γ equivariant. We take a compact subset
Z of U2 ∩
◦
X(n). We take a set S ⊂ [c− ǫ, 1− c+ ǫ] with the following properties.
(1) IntS ⊃ S(n, c) ∩ h−1(Z).
(2) S is a finite disjoint union of closed intervals.
(3) The composition π ◦ h is an embedding on S(n, c).
Note the differential of π ◦h is injective on S(n, c)∩h−1(Z). Therefore we can take
such S. We define a map G : IntS × C2Γ(K)→ R by
G(t0, f) =
d(f ◦ π ◦ h)
dt
(t0). (14.14)
Using the fact that π ◦h is an embedding and
◦
X(n)/Γ is a smooth manifold we can
easily show that G is transversal to 0. We put N = G−1(0) ⊂ IntS×C2Γ(K). It is a
Banach submanifold. The restriction of the projection N → C2Γ(K) is a Fredholm
map. In the same way as Subemma 14.33 we can show that if f ∈ C2Γ(K) is a
178 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
regular value of N→ C2Γ(K) then f ◦π ◦h is a Morse function on IntS. We remark
that at the point of S(n, c) the Hessian of f ◦ π ◦ h is the same as the Hessian of
f ◦ h. Thus by Sard-Smale theorem we find that the set of f ∈ C2Γ(K) such that
all the critical points on f ◦ h on S(n, c) ∩ h−1(Z) is Morse, is dense.
Sublemma 14.38. Let f ∈ C(n+1, c). Then there exists a compact set P ⊂
◦
T (n, c)
such that there is no critical point of f ◦ h on
◦
T (n, c) \ P .
Proof. If not there is a sequence ti ∈
◦
T (n, c) such that ti is a critical point of f ◦ h
and no subsequence of ti converges to an element of
◦
T (n, c). We may assume that ti
converges. Then the limit t should be an element of T (n+1, c). Since f ∈ C(n+1, c)
the function f ◦ h is Morse at t. Therefore there is no critical point of f ◦ h other
than p in a neighborhood of t. This is a contradiction. 
Now let f ∈ C(n + 1, c). We choose U1, U2 and Z such that Z ⊃ h(P ) and P
is as in Sublemma 14.38. Then there exists a sequence of functions fi such that fi
converges to f and all the critical points of fi ◦ h on S(n, c) ∩ h−1(Z) are Morse.
Therefore fi ∈ D(n, c) for all sufficiently large i. The proof of Lemma 14.37 is
complete. 
Lemma 14.39. If D(n, c) is dense then C(n, c) is dense.
Proof. Let f ∈ D(n, c).
Sublemma 14.40. The set
Q = {t ∈
◦
T (n, c) | t is a critical point of f ◦ h}
is a finite set.
Proof. Suppose Q is an infinite set and ti ∈ Q is its infinitely many points. We may
also assume that ti converges to t. If t ∈
◦
T (n, c) \ S(n, c) then h is transversal to
◦
X(n) at t. Therefore h(ti) /∈
◦
X(n) for large i. This contradicts to ti ∈ Q. Therefore
t ∈ S(n, c) ∪ T (n + 1, c). Since f ∈ D(n, c) the composition f ◦ h is Morse at t.
Therefore there is no critical point of f ◦ h other than t in a neighborhood of t.
This contradicts lim ti = t. 
Let Q \ S(n, c) = {t1, . . . , tn} and we put pi = h(ti) ∈
◦
T (n, c). We define Vi and
χi in the same way as the proof of Lemma 14.34 and define fǫ in the same way as
(14.13). It is easy to see that fǫ ∈ C(n, c) and fǫ converges to f as ǫ → 0. The
proof of Lemma 14.39 is complete. 
By Lemmata 14.37 and 14.39 we have proved that C(1, c) is dense for all c ∈
(0, 1/2). The proof of Proposition 14.36 is complete. 
Remark 14.41. We remark that we do not assume h to be Γ invariant in Propo-
sition 14.36.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 179
15. Appendices : Orbifold and orbibundle by local coordinate
In this section we describe the story of orbifold as far as we need in this doc-
ument. We restrict ourselves to effective orbifolds and regard only embeddings as
morphisms. The category OBef,em where objects are effective orbifolds and mor-
phisms are embeddings among them is naturally a 1 category. Moreover it has the
following property. We consider the forgetful map
forget : OBef,em → T OP
where T OP is the category of topological spaces. Then
forget : OBef,em(c, c
′)→ T OP(forget(c), forget(c′))
is injective. In other words, we can check the equality between morphisms set-
theoretically. This is a nice property, which we use extensively in the main body of
this document. If we go beyond this category then we need to distinguish carefully
the two notions, two morphisms are equal, two morphisms are isomorphic. It will
then makes the argument much more complicated. 29
We emphasize that there is nothing new in this section. The story of orbifold is
classical and is well-established. It has been used in various branches of mathemat-
ics since its invention by Satake [Sa] in more than 50 years ago. Especially, if we
restrict ourselves to effective orbifolds, the story of orbifolds is nothing more than
straightforward generalization of the theory of smooth manifolds. The only impor-
tant issue is the observation that for effective orbifolds almost everything work in
the same way as manifolds.
15.1. Orbifolds and embedding among them.
Definition 15.1. Let X be a paracompact Hausdorff space.
(1) An orbifold chart of X (as a topological space) is a triple (V,Γ, φ) such
that V is a manifold, Γ is a finite group acting smoothly and effectively on
V and φ : V → X is a Γ equivariant continuous map30 which induces a
homeomorphism φ : V/Γ→ X onto an open subset of X . We assume that
there exists o ∈ V such that γo = o for all γ ∈ Γ. We call o the base point.
We say (V,Γ, φ) is an orbifold chart at x if x = φ(o). We call Γ the isotropy
group, φ the local uniformization map and φ the parametrization .
(2) Let (V,Γ, φ) be an orbifold chart and p ∈ V . We put Γp = {γ ∈ Γ | γp = p}.
Let Vp be a Γp invariant open neighborhood of p in V . We assume the map
φ : Vp/Γp → X is injective. (In other words, we assume that γVp ∩ Vp 6= ∅
implies γ ∈ Γp.) We say such triple (Vp,Γp, φ|Vp) a subchart of (V,Γ, φ).
(3) Let (Vi,Γi, φi) (i = 1, 2) be orbifold charts of X . We say that they are
compatible if the following holds for each p1 ∈ V1 and p2 ∈ V2 with φ1(p1) =
φ2(p2).
(a) There exists a group isomorphism h : (Γ1)p1 → (Γ2)p2 .
(b) There exists an h equivariant diffeomorphism ϕ˜ : V1,p1 → V2,p2 . Here
Vi,pi is a (Γi)pi equivariant subset of Vi such that (Vi,pi , (Γi)pi , φ|Vi,pi )
is a subchart.
29We need to use several maps between underlying topological spaces of orbifolds, such as
projection of bundles or covering maps. In case we include those maps, we need to see carefully
whether set-theoretical equality is enough to show various properties of them are preserved.
30The Γ action on X is trivial.
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(c) φ2 ◦ ϕ˜ = φ1 on V1,p1 .
(4) A representative of an orbifold structure on X is a set of orbifold charts
{(Vi,Γi, φi) | i ∈ I} such that each two of the charts are compatible in the
sense of (3) above and
⋃
i∈I φi(Vi) = X, is a locally finite open cover of X .
Definition 15.2. Suppose that X , Y have representatives of orbifold structures
{(V Xi ,Γ
X
i , φ
X
i ) | i ∈ I} and {(V
Y
j ,Γ
Y
j , φ
Y
j ) | j ∈ J}, respectively. A continuous
map f : X → Y is said to be an embedding if the following holds.
(1) f is an embedding of topological spaces.
(2) Let p ∈ V Xi , q ∈ V
Y
j with f(φi(p)) = φj(q). Then we have the following.
(a) There exists an isomorphism of groups hp;ji : (Γ
X
i )p → (Γ
Y
j )q.
(b) There exist V Xi,p and V
Y
j,q such that (V
X
i,p, (Γ
X
i )p, φi|V Xi,p) is a subchart
for i = 1, 2. There exists an hp;ji equivariant embedding of manifolds
f˜p;ji : V
X
i,p → V
Y
j,q.
(c) The diagram below commutes.
V Xi,p
f˜p;ji
−−−−→ V Yj,q
φi
y yφj
X
f
−−−−→ Y
(15.1)
Two orbifold embeddings are said to be equal if they coincide set-theoretically.
Remark 15.3. Note that an embedding of effective orbifolds is a continuous map
f : X → Y of underlying topological spaces, which has the properties (2) above.
When we study morphisms among not-necessary effective orbifolds or morphisms
between effective orbifolds which is not necessarily an embedding, then such a
morphism is a continuous map f : X → Y of underlying topological spaces plus
certain additional data. For example, we consider noneffective orbifold that is
a point with an action of a nontrivial finite group Γ. Then the morphism from
this noneffective orbifold to itself contains a datum which is an automorphism of
the group Γ. (Two such morphisms h1, h2 are equivalent if there exists an inner
automorphism h such that h1 = h ◦ h2.)
Lemma 15.4. (1) The composition of embeddings is an embedding.
(2) The identity map is an embedding.
(3) If an embedding is a homeomorphism, then its inverse is also an embedding.
The proof is easy and is left to the reader.
Definition 15.5. (1) We call an embedding of orbifolds a diffeomorphism if it
is a homeomorphism in addition.
(2) We say that two representatives of orbifold structures on X are equivalent
if the identity map regarded as a map between X equipped with those
two representatives of orbifold structures is a diffeomorphism. This is an
equivalence relation by Lemma 15.4.
(3) An equivalence class of the equivalence relation (2) is called an orbifold
structure of X . An orbifold is a pair of topological space and its orbifold
structure.
(4) The condition for X → Y to be an embedding does not change if we replace
representatives of orbifold structures to equivalent ones. So we can define
the notion of an embedding of orbifolds.
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(5) If U is an open subset of an orbifold X , then there exists a unique orbifold
structure on U such that the inclusion U → X is an embedding. We call U
with this orbifold structure an open suborbifold.
Definition 15.6. (1) Let X be an orbifold. An orbifold chart (V,Γ, φ) of
underlying topological space X in the sense of Definition 15.1 (1) is called
an orbifold chart of an orbifold X if the map φ : V/Γ→ X induced by φ is
an embedding of orbifolds.
(2) Hereafter when X is an orbifold, an ‘orbifold chart’ always means an orb-
ifold chart of an orbifold in the sense of (1).
(3) In case when an orbifold structure on X is given, a representative of its
orbifold structure is called an orbifold atlas.
(4) Two orbifold charts (Vi,Γi, φi) are said to be isomorphic if there exist a
group isomorphism h : Γ1 → Γ2 and an h-equivariant diffeomorphism ϕ˜ :
V1 → V2 such that φ2◦ϕ˜ = φ1. The pair (h, ϕ˜) is said to be the isomorphism
between two orbifold charts.
Proposition 15.7. In the situation of Definition 15.6 (4), suppose (h, ϕ˜) and
(h′, ϕ˜′) are both isomorphisms between two orbifold charts (V1,Γ1, φ1) and (V2,Γ2, φ2).
Then there exists µ ∈ Γ2 such that
h′(γ) = µh(γ)µ−1, ϕ˜′(x) = µϕ˜(x). (15.2)
On the contrary, if (h, ϕ˜) is an isomorphism between orbifold charts then (h′, ϕ˜′)
defined by (15.2) is also an isomorphism between orbifold charts. In particular,
any automorphism of orbifolds charts (h, ϕ˜) is given by h(γ) = µγµ−1, ϕ˜(x) = µx
where µ is an element of Γ.
Proof. The proposition follows immediately from the next lemma.
Lemma 15.8. Let V1, V2 be manifolds on which finite groups Γ1, Γ2 act effectively
and smoothly. We assume V1 is connected. Let (hi, ϕ˜i) (i = 1, 2) be pairs such
that hi : Γ1 → Γ2 are injective group homomorphisms and ϕ˜i : V1 → V2 are hi-
equivariant embeddings of manifolds. Moreover, we assume that the induced maps
ϕi : V1/Γ1 → V2/Γ2 are embeddings of orbifolds. Furthermore we assume that the
induced map ϕ1 : V1/Γ1 → V2/Γ2 coincides with ϕ2 set-theoretically.
Then there exists µ ∈ Γ2 such that
ϕ˜2(x) = µϕ˜1(x), h2(γ) = µh1(γ)µ
−1.
Proof. For the sake of simplicity we prove only the case when Condition 15.9 below
is satisfied. Let X be an orbifold. For a point x ∈ X we take its orbifold chart
(Vx,Γx, ψx). We say x ∈ Reg(X) if Γx = {1}, and put Sing(X) = X \ Reg(X).
Condition 15.9. We assume that dimSing(X) ≤ dimX − 2.
This condition is satisfied ifX is oriented. (In fact, Condition 15.9 fails only when
there exists an element of Γx (an isotropy group of some orbifold chart) whose action
is (x1, x2, . . . , xn) 7→ (−x1, x2, . . . , xn) for some coordinate (x1, . . . , xn). Therefore
we can always assume Condition 15.9 in the study of Kuranishi structure, by adding
a trivial factor which is acted by the induced representation of t 7→ −t to both the
obstruction bundle and to the Kuranishi neighborhood.)
Let x0 ∈ V 01 . By assumption there exists uniquely µ ∈ Γ2 such that ϕ˜2(x0) =
µϕ˜1(x0). By Condition 15.9 the subset V
0
1 is connected. Therefore the above
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element µ is independent of x0 ∈ V 01 by uniqueness. Since V
0
1 is dense, we conclude
ϕ˜2(x) = µϕ˜1(x) for any x ∈ V1. Now, for γ ∈ Γ1, we calculate
h1(γ)ϕ˜1(x0) = ϕ˜1(γx0) = µ
−1ϕ˜2(γx0) = µ
−1h2(γ)ϕ˜2(x0) = µ
−1h1(γ)µϕ˜1(x0).
Since the induced map is an embedding of orbifold, it follows that the isotropy
group of ϕ˜1(x0) is trivial. Therefore h1(γ) = µ
−1h2(γ)µ as required. 
The proof of Proposition 15.7 is complete. 
Definition 15.10. Let X be an orbifold.
(1) A function f : X → R is said to be a smooth function if for any orbifold
chart (V,Γ, φ) the composition f ◦ φ : V → R is smooth.
(2) A differential form on an orbifold X assigns a Γ invariant differential form
hV on V to each orbifold chart V = (V,Γ, φ) such that the following holds.
(a) If (V1,Γ1, φ1) is isomorphic to (V2,Γ2, φ2) and (h, ϕ˜) is an isomorphism,
then ϕ˜∗hV2 = hV1 .
(b) If Vp = (Vp,Γp, φp) is a subchart of V = (V,Γ, φ), then hV|Vp = hVp .
(3) An n dimensional orbifold X is said to be orientable if there exists a differ-
ential n-form ω such that ωV never vanishes.
(4) Let ω be an n-form as in (3) and V = (V,Γ, φ) an orbifold chart. Then we
give V an orientation so that it is compatible with ωV. The Γ action pre-
serves the orientation. We call such (V,Γ, φ) equipped with an orientation
of V , an oriented orbifold chart.
(5) Let
⋃
i∈I Ui = X be an open covering of an orbifold X . A smooth partition
of unity subordinate to the covering {Ui} is a set of functions {χi | i ∈ I}
such that:
(a) χi are smooth functions.
(b) The support of χi is contained in Ui.
(c)
∑
i∈I χi = 1.
Lemma 15.11. For any locally finite open covering of an orbifold X there exists
a smooth partition of unity subordinate to it.
We omit the proof, which is an obvious analogue of the standard proof for the
case of manifolds.
Definition 15.12. An orbifold with corner is defined in the same way. We require
the following.
(1) In Definition 15.1 (1) we assume that V is a manifold with corners.
(2) Let Sk(V ) be the set of points which lie on the codimension k corner and
◦
Sk(V ) = Sk(V )\
⋃
k′>k Sk′(V ). We require that Γ action on each connected
component of
◦
Sk(V ) is effective. (Compare Condition 4.14.)
(3) For an embedding of orbifolds with corners we require that the map f˜ in
Definition 15.2 (c) satisfies f˜(
◦
Sk(V1)) ⊂
◦
Sk(V2).
Lemma 15.13. Let Xi (i = 1, 2) be orbifolds and ϕ21 : X1 → X2 an embedding.
Then we can find an orbifold atlas {Vir = {(V
i
r ,Γ
i
r, φ
i
r)} | r ∈ Ri} with the following
properties.
(1) R1 ⊆ R2.
(2) V 2r ∩ ϕ21(X1) 6= ∅ if and only if r ∈ R1.
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(3) If r ∈ R1 then ϕ
−1
21 (φ
2
r(V
2
r )) = φ
1
r(V
1
r ) and there exists (hr,21, ϕ˜r,21) such
that:
(a) hr,21 : Γ
1
r → Γ
2
r is a group isomorphism.
(b) ϕ˜r,21 : V
1
r → V
2
r is an hr,21-equivariant embedding of smooth mani-
folds.
(c) The next diagram commutes.
V 1r
ϕ˜r,21
−−−−→ V 2r
φr1
y yφr2
X1
ϕ21
−−−−→ X2
(15.3)
(4) In case Xi has a boundary or corners we may choose our charts so that the
following is satisfied.
(a) V ir is an open subset of V
i
r × [0, 1)
d(r), where d(r) is independent of i
and V
i
r is a manifold without boundary.
(b) There exists a point oi(r) which is fixed by all γ ∈ Γir such that [0, 1)
d(r)
components of oi(r) are all 0.
(c) We put
ϕr,21(y
′, (t′1, . . . , t
′
d(r))) = (y, (t1, . . . , td(r))).
Then ti = 0 if and only if t
′
i = 0.
We may take our charts finer than given coverings of X1 and X2.
Proof. For each x ∈ X1 we can find orbifold charts Vix for i = 1, 2, such that
ϕ−121 (U
2
x) = U
1
x , x ∈ U
1
x and that there exists a representative (hx,21, ϕ˜x,21) of
embedding U1x → U
2
x that is a restriction of ϕ21. In case Xi has a boundary or
corners, we choose them so that (4) is also satisfied.
We cover X1 by finitely many of such U
1
xj . This is our {V
1
r | r ∈ R1}. Then we
have {V2r | r ∈ R1}, satisfying (3)(4) and that covers ϕ21(X1). We can extend it to
{V2r | r ∈ R2} so that (1)(2) are also satisfied. 
Definition 15.14. We call (hr,21, ϕ˜r,21) a local representative of embedding ϕr,21
on the charts V1r , V
2
r .
Lemma 15.15. If (hr,21, ϕ˜r,21), (h
′
r,21, ϕ˜
′
r,21) are local representatives of an embed-
ding of the same charts V1r , V
2
r , then there exists µ ∈ Γ2 such that
ϕ˜′r,21(x) = µϕ˜r,21(x), h
′
r,21(γ) = µhr,21(γ)µ
−1.
This is a consequence of Lemma 15.8.
Lemma 15.16. Let X be a topological space, Y an orbifold, and f : X → Y
an embedding of topological spaces. Then the orbifold structure of X by which f
becomes an embedding of orbifolds is unique if exists.
Proof. Let X1, X2 be orbifolds whose underlying topological spaces are both X
and such that fi : Xi → Y are embeddings of orbifolds for i = 1, 2. We will
prove that the identity map id : X1 → X2 is a diffeomorphism of orbifolds. Since
the condition for a homeomorphism to be a diffeomorphism of orbifolds is a local
condition, it suffices to check it on a neighborhood of each point. Let p ∈ X and
q = f(p). We take a representative (hi, ϕ˜i) of the orbifold embeddings fi : Xi → Y
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using the orbifold charts Vip = (V
i
p ,Γ
i
p, φ
i
p) of X and Vq = (Vq ,Γq, φq) of Y . The
maps hi : Γ
i
p → Γ
i
q are group isomorphisms. So we have a group isomorphism
h = h−12 ◦ h1 : Γ
1
p → Γ
2
p. Since ϕ˜1(V
1)/Γp = ϕ˜2(V
2)/Γp set-theoretically, we have
ϕ˜1(V
1
p ) = ϕ˜2(V
2
p ) ⊂ Vq . They are smooth submanifolds since fi are embeddings of
orbifolds. Therefore ϕ = ϕ˜−12 ◦ ϕ˜1 is defined in a neighborhood of the base point o
i
p
and is a diffeomorphism. (h, ϕ˜) is a local representative of id. 
15.2. Vector bundle on orbifold.
Definition 15.17. Let (X, E , π) be a pair of an orbifold X and π : E → X a
continuous map between their underlying topological spaces. Hereafter we write
(X, E) in place of (X, E , π).
(1) An orbifold chart of (X, E) is (V,E,Γ, φ, φ̂) with the following properties.
(a) V = (V,Γ, φ) is an orbifold chart of the orbifold X .
(b) E is a finite dimensional vector space equipped with a linear Γ action.
(c) (V × E,Γ, φ̂) is an orbifold chart of the orbifold E .
(d) The diagram below commutes set-theoretically,
V × E
φ̂
−−−−→ Ey yπ
V
φ
−−−−→ X
(15.4)
where the left vertical arrow is the projection to the first factor.
(2) In the situation of (1), let (Vp,Γp, φ|Vp) be a subchart of (V,Γ, φ) in the
sense of Definition 15.1 (2). Then (Vp, E,Γp, φ|Vp , φ̂|Vp×E) is an orbifold
chart of (X, E). We call it a subchart.
(3) Let (V i, Ei,Γi, φi, “φi) (i = 1, 2) be orbifold charts of (X, E). We say that
they are compatible if the following holds for each p1 ∈ V 1 and p2 ∈ V 2
with φ1(p1) = φ
2(p2): There exist open neighborhoods V
i
pi of pi ∈ V
i such
that:
(a) There exists an isomorphism (h, ϕ˜) : (V 1,Γ1, φ1)|V 1p1
→ (V 2,Γ2, φ2)|V 2p2
between orbifold charts of X , which are subcharts.
(b) There exists an isomorphism (h, ˜ˆϕ) : (V 1×E1,Γ1, φ1)|V 1p1×E
1 → (V 2×
E2,Γ2, φ2)|V 2p2×E
2 between orbifold charts of E , which are subcharts.
(c) For each y ∈ V 1p1 the map: E
1 → E2, ξ → πE2 ˜ˆϕ(y, ξ) is a linear
isomorphism. Here πE2 : V
2 × E2 → E2 is the projection.
(4) A representative of a vector bundle structure of (X, E) is a set of orbifold
charts {(Vi, Ei,Γi, φi, φ̂i) | i ∈ I} such that any two of the charts are
compatible in the sense of (3) above and⋃
i∈I
φi(Vi) = X,
⋃
i∈I
φ̂i(Vi × Ei) = E ,
are locally finite open covers.
Definition 15.18. Suppose (X∗, E∗) (∗ = a, b) have representatives of vector bun-
dle structures {(V ∗i , E
∗
i ,Γ
∗
i , φ
∗
i , φ̂
∗
i ) | i ∈ I
∗}, respectively. A pair of orbifold em-
beddings (f, f̂), f : Xa → Xb, f̂ : Ea → Eb is said to be an embedding of vector
bundles if the following holds.
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(1) Let p ∈ V ai , q ∈ V
b
j with f(φ
a
i (p)) = φ
b
j(q). Then there exist open subcharts
(V ai,p × E
a
i,p,Γ
a
i,p, φ̂
a
i,p) and (V
b
j,q × E
b
j,q,Γ
b
j,qφ̂
b
j,q) and a local representative
(hp;i,j , fp;i,j, f̂p;i,j) of the embeddings f and f̂ such that for each y ∈ V ai
the map ξ 7→ πEb(f̂p;i,j(y, ξ)), E
a
i,p → E
b
j,q is a linear embedding. Here
πEb : V
b × Eb → Eb is the projection.
(2) The diagram below commutes set-theoretically.
Ea
f̂
−−−−→ Eb
πEa
y yπEb
Xa
f
−−−−→ Xb
(15.5)
Two orbifold embeddings are said to be equal if they coincide set-theoretically as
pairs of maps.
Lemma 15.19. (1) A composition of embeddings of vector bundles is an em-
bedding.
(2) A pair of identity maps is an embedding.
(3) If an embedding of vector bundles is a pair of homeomorphisms, then the
pair of their inverses is also an embedding.
The proof is easy and is omitted.
Definition 15.20. Let (X, E , π) be as in Definition 15.17.
(1) An embedding of vector bundles is said to be an isomorphism if it is a pair
of diffeomorphisms of orbifolds.
(2) We say that two representatives of a vector bundle structure of (X, E) are
equivalent if the pair of identity maps regarded as a map between (X, E)
equipped with those two representatives of vector bundle structures is an
isomorphism. This is an equivalence relation by Lemma 15.19.
(3) An equivalence class of the equivalence relation (2) is called a vector bundle
structure of (X, E).
(4) A pair (X, E) together with its vector bundle structure is called a vector
bundle on X . We call E the total space, X the base space, and π : E → X
the projection.
(5) The condition for (f, f̂) : (Xa, Ea)→ (Xb, Eb) to be an embedding does not
change if we replace representatives of vector bundle structures to equiva-
lent ones. So we can define the notion of an embedding of vector bundles.
(6) We say (f, f̂) is an embedding over the orbifold embedding f .
Remark 15.21. (1) We may use the terminology ‘orbibundle’ in place of vec-
tor bundle. We use this terminology in case we emphasize that it is different
from the vector bundle over the underlying topological space.
(2) We sometimes simply say E is a vector bundle on an orbifold X .
Definition 15.22. (1) Let (X, E) be a vector bundle. We call an orbifold
chart (V,E,Γ, φ, φ̂) in the sense of Definition 15.17 (1) of underlying pair
of topological spaces (X, E) an orbifold chart of a vector bundle if the pair
of maps (φ, φ̂) : (V/Γ, (V × E)/Γ) → (X, E) induced from (φ, φ̂) is an
embedding of vector bundles.
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(2) If (V,E,Γ, φ, φ̂) is an orbifold chart of a vector bundle (X, E) we say a pair
(E, φ̂) a trivialization of our vector bundle on V/Γ.
(3) Hereafter when (X, E) is a vector bundle, its ‘orbifold chart’ always means
an orbifold chart of a vector bundles in the sense of (1).
(4) In case when a vector bundle structure on (X, E) is given, a representative
of this vector bundle structure is called an orbifold atlas of (X, E).
(5) Two orbifold charts (Vi, Ei,Γi, φi, φ̂i) are said to be isomorphic if there
exist an isomorphism (h, ϕ˜) of orbifold charts (V1,Γ1, φ1) → (V2,Γ2, φ2)
and an isomorphism (h, ˜ˆϕ) of orbifold charts (V1 × E1,Γ1, φ̂1) → (V2 ×
E2,Γ2, φ̂2) such that they induce an embedding of vector bundles (ϕ, ϕˆ) :
(V1/Γ1, (V1×E1)/Γ1)→ (V2/Γ2, (V2×E2)/Γ2). The triple (h, ϕ˜, ˜ˆϕ) is called
an isomorphism of orbifold charts.
Lemma 15.23. Let (Xb, Eb) be a vector bundle over an orbifold Xb and f : Xa →
Xb an embedding of orbifolds. Let Ea = Xa ×Xb E
b be the fiber product in the
category of topological space. By the definition of the fiber product we have maps
Ea → Xa and Ea → Eb. We write them π and f̂ respectively. Then the exists a
unique structure of vector bundle on (Xa, Ea) such that the projection is the above
map π and that (f, f̂) is an embedding of vector bundles.
Proof. Let {V∗r | r ∈ R∗}, ∗ = a, b be orbifold atlases where V
∗
r = (V
∗
r ,Γ
∗
r , φ
∗
r ). Let
(V br , E
b
r ,Γ
b
r, φ
b
r, φ̂
b
r) be orbifold atlas of the vector bundle (X
b, Eb). Let (hr,ba, ϕ˜r,ba)
be a local representative of the embedding f on the chartsVar , V
b
r. We put E
a
r = E
b
r ,
on which Γar acts by the isomorphism hr,ba. By definition of fiber product, there
exists uniquely a map φ̂ar : V
b
r × E
b
r → E
a such that the next diagram commutes.
V ar
π
←−−−− V ar × E
b
r
ϕ˜r,ba×id
−−−−−−→ V br × E
b
r
φar
y yφ̂ar yφ̂br
Xa
π
←−−−− Ea
fˆ
−−−−→ Eb
(15.6)
In fact,
f ◦ φar ◦ π = φ
b
r ◦ ϕr,ba ◦ π = φ
b
r ◦ π ◦ (ϕ˜r,ba × id) = π ◦ φ̂
b
r ◦ (ϕ˜r,ba × id).
Thus {(V ar , E
a
r ,Γ
a
r , φ
a
r , φ̂
a
r ) | r ∈ R} is an atlas of the vector bundle (X
a, Ea). 
Definition 15.24. We call the vector bundle in Lemma 15.23 the pullback and
write f∗(Xb, Eb). (Sometimes we write f∗Eb by an abuse of notation.)
In case Xa is an open subset of Xb equipped with open substructure we call
restriction in place of pullback of Eb and write Eb|Xa in place of f∗Eb.
Lemma 15.25. In the situation of Lemma 15.13 suppose in addition that E i is
a vector bundle over X i and ϕ̂21 : E
1 → E2 is an embedding of vector bundles
over ϕ21. Then in addition to the conclusion of Lemma 15.13, there exists ˜ˆϕr;21 :
V 1r × E
1
r → V
2
r × E
2
r that is an hr;21 equivariant embedding of manifolds with the
following properties.
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(1) The next diagram commutes.
V 1r × E
1
r
˜ˆϕr,21
−−−−→ V 2r × E
2
r
φ̂1r
y yφ̂2r
E1
ϕ̂21
−−−−→ E2
(15.7)
(2) For each y ∈ V 1r the map ξ 7→ π2( ˜ˆϕr,21(y, ξ)) : E
1
r → E
2
r is a linear
embedding.
The proof is similar to the proof of Lemma 15.13 and is omitted.
Definition 15.26. We call (hr,21, ϕ˜r,21, ˜ˆϕr,21) a local representative of embedding
(ϕ21, ϕ̂21) on the charts (V
1 × E1,Γ1, φ̂1), (V 2 × E2,Γ2, φ̂2).
Lemma 15.27. If (hr,21, ϕ˜r,21, ˜ˆϕr,21), (h
′
r,21, ϕ˜
′
r,21,
˜ˆϕ′r,21) are local representatives
of an embedding of vector bundles of the same charts (V 1 × E1,Γ1, φ̂1), (V 2 ×
E2,Γ2, φ̂2), then there exists µ ∈ Γ2 such that
ϕ˜′r,21(x) = µϕ˜r,21(x),
˜ˆϕ′r,21(x, ξ) = µ
˜ˆϕr,21(x, ξ) h
′
r,21(γ) = µhr,21(γ)µ
−1.
Proof. This is a consequence of Lemma 15.8. 
Remark 15.28. In Situation 6.3 we introduced the notation (hr,21, ϕ˜r,21, ϕ˘r,21)
where ϕ˘r,21 is related to ˜ˆϕr,21 by the formula
˜ˆϕr,21(y, ξ) = (ϕ˜r,21(y), ϕ˘r,21(y, ξ)).
We use the pullback of vector bundles in a different situation. Let E i, i = 1, 2,
are vector bundles over an orbifold X . We take the Whitney sum bundle E1 ⊕ E2.
Let |E1 ⊕ E2| be its total space. There exists a projection
|E1 ⊕ E2| → |E2|. (15.8)
Definition-Lemma 15.29. |E1 ⊕ E2| has a structure of vector bundle over |E2|
such that (15.8) is the projection. We write it as π∗E2E
1 and call the pullback of E1
by the projection πE2 : |E
2| → X .
When U is an open subset of |E2| and π : U → X is the restriction of πE2 to U ,
the pullback π∗E2E
1 is by definition the restriction of π∗E2E
1 to U .
The proof is immediate from definition.
Remark 15.30. We note that the total space |E1 ⊕ E2| is not a fiber product
|E1| ×X |E2|. In fact, if X is a point and E1 = E2 = Rn/Γ with linear Γ action,
then the fiber of |π∗E2E
1| → |E2| → X at [0] is (E1 × E2)/Γ. The fiber of the map
|E1| ×X |E2| → X at [0] is (E1/Γ)× (E2/Γ).
Definition 15.31. Let (X, E) be a vector bundle. A section of (X, E) is an em-
bedding of orbifolds s : X → E such that the composition of s and the projection
is the identity map (set-theoretically).
Lemma 15.32. Let {(Vr, Er,Γr, ψr, ψ̂r) | r ∈ R} be an atlas of (X, E). Then a
section of (X, E) corresponds one to one to the following object.
(1) For each r we have a Γr equivariant map sr : Vr → Er, which is compatible
in the sense of (2) below.
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(2) Suppose φr1(x1) = φr2(x2). Then the definition of orbifold atlas implies that
there exist subcharts (Vri,xi, Eri,xi,Γri,xi , φri,xi , φ̂ri) of the orbifold charts
(Vri , Eri ,Γri , φri , φ̂ri) at xi ∈ Vri for i = 1, 2 and an isomorphism of charts
(hr,p12 , ϕ˜
r,p
12 ,
˜ˆϕr,p12 ) : (Vr2,x2 , Er2 ,Γr2,x2, φr2,x2 , φ̂r2)
→ (Vr1,x1 , Er1,x1 ,Γr1,x1 , φr1,x1 , φ̂r1).
Now we require the next equality:
˜ˆϕr,p12 (sr1(y, ξ)) = sr2(ϕ˜
r,p
12 (y), ξ). (15.9)
Proof. The proof is mostly the same as the corresponding standard result in the
case of vector bundle on a manifold or on a topological space. Let s : X → E
be a section, which is an orbifold embedding. Let p ∈ φr(Vr). Then there exist a
subchart (Vr,p,Γr,p, φr,p) of Vr and a subchart (“Vr,p˜,Γr,p˜, φr,p˜) of (Vr×Er,Γr, φr,p˜)
such that a representative (h′, ϕ˜′) of s exists on this subcharts. Since π◦s =identity
set-theoretically, it follows that π1(ϕ˜(y)) ≡ y mod Γp for any y ∈ Vr,p. We take y
such that Γy = {1}. Then, there exists uniquely µ ∈ Γp such that π1(ϕ˜′(y)) ≡ µy.
By continuity this µ is independent of y. (We use Condition 15.9 here.)
We replace p˜ by µ−1p˜ and (“Vr,p˜,Γr,p˜, φr,p˜) by (µ−1“Vr,p˜, µ−1Γτ,p˜µ, φr,p˜ ◦ µ) and
(h′, ϕ˜′) by (h′ ◦ conjµ, ϕ˜
′ ◦ µ−1). (Here conjµ(γ) = µγµ
−1.) Therefore we may
assume π1(ϕ˜
′(y)) = y. Note that ϕ˜′ is h′-equivariant and π1 is id-equivariant. Here
id is the identity map Γr,y → Γr,y. Therefore the identity map Vr,p → Vr,p is h′
equivariant. Hence h′ = id.
In sum we have the following. (We put sr,p = ϕ˜
′.) For a sufficiently small Vr,p
there exists uniquely a map sr,p : Vr,p → Vr,p × Er such that
(a) π1(sr,p(x)) = x
(b) sr,p is equivariant with respect to the embedding Γr,p → Γr. (Recall Γr,p =
{γ ∈ Γr | γp = p}.)
(c) (id, sr,p) is a local representative of s.
We can use uniqueness of such sr,p to glue them to obtain a map Vr → Vr × Er.
By (a) this map is of the form x 7→ (x, sr(x)). This is the map sr in (1). Since
x 7→ γ−1sr(γx) also has the same property, the uniqueness implies that sr is Γr
equivariant. (15.9) is also a consequence of the uniqueness.
We thus find a map from the set of sections to the set of (sr)r∈R satisfying (1)(2).
The construction of the converse map is obvious. 
The next lemma is proved during the proof of Lemma 15.32.
Lemma 15.33. Let (Vr, Er,Γr, φr, φ̂r) be an orbifold chart of (X, E) and s a section
of (X, E). Then there exists uniquely a Γ equivariant map sr : Vr → Er such that
the following diagram commutes.
Vr × Er
φ̂r
−−−−→ Er
id×sr
x xs
Vr
φr
−−−−→ X
(15.10)
Definition 15.34. We call the system of maps sr the local expression of s in the
orbifold chart (Vr, Er,Γr, φr, φ̂r).
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We next review the proof of a few well-known facts on pullback bundle etc..
Those proofs are straightforward generalization of the corresponding results in man-
ifold theory. We include them for completeness’ sake only.
Proposition 15.35. Let E is a vector bundle on X× [0, 1], where X is an orbifold.
We identify X × {0}, X × {1} with X in an obvious way. Then there exists an
isomorphism of vector bundles
I : E|X×{0} ∼= E|X×{1}.
Suppose in addition that there exists a compact set K ⊂ X an its neighborhood V
and isomorphism
I0 : E|V×[0,1] ∼= E|V×{0} × [0, 1]
Then we may choose I so that it coincides with the isomorphism induced by I0 on
K.
In the case K is a submanifold we may take K = V .
Proof. To prove the proposition we use the notion of connection of vector bundle
on orbifolds. Note a vector field on an orbifold is a section of the tangent bundle.
Definition 15.36. A connection of a vector bundle (X, E) is an R linear map
∇ : C∞(TX)⊗R C
∞(E)→ C∞(E)
such that ∇X(V ) = ∇(X,V ) satisfies
∇fX(V ) = f∇X(V ), ∇X(fV ) = f∇X(V ) +X(f)V.
Here C∞(E) is the vector space consisting of all the smooth sections of E .
For any connection ∇ and piecewise smooth map ℓ : [a, b]→ X we obtain parallel
transport
Pal∇ : Eℓ(a) → Eℓ(b)
in the same way as the case of manifold.
Remark 15.37. Here Eℓ(a) is the fiber of E at ℓ(a) ∈ X and is defined as fol-
lows. We take a chart (Vr, Er,Γr, ψr, ψ̂r) of (E , X) at ℓ(a). Then Eℓ(a) = Er. If
(Vr′ , Er′ ,Γr′ , ψr′ , ψ̂r′) is another chart we can identify Er and Er′ by ξ 7→ ϕ˘r′r(ξ, y)
where ψr(y) = ℓ(a) and ϕ˘r′r : Vr × Er → Er′ is a part of the coordinate change.
(Situation 6.3.)
Note the identification ξ 7→ ϕ˘r′r(ξ, y) is well-defined up to the Γℓ(a) = {γ ∈ Γr |
γ(y) = y} action.
The parallel transport Pal∇ : Eℓ(a) → Eℓ(b) is well-defined up to Γℓ(a) × Γℓ(b)
action.
Lemma 15.38. Any vector bundle E over orbifold X has a connection. Moreover
if a connection is given for E|V where V is an open neighborhood of a compact
subset K of X, then we can extend it without changing it on K. In the case K is
a submanifold we may take K = V .
The proof is an obvious analogue of the proof of the existence of connection of
a vector bundle on a manifold, which uses partition of unity.
We start the proof of Proposition 15.35. We take a connection of E|V . We then
take direct product connection on E|V×{0}×[0, 1], and use I0 to obtain a connection
on E|V×[0,1]. We extend it to a connection on E without changing it on K × [0, 1].
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Let x ∈ X then we can use parallel transportation along the path t 7→ (x, t) to
obtain an isomorphism E(x,0) ∼= E(x,1). We thus obtain set theoretical map
|E|X×{0}| ∼= |E|X×{1}|.
It is easy to see that it induces an isomorphism of vector bundles.
Using the fact that our connection is direct product on K × [0, 1], we can check
the second half of the statement. 
Definition 15.39. We say two embeddings of orbifold fi : X → Y (i = 1, 2) to be
isotopic each other if there exists an embedding of orbifoldsH : X×[0, 1]→ Y×[0, 1]
such that the second factor of H(x, t) is t and that
H(x, 0) = (f1(x), 0) H(x, 1) = (f2(x), 1).
Suppose V ⊂ X and f1 = f2 on a neighborhood V of K. We say f1 is isotopic to
f2 relative to K if we may take H such that
H(x, t) = (f1(x), t) = (f2(x), t) (15.11)
for x in a neighborhood of K.
In the case K is a submanifold we may take K = V and then (15.11) holds for
x ∈ K.
Corollary 15.40. Let fi : X → Y be two embeddings which are isotopic and E is
a vector bundle on Y . Then the pullback bundle f∗1 E is isomorphic to f
∗
2E.
If f1 = f2 on a neighborhood of K ⊂ X and f1 is isotopic to f2 relative to K
then we may choose the isomorphism f∗1 E ∼= f
∗
2 E so that its restriction to K is the
identity map.
Proof. This is an immediate consequence of Proposition 15.35 and the definition.

We next recall Definition 12.23 which we copy below.
Definition 15.41. Let f : X → Y be an embedding of orbifolds and K ⊂ X
a compact subset and U be an open neighborhood of K in Y . We say that a
continuous map π : U → X is diffeomorphic to the projection of normal bundle if
the following holds.
Let pr : NXY → X be the normal bundle. Then there exists a neighborhood
U ′ of K in NXY , (Note K ⊂ X ⊂ NXY .) and a diffeomorphism of orbifolds
h : U ′ → U such that π ◦ h = pr. We also require that h(x) = x for x in a
neighborhood of K in X .
Definition-Lemma 15.42. Suppose π : U → X is diffeomorphic to the projection
of normal bundle as in Definition 15.41 and E be a vector bundle on X . We define
π∗E , the pullback bundle as follows.
Let h, U ′ be as in Definition 15.41. We defined a pull back bundle pr∗E on NXY
in Definition 15.29. We put
π∗E = (h−1)∗pr∗E|U ′ .
This is independent of the choice of (U ′, h) in the following sense. Let U ′i , hi
(i = 1, 2) be two choices. Then we can shrink U and U ′i so that the restriction of
hi becomes an isomorphism between them. Then
(h−11 )
∗pr∗E|U ′
1
∼= (h−12 )
∗pr∗E|U ′
2
. (15.12)
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Moreover the isomorphism (15.12) can be taken so that the following holds in
addition. We regardK ⊂ U . Then by definition it is easy to see that the restriction
of both sides of (15.12) are canonically identified with the restriction of E to K ⊂ X .
The isomorphism (15.12) becomes the identity map on K by this isomorphism.
Proof. We can replace U by a smaller open neighborhood so that h−11 : U → NXY
is isotopic to h−12 : U → NXY . (See the proof of Proposition 15.43 below.) Then
(15.12) follows from Corollary 15.40.
The second half of the claim follows also from the second half of Corollary 15.40.

Actually the pullback bundle is independent of π but depend only on U in the
situation of Definition 15.41. In fact we have
Proposition 15.43. Let πi : U → X be as in Definition 15.41 for i = 1, 2. Then
there exists a neighborhood U0 of X in Y and f : U0 → U such that
(1) π2 ◦ f = π1
(2) f : U0 → U is isotopic to identity relative to X.
Proof. Let hi : U
′
i → Ui be as in Definition 15.41. We put f = h2 ◦ h
−1
1 which is
defined for sufficiently small U0. If suffices to show that f is isotopic to identity.
We first prove it in the case when the following additional assumption is satisfied.
(We will remove this assumption later.)
Assumption 15.44. For any x ∈ K ⊂ NXY the first derivative at x, Dxf :
Tx(NXY )→ Tx(NXY ) is the identity map.
In the case of manifold we can prove Proposition 15.43 in this case, by observing
f is C1-close to the identity map. Then for example by using minimal geodesic we
can show that f is isotopic to identity.
In the case of orbifold we need to work out this last step a bit more carefully
since the number
inf{r | if d(x, y) < r the minimal geodesic joining x and y is unique}
can be 0 in general.
We will prove certain lemmata to clarify this point. We need certain digression
to state the lemmata. We can define the notion of Riemannian metric of orbifold
X in an obvious way. For p ∈ X we have a geodesic coordinate (TBp(cp),Γp, ψp)
where
TBp(cp) = {ξ ∈ TcX | ‖ξ‖ < c}.
The group Γp is the isotropy group of the orbifold chart of X at p. The uniformiza-
tion map ψ : TBp(c) → X is defined by using minimal geodesic in the same way
as the usual Riemannian geometry. We remark that this map is well defined up to
the action of Γp.
We need to take the number c small so that ψ induces homeomorphism TBp(c)/Γp →
X . We can not choose c uniformly away from 0 even in the compact set. (This is
because d(p, q) < cp must imply #Γq ≤ #Γp.) However we can prove the following.
Let X be an orbifold and Z be a compact set. Suppose Bc0(Z) = {x | d(x, Z) ≤
c0} is complete with respect to the metric induced by the Riemannian metric.
Lemma 15.45. Let Z ⊂ X be a compact subset. Then there exists a finite set
{pi | j ∈ J} ⊂ Z and 0 < cj < c0 such that
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(1) The geodesic coordinate (TBpj (cj),Γpj , ψpj ) exists.
(2)
Z ⊂
⋃
j
ψpj (TBpj (cj/2)).
The proof is immediate from the compactness of Z. We call such {(TBpj(cj),Γpj , ψpj ) |
j} a geodesic coordinate system of (X,Z). We put P = {pj | j = 1, . . . , J}.
Definition 15.46. We fix a geodesic coordinate system of (X,K). Let Z0 ⊂ Z be
a compact subset containing P . Suppose F : U → X be an embedding of orbifold
where U ⊃ Z is an open neighborhood of Z. We say F is C1-ǫ close to identity on
Z0 if the following holds.
(1) F (Bpj (cj/2)) ⊂ Bpj (cj).
(2) There exists F˜j : Bpj (cj/2)→ Bpj (cj) such that:
(a) ψpj ◦ F˜j = F ◦ ψpj .
(b) d(x, F˜j(x)) < ǫ for x ∈ TBpj (cj/2) ∩ ψ
−1
j (Z0).
(c) d(DxF˜j , id) < ǫ for x ∈ TBpj(cj/2) ∩ ψ
−1
j (Z0).
Here d in Item (b) is the standard metric on Euclidean space TpjX (together
with metric induce by our Riemannian metric), d in Item (c) is a distance
in the space of n × n matrices. (n = dimX . We use our Riemannian
metric to define a metric on this space of matrices, which is a vector space
of dimension n2 with metric.)
Lemma 15.47. For each Z and a geodesic coordinate system of (X,Z) there exists
ǫ such that the following holds for any Z0 and F : U → X.
If F is C1-ǫ close to identity on Z0 then F is isotopic to the identity on Z0.
Moreover for any δ there exists ǫ(δ) that that if F is C1-ǫ(δ) close to identity on
Z0 then the isotopy from F to the identity map is taken to be C
1-δ close to identity
on Z0.
Proof. We first observe that if ǫ is sufficiently small then the maps F˜j satisfying
Definition 15.46 (2) (a),(b) and (c) is unique. In fact such F˜j is unique up to the
action of Γpj . Since the Γpj action is effective, Γpj is a finite group and pj ∈ Z0, we
find that at most one such F˜j can satisfy (c). (Note the map Γpj → O(n) taking
the linear part at pj of the action is injective since Γpj action has a fixed point and
is effective.)
We define for t ∈ [0, 1] a map
F˜t,j : Vj → TBpj(cj/2)
as follows. Here Vj is a sufficiently small neighborhood of TBpj (cj/2) ∩ ψ
−1
j (Z0).
We take a Riemannian metric on Vj which is a pullback of our Riemannian metric
on X by ψpj . By choosing ǫ sufficiently small and using (b), there exists a unique
minimal geodesic ℓx,j : [0, 1]→ TBpj (cj/2 + 2ǫ) joining x to F˜j(x). We put
F˜t,j(x) = ℓx,j(t).
In the same way as the proof of the uniqueness of F˜j we can show that there exists
Ft such that ψpj ◦ F˜t,j = Ft ◦ ψpj . Using Definition 15.46 (2) (b) and (c) we can
show that Ft together with its first derivative is close to the identity map. We can
use it to show that Ft is a diffeomorphism to its image. Thus Ft is the required
isotopy from F to the identity map. 
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We now use Lemma 15.47 to prove Proposition 15.43 under Assumption 15.44.
Note we put f = h2 ◦ h
−1
1 and we want to show that f is isotopic to the identity
map in a neighborhood of K ⊂ X ⊂ Y .
We take a finite cover K ⊂
⋃
j ψpj (TBpj (cj/2)) by geodesic coordinate, where
pj ∈ K. We take a compact neighborhood Z ⊂ K such that Z ⊂
⋃
j ψpj (TBpj (cj/2)).
We apply Lemma 15.46 to obtain ǫ. Note f is the identity map on K. Moreover
its first derivative is identity at K by Assumption 15.44. Therefore we can find a
compact neighborhood Z0 of K sufficiently small so that f is C
1-ǫ close to identity
on Z0. Thus Lemma 15.46 implies that f is isotopic to the identity map. The proof
of Proposition 15.43 under the additional Assumption 15.44 is complete.
To remove Assumption 15.44, we use the next lemma.
Lemma 15.48. Let U be an open neighborhood of K in NXY and F : U → NXY
be an open embedding of orbifold.
Assume F = identity on a neighborhood of K in X and DxF (V ) ≡ V mod TxV
for x in a neighborhood of K.
Then there exists a smaller neighborhood U ′ of K such that the restriction of F
to U ′ is isotopic to the embedding satisfying Assumption 15.44.
Proof. We take the first derivative of F at points x in a neighborhood of K in X
and obtain
DxF : TxNXY → NXY
Note TxX ⊂ NXY is preserved by this map and TxNXY = TxX ⊕ (NXY )x.
Therefore there exists linear bundle map
H : NXY → TX
on a neighborhood of K such that
DxF (V1, V2) = (V1 +Hx(V2), V2),
where V1 ∈ TxX and V2 ∈ (NXY )x. Now we define Gt : U
′ → NXY as follows.
(U ′ is a small neighborhood of K in NXY .) Let (x, V ) ∈ U ′. Here x is in a
neighborhood of K in X and V ∈ (NXY )x. We take a geodesic ℓ : [0, 1] → X of
constant speed with ℓ(0) = x and Dℓ/dt(0) = Hx(V ). Let ℓ≤t be its restriction to
[0, t]. Then Gt(x, V ) = (ℓ(t),Palℓ≤t(V )), here Palℓ≤t(V ) ∈ (NXY )ℓ(t) is the parallel
transport along ℓ≤t. By construction the first derivative of Gt at a point in K is
given by
(V1, V2) 7→ (V1 + tHx(V2), V2),
which is invertible. Therefore, if V ′ is sufficiently small neighborhood of K, then
the restriction of Gt is an embedding V
′ → NXY .
Note F ◦G−11 satisfies Assumption 15.44. The proof of Lemma 15.48 is complete.

Using Lemma 15.48 we can reduce the general case of Proposition 15.43 to the
case when Assumption 15.44 is satisfied. The proof of Proposition 15.43 is complete.

We used the next result in Subsection 13.2.
Proposition 15.49. Let f : X → Y be an embedding of orbifolds and Ki compact
subsets of X for i = 1, 2 such that K1 ⊂ IntK2. Suppose U1 is an open neighborhood
K1 in Y and π1 : U1 → X such that it is diffeomorphic to the normal bundle.
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Then there exists an open neighborhood U2 of K2 in Y and π2 : U2 → X such
that it is diffeomorphic to the normal bundle and π1 = π2 on a open neighborhood
of K1.
Proof. In the case of manifold this is a standard result and can be proved using
isotopy extension lemma. By applying Lemma 15.47 we can prove it in the same
way in orbifold case. For completeness’ sake we give detail of the proof below.
We first apply [FOOO14, Lemma 6.5] to obtain U ′2 and π
′
2 : U
′
2 → X such that
U ′2 ⊃ K2 and (U
′
2, π
′
2) is diffeomorphic to the normal bundle.
We modify it to obtain π2 so that π1 = π2 on an open neighborhood of K1. The
detail follows.
Let W
(i)
1 be a neighborhood of K1 in X such that
W
(1)
1 ⊂W
(2)
1 ⊂W
(2)
1 ⊂ U1 ∩X,
Let Ω be an open subset of U1 with
W
(2)
1 ⊂ Ω ⊂ Ω ⊂ U1.
Later on we will choose Ω so that it is in a sufficiently small neighborhood of X .
We put
V
(i)
1 = π
−1
1 (W
(i)
1 ) ∩ Ω.
Let χ˜ : Int(K2) ∪ Ω→ [0, 1] be a smooth function such that
χ˜ =
®
1 on W
(1)
1
0 on the complement of W
(2)
1 .
and put χ = χ˜ ◦ π′2. We may choose Ω small so that the following holds.
χ =
®
1 on V
(1)
1
0 on the complement of V
(2)
1 .
Let Z = W
(2)
1 \W
(1)
1 . We take a neighborhood U
′ of Z and restrict π1 and π
′
2
there. Then we can apply Proposition 15.43 to prove that there exists an isotopy
Ft : U
′ → X such that π′2 ◦ F1 = π1 and F0 is the identity map. Now we put
π2(x) =

(π2 ◦ Fχ(x))(x) on U
′
π1 on V
(1)
1
π′2(x) elsewhere on U
′
2.
It is easy to see that they are glued to define a map. To complete the proof it
suffices to show that x 7→ Fχ(x)(x) is an embedding : U
′ → X . We will prove it
below.
We first assume that Assumption 15.44 is satisfied for the map f : U ′ → X with
π′2 ◦ f = π1. In this case we may choose the isotopy Ft to be arbitrary close to
the identity map in C1 sense by taking Ω small. (This is the consequence of the
second half of Lemma 15.47.) Therefore the first derivative of x 7→ Fχ(x)(x) is close
to identity. It follows that this map is an embedding.
We finally show that we can choose (U ′2, π
′
2) so that Assumption 15.44 is satisfied
for the map f : U ′ → X with π′2 ◦ f = π1.
We consider the fiber π−11 (x) of π1. We may choose the Riemannian metric of
X in a neighborhood of K1 so that this fiber is perpendicular to X for any x in
a neighborhood of K1. We now extend this Riemannian metric to the whole X .
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We use this Riemannian metric and exponential map in the normal direction to
identify a neighborhood of K2 with a normal bundle and to obtain U
′
2 and π
′
2.
Then Assumption 15.44 is satisfied.
The proof of Proposition 15.49 is now complete. 
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fiber product CF-perturbation of
Kuranishi structure, 111
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and support systems, 79
good coordinate system, 25
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open substructure, 28
smooth correspondence associated to
good coordinate system, 88
strictly extend, pairs of good coordinate
systems and support systems, 79
strictly extend, two good coordinate
systems, 77
strongly open substructure, 28
strongly transversal (w.r.t. multisection)
to a map on good coordinate system,
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support pair, 41
support set, 26
support system, 41
weakly open substructure, 28
with multivalued perturbation, 18, 167
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of differential form by CF-perturbation
on Kuranishi structure, 115
of differential form on K-space, 115
integration along the fiber (pushout)
integration along the fiber, 73
of differential form - one chart, 68
of differential form on good coordinate
system, 85
of differential form on single Kuranishi
chart, 73
isotopic, 190
isotopic relative to a compact subset, 190
K-space
isomorphism of K-spaces, 37
K-space, 25
Kuranishi chart
coordinate change in strong sense, 24
coordinate change in weak sense, 24
direct product of CF-perturbations of
Kuranishi structures, 110
embedding of Kuranishi charts, 23
fiber product CF-perturbation on one
chart, 110
isomorphism of Kuranishi chart, 24
Kuranishi chart, 23
Kuranishi map, 23
Kuranishi neighborhood, 23
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Kuranishi neighborhood of A, 24
obstruction bundle, 23
open embedding of Kuranishi chart, 24
open subchart, 23
parametrization, 23
sum chart, 27
Kuranishi structure
CF-perturbation of, 97
compatibility between good coordinate
system and Kuranishi structure, 30, 62
corner structure stratification, 36
direct product, 32
fiber product of Kuranishi structures, 34
fiber product of Kuranishi structures
with corners, 36
Kuranishi structure, 24
normalized boundary, 91
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restriction to compact subset, 77
support set, 24
map from Kuranishi structure
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strongly continuous map, 30
strongly smooth, 30
strongly smooth function, 80
weakly submersive, 30
member
see CF-perturbation, 72
Morse function, 171
multisection
Ck-convergence, 48
branch of, 49
equivalence as ℓ-multisections, 47
equivalence as multisections, 47
iteration of ℓ-multisection, 47
multisection, smooth ℓ-multisection on
orbifold chart, 47
of a vector bundle on an orbifold, 48
on an orbifold chart, 47
representative of multisection of a vector
bundle on an orbifold, 48
restriction by coordinate change, 48
restriction to open substructure of
Kuranishi structure, 59
multivalued perturbation
compatibility with GG-embedding, 59
compatibility with GK-embedding, 59
compatibility with KK-embedding, 59
good coordinate system with multivalued
perturbation, 18, 167
of good coordinate system, 49
of Kuranishi structure, 59
strictly compatible multivalued
perturbation of Kuranishi structure, 59
uniform family, 53
normalized boundary
normalization map from normalized
boundary of orbifold, 90
of Kuranishi structure, 91
of orbifold, 90
normally positive function at the boundary,
169
orbifold
base point of an orbifold chart, 179
base space of vector bundle, 185
compatible (orbifold chart), 179
coordinate change of orbifold chart of
vector bundles, 47
corner structure stratification, 35
diffeomorphism, 180
differential form on orbifold, 182
embedding of orbifolds, 180
embedding of orbifolds with corners, 182
embedding of vector bundles on
orbifolds, 184
isomorphism of orbifold charts of vector
bundles, 186
isomorphism of vector bundles on
orbifolds, 185
isotropy group of an orbifold chart, 179
local expression of a section on orbifold
chart, 188
local representative of embedding, 183
local representative of embedding of
vector bundle on orbifold, 187
local uniformization map, 179
multisection of a vector bundle on an
orbifold, 48
multisection on an orbifold chart, 47
multisection, smooth ℓ-multisection on
orbifold chart, 47
normalized boundary, 90
open suborbifold, 181
orbibundle, 185
orbifold, 180
orbifold atlas, 181, 186
orbifold chart, 179, 181
orbifold chart of a vector bundle, 184
orbifold structure, 180
orbifold with corner, 182
orientation, 182
oriented orbifold chart, 182
parametrization, 179
partition of unity, 72, 82, 182
projection of vector bundle, 185
pullback of vector bundle by a projection
of another vector bundle, 187
pullback of vector bundle on orbifold, 186
representative of a vector bundle
structure on orbifold, 184
representative of an orbifold structure,
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restriction of vector bundle on orbifold,
186
section of a vector bundle on orbifold,
187
smooth function on orbifold, 182
subchart, 179
subchart of an orbifold chart of vector
bundle, 184
total space of vector bundle, 185
trivialization of vector bundle, 186
vector bundle on orbifold, 185
vector bundle structure, 185
orientable
Kuranishi chart, 23
good coordinate system, 26
Kuranishi structure, 25
orientation
Kuranishi chart, 23
orientation preserving
embedding, 28
embedding of Kuranishi chart, 24
of coordinate change, 24
pushout
see integration along the fiber, 101
sheaf S
of CF-perturbations, 70
restriction map, 70
soft, 141
stalk of the sheaf of CF-perturbations, 71
strongly transversal germ, 144
smooth correspondence
associated to good coordinate system, 88
composition, 113
composition of perturbed smooth
correspondences, 114
degree, 107
perturbed smooth correspondence, 114
smooth correspondence, 13, 64, 107
stratification
corner structure stratification of an
orbifold, 35
corner structure stratification of
Kuranishi structure, 36
dimension stratification, 39
strongly smooth function, 80, 83
strongly submersive (w.r.t.
CF-perturbation)
map on Kuranishi structure, 98
on good coordinate system, 77
on one chart, 68
on orbifold, 72
strongly submersive (w.r.t. multisection)
map on good coordinate system, 58
map on orbifold, 58
strongly transversal (w.r.t.
CF-perturbation)
to a map on good coordinate system, 77
to a map on Kuranishi structure, 98
two maps from Kuranishi structures, 111
strongly transversal (w.r.t. multisection)
to a map on good coordinate system, 58
to a map on orbifold, 58
support
of differential form on orbifold, 68
support pair, 41
support system, 41
system of bundle extension data, 159
thickening of Kuranishi structure, 40
transversal (w.r.t. CF-perturbation)
to a map on one chart, 68
to a map on orbifold, 72
transversality
between two strongly smooth maps, 33
of maps from Kuranishi structure with
corners, 36
of maps from orbifolds with corners, 36
of multisection on good coordinate
system, 58
of multisection on orbifold, 58
uniform family
of CF-perturbations, 80, 108
of multivalued perturbations, 53
uniformly independent of the choice in the
sense of ♣, 88
weakly transversal to a smooth map, 32
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