This paper is concerned with the existence and uniqueness of a mild solution of a semilinear fractional-order functional evolution differential equation with the infinite delay and impulsive effects. The existence and uniqueness of a mild solution is established using a solution operator and the classical fixed-point theorems.
Introduction
This paper is concerned with the existence and uniqueness of a mild solution of an impulsive fractional-order functional differential equation with the infinite delay of the form where T > 0, 0 < α < 1, A : D A ⊂ X → X is the infinitesimal generator of an α-resolvent family S α t t≥0 , the solution operator T α t t≥0 is defined on a complex Banach space X, D α is the Caputo fractional derivative, f : J × B h × X → X is a given function, and B h is a phase space defined in Section 2. Here, 0 t 0 < t 1 < · · · < t m < t m 1 T , I k ∈ C X, X , k 1, 2, . . . , m , are bounded functions, Δx t k x t k − x t D q x t f t, x t , t ∈ 0, T , 0 < q < 1, x t φ t , t ∈ −∞, 0 ,
D α t x t Ax t f t, x t , Bx t , t ∈ J 0, T , t / t k ,
where D q is Riemann-Liouville fractional derivative, φ ∈ B h , with φ 0 0, and established the existence of a mild solution for the considered problem using the Banach fixed-point and the nonlinear alternative of Leray-Schauder theorems.
Motivated by the above-mentioned works, we consider the problem 1.1 to study the existence and uniqueness of a mild solution using the solution operator and fixed-point theorems. The paper is organized as follows: in Section 2, we introduce some function spaces and notations and present some necessary definitions and preliminary results that will be used to prove our main results. The proof of our main results is given in Section 3. In the last section one example is presented.
Preliminaries
In this section, we mention some definitions and properties required for establishing our results. Let X be a complex Banach space with its norm denoted as · X , and L X represents the Banach space of all bounded linear operators from X into X, and the corresponding norm is denoted by · L X . Let C J, X denote the space of all continuous functions from J into X with supremum norm denoted by · C J,X . In addition, B r x, X represents the closed ball in X with the center at x and the radius r.
To describe a fractional-order functional differential equation with the infinite delay, we need to discuss the abstract phase space B h in a convenient way for details see 3 . Let 
2.2
If B h is endowed with the norm
then it is known that B h , · B h is a Banach space. Now, we consider the space 
If x : − ∞, T → X, T > 0, is such that x 0 ∈ B h , then for all t ∈ J, the following conditions hold:
, where H > 0 is a constant and C 1 : 0, ∞ → 0, ∞ is continuous, C 2 : 0, ∞ → 0, ∞ is locally bounded, and C 1 , C 2 are independent of x · . For more details, see 6 .
A two parameter function of the Mittag-Lefller type is defined by the series expansion 
2.8
Sectorial operators are well studied in the literature. For details see 13 . 
in this case, S α t is called the α-resolvent family generated by A. 
in this case, S α t is called the solution operator generated by A.
The concept of the solution operator is closely related to the concept of a resolvent family see 14 Chapter 1 . For more details on α-resolvent family and solution operators, we refer to 14, 15 and the references therein.
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Definition 2.4. The Riemann-Liouville fractional integral operator for order α > 0, of a function f : R → R and f ∈ L 1 R , X , is defined by
where Γ · is the Euler gamma function. The Laplace transform of a function f ∈ L 1 R , X is defined by
provided the integral is absolutely convergent for Re λ > ω.
Definition 2.5. Caputo's derivative of order α for a function f : 0, ∞ → R is defined as
Obviously, Caputo's derivative of a constant is equal to zero. The Laplace transform of the Caputo derivative of order α > 0 is given as
Lemma 2.6. If f satisfies the uniform Holder condition with the exponent β ∈ 0, 1 and A is a sectorial operator, then the unique solution of the Cauchy problem
2.16
is given by Proof. Let t − t 0 u, then we get
Taking the Laplace transform of 2.19 , we have
Since
By the inverse Laplace transform of 2.21 , we get
2.22
Set u t 0 t, in 2.22 , we have
On simplification, we obtain This completes the proof of the lemma.
Now, we give the definition of a mild solution of the system 1.1 by investigating the classical solution of the system 1.1 . 
. . . 
T α t − t m x t

2.26
Now, we introduce the following assumptions:
2.27
H2 for each k 1, . . . , m, there exists ρ k > 0 such that 
The Main Results
Our first result is based on the Banach contraction principle.
Theorem 3.1. Assume that the assumptions (H1)-(H3) are satisfied. If
A ∈ A α θ 0 , ω 0 , then the system 1.1 has a unique mild solution.
Proof. Consider the operator N : B h → B h defined by
Nx t
T α t − t m x t
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If x · satisfies 2.26 , then we can decompose x · as x t y t z t for t ∈ J, which implies x t y t z t for t ∈ J, and the function z · satisfies 
3.4
Set B h {z ∈ B h such that z 0 0} and let · B h be the seminorm in B h defined by
thus B h , · B h is a Banach space. We define the operator P : 
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It is clear that the operator N has a unique fixed-point if and only if P has a unique fixedpoint. To prove that P has a unique fixed-point, let z, z * ∈ B h , then for all t ∈ 0, t 1 . We have 
3.7
For t ∈ t 1 , t 2 , we have
3.8
Similarly, when t ∈ t i , t i 1 , i 2, . . . , m, we get
3.9
Thus, for all t ∈ 0, T , we have
3.10
Hence, P is a contraction map, and therefore it has an unique fixed-point z ∈ B h , which is a mild solution of 1.1 on −∞, T . This completes the proof of the theorem.
The second result is established using the following Krasnoselkii's fixed-point theorem.
Theorem 3.2. Let B be a closed-convex and nonempty subset of a Banach space X. Let P and Q be two operators such that i Px Qy ∈ B whenever x, y ∈ B, ii P is compact and continuous;
iii Q is a contraction mapping, then there exists z ∈ B such that z Pz Qz. Now, we make the following assumptions:
H4 f : J × B h × X → X is continuous, and there exist two continuous functions μ 1 , μ 2 :
H5 the function I k : X → X is continuous, and there exists Ω > 0 such that
Before going further, we need the following lemma.
Lemma 3.3 see Lemma 3.2 in 7 .
Let
then for any s ∈ J,
3.14
If z X < r, r > 0, then 
. . .
3.17 
3.18
Step 1. Let z, z * ∈ B r , then show that Γ 1 z Γ 2 z * ∈ B r , for t ∈ 0, t 1 , we have and by using Lemma 3.3, we conclude that
Similarly, when t ∈ t i , t i 1 , i 1, . . . , m, we have the estimate
Step 2. We will show that the mapping Γ 1 z t is continuous on B r . For this purpose, let {z n } ∞ n 1 be a sequence in B r with lim z n → z ∈ B r , then for t ∈ t i , t i 1 , i 0, 1, . . . , m, we have
3.22
Since the functions I i , i 1, 2, . . . , m are continuous, hence lim n → ∞ Γ 1 z n Γ 1 z in B r which implies that the mapping Γ 1 is continuous on B r .
Step 3. Uniform boundedness of the map Γ 1 z t is an implication of the following inequality: for t ∈ t i , t i 1 , i 0, 1, . . . , m, we have
3.23
Step 4. To show that the map 3.17 is equicontinuous, we proceed as follows.
, then we obtain
3.24
Since T α is strongly continuous, the continuity of the function t → T t allows us to conclude that 
4.6
If we take μ 1 t p t and μ 2 t 1, hence f satisfies H4 , and similarly we can show that I k satisfy H5 . All conditions of Theorem 3.7 are now fulfilled, so we deduce that the system 4.1 has a mild solution on −∞, T .
