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Effective evaluation methods of expectations via duality concepts
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An effective method to evaluate expectations for stochastic differential equations is proposed. The
method is based on the duality concept, which have already been used to evaluate moments, i.e.,
averages, variances, and correlation functions, and so on, for some stochastic models in statistical
physics. Here, an extension of the duality concept is given; the extension enables us to evaluate not
only the simple statistics such as moments, but also expectations for other differentiable functions.
Furthermore, the usage of the duality concept gives computationally effective methods in some
cases. In order to explain and to demonstrate the extension, a simple double-well system is used,
and expected values for sigmoid-type functions are evaluated, which could be used to consider
escape problems. Consequently, it is shown that there are no additional large computational costs
in order to evaluate expectations for various initial conditions and various center positions of the
sigmoid-type functions.
I. INTRODUCTION
Evaluations of expectations for stochastic systems are
important topics in various research fields including sta-
tistical physics. In order to evaluate the expectations,
one may use simple direct Monte Carlo samplings of the
stochastic systems, or analytical solutions, if available.
Both approaches are focusing on approximate or exact
evaluations of the probability density functions or distri-
butions; once such quantities are evaluated, it is possi-
ble to calculate expectation values of various statistics.
However, in practice we sometimes need only some spe-
cific statistics, such as averages and variances, for various
initial conditions. For this aim, the approximate or exact
evaluations of the probability density functions or distri-
butions might not be economical from the viewpoint of
computational costs.
The duality concept for stochastic processes could be
one of the ways in order to achieve economical computa-
tions. In statistical physics, the duality concept has been
widely studied especially in interacting particles systems
[1]. Using the duality concept, the correlation functions
are effectively calculated; for example, when we want to
know the two-point correlation functions of a heat trans-
fer model (a Brownian momentum process), it is enough
to deal with the corresponding discrete-type dual process
with only two particles; the two particle system is rather
tractable compared with the original model [2, 3]. There
are many works for the duality concept; it ranges from
population genetics [4–6] to simple exclusion processes
[7–9]. Although analytical solutions for dual processes
are preferable for evaluating the statistics of original sys-
tems, recently numerical approaches for the usage of the
duality concept have also been developed. For example,
in [10], effective computational ways via the duality con-
cept were demonstrated using nonlinear Kalman filtering
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for Van der Pol-type systems.
Stochastic differential equations, or Langevin equa-
tions, have a wide range of applications, and the dual-
ity concept has also been studied a lot; the correspond-
ing dual processes are birth-death processes or chemical
reaction-type stochastic processes. However, at a glance,
it is quite difficult to see why original stochastic systems
and dual processes are related. So far, some works re-
vealed mathematical structures behind the duality con-
cept [11–17], and there are some derivation methods for
the dual processes [11, 13]. Despite of these theoreti-
cal works, the usage of the duality concept has been re-
stricted basically only to simple statistics such as aver-
ages, variances and correlation functions, i.e., ‘moments’
in probability theory. The reason would be based on the
fact that the derivation methods give naturally the evalu-
ation of moments. For example, the second-quantization
method is used in [12, 13], and it gives naturally the eval-
uation for various moments including correlation func-
tions. From the practical point of view, it would be
preferable to develop computational frameworks to eval-
uate other statistics.
In the present paper, an effective method is proposed,
in which expectations for other types of statistics can be
evaluated. As an example, a sigmoid-type function is
treated as an integrand, which could be used in order to
extract information in escape problems. That is, a sim-
ple double-well potential system is considered, and the
expectation of the sigmoid-type function gives us the in-
formation about an approximate probability with which
the particle is located beyond a certain position. In order
to derive the new framework for the extended usage of
the duality concept, here a derivation technique based on
basis functions is employed [18]; the viewpoint of the ba-
sis function gives us good prospects to extend the frame-
work of the duality concept to other types of statistics.
In addition, the range of the sigmoid-type function is
restricted, and hence the Legendre polynomials are in-
troduced as one of the basis functions; the usage of the
Legendre polynomials is a new trial in the researches of
2duality concept. Using the new framework, the following
effective computation is achieved:
• A numerical evaluation for the derived dual process
is performed only once in advance.
• Employing the pre-calculated results, it is possible
to evaluate the expectation values for the sigmoid-
type integrand for various initial conditions.
• Also, the same pre-calculated results are employed
in order to evaluate the expectation values for vari-
ous center positions of the sigmoid-type integrand.
That is, only one numerical evaluation of the dual pro-
cess gives the expectation values of a certain statistics
(here, the sigmoid-type) for various conditions. This fact
means effective computational methods of expectations
for stochastic differential equations.
The construction of the present paper is as follows. In
Sec. II, a model and problem settings are explained; a
simple model with a double-well potential is used and
an expectation for a sigmoid-type function is evaluated.
Section III is the main part of the present paper; using
the simple model, an explanation of the extension of the
duality concept is given via the demonstration for the
simple model. Numerical demonstrations for the simple
model are shown in Sec. IV. Finally, some concluding
remarks and future works are denoted in Sec. V.
II. MODEL
A. Simple one-dimensional model with a
double-well potential
In the present paper, our target is restricted only to
stochastic differential equations or Langevin equations.
Discussions of the duality concept have been developed
especially for the stochastic differential equations, and
the stochastic differential equations are actually widely
used in various topics ranging from statistical physics and
biological issues to financial and robotics issues (for the
stochastic differential equations, see Ref. [19].)
The main contribution of the present paper is an ex-
tension of the framework of the duality concept for the
evaluations not only of moments, but also of other types
of integrands. In order to explain the framework, a sim-
ple one-dimensional model with a double-well potential
is used here because explanations with a demonstration
would be more understandable for general readers. Ap-
plications of the derivation techniques to other statistics
and to high-dimensional cases are straightforward.
Here, the following simple stochastic differential equa-
tion is considered:
dx = −∂xV (x) dt+DdW, (1)
where V (x) is a potential of the system, D a state-
independent diffusion constant, and dW is the derivative
FIG. 1. A double-well potential used in the simple model.
x = Vpos and x = −Vpos give local or global minimums. V+
and V− correspond to the potential values at x = Vpos and
x = −Vpos, respectively. These four (essentially, three) pa-
rameters determine the shape of the potential; V˜pos, at which
the first derivative of V (x) is zero, is calculated from these
four parameters.
of a conventional Wiener process W (t). The potential
V (x) has the following form;
V (x) = c1x+ c2x
2 + c3x
3 + c4x
4, (2)
that is, the particle moves on a double-well potential sys-
tem. Figure 1 shows the shape of the double-well poten-
tial. The following four parameters are used to determine
the shape of the potential; Vpos and −Vpos give positions
of two minimum of the system; V+ and V− give the po-
tential values at x = Vpos and x = −Vpos, respectively.
There is another special point at which the derivative of
the potential gives zero; we denote the x value as V˜pos.
The value of V˜pos is calculated from the above four pa-
rameters. The four parameters in (2), c1, c2, c3 and c4,
are determined as follows:
c1 =
3(V+ − V−)
4Vpos
,
c2 =
V+ + V−
V 2pos
,
c3 = −
1
4V 3pos
(V+ − V−) ,
c4 = −
1
2V 4pos
(V+ + V−) .
(3)
Note that the another special point, V˜pos, is calculated
as
V˜pos = −
3
8
Vpos
V+ − V−
V+ + V−
. (4)
In addition, for later use, the following abbreviation is
introduced:
a(x) = −c1 − 2c2x− 3c3x
2 − 4c4x
3, (5)
and hence we can rewrite (1) as
dx = a(x) dt+DdW. (6)
3B. Evaluated quantity
As denoted in the Introduction, it has already been
clarified that various moments, including averages and
variances, can be evaluated via the duality concept. In
the present paper, instead of these conventional statis-
tics, an expectation value for a sigmoid-type function
is evaluated. In the escape problems (for example, see
Ref. [19]) one may want to evaluate the probability with
which the particle escapes from the local minimum in the
double-well potential. That is, sometimes we have inter-
ests in the probability with which the particle is located
at position x > α, where α is a certain threshold. In or-
der to evaluate the probability, a step function should be
used. However, as we will see below, the duality concept
is not suitable for non-differentiable functions. Hence,
we here consider a kind of relaxation of the problem, and
introduce a sigmoid function (logistic function):
σh(x) =
1
1 + e−hx
, (7)
where h is a parameter for determining the steepness of
the function. The aim of the present paper is to evaluate
the following expectation values for the sigmoid function;
E [σh(X − α)]t =
∫ +∞
−∞
σh(x− α)p(x, t) dx, (8)
where p(x, t) is the probability density function of the
system at time t.
When employing the conventional Monte Carlo simu-
lations and obtaining N samples, x1, . . . , xN , at time t,
the expectation is approximately calculated as
E [σh(X − α)]t ≃
1
N
N∑
n=1
σh(xn − α). (9)
Note that if we change the initial position of the parti-
cle at time t = 0, the Monte Carlo simulations should
be performed again for the different initial position. If
one wants to know expectation values for the sigmoid
function for various initial positions, it is necessary to
perform the Monte Carlo simulations repeatedly, which
needs high computational costs.
III. DUALITY
This section is the main contribution of the present
paper; the recent derivation technique of the duality re-
lations is extended and applied to the evaluations of the
expectation in (8). Although there are many mathemat-
ical discussions for the duality concept, the recent pa-
per [18] reveals that the derivation of the dual process
is easy to understand by using the integration by parts
and the basis functions. In addition, the simple deriva-
tion method gives us an insight of extensions; using the
simple model in Sec. II, we demonstrate the derivation
here.
A. Introduction of an additional stochastic variable
The duality concept has already been used to evalu-
ate ‘moments’ of stochastic differential equations. How-
ever, here, we want to evaluate the expected values of the
sigmoid function. Therefore, the following naive idea is
employed: let us consider the integrand as a new stochas-
tic variable. That is, if the integrand is replaced with a
new stochastic variable, it would be enough to calculate
the 1st moment (i.e., the average) of the new stochas-
tic variable in order to evaluate the integral. This naive
idea gives extended applications of the duality concept
as below.
Firstly, an additional variable is introduced and we
employ the following variable transformation:{
x1 = x,
x2 = σh(x− α).
(10)
The introduction of x2 is the key point here. Note that
the sigmoid function in (7) is differentiable as follows:
d
dx
σh(x − α) = hσh(x − α) (1− σh(x− α)) , (11)
and
d2
dx2
σh(x− α) =h
2σh(x− α) (1− σh(x− α))
− 2h2σh(x− α)
2 (1− σh(x − α)) .
(12)
Hence, the following coupled stochastic differential equa-
tions are obtained:
dx1 = a(x1)dt+DdW, (13)
dx2 =hx2(1− x2)a(x1)dt
+
1
2
D2
[
h2x2(1− x2)− 2h
2x22(1− x2)
]
dt
+ hx2(1− x2)DdW, (14)
where we used the Ito formula, which is an important
mathematical property to deal with the stochastic differ-
ential equations. Please see, for example, [19] for the Ito
formula; for reader’s convenience, the brief summary of
the Ito formula is described in Appendix A.
The corresponding Fokker-Planck equation for the cou-
pled stochastic differential equation in (14) is given as
∂tp(x, t) = Lp(x, t), (15)
where
L = −
∑
i
∂iAi(x, t) +
1
2
∑
i,j
∂i∂j
[
B(x, t)BT(x, t)
]
ij
,
(16)
4and
A(x, t) =
[
A1(x)
A2(x)
]
, (17)
A1(x) = a(x1), (18)
A2(x) =hx2(1− x2)a(x1)
+
1
2
D2
[
h2x2(1− x2)− 2h
2x22(1− x2)
]
, (19)
and
B(x, t) =
[
D 0
hx2(1− x2)D 0
]
. (20)
Then, using the adjoint concept or the simple integra-
tion by parts, we can rewrite the target expectation in
(8) as follows:
E [σh(X − α)]t = E [x2]t
=
∫ ∞
−∞
x2p(x, t)dx
=
∫ ∞
−∞
x2
(
eLtδ(x− x0)
)
dx
=
∫ ∞
−∞
(
eL
†tx2
)
δ(x− x0)dx
=
∫ ∞
−∞
p˜(x, t)δ(x− x0)dx
= p˜(x0, t), (21)
where x0 is an initial condition, and L
† the adjoint time-
evolution operator [20]:
L† = a(x1)∂1
+
{
hx2(1− x2)a(x1)
+
D2h2
2
[
x2(1− x2)− 2x
2
2(1− x2)
] }
∂2
+
D2
2
∂21 + hD
2x2(1− x2)∂1∂2
+
h2D2
2
x22(1− x2)
2∂22 . (22)
As explained in [18], the duality concept is simply un-
derstood via the integration by parts. In addition, as we
see in (21), the introduction of the additional stochastic
variable x2 naturally connects the expectation value of
the sigmoid function with the moment (average) of x2;
this connection enables us to use the duality concept in
order to evaluate various types of quantities.
B. Usage of Legendre polynomials
Not only the introduction of the additional stochastic
variable in Sec. III A, but also the usage of the Legen-
dre polynomials as below is new in the research fields
of the duality concept. This second contribution of the
present paper stems from the fact that the range of the
sigmoid function in (7) is restricted to (−1,+1). In addi-
tion, considering the characteristics of the time-evolution
operator in (22), it is natural to use the Legendre poly-
nomials, whose reason will become clear soon. Hence, we
employ a further change of variables as follows:{
z1 = x1,
z2 = 2x2 − 1,
(23)
and then, the adjoint operator is rewritten as
L† =a(z1)∂1
+
{
−
h
2
a(z1)(z
2
2 − 1)
−
h2D2
4
[
(z22 − 1)− (z2 + 1)(z
2
2 − 1)
] }
∂2
+
D2
2
∂21 − hD
2(z22 − 1)∂1∂2
+
h2D2
8
(z22 − 1)
2∂22 . (24)
Using the above discussions, it is enough to solve the
following partial differential equation in order to evaluate
the expectation in (8):
∂
∂t
ϕ(z, t) = L†ϕ(z, t), (25)
with initial condition ϕ(z, t) = (z2 + 1)/2. Note that we
here use the notation ϕ(z, t) instead of p˜(x0, t) in (21)
because the variables and time-evolution operators are
changed.
The partial differential equation is a little difficult to
treat numerically, and, as clarified in Ref. [18], the dual
process with discrete-states is obtained via basis expan-
sions of the function ϕ(z, t). There are two variables z1
and z2. As explained above, the range of z2 is restricted
in (0,+1); in contrast, z1 takes arbitrary values in R.
Hence, we employ the power-law-type basis functions for
z1, and the Legendre polynomials for z2. That is, the
following basis expansion is used:
ϕ(x, t) =
∞∑
n1=0
∞∑
n2=0
P (n1, n2, t)z
n1
1 Pn2(z2), (26)
where {P (n1, n2, t)} are the expansion coefficients, and
Pn(z) is the Legendre polynomial with degree n. Note
that P (n1, n2, t) is not a probability distribution because
there is no probability conservation law in general.
The Legendre polynomials satisfy the following rela-
tions [21]:{
(n+ 1)Pn+1(z2) = (2n+ 1)z2Pn(z2)− nPn−1(z2),
(z22 − 1)∂2Pn(z2) = nz2Pn(z2)− nPn−1(z2).
(27)
5See the factor z22 − 1 in the left hand side; the factor
emerges in (24), and hence the Legendre polynomials
would be adequate for this case.
Using the basis expansions, coupled ordinary differ-
ential equations for the coefficients {P (n1, n2, t)} are
derived instead of the partial differential equation for
ϕ(z, t). The derivation is simple and straightforward,
but tedious. The full form is shown in Appendix B, and
here only a demonstration of the derivation for a term in
(24); there is a term
−
h
2
(−2c2z1)(z
2
2 − 1)∂2 (28)
in the first curly bracket in (24). Note that the abbrevi-
ation of a(z1) = −c1 − 2c2z1 − 3c3z
2
1 − 4c4z
3
1 ; the second
term in this abbreviation is considered here. Then, em-
ploying the basis expansion in (26), we have
−
h
2
(−2c2z1)(z
2
2 − 1)∂2
∞∑
n1=0
∞∑
n2=0
P (n1, n2, t)z
n1
1 Pn2(z2)
= hc2(z
2
2 − 1)∂2
∞∑
n1=0
∞∑
n2=0
P (n1, n2, t)z
n1+1
1 Pn2(z2)
= hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2, t)z
n1
1 n2z2Pn2(z2)
− hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2, t)z
n1
1 n2Pn2−1(z2)
= hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2, t)z
n1
1 n2
n2 + 1
2n2 + 1
Pn2+1(z2)
+ hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2, t)z
n1
1 n2
n2
2n2 + 1
Pn2−1(z2)
− hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2, t)z
n1
1 n2Pn2−1(z2)
= hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2 − 1, t)z
n1
1
(n2 − 1)n2
2n2 − 1
Pn2(z2)
+ hc2
∞∑
n1=1
∞∑
n2=0
P (n1 − 1, n2 + 1, t)z
n1
1
(n2 + 1)
2
2n2 + 3
Pn2(z2)
− hc2
∞∑
n1=1
∞∑
n2=1
P (n1 − 1, n2 + 1, t)z
n1
1 (n2 + 1)Pn2(z2),
(29)
and hence we obtain the following terms in the coupled
ordinary differential equations for P (n1, n2, t):
hc2
(n2 − 1)n2
2n2 − 1
P (n1 − 1, n2 − 1, t)
+ hc2
(n2 + 1)
2
2n2 + 3
P (n1 − 1, n2 + 1, t)
− hc2(n2 + 1)P (n1 − 1, n2 + 1, t).
As for the full form, see Appendix B.
Note that the coupled ordinary differential equations
do not give a stochastic process; there is no proba-
bility conservation law, and hence we cannot interpret
{P (n1, n2, t)} as probability distributions. When we have
larger number of variables, we will suffer from the curse
of dimensionality. However, as explained in Ref. [18], it
is also possible to reformulate the dual process as a birth-
death process employing the Feynman-Kac terms. Then,
we can use the Monte Carlo simulations for the birth-
death processes (for example, the famous Gillespie algo-
rithm [22]) and various numerical techniques. Since the
derivation is again tedious and the obtained dual system
in the present paper has only two variables, it is enough
for this problem to use a direct numerical time-evolution
such as the Runge-Kutta method.
At the end of this section, the initial conditions are
commented. In the original derivation of the duality in
(21), the initial condition for L† is p˜(x, t = 0) = x2. For
ϕ(z, t) in (25), ϕ(z, t) = (z2 + 1)/2 since the variable
transformation is employed. Therefore, from the basis
expansion in (26), we must set P (n1 = 0, n2 = 0, t) = 0.5
and P (n1 = 0, n2 = 1, t) = 0.5, and otherwise zero. After
the time-evolution of the dual process, the expectation in
(8) is evaluated by using the obtained {P (n1, n2, t)} and{
z1 = x0,
z2 =
2
1+e−h(x0−α)
− 1,
(30)
via (26), where x0 is the initial position of the particle in
the original process.
IV. NUMERICAL CHECKS
In this section, we check numerically whether the new
theoretical framework works well or not. For the pa-
rameters of the double-well potential, we used Vpos = 1,
V− = −0.1, V+ = −2.0. Note that these parameters
give V˜pos ≃ −0.339. Additionally, the parameter for the
sigmoid function is h = 5.
Here, the direct numerical time-evolution of the dual
process, i.e., the coupled ordinary differential equations
in Appendix A, is employed. In principle, there are in-
finite number of equations, and then we should use a
cutoff; here the cutoff with 0 ≤ n1 ≤ 50 and 0 ≤ n2 ≤ 50
was used. The 4th order Runge-Kutta method with
∆t = 10−5 was employed, and the expectation values
of the sigmoid function at t = 0.1 are considered here.
Using the Mac Book (1.4GHz, Intel Core i7), the
time-evolution of the dual process was finished less than
2 minutes. Using the framework of the duality con-
cept proposed in the present paper, only one solution
{P (n1, n2, t)} is enough to evaluate the expectation in
(8) for various initial conditions. Actually, we can draw
a curve in Fig. 2 using only one solution {P (n1, n2, t)}.
The calculation for each initial position is very simple
and needs computationally low costs; we have 13 points
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FIG. 2. Numerical evaluation results. The solid and dotted
curves correspond to the evaluation results via the duality
concept, and the points with error bars are obtained from
the direct Monte Carlo samplings. Note that the both curves
are obtained only from a numerical solution for the dual pro-
cess; the values for different initial positions x0 and different
thresholds α are obtained from the same {P (n1, n2, t)}.
in [−0.4, 0.2], and a naive code written in Python needs
less than 0.5 seconds for the calculation of these 13 points.
For comparison, direct Monte Carlo samplings for the
original stochastic differential equation were also per-
formed. Using the Euler-Maruyama method with ∆t =
10−4, and set the sampling number N as 100, the ex-
pectation in (9) was evaluated. In order to evaluate the
deviations, 100 trials are repeated to obtain each error
bar in Fig. 2. That is, for one point in Fig. 2, totally
10000 samples were used. In order to obtain 13 points
(with error bars) in a curve, a naive code written in C
needed about 15 seconds. Of course, in order to have less
error bars and to have results with other initial positions,
we need more computational costs.
Furthermore, although there are two curves, i.e., α =
0 and α = V˜pos cases in Fig. 2, only one solution
{P (n1, n2, t)} is enough to depict the both curves. The
only difference is the change of the value z2 in (30). This
is also one of the computational merits.
V. CONCLUDING REMARKS
In the present paper, a new framework is proposed in
order to evaluate expectation values for a little compli-
cated integrands via the duality concept. This is achieved
by the introduction of an additional variable which cor-
responds to the integrand and by the use of the Ito for-
mula. This framework has some merits from the com-
putational viewpoints; although we cannot obtain the
probability density function, it is possible to evaluate
the target statistics with various initial conditions. That
is, once the time-evolution of the dual process is per-
formed, the numerical results are repeatedly used to eval-
uate the statistics with various conditions. This compu-
tational framework will be useful in various applied re-
search fields.
Finally, some issues of the proposed framework should
be mentioned. One of the issues stems from the basis
function. The proposed method uses the basis expan-
sions, and then the domains of the variables are restricted
largely; wider domains needs larger cutoffs for the coeffi-
cients in the basis function. This leads to higher compu-
tational costs for the time-evolution of the dual process
and to larger memories to store the coefficients. Second
issue is the restriction for the integrands; it is easy to
see from the derivation that the integrand should be a
differentiable function. No ideas have been proposed so
far in order to deal with non-differentiable functions.
Although the application fields of the dual concept may
be restricted from the above issues, recently, as denoted
in the Introduction, the studies related to the duality
concept have been performed steadily. Not only the the-
oretical and mathematical works, but also numerical and
computational works for the duality concept would be im-
portant in order to develop novel techniques for stochas-
tic issues; especially, the characteristics without direct
samplings would contribute to various problems from the
viewpoint of computational costs.
Appendix A: Brief summary of the Ito formula
Please see, for example, Ref. [19] for details. Consider
the following multivariate stochastic differential equa-
tion:
dx = A(x, t)dt+B(x, t)dW (t), (A1)
where A(x, t) is a vector for drift terms, B(x, t) is a ma-
trix for diffusion terms. W (t) is a vector for Wiener pro-
cesses, whose elements satisfy
dWi(t)dWj(t) = δijdt, (A2)
that is, dWi(t) and dWj(t) are independent each other.
The Ito formula is important to consider an arbitrary
function of f(x). In the stochastic calculus, a change of
variables is not given by conventional differential calculus
in general, and we must use the following formula:
df(x) =∑
i
Ai(x, t)∂if(x) +
1
2
∑
i,j
[
B(x, t)BT(x, t)
]
ij
∂i∂jf(x)
 dt
+
∑
i,j
Bij(x, t)∂if(x) dWj(t). (A3)
The second term in the curly bracket is different from
the conventional calculus. In the usage of the duality
concept, this term should be included adequately.
7Appendix B: Full form of the time-evolution
equations for the dual process
In order to derive the complete form of the time-
evolution equations for P (n1, n2, t), we need a routine
but very tedious calculation. Here, only the final form
is shown; finally, it is enough to evaluate the following
coupled ordinary differential equation:
∂
∂t
P (n1, n2, t)
=
D2
2
(n1 + 1)(n1 + 2)P (n1 + 2, n2, t)− c1(n1 + 1)P (n1 + 1, n2, t)
− 3c3(n1 − 1)P (n1 − 1, n2, t)− 4c4(n1 − 2)P (n1 − 2, n2, t)
−
hD2
2
[
(n1 + 1)(n2 + 1)
2
2n2 + 3
+ (n1 + 1)(n2 + 1)
]
P (n1 + 1, n2 + 1, t)−
hD2
2
(n1 + 1)(n2 − 1)n2
2n2 − 1
P (n1 + 1, n2 − 1, t)
+ hc2
[
(n2 + 1)
2
2n2 + 3
− (n2 + 1)
]
P (n1 − 1, n2 + 1, t) + hc2
(n2 − 1)n2
2n2 − 1
P (n1 − 1, n2 − 1, t)
+
3hc3
2
[
(n2 + 1)
2
2n2 + 3
− (n2 + 1)
]
P (n1 − 2, n2 + 1, t) +
3hc3
2
(n2 − 1)n2
2n2 − 1
P (n1 − 2, n2 − 1, t)
+ 2hc4
[
(n2 + 1)
2
2n2 + 3
− (n2 + 1)
]
P (n1 − 3, n2 + 1, t) + 2hc4
(n2 − 1)n2
2n2 − 1
P (n1 − 3, n2 − 1, t)
+
h2D2
8
[
(n2 + 2)
2(n2 + 1)
(2n2 + 5)(2n2 + 3)
+
(n2 + 2)
3(n2 + 1)
(2n2 + 5)(2n2 + 3)
−
(n2 + 2)
2(n2 + 1)
2n2 + 3
−
2(n2 + 2)
2(n2 + 1)
(2n2 + 5)(2n2 + 3)
−
(n2 + 2)(n2 + 1)
2
2n2 + 3
+(n2 + 2)(n2 + 1) +
2(n2 + 2)(n2 + 1)
2n2 + 3
+
2(n2 + 2)
2(n2 + 1)
(2n2 + 5)(2n2 + 3)
−
2(n2 + 2)(n2 + 1)
2n2 + 3
]
P (n1, n2 + 2, t)
+
hc1
2
[
(n2 + 1)
2
2n2 + 3
− (n2 + 1)
]
P (n1, n2 + 1, t)
+
[
hc1
2
(n2 − 1)n2
2n2 − 1
−
h2D2
4
n2(n2 − 1)
2n2 − 1
+
h2D2
4
(n2 − 1)n2
2n2 − 1
]
P (n1, n2 − 1, t)
+
h2D2
8
[
(n2 − 2)(n2 − 1)n2
(2n1 − 3)(2n2 − 1)
+
(n2 − 2)
2(n2 − 1)n2
(2n2 − 3)(2n2 − 1)
−
2(n2 − 2)(n2 − 1)n2
(2n2 − 3)(2n2 − 1)
+
2(n2 − 2)(n2 − 1)n2
(2n2 − 3)(2n2 − 1)
]
P (n1, n2 − 2, t)
+
{
−2c2n1 +
h2D2
8
[
n2(n2 + 1)
2
(2n1 + 1)(2n2 + 3)
+
n32
(2n1 + 1)(2n2 − 1)
− n2 +
n22(n2 + 1)
2
(2n2 + 1)(2n2 + 3)
+
n42
(2n2 + 1)(2n2 − 1)
−
n32
2n2 − 1
−
n22(n2 − 1)
2n2 − 1
−
2n2(n2 + 1)
2
(2n2 + 1)(2n2 + 3)
−
2n32
(2n2 + 1)(2n2 − 1)
+
2n22
2n2 − 1
+
2n2(n2 + 1)
2
(2n2 + 1)(2n2 + 3)
+
2n32
(2n2 + 1)(2n2 − 1)
−
2n22
2n2 − 1
]}
P (n1, n2, t). (B1)
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