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RESUMEN
COMPONENTES PRINCIPALES MEDIANTE EL MÉTODO ROBUSTO MCD:
MATRIZ DE COVARIANZAS DE DETERMINANTE MÍNIMO
AUTORA: Bachiller FLOR PATRICIA HUALPA BENAVENTE
ASESORADA POR: Dra. DORIS A. GÓMEZ TICERÁN.
Mayo 2012
Este trabajo de investigación aborda el problema de falta de robustez, mediante el reemplazo de la
matriz de covarianzas obtenida con el método clásico, por la matriz de covarianzas obtenida con el
método robusto MCD (Todorov y Filzmoser, 2009). El método robusto MCD: Minimun Covariance
Determinant, consiste en realizar las estimaciones para el vector de medias y la matriz de covarianzas a
partir de la selección de una submuestra obtenida del remuestreo del conjunto de datos en estudio,
cuya característica principal es que tiene la matriz de covarianzas con determinante mínimo.
Muchas veces, el análisis estadístico en presencia de datos atípicos, mediante métodos clásicos, puede
llevar a conclusiones erróneas debido a la sensibilidad de dichos métodos, por ello el objetivo del
presente trabajo es presentar la metodología de los estimadores MCD, a fin de conseguir una “matriz
de covarianzas robustificada” la cual será utilizada para realizar el Análisis de Componentes
Principales en conjuntos de datos con presencia de observaciones atípicas.
Se ilustra la metodología de la teoría y la aplicación para dos conjuntos de datos, resultados de
investigaciones en la Botánica (Quinteros, 2010 y Gómez, et. al., 2008), se analiza el comportamiento
de las Componentes Principales con la metodología MCD y se compara con la metodología clásica. Se
determina que las Componentes Principales obtenidas por el método de MCD permiten encontrar
mejores indicadores para los conjuntos de datos que tienen valores atípicos.
Palabras clave: Minimum Covariance Determinant, MCD, Componentes Principales, Estimación
Robusta, Matriz de Varianzas y Covarianzas.
vABSTRACT
PRINCIPAL COMPONENTS THROUGH THE ROBUST METHOD MCD:
COVARIANCE MATRIX OF MINIMUM DETERMINANT
AUTHOR: Bachiller FLOR PATRICIA HUALPA BENAVENTE
ADVISED BY: Dra. DORIS A. GÓMEZ TICERÁN.
May 2012
This research addresses the problem of lack of robustness, by replacing the covariance matrix obtained
with the classical method for the covariance matrix obtained with the robust MCD method (Todorov
and Filzmoser, 2009). The robust method MCD: Minimun Covariance Determinant, involves making
estimates for the mean vector and covariance matrix from the selection of a subsample obtained from
the resampling of the data set under study, whose main characteristic is that it has the covariance
matrix with the minimum determinant.
Many times, the statistical analysis in the presence of outliers, by standard methods, can be misleading
because of the sensitivity of these methods, which is why the objective of this paper is to present the
methodology of the MCD estimators in order to achieve the "robustified covariance matrix" which will
be used to perform Principal Component Analysis on data sets with the presence of outliers.
We illustrate the methodology of the theory and application, for two sets of data, research results in the
Botany (Quinteros, 2010 and Gomez, et. Al., 2008), we analyze the behavior of the Principal
Components with the MCD method and we compare it to the classic methodology. It is determined
that the principal components obtained by the MCD method allows to find better indicators for data
sets with outliers.
Keywords: Minimum Covariance Determinant, MCD, Principal Components, Robust Estimation,
Scatter Matrix.
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CAPITULO I
MARCO REFERENCIAL
1.1 INTRODUCCIÓN
El Análisis de Componentes Principales (ACP), es un método estadístico multivariante,
cuyo objetivo fundamental es la reducción de la dimensión de las variables, en el
problema que se esté estudiando, preservando en lo posible, la variabilidad contenida en
el espacio original, donde se procura visualizar las proximidades entre individuos y los
vínculos y/o relaciones entre variables, para conseguir un resumen del conjunto de datos
(Anderson, 1984; Manly, 2005; Mardia, 1979;  entre otros).
Consiste en explorar la estructura de conjuntos de datos de alta dimensión a través de
las proyecciones de los datos sobre las primeras combinaciones lineales denominadas
Componentes Principales (CP), las  que retienen la máxima variabilidad de los datos
originales. Las CP son obtenidas por medio de la descomposición espectral de la matriz
de covarianzas; sin embargo, el uso de la matriz de covarianza clásica -extremadamente
sensible a la presencia de datos atípicos, -para obtener los autovectores o las direcciones
de las Componentes Principales, conduce muchas veces a estimaciones que pierden la
propiedad de estimadores óptimos y se comporten inadecuadamente.
Es así que, la presencia de datos atípicos u observaciones discordantes, afectan las
direcciones de las CP, porque son extremadamente sensibles y las conclusiones que se
obtengan de las Componentes Principales contaminadas, pueden ser equivocadas
(Croux y Haesbroeck, 2000).
Este problema puede ser abordado y resuelto “robustificando” las Componentes
Principales, para lo cual una posibilidad es, estimar la matriz de covarianzas de la
muestra mediante métodos robustos (Croux y Haesbroeck, 2000; Croux C., Ruiz-Gazen
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A., 2005; entre otros), puesto que, los autovectores de la “matriz de covarianza
robustificada” o de la matriz de covarianzas robusta, serán resistentes a la presencia de
valores atípicos en los datos y se inclinarán en las direcciones de máxima variabilidad
de la nube de datos original, es decir, tomarán las direcciones correctas.
Varios son los métodos robustos que han sido propuestos para subsanar el problema
descrito, “robustificar” la matriz de covarianzas de la muestra; entre los métodos
robustos multivariantes para estimar la matriz de covarianzas se encuentran los
siguientes: los M-estimadores (Maronna, 1976 y Huber, 1977) que son una
generalización de los estimadores máximo verosímiles y los MCD estimadores:
Minimun Covariance Determinant (Rousseeuw, 1985), que son estimadores robustos
obtenidos de la matriz de covarianza con determinante mínimo, cuya esencia consiste en
hallar una submuestra que se caracteriza por tener la mínima determinante de la matriz
de covarianzas entre todas las submuestras posibles y estimar a partir de dicha
submuestra el vector de medias y la matriz de covarianzas, multiplicada por un factor de
consistencia de sesgo y una constante, que hace que el estimador de la matriz de
covarianzas sea Fisher consistente.
En el contexto descrito, el objetivo principal del presente trabajo de investigación es
obtener la “matriz de covarianzas robustificada” mediante el método robusto Minimum
Covariance Determinant o MCD. Luego, usar los autovectores de esta matriz de
covarianzas robusta para estimar las direcciones de mayor variabilidad de los datos, es
decir, usar los autovectores para definir las Componentes Principales robustas obtenidas
por el método MCD. Los autovectores de la matriz de covarianza estimada mediante el
método MCD, serán resistentes a la presencia de datos atípicos, es decir, se obtiene una
matriz de covarianza que nos permita obtener Componentes Principales que no sean
afectadas por la presencia de datos atípicos.
A través de aplicaciones en la Biología, las Componentes Principales robustas obtenidas
mediante el método MCD, serán comparadas con las Componentes Principales
obtenidas mediante el  método clásico.
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Para alcanzar el objetivo planteado, se ha dividido este trabajo en cinco capítulos; en el
primer capítulo se presenta el planteamiento metodológico con el que se ha desarrollado
la tesis; el segundo capítulo está enfocado a una revisión bibliográfica sobre los
métodos estadísticos robustos univariantes; el tercer capítulo muestra algunos métodos
robustos para estimar vector de medias y la matriz de varianzas y covarianzas, en el cual
se presenta el diseño metodológico para el uso del estimador MCD; el cuarto capítulo
referido a métodos robustos para la obtención de Componentes Principales y
finalmente, en el quinto capítulo se presenta aplicaciones de la metodología diseñada en
la presente tesis.
1.2 IDENTIFICACIÓN DEL PROBLEMA
La estimación de la matriz de varianzas y covarianzas muestral, utilizando el método
clásico cuando la data se encuentra contaminada por errores u observaciones atípicas,
genera, sin duda alguna, una descomposición espectral errónea, lo que podría producir
grandes cambios en las direcciones de las Componentes Principales.
El Análisis de Componentes Principales poblacional, es un procedimiento multivariado
fundamentado en la estructura lineal de los datos, en donde la obtención de las
Componentes Principales requiere la descomposición espectral de la matriz de varianzas
y covarianzas poblacional:
=
donde:
Σ: es la matriz de covarianzas poblacional
: es la matriz ortogonal de autovectores de Σ
: es la matriz diagonal de autovalores de Σ
Al desconocerse los parámetros poblacionales, nos basamos en una muestra aleatoria
multivariada para la estimación del vector de medias poblacional, , y la matriz de
varianzas y covarianzas poblacional Σ.
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Sea la matriz una muestra aleatoria multivariada, de la forma:
= …… …… … = ⎣⎢⎢⎢
⎡ …⃗⃗…⃗ ⎦⎥⎥⎥
⎤
donde cada ⃗ = ,… ,
es el vector fila de la matriz de datos .
: tamaño de la muestra
: número de variables
con > , = 1,… ,
Es a partir de la matriz , de donde se obtienen los estimadores para el vector de medias
y la matriz de varianzas y covarianzas Σ (Mardia, 1979)
El vector de medias poblacional, ⃗, se estima mediante:⃗ = ⃗ = ( ∗ )/
donde representa al vector de unos de orden × 1.
y la matriz de varianzas y covarianzas poblacional, , se estima mediante el estimador
insesgado:
= = ( )− 1 −
Estos estimadores, son sensibles a observaciones atípicas univariadas y multivariadas,
que por su naturaleza pueden ser difícilmente detectables, las que afectan al vector de
medias y a la matriz de varianzas y covarianzas, las que podrían generar estimaciones
engañosas de las direcciones de las Componentes Principales.
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De existir contaminación en la data, esta problemática podría solucionarse para el vector
de medias, mediante la centralización de los datos, es decir a cada columna de la matriz
de datos se le resta la matriz que contiene las medias de cada variable:
…… …… … −
̅ … ̅ … ̅…̅ … ̅ … ̅…̅ … ̅ … ̅
donde cada ̅ es la media de la -ésima variable; = 1,2, …
Sin embargo, el problema no termina aquí, ya que para la obtención de las
Componentes Principales se trabaja directamente sobre la matriz de covarianzas
estimada que podría contener datos atípicos.
Se sabe que a partir de la matriz de varianzas y covarianzas estimada, , se calculan los
estimadores de los autovectores, ⃗, que también son sensibles a la presencia de datos
atípicos, y que en el Análisis de Componentes Principales representan la dirección de
las CP (Anderson, 1984).
En consecuencia la solución se centra en estimar una matriz de covarianzas que sea
resistente o poco sensible a la presencia de datos atípicos y así, evitar obtener
estimaciones erróneas de las CP (Filzmoser y Fritz, 2007).
En la Facultad de Ciencias Matemáticas de la Universidad Nacional Mayor de San
Marcos, se encuentran tesis desarrolladas en torno al tema de robustez: La Tesis de
Licenciatura de la Lic. Grabiela Y. Montes Quintana, intitulada, Estimación robusta de
un parámetro de posición, en presencia de asimetría; también se encuentra la Tesis de
Licenciatura intitulada, Estimación Robusta en Poblaciones Finitas Usando Modelos de
Regresión Lineal de autoría del Lic. Jorge Chue Gallardo y la Tesis de Licenciatura de
la Lic. Luz Julca Rojas, Tratamiento de los puntos discordantes en el Análisis de
Componentes Principales; sin embargo referidos específicamente al método robusto
MCD no se halló antecedentes nacionales.
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1.3 ANTECEDENTES INTERNACIONALES
Existen muchas investigaciones referidas a la estimación robusta multivariada, como a
estimadores MCD, entre ellos están los artículos de Croux, Maronna, Rousseeuw, y
otros más que tratan el tema de estimación robusta a profundidad y que han sido
consultados y referidos en el desarrollo de esta investigación.
1.4 IMPORTANCIA DE LA INVESTIGACIÓN
Esta investigación es importante porque permitirá presentar y comparar la estimación de
las Componentes Principales mediante el método clásico y el método robusto MCD; en
el caso especial cuando el conjunto de datos se encuentra contaminado.
1.5 JUSTIFICACIÓN DE LA INVESTIGACIÓN
La presente investigación pretende dar a conocer una base metodológica para la
aplicación del método MCD en la obtención de Componentes Principales. A la vez,
proporcionar nuevos conceptos y la aplicación computacional para los estimadores
MCD, lo cual tendrá utilidad académica entre los estudiantes de la Escuela de
Estadística.
1.6 OBJETIVO GENERAL
Esta investigación tiene como objetivo presentar la metodología MCD: Minimun
Covariance Determinant, desarrollada por Rousseeuw y Van Driessen, para la
estimación robusta de la matriz de varianzas y covarianzas, en el marco del Análisis de
Componentes Principales, realizando aplicaciones biológicas, cuyos conjuntos de datos
contienen observaciones atípicas; a fin de comparar la metodología clásica frente a la
metodología robusta MCD, en la estimación de las Componentes Principales.
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1.7 DEFINICIONES IMPORTANTES
En esta sección se enlista algunas definiciones que se consideran importantes y que son
utilizadas en los capítulos siguientes.
Efecto de enmascaramiento
Se conoce como efecto de enmascaramiento al hecho de que una observación atípica
puede estar enmascarada por la presencia de un conjunto de elementos de la muestra, de
manera que no es detectada como tal. A este tipo de efecto, se le conoce con el nombre
de efecto “Masking” (Alfaro, 2005)
Efecto de encubrimiento
Se conoce como efecto de encubrimiento al hecho de que una observación es detectada
como una observación atípica, cuando no lo es; debido a un conjunto de elementos de la
muestra. Este tipo de efecto se le conoce con el nombre de efecto “Swamping” (Alfaro,
2005)
Estimador Fisher Consistente
Si un estimador del parámetro θ puede ser representado como= ( )
donde P es la distribución de probabilidad, entonces, se dice que es Fisher
consistente si ( ) =
Es decir, que si el estimador se calcula utilizando la totalidad de la población en lugar
de una muestra se obtendría el verdadero valor del parámetro.
Un estimador Fisher consistente no exige que el estimador sea insesgado. Puede ser un
estimador sesgado y ser Fisher consistente.
Para aclarar el concepto de  estimador Fisher Consistente, se ilustrará con el siguiente
ejemplo (Jureckova y Picek, 2006)
Sea = = ( ) con ( ) = ∫ − ∫ℝℝ es la varianza poblacional.
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Tenemos que = ( ) es la varianza muestral, donde:= 1 ( − )
Es considerado un estimador Fisher consistente, pero es un estimador sesgado, porque= 1 − 1
por otro lado, = 1− 1 ( − )
Aunque es un estimador insesgado para la varianza poblacional, no es un estimador
Fisher consistente = − 1 ( )
y − 1 ( ) ≠ ( )
Cabe mencionar que desde el punto de vista de la robustez, la propiedad Fisher
consistente de un estimador, es más importante que la propiedad de insesgamiento.
Multiplicadores de Lagrange
Es un procedimiento utilizado para encontrar los máximos de funciones que contienen
varias variables y que se encuentran sujetas a restricciones.
Sea ( ) → ℝ y se definen restricciones ( ); con = 1,… , entonces la
función: ( , ) = ( ) −
luego se deriva la función respecto a las variables, es decir:( , ) = 0
Lo que equivale a
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( ) =
donde son los multiplicadores desconocidos, denominados multiplicadores de
Lagrange, los que se determinan a partir de las ecuaciones con las restricciones y se
obtiene el máximo para la función y al mismo tiempo satisface las restricciones, lo
que implica que la función ( ) ha sido optimizada (Jofré, et. al., 2011).
Número de Condición de una Matriz
El número de condición de una matriz es definido por:( ) = ‖ ‖. ‖ ‖
siendo ‖ ‖ la norma usual de operadores, es decir:‖ ‖ = sup∈ℝ ‖ ‖‖ ‖ = sup‖ ‖ ‖ ‖
y, ‖. ‖ indica la norma Euclidiana en ℝ (Armentano, 2005)
Observación Discordante: Una observación es llamada discordante u observación
atípica cuando en opinión del investigador se encuentra alejado de las demás
observaciones que conforman el conjunto de datos motivo de análisis; (Beckman y
Cook, 1983).
Observación Influyente: Una observación se considera influyente si es una
observación discordante que, al ser omitida en el análisis altera totalmente las
estimaciones de todos o de algunos de los parámetros involucrados en el estudio
(Beckman y Cook, 1983).
Observación Discordante Multivariada: En el contexto multivariado, una
observación es discordante si en el espacio multivariado se encuentra alejada del
conjunto de datos, y es considerada como tal por el valor que toma en el conjunto de
variables; su presencia afecta directamente a las correlaciones entre la variables y
alteran las estimaciones de los parámetros (Cañari, 2010).
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CAPITULO II
MÉTODOS ESTADÍSTICOS ROBUSTOS UNIVARIANTES
2.1 HISTORIA DE LA ROBUSTEZ ESTADÍSTICA
La noción de robustez, tendría su origen, según Stigler (1990) en las ciencias físicas y
astrónomas, cuando se intentaba determinar los valores de varios parámetros físicos,
geofísicos y astronómicos a través de un promedio de varias medidas; fueron
precisamente, los científicos de estas ramas los primeros en notar la sensibilidad de las
medidas: media y varianza; ante la presencia de observaciones atípicas. En el año 1757,
Roger Boscovich, analizando sus experimentos con miras a una caracterización de la
forma del globo terráqueo, propuso métodos alternativos a los mínimos cuadrados para
la estimación de parámetros. En 1931, Egon Pearson notó la sensibilidad de los
procedimientos estadísticos clásicos, cuando los datos se apartaban del supuesto de la
normalidad. John Tukey y su grupo de estudio de la Universidad de Princeton, desde
1940 iniciaron un estudio sistemático de las posibles alternativas a los mínimos
cuadrados. El término "robusto" fue utilizado por primera vez, en 1953 por Box.
(Jureckova y Picek, 2006).
Muchas medidas robustas han sido desarrolladas conforme se han ido presentando los
problemas prácticos, es así que en el siglo XIX, en Francia, para calcular la producción
de terrenos agrícolas, Tukey propuso la media y varianza recortada, hoy utilizada en las
calificaciones de juegos deportivos como el patinaje. Otros estadísticos también han
contribuido a las medidas robustas univariantes como Hodge y Lehmann (Bradshaw, R.,
y Rodríguez, 1993)
A principios del siglo XX se dejaron de lado el uso de las técnicas robustas
descubiertas; esto debido a la controversia entre los científicos Eddington y Fisher.
Eddington apoyó  el uso de la Desviación Media Absoluta como la mejor medida de la
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dispersión, frente a Fisher que abogaba por el uso de la Desviación Típica. Controversia
en la que saliera vencedor Fisher, quien demostró que para observaciones normales, la
Desviación Típica es más eficiente que la Desviación Media Absoluta.
En 1964, Peter J. Huber publicó el artículo, Estimadores robustos de parámetros de
locación, donde reunió ideas, casos de estudios y teorías emergentes que abrieron un
gran campo de investigación. En las últimas dos décadas, los métodos robustos se han
desarrollado con celeridad; así en 1981 Donoho y en 1982 Stahel introdujeron el
estimador conocido como Stahel-Donoho. Rousseeuw en 1985 elaboró los MCD
estimadores (Minimun Covariance Determinant) y en 1987 los S-estimadores fue
introducido por Davies. Para el año 1995, Maronna y Yohai estudiaron y desarrollaron
el estimador Stahel-Donoho. En la actualidad muchos de los estimadores ya se
encuentran insertados en los paquetes estadísticos como R-Project, PLUS, SAS y
MATLAB.
2.2 ÍNDICES DESCRIPTIVOS RESISTENTES: CASO UNIVARIADO
Al analizar los datos con la ayuda de los procedimientos estadísticos clásicos, basados
sobre modelos paramétricos, tácitamente se asume que las observaciones son
independientes, con dispersiones homocedásticas y que la distribución de los errores es
normal. Sin embargo, cuando se analizan datos referentes a resultados de
investigaciones de diversas áreas del conocimiento humano y se realizan los gráficos, se
observa que muchos de los supuestos impuestos al modelo con el que se quiere
representar el comportamiento de los datos, no se cumplen.
Surgen entonces dos incógnitas: la primera referida a qué tan buenos son los métodos
estadísticos clásicos para la estimación de los parámetros y cuándo utilizarlos; y la
segunda cuestión es preguntarse si existen otros procedimientos estadísticos que no
están relacionados con los modelos paramétricos y los supuestos de normalidad e
independencia.
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Desafortunadamente, el principio de estabilidad que se asume, no siempre se cumple,
muchas de las medidas calculadas con metodología estadística clásica y que son
comúnmente usadas, son muy vulnerables a las pequeñas variaciones en los supuestos
considerados, en particular, cuando los datos no se ajustan a la distribución normal.
La media aritmética y la varianza no son medidas estadísticas robustas, mucho menos la
desviación típica ya que ésta se basa en la varianza en la cual la desviación de la media
es elevada al cuadrado. Esta afirmación es fácilmente comprobable ya que ambas
medidas por su propia naturaleza, son muy sensibles ante la presencia de valores
atípicos o discordantes. Sin embargo, y de manera intuitiva nos damos cuenta que la
mediana al igual que el rango intercuartílico son medidas robustas, ya que su cálculo no
se altera con la presencia de observaciones discordantes.
Antes de hacer la definición formal del concepto de robustez, se presentan algunos
índices descriptivos, a través de ejemplos, cuyos cálculos son necesarios para las
pruebas robustas a presentarse posteriormente. Se hace uso de los comandos del
software R-Project (Veneables y Smith, 2000). Para mayor detalle sobre la instalación
del programa R-Project, sus paquetes, lectura e ingreso de datos, se ha adicionado en el
anexo de este trabajo, un breve manual conteniendo cada uno de los procedimientos
realizados en los ejemplos expuestos en esta investigación.
Ejemplo 2.1: El siguiente conjunto de datos (Webster, 2000) corresponde al monto, en
dólares americanos, invertidos en textos universitarios de 50 estudiantes:
104 127 152 187 221
105 136 157 191 222
108 136 157 197 224
113 145 158 201 225
115 148 165 204 228
117 148 165 205 235
119 148 168 205 239
119 148 178 209 245
125 148 178 209 247
125 150 179 217 265
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Las medidas resumen son:
Media aritmética : = 172.34
Mediana : = 165
Varianza insesgada : S = 1930.882
Desviación estándar : sd = 43.9418
Mínimo : = 104
Máximo : = 265
y el gráfico de cajas correspondiente es:
Figura 2.1 Diagrama de cajas
Para fines ilustrativos se perturbará la observación de la posición 31, cambiando su
valor de 187 a 800, obteniéndose la siguiente data a la que se llamará “montos1”:
104 127 152 800 221
105 136 157 191 222
108 136 157 197 224
113 145 158 201 225
115 148 165 204 228
117 148 165 205 235
119 148 168 205 239
119 148 178 209 245
125 148 178 209 247
125 150 179 217 265
10
0
15
0
20
0
25
0
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Se realiza los cálculos de las estadísticas básicas:
cálculo de la media aritmética: = ∑= (104 + 105 + 108 +⋯+ 800 + 191 +⋯+ 247 + 265 + 800)50 = 184.6
Un estudiante universitario invierte en promedio 184.6 dólares americanos en textos
universitarios.
Cálculo de la mediana: = ( + )2
donde = 2 = ( + )2 = (165 + 165)2 = 165
La mitad de los estudiantes invierte en textos universitarios un monto superior a 165
dólares americanos.
Cálculo de la varianza y desviación estándar:= ∑ ( − )− 1= (104 − 186.6)2 + (105 − 186.6)2 + ⋯+ (265 − 186.6)2 + (800 − 186.6)250 − 1
= 9813.061215 = 99.0608965
Ahora y con fines didácticos se hará el mismo procedimiento, esta vez utilizando el
programa R-Project:
La escritura en color rojo es la información que se debe ingresar al programa, la
escritura en color azul es la respuesta de lo solicitado a R-Project.
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> ###Ejemplo de indicadores descriptivos
> montos1<-
c(104,127,152,191,222,105,136,157,197,224,108,136,157,201,225,113,145,+
158,204,228,115,148,165, 205,235,117,148,165,205,239,119,148,
+ 168,209,245,119,148,178,209,247,125,148,178,217,265, 125,150,
+ 179,221,800)
> ### Cargar el paquete MASS
> library (MASS)
> ## si se necesita saber que funciones contiene la libreria MASS,
> ##se hace el llamado library (help=MASS)
> min(montos1)
[1] 104
> max(montos1)
[1] 800
> median(montos1)
[1] 165
> ##se solicita la media, la varianza, la desviación estándar
> mean(montos1)
[1] 184.6
> var(montos1)
[1] 9813.061
> sd(montos1)
[1] 99.0609
> ##Para ver el tamaño del conjunto de datos escribimos el comando "length"
> n<-length(montos1)
[1] 50
> ##se solicita el Grafico de cajas
> boxplot(montos1)
Figura 2.2 Diagrama de cajas
Observando el gráfico de cajas notamos la presencia de una observación atípica o
discordante, cuyo valor, para el ejemplo es de 800 dólares americanos.
En resumen, las medidas obtenidas de la data alterada, montos1, son:
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Media aritmética : = 184.6
Mediana : = 165
Varianza insesgada : S = 9813.061
Desviación estándar : = 99.061
Mínimo : = 104
Máximo : = 800
A continuación se presenta los resultados obtenidos con la data original y la data
alterada:
Estadístico Data Original
montos
Data Alterada
montos1
Media aritmética 172.34 184.6
Mediana 165 165
Varianza Insesgada 1930.882 9813.061
Desviación estándar 43.9418 99.061
Valor mínimo 104 104
Valor máximo 265 800
Al comparar los valores obtenidos, se puede observar que la media aritmética
incrementa su valor cuando se perturba una sola observación (en este caso el valor 187
por 800); en tanto que, la mediana mantiene su valor; de otro lado la desviación estándar
se incrementa, indicando que la data, montos1, es más dispersa que la data original
montos.
A continuación se definen algunos índices descriptivos resistentes, los que  permitirán
analizar el efecto que tiene el valor atípico sobre los índices descriptivos clásicos.
2.2.1 Media y Varianza Winsorizada
Para calcular la media winsorizada es necesario sustituir una proporción, , de
observaciones, de cada extremo de la distribución de los datos, por el primer y último
valor restante, ordenada ascendentemente. El valor de dependerá del investigador, y
del tamaño del conjunto de datos.
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La formulación matemática para calcular la media winsorizada con una proporción p de
casos a sustituir en cada extremo es:
( ) = ( + 1)( + ) + ∑
donde:
: número de observaciones analizadas
: la proporción de casos a sustituir en cada extremo de la distribución, 0 < < 0.5
: número de observaciones que deben ser sustituidos.
con = ⌊ ⌋
donde ⌊ ⌋ indica tomar la parte entera del valor resultante de la operación.
Ejemplo 2.2: Continuando con el conjunto de datos perturbado, montos1, en que se
observa la presencia de un valor atípico, y para estudiar el efecto de dicho valor se
sustituirá un valor en cada extremo del conjunto de datos, para lo cual el valor de= 0.02.
Para = 0.02 se calcula el valor de = ⌊ ⌋ = ⌊0.02 × 50⌋ = ⌊1⌋ = 1, esto indica
que el número de observaciones a sustituir en cada extremo es 1.
Usando R-Project se calcula el valor de la media winsorizada, con = 0.02; para ello
es necesario primero definir la función winsorizada, para que luego el programa ejecute
el cálculo correspondiente.
Es necesario trabajar en la ventana script, también llamada ventana del editor, para
poder guardar la función descrita.
### Descripcion de la funcion Media Winsorizada
Wp<-function(data, p)
{
data <-sort(data[!is.na(data)])
n<-length(data)
if ((p < 0) | (p>0.5) )
stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
g<-trunc(p*n)
((g+1)*data[g+1]+sum(data[(g+2):(n-g-1)])+(g+1)*data[n-g])/n
}
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En la descripción de la función winsorizada  la palabra data, indica que cuando se haga
el llamado de la función Wp se debe colocar entre paréntesis el nombre del conjunto de
datos, mientras que la letra p, indica que se debe colocar la proporción de datos que se
sustituirán a cada extremo de la distribución del conjunto de datos.
Una vez descrita la función, se debe correr cada línea utilizando las teclas Ctrl+R o la
tecla F5, paso seguido se ingresa el conjunto de datos a analizar, la cual puede ser
ingresada en cualquiera de las ventanas. Se sugiere ingresarla en la ventana del editor, y
luego de ingresadas deben ser corridas haciendo uso de las mismas teclas anteriores.
###Ejemplo de indicadores descriptivos resistentes
### Descripcion de la funcion Media Winsorizada
Wp<-function(data, p)
{
data <-sort(data[!is.na(data)])
n<-length(data)
if ((p < 0) | (p>0.5) )
stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
g<-trunc(p*n)
((g+1)*data[g+1]+sum(data[(g+2):(n-g-1)])+(g+1)*data[n-g])/n
}
###Data a analizar
montos1<-
c(104,127,152,191,222,105,136,157,197,224,108,136,157,201,225,113,145,158,204,
228,115,148,165,
205,235,117,148,165,205,239,119,148,168,209,245,119,148,178,209,247,125,148,17
8,217,265,
125,150,179,221,800)
En la misma ventana del editor y una vez corrida todas las líneas anteriores, se solicita
el cálculo de la media winsorizada llamando a la función descrita inicialmente Wp.
###Calculo de la media winsorizada
Wp(montos1, p=0.02)
Para este caso se ha solicitado el valor de = 0.02, que significa que será sustituida
una observación en cada extremo del conjunto de datos previamente ordenado de forma
ascendente.
En caso de colocar un valor > 0.5 el programa dará el siguiente error:
> Wp(montos1, p=0.9)
Error in Wp(montos1, p = 0.9) :
no se puede calcular p<0 ó p>0.5, cambie el valor de p
Los resultados que se obtienen se muestran en la Consola de R (ventana principal)
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> ###Ejemplo de indicadores descriptivos resistente
> ### Descripcion de la funcion Media Winsorizada
> Wp<-function(data, p)
+  {
+      data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+          stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+      ((g+1)*data[g+1]+sum(data[(g+2):(n-g-1)])+(g+1)*data[n-g])/n
+  }
>
> ###Data a analizar
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,
+ 201,225,113,145,158,204,228,115,148,165,205,235,117,148,165,205,239,119,148,
+ 168,209,245,119,148,178,209,247,125,148,17+ 8,217,265, 125,150,179,221,800)
>
> ###Calculo de la media winsorizada
> Wp(montos1, p=0.02)
[1] 173.92
Inmediatamente se observa que el valor de la media winsorizada, con = 0.02 es de
173.92 dólares americanos, la cual es muy similar a la media aritmética calculada con la
data original 172.34, y bastante alejada de la media aritmética calculada con la data
alterada montos1: 184.6.
Para este ejemplo se ha elegido el valor de = 0.02 considerando que tenemos como
información previa la presencia de una observación atípica, sin embargo, si se cambiara
el valor de tendremos los siguientes resultados:
Wp
0.02 1 173.92
0.04 2 173.32
0.08 4 173.18
Para los diferentes valores se observa que la diferencia en el cálculo de la media
winsorizada es mínima, de manera que la elección del valor depende del investigador.
Con esta información se hace obvio que el cálculo de la media winsorizada representa
mejor el conjuntos de datos, sobre todo si éstos tienen la presencia de observaciones
atípicas, es preferible al cálculo de la media aritmética que se ve bastante sensible ante
la presencia, en este caso de una sola observación atípica.
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La varianza winsorizada permite medir la varianza estimada respecto a la media
winsorizada, tras haber winsorizado la muestra y previo cálculo de la Suma de
Desviaciones Cuadráticas Winsorizada (SDC), que es una medida que representa la
distancia cuadrática de las observaciones respecto a su media winsorizada, se obtiene de
la siguiente manera:( ) = ( + 1) − ( ) + − ( ) + ⋯+ − ( ) + ( + 1) − ( )
Se debe definir primero la función SDCw:
###Calculo de la Suma de Desviaciones Cuadraticas Winzorizadas
SDCw<-function(data, Wp, p)
{
data <-sort(data[!is.na(data)])
if ((p < 0) | (p>0.5) )
stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
n<-length(data)
g<-trunc(p*n)
datn<-(data[(g+2):(n-g-1)]-Wp)^2
DesvW<-((g+1)*(data[g+1]-Wp)^2)+sum(datn)+(g+1)*(data[n-g]-Wp)^2
DesvW
}
La función SDCw requiere ingresar el nombre del conjunto de datos “data”, el valor de
la media winsorizada “Wp” y el valor elegido “p”. Si el valor ingresado de es superior a
0.5 el programa responderá con el siguiente mensaje: “no se puede calcular p<0 ó
p>0.5, cambie el valor de p”.
Luego de definir la función y ejecutarla con las respectivas teclas (Ctrl+R o F5), se
ingresa el conjunto de datos a analizar, preferible ingresarlo en la ventana del editor
(Script), posteriormente se llama a la función SDCw, se colocan los argumentos
referidos y se ejecuta:
###Calculo de la Suma de Desviaciones Cuadraticas Winzorizadas
> SDCw<-function(data,Wp, p)
+ {
+     data <-sort(data[!is.na(data)])
+     if ((p < 0) | (p>0.5) )
+         stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+     n<-length(data)
+     g<-trunc(p*n)
+     datn<-(data[(g+2):(n-g-1)]-Wp)^2
+     DesvW<-((g+1)*(data[g+1]-Wp)^2)+sum(datn)+(g+1)*(data[n-g]-Wp)^2
+     DesvW
+ }
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,201, 225,113,
+145,158,204,228,115,148,165, 205,235,117,148,165,205,239, 119,148,168,209,245
+119,148,178,209,247,125,148,178,217,265,125,150,179,221,800)
> SDCw(montos1,173.92,p=0.02)
[1] 102723.7
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Luego la varianza winsorizada se define:= ( )− 1
Se define la función en la ventana del editor, en este caso la función S2w:
###Calculo de la Varianza Winsorizada
S2w<-function(data,SDCw)
{    data <-sort(data[!is.na(data)])
n<-length(data)
SDCw/(n-1)
}
Los argumentos a ingresar para ejecutar  la función S2w (varianzas winsorizada) es el
nombre del conjunto de datos a analizar y el valor obtenido en la Suma de Desviaciones
Cuadráticas Winsorizadas.
Definida y ejecutada la función S2w, se ingresa el conjunto de datos, y se llama la
función S2w, se ingresan los argumentos y se ejecuta la función (F5)
> ###Calculo de la Varianza Winsorizada
> S2w<-function(data,SDCw)
+ {+     data <-sort(data[!is.na(data)])
+     n<-length(data)
+     SDCw/(n-1)
+ }
> > ##Data a analizar
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,201,
+ 225,113,145,158,204,228,115,148,165, 205,235,117,148,165,205,239,119,148,
+ 168,209,245,119,148,178,209,247,125,148,178,217,265,125,150,179,221,800)
>
> S2w(montos1,102723.7)
[1] 2096.402
Con fines comparativos se muestra la siguiente tabla:
Estadístico
montos
(clásico)
montos1
(clásico)
montos1
(winsorizado = . )
Media 172.34 184.6 173.92
Varianza 1930.882 9813.061 2096.402
Desviación estándar 43.942 99.061 45.786
Al comparar las medidas obtenidas con el método clásico a la  data alterada, montos1
frente a los resultados obtenidos utilizando el método winsorizado, se observa que éstos
últimos valores son más próximos a la data original, montos. Es decir que las medidas
descriptivas winsorizadas representan mejor al conjunto de datos montos1.
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2.2.2 Media Recortada
La media recortada (Trimmed means), T(p) parte de la idea que la media aritmética es
simple pero susceptible a observaciones discordantes, una solución sencilla es eliminar
dichas observaciones. Esta acción se ha realizado desde el siglo XIX, cuando en Francia
se calculaba la producción de terrenos agrícolas, tomando valores consecutivos durante
20 años y eliminado el primero y el último de estos valores para luego calcular la media
de los 18 datos restantes. Este estadístico es utilizado frecuentemente en actos
deportivos como en las calificaciones de patinaje y, gimnasia.
Para calcular esta media, se parte de la idea de eliminar una proporción de
observaciones de cada extremo de la distribución a la que llamamos , a fin de obtener
una medida de localización resistente, y el recorte de los posibles valores atípicos
presentes en la distribución.
El valor de debe ser una proporción fija del conjunto de datos, pudiendo tomar valores
como 1%, 2%, 5%, etc. siempre dependiendo de la naturaleza de los datos que se están
analizando.
La media recortada se calcula de la siguiente manera.( ) = ∑ − 2
con = 1,2… ,
donde:
: número de observaciones ordenadas de manera ascendente
: la proporción de casos a eliminar en cada extremo de la distribución
: número de observaciones que deben ser eliminadas
con = ⌊ ⌋, donde ⌊ ⌋ denota la parte entera resultante de la operación.
Ejemplo 2.3: Continuando con el conjunto de datos anterior, montos1, y usando R-
Project, se procede a definir la función Tp, que representará a la media recortada.
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Al igual que en los casos anteriores, el primer paso es definir la función en la ventana
del editor, ejecutarla, luego ingresar la data a analizar, ejecutarla y posteriormente hacer
el llamado de la función media recortada a la que se está denotando como Tp; ingresar
como argumentos el nombre de la data a analizar y el valor elegido por el
investigador, en este caso se continuará utilizando = 0.02, es decir, se eliminará un
dato en cada extremo del conjunto de datos.
> ###Calculo de la Media Recortada
> Tp<-function(data,p)
+  {   data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+          stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+      sum(data[(g+1):(n-g)])/(n-2*g) }
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,
+ 201,225,113,145,158,204,228,115,148,165,205,235,117,148,165,205,239,
+ 119,148,168,209,245,119,148,178,209,247,125,148,178,217,265,
+ 125,150,179,221,800)
> Tp(montos1,p=0.02)
[1] 173.4583
Se observa que el valor resultante de la media recortada es 173.46, se acerca también al
valor calculado para la data original la cual fue 172.34 dólares americanos invertidos en
textos universitarios.
Para estimar la desviación estándar recortada es necesario calcular previamente la
varianza winsorizada , definida en el punto anterior (Soc. Española de Bioquímica,
2011), luego la desviación estándar recortada será:= (1 − 2 )
Se procede a definir la función desviación estándar recortada, St; y los respectivos
cálculos en R-Project:
> St<-function(data,S2w,p)
+  { data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+         stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+ S2w/(n*(1-2*g/n)^2) }
> St(montos1,2096.402,p=0.02)
[1] 45.49484
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Estadístico
Índices Clásico Índices resistentes
montos montos1
montos1
(winsorizado = . ) montos1(recortada = . )
Media 172.34 184.6 173.92 173.46
Desv. estándar 43.942 99.061 45.786 45.49484
Observando los valores resultantes, notamos el efecto que tiene la presencia de valores
atípicos en el cálculo de los estadísticos clásicos. Tras el recorte de los extremos, la
media obtenida utilizando la media recortada y la media winsorizada, son más cercana a
la verdadera distribución de los datos originales, es decir, sin el dato perturbado. De
igual manera el grado de dispersión se reduce considerablemente.
Finalmente se puede concluir que, en este caso, es más adecuado utilizar los índices
descriptivos robustos, porque estos representan mejor el conjunto de datos cuando
presentan datos atípicos.
2.2.3 Mediana Plegada
Esta medida fue propuesta por Tukey; consiste en ordenar el conjunto de datos y luego
calcular el valor medio de los pares de datos colocados simétricamente, teniéndose de
esa manera el valor medio entre el dato más pequeño y el mayor de ellos, y así se
continúa, en un proceso iterativo, hasta obtener un nuevo conjunto de datos formado por
las medias calculadas anteriormente, donde finalmente se toma la mediana de los
valores medios obtenidos. En caso que se trate de un conjunto de datos con n impar, la
media del número que quede se asume como el mismo número.
Ejemplo 2.4: Se continúa con el conjunto de datos, montos1 que corresponde al monto,
en dólares americanos, invertido en textos universitarios de 50 estudiantes, en el que al
conjunto de data original se ha perturbado la observación cuyo valor era de 187
cambiándola por 800.
Para calcular la mediana plegada, primero se ordenan los datos ascendentemente:
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104 127 152 191 222
105 136 157 197 224
108 136 157 201 225
113 145 158 204 228
115 148 165 205 235
117 148 165 205 239
119 148 168 209 245
119 148 178 209 247
125 148 178 217 265
125 150 179 221 800
luego, en lo que llamaremos el primer pliegue, calcularemos la semisuma de los datos
simétricos, construyendo un nuevo conjunto de datos: , con = 1… /2
donde, = +2= +2
…= + ( )2
…
/ = / + ( )2
haciendo los cálculos respectivos para la data del ejemplo, calculaos el primer pliegue y
se obtiene el nuevo conjunto de datos:= 104 + 8002 = 452= 105 + 2652 = 185= 108 + 2472 = 177.5
…= 165 + 1652 = 165
posterior a los cálculos se reordena ascendentemente el nuevo conjunto de datos :
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163 170,5 173,5 176 177
165 172 174 176.5 177.5
165.5 172.5 174.5 176.5 179
167.5 172.5 174.5 176.5 185
167.5 173.5 176 177 452
Para el segundo pliegue el procedimiento es el mismo, construyéndose un nuevo
conjunto de datos, al que se denota ; = 1… /4; recuérdese que cuando el tamaño
del conjunto de datos es impar, la semisuma se calculara consigo mismo.= +2= + 2
…= + ( )2
…
/ = / + ( )2
nuevamente se hacen los cálculos = 163 + 4522 = 307.5= 165 + 1852 = 175
…= 165.5 + 1792 = 172.25
…= 174.5 + 174.52 = 174.5
Ordenando el nuevo conjunto de datos después del segundo pliegue,
172.25 172.25 172.5 173.75 174.25 174.25 174.5
174.5 174.5 174.75 174.75 175 307.5
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De este nuevo conjunto de datos resultantes, se toma la mediana, que para el caso es
174.5 dólares americanos, lo que indicaría que 50% de los estudiantes invierte en textos
universitarios montos superiores a este.
Estadístico
Índice Clásicos Índice Resistente
Montos Montos1
Montos1
Mediana Plegada
Mediana 165 165 174.5
Se observa los diferentes valores obtenidos para el cálculo de la mediana. En la data
original, montos, el valor de la mediana es 165 dólares americanos, mientras que para el
conjunto de datos montos1, en la cual se perturbó una observación, y utilizando el
cálculo clásico para la mediana, el valor obtenido sigue siendo 165 dólares americanos,
sin embargo para el mismo conjunto de datos, montos1, el valor de la mediana plegada
es 174.5 dólares americanos; esta diferencia se debe a que en el cálculo de esta medida
intervienen todas las observaciones. La mediana plegada no es muy utilizada, pero su
principal ventaja es que se calcula con todos los datos y por ello, tienen la misma
oportunidad de influir en el valor de la media, hasta que se obtiene la mediana al final
de los cálculos.
2.2.4 Desviación Media Absoluta
Es una medida de dispersión robusta, cuyo valor se obtiene calculando la media
aritmética de los valores absolutos de las desviaciones.= ∑ | − ̅|
Esta medida fue defendida por Eddington a principios del siglo XX, pero por su
complejidad al hacer los cálculos matemáticos, fue abandonada por más de cincuenta
años.
La desviación media absoluta, es otra medida que sirve para analizar la dispersión de las
observaciones respecto a la media, a diferencia de la desviación estándar típica, en su
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cálculo las distancias entre las observaciones y la media no son elevadas al cuadrado
(Bradshaw, R., y Rodríguez, 1993).
Ejemplo 2.5: Se procede a calcular la desviación media absoluta del conjunto de datos
montos1, utilizando R-Project.
Para calcular la desviación media, en primer lugar se define la función Dm, en la
ventana del editor tal como se muestra a continuación:
### calculo de la desviacion media
Dm<-function(data)
{
data <-sort(data[!is.na(data)])
n<-length(data)
sum(abs(data[1:n]-mean(data)))/n
}
Posteriormente, en la ventana del editor, o en la consola se define el conjunto de datos a
analizar, para luego llamar a la función Dm en el cual el único argumento a colocar es el
nombre otorgado al conjunto de datos a analizar:
> ###Desviacion Tipica
> sd(montos1)
[1] 99.0609
>
> ##Desviacion Media
> Dm(montos1)
[1] 51.88
Estadístico de dispersión
Valor
montos1
Desviación estándar 99.061
Desviación Winsorizada 45.786
Desviación Media Absoluta 51.88
La desviación estándar obtenida con la data original, montos, es de 43.942 dólares
americanos. Al perturbar una de las observaciones de la data original y construir el
conjunto de datos montos1, y calcular nuevamente la desviación estándar esta se
incrementa a 99.061 dólares. En comparación con el conjunto de datos original, este
nuevo conjunto de datos es más disperso; de otro lado cuando se ha calculado la
desviación estándar utilizando el método robusto winsorizado, la desviación estándar
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del conjunto de datos modificado, montos1, se asemeja mucho más al conjunto de datos
originales, montos, siendo éste de 45.786 dólares americanos.
Al calcular la desviación media absoluta para el conjunto de datos montos1, se ha
obtenido 51.88 dólares americanos, no es tan cercano al valor del conjunto de datos
originales, sin embargo, si se compara el método clásico utilizado para el mismo
conjuntos de datos, es evidente que el obtenido con la desviación media absoluta indica
que el conjunto de datos está menos disperso en comparación del valor obtenido con la
desviación típica.
2.2.5 Desviación Mediana Absoluta
Es una medida de dispersión robusta, cuyo valor se obtiene calculando la mediana de
los valores absolutos de las diferencias entre cada dato con la mediana (Berrendero,
1996): ( ) = {| − ( )|}
con = 1,2, … , .
Ejemplo 2.6: Se procede a calcular la Desviación Mediana Absoluta, se utilizará el
conjunto de datos montos1.
Para ello, primero se define la función MAD, en la ventana del editor tal como se
muestra a continuación:
### calculo de la desviacion mediana absoluta
MAD<-function(data)
{
data <-sort(data[!is.na(data)])
n<-length(data)
median(abs(data-median(data)))
}
En la ventana del editor, o en la consola se define el conjunto de datos a analizar, para
luego llamar a la función MAD en el cual el único argumento a colocar es el nombre
otorgado al conjunto de datos a analizar:
> MAD(montos1)
[1] 40
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Estadístico de dispersión Valor
Desviación estándar 99.061
Desviación Winsorizada 45.786
Desviación Media Absoluta 51.88
Desviación Mediana Absoluta 40
La desviación estándar obtenida con la data original, montos, es de 43.942 dólares
americanos, y la desviación mediana absoluta, MAD, calculada para el mismo conjunto
de datos pero perturbando una observación, es 40, que es bastante más próxima a
comparación de las otras medidas obtenidas.
2.3 ÍNDICES DESCRIPTIVOS RESISTENTES: CASO BIVARIADO
2.3.1 Correlación: Percentage Bend Correlation
En la estadística clásica, es el coeficiente de correlación lineal de Pearson, el que nos
indica el grado de asociación entre dos variables cuantitativas, sin embargo, se conoce
que, ante la presencia de valores atípicos el valor de dicho coeficiente se ve alterado,
por ello se han realizado medidas más resistentes como el Percentage Bend Correlation,
(Wilcox, 1994), que proporciona una medida robusta de la asociación entre dos
variables aleatorias, y que ante la presencia de valores atípicos su valor no se altera. A
continuación se presenta la metodología de obtención.
Sea una muestra aleatoria de n pares de observaciones:{( , ), ( , ), … ( , )}
Primero es necesario calcular la mediana muestral del conjunto de datos (MeX), para el
conjunto de datos , luego se selecciona un valor 0 ≤ ≤ 0.5. Se recomienda que el
valor elegido sea 0.1 ó 0.2, puesto que si tomará el valor de 0.5, la potencia del test
para estudiar independencia puede ser inferior al test basado sobre r, cuando la muestra
es normal bivariado.
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Luego se calculan los n valores: = | − | y se ordenan los valores de modo
ascendente ( ), ( ),… ( ), y se calcula = ⌊(1 − ) ⌋; donde ⌊ ⌋ denota la parte
entera del resultado obtenido.
Se procede a calcular: = ( )
= ( − ) +− −
donde= ( ),
: que simboliza el valor que ocupa una determinada posición;
: número de valores tales que < −1
: número de valores tales que > 1
Se calcula: = −
Se realizan los mismos cálculos para la variable aleatoria para posteriormente hacer la
transformación: = − ɸ
y se construye las funciones: ( ) = max(−1,min(1, ))( ) = max(−1,min(1, ))
Finalmente la correlación Percentage Bend Correlation para la muestra{( , ), ( , ), … ( , )}
es: = ∑∑ ∑
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con = ( ) y = ( )
Ejemplo 2.7: Para ilustrar esta medida se utilizará un conjunto de datos el cual hace
referencia a 15 valores recolectados de la gerencia de Hop Scotch Airlines. El primer
conjunto de valores recolectados corresponde a los gastos mensuales invertidos en
publicidad ( ) y el segundo conjunto de datos corresponde al número de pasajeros en
los 15 meses más recientes ( ) (Webster, 2000).
Gastos en Publicidad
(miles de dólares)
Número de Pasajeros
(en miles)
10
12
8
17
10
15
10
14
19
10
11
13
16
10
12
15
17
13
23
16
21
14
20
24
17
16
18
23
15
16
Primero es necesario calcular la mediana muestral de ambos conjuntos de datos:
Se inicia con la mediana para el conjunto de datos :
8 10 10 10 10 10 11 12 12 13 14 15 16 17 19== = = 12
cálculo de la mediana muestral para el conjunto de datos :
13 14 15 15 16 16 16 17 17 18 20 21 23 23 24== = = 17
se selecciona el valor = 0.2
Capitulo II: Métodos Estadísticos Robustos Univariantes 33
Se procede a calcular los = 15, valores:= | − | = | − |= |8 − 12| = 4 = |13 − 17| = 4= |10 − 12| = 2 = |14 − 17| = 3= |10 − 12| = 2 = |15 − 17| = 2= |10 − 12| = 2 = |15 − 17| = 2= |10 − 12| = 2 = |16 − 17| = 1= |10 − 12| = 2 = |16 − 17| = 1= |11 − 12| = 1 = |16 − 17| = 1= |12 − 12| = 0 = |17 − 17| = 0= |12 − 12| = 0 = |17 − 17| = 0= |13 − 12| = 1 = |18 − 17| = 1= |14 − 12| = 2 = |20 − 17| = 3= |15 − 12| = 3 = |21 − 17| = 4= |16 − 12| = 4 = |23 − 17| = 6= |17 − 12| = 5 = |23 − 17| = 6= |19 − 12| = 7 = |24 − 17| = 7
se ordenan los valores de modo ascendente ( ), ( ),… ( ), :
Para :
0 0 1 1 2 2 2 2 2 2 3 4 4 5 7
Para :
0 0 1 1 1 1 2 2 3 3 4 4 6 6 7
se calcula = ⌊(1 − ) ⌋; donde ⌊ ⌋ denota la parte entera del resultado obtenido.= ⌊(1 − 0.2)15⌋ = ⌊12⌋ = 12
los valores que ocupan la posición para las variables e son:= (12) = 4= (12) = 4
se calcula las expresiones:
y,
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Para Para8 − 124 = −1 13 − 174 = −110 − 124 = −0.5 14 − 174 = −0.7510 − 124 = −0.5 15 − 174 = −0.510 − 124 = −0.5 15 − 174 = −0.510 − 124 = −0.5 16 − 174 = −0.2510 − 124 = −0.5 16 − 174 = −0.2511 − 124 = −0.25 16 − 174 = −0.2512 − 124 = 0 17 − 174 = 012 − 124 = 0 17 − 174 = 013 − 124 = 0.25 18 − 174 = 0.2514 − 124 = 0.5 20 − 174 = 0.7515 − 124 = 0.75 18 − 174 = 0.2516 − 124 = 1 21 − 174 = 117 − 124 = 1.25 23 − 174 = 1.519 − 124 = 1.75 24 − 174 = 1.75
Estos cálculos nos permiten obtener :
Valores Para Para
0 0
2 3
donde:
: número de valores tales que < −1, para el caso de
: número de valores tales que > 1 para el caso de
y además,
es el número de valores tales que < −1, para el caso de
es el número de valores tales que > 1 para el caso de
se procede a calcular, para : = ( ) = ( ) = 151
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= ( − ) +− −= 4(2 − 0) + 15115 − 0 − 2 = 12.23
se procede a calcular, para : = ( ) = ( ) = 198
= ( − ) +− −= 4(3 − 0) + 19815 − 0 − 3 = 17.50
se calcula: = y, =
obteniéndose:
8 13 -1,0575 -1,125
10 14 -0,5575 -0,875
10 15 -0,5575 -0,625
10 15 -0,5575 -0,625
10 16 -0,5575 -0,375
10 16 -0,5575 -0,375
11 16 -0,3075 -0,375
12 17 -0,0575 -0,125
12 17 -0,0575 -0,125
13 18 0,1925 0,125
14 20 0,4425 0,625
15 21 0,6925 0,875
16 23 0,9425 1,375
17 23 1,1925 1,375
19 24 1,6925 1,625
y se construyen las funciones:= ( ) = max(−1,min(1, ))
y, = ( ) = max(−1,min(1, ))
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obteniéndose:
8 13 -1,0575 -1,125 -1 1 -1 1 1
10 14 -0,5575 -0,875 -0,5575 0,310806 -0,875 0,765625 0,487813
10 15 -0,5575 -0,625 -0,5575 0,310806 -0,625 0,390625 0,348438
10 15 -0,5575 -0,625 -0,5575 0,310806 -0,625 0,390625 0,348438
10 16 -0,5575 -0,375 -0,5575 0,310806 -0,375 0,140625 0,209063
10 16 -0,5575 -0,375 -0,5575 0,310806 -0,375 0,140625 0,209063
11 16 -0,3075 -0,375 -0,3075 0,094556 -0,375 0,140625 0,115313
12 17 -0,0575 -0,125 -0,0575 0,003306 -0,125 0,015625 0,007188
12 17 -0,0575 -0,125 -0,0575 0,003306 -0,125 0,015625 0,007188
13 18 0,1925 0,125 0,1925 0,037056 0,125 0,015625 0,024063
14 20 0,4425 0,625 0,4425 0,195806 0,625 0,390625 0,276563
15 21 0,6925 0,875 0,6925 0,479556 0,875 0,765625 0,605938
16 23 0,9425 1,375 0,9425 0,888306 1 1 0,9425
17 23 1,1925 1,375 1 1 1 1 1
19 24 1,6925 1,625 1 1 1 1 1
TOTALES 6,255925 7,171875 6,581563
Finalmente se reemplazan los valores totales en la fórmula= ∑∑ ∑= 6.5815(6.2559 × 7.1719) = 0.9826
Con fines didácticos se utilizó el programa R-Project para los cálculos del índice
resistente Percentage Bend Correlation, es necesario mencionar que se deben instalar
algunos paquetes antes de realizar el cálculo: asbio, permute y vegan.
> ##describir la data a analizar:
> Publicidad<-c(8,10,10,10,10,10,11,12,12,13,14,15,16,17,19)
> Pasajeros<-c(13,14,15,15,16,16,16,17,17,18,20,21,23,23,24)
>##Solicitando coeficiente de correlacion de Pearson
> cor(Publicidad,Pasajeros)
0.9813826
> ##Solicitando el Coeficiente Percentage Bend Correlation
> R.pb(Publicidad, Pasajeros, beta=0.2)
0.9825744
> ##Solicitando gráfico de puntos
> plot(Publicidad,Pasajeros)
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Figura 2.3 Diagrama de puntos
Se observa que tanto el coeficiente de Pearson como el Percentage Bend Correlation,
son muy similares: 0.9813 y 0.9825 respectivamente, esto debido a que la data no
presenta observaciones atípicas. Sin embargo, se debe analizar la situación en la que la
data podría contener observaciones atípicas, las cuales alterarían el valor de la
correlación de Pearson, más no el valor del índice resistente Percentage Bend
Correlation. Por tal motivo, se presenta otro ejemplo con el mismo conjunto de datos,
pero esta vez perturbando una observación del conjunto de datos pasajeros.
Ejemplo 2.8: Supóngase que a la hora de digitar el conjunto de datos pasajeros, se ha
cometido un error en uno de los datos, escribiéndose 200, en lugar de 20. Estamos
interesados en averiguar si existe asociación entre los gastos publicitarios (en miles de
dólares) y la cantidad de pasajeros (en miles) registrados en los últimos 15 meses
(Webster, 2000).
Se presenta el nuevo gráfico, el coeficiente correlación de Pearson y el cálculo para el
coeficiente de correlación Percentage Bend Correlation.
8 10 12 14 16 18
14
16
18
20
22
24
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Figura 2.4 Diagrama de puntos
En el gráfico se observa que la presencia del dato atípico afectó el valor del coeficiente
de correlación de Pearson, incluso en el nuevo cálculo del coeficiente de Pearson se
confirma esta afirmación.
> ##Los conjuntos de datos:
> Publicidad<-c(8,10,10,10,10,10,11,12,12,13,14,15,16,17,19)
> Pasajeros<-c(13,14,15,15,16,16,16,17,17,18,200,21,23,23,24)
>
> ##Solicitando coeficiente de correlacion de Pearson
> cor(Publicidad,Pasajeros)
0.2060176
> ##Solicitando el Coeficiente Percentage Bend Correlation
> R.pb(Publicidad, Pasajeros, beta=0.2)
0.9492026
Correlación
Valor obtenido
data original
Valor obtenido
data alterada
Pearson 0.9813 0.2060
Percentage Bend Correlation 0.9826 0.9492
Se observa que por el valor obtenido en la correlación de Pearson, la relación que existe
entre las variables gastos en publicidad y número de pasajeros, es muy baja, 0.20, podría
incluso considerarse que no existe relación entre ambas variables. Esto obviamente
porque el coeficiente de correlación de Pearson se ve afectado por la presencia de
observaciones atípicas, pues en la data original, el valor de dicho coeficiente fue de
0.9813, indicando la existencia de una fuerte relación entre ambas variables.
8 10 12 14 16 18
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10
0
15
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De otro lado, al calcular el coeficiente Percentage Bend Correlation, el valor que se
obtiene indica que existe una fuerte relación lineal entre las variables, lo que es
totalmente cierto, tal como se ha obtenido con la data original. Es decir, esta medida de
asociación no está afectada por la presencia del dato atípico.
De esta manera quedaría demostrado, de modo ilustrativo, que el coeficiente de Pearson
es bastante sensible a conjuntos de datos con presencia de observaciones atípicas,
mientras que el índice Percentage Bend Correlation no lo es.
2.3.2 Correlación Winsorizada
El valor de la correlación winsorizada, , toma valores entre -1 y 1, de modo que
cuando no existe asociación entre las variables el valor es 0.
La formulación matemática para su cálculo es la siguiente:
= ∑( − ( ))( − ( ))∑( − ( )) ∑( − ( ))
donde:
. El conjunto de datos winsorizado( ): La media winsorizada de
: El conjunto de datos winsorizado( ): La media winsorizada de
Winsorizar un conjunto de datos, consiste en sustituir, una proporción de datos, en
cada lado de la distribución (previamente ordenada ascendentemente) por el primer y
último valor de la data restante.
Ejemplo 2.9: Para ilustrar el uso de este estimador, se utilizará el conjunto de datos
anterior, correspondiente a 15 valores recolectados de la gerencia de Hop Scotch
Airlines, el primer conjunto de valores recolectados corresponde a los gastos mensuales
invertidos en publicidad ( ) y el segundo conjunto de datos corresponde al número de
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pasajeros en los 15 meses más recientes ( ) (Webster,2000) y se ha perturbado una
observación.
Gastos en Publicidad
(miles de dólares)
Número de Pasajeros
(en miles)
10
12
8
17
10
15
10
14
19
10
11
13
16
10
12
15
17
13
23
16
21
14
200
24
17
16
18
23
15
16
Anteriormente, ya se ha elaborado la función media winsorizada en R-Project,
nuevamente llamaremos a dicha función y se solicitará el cálculo de la media
winsorizada para ambas variables. Se tomará = 0.07 porque se desea sustituir
solamente una observación a cada lado de la distribución, recuérdese que:
: número de observaciones que deben ser eliminadas, donde= ⌊ ⌋
e ⌊ ⌋indica tomar la parte entera del valor resultante de la operación.
### Descripcion de la funcion Media Winsorizada
Wp<-function(data, p)
{
data <-sort(data[!is.na(data)])
n<-length(data)
if ((p < 0) | (p>0.5) )
stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
g<-trunc(p*n)
((g+1)*data[g+1]+sum(data[(g+2):(n-g-1)])+(g+1)*data[n-g])/n
}
> ##Los conjuntos de datos:
> Publicidad<-c(8,10,10,10,10,10,11,12,12,13,14,15,16,17,19)
> Pasajeros<-c(13,14,15,15,16,16,16,17,17,18,200,21,23,23,24)
>
> ##Calculando la media winsorizada para X: Publicidad
> Wp(Publicidad,p=0.07)
[1] 12.46667
> ##Calculando la media winsorizada para Y: Pasajeros
> Wp(Pasajeros,p=0.07)
[1] 18.2
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Media
Winsorizada Valor( = 0.07) 12.47( = 0.07) 18.20
Se procede a realizar los cálculos respectivos, los cuales se presentan en la siguiente
tabla: − ( − ) − ( − ) ( − )( − )
8 13 10 14 -2,47 6,1009 -4,2 17,64 10,374
10 14 10 14 -2,47 6,1009 -4,2 17,64 10,374
10 15 10 15 -2,47 6,1009 -3,2 10,24 7,904
10 15 10 15 -2,47 6,1009 -3,2 10,24 7,904
10 16 10 16 -2,47 6,1009 -2,2 4,84 5,434
10 16 10 16 -2,47 6,1009 -2,2 4,84 5,434
11 16 11 16 -1,47 2,1609 -2,2 4,84 3,234
12 17 12 17 -0,47 0,2209 -1,2 1,44 0,564
12 17 12 17 -0,47 0,2209 -1,2 1,44 0,564
13 18 13 18 0,53 0,2809 -0,2 0,04 0,106
14 21 14 21 1,53 2,3409 2,8 7,84 4,284
15 23 15 23 2,53 6,4009 4,8 23,04 12,144
16 23 16 23 3,53 12,4609 4,8 23,04 16,944
17 24 17 24 4,53 20,5209 5,8 33,64 26,274
19 200 17 24 4,53 20,5209 5,8 33,64 26,274
TOTALES 101,7335 194,4 137,6
resta reemplazar en la fórmula y estimar la correlación winsorizada:
= 137.6(101.7335)(194.4) = 0.9784
Correlación Valor obtenido
Pearson 0.2060
Percentage Bend Correlation 0.9492
Winsorizada 0.9784
Comparando las correlaciones obtenidas se observa que la correlación winsorizada al
igual que el Percentage Bend Correlation, indican que existe una fuerte relación entre
las variables gasto de publicidad y número de pasajeros. Esto significa que, estas dos
medidas robustas reflejan realmente la relación existente entre las variables y no se ven
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afectadas ante la presencia de observaciones atípicas, por lo que si el investigador nota
la presencia de observaciones atípicas en su conjunto de datos, es recomendable utilizar
los índices resistentes o robustos.
2.4 FORMALIZACIÓN Y CARACTERIZACIÓN MATEMÁTICA DE
CONCEPTOS BÁSICOS SOBRE ROBUSTEZ
Un estimador será robusto en el sentido que, sea resistente a la influencia de una
observación que está lejos de la masa de datos, conocido con el nombre de observación
discordante u observación atípica. Bajo esta premisa se puede afirmar que la estadística
robusta estudia el comportamiento de los procedimientos estadísticos ante pequeños
cambios en los supuestos iniciales de un determinado modelo.
La primera definición matemática de robustez fue formulada por F. R. Hampel (1968),
quien basó el concepto de robustez, en la continuidad y vecindario de una estadística
funcional, en relación con la distancia Prohorov del espacio de probabilidad .
Los procedimientos robustos, como función estadística, están definidas en el espacio de
funciones de distribuciones y se está interesado en su comportamiento dentro de una
vecindad, de una distribución específica, vecindad que está definida con respecto a una
determinada distancia y su relación con las características básicas de funciones
estadísticas como su continuidad y derivada.
Estos procedimientos deberían ser utilizados en problemas prácticos, cuando los
supuestos de la estadística clásica no se cumplen, como en el caso de regresión, donde
se asumen la homocedasticidad, independencia y distribución normal de los errores.
Estos procedimientos también permiten, la identificación de valores atípicos, ya que
tienen la propiedad de medir el efecto de enmascaramiento o de encubrimiento, esto es:
detectar observaciones atípicas que bajo la estadística clásica no puede ser detectadas
como tal (Masking), detectar observaciones que, sin ser atípicas son detectadas como tal
(Swaming), los estimadores que no están preparados para estos efectos, como los
clásicos, producen estimaciones sesgadas y por lo tanto erróneas.
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2.4.1 Caracterización Matemática de Robustez
Sean:
: denota una variable aleatoria, … : muestra aleatoria de tamaño
Pθ : distribución de probabilidad de la variable aleatoria , generalmente desconocida,
F: función de distribución de la variable aleatoria , y que es conocida.
T(.):una estadística funcional.
θ: parámetro desconocido
Tn(Pn): distribución empírica conocida.
En la estadística clásica se asume que las observaciones están distribuidas de acuerdo a
una función de distribución conocida , y se calcula la estimación del parámetro
basado en el conjunto de datos disponible; si el estimador es consistente, se tiene que( ) = .
En la teoría robusta, el modelo es considerado como el modelo ideal, que en verdad es
una aproximación de la realidad. Una vecindad del modelo empírico T ( ), en el que
el estimador robusto será estable, se define por el conjunto de distribuciones:
= { : = (1 − )T ( ) + }
donde es el porcentaje de contaminación de las observaciones, con  valores entre0 < ≤ 1 y es una función de distribución arbitraria.
La distribución de puede ser considerada como una combinación de las funcionesT ( ) y , es decir una combinación de la distribución empírica y la distribución
arbitraria; esto es, una proporción aproximada (1 − ) de los datos es generado por la
función de distribución empírica T ( ), que es un modelo conocido, excepto por el
parámetro , que es lo que se busca estimar; mientras que la proporción restante de los
datos, , procede de la distribución arbitraria ; las cuales son conocidas como datos
atípicos  (Berrendero, 1996).
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La estadística robusta busca producir estimaciones fiables y resistentes, sea cual sea la
distribución de los datos a analizar, esto indica que los métodos robustos se ajustan a
todo conjunto de datos, contengan o no observaciones atípicas; ya que estos métodos
brindan aproximadamente los mismos resultados que el método clásico.
La estadística robusta, puede ser utilizada para estimar con mayor fiabilidad los
parámetros, que generalmente son la media y la varianza poblacional. De otro lado, la
estadística robusta es muy útil en la detección de observaciones atípicas, sobre todo a
nivel multivariado.
Ejemplos de procedimientos robustos han sido presentados en la sección 2.2 y 2.3, en
los que se ha observado como la presencia de una sola observación atípica altera las
estimaciones obtenidas con el método clásico como la media aritmética; en tanto que,
los resultados obtenidos con los estimadores robustos como la media winsorizada o
recortada han sido muy aproximadas a los valores de los conjuntos de datos sin
contaminación.
Se expone un nuevo ejemplo a fin de reforzar el concepto de estadística robusta, frente a
la estadística clásica.
Ejemplo 2.10: El siguiente conjunto de datos se presenta tal cual se encuentra expuesto
en  el texto de Ávila (2003).
Las remuneraciones mensuales, en dólares americanos, de 80 trabajadores de una
empresa de transporte se presentan a continuación:
260 288 190 155 145 125 120 230
230 178 170 185 182 145 170 105
95 130 120 220 230 170 240 115
125 120 173 190 233 177 145 170
165 175 220 160 195 180 210 180
153 155 115 170 185 160 215 235
190 95 140 225 222 92 130 217
265 164 190 255 190 185 140 205
190 135 135 185 93 195 230 220
140 91 156 233 190 210 135 173
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Asúmase que se desea obtener una medida que represente el promedio de los sueldos de
estos trabajadores. Utilizando la estadística clásica, se calcula la media aritmética para
obtener la información solicitada.
Utilizando R-Project, se ingresan los datos y se solicita las estadísticas clásicas:
> ###EJEMPLO DEL TEXTO AVILA ACOSTA-SUELDO 80 TRABAJADORES###
> sueldos
[1] 260 288 190 155 145 125 120 230 230 178 170 185 182 145 170 105  95 130 120
[20] 220 230 170 240 115 125 120 173 190 233 177 145 170 165 175 220 160 195 180
[39] 210 180 153 155 115 170 185 160 215 235 190  95 140 225 222  92 130 217 265
[58] 164 190 255 190 185 140 205 190 135 135 185  93 195 230 220 140  91 156 233
[77] 190 210 135 173
"Calculo de la media aritmetica"
> mean(sueldos)
[1] 175.25
"Calculo de la mediana"
> median(sueldos)
[1] 176
"Calculo de la media winsorizada"
> Wp(sueldos, p=0.02)
[1] 174.975
"Calculo de la Media Recortada"
> Tp(sueldos,p=0.02)
[1] 174.8846
Figura 2.5 Gráfico de Cajas
Con fines comparativos se alteran dos observaciones del conjunto de datos, al cual se
llamará sueldos1. Se procede a realizar los mismos cálculos que para el conjunto de
datos sueldos:
10
0
15
0
20
0
25
0
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### Perturbando las observaciones 230 por 30 y, 91 por 910
> sueldos1
[1] 260 288 190 155 145 125 120 230 30 178 170 185 182 145 170 105  95 130 120
[20] 220 230 170 240 115 125 120 173 190 233 177 145 170 165 175 220 160 195 180
[39] 210 180 153 155 115 170 185 160 215 235 190  95 140 225 222  92 130 217 265
[58] 164 190 255 190 185 140 205 190 135 135 185  93 195 230 220 140 910 156 233
[77] 190 210 135 173
"Calculo de la media aritmetica"
> mean(sueldos1)
[1] 182.9875
"Calculo de la mediana"
> median(sueldos1)
[1] 176
"Calculo de la media winsorizada"
> Wp(sueldos1, p=0.02)
[1] 175.9875
"Calculo de la Media Recortada"
> Tp(sueldos1,p=0.02)
[1] 175.6282
Figura 2.6 Gráfico de Cajas
Estadístico Data Sueldos Data Sueldos1
Media aritmética 175.25 182.99
Media winsorizada 174.98 175.99
Media recortada 174.88 175.63
Mediana 176.00 176.00
0
20
0
40
0
60
0
80
0
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En el primer conjunto de datos, sueldos, se observa que las medias calculadas son muy
cercanas, sin embargo nótese que las medidas robustas como la media winsorizada y la
media recortada son aproximadamente iguales.
Al perturbar dos observaciones del mismo conjunto de datos, la media aritmética
cambia drásticamente, de 175.25 dólares americanos a 182.99; en tanto que, las medidas
robustas como la media winsorizada y la media recortada se mantienen muy cercanas al
valor obtenido en la data original. De otro lado, nótese también que la mediana, en
ambos conjuntos de datos, sueldos y sueldos1 se mantiene exactamente igual, por lo que
este estadístico es más robusto que las medias winsorizada y recortada que son también
estadísticos robustos.
De lo expuesto anteriormente, se puede deducir que dentro de los estimadores robustos
se encuentran aquellos que son más resistentes que otros, al igual que en la estadística
clásica los estimadores robustos poseen características y propiedades que permiten
evaluar, en este caso, el grado de robustez del procedimiento estadístico utilizado y que
serán tratados en la siguiente sección.
2.5 PROPIEDADES DE LOS ESTIMADORES ROBUSTOS
En la estadística clásica existe un conjunto de conceptos y propiedades que son
inherentes a los estimadores paramétricos, como el insesgamiento, de igual manera en la
estimación robusta se considera un conjunto de conceptos y propiedades que
caracterizan la robustez y nos indican si el procedimiento seguido es o no un método
robusto.
Muchos son los criterios propuestos para medir la estabilidad de un procedimiento
estadístico, algunos de éstos evalúan la robustez cuando la proporción de datos
contaminados , es pequeña; mientras que otros indican la proporción máxima de datos
contaminados que el procedimiento robusto empleado puede soportar (Berrendero,
1996); algunos de estos criterios y propiedades se presentan  continuación.
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2.5.1 Punto de Ajuste Exacto
Esta propiedad fue propuesta por Donoho (1982), quien señala que un estimador
robusto posee la propiedad de ajuste exacto, cuando para la mayoría de las
observaciones de una muestra dada el estimador proporciona un valor exacto.
Consideremos la muestra aleatoria , … , y sea = { } una contaminación  de en
observaciones, donde cada = , para = 1,… , ; y siendo un estimador de
posición de la muestra aleatoria , … , definiremos el Punto de Ajuste Exacto de
en denotado por: ∗( , ) = / ∃ con ( ) ≠
De otro lado, Si es un estimador de escala de la muestra aleatoria definiremos el
Punto de Ajuste Exacto de en denotado por:∗( , ) = / ∃ con ( ) ≠ 0
Observamos que, una vez conocida la observación esperada para el estimador robusto
, el Punto de ajuste Exacto ∗( , ), va a informar la proporción de observaciones
que se necesitaría contaminar en para que el valor de sea diferente del valor
esperado.
En resumen, se puede decir que esta propiedad señala qué proporción de la data podría
ser contaminada sin que el estadístico que se calcula nos dé un valor diferente al
esperado realmente.
Así tenemos por ejemplo la media aritmética, tiene Punto de Ajuste Exacto igual a
esto quiere decir que, es  suficiente que un dato sea contaminado en el conjunto de
observaciones, para que el valor de la media se vea afectado.
En cambio, en la mediana, su Punto de Ajuste Exacto será es decir, que para que el
valor de la mediana se altere, o sea diferente al esperado, sería necesario contaminar
más de la mitad del conjunto de observaciones.
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2.5.2 Función de Influencia y Curva de Sensibilidad
Hampel (1968) propone como concepto de Función de Influencia a la medida del efecto
producido por una contaminación en el conjunto de observaciones, sin embargo es
Tukey, en el año 1970, quien define el concepto de Función de Influencia como la
variación en el valor del estimador por efecto de una contaminación en la muestra.
Se puede afirmar que, esta propiedad mide el efecto producido por la contaminación de
la muestra, y se define según Ortega (2011):( ; , ) = lim→ ((1 − ) + ∆ ) − ( )
donde ∆ es una medida de probabilidad con peso 1 en .
Así definido, es la función derivada del estimador, por lo que es una función no acotada
y por ello produce variaciones no controladas en el estimador, haciendo que la
estimación sea poco fiable, al acotarse la función de influencia, surge la llamada curva
de sensibilidad: ( ; , ) = ( + 1)[ ( ∪ ) − ( )]
Entre las características de la función de influencia, se encuentra que la esperanza de
influencia de todas las observaciones de la muestra en el error de estimación es cero,
esto es: ( ; , ) = 0
Ejemplo 2.11:
La función influencia, IF, del valor esperado es:
Sea ( ), el verdadero valor del parámetro ,( ) = ( ) = =
el estimador del parámetro ( ) =
luego, la función de influencia de la media será:( ; , ) = lim→ (1 − ) + ∆ − ( ) = −[ ( ; , )] = 0
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( ; , ) = ( ) =
donde denota la varianza.
La función de influencia es una propiedad importante del estimador robusto. Su valor
representa la medida del efecto de una contaminación en el estadístico estimado por un
único valor . Es así que un estimador robusto debe tener una función de influencia
acotada.
Las características más conocidas de las estadísticas robustas basadas en la función de
influencia, según Jureckova y Picek (2006), son:
i) La sensibilidad global, definida por el máximo valor absoluto de la función de
influencia de bajo , esto es:
∗ = sup| ( ; , )|
ii) La sensibilidad local que indica el efecto de reemplazar el valor de por el valor
de en el estimador, esto es:
∗ = sup, ; ( ; , ) − ( ; , )−
Ejemplo 2.12:
Evaluando la sensibilidad de la media aritmética:( ) = ( )( , . ) = − ( )
entonces: ∗ = ∞, ∗ = 1
La media no es sensible a cambios locales.
Evaluando la sensibilidad de la varianza:( ) = ( ) =( , . ) = − ( ) −
entonces: ∗ = ∞
∗ = sup − ( ) − − ( )−
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= sup − − 2( − ) ( )−= sup| + − 2 ( )| = ∞
La varianza no es un estimador robusto, tanto para grandes como para pequeños
cambios locales.
2.5.3 Punto de Ruptura
Donoho y Huber (1983) definieron el Punto de Ruptura como la fracción de
contaminación de una muestra que ocasiona que la respuesta del estimador produzca un
valor no controlado. Es decir, el Punto de Ruptura nos informa qué porcentaje de
contaminación soporta el estimador robusto antes de proporcionar como respuesta un
valor arbitrario.
Supóngase que en la muestra aleatoria , … , se reemplazan datos por valores
arbitrarios muy grandes, es decir, contaminamos la muestra inicial; esta nueva muestra
se denotará como y su correspondiente estimador será denotado por ( )
El Punto de Ruptura para el estimador ( ), es decir, el punto de ruptura para el
estimador para la muestra aleatoria es el número:
∗( , ) = ∗( )
donde.∗( ) es el menor entero para el quesup‖ ( ) − ( )‖ = ∞
donde ‖ ‖ señala la norma Euclidiana.
Es decir, la parte más pequeña del conjunto de observaciones que, de ser reemplazada
con valores arbitrarios, puede llevar al estimador hasta el infinito.
Para el estudio del comportamiento del estimador cuando es grande, se calcula el
límite = lim→ ∗
que es también el punto de  ruptura.
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Ejemplo 2.13:
Cálculo del punto de ruptura para la mediana, considérese el tamaño de la muestra ,
impar: =
Se tiene que, ∗( ) = , entonces
∗( , ) = = + 12
El punto de ruptura de la mediana, para la muestra aleatoria , … , es+ 12
y, = lim→ + 12 = 12
Esto indica que para grande, el punto de ruptura es ½, es decir que la mediana,
permite un 50% de contaminación de la data sin que el valor de la mediana se altere.
Cálculo del punto de ruptura para la media aritmética=
Se tiene que, ∗( ) = 1, entonces
∗( , ) = 1
Es decir que el punto de ruptura para la muestra aleatoria , … es
y, = lim→ 1 = 0
Esto indica que para grande, el punto de ruptura de la media aritmética es 0, es decir
que , proporcionará valores errados si la data se encuentra contaminada.
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Si comparamos los puntos de ruptura de la mediana y de la media, es claro que, la
mediana tiene un punto de ruptura mayor al de la media aritmética, independientemente
del tamaño de la muestra, por consiguiente, si el investigador deseara, obtener un
estimador con punto de ruptura alto, elegiría la mediana.
2.6 ESTIMADORES ROBUSTOS : CASO UNIVARIADO
Sea , … una muestra aleatoria de una población con distribución de probabilidad ,
generalmente desconocida; y la función de distribución pertenece a una clase de
funciones de distribución; se busca un estimador adecuado para el parámetro , que
pueda ser expresado como una función ( ) . Algunas funciones ( ) tienen
características implícitas como la raíz de una ecuación o de un sistema de ecuaciones, o
como la solución de una minimización  de un problema: tales son los estimadores de
máxima verosimilitud, estimador del método del momento, entre otros.
La lista de estimadores robustos propuesta por investigadores es muy extensa, y en
general el cálculo de estos nuevos estimadores suele ser de gran dificultad, planteándose
como soluciones de ecuaciones que requieren resolverse mediante algoritmos, los
mismos que por su grado de dificultad demandan el uso de paquetes informáticos. En
una investigación de la Universidad de Princeton, se estudió las propiedades de 60
medidas robustas (Andrews, 1972). Hoy en día las medidas robustas se clasifican en
grandes grupos o familias, como los S-estimadores, B-estimadores, estimadores Stahel-
Donoho, los LTS-estimadores, entre otros; en esta investigación, y por tratarse de
estimadores robustos más utilizados y que se encuentran incluidos en algunos paquetes
estadísticos, nos centraremos en los M-estimadores, L-estimadores y los R-estimadores
(Jureckova y Picek, 2006).
2.6.1 M-estimadores
Los M-estimadores fueron introducidos por Huber en 1964, y busca controlar los
valores extremos de manera que el ajuste se realice sobre los valores centrales de éstos.
Su cálculo se basa en el principio de máxima verosimilitud.
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Los M-estimadores, al basarse en los estimadores máximo verisímiles, requieren
conocer previamente a su uso, las funciones de distribución, por lo que se puede afirmar
que este estimador tiene uso limitado.
Los M-estimadores, , están definidos como la solución a minimizar:∑ ( , )≔ con respecto a ∈
donde es una función elegida y apropiada.
Los M-estimadores abarcan los estimadores máximos verosímiles para el parámetro
en el modelo = { , ∈ }, conociendo que ( , ) es la función de densidad de ,
en consecuencia el estimador máximo verosímil será la solución de minimizar
(− log ( , )) = , ∈
Si es una función diferenciable en y derivable  en (. , ) = (. , )
entonces es una raíz de la ecuación:
( , ) = 0 ∈
por lo tanto ∑ ( , ) = 0 con ∈
luego la estadística funcional que corresponde a es la solución de:∫ ( , ( )) ( ) = 0 con ( ) ∈
: Espacio métrico
El funcional ( ) es Fisher consistente si la solución de la ecuación anterior es única.
En la siguiente sección se presenta algunos M-estimadores de posición, o también
conocidos como M-estimadores de locación.
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M-Estimadores de Posición
Sea , … una muestra aleatoria independiente con función de distribución
desconocida ( − ), ∈ ℝ , un M-estimador, , está definido como la solución
de: ( − ) =
Con función simétrica, convexa, diferenciable y con derivada continua en (. ) ,
entonces es la solución de: ( − ) = 0
es una función equivariante, es decir que satisface:( + ,…+ + ) = ( ,… ) + con ∈ ℝ valor constante.
y es invariante al cambio de escala es decir:( … ) = ∗ ( ,… ) para > 0
Un M-estimador para viene dado por ( ,… )/( − ) ≤ ( − )∀ ∈ ℝ
es decir, que si existe otra función (. ) será la mínima de estas dos funciones y;∑ ( − ) = 0; teniendo en cuenta que: (. ) = (. )
Los M-estimadores están determinados por la elección de la función o de la derivada
de , en el caso que el parámetro de posición coincide con el centro de simetría de la
distribución, se puede elegir simétrico alrededor de 0 y por lo tanto un único .
A continuación se describirán los M-estimadores de más conocidos, a partir del tipo
de la función elegida.
M-estimador con tipo Huber y parámetro k
Estimador propuesto por Huber en 1964, donde la función es una función lineal
acotada en el  intervalo [− , ] y constante fuera del dicho intervalo.
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luego el M-estimador para esta dado por:( ) = | | ≤| | >
donde > 0.
Ejemplo 2.14: Utilizando la data montos1, correspondiente a los montos invertidos en
libros por estudiantes universitarios (Webster, 2000):
> ###Ejemplo para M-Estimador Huber
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,
+ 201,225,113,145,158,204,228,115,148,165,205,235,117,
+ 148,165,205,239,119,148,168,209,245,119,148,178,209,247,125,148,
+ 178,217,265,125,150,179,221,800)
> ###Solicitando el M-estimador de Huber para k=1.5
> library(robustbase)
> huberM(montos1, k = 1.5)
$mu
[1] 173.8106
Estimación de la Medida de
Posición
Valor
Media Aritmética 184.6
Media Winsorizada 173.92
Media Recortada 173.46
M-estimador Huber 173.81
Se observa que la media aritmética calculada para la data montos1, USD 184.6, es
diferente a los valores obtenidos para los estimadores robustos, incluyendo al M-
estimador, cuyos valores se aproximan más al valor de la data original, es decir  a la
data montos, en la cual los datos fueron tomados tal cual los presenta Webster (2000).
A continuación y con propósitos de divulgación se nombran otros M-estimadores de
posición:
M-estimador con tipo Hampel  y parámetros a,b,c
Estimador propuesto por Hampel en 1974, donde la función es una función lineal
definida:
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; , , ( ) = ⎩⎪⎨
⎪⎧ | | | | <≤ | | <− | |− ≤ | | <0 | | > ⎭⎪⎬
⎪⎫
M-estimador con tipo Andrews con  parámetro
Este estimador está definido: ( ) = | | ≤0 | | >
M-estimador con tipo Tukey con  parámetro
Este estimador está definido:
( ) = 1 − | | ≤0 | | >
2.6.2 L-Estimadores
Los L-estimadores se basan en las estadísticas de orden : ≤ : ≤,… ≤ : de la
muestra aleatoria , … , por ello su cálculo se facilita, ya que no se requiere conocer
la función de distribución.
Los L-estimadores son combinaciones lineales de estadísticas de orden las cuales
pueden escribirse de la forma siguiente:
= ℎ( : ) + ℎ∗( : )
Para = 1,2, … 0 < ,… < < 1ℎ(. ) y ℎ∗(. ) son funciones reales
coeficientes determinados   y
= ( ) ≅ 1 ( + 1)
donde : [0,1] → ℝ
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Algunos L-estimadores de posición se han presentado anteriormente, como la Media
Winsorizada, ( ) y la Media Recortada ( ) ; sin embargo existen otras que se
describen a continuación.
La Mediana
Es el L-estimador más famoso de todos, tenemos dos casos para calcularlos:
a) Cuando es impar: = ( )
b) Cuando es par
= + ( )2
En el ejemplo de los montos invertidos en libros por estudiantes universitarios
(Webster, 2000), se solictó el valor de la mediana en el programa R-Project, para ambos
conjuntos de datos: montos y montos1.
> median(montos)
[1] 165
> median(montos1)
[1] 165
El valor de la mediana fue de 165 dólares americanos, luego al perturbar una
observación en dicho conjunto de datos, se volvió a calcular la mediana y se obtuvo el
mismo valor, 165.
Estimador Tri-media
Este estimador fue propuesto por Tukey en 1960, es un promedio ponderado del primer,
segundo y tercer cuantil de la muestra, en la que el segundo cuantil recibe mayor
ponderación; su formulación matemática es la que sigue:̅ = 14 (⌊ / ⌋ ) + 2 + ( ⌊ / ⌋)
Así la Tri-media para el conjunto de datos, montos1, que corresponde al monto
invertido en libros universitarios de 50 estudiantes, al cual se le ha perturbado una
observación. Para su cálculo en R-Project, primero se define la función, en este caso el
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estimador Tri-media y luego se procede a llamar dicha función colocando el argumento
que en este caso es el nombre del conjunto de datos a analizar.
> ### Descripcion de la función Tri-Media de Tukey
> TriMedia<-function(data)
+   {
+       data <-sort(data[!is.na(data)])
+      n<-length(data)
+      (1/4)*(data[(n/4)+1]+2*median(data)+data[n-(n/4)])
+  }
> TriMedia(montos1)
[1] 168.75
A continuación se presenta un cuadro con los valores obtenidos para los diferentes
estimadores calculados:
Estimación de la Medida de
Posición
Valor
Media Aritmética 184.6
Media Winsorizada 173.92
Media Recortada 173.46
M-estimador Huber 173.81
L-estimador Tri-media 168.75
Teniendo presente que, el valor de la media del conjunto de datos original, montos, es
de 172.34 dólares americanos. Como se puede observar en el cuadro comparativo, el
valor de la Tri-media se aproxima más al conjunto de datos originales en comparación
con la media del conjunto de datos con la observación perturbada que tiene como valor
184.6 dólares americanos.
Para calcular los L-estimadores en regresión lineal también se parte de sustituir en el
método de los Mínimos Cuadrados el operador de la media por el de la mediana
entonces es llamado Estimador de Mínima Mediana al Cuadrado. Si se reemplaza por el
valor de cuantiles, es llamado Estimador de Mínimo Cuantiles al Cuadrado.
2.6.3 R-Estimadores
Joseph Hodges y Erich Lehman (1963) propusieron los R-estimadores, como una
trasformación del test de rangos. Estos estimadores robustos, pueden ser definidos por
muchos modelos, prácticamente en todos los que se aplica el test de rango. Los R-
estimadores pueden ser descritos como el centro de simetría de una función de
distribución continua.
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Los rangos no varían ante transformaciones de las observaciones, y la ventaja de este
estimador es que la distribución de los criterios bajo la hipótesis de aleatoriedad es
independiente de la distribución de las observaciones.
Los R-estimadores son estimadores que minimizan una expresión en la que interviene
una función de rango.
= ( ≤ )
con = 1,… , ;
I: función Indicadora
Sea una función de distribución conocida de la muestra aleatoria, entonces= ( )
Sean , … una muestra aleatoria independiente con función de distribución( − ), entonces ( − ),… ( − )
es simétrica entorno a y la hipótesis. : =
sobre los valores del centro de simetría es probado mediante el test de los signos basado
en la estadística: ( ) = ( − ) ( ( ))
donde:( ): es el rango de | − |, … | − |(1) ≤ ⋯ ≤ ( )generados por una función no decreciente: [0,1[ → ℝ(0) = 0( ) = + 1 = 1,2, …
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El R-estimador más utilizado es el estimador Hodges-Lehmann, en el cual se basó
Tukey, para elaborar la mediana plegada. El estimador Hodges-Lehmann consiste en
hallar la mediana de las semisuma de todos los pares sucesivos del conjunto de datos
previamente ordenados, ascendente o descendente:= +2 : 1 ≤ ≤ ≤
Para calcular este estimador con el software R-Project, al igual que en los casos
anteriores, primero se define la función, que en esta ocasión llamaremos HL, y hace
referencia al estimador Hodges-Lehmann:
> ###Descripcion del estimador Hodges-Lehmann
> HL<-function(data)
+ {
+     data <-data[!is.na(data)]
+     n<-length(data)
+     nuevadata<-c()
+     for (i in 1:n) for(j in i:n) nuevadata<-
append(nuevadata,(data[i]+data[j])/2)
+     median(nuevadata)
+  }
> HL(montos1)
[1] 173.5
Estimación de la Medida de
Posición
Valor
Media Aritmética 184.60
Media Winsorizada 173.92
Media Recortada 173.46
M-estimador Huber 173.81
L-estimador Tri-media 168.75
R-estimador Hodges-Lehmann 173.50
Se puede observar  que los estimadores robustos calculados, para el conjunto de datos
montos1, tienen valores muy aproximados entre ellos y diferente respecto a la media
aritmética, por lo que se puede concluir que los métodos robustos, a diferencia de los
métodos clásicos, permiten trabajar con todas las observaciones, aún si el conjunto de
datos presenta observaciones atípicas.
En el capítulo siguiente se definirán algunos métodos robustos multivariantes,
principalmente para la estimación del vector de medias y la matriz de varianzas y
covarianzas, que son requeridos en la estimación de las CP, requeridas en esta
investigación.
Capitulo III: Algunos Métodos Estadísticos Robustos para estimar
el Vector de Medias y la Matriz de Covarianzas 62
CAPITULO III
ALGUNOS MÉTODOS ESTADÍSTICOS ROBUSTOS PARA
ESTIMAR EL VECTOR DE MEDIAS Y LA MATRIZ DE
COVARIANZAS
3.1 ASPECTOS GENERALES
Los métodos estadísticos multivariantes permiten estudiar el comportamiento de dos o
más variables simultáneamente. En el presente capítulo se generalizan los resultados
correspondientes a la estimación de parámetros univariantes, mediante métodos
robustos, a la estimación de los parámetros multivariantes: vector de medias poblacional
y, matriz de varianzas y covarianzas poblacional; mediante métodos robustos
multivariantes. Para tal fin, se tomará tomaremos en cuenta las siguientes notaciones y/o
definiciones  previas.
Sea ⃗ = ( ,… ) un vector aleatorio de dimensión , donde los parámetros: vector
de medias poblacional, ⃗ = ⃗ y, matriz de covarianzas poblacional, :
⃗ = ⎣⎢⎢
⎢⎢⎡ ... ⎦⎥⎥
⎥⎥⎤ = ⎣⎢⎢⎢
⎢⎡ ... ⎦⎥⎥⎥
⎥⎤
y, = … …… …… … … …… … (3.1)
son desconocidos y una de las preocupaciones es estimarlos.
Con fines de estimación de los parámetros descritos, y sin pérdida de generalidad,
considérese las siguientes definiciones:
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Definición 3.1
Sean ⃗ , … ⃗ una muestra aleatoria de tamaño desde la población multivariante con
parámetros ⃗ y , donde cada ⃗ = , , … , = 1,… , contiene las
observaciones conocidas de la muestra con la presencia de datos atípicos.
Definición 3.2
es la matriz de datos multivariante,
= ( ⃗ ,… ⃗ ) = ……… … … …… (3.2)
donde es la medida de la -ésima variable en el -ésimo individuo, donde= 1,2, … e = 1,2, … con > .
Definición 3.3⃗ es el vector de medias para una muestra de tamaño
⃗ = ⎣⎢⎢⎢
⎢⎡ ̅.̅..̅ ⎦⎥⎥⎥
⎥⎤ = ⎣⎢⎢
⎢⎢⎡∑∑ ...∑ ⎦⎥⎥
⎥⎥⎤ = ……… … … …… ⎣⎢⎢⎢
⎢⎡ 11...1 ⎦⎥⎥⎥
⎥⎤
(3.3)
⃗ = X × .
⃗ es un estimador insesgado de la media poblacional ⃗, es decir:⃗ = ⃗
Se define la matriz como la matriz de orden × , que contiene la media de cada una
de las variables:
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= ⎣⎢⎢
⎡ ̅ ̅ … ̅̅ ̅ … ̅… … … …̅ ̅ … ̅ ⎦⎥⎥
⎤
(3.4)
Definición 3.4
es la matriz de covarianzas muestral= 1 ( − ) ( − )= − (3.5)
= ……… … …… …
es  un estimador sesgado de la matriz de covarianzas poblacional , es decir:.[ ] = (3.6)
Definición 3.5
es la matriz de varianza y covarianzas muestral
= ……… … …… …
definida  como = 1− 1 ( − ) ( − )= − (3.7)
es un estimador insesgado de la matriz de covarianzas poblacional Σ, es decir:E[ ] = Σ
Definición 3.6
Sea el vector aleatorio ⃗ = ( ,… , ) con distribución normal -variada, denotado
como ⃗~ ( ⃗, ), su función de densidad se expresa (Cuadras, 2008):
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( ⃗, ⃗, ) = | | /√2 ( ⃗ ⃗) ( ⃗ ⃗)
donde: ⃗ = ( , … ) ∈ ℝ⃗ = ,… es  el vector de medias, −∞ < < ∞= es  la matriz de varianzas y covarianzas, simétrica y definida positiva.
Teorema 3.1
Si ⃗ , … ⃗ es una muestra aleatoria que proviene de una distribución normal -variada,( ⃗, ), donde la función de densidad de cada elemento de la muestra es:( ⃗ ) = | |( ) − ( ⃗ − ⃗) ( ⃗ − ⃗) = 1,… .
La función de verosimilitud de  la muestra es:( ⃗ , … ⃗ , μ⃗, Σ) = ( ⃗ )
( ⃗ ,… ⃗ , μ⃗, Σ) = |2 | − ∑ ( ⃗ − ⃗) ( ⃗ − ⃗) (3.8)
entonces, al maximizar (3.8) se encuentran los estimadores máximo verosímiles de ⃗ y
(Anderson, 1984).
Prueba:
Se verifica que( ⃗ − ⃗) ( ⃗ − ⃗) = ⃗ − ⃗ ⃗ − ⃗ + ( ⃗ − ⃗) ( ⃗ − ⃗)
= ⃗ − ⃗ ⃗ − ⃗ + ( ⃗ − ⃗) ( ⃗ − ⃗)
Dado que la función de verosimilitud ( ⃗1, … ⃗ , μ⃗, Σ) alcanza su máximo en el mismo punto
que la función ( ⃗1, … ⃗ , μ⃗, Σ) ; la obtención de los estimadores máximo-verosímiles se
hace desde la función ( ⃗1, … ⃗ , μ⃗, Σ) .
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[ ( ⃗ , … ⃗ , μ⃗, Σ)] = |2 | − ( ) − ( ⃗ − ⃗) ( ⃗ − ⃗) (3.9)
derivando (3.9) respecto de ⃗ y de se tiene (Cuadras, 2008):⃗ (⃗1, … ⃗ , μ⃗, Σ) = −1( ⃗ − ⃗) = 0
−1 (⃗1, … ⃗ , μ⃗, Σ) = 2 − − ⃗ − ⃗ ⃗ − ⃗ = 0
luego los estimadores máximo-verosímiles de ⃗ y son:⃗ = ⃗=
Definición 3.7
Los estimadores máximo verosímiles de ⃗ y son:⃗ = ⃗ = X ×= = ( − ) ( − )
Definición 3.8
Sean:⃗ ∈ ℝ : el estimador robusto del vector  de medias, ⃗
: el estimador robusto de la  matriz de covarianzas de orden × ,
: matriz de constantes de orden p×p⃗: vector de constantes de orden  p×1= ⃗ + ⃗
⃗ y serán estimadores equivariantes si se cumple que:[ ] = ⃗ + ⃗ = ⃗ + ⃗( ) = ⃗ + ⃗ = ⃗ =
Definición 3.9
Si ⃗ es el vector aleatorio con distribución normal -variante, o si el comportamiento
de la función de densidad es similar a la de una distribución normal, entonces los
estimadores robustos se aproximan a los valores de los estimadores máximo-verosímiles
(Maronna, 1996), es decir:
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⃗ ≅ ⃗ = ⃗ ≅ = .
Los estimadores obtenidos bajo el método máximo-verosímil son sensibles a la
presencia de observaciones atípicas, y afectan al vector de medias y a la matriz de
covarianzas, las que podrían generar estimaciones engañosas.
Cuando se usan los métodos robustos, en lugar de eliminar los datos atípicos, lo que se
busca es reemplazar el uso de los estimadores de máximo-verosímilitud, ⃗ y , por
un vector de medias ⃗ y una matriz de covarianzas de orden × , definida positiva,
que cumplan las definiciones 3.8 y 3.9. De tal modo que, si algunos de los datos de la
muestra aleatoria son atípicos, los valores de ⃗ y cambien poco o no cambien.
A continuación se detalla la obtención de estimadores robustos multivariados más
usados.
3.2 M-ESTIMADOR MULTIVARIANTE
La idea es usar el Teorema 3.1 para obtener los M-estimadores en funciones de tipo
elipsoidal. Es decir, se  usa el principio de máxima verosimilitud para obtener los M-
estimadores del vector de medias y  de la  matriz de covarianzas, en el supuesto que la
función distribución del vector ⃗ tiene estructura elipsoidal (Spano, 2009). A
continuación se presenta la metodología:
a. Sea el vector aleatorio X⃗~( ⃗, ) , la función normal multivariada puede
escribirse de la forma: ( ⃗) = | | [ ( ⃗, ⃗, )]
donde [ ( ⃗, ⃗, )] = (2 ) − ( ⃗, ⃗, ) ,( ⃗, ⃗, ) = ( ⃗ − ⃗) ( ⃗ − ⃗),
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b. Desde dicha población se tomará la muestra aleatoria ⃗ , … ⃗ , donde cada ⃗
son independientes e idénticamente distribuidas, con función de densidad
elipsoidal. La función de verosimilitud para calcular los estimadores para ⃗ y
es: ( ⃗ ,… ⃗ , ⃗, ) = ( ⃗ )
= | | ( ⃗ , ⃗, )
= | | ( ( ⃗ , ⃗, ))
Dado que la función ( ⃗ , … ⃗ , ⃗, ) alcanza su máximo en el mismo punto que la
función [ ( ⃗ , … ⃗ , ⃗, )]. Operando se tiene:[ ( ⃗ , … ⃗ , ⃗, )] = − 2 | | + ( ⃗ , ⃗, )
[ ( ⃗ , … ⃗ , ⃗, )] = − 2 | | + ( ⃗ , ⃗, )
−2 [ ( ⃗ , … ⃗ , ⃗, )] = | | − 2 ( ⃗ , ⃗, )
−2 [ ( ⃗ , … ⃗ , ⃗, )] = | | − ∑ −2 ⃗ , ⃗,
Sea ( ) = −2 ( ⃗ , ⃗, ) , donde:( ⃗ , … ⃗ , ⃗, ) = | | + ∑ ( ) (3.10)
Derivando  (3.10) con respecto a ⃗ y se obtiene:∑ ( ) ( − ̂) = 0 (3.11)∑ ( ) ( − ̂)( − ̂) = (3.12)
con ( ) = [ ( )]
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Para el caso de la función elipsoidal, las funciones de peso = = 1.
En general, los M-estimadores serán soluciones de:( ) ⃗ − ⃗ = 01 ( ) ⃗ − ⃗ ⃗ − ⃗ =
en los que las funciones , y no son necesariamente iguales.
Los M-estimadores son calculados a partir de la muestra aleatoria ⃗ , … ⃗ , a cada
individuo , donde = 1,… , se le asigna un peso de tal forma que las observaciones
atípicas obtienen menores pesos. Por esta razón los M-estimadores pueden ser vistos
como vector de medias ponderados y como matriz de covarianzas ponderadas, en la que
el peso de cada observación dependerá de alguna distancia para el estimador de
posición.
El M-estimador de posición, o M-estimador del vector de medias se define (Maronna,
1976): ⃗ = ∑ ⃗∑ (3.13)
y el M-estimador de escala, o M-estimador de la matriz de covarianzas se define
(Maronna, 1976):
= ∑ ⃗ − ⃗ ⃗ − ⃗ (3.14)
con: = ( )( )× (3.15)
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ℎ( ) es una función de peso, llamada función de peso Huber, definida:
ℎ( ) = min( , − √ ) (3.16)
en la cual los , son los resultados de las distancias de Mahalanobis y el número de
variables que se analiza.
De otro lado el valor de la constante , definido por Maronna (1976), es:= ≤ − √ + > − √ (3.17)
La robustez de estos estimadores decrece en relación al incremento del número de
variables ; esto ocurre porque el punto de ruptura disminuye. En este caso, los M-
estimadores ⃗, disminuyen su punto de ruptura si ⃗ → ∞ o si el máximo valor
propio de → ∞ o si su mínimo valor propio → 0.
Maronna (1976) demuestra que para todo M-estimador multivariante el Punto de
Ruptura es:
∗ ≤ 1+ 1 − 1
Por ello, cuando → ∞, ∗ → 0 ; por lo que los M-estimadores multivariante no
pueden aplicarse en casos en que el valor de (número de variables) es muy grande.
Para ilustrar este punto se utilizará el conjunto de datos que hace referencia a 15 valores
recolectados por la gerencia de Hop Scotch Airlines, el primer conjunto de valores
recolectados corresponde a los gastos mensuales invertidos en publicidad ( ) y el
segundo conjunto de datos corresponde al número de pasajeros en los 15 meses más
recientes ( ) (Webster, 2000).
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Gastos en Publicidad
(miles de dólares)
Número de Pasajeros
(en miles)
10
12
8
17
10
15
10
14
19
10
11
13
16
10
12
15
17
13
23
16
21
14
20
24
17
16
18
23
15
16
En el software R-Project se hicieron los cálculos necesarios para estimar el vector de
medias del conjunto de datos, utilizando el M-estimador de posición (3.13):
> ###EJEMPLO DE M-ESTIMADOR DE POSICION
> ###INGRESANDO LOS DATOS (Publicidad y pasajeros)
> X<-matrix(c(8,10,10,10,10,10,11,12,12,13,14,15,16,
+17,19,13,14,15,15,16,16,16,17,17,18,20,21,23,23,24),nrow=15,ncol=2)
> #Tamańo de la muestra
> n<-nrow(X)
> n
[1] 15
> ##======================================================================
>        CALCULANDO PARA LA FUNCION DE PESO DE HUBER  ecuación (3.16)
> ##======================================================================
> ### Primero se calculan las DISTANCIAS DE MAHALANOBIS:
> ### Matriz de Covarianza
> S=cov(X)
> S
[,1]     [,2]
[1,]  9.838095 10.78095
[2,] 10.780952 12.26667
> ###Calculo de la Matriz inversa de S
> Sinv=solve(S)
> Sinv
[,1]      [,2]
[1,]  2.755501 -2.421760
[2,] -2.421760  2.209963
> ###Solicitando el vector de medias
mu<-mean(X)
> mu
[1] 12.46667 17.86667
>
> ###El vector de distancias de Mahalanobis es
> for(i in 1:n)
+ {distancias[i]<-(t(X[i,]-mu))%*%(Sinv)%*%(X[i,]-mu)}
> distancias
[1] 2.0296862 3.6106764 0.6776080 0.6776080 2.1644662 2.1644662 0.3674002
[8] 0.3010799 0.3010799 0.4786471 0.6925835 0.9343317 4.7851874 2.1494906
[15] 6.6656887
> Y<-matrix(distancias)
> Y
[,1]
[1,] 2.0296862
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[2,] 3.6106764
[3,] 0.6776080
[4,] 0.6776080
[5,] 2.1644662
[6,] 2.1644662
[7,] 0.3674002
[8,] 0.3010799
[9,] 0.3010799
[10,] 0.4786471
[11,] 0.6925835
[12,] 0.9343317
[13,] 4.7851874
[14,] 2.1494906
[15,] 6.6656887
> ###Calculando p-(raiz(p)/2)
> p=ncol(X)
> p
[1] 2
> > A=p-(sqrt(p)/2)
> A
[1] 1.292893
> n<-nrow(X)
> n
[1] 15
>
> P<-matrix(c(A),nrow=n,ncol=1)
> P
[,1]
[1,] 1.292893
[2,] 1.292893
[3,] 1.292893
[4,] 1.292893
[5,] 1.292893
[6,] 1.292893
[7,] 1.292893
[8,] 1.292893
[9,] 1.292893
[10,] 1.292893
[11,] 1.292893
[12,] 1.292893
[13,] 1.292893
[14,] 1.292893
[15,] 1.292893
>
> ###Una vez realizado los cálculos previos se procede a calcular el vector de
pesos Huber, según la ecuación (3.16)
> for(j in 1:n)
+ {Jota[j]<-min(Y[j],P[j])}
> Jota1<-matrix(Jota)
> Jota1
[,1]
[1,] 1.2928932
[2,] 1.2928932
[3,] 0.6776080
[4,] 0.6776080
[5,] 1.2928932
[6,] 1.2928932
[7,] 0.3674002
[8,] 0.3010799
[9,] 0.3010799
[10,] 0.4786471
[11,] 0.6925835
[12,] 0.9343317
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[13,] 1.2928932
[14,] 1.2928932
[15,] 1.2928932
>
> ##=====================================================================
>        CALCULANDO EL VALOR DEL COEFICIENTE C  ecuación (3.17)
> ##=====================================================================
> B=A/p
> B
[1] 0.6464466
>
> D=pchisq(A,p+2)
> D
[1] 0.1374199
>
> C=D+(B*(1-D))
> C
[1] 0.6950319
> ##======================================================================
>        CALCULANDO DE LA MATRIZ DE PESO Wi  ecuación (3.15)
> ##======================================================================
> ###Matriz de Pesos es:
> n<-nrow(X)
> n
[1] 15
> W<-Jota1/((n-1)*C)
> W
[,1]
[1,] 0.13287091
[2,] 0.13287091
[3,] 0.06963792
[4,] 0.06963792
[5,] 0.13287091
[6,] 0.13287091
[7,] 0.03775779
[8,] 0.03094204
[9,] 0.03094204
[10,] 0.04919066
[11,] 0.07117696
[12,] 0.09602147
[13,] 0.13287091
[14,] 0.13287091
[15,] 0.13287091
> ###==============================================================
> ###Calculo del M-estimador de posicion  ecuación (3.13)
> ###===============================================================
> M_Est_Media<-(sqrt(W[1])*X[1,]+sqrt(W[2])*X[2,]+sqrt(W[3])*X[3,]
+sqrt(W[4])*X[4,]+sqrt(W[5])*X[5,]+sqrt(W[6])*X[6,]+sqrt(W[7])*X[7,]
+sqrt(W[8])*X[8,]+sqrt(W[9])*X[9,]+sqrt(W[10])*X[10,]+sqrt(W[11])*X[11,]
+sqrt(W[12])*X[12,]+sqrt(W[13])*X[13,]+sqrt(W[14])*X[14,]+sqrt(W[15])*X[15,])/
(sqrt(W[1])+sqrt(W[2])+sqrt(W[3])+sqrt(W[4])+sqrt(W[5])+sqrt(W[6])+sqrt(W[7])+
sqrt(W[8])+sqrt(W[9])+sqrt(W[10])+sqrt(W[11])+sqrt(W[12])+sqrt(W[13])+sqrt(W[1
4])+sqrt(W[15]))
> M_Est_Media
[1] 12.59273 18.05266
Se muestra en el siguiente cuadro el vector de medias calculado por el método clásico,
frente al M-estimador multivariado.
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Método utilizado Vector de medias
Método clásico 12.4666717.86667
Método robusto:
M-Estimador
12.5927318.05266
Se puede observar que en este ejemplo, ambos métodos dan resultados similares, esto
debido a que el conjunto de datos no posee observaciones atípicas.
En la sección siguiente se presentará la definición de otro estimador robusto
multivariante, los S-estimadores.
3.3 S-ESTIMADORES
Los S-estimadores, propuesto por Davies (1987) están basados en la idea de hacer las
distancias estadísticas, , pequeñas, esto se consigue hallando ⃗ y que minimicen( ⃗, ⃗, ) con  y × simétrica.
Sea un estimador de escala robusto, y , el conjunto de todas las matrices simétricas
y definidas positivas de orden × , el vector de elementos ⃗ , ⃗, , con = 1,… , ,
se define (Spano, 2009):
( ⃗, ⃗, ) = con ⃗ ∈ ℝ y ∈ ; | | = 1 (3.18)
Suponiendo que es un M-estimador de escala, que satisface:= ∑
con función acotada y con = ′ y = ( ,… , ) , en consecuencia, la
ecuación (3.18) satisface: ∑ ⃗ − ⃗ (3.19)⃗ − ⃗ ⃗ − ⃗ = (3.20)
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La solución a estas ecuaciones es:⃗ = ∑ ⃗∑ (3.21)
= ⃗ ⃗ ⃗ ⃗ (3.22)
con constante escalar tal que | | = 1.
Si se reemplazara la media por la mediana, este S-estimador toma el nombre de
Estimador Mínimo Volumen Elipsoidal (MVE), su nombre proviene del hecho que
entre todos los elipsoides : ( ⃗, ⃗, ) ≤ 1 que contienen al menos la mitad de los
datos, el que corresponde al estimador MVE, es aquel que  tiene mínimo volumen, esto
es el mínimo | |.
Los cálculos computacionales para los S-estimadores suelen ser difíciles, debido a que
el tiempo que emplean los software aumenta exponencialmente con el tamaño de ,
problema propio de todo estimador que posee alto Punto de Ruptura.
Se define el error correspondiente al estimador cuando el verdadero valor del
parámetro es , se mide como sigue:⃗, ⃗ = ⃗− ⃗
El error de cuando el verdadero valor del parámetro es está definido como:( , ) = ( , )
donde: es el número de condición de la matriz.
Existen otros estimadores robustos cuyo cálculo es más sencillo de realizar, uno de ellos
y que es parte central del presente trabajo son los estimadores MCD por sus siglas en
inglés: Minimun Covariance Determinant y que se presenta en la siguiente sección.
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3.4 ESTIMADOR MINIMUN COVARIANCE DETERMINANT : MCD
El estimador Minimun Covariance Determinant, MCD, traducido como Matriz de
covarianza de determinante mínimo, fue propuesto por Rousseeuw y Van Driessen en
1999, y ha ganado mucha popularidad por poseer propiedades asintóticas que hacen
posible la comparación con otros estimadores con puntos de ruptura altos. Además, su
ventaja frente a otros estimadores, es que se utiliza como un excelente detector de datos
atípicos  multivariantes.
Este método de estimación consiste en la selección de una submuestra, obtenida del
remuestreo del conjunto de datos analizados, cuyo tamaño es ℎ < , de tal forma que
esta submuestra se caracterice por poseer la matriz de covarianza con mínima
determinante de todas las matrices de covarianzas calculadas. Luego de seleccionada
dicha submuestra se procede a calcular los estimadores MCD para el vector de medias,
que es el mismo vector de medias calculado con el método clásico para la submuestra
seleccionada; posteriormente se estima la matriz de covarianzas para la submuestra
seleccionada, mediante el método clásico y a dicho resultado se le multiplica por un
factor de corrección de sesgo y una constante que hace que el estimador de la matriz de
covarianzas sea Fisher consistente (Todorov, 2009)
Previo a la presentación de la metodología, se presentan algunas definiciones
importantes.
3.4.1 Conceptos fundamentales
Sea ⃗ , … , ⃗ , es una muestra aleatoria -variante, de tamaño , obtenida desde la
población con vector de media ⃗ y matriz de covarianzas Σ.
Definición 3.10
Sea ( ) una submuestra de tamaño ℎ tomada desde ⃗ , … , ⃗ ,  tal que:ℎ = + + 12
donde, ⌊. ⌋ denota la parte entera del cociente con 2 ≤ ℎ < .
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Teniendo en cuenta que el valor de ℎ es tal que, el punto de ruptura sea máximo; esto
es, cuando mayor es el valor de ℎ, más robusto es el estimador MCD.
Definición 3.11
Según Todorov (2009) el estimador MCD para el vector de medias, ⃗, está definido:⃗ = 1ℎ ∈ ( )
con = 1,… ℎ (3.23)
y el estimador MCD para la matriz de covarianzas poblacional :
= (ℎ) (ℎ, , )ℎ − 1 ⃗− ⃗ ⃗− ⃗∈ ( )
con = 1,… ℎ (3.24)
donde:(ℎ): es una constante que hace que el estimador MCD para la matriz de covarianza sea
Fisher consistente, cuando la distribución de ⃗ es elíptica, simétrica y unimodal es decir
cuando ⃗~ ( ⃗, ),
(ℎ) = ℎ( < , )
(ℎ, , ): es un factor de corrección para muestras finitas.
El procedimiento para la selección de la submuestra de tamaño ℎ, inicia probando con
las distintas combinaciones posibles del conjuntos de datos que pueden obtenerse; y se
elige aquel subconjunto que tenga la matriz de covarianzas con mínima determinante.
Este procedimiento puede resultar sencillo para conjuntos de datos pequeños; pero es
laborioso en el caso de conjuntos de datos de tamaño más grande. Existen distintos
algoritmos que permiten obtener un valor aproximado de los estimadores MCD, entre
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estos algoritmos de aproximación destacan los propuestos por Hawkins (1994, 1999) y
Rousseeuw y Van Driessen (1999). En esta sección se describirá el algoritmo propuesto
por Rousseeuw y Van Driessen.
Rousseeuw y Van Driessen (1999) desarrollan un algoritmo rápido para encontrar los
estimadores MCD, al que han denominado Paso-“C”, donde “C” significa
Concentración, ya que se busca una matriz de covarianzas más concentrada, con
determinante más pequeño.
El algoritmo “Paso-C” inicia con el cálculo de los estimadores MCD de un primer
subconjunto de tamaño ℎ, al que denominaremos H , esto es calcular los estimadores
MCD (μ⃗ , Σ ); en el siguiente paso, con el siguiente subconjunto de tamaño ℎ, al que
denominaremos H se calcula los estimadores MCD, (μ⃗ , Σ ), con posible menor
determinante de la matriz de covarianzas, es decir Σ ≤ Σ ; calculando las
distancias relativas a (μ⃗ , Σ ); esto es:= − μ⃗ Σ − μ⃗
luego se calcula (μ⃗ , Σ ), para el subconjunto de tamaño ℎ que tiene menor distancia.
Rousseeuw y Van Driessen (1999) han demostrado que el proceso de iteración dado por
el Paso-C, converge a un número finito de pasos.
A continuación se describe el algoritmo Paso-C para estimadores MCD, desarrollado
por Rousseeuw y Van Driessen (1999):
1. Se determina el vector de medias y la matriz de covarianzas de la submuestra
inicial de ℎ observaciones, .
2. Se calcula las distancias Mahalanobis, basados en el vector de medias y la matriz
de covarianzas de la submuestra , para cada una de las observaciones
disponibles.
3. Se selecciona una submuestra de los puntos con una menor distancia de
Mahalanobis en el paso 2.
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4. Se repite los pasos 1, 2 y 3, hasta encontrar la submuestra que consiga menores
distancias en el paso 2.
La submuestra seleccionada será aquella obtenida en el paso 3, y que tendrá mínima
determinante de la matriz de covarianza, para todas las submuestras obtenidas. Los
estimadores robustos MCD que se obtendrán a partir de esta submuestra seleccionada
son adecuados para la detección de datos atípicos, ya que las observaciones de estas
características no afectan a estos estimadores.
Este estimador, MCD, es más eficiente que el estimador robusto llamado MVE,
estimador de Mínimo Volumen Elipsoidal, pero tiene menor punto de ruptura (Vicente,
2010).
∗( , ) = − + 1
En la sección siguiente se detalla la metodología de los estimadores MCD basándonos
en la definición de la misma.
3.4.2 Metodología  MCD
La metodología para obtener los estimadores MCD del vector de medias y de la matriz
de covarianzas es la siguiente:
1. Se toma la muestra aleatoria -variante, ⃗ , … , ⃗ de tamaño , desde la
población en estudio.
2. Se calcula y elige ℎ = donde, ⌊. ⌋ denota la parte entera del cociente
donde 2 ≤ ℎ < .
3. Desde la muestra aleatoria ⃗ , … , ⃗ , se obtienen las ℎ submuestras de
tamaño ℎ: , , …
4. Se calculan el vector de medias y las respectivas matrices de covarianzas de cada
una de las ℎ submuestras de tamaño ℎ; 2 ≤ ℎ < , ̂ , ̂ , … ̂ y,, … .
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5. Se calcula el determinante de cada una de las matrices de covarianzas obtenidas
en el punto 4: , …
6. Se elige la submuestra de la cual se obtuvo la matriz de varianzas y covarianzas
con mínima determinante. Finalmente, el estimador MCD  del  vector de medias,
será el  vector de medias que corresponde a la submuestra de la que se obtuvo la
matriz de varianzas y covarianzas con mínima determinante, ecuación (3.23), el
estimador MCD de la matriz de covarianzas será calculado con la ecuación
(3.24).
Para entender mejor los conceptos de esta sección, se ilustrará la metodología utilizando
un ejemplo sencillo.
3.4.3 Ilustración de la metodología  MCD
Para ilustrar la metodología de  obtención de los estimadores MCD del vector de medias
y de la matriz de covarianzas, se ha elegido las primeras 10 filas de la data IRIS con las
variables largo del sépalo y ancho del sépalo (Fisher, 1936).
Cargar en R-Project los paquetes: MASS, rrcov, robustbase.
1.  Muestra elegida:
> iris1=iris[1:10,1:2]
> iris1
Sepal.LengthSepal.Width
1           5.1         3.5
2           4.9         3.0
3 4.7         3.2
4           4.6         3.1
5           5.0         3.6
6           5.4         3.9
7           4.6         3.4
8           5.0         3.4
9           4.4         2.9
10          4.9         3.1
2. ℎ = , haciendo los reemplazos correspondientes,ℎ = 10 + 2 + 12 = ⌊6.5⌋ = 6
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Se formaran 106 = 210 submuestras de 6 observaciones cada una.
Existen 210 submuestras de tamaño 6 que deben ser obtenidas, de cada una de las cuales
se  calcula su matriz de covarianza para luego calcular la determinante de cada una de
las 210 matrices de varianzas y covarianzas quedándonos con la submuestra, cuya
determinante de su matriz de covarianza sea mínima.
3. Se toma la primera submuestra de 6 elementos:
= 2 = ⎣⎢⎢⎢
⎢⎡5.1 3.54.9 3.04.7 3.24.6 3.15.0 3.65.4 3.9⎦⎥⎥⎥
⎥⎤
> iris2=iris[1:6,1:2]
> iris2
Sepal.LengthSepal.Width
1          5.1         3.5
2          4.9         3.0
3          4.7         3.2
4          4.6         3.1
5          5.0         3.6
6          5.4         3.9
4. Se calcula el  vector de medias, la matriz de varianza y covarianza y el
determinante de dicha matriz.
> mean(iris2)
Sepal.Length  Sepal.Width
4.950000     3.383333
>cov(iris2)
Sepal.LengthSepal.Width
Sepal.Length        0.083   0.0850000
Sepal.Width         0.085   0.1176667
>det((cov(iris2)))
[1] 0.002541333
Los estimadores obtenidos de esta primera submuestra son:̂ = 4.953.38
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= 0.083 0.0850.085 0.1177= 0.0025
5 Se realiza los cálculos para dos submuestras más:
>Seleccionamos otras 6 filas
> iris3=iris[2:7,1:2]
> iris3
Sepal.LengthSepal.Width
2          4.9         3.0
3          4.7         3.2
4          4.6         3.1
5          5.0         3.6
6          5.4         3.9
7          4.6         3.4
> mean(iris3)
Sepal.Length  Sepal.Width
4.866667     3.366667 >
cov(iris3)
Sepal.LengthSepal.Width
Sepal.Length   0.09466667  0.07866667
Sepal.Width    0.07866667  0.11466667
>det((cov(iris3)))
[1] 0.004666667
̂ = 4.873.37= 0.095 0.0790.079 0.115= 0.0046
la submuestra siguiente,
= 4 = ⎣⎢⎢⎢
⎢⎡4.7 3.24.6 3.15.0 3.65.4 3.94.6 3.45.0 3.4⎦⎥⎥⎥
⎥⎤
> seleccionamos otras 6 filas
> iris4=iris[3:8,1:2]
> iris4
Sepal.LengthSepal.Width
3          4.7         3.2
4          4.6         3.1
5          5.0 3.6
6          5.4         3.9
7          4.6         3.4
8          5.0         3.4
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> mean(iris4)
Sepal.Length  Sepal.Width
4.883333     3.433333
>cov(iris4)
Sepal.LengthSepal.Width
Sepal.Length   0.09766667  0.08066667
Sepal.Width    0.08066667 0.08266667
>det((cov(iris4)))
[1] 0.001566667
̂ = 4.833.43
= 0.098 0.0810.081 0.083= 0.0016
Este procedimiento se repite hasta completar con la última submuestra. Una de las 210
submuestras, está conformada por las filas 1,3,4,6,8 y 9, asumiendo que sea la -ésima
muestra:
= ℎ = ⎣⎢⎢⎢
⎢⎡5.1 3.54.7 3.24.6 3.15.4 3.95.0 3.44.4 2.9⎦⎥⎥⎥
⎥⎤
>>DATOSh
V1  V2
1 5.1 3.5
2 4.7 3.2
3 4.6 3.1
4 5.4 3.9
5 5.0 3.4
6 4.4 2.9
Se calcula el vector de medias, matriz de varianzas y covarianzas y la determinante de
la misma.
> mean(DATOSh)
V1       V2
4.866667 3.333333
>cov(DATOSh)
V1        V2
V1 0.1346667 0.1273333
V2 0.1273333 0.1226667
>det((cov(DATOSh)))
[1] 0.0003053333 ̂ = 4.873.33
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= 0.135 0.1270.127 0.123= 0.0003
luego del conjunto de determinantes de las matrices de covarianzas  estimadas:, , … , … , .
se selecciona aquella submuestra cuyo determinante de su matriz de covarianza es la
menor entre todas las determinantes calculadas. Para este ejemplo se asume que la
submuestra seleccionada es quiere decir que su matriz de covarianzas , es la
que tiene la menor determinante.
Finalmente, los estimadores MCD son los generados por la submuestra:
= ℎ = ⎣⎢⎢⎢
⎢⎡5.1 3.54.7 3.24.6 3.15.4 3.95.0 3.44.4 2.9⎦⎥⎥⎥
⎥⎤
Teniendo presente que, la muestra inicial es:.
1 =
⎣⎢⎢⎢
⎢⎢⎢⎢
⎢⎡5.1 3.54.9 3.04.7 3.24.6 3.15.0 3.65.4 3.94.6 3.45.0 3.44.4 2.94.9 3.1⎦⎥⎥
⎥⎥⎥⎥
⎥⎥⎤
Los estimadores MCD para la data iris1 serán:̂ = ̂ = 4.873.33
= (ℎ) (ℎ, , ) = (ℎ) (ℎ, , ) 0.135 0.1270.127 0.123
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Resumiendo: ℎ = + + 12ℎ = 10 + 2 + 12 = ⌊6.5⌋ = 6
Submuestra Nº de filas de la
muestra inicial (iris1)1 1,2,3,4,5 y 6 0.083 0.0850.085 0.117 0.00252 2,3,4,5,6 y 7 0.095 0.0790.079 0.115 0.00463 3,4,5,6,7 y8 0.098 0.0810.081 0.098 0.0016
… … … …
1,3,4,6,8 y 9 0.135 0.1270.127 0.123 0.0003
… … … …210 … … …
El programa R-Project calcula directamente los estimadores MCD, utilizando el
comando CovMcd (data)
> #estimaciones usando MCD para las 10 primeras filas de la data IRIS
>covMcd(iris1)
Minimum Covariance Determinant (MCD) estimator.
Call:
covMcd(x = iris1)
-> Method:  Minimum Covariance Determinant Estimator.
Robust Estimate of Location:
Sepal.LengthSepal.Width
4.888         3.337
Robust Estimate of Covariance:
Sepal.LengthSepal.Width
Sepal.Length        0.2266       0.2184
Sepal.Width 0.2184       0.2431
Luego, se observa que la submuestra es la que genera la matriz de covarianzas con
determinante mínimo. Los estimadores robustos  MCD para el  vector de medias y la
matriz de covarianzas con la muestra de tamaño 10, que consta de las 10 primeras filas
de la data IRIS (Fisher, 1936) son:
⃗ = 4.883.33 = 0.226 0.2180.218 0.243
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Se presenta un cuadro comparativo entre los estimadores obtenidos con el método
clásico y los obtenidos con el método robusto MCD.
Estimador Método Clásico Método MCD⃗ ⃗ = 4.863.31 ⃗ = 4.883.33= 0.085 0.0700.070 0.094 = 0.226 0.2180.218 0.243
3.4.4 Identificación de datos atípicos
En la estadística clásica es frecuente remover las observaciones atípicas o reemplazarlas
por el valor de la media, sin tener en cuenta que dicha observación puede contener
información importante, ya que podría estar representando a un segmento de la
población, por ello se tiende a mantener las observaciones atípicas dentro de los análisis
estadísticos, buscando que estos datos no distorsionen o alteren los resultados de manera
significativa; para alcanzar este objetivo se hace uso de los métodos robustos.
Identificar una observación atípica a nivel univariante, no implica que dicha
observación sea atípica a nivel multivariado; en esta sección el objetivo es identificar
datos atípicos multivariantes. La identificación de los datos atípicos basándose en
métodos robustos se centra básicamente en trabajar con las distancias de Mahalanobis,
para ello se presenta la siguiente definición:
Definición 3.12
Sean⃗: el vector aleatorio -dimensional⃗; el centroide del conjunto de datos conformado por las medias de cada variable
: la matriz de orden × , matriz de covarianzas de las variables.
Se define la distancia de Mahalanobis cuadrada:
= ⃗ − ⃗ ⃗ − ⃗ (3.25)
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Esto es, la distancia clásica al cuadrado, de cada ⃗ hacia el centroide del conjunto de
datos. La distancia Mahalanobis se distribuye asintóticamente como una con
(número de variables) grados de libertad. El valor crítico para evaluar que una
observación debe ser considerada como un dato atípico es . , ; de modo que las
distancias que superen el valor crítico son consideradas como observaciones atípicas
multivariante (Todorov, 2009).
3.4.5 MCD estimadores en la detección de datos atípicos
En el análisis multivariado son dos los efectos que se desean evitar ante la presencia de
datos atípicos en el conjunto de datos: el efecto de enmascaramiento y el efecto de
encubrimiento, para ello es recomendable utilizar los estimadores MCD en el cálculo
de la distancia de Mahalanobis.
Para identificar datos atípicos con el  método MCD, en una muestra ⃗ , … ⃗ , de una
población -variante, se calculan las distancias de cada observación, ⃗ , respecto a la
media calculada con la metodología MCD, ponderada por la inversa de la matriz de
covarianza también estimada con la metodología MCD, es decir:
= ( ⃗ − ̂ ) ( ⃗ − ̂ ) (3.26)
con = 1,… ,
Las observaciones cuyos valores exceden un determinado valor al que se llamará
umbral, definido por . , son considerados datos atípicos.
3.4.6 Ilustración de identificación de datos atípicos con el método MCD
Con fines de ilustrar la metodología para identificar datos atípicos multivariados
utilizando estimadores MCD, se utilizará la data Iris (Fisher, 1936) que está contenido
en el paquete MASS de R-Project, donde las variables son:
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: Sepal.Length (largo del sépalo)
: Sepal.Width  (ancho del sépalo)
: Petal.Length  (largo del pétalo)
: Petal.Width (ancho del pétalo)
Este conjunto de datos tiene un total de 150 observaciones, en 3 diferentes especies de
la flor llamada Iris: setosa, versicolor y virgínica; pero para fines ilustrativos, se
trabajará solo con la especie versicolor. Se debe tener cargado el paquete MASS, rrcov
y robustbase en el programa R-Project.
Se inicia la ilustración seleccionando las observaciones correspondientes a la especie
versicolor, las que se encuentran a partir de la fila 51 de la matriz de datos “iris”.
> X<-as.matrix(iris[51:100,1:4])
> X
Sepal.Length Sepal.Width Petal.Length Petal.Width
51           7.0         3.2          4.7         1.4
52           6.4         3.2 4.5         1.5
53           6.9         3.1          4.9         1.5
54           5.5         2.3          4.0         1.3
55           6.5         2.8          4.6         1.5
56           5.7         2.8          4.5         1.3
57           6.3 3.3          4.7         1.6
58           4.9         2.4          3.3         1.0
59           6.6         2.9          4.6         1.3
60           5.2         2.7          3.9         1.4
61           5.0         2.0          3.5         1.0
62 5.9         3.0          4.2         1.5
63           6.0         2.2          4.0         1.0
64           6.1         2.9          4.7         1.4
65           5.6         2.9          3.6         1.3
66           6.7         3.1          4.4 1.4
67           5.6         3.0          4.5         1.5
68           5.8         2.7          4.1         1.0
69           6.2         2.2          4.5         1.5
70           5.6         2.5          3.9         1.1
71           5.9         3.2 4.8         1.8
72           6.1         2.8          4.0         1.3
73           6.3         2.5          4.9         1.5
74           6.1         2.8          4.7         1.2
75           6.4         2.9          4.3         1.3
76           6.6 3.0          4.4         1.4
77           6.8         2.8          4.8         1.4
78           6.7         3.0          5.0         1.7
79           6.0         2.9          4.5         1.5
80           5.7         2.6          3.5         1.0
81 5.5         2.4          3.8         1.1
82           5.5         2.4          3.7         1.0
83           5.8         2.7          3.9         1.2
84           6.0         2.7          5.1         1.6
85           5.4         3.0          4.5 1.5
86           6.0         3.4          4.5         1.6
87           6.7         3.1          4.7         1.5
88           6.3         2.3          4.4         1.3
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89           5.6         3.0          4.1         1.3
90           5.5         2.5 4.0         1.3
91           5.5         2.6          4.4         1.2
92           6.1         3.0          4.6         1.4
93           5.8         2.6          4.0         1.2
94           5.0         2.3          3.3         1.0
95           5.6 2.7          4.2         1.3
96           5.7         3.0          4.2         1.2
97           5.7         2.9          4.2         1.3
98           6.2         2.9          4.3         1.3
99           5.1         2.5          3.0         1.1
100 5.7         2.8          4.1         1.3
En primer lugar se calculará la distancia de Mahalanobis clásica, según la fórmula
(3.25)
> ##=============================================================
>          CALCULO DE LAS DISTANCIAS DE MAHALANOBIS
> ##=============================================================
> ###Solicitanto el vector de medias
> Media<-apply(X,2,mean)
> Media
Sepal.Length  Sepal.Width Petal.Length  Petal.Width
5.936        2.770        4.260        1.326
>
> > ###Solicito la Matriz de Covarianza
> Sigma=cov(X)
> Sigma
Sepal.Length Sepal.Width Petal.Length Petal.Width
Sepal.Length   0.26643265  0.08518367   0.18289796  0.05577959
Sepal.Width    0.08518367  0.09846939   0.08265306  0.04120408
Petal.Length   0.18289796  0.08265306   0.22081633  0.07310204
Petal.Width    0.05577959  0.04120408   0.07310204  0.03910612
>
> ###Calculo de la Matriz inversa de S
> Sinv=solve(Sigma)
> Sinv
Sepal.Length Sepal.Width Petal.Length Petal.Width
Sepal.Length     9.502764 -3.676217 -8.631712    6.454503
Sepal.Width -3.676217   19.710966     2.116022 -19.480325
Petal.Length -8.631712    2.116022    19.803758 -26.937227
Petal.Width      6.454503 -19.480325 -26.937227   87.244794
>
>
> n<-nrow(X)
> n
[1] 50
> for(i in 1:n)
+ {distancia[i]<-((t(X[i,]-Media))%*%(Sinv))%*%((X[i,]-Media))}
> D_MAHALANOBIS<-matrix(distancias)
> D_MAHALANOBIS
[,1]
[1,]  6.0916551
[2,]  2.3973078
[3,]  3.5631825
[4,]  3.9178610
[5,]  2.4558493
[6,]  3.2527816
[7,]  3.1179808
[8,]  4.7361110
[9,]  2.9112176
[10,]  4.3762012
[11,]  6.4308470
Capitulo III: Algunos Métodos Estadísticos Robustos para estimar
el Vector de Medias y la Matriz de Covarianzas 90
[12,]  2.6553116
[13,]  6.1610471
[14,]  1.7677621
[15,]  5.5411161
[16,]  4.2747500
[17,]  3.5278668
[18,]  6.5262626
[19,] 12.4894655
[20,]  1.4082478
[21,]  8.5146136
[22,]  1.9491202
[23,]  6.0671797
[24,]  7.1337117
[25,]  1.7597667
[26,]  2.9199945
[27,]  3.7736387
[28,]  4.7325800
[29,]  0.9725275
[30,]  4.4510573
[31,]  1.6366303
[32,]  2.7631832
[33,]  0.8492779
[34,]  8.0889349
[35,]  5.9027716
[36,]  5.5893623
[37,]  2.4805283
[38,]  5.7578365
[39,]  2.2875030
[40,]  1.6242992
[41,]  5.3823881
[42,]  1.2944391
[43,]  0.4976204
[44,]  4.4743536
[45,]  0.7543141
[46,]  4.2302567
[47,]  1.0676174
[48,] -0.2778092
[49,] 10.2907920
[50,]  0.3783153
> plot(D_MAHALANOBIS)
Cálculo del valor crítico
> ###valor critico
> qchisq(0.975,4)
[1] 11.14329
de manera que, las distancias que sean superiores a 11.1432 deben ser consideradas
como observaciones atípicas. Nótese que solamente la distancia correspondiente a la
observación 19 posee un valor superior al valor crítico, de manera que debe ser
considerada como observación atípica.
En la Figura 3.1 se observa como observación atípica a la distancia que corresponde a la
observación 19, esto es: = 12.49 es el valor más alto.
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Figura 3.1 Gráfico de las distancias Mahalanobis
Se calculará la distancias de Mahalanobis utilizando los estimadores MCD. Para ello R-
Project tiene incorporado en el paquete robustbase el comando CovMcd que permite
calcular los estimadores de posición y locación MCD.
Primero se solicita el cálculo de los estimadores MCD, para la data Iris de la especie
versicolor, para ello se utiliza el summary (CovMcd) el cual muestra además de los
estimadores MCD, para el vector de medias y la matriz de covarianzas, las distancias
Mahalanobis robustas calculadas utilizando el vector de medias ̂ y la matriz de
covarianzas como lo muestra la ecuación (3.26)
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> X<-as.matrix(iris[51:100,1:4])
> summary(CovMcd(X))
Call:
CovMcd(x = X)
Robust Estimate of Location:
Sepal.Length   Sepal.Width  Petal.Length   Petal.Width
5.921         2.815         4.203         1.305
Robust Estimate of Covariance:
Sepal.Length  Sepal.Width  Petal.Length  Petal.Width
Sepal.Length  0.41617       0.13924      0.27038       0.07204
Sepal.Width   0.13924       0.11750      0.13536       0.06467
Petal.Length  0.27038       0.13536      0.30714       0.08779
Petal.Width   0.07204       0.06467      0.08779       0.04445
Eigenvalues of covariance matrix:
[1]  0.72509  0.10305  0.05204  0.00509
Robust Distances:
[1]   4.0892   1.5046   2.6158  11.9020   7.2864   2.3059   2.2232   3.4490
[9]   1.7716   4.3404   8.0587   2.3409   6.1531   1.3839   3.3935   2.4919
[17]   2.6437   9.3283  44.0402   1.0723  10.9196   1.2158  19.7969   5.7143
[25] 0.9633   1.7687   4.8456  12.5053   2.5861   4.6155   1.5589   2.2083
[33]   0.4525  16.4625   4.1410   4.5932   1.8561  16.5152   3.1973   4.2148
[41]   3.7873   0.9074   0.5178   2.9341   0.7655   7.9279   1.1072   0.4563
[49]   6.1411   0.1652
El valor crítico sigue siendo el valor de . , = 11.1439, de tal manera que, las
distancias robustas superiores al valor crítico deben ser consideradas como
observaciones atípicas multivariantes.
Se puede distinguir que las distancias: = 11.9020 , = 44.0402 ,= 19.7969, = 12.5053, = 16.4625, = 16.5152, por
sus altos valores serán considerados como datos atípicos multivariantes.
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Figura 3.2 Gráfico de las distancia robustas
A continuación se presenta un gráfico comparativo entre las distancias de Mahalanobis
robusta MCD y clásica usando el comando: plot(MCD,which=”dd”).
Figura 3.3 Gráfico Distancia-Distancia
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El gráfico Distancias-Distancia fue presentado por Rousseeuw y Van Zomeren en el año
1990, y muestra las distancias robustas, en este caso MCD, frente a la distancias de
Mahalanobis clásica y permite clasificar los posibles valores atípicos multivariantes. La
línea punteada representa los puntos para los cuales las distancias robustas y clásicas
son iguales. Las líneas horizontales y verticales se trazan en los valores = =
. , . Los puntos fuera de estas líneas se consideran como datos atípicos
multivariados y son identificados con etiquetas (Todorov & Filtzmoser, 2009).
En la Figura 3.3 claramente se observa que, calculando la distancia de Mahalanobis
clásica se identificó solamente un dato atípico, el cual está etiquetado como la
observación número 19. De otro lado, con la distancia de Mahalanobis robusta MCD, se
ha identificado, además de la observación 19, las observaciones 4, 23, 28, 34 y 38 como
observaciones atípicas multivariantes.
Con base a la ilustración, se puede afirmar que las distancias de Mahalanobis robusta
MCD, permite detectar observaciones atípicas multivariantes, sin verse afectada por el
efecto de enmascaramiento o de encubrimiento a diferencia de distancia de Mahalanobis
clásica.
En el capítulo siguiente se brindará la teoría de algunos métodos robustos utilizados en
la obtención de Componentes Principales, es decir métodos que permiten robustizar las
CP, las cuales son utilizadas en análisis multivariantes como el Análisis de
Componentes Principales y Análisis Factorial.
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CAPITULO IV
ALGUNOS MÉTODOS ROBUSTOS EN EL ANÁLISIS DE
COMPONENTES PRINCIPALES
4.1 INTRODUCCIÓN
Cuando el estudio se lleva a cabo en una única población con muchas variables
contenidas en el vector multivariante ⃗,  y lo que se quiere  es tener una representación
parsimoniosa de los datos que facilite la interpretación y la obtención de conclusiones;
se utiliza la metodología de Componentes Principales (CP), la cual, mediante la
descomposición espectral de la matriz de covarianzas reduce la dimensión original de
los datos, , en una dimensión menor, , ( < ) ; preservando la variabilidad del
problema original(Mardia, 1979; Manly, 2005; Flury, 1984; entre otros).
En CP para un grupo, los estimadores de las direcciones principales del vector
multivariante ⃗ , son los autovectores de la matriz de covarianzas muestral. Sin
embargo, a través de diversos estudios, se ha demostrado que la matriz de covarianzas
muestral es sensible a la presencia de datos atípicos en la muestra y consecuentemente,
ocurre lo mismo con los estimadores de las direcciones principales, es decir, con los
autovectores de la matriz de covarianzas. Varias han sido las propuestas hechas para
salvar esta dificultad, pero todas se basan en dos principios, el principio PLUG IN (PI) y
el de Projection Pursuit, como puede verse en Croux y Haesbroeck(2000).
En muchas aplicaciones biométricas, las CP(en un grupo o una población) se interpretan
como factores independientes que determinan el crecimiento, tamaño o forma del
organismo motivo de estudio. Es natural entonces considerar un modelo en el cual los
mismos factores aparezcan en especies distintas pero relacionadas o en las mismas
especies que se desarrollan en diferentes lugares. El modelo de Componentes
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Principales Comunes claramente sirve para tal propósito. Aplicaciones de este modelo
puede verse en Flury (1988), Phillips y Arnold (1999), Figueroa(2010) entre otros.
Existen distintas alternativas robustas para estimar el vector de medias y la matriz de
varianzas y covarianzas muestral de una única población, entre otros, los M-estimadores
(Maronna, 1976 y Huber, 1977) son una generalización de los estimadores máximo
verosímiles y poseen una buena eficiencia para un amplio rango de modelos
poblacionales. Una discusión detallada de estimadores robustos de posición y escala
para una población puede  verse en Maronna, Martin y Yohai (2006). En el capítulo
anterior se ha hecho una presentación detallada del método robusto MCD (Cerioli, Riani
y Atkinson, 2009) para la estimación del vector de medias y la matriz de covarianzas así
como las respectivas ilustraciones.
En el presente capítulo, dicha teoría será usada en el contexto del ACP, por lo que se ha
considerado necesario hacer una presentación detallada del ACP  en el contexto clásico.
4.2 CARACTERIZACIÓN DE LAS COMPONENTES PRINCIPALES
CLÁSICA
4.2.1 Introducción
El Análisis de Componentes Principales es un método estadístico propuesto por Karl
Pearson en el año 1901 y posteriormente desarrollado en 1933 por Hotelling. El ACP,
usando métodos de optimalidad matemática, permite transformar un conjunto de
variables originales correlacionadas , … , en un conjunto de variables no
correlacionadas y ortogonales , … , ,, que se denominan Compontes Principales, de
las que se eligen , ( < ), variables.
Los Componentes Principales son combinaciones lineales particulares de las variables
originales; las cuales tienen varianza máxima y no son correlacionadas entre ellas. La
finalidad de éste método es sintetizar información, reducir la dimensión de las variables
y a la vez, ganar interpretación, ya que permite representar de manera óptima, en un
espacio de dimensión reducida, las observaciones de un espacio -dimensional.
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Definición 4.1
Las Componentes Principales son combinaciones lineales de la forma.= ⃗ ⃗ (4.1)
con = 1,… ,
tales que: ( ) = ⃗ ⃗ = con = 1,… ,
Cov , , = ⃗ ⃗ = 0 con ≠ = 1,… ,
donde:
: Autovalores de⃗ : Autovectores de
Teorema 4.1
Sean ⃗ , … ⃗ los autovectores normalizados de la matriz de covarianzas ;    donde⃗ = ⃗ , y ⃗ ⃗ = 1 con = 1,… ; entonces,
i) Las variables = ⃗ ⃗, = 1,… son las Componentes Principales.
ii) Las varianzas de las Componentes Principales son los valores propios de ,
esto es: ( ) = ; ≥ ,… ≥ .
iii) Las Componentes Principales son variables incorrelacionadas, , =0, ≠ = 1,…
4.2.2 Obtención de las Componentes Principales Clásica
El método de obtención de Componentes Principales, consiste en transformar las p
variables , … contenidas en el vector ⃗ = ,… mediante una matriz
ortogonal , en nuevas variables, ⃗ = ,… , no correlacionadas. Luego, se
escogen los variables = 1,… , < , que contengan la máxima variabilidad de
las , … ; para lo cual se  procede de la siguiente manera.
Se  busca la combinación lineal = ⃗ ⃗, obteniendo ⃗ de modo que se maximice la
varianza de
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y que esté sujeta a la restricción ⃗ ⃗ = 1.
El método habitual para maximizar una función de varias variables sujetas a
restricciones, es el uso de los multiplicadores de Lagrange, para ello definimos la
función : ⃗ = ⃗ ⃗ − ( ⃗ ⃗ − 1) (4.3)
el máximo de la función se encuentra derivando (4.3) respecto a ⃗ e igualando a 0.⃗⃗ = 2 ⃗ − 2 ⃗ = 0⟹ 2( − ) = 0⟹ ( − ) = 0 (4.4)
Para que (4.4) tenga solución  distinta de cero, y así encontrar ⃗ ; la matriz ( − )
tiene que ser singular, esto significa que| − | = 0 (4.5)
La expresión (4.5) es un polinomio de grado en , cuya solución tiene raíces:, , … , / ≥, ≥ ⋯ ≥ , que constituyen los autovalores de la matriz de
covarianza de las variables , … .
de (4.5) se tiene: ⃗ − ⃗ = 0⟹ ⃗ = ⃗ (4.6)
de otro lado, de (4.2) se tiene que: ( ) = ⃗ ⃗⟹ ⃗ ⃗ = ⃗ ⃗ …… usando (4.6)⟹ ⃗ ⃗ =⟹ ( ) = = (4.7)
Capítulo IV: Algunos Métodos Estadísticos Robustos en el
Análisis de Componentes Principales 99
Para maximizar la ( ) se debe tomar el mayor autovalor de la matriz de covarianza
; es decir , y evaluándolo en (4.6), se obtendrá ⃗ que es autovector de , con el que
se define la primera combinación lineal de máxima varianza, es decir la primera CP:= ⃗ ⃗
que cumple:
i) ⃗ ⃗ = 1
ii) ( ) = ⃗ ⃗ =
iii) ⃗ = ⃗
El siguiente paso es obtener la segunda CP = ⃗ ⃗que tiene mayor varianza entre
todas las combinaciones lineales no correlacionadas con , es decir, la segunda
Componente Principal es una combinación lineal = ⃗ ⃗ que maximiza ( ) y
que está sujeta a dos restricciones:
i) ⃗ ⃗ = 1
ii) ( , ) = 0
La segunda restricción (ii) implica:( , ) = ⃗ ⃗, ⃗ ⃗ = ⃗ ⃗ = ⃗ ⃗ = 0( , ) = ⃗ ⃗ = 0 (4.8)⟹ ⃗ ⃗ = ⃗ ⃗ = ⃗ ⃗ = 0… usando (4.6)( , ) = ⃗ ⃗ = 0 (4.9)
La ecuación (4.9) tiene solución si,⃗ ⃗ = ⃗ ⃗ = 0 (4.10)
Esto implica que los vectores ⃗ , ⃗ son ortogonales en el sentido geométrico, porque su
producto interno es 0, esto ocurre cuando = 0 y cuando ≠ 0.
Se construye la función :
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Para obtener el máximo de la función se deriva  (4.11) con respecto a ⃗ , y se iguala
a 0: ⃗⃗ = 2 ⃗ − 2 ⃗ − ⃗ = 0 (4.12)
multiplicando a la expresión (4.12) por ⃗ se tiene:2 ⃗ ⃗ − 2 ⃗ ⃗ − ⃗ ⃗ = 0⟹ 2 ⃗ ⃗ − 2(0) − ( ) = 0… usando (4.10)⟹ 2 ⃗ ⃗ − = 0⟹ = 2 ⃗ ⃗⟹ = 2 ⃗ ⃗ … usando (4.8)⟹ = 0
Ahora (4.12) queda expresado de la siguiente manera:⃗⃗ = 2( − ) ⃗ = 0
⟹ ( − ) = 0⟹ ⃗ − ⃗ = 0⟹ ⃗ = ⃗ (4.13)
De otro lado ( ) = ⃗ ⃗⟹ ⃗ ⃗ = ⃗ ⃗ …usando (4.13)⟹ ( ) = ⃗ ⃗ = =
Para maximizar la ( ) se debe tomar el mayor autovalor restante, de la matriz de
covarianza ; es decir , y evaluándolo en (4.13), se obtendrá ⃗ que es autovector de
, con el que se define la segunda combinación lineal de máxima varianza, es decir la
segunda Componente Principal:
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que cumple:
i) ⃗ ⃗ = 1
ii) ( ) = ⃗ ⃗ =
iii) ( , ) = ⃗ ⃗ = 0
iv) ⃗ = ⃗
continuando con el mismo procedimiento se definen las primeras CP, de la siguiente
manera:
= ⃗ ⃗con1 ≤ ≤ < ,  que satisfacen:
i) ⃗ ⃗ = 1
ii) ( ) = ⃗ ⃗ =
iii) , = ⃗ ⃗ = 0 para ≠
iv) ⃗ ⃗ = 0
Se busca  la  1q -ésima CP = ⃗ ⃗ l  con máxima varianza ( ) =⃗ ⃗ entre todas las combinaciones lineales no correlacionadas con las q
primeras CP, sujeto a las restricciones:⃗ ⃗ = 1; ⃗ ⃗ = 0; ⃗ ⃗ = 0; ⃗ = ⃗ (4.14)
Para ello se construye la función :⃗ = ⃗ ⃗ − ⃗ ⃗ − 1 − 2 ∑ ⃗ ⃗ − 0 (4.15)
donde:
y , = 1,… , son los multiplicadores de Lagange.
Para que  la función sea máxima, es necesario derivar (4.15) respecto a ⃗ , igualar a
0 y posteriormente multiplicar por ⃗ , (con 1 ≤ ≤ ) obteniéndose:
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2 ⃗ ⃗ − 2 ⃗ ⃗ = 0
Utilizando las condiciones dadas en (4.14), = 0:( − ) ⃗ = 0⟹ ⃗ ⃗ = 0
donde ⃗ y deben satisfacer la misma ecuación de que las soluciones anteriores ⃗ y
(con 1 ≤ ≤ ).
Se observa que los primeros autovalores y sus correspondientes autovectores no
cumplen la segunda y tercera condición dada en(4.14).Por lo tanto los siguientes
candidatos son ⃗ y quienes satisfacen:− ⃗ = 0, …. multiplicando por ⃗⟹ ⃗ − ⃗ = 0⟹ ⃗ ⃗ = ⃗ ⃗⃗ ⃗ = ⃗ ⃗⟹ ⃗ ⃗ = ⃗ ⃗
Si suponemos que ⃗ ⃗ = 0 , entonces = , resultado que contradice la
simplicidad de los autovalores; por tanto, se cumplen las condiciones segunda y tercera
de (4.14).Con todo lo obtenido se asegura que la combinación lineal:= ⃗ ⃗con1 ≤ ≤
es la ( + 1)-ésima Componente Principal y cumple:= ⃗ ⃗ =, = ⃗ ⃗ = 0⃗ ⃗ = 0
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Puesto que la matriz es definida positiva, se puede continuar con el mismo
procedimiento y en el último paso el autovalor más pequeño y el autovector
asociado ⃗ son usados para definir la -ésima CP.
= ⃗ ⃗
es la -ésima CP y cumple: = ⃗ ⃗ =, = ⃗ ⃗ = 0… 1 ≤ ≤ − 1⃗ ⃗ = 0
Si ⃗ es un vector aleatorio con vector de medias ⃗y una matriz de covarianzas ,
entonces las Componentes Principales  son:= ⃗ ⃗ = 1, … ,
donde
i) ⃗ ⃗ = 1
ii) ( ) = ⃗ ⃗ =
iii) , = ⃗ ⃗ = 0
iv) ⃗ ⃗ = 0
son los autovalores asociados a los autovectores ⃗ de la matriz de covarianzas .
Se han obtenido nuevas variables ⃗ = ,… con matriz de varianzas y
covarianzas , donde = ( ,… )y la matriz de covarianza del valor original
se ha descompuesto de la siguiente manera:=
Donde la matriz de autovectores está representado por
Capítulo IV: Algunos Métodos Estadísticos Robustos en el
Análisis de Componentes Principales 104
= ⎣⎢⎢⎢
⎢⎡ ……. … .. … .. … .… ⎦⎥⎥⎥
⎥⎤ = ( ⃗ ,… ⃗ )
y la matriz de autovalores es:= ⋯ 0⋮ ⋱ ⋮0 ⋯ = ( , , … )
4.2.3 Estimación de las Componentes Principales clásicas
Generalmente los parámetros de la distribución del vector ⃗ = ( ,… , ) son
desconocidos, en particular , presentándose el problema de estimar los autovalores≥ ≥ ⋯ ≥ > 0 y sus autovectores asociados ⃗ , ⃗ , … ⃗ .
En la práctica, la solución de este problema se enfoca de la siguiente manera:
a) Obtener una muestra aleatoria multivariada donde cada elemento ha sido
extraído al azar de una población de individuos. Sea ⃗ , … , ⃗ una muestra
aleatoria desde  la población con vector de media ⃗ , matriz de varianzas y
covarianzas y cada ⃗ = ,… , con = 1,… , es un vector fila que
contiene los valores de las variables del -ésimo individuo, así se tiene la
matriz de datos multivariantes como el arreglo:
= ⎣⎢⎢
⎢⎢⎡
… …. . .. . .… …. . .. . .… … ⎦⎥⎥
⎥⎥⎤
con medida de la -ésima variable en el -ésimo individuo.
b) Se estima el vector de medias ̂ , la matriz de covarianzas , y la matriz de
correlaciones . Los estimadores son:
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⃗ = = 1 = ̅ , ̅ , … ̅= = 1 −
Cuando las variables originales están dadas en diferentes unidades de medida o los
valores de las variables tienen mucha dispersión, entonces se recomienda estandarizar
los datos previamente y trabajar con la matriz de correlaciones .
= ⎣⎢⎢⎢
⎡1 …. . .. . .… 1⎦⎥⎥⎥
⎤
c) Habiéndose decidido trabajar con la matriz de correlaciones o de covarianzas, se
estiman los autovalores y autovectores que se denotan por y ⃗
respectivamente.
d) Se definen las Componentes Principales = ⃗ ⃗ − con = 1,… , . Al
hacer esta transformación se define una nueva matriz de datos de orden ×
que denotamos con .
e) Encontrar las correlaciones entre la -ésima variable en la -ésima Componente
Principal , = ⃗ (4.16)
f) Si , , … son las Componentes Principales del vector aleatorio ⃗, tenemos
que: = = ( ) = ⃗ ⃗ = =
Capítulo IV: Algunos Métodos Estadísticos Robustos en el
Análisis de Componentes Principales 106
Es necesario presentar algunas definiciones antes de entrar a la metodología del ACP,
las mismas que se presentan a continuación.
Definición 4.2
El porcentaje de la variabilidad total que recoge la -ésima CP está definido por:
∑ (4.17)
Definición 4.3
El porcentaje de la variabilidad parcial explicado por las primeras Componentes
Principales está expresado por: ∑∑ (4.18)
con <
Definición 4.4
Las covarianzas entre las variables originales , … y las Componentes
Principales , … son: ⃗, ⃗ = (4.19)
El método ACP es ampliamente utilizado en estadística y se ocupa de explicar la
estructura de la varianza de un conjunto de datos utilizando las CP, con el objetivo de
reducir la dimensión de las variables y ganar en interpretación (Solís y Marroquín,
2007).
El Análisis de Componentes Principales se utiliza con frecuencia en un contexto
exploratorio para obtener una primera visión de los datos multivariantes, a menudo se
utilizan para identificar valores atípicos, ya que éstos puede echar a perder las
direcciones de las CP, y el objetivo de explorar la estructura de datos a través de las
primeras CP puede resultar engañosa. Las representaciones geométricas de las
Componentes Principales son fáciles de entender, no requieren el  conocimiento de la
distribución de probabilidad de los datos y a menudo revelan estructuras interesantes de
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manera que pueden descubrirse relaciones subyacentes entre las observaciones
originales, que por su alta dimensión son imposibles de descubrir directamente
(Anderson, 1984; Manly, 2005; Mardia, 1979;  entre otros).
Un problema latente al aplicar la metodología ACP radica en decidir cuántas CP
retienen en una situación particular, la máxima variabilidad, de manera que se garantice
la mínima pérdida de información o dicho de otra manera, se preserve la variabilidad
contenida en las variables originales.
Existen varios criterios para decidir el número de CP a utilizar en el análisis y que serán
expuestos en la siguiente sección.
4.2.4 Selección de las Componentes Principales
En esta sección se presentan algunos criterios para determinar el número de
Componentes Principales a seleccionar en el ACP.
Criterio 1: Porcentaje de Variación Explicada
El número de Componentes Principales a seleccionar, , será tal que, el porcentaje de
variación parcial recogida por las primeras Componentes Principales, expresado en
(4.18), sea mayor o igual a 0.80; entonces estas Componentes Principales pueden
representar a las variables originales, con mínima pérdida de información.
Criterio 2: Criterio de Kaiser
Seleccionamos las primeras Componentes Principales tales que
i) ≥ 1 donde ≥ ≥ ⋯ ≥ ≥ ⋯ son los autovalores de y también
son las varianzas de las Componentes Principales.
ii) ≥ donde = ( ) es aconsejable considerar el punto de corte∗ = 0.7 ∗
Criterio 3: Criterio de Catell
Para utilizar este criterio es necesario construir el gráfico denominado Screeplot o
también conocido como gráfico de Sedimentación, es el gráfico de cada autovalor frente
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a su respectivo orden. Se seleccionan tantas Componentes Principales hasta que la caída
de los autovalores sea más lenta.
En la práctica se suele seleccionar un número reducido de CP que recojan un amplio
porcentaje de variabilidad, en general suele seleccionarse hasta 3 Componentes
Principales, a fin de que éstas puedan ser representadas gráficamente.
Generalmente, las variables medidas sobre un individuo poseen diferentes escalas, por
tanto las varianzas son muy diferentes; ante esto es necesario calcular las Componentes
Principales sobre las variables originales estandarizadas, e. i. ~( ⃗ = 0, = ), esto
equivale a tomar las Componentes Principales de las matrices de correlaciones.
4.2.5 Ilustración de la metodología ACP clásico
Para ilustrar la metodología del Análisis de Componentes Principales, se utilizará la
data Iris (Fisher, 1936), la cual presenta 150 mediciones realizadas a tres especies de las
flores llamadas Iris: setosa, versicolor y virgínica, y contiene las siguientes variables:
: Largo del sépalo
: Ancho del sépalo
: Largo del pétalo
: Ancho del pétalo
Usando R-Project y con los paquetes cargados MASS y BASE, se inicia el ACP,
llamando al conjunto de datos Iris . Para efectos prácticos se le renombrará como X.
library(MASS)
library(base)
data(iris)
X<-as.matrix(iris[,1:4])
X
Se estiman el vector de medias ⃗ y la matriz de covarianza muestral , así como, la
matriz diagonal de las desviaciones estándar.
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Estadisticas Basicas
> print(summary(X))
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
Min.   :4.300   Min.   :2.000   Min.   :1.000   Min.   :0.100
1st Qu.:5.100   1st Qu.:2.800   1st Qu.:1.600   1st Qu.:0.300
Median :5.800   Median :3.000   Median :4.350   Median :1.300
Mean   :5.843   Mean   :3.057   Mean   :3.758   Mean   :1.199
3rd Qu.:6.400   3rd Qu.:3.300   3rd Qu.:5.100   3rd Qu.:1.800
Max.   :7.900   Max.   :4.400   Max.   :6.900   Max.   :2.500
>
Vector de Medias Estimado
> print(apply(X,2,mean))
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
5.843333     3.057333     3.758000     1.199333
Matriz de Covarianzas Estimada
>print(var(X))
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
Sepal.Length    0.6856935 -0.0424340    1.2743154   0.5162707
Sepal.Width -0.0424340   0.1899794 -0.3296564 -0.1216394
Petal.Length    1.2743154 -0.3296564    3.1162779   1.2956094
Petal.Width     0.5162707 -0.1216394    1.2956094   0.5810063
>
Desviacionestandar
> print(apply(X,2,sd))
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
0.8280661    0.4358663    1.7652982    0.7622377
>
Grafico de Cajas
>boxplot(X)
Los resultados anteriores sirven para hacer una análisis exploratorio de los datos, se
puede observar el vector de medias estimado,
⃗ = 5.843.053.751.19
la matriz de covarianza estimada,
= 0.68−0.04 −0.04 1.27 0.510.18 −0.32 −0.121.270.51 −0.32 3.11 1.29−0.12 1.29 0.58
A fin de observar si los datos contienen observaciones atípicas se realiza el gráfico de
cajas.
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Figura 4.1 Gráfico de cajas.
La figura 4.1 nos muestra que la segunda variable , ancho del sépalo, contiene cuatro
observaciones atípicas univariadas, mientras que las otras tres variables no presentan
ninguna observación atípica.
Se estiman las matrices de  autovalores y autovectores de la matriz de covarianzas
muestral . Cabe recordar que los autovalores estimados , … , son también las
varianzas de las Componentes Principales.
> #OBTENCION DE LOS AUTOVALORES  DE SIGMA
Autovalores
>eigen(sigma)$value
[1] 4.22824171 0.24267075 0.07820950 0.02383509
>
> #OBTENCION DE LOS AUTOVECTORES DE SIGMA
Autovectores
>eigen(sigma)$vector
[,1]        [,2]        [,3]       [,4]
[1,]  0.36138659  0.65658877  0.58202985  0.3154872
[2,] -0.08452251  0.73016143 -0.59791083 -0.3197231
[3,]  0.85667061 -0.17337266 -0.07623608 -0.4798390
[4,]  0.35828920 -0.07548102 -0.54583143  0.7536574
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Se definen y calculan las CP, para ello R-Project ya tiene instalado en su paquete
ROBUSTBASE el programa para calcular los CP usando el método clásico; para
obtenerlos. Se debe utilizar el comando PcaClassic(.)
>PcaClassic(X)
Call:
PcaClassic(x = X)
Standard deviations:
[1] 2.0562689 0.4926162 0.2796596 0.1543862
Loadings:
PC1         PC2         PC3        PC4
Sepal.Length  0.36138659  0.65658877 -0.58202985  0.3154872
Sepal.Width -0.08452251  0.73016143  0.59791083 -0.3197231
Petal.Length  0.85667061 -0.17337266  0.07623608 -0.4798390
Petal.Width   0.35828920 -0.07548102  0.54583143  0.7536574
Se puede observar que  el llamar a la función Pcaclassic(.), inmediatamente R-Project
nos devuelve  las desviaciones estándar y los coeficientes de cada uno de los CP.
Se procede a calcular los porcentajes de variaciones explicadas por cada una de las
Componentes Principales. Para ello se utiliza el comando summary(.) y se consigue  la
proporción de varianzas parciales y la acumulada.
> CP<-PcaClassic(X)
> summary(CP)
Call:
PcaClassic(x = X)
Importance of components:
PC1     PC2    PC3     PC4
Standard deviation     2.0563 0.49262 0.2797 0.15439
Proportion of Variance 0.9246 0.05307 0.0171 0.00521
Cumulative Proportion  0.9246 0.97769 0.9948 1.00000
Nótese que, la primera componente explica el 92.46% de la variación, mientas que la
segunda componente explica el 5.307% de la variación, la tercera componente el 1.71%
y la cuarta componente el 0.521%
Se seleccionan el número de Componentes Principales y se interpretan. Para ello
solicitemos el gráfico de sedimentación en R-Project.
screeplot(CP,type="lines",main="Screeplot:ACPClásico", sub="data iris")
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Figura 4.2 Gráfico de sedimentación
Para decidir el número de CP, observamos en el gráfico, que a partir de la segunda CP,
la caída de los puntos es más lenta, esta observación sumada a que las dos primeras
componente acumulan el 97.77% de la variación total explicada del problema original.
Finalmente, se decide elegir dos CP:
= 0.361 − 0.084 + 0.857 + 0.358= 0.657 + 0.730 − 0.173 − 0.075
A continuación se presenta el gráfico biplot, para las dos CP seleccionadas.
biplot(CP,main="Classical Biplot", col=c("gray55","red"))
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Figura 4.3  Gráfico Biplot
El gráfico nos indica que la primera componente representa mejor a las flores que
tienen los pétalos largos, es decir esta componente está referido al tamaño de la flor y
separa,la flores según el tamaño de los pétalos y sépalos. La segunda CP, , representa
mejor al largo y ancho del sépalo, los que están relacionados negativamente con el largo
y ancho del pétalo, esta componente está referida a la forma de la flor. Se Diferencia
tres grupos de flores.
4.3 COMPONENTES PRINCIPALES ROBUSTAS
4.3.1 Introducción
Una deficiencia del ACP clásico radica en que se debe tener mucho cuidado con la
presencia de datos atípicos, ya que éstos alteran la varianza haciendo que las
Componentes Principales sean también alteradas, esto sin duda, influye de manera
engañosa en la reducción de la dimensión de las variables que se forman a partir de la
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estimación clásica de las Componentes Principales. Por este motivo surge el ACP
Robusto, el cual determina las direcciones, o matriz de autovectores de , estimando la
matriz de varianza y covarianzas de manera robusta.
El ACP robusto, determina por un lado una combinación lineal de las variables
originales que contengan la mayor cantidad de información, incluso con la presencia de
datos atípicos e identificándolos, pues no todo dato atípico es erróneo, sino que puede
indicar la presencia de algo inesperado (Castillo y Bayarri, 2005)
La presencia de datos atípicos afectan las direcciones de las Componentes Principales,
porque son extremadamente sensibles a la presencia de éstos; y las conclusiones que se
obtengan de las CP, por haber sido obtenidas con la participación de datos discordantes
u outliers, pueden ser equivocadas (Croux y Haesbroeck, 2000).
Es así que, en presencia de datos atípicos, el uso de la matriz de covarianza empírica,
para obtener los autovectores o las direcciones de las CP, proporcionará estimaciones
engañosas debido a la falta de robustez de la matriz de covarianzas muestral, porque
serán estimadores que pierden sus propiedades de optimalidad y se comportarán
inadecuadamente. Este problema puede ser abordado y resuelto si se “robustifica” las
Componentes Principales, para lo cual se estima la matriz de covarianzas de la muestra
mediante métodos robustos, puesto que, los autovectores de la matriz de covarianza
“robustificada”, será resistentes a la presencia de valores atípicos en el conjunto de
datos y se inclinarán en las direcciones de máxima variabilidad de la nube de datos
original, es decir, tomarán las direcciones correctas.
Varios son los métodos robustos que han sido  propuestos para subsanar el problema
descrito, “robustificar” la matriz de covarianzas de la muestra. La esencia de los
métodos robustos radica en que su uso, no exige que las observaciones sean
independientes y que la distribución de los errores  sea normal. En este trabajo, nos
centraremos principalmente en el método robusto MCD.
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4.3.2 Algunos procedimientos robustos
Algunos procedimientos robustos para la estimación de , ya han sido explicados en los
capítulos anteriores, a continuación serán brevemente referidos.
M-Estimadores Multivariante
El método más sencillo e intuitivo para obtener un ACP robusto consiste en reemplazar
las estimaciones clásicas del vector de medias y la matriz de varianzas y covarianzas por
sus análogos de robustos. En este trabajo se ha señalado como obtenerlos utilizando los
M-estimadores multivariados; sin embargo estos estimadores tienen la desventaja de
presentar bajos puntos de ruptura, esto significa que si el conjunto de datos presenta
muchos datos atípicos, los valores estimados mediante este estimador se ven afectados
(Todorov y Filzmoser, 2009).
S-Estimadores Multivariante
Los resultados que ofrece este método es más robusto que los M-estimadores, sin
embargo su cálculo está limitado a una determinada dimensión de variables, no muy
grande (Maronna y Yohai, 2006).
Elipsoide de Mínimo Volumen
Propuesto por Rousseeuw y Van Zomeren (1990), el que consiste en calcular la
distancia de cada dato de la matriz de datos y el centro de la elipse determinada por  el
estimador MVE. Ellos utilizaron una distancia robusta, basados en la distancia de
Mahalanobis la que tiene distribución . Aquellos puntos que se encuentran alejados
del correspondiente cuantil , son clasificados como datos atípicos.Este método
también se encuentra limitado y se recomienda  utilizar si > 5.
Proyección Pursuit
La técnica Proyección Pursuit fue introducida por Li y Chen en el año 1985, el nombre
de esta técnica significa “búsqueda de proyecciones”, y sirve para el análisis
exploratorio del conjunto de datos multivariados de alta dimensión.  Esencialmente
consiste en encontrar proyecciones que muestren estructuras interesantes del conjunto
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de datos, proyectándolos en subespacios de menor dimensión y seleccionando la mejor
proyección, utilizando índices de proyección basados en M-estimadores.
En ACP, la técnica de Proyección Pursuit realiza directamente las estimaciones robustas
de los autovalores y autovectores, y en el que utilizan los M-estimadores de escala como
índice de las proyecciones. Li y Chen demostraron que las estimaciones en ACP,
heredan las estimaciones robustas del estimador de escala, es decir, las estimaciones de
las CP serán también robustas si la matriz de covarianza estimada lo es.
Entre las ventajas de esta técnica, se encuentra que busca los autovectores de manera
consecutiva y, realiza estimaciones de la matriz de covarianza aun cuando el número de
variables es mayor al número de observaciones.
ROBPCA
Propuesto por Mia Huber (2005), este método combina la Proyección Pursuit (PP) con
la estimación robusta de la covarianza, además, proporciona un gráfico de diagnóstico
que clasifica los datos atípicos.
El método ROBPCA, inicia reduciendo el espacio generado por los datos a un
subespacio a fin, generado por los individuos. Debido a su algoritmo, el método
ROBPCA, registra una medida de atipicidad para cada punto obtenido por la proyección
de los datos de dimensiones mayores en direcciones univariadas hacia los puntos
(Castillo y Bayarri, 2005). Posteriormente, la matriz es estimada, los autovectores de
esta nueva matriz determina los CP robustos.
Método MCD
El método MCD por sus siglas en inglés: Minimun Covarianza Determinant es muy
sencillo de utilizar, por ello es una de las técnicas robustas más populares en el análisis
multivariado.
A continuación se describe la metodología para la estimación de Componentes
Principales, utilizando el método robusto MCD.
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4.4 COMPONENTE PRINCIPALES ROBUSTOS: MÉTODO MCD
En ACP el método MCD permite la estimación de los autovectores de la matriz de
covarianzas de manera robusta, las cuales serán resistentes a valores atípicos en la
matriz de datos y apuntaran en la dirección de la alta variabilidad de la nube de datos
principal.
La metodología para utilizar el método MCD en la estimación de la matriz de
covarianzas ha sido diseñada en la sección 3.4.2 de la presente investigación. Ahora se
extenderá dicha metodología en el uso de la obtención de las CP:
1. Se estiman el vector de medias ⃗ y la matriz de covarianza muestral ,
para ello se hace uso de las ecuaciones (3.23) y (3.24).
2. Se estiman las matrices de  autovalores y autovectores de la matriz
de covarianzas muestral . Cabe recordar que los autovalores estimados, … , son también las varianzas de las Componentes Principales robustos.
3. Se definen y calculan las CP.
4. Se procede a calcular los porcentajes de variaciones explicadas por cada una de
las Componentes Principales obtenidas en el punto 3.
6. Se seleccionan el número de Componentes Principales y se interpretan.
Con el mismo conjunto de datos Iris (Fisher, 1936), se realiza el ACP utilizando la
matriz de covarianzas robusta mediante el método MCD.
Usando R-Project y con los paquetes cargados RRCOV y ROBUSTBASE, se inicia el
uso de ACP, para fines prácticos, se asigna el nombre “X” al  conjunto de datos Iris
library(MASS)
data(iris)
X<-as.matrix(iris[,1:4])
X
En el programa R-Project, se encuentran incorporadas las funciones que calculan
directamente las estimaciones necesarias para el Análisis de Componentes Principales
utilizando el método MCD; ⃗ y ., las cuales se muestran a continuación.
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> mcd<-CovMcd(X)
> summary(mcd)
Call:
CovMcd(x = X)
Robust Estimate of Location:
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
6.217         2.869         4.844         1.666
Robust Estimate of Covariance:
Sepal.LengthSepal.WidthPetal.LengthPetal.Width
Sepal.Length  0.6634        0.2004       0.6703        0.2651
Sepal.Width   0.2004        0.1810       0.2474        0.1408
Petal.Length  0.6703        0.2474       1.0410        0.4806
Petal.Width   0.2651        0.1408       0.4806        0.3126
Eigenvalues of covariance matrix:
[1]  1.82706  0.20909  0.11741  0.04449
Nótese que el comando summary(mcd), donde mcd está definido como la función
CovMcd(X), incorpora además del resumen de vector de media y la matriz de
covarianzas, los autovalores .
A continuación se solicita el ACP robusto, el comando PcaCov(.) utiliza el método
MCD por defecto.
>AcpRobust<-PcaCov(X)
>AcpRobust
Call:
PcaCov(x = X)
Standard deviations:
[1] 1.3516885 0.4572646 0.3426508 0.2109267
Loadings:
PC1         PC2        PC3        PC4
Sepal.Length 0.5399812  0.77626917 -0.0116011  0.3251029
Sepal.Width  0.2064136  0.01931299  0.9110238 -0.3564492
Petal.Length 0.7380851 -0.31648621 -0.3493830 -0.4826990
Petal.Width  0.3479139 -0.54485747  0.2187066  0.7309266
Se puede observar que el llamar a la función PcaCov(.), inmediatamente R-Project
devuelve las desviaciones estándar y los coeficientes de los Componentes Principales
robustificada ya que han sido obtenidas utilizando el método MCD.
Se procede a calcular los porcentajes de variaciones explicadas por cada una de las
Componentes Principales. Para ello se utiliza el comando summary(.) se consigue  la
proporción de varianzas parciales y la acumulada.
> summary(AcpRobust)
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Call:
PcaCov(x = X)
Importance of components:
PC1     PC2     PC3     PC4
Standard deviation 1.3517 0.45726 0.34265 0.21093
Proportion of Variance 0.8312 0.09513 0.05342 0.02024
Cumulative Proportion 0.8312 0.92634 0.97976 1.00000
>
Nótese que, la primera componente explica el 83.12% de la variación, mientas que la
segunda componente explica el 9.513% de la variación, la tercera componente el
5.342% y la cuarta componente el 2.024%
Se selecciona el número de Componentes Principales y se interpretan. Para ello se
solicita el gráfico de sedimentación en R-Project.
screeplot(AcpRobust,type="lines",main="Screeplot:ACPRobust", sub="data iris")
Figura 4.4 Gráfico de sedimentación (MCD)
Para decidir el número de CP, observamos en el gráfico que a partir de la segunda
componente la caída de los puntos es más lenta, esta observación sumada a que las dos
primeras componente acumulan el 92.634% de la variación total explicada del problema
original. Finalmente, se decide elegir dos CP:
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Ahora se presenta el grafico biplot para las dos CP:
biplot(AcpRobust,main="Robust Biplot", col=c("gray55","red"))
Figura 4.5 Gráfico Biplot data Iris con los CP robustificados usando MCD
El gráfico nos indica que la primera componente está referida al tamaño de la flor y
separa, las flores según el tamaño de los pétalos y sépalos. Diferencia tres grupos de
flores. De otro lado la segunda componente , representa la forma de la flor, separando
a las flores por la forma de los sépalos y por la forma de los pétalos.
A continuación se presentan gráficos comparativos entre el ACP clásico y el ACP
robusto usando MCD.
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A fin de poder comparar ambos métodos, ACP clásico y ACP robusto MCD, se solicita
el gráfico de sedimentación para ambos métodos:
###GRAFICOS COMPARATIVOS
plot(CovMcd(X),which="screeplot",classic=TRUE)
Figura 4.6Grafico de sedimentación comparativo
En la figura 4.6 la diferencia entre ambos métodos es obvia, en tanto que para el ACP
clásico la primera y segunda componente contienen mayor variabilidad acumulada, en
el ACP robusto utilizando estimadores MCD, las mismas CP tienen una menor
variabilidad.
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Figura 4.7 Grafico Biplot
En la Figura 4.7 se observa que en el ACP Robusto usando el método MCD, se
diferencian tres grupos de flores de manera más concentrada en comparación del ACP
clásico.
En las dos CP obtenidas con el método robusto se observa que los datos son menos
dispersos que las CP obtenidas con el método clásico.
Finalmente, se puede afirmar que el uso del método MCD es muy útil cuando el
conjunto de datos presenta valores atípicos, de otro lado, aunque el conjunto de datos no
presente datos atípicos su uso es recomendable, ya que las estimaciones del vector de
medias y la matriz de covarianzas son robustas y sus resultados son muy similares si se
usan en conjuntos de datos libres de datos atípicos.
Se ha elaborado un cuadro que permite la comparación resumida de los valores
obtenidos para las principales estimaciones en el ACP tanto del método clásico como
del método robusto MCD, la cual está en función a las dos Componentes Principales
seleccionadas para el ACP.
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ACP CLÁSICO ACP ROBUSTO MCD= 4.228= 0.243 = 1.827= 0.209= 0.361−0.0840.8570.358
= 0.6570.730−0.173−0.075
= 0.5400.2060.7380.348
= 0.7760.019−0.316−0.545
Var. Explicada (%): 97.8 Var. Explicada (%): 92.63
En el siguiente capítulo se presentan aplicaciones al campo de la biología, con el
objetivo de poner en práctica todo lo presentado en este trabajo.
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CAPITULO V
APLICACIONES
5.1 INTRODUCCIÓN
La recolección de datos multivariantes es muy común en diversas áreas del
conocimiento humano, tales como, la medicina y la biología; entre otras, en los que es
de importancia determinar una estructura parsimoniosa de los datos, en el caso que nos
ocupa, la reducción de las variables, a fin de poder obtener una  interpretación holística
del conjunto de datos.
La exploración del conjunto de datos multivariados, no es suficiente para realizar un
análisis concluyente; sino que por la naturaleza de los mismos, se requiere de técnicas
multivariadas para realizarlo; en este caso en particular, el ACP, ya que es utilizado de
manera exploratoria para observar la estructura de los datos, la presencia de datos
discordantes o influyentes ya que la presencia de éstos cambiarían el rumbo de los
resultados de la investigación, alterando de forma engañosa las conclusiones de
cualquier investigación.
La aplicación de la teoría desarrollada en este trabajo se ilustra con dos conjuntos de
datos. El primero de ellos, al que se denominará, “Aguaje” pertenece a un estudio de
investigación realizada por Quinteros (2010), llevado a cabo en Yurimaguas. El
segundo conjunto de datos, al que se denominará “Muña”, pertenece  a un estudio de
investigación realizado en el año 2005, por el Departamento de Etnobotánica y Botánica
Económica del Museo de Historia Natural y la Facultad de Ciencias Matemáticas de la
Universidad Nacional Mayor de San Marcos(Gómez, D., et. al., 2008).
En estas aplicaciones se desarrollará paso a paso el uso del método robusto MCD en el
Análisis de Componentes Principales, de manera que se disponga de una guía
metodológica respecto al uso de dicho método.
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Cabe señalar que para el desarrollo de las aplicaciones, se han utilizados los software R-
Project y Excel en el desarrollo de las estadísticas descriptivas y aplicaciones del
método MCD en Análisis de Componentes Principales.
5.2 PRIMERA APLICACIÓN: AGUAJE
Este primer conjunto de datos, que se utiliza para la primera aplicación, es el resultado
de una investigación piloto referida en la tesis de Quinteros (2010), la que fue realizada
en Yurimaguas, provincia de Alto Amazonas, Región de Loreto. Figueroa (2010)
identifica como observaciones influyentes a las observaciones: 9, 67, 103, 104 y 105.
El aguaje es un fruto de la región amazónica, que se ha convertido en el principal
sustento económico de las comunidades de la selva, está asociada al aumento del
desempeño de las hormonas femeninas que mejoran la salud, por poseer altos
concentrados de vitaminas A, E y C (Quinteros, 2010).
Este conjunto de datos contiene información de 752 frutos de aguaje, en los que se
midieron las siguientes variables:
: Peso del fruto (gr)
: Largo del fruto (cm)
: Ancho del fruto (cm)
: Peso de la escama (gr)
: Peso del fruto pelado (gr)
: Peso de la pulpa (gr)
: Peso de la semilla (gr)
: Largo de la semilla (cm)
: Ancho de la semilla (cm)
Con fines comparativos, se realizó el ACP  con el método clásico  y el ACP con el
método robusto MCD.
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5.2.1 Resultados del ACP Clásico
En el análisis exploratorio del conjunto de datos, se observó que las diferencias entre las
varianzas eran demasiado altas:
Media Varianza
Peso total del fruto
Largo del fruto
Ancho del fruto
Peso escamas
Peso fruto pelado
Peso pulpa
Peso pepa
Largo pepa
Ancho pepa
55.6749
5.6475
4.1635
10.6218
45.6314
12.5367
32.7137
4.5880
3.3226
282.791
0.568
0.183
8.314
136.603
17.130
71.172
0.323
0.901
Además las variables han sido medidas en diferentes escalas; algunas de las mediciones
se encuentran en centímetros, mientras que otras en gramos. Por ello es preciso
estandarizar el conjunto de datos antes de iniciar el ACP, esto es:
= − ̅
Obteniéndose:
Media Desviación Típica Varianza
z1
z2
z3
z4
z5
z6
z7
z8
z9
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.9979
1.00457
0.99359
1.00000
0.99981
1.00000
1.00000
1.00001
1.00000
1.000
1.009
0.988
1.000
1.000
1.000
1.000
1.000
1.000
En la Figura 5.1 se presenta el gráfico de cajas para cada variable. Se observa que
existen observaciones atípicas, con excepción de la variable  largo del fruto,  todas las
demás variables poseen observaciones atípicas.
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Figura 5.1 Gráfico de cajas
Figura 5.2 Gráfico de dispersión
Se observa que la mayoría de las variables se encuentran relacionadas
linealmente(Figura 5.2), esta es una buena señal para aplicar el ACP, sin embargo, en la
variable largo del fruto ( ) se observa que tiene menor relación con el largo de la
semilla ( ) y ancho de la semilla ( ).
z9z8z7z6z5z4z3z2z1
z9
z8
z7
z6
z5
z4
z3
z2
z1
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Para analizar las relaciones entre las variables se calcula la matriz de correlaciones, en
la cual se puede observar que todas las variables se encuentran correlacionadas,
presentando la variable Ancho de la semilla ( ) las menores correlaciones. En
consecuencia, y dado que las variables originales están en diversas unidades de
medición, para el ACP clásico utilizaremos la matriz de correlaciones.
Matriz de Correlaciones
> rho=cor(aguaje)
> rho
z1        z2        z3        z4        z5        z6        z7
z1 1.0000000 0.7913051 0.9141259 0.7570782 0.8456449 0.7126961 0.8152954
z2 0.7913051 1.0000000 0.6476117 0.5635968 0.6461094 0.4910904 0.6516293
z3 0.9141259 0.6476117 1.0000000 0.6518416 0.7296529 0.5925923 0.7132023
z4 0.7570782 0.5635968 0.6518416 1.0000000 0.8361489 0.7593251 0.7770096
z5 0.8456449 0.6461094 0.7296529 0.8361489 1.0000000 0.8415529 0.9618562
z6 0.7126961 0.4910904 0.5925923 0.7593251 0.8415529 1.0000000 0.6725159
z7 0.8152954 0.6516293 0.7132023 0.7770096 0.9618562 0.6725159 1.0000000
z8 0.6808608 0.8039300 0.5182658 0.6541120 0.7957093 0.6204234 0.7953310
z9 0.6845251 0.4432818 0.6532194 0.6664076 0.8051908 0.5356759 0.8458103
z8 z9
z1 0.6808608 0.6845251
z2 0.8039300 0.4432818
z3 0.5182658 0.6532194
z4 0.6541120 0.6664076
z5 0.7957093 0.8051908
z6 0.6204234 0.5356759
z7 0.7953310 0.8458103
z8 1.0000000 0.5311706
z9 0.5311706 1.0000000
Los resultados  que proporciona el software R, son los siguientes:
a. Autovalores de la matriz de correlaciones:
>eigen(rho)$value
[1] 6.68339165 0.74090865 0.59399348 0.50494083 0.22916815 0.13264802
0.07782883
[8] 0.03373528 0.00338512
=
⎣⎢⎢
⎢⎢⎢
⎢⎢⎡6.683 0.741 0.594 0.050 0.229 0.133 0.078 0.034 0.003⎦⎥⎥
⎥⎥⎥
⎥⎥⎤
b. Autovectores de la matriz de correlaciones:
>eigen(rho)$vectors
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=
⎣⎢⎢⎢
⎢⎢⎢⎢
⎡−0.360 0.119 −0.346 −0.216 −0.036 0.015 −0.311 0.768 −0.003−0.300 0.684 −0.094 0.057 0.112 0.508 −0.182 −0.352 0.003−0.321 0.008 −0.635 −0.262 −0.092 −0.359 0.409 −0.343 −0.001−0.333 −0.209 0.209 −0.227 0.862 −0.043 0.052 −0.030 −0.007−0.373 −0.169 0.181 0.055 −0.204 −0.153 −0.297 −0.175 0.781−0.311 −0.204 0.398 −0.585 −0.417 0.304 0.105 −0.083 −0.273−0.362 −0.129 0.059 0.365 −0.091 −0.358 −0.467 −0.209 −0.561−0.319 0.420 0.430 0.278 −0.089 −0.304 0.531 0.275 −0.001−0.308 −0.457 −0.205 0.522 −0.032 0.521 0.313 0.095 −0.001 ⎦⎥⎥
⎥⎥⎥⎥
⎥⎤
c. Con los autovectores  se definen las combinaciones lineales para las CP:
= −0.360 − 0.300 − 0.321 − 0.333 − 0.373 − 0.311 − 0.362 − 0.319 − 0.308= 0.119 + 0.681 + 0.008 − 0.209 − 0.169 − 0.204 − 0.129 + 0.420 − 0.457= −0.346 − 0.094 − 0.635 + 0.209 + 0.181 + 0.398 + 0.059 + 0.430 − 0.205= −0.216 + 0.057 − 0.262 − 0.227 + 0.055 − 0.585 + 0.365 + 0.278 + 0.522= −0.036 + 0.112 − 0.092 + 0.862 − 0.204 − 0.417 − 0.091 − 0.089 − 0.032= 0.015 + 0.508 − 0.359 − 0.043 − 0.153 + 0.304 − 0.358 − 0.304 + 0.521= −0.311 − 0.182 + 0.409 + 0.052 − 0.297 + 0.105 − 0.467 + 0.531 + 0.313= 0.768 − 0.352 − 0.343 − 0.030 − 0.175 − 0.083 − 0.209 + 0.275 + 0.095= −0.003 + 0.003 − 0.001 − 0.007 + 0.781 − 0.273 − 0.561 − 0.001 − 0.001
d. Se  calcula la varianza total explicada para decidir el número de componentes a
seleccionar:
> summary(PCAAplicacion1)
Call:
PcaClassic(x = aguaje)
Importance of components:
PC1     PC2     PC3     PC4     PC5     PC6     PC7
Standard deviation     2.5845 0.86260 0.76884 0.71029 0.47871 0.36435 0.27873
Proportion of Variance 0.7425 0.08271 0.06571 0.05608 0.02547 0.01476 0.00864
Cumulative Proportion  0.7425 0.82522 0.89093 0.94701 0.97248 0.98724 0.99588
PC8     PC9
Standard deviation     0.18362 0.05817
Proportion of Variance 0.00375 0.00038
CumulativeProportion  0.99962 1.00000
La primera CP explica el 74.25% de la varianza del problema original, la segunda
componente el 8.27%; y ambas suman el 82.52% de la varianzas total explicada. Por el
criterio de Kaiser correspondería seleccionar solo una CP, ya que solo la primera CP es
mayor a 1 y acumula el 74.25% de la varianza total explicada.
Se solicita el grafico Screeplot.
screeplot(PcaClassic(aguaje),type="lines",main="Screeplot:Classical PCA",
sub="data aguaje")
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Figura 5.3 Screeplot ACP Clásico
Observando el gráfico de sedimentación, correspondería seleccionar 2 CP, ya que
después de la tercera, la caída en el gráfico es más lenta, además, estas dos CP estarían
acumulando el 82.52% de la varianza  total explicada.
e. A  fin de confirmar  la representatividad de las variables  originales a través de  las
CP, se calcula la matriz de correlaciones entre las variables originales y las
Componentes Principales
⃗, ⃗ =
⃗, ⃗ =
⎣⎢⎢⎢
⎢⎢⎢⎢
⎡−0.931 0.103 −0.267 −0.154 −0.018 0.006 −0.087 0.141 0.000−0.776 0.589 −0.073 0.041 0.054 0.184 −0.051 −0.065 0.000−0.830 0.007 −0.490 −0.187 −0.044 −0.131 0.114 −0.063 0.000−0.863 −0.179 0.161 −0.162 0.413 −0.016 0.015 −0.005 0.000−0.967 −0.146 0.140 0.039 −0.098 −0.056 −0.083 −0.032 0.045−0.805 −0.176 0.307 −0.416 −0.200 0.111 0.030 −0.015 −0.016−0.938 −0.112 0.046 0.259 −0.044 −0.131 −0.130 −0.038 −0.033−0.825 0.362 0.332 0.198 −0.043 −0.111 0.148 0.051 0.000−0.799 −0.393 −0.158 0.371 −0.016 0.190 0.087 0.018 0.000 ⎦⎥⎥
⎥⎥⎥⎥
⎥⎤
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Figura 5.4 Gráfico Biplot
De este análisis se desprende que la primera CP, , está referida al tamaño del fruto,
aguaje, mientras que la segunda componente, estaría referida a su forma (largo del
fruto). Así en el gráfico de Componentes se observa que la CP 1, todas las variables son
positivas y se puede interpretar como un promedio de las variables, y está relacionada
con el tamaño del fruto, mientras que la CP 2, diferencia las variables separándolas en
frutos que tienen forma más alargadas y que son más pesadas.
Interpretación de las Componentes Principales:
La primera CP capta la relación que existe entre todas las variables, estas relaciones son
positivas y altas, podemos afirmar que la influencia de las 9 variables en la primera
componente son similares, lo que puede ser interpretado como un promedio de las
medidas realizadas al fruto, de modo tal que, cuando mayor sea el valor de esta
componente, mayor será el tamaño del fruto. En la segunda componente las variables
largo del fruto y largo de la semilla tienen el mayor peso y  diferentes signos,
demarcando un contraste entre estas variables y las otras que se encuentran en su
mayoría en signo negativo, es decir que esta componente representa mejor a los frutos
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que tienen la forma más alargada y las diferencia las que tienen la forma menos
alargada.
5.2.2 Resultados del ACP mediante el método robusto: MCD
En el programa R-Project, se instalan los paquetes: rrcov y robustbase, luego se solicita
el ACP robusto, escribiendo el comando PcaCov(.) que utiliza el método MCD por
defecto:
>PCARobust<-PcaCov(aguaje, corr=TRUE)
>PCARobust
Call:
PcaCov(x = aguaje, corr = TRUE)
Standard deviations:
[1] 2.92189766 1.00075484 0.74569200 0.47465851 0.35662823 0.25009431
0.17876402
[8] 0.06265881 0.01644889
Loadings:
PC1         PC2         PC3          PC4          PC5         PC6
z1 0.3322125 -0.05480523  0.03525458  0.003099589 -0.001870853 -0.07979308
z2 0.2673242  0.60191963 -0.30847994 -0.089202742  0.669807045 -0.03375978
z3 0.2970966 -0.31305255 -0.03723566  0.012556076  0.183869188  0.88056952
z4 0.3749523 -0.02813680 -0.02805843  0.900525967 -0.031610762 -0.15101817
z5 0.3815953 -0.08427927  0.09323905 -0.199867552 -0.131890652 -0.14229377
z6 0.3808577  0.01849223  0.79809573 -0.182958118  0.180793230 -0.12781892
z7 0.3394621 -0.12458110 -0.26075668 -0.190779167 -0.277916180 -0.13552848
z8 0.3217923  0.52017258 -0.13014562 -0.131376080 -0.600480786  0.20836927
z9 0.2826034 -0.49229122 -0.41332944 -0.232059293  0.169268985 -0.30969867
PC7 PC8          PC9
z1 -0.25328240  0.90267299 -0.006147413
z2 -0.08725788 -0.07558088 -0.002435881
z3 -0.01409611 -0.05268307 -0.001678803
z4  0.06708323 -0.13629921 -0.001185583
z5 -0.30697208 -0.24218611  0.779815916
z6  0.21142040 -0.12305722 -0.274425714
z7 -0.52142006 -0.28435135 -0.562596064
z8  0.42951445  0.05640403  0.003697363
z9  0.57292517  0.01678493  0.001309505
>
a. Autovalores de la matriz de correlaciones
=
⎣⎢⎢
⎢⎢⎢⎢
⎢⎡8.537 1.0015 0.5561 0.2253 0.1272 0.0625 0.0319 0.0039 0.0002⎦⎥⎥
⎥⎥⎥⎥
⎥⎤
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b. Autovectores de  la matriz de correlaciones
=
⎣⎢⎢⎢
⎢⎢⎢⎢
⎡−0.331−0.266−0.299 −0.0530.597−0.315 0.035−0.308−0.037 −0.0020.078−0.021 −0.0040.6730.186 0.0740.036−0.878 −0.253−0.082−0.005 0.903−0.076−0.053 0.0080.0020.001−0.374−0.381−0.382 −0.025−0.0820.023 −0.0280.0930.798 −0.9000.2030.177 −0.051−0.1260.182 0.1570.1340.129 0.060−0.3100.211 −0.136−0.239−0.125 0.001−0.7810.274−0.338−0.320−0.282 −0.1240.521−0.495 −0.260−0.130−0.413 0.1980.1420.229 −0.271−0.5990.163 0.124−0.2030.325 −0.5290.4290.566 −0.2850.0550.015 0.560−0.0030.000⎦⎥⎥
⎥⎥⎥⎥
⎥⎤
c. Se definen las Componentes Principales= −0.331 − 0.266 − 0.299 − 0.374 − 0.381 − 0.382 − 0.338 − 0.320 − 0.282= −0.053 + 0.597 − 0.315 − 0.025 − 0.082 + 0.023 − 0.124 + 0.521 − 0.495= 0.035 − 0.308 − 0.037 − 0.028 + 0.093 + 0.798 − 0.260 − 0.130 − 0.413= −0.002 + 0.078 − 0.021 − 0.900 + 0.203 + 0.177 + 0.198 + 0.142 + 0.229= −0.004 + 0.673 + 0.186 − 0.051 − 0.126 + 0.182 − 0.271 − 0.599 + 0.163= 0.074 + 0.036 − 0.878 + 0.157 + 0.134 + 0.129 + 0.124 − 0.203 + 0.325= −0.253 − 0.082 − 0.005 + 0.060 − 0.310 + 0.211 − 0.529 + 0.429 + 0.566= 0.903 − 0.076 − 0.053 − 0.136 − 0.239 − 0.125 − 0.285 + 0.055 + 0.015= 0.008 + 0.002 + 0.001 + 0.001 − 0.781 + 0.274 + 0.560 − 0.003 + 0.00
d. Cálculo de la variación total explicada y decisión del número de CP a seleccionar
Usando el comando summary( ), se obtendrán el peso de las componentes, la proporción
de las varianzas y la varianza acumulada.
> summary(PCARobust)
Call:
PcaCov(x = aguaje, corr = TRUE)
Importance of components:
PC1     PC2     PC3     PC4     PC5     PC6     PC7
Standard deviation 2.9219 1.00075 0.74569 0.47466 0.35663 0.25009 0.17876
Proportion of Variance 0.8095 0.09496 0.05273 0.02136 0.01206 0.00593 0.00303
Cumulative Proportion 0.8095 0.90449 0.95722 0.97858 0.99064 0.99657 0.99960
PC8     PC9
Standard deviation 0.06266 0.01645
Proportion of Variance 0.00037 0.00003
Cumulative Proportion 0.99997 1.00000
Este cuadro señala que la primera componente explica el 80.95% de la varianza
explicada, la segunda componente el 94.96%; y ambas acumulan el 90.449% de la
varianza total explicada.
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Por el criterio de Kaiser correspondería seleccionar las dos primeras CP, ya que ambas
son mayores a la unidad.
Figura 5.5 Gráfico de Sedimentación
En la Figura 5.5 se observa que a partir del tercer autovalor el grafico tiene una caída
más lenta, por lo que correspondería seleccionar solamente 2 componentes. Igual que en
el ACP Clásico se llega a la conclusión que debe seleccionarse 2 Componentes
Principales.
= −0.331 − 0.266 − 0.299 − 0.374 − 0.381 − 0.382 − 0.338 − 0.320 − 0.282= −0.053 + 0.597 − 0.315 − 0.025 − 0.082 + 0.023 − 0.124 + 0.521 − 0.495
e. A  fin de confirmar  la representatividad de las  variables  originales a través de  las
CP, se calcula la matriz de correlaciones entre las variables originales y las
Componentes Principales ⃗, ⃗ =
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⃗, ⃗ =
⎣⎢⎢⎢
⎢⎢⎢⎢
⎡−0.969 −0.053 0.026 −0.001 −0.0001 0.018 −0.045 0.056 0.000−0.078 0.589 −0.233 0.037 0.2392 0.009 −0.014 −0.004 0.000−0.874 −0.315 −0.029 −0.009 0.0664 −0.219 0.001 −0.003 0.000−1.094 −0.025 −0.022 −0.426 −0.0182 0.039 0.010 −0.008 0.000−1.113 −0.082 0.071 0.096 −0.0448 0.033 −0.055 −0.014 −0.011−1.117 0.023 0.594 0.084 0.0647 0.032 0.037 −0.007 0.003−0.987 −0.125 −0.192 0.094 −0.0965 0.031 −0.094 −0.017 0.007−0.937 0.521 −0.100 0.067 −0.2129 −0.050 0.076 0.003 0.000−0.826 −0.495 −0.305 0.108 0.0580 0.081 0.101 0.000 0.000 ⎦⎥⎥
⎥⎥⎥⎥
⎥⎤
Interpretación de las Componentes Principales:
La primera CP capta la relación que existe entre todas las variables, estas relaciones son
positivas y altas, podemos afirmar que la influencia de las 9 variables en la primera
componente son similares, lo que puede ser interpretado como un promedio de las
medidas realizadas al fruto, de modo tal que, cuando mayor sea el valor de esta
componente, mayor será el tamaño del fruto. En la segunda componente las variables
largo del fruto, peso del fruto y largo de la semilla tienen el mayor peso y son
contrastados con las otras variables; esta componente representa mejor a los frutos que
tienen la forma más alargada y las diferencia las que tienen la forma menos alargada.
5.2.3 Comparación entre ACP clásico y ACP robusto
A continuación se presentan gráficos comparativos entre el ACP clásico frente al ACP
robusto bajo el método MCD
Figura 5.6  Grafico de Sedimentación
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En la figura 5.6 las principales diferencia se observan en los autovalores 1 y 4; siendo
que las dos primeras CP  obtenidas con el método robusto MCD retienen mayor
variabilidad. De otro lado, la figura 5.7, muestra una gráfico comparativo entre los
gráficos de componentes para el ACP clásico, frente al obtenido con el método robusto
MCD; destacando que en el obtenido por el método robusto, se observa que los datos
están más concentrados.
Figura  5.7  Gráfico Biplot
Se presenta un cuadro que permite la comparación resumida de los valores obtenidos
para las principales estimaciones en el ACP tanto del método clásico como del método
robusto MCD, la cual está en función a las dos Componentes Principales seleccionadas
para el análisis.
ACP CLÁSICO ACP ROBUSTO MCD= 6.683= 0.741 = 8.537= 1.0015
=
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡−0.360−0.300−0.321−0.333−0.373−0.311−0.362−0.319−0.308⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤
=
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡−0.331−0.026−0.299−0.374−0.381−0.382−0.338−0.320−0.282⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤
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=
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡ 0.1190.6840.008−0.209−0.169−0.204−0.1290.42−0.457⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤
=
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎡−0.0530.597−0.315−0.025−0.0820.023−0.1240.521−0.049⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎤
Var. Explicada (%): 82.52 Var. Explicada (%): 90.44
Al comparar los resultados de ambos métodos, inmediatamente resalta la diferencia en
los valores de las estimaciones de los autovalores y autovectores; esto es evidente que
sucede porque el conjunto de datos presenta observaciones influyentes, las cuales han
sido detectadas en la tesis de Figueroa (2010) y que alteran dichas estimaciones. De otro
lado, se tiene que el método robusto MCD  muestra la dirección de máxima variabilidad
con mayor  fuerza, haciendo  que la primera CP retenga el 80% de la variabilidad total,
en tanto que con el método robusto, la primera CP retiene el 74% de la variabilidad
total. Dicha tendencia se sigue manteniendo porque las dos primeras componentes
robustas retienen el 90% de variabilidad mientras que las dos primeras CP del método
clásico  retienen el 80% de la variabilidad tota, del problema original.
5.3 SEGUNDA  APLICACIÓN: MUÑA
La segunda aplicación será al campo de la biología, para ello se dispone de una base de
datos de 100 plantas de Minthostachys, planta medicinal de los Andes, conocida con el
nombre de Muña.
Este conjunto de datos pertenece a una investigación realizada en el año 2004-2005,
conducida por un grupo de  científicos del Departamento de Etnobotánica y Botánica
Económica del Museo de Historia Natural y la Facultad de Ciencias Matemáticas de la
Universidad Nacional Mayor de San Marcos.
El estudio se realizó en la localidad de Unchos (Ancash) y en el distrito de Cajatambo
(Lima). Este estudio tuvo por objetivo realizar un análisis comparativo de la
caracterización del género de esta planta, utilizando diferentes técnicas multivariantes.
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Los resultados de esta investigación fueron publicadas por el equipo de científicos en la
revista Pesquimat (Gómez, D., et. al., 2008).
Este conjunto de datos ha sido analizado por Cañari (2010), quien mediante medidas de
influencia determinó que los datos 53, 64, 90, 97 y 100 deben ser considerados como
observaciones influyentes.
La Muña, es una planta medicinal que se manifiesta como un recurso valioso y de gran
potencial para la exportación, ya que la demanda por productos naturales está en
aumento (Cañari, 2010). Este género de plantas se desarrollan entre los 500 y 4000
msnm, y puede llegar a medir entre 1 y 1.5 m de altura, crece generalmente en los
bordes de las acequias y en terrenos húmedos.
La muestra aleatoria que se tomó consta de 100 plantas, a las que se le midieron las
siguientes variables:
: Largo del Peciolo
: Largo de la hoja
: Ancho de la hoja
5.3.1 Resultados del ACP Clásico
En el análisis exploratorio del conjunto de datos, se observó que existe diferencia 2 a
uno en la variable , largo de la hoja, en relación a las otras dos variables, motivo por el
cual se trabajará con la matriz de correlación de los datos originales.
Variables Media Desviación Típica Varianza
Longitud del Peciolo
Largo de la hoja
Ancho de la hoja
0.8315
3.4530
1.9475
0.5071
0.6976
0.4919
0.257
0.487
0.242
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Figura 5.8 Gráfico de cajas
Se observa que solamente la variable , longitud del peciolo, posee una observación
atípica.
Pasamos a analizar el gráfico de dispersión, en el que se puede observar que las
variables, ancho y largo de la hoja se encuentran altamente relacionados, no siendo así
la relación de estas variables con la longitud del peciolo.
Figura 5.9 Gráfico de dispersión
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Para analizar mejor las relaciones entre las variables se obtiene la matriz de
correlaciones: = 1 0.600 0.7090.600 1 0.7120.709 0.712 1
Se observa que todas las correlaciones son superiores a 0.60, esto indica que las
variables se encuentran altamente correlacionadas. Las mayores correlaciones se
presentan entre las variables ancho y largo de la hoja.
a. Autovalores de la matriz de correlaciones:= 2.349 0.400 0.251
b. Autovectores de la matriz de correlaciones:= 0.566 0.711 −0.4150.567 −0.702 −0.4290.597 −0.007 0.801
c. Componentes Principales seleccionadas:= 0.566 + 0.567 + 0.597= 0.711 − 0.702 − 0.007= −0.415 − 0.4295 + 0.801
d. Calcular la varianza total explicada y decidir el número de componentes a
seleccionar:
> summary(PCAAplicacion2)
Call:
PcaClassic(x = muna)
Importance of components:
PC1    PC2     PC3
Standard deviation     0.8839 0.3727 0.25673
Proportion of Variance 0.7923 0.1408 0.06685
Cumulative Proportion  0.7923 0.9332 1.00000
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Este cuadro señala que la primera CP explica el 79.23% de la varianza explicada; la
segunda componente el 14.08%; por el criterio de Kaiser correspondería seleccionar
solo una Componente, ya que solo la primera componentes es mayor a 1. Sin embargo,
se podrían seleccionar hasta 2 componentes, ya que éstas acumulan el 93.32% de la
variación explicada y la información que se perdería sería mínima (menor al 8%).
Figura 5.10 Gráfico de Sedimentación
En la Figura 5.10 se observa que entre la segunda y tercera componentes no hay mucha
diferencia, por lo que correspondería seleccionar 2 componentes.
e. Se calcula la matriz de correlaciones entre las variables originales y las Componentes
principales
⃗, ⃗ = 0.868 0.450 −0.2080.870 −0.444 −0.2150.916 −0.005 0.402
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Figura 5.11 Gráfico Biplot
De este análisis se desprende que la primera CP, , está referida al tamaño en promedio
de la hoja de la Muña, en tanto que la segunda componente, estaría referida a su forma.
Se diferencia dos grupos de hojas de muña, los de mayor longitud de peciolo y los que
tienen mayor largo de hoja.
Interpretación de las Componentes Principales:
La primera componente capta la relación que existe entre todas las variables, estas
relaciones son positivas y altas, se puede afirmar que la influencia de las 3 variables en
la primera componente son similares, que puede ser interpretado como un promedio de
las medidas realizadas a la hoja de Muña; es así que, cuanto mayor sea el valor de esta
componente, indicará que la hoja es de mayor tamaño. En la segunda componente se
contrasta el largo del peciolo frente al largo de la hoja de Muña, esto quiere decir, que
cuando más largo sea el peciolo, la hoja de la Muña será más corta. En esta componente
están mejores representados las hojas de muña que tienen el peciolo más largo y que
determina finalmente, la forma de la hoja de Muña.
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5.3.2 Resultados del ACP mediante el método robusto: MCD
A continuación se procede a realizar las comparaciones con el ACP Robusto-MCD:
Iniciamos comparando el vector de medias y la matriz de varianzas y covarianzas:
> mcd<-CovMcd(muna)
> mcd
Call:
CovMcd(x = muna)
-> Method:  Minimum Covariance Determinant Estimator.
Robust Estimate of Location:
peciolo  larghoja anchohoj
0.5346    3.1515    1.7125
Robust Estimate of Covariance:
peciolo  larghoja anchohoj
peciolo   0.06768  0.03676   0.04624
larghoja  0.03676  0.56083   0.16376
anchohoj  0.04624  0.16376   0.23842
Se observa que hay diferencia en el vector de medias, específicamente en la variable
largo del peciolo, que con el método MCD la media tiene el valor de 0.5346, mientras
que en el método clásico la misma variable tiene como media 0.8315.
Realizando el ACP-robusto con MCD en R-Project
>PCARobust<-PcaCov(muńa, corr=TRUE)
>PCARobust
Call:
PcaCov(x = muńa, corr = TRUE)
Standard deviations:
[1] 0.7963417 0.4205582 0.2364417
Loadings:
PC1        PC2         PC3
peciolo  0.09128499  0.2398079  0.96651913
larghoja 0.91634273 -0.4001918  0.01274762
anchohoj 0.38985003  0.8844991 -0.25627772
a. Autovalores de la matriz de correlaciones:= 0.634 0.177 0.056
b. Autovectores de la matriz de correlaciones:= 0.091 0.239 0.9660.916 −0.400 0.0120.389 0.884 −0.256
c. Componentes Principales seleccionadas:= 0.091 + 0.916 + 0.389= 0.239 − 0.400 + 0.884
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= 0.966 + 0.012 − 0.256
d. Se calcula la varianza total explicada y se decide el número de CP a seleccionar:
>PCARobust<-PcaCov(muńa, corr=TRUE)
>PCARobust
>summary(PCARobust)
Call:
PcaCov(x = muńa, corr = TRUE)
Importance of components:
PC1    PC2     PC3
Standard deviation     0.7963 0.4206 0.23644
Proportion of Variance 0.7315 0.2040 0.06449
Cumulative Proportion  0.7315 0.9355 1.00000
>
Analizando la proporción de las varianzas, así como la varianza total acumulada, se
concluye que se pueden seleccionar dos componentes, ya que estas alcanzan el 93.55%
de la varianza total explicada.
En la Figura 5.12 se observa que entre la primera y segunda componente hay un gran
cambio, mientras que en la segunda y tercera componente no hay mucha diferencia, por
lo que podría seleccionarse solamente las dos primeras CP:
Figura 5.12 Gráfico de Sedimentación
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La interpretación de las CP también varía, puesto que, para la primera CP, el largo de la
hoja está mejor representada, aunque todos los pesos son positivos, lo que puede
interpretarse como un promedio de las tres medidas.
La segunda componente, otorga menor importancia a la variable largo de hoja,
diferenciándola de las hojas que son más anchas  y que tienen el peciolo largo, quiere
decir, que en este análisis, cuanto más ancha sea la hoja de muña, más corta es la hoja
de muña, y su peciolo.
e. Se calcula la matriz de correlaciones entre las variables originales y las Componentes
Principales ⃗, ⃗ = 0.072 0.100 0.2280.729 −0.168 0.0020.309 0.371 0.060
5.3.3 Comparación entre ACP clásico y ACP robusto
A continuación se presentan gráficos comparativos entre el ACP clásico frente al ACP
robusto con el método MCD, en los cuales se puede observar que, al realizar el ACP
robusto utilizando el método MCD para esta segunda aplicación se observa que la
diferencia es notoria entre uno y otro método, ya que aparentemente estos datos no
tenían observaciones influyentes, de acuerdo a análisis de gráficos, sin embargo, posee
datos influyentes, tal como lo describe Cañari (2010)
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Figura 5.13 Gráfico Screeplot
En esta figura se observa que las CP obtenidas con el método robusto MCD retienen
mayor variabilidad, principalmente en la segunda componente a diferencia del obtenido
con el método clásico. De otro lado, en la figura 5.14 es posible diferenciar  de manera
más clara, dos grupos.
Figura 5.14 Gráfico Biplot
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El siguiente cuadro permite la comparación resumida de los valores obtenidos para las
principales estimaciones en el ACP tanto del método clásico como del método robusto
MCD, la cual está en función a las dos Componentes Principales seleccionadas para el
análisis.
ACP CLÁSICO ACP ROBUSTO MCD= 2.349= 0.400 = 0.634= 0.177= 0.5660.5670.597= 0.711−0.702−0.007
= 0.0910.9160.389= 0.239−0.4000.884
Var. Explicada (%): 93.32 Var. Explicada (%): 93.55
Al comparar los resultados de ambos métodos, se distingue rápidamente la diferencia
entre los estimadores clásicos y robustos de los autovalores y autovectores. Esto es
debido a que el conjunto de datos contiene observaciones influyentes, tal y como lo
demuestra Cañari (2010) y éstas llevan a estimaciones engañosas. De otro lado, se tiene
que el método robusto MCD muestra la dirección de máxima variabilidad con mayor
fuerza, aunque en este conjunto de datos la diferencia entre uno y otro método es
mínima, ya que la primera CP retiene el 79,23% de la variabilidad total en el ACP
clásico, mientras que con el método robusto retienen el 73,15%, la diferencia se
encuentra en la segunda componente que retiene el  14.08% de la variabilidad total en el
ACP clásico, frente al 20.4% en el ACP robusto.
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CONCLUSIONES
1. Se comprobó que la metodología MCD es sencilla de utilizar, y permite detectar
mejor datos atípicos a nivel multivariado, evitando los efectos de
enmascaramiento y de encubrimiento.
2. En las aplicaciones se verificó que el Análisis de Componentes Principales
robusto determina una combinación lineal de las variables originales que
contienen la mayor cantidad de información, en particular cuando el conjunto de
datos presenta observaciones atípicas.
3. En los casos aplicativos realizados se evidencia la ventaja del uso de los
estimadores robustos MCD, dado que las Componentes Principales obtenidas
explican mejor la variabilidad, ante la presencia de datos atípicos.
4. En la primera aplicación, referida al fruto aguaje, se seleccionó dos CP en ambos
métodos, tanto en el ACP clásico como en el ACP robusto MCD. En la matriz
de correlaciones entre las variables original y las Componentes Principales, se
observa que en el caso del ACP clásico la primera componente está altamente
relacionada con todas variables, en tanto que en el método robusto las CP están
altamente relacionadas con todas las variables que determinan el tamaño del
fruto: peso del fruto, ancho del fruto, peso de la semilla largo y ancho de la
semilla, mientras que con el método robusto MCD, se obtienen CP más
eficientes, que permiten crear indicadores, en este caso del tamaño del fruto, y
de la forma del fruto en contraste con el ACP clásico cuya primera CP está
altamente relacionada con todas las variables de modo que no permite
representar un aspecto en concreto del fruto, esto debido a que la data presenta
observaciones influyentes según se determinó en otros estudios.
De manera similar en la segunda aplicación, referida a la planta denominada
Minthostachys, en la primera CP obtenida bajo el método clásico no es posible
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conseguir un indicador eficiente de la planta, ya que esta CP está altamente
correlacionada con las tres variables, recién en la segunda CP bajo este método
se correlaciona inversamente el largo del peciolo con la forma de la hoja. Sin
embargo con el ACP robusto MCD es posible conseguir en la primera CP un
indicador eficiente, ya que se encuentra altamente correlacionado con el largo de
la hoja, mientras que la segunda CP bajo este método, la componente se
correlaciona inversamente con el largo del peciolo y el ancho de la forma. La
diferencia es debida a que la data presenta observaciones influyentes, como se
determinó en otros estudios.
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ANEXO
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USO DEL PROGRAMA R-PROJECT EN EL DESARROLLO DE
TEMA DE INVESTIGACIÓN
Sobre R-Project
R-Project es un software de licencia gratuita, presenta un entorno sencillo de utilizar,
además que es un proyecto de código abierto los que siempre están disponibles para que
sean vistos, revisados y/o modificados. Es un software que funciona en todos los
sistemas operativos. La página web oficial del Proyecto R así como el software se
encuentran disponibles en http://www.r-project.org/.
Instalación del Programa
Se ha trabajado con la versión 2.14.1 para Windows, el cual se puede descargar desde
http://www.vps.fmvz.usp.br/CRAN/ una vez instalado el software debe dirigirse al
menú Paquetes—set CRAN Mirror, elegir un país de la lista que se le presenta, y
esperar a que se instalen los principales paquetes que son subprogramas con los que más
adelante se obtendrán los cálculos estadísticos que se solicitarán mediante comandos.
Primeros pasos
Los datos trabajados en esta investigación, han sido ingresados algunos de manera
manual, y otros solicitando a R-Project la lectura de datos de otros programas como
SPSS o Excel.
Interface de R-Project
Se distingue una ventana inicial a la cual llamaremos “consola”
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Otra ventana que se utilizará es la llamada SCRIPT, esta ventana se abre oprimiendo las
teclas Ctrl+O o en FileOpen Script, esta venta permite escribir los comando que
podemos guardar para ser utilizados en otras oportunidades. Para la ejecución de
comandos es necesario oprimir las teclas Ctrl+R o la tecla F5.
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Ingreso de datos
Para ingresar datos no agrupados se digita de la siguiente manera.
Nombre_de_la_variable<- c(dato1, dato2, dato3, …. daton)
Para guardar la data, es preferible digitarla en la ventana del editor o Sript. Caso
contrario se digita en la ventana principal de R-Project, pero teniendo en cuenta que la
información una vez cerrado el programa no se guardara automáticamente.
Paquetes
Los paquetes son subprogramas que deben cargarse al R-Project antes de ser ejecutados.
Los paquetes se pueden descargar individualmente, en caso de conocerse el nombre del
paquete, o puede descargarse todo un conjunto de paquetes desde el menú principal,
Paquetes (Packages)->set CRAN Mirror, elegir un país de la lista que se le presentará,
luego esperar a que los paquetes se instalen automáticamente. En caso que se requiera
de un paquete y este no se encuentre instalado, también es posible dirigirse a la página
web oficial, buscar el link “paquetes” y  descargarlo una vez que se conoce el nombre
del paquete.
Uno de los paquetes más utilizados es MASS, y para saber que funciones contiene este
paquete basta con digitar en la ventana principal de R-Project el comando help.start( )
Es recomendable instalar varios paquetes en simultáneo, para ya tenerlos en la
computadora y en caso de necesitarlos solo cargarlos.
Es necesario escribir en la ventana principal de R el siguiente comando.
Install.packages(“Rcmdr”, dependencias=TRUE)
esperar a que se instalen todos los paquetes.
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Calculo de índices resistentes
> ###Ejemplo de indicadores descriptivos resistente
> ### Descripcion de la funcion Media Winsorizada
> Wp<-function(data, p)
+  {
+      data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+          stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+      ((g+1)*data[g+1]+sum(data[(g+2):(n-g-1)])+(g+1)*data[n-g])/n
+  }
>
###Calculo de la Suma de Desviaciones Cuadraticas Winzorizadas
> SDCw<-function(data,Wp, p)
+ {
+     data <-sort(data[!is.na(data)])
+     if ((p < 0) | (p>0.5) )
+         stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+     n<-length(data)
+     g<-trunc(p*n)
+     datn<-(data[(g+2):(n-g-1)]-Wp)^2
+     DesvW<-((g+1)*(data[g+1]-Wp)^2)+sum(datn)+(g+1)*(data[n-g]-Wp)^2
+     DesvW
+ }
> ###Calculo de la Varianza Winsorizada
> S2w<-function(data,SDCw)
+ {
+     data <-sort(data[!is.na(data)])
+     n<-length(data)
+     SDCw/(n-1)
+ }
>
> ###Calculo de la Media Recortada
> Tp<-function(data,p)
+  {
+      data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+          stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+      sum(data[(g+1):(n-g)])/(n-2*g)
+  }
> montos1<-c(104,127,152,191,222,105,136,157,197,224,108,136,157,
+ 201,225,113,145,158,204,228,115,148,165,205,235,117,148,165,205,239,
+ 119,148,168,209,245,119,148,178,209,247,125,148,178,217,265,
+ 125,150,179,221,800)
>
> ###Calculo de la desviación Recortada
> St<-function(data,S2w,p)
+  {
+      data <-sort(data[!is.na(data)])
+      n<-length(data)
+      if ((p < 0) | (p>0.5) )
+         stop("no se puede calcular p<0 ó p>0.5, cambie el valor de p")
+      g<-trunc(p*n)
+    S2w/(n*(1-2*g/n)^2)
+
+ }
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### calculo de la desviacion media
Dm<-function(data)
{
data <-sort(data[!is.na(data)])
n<-length(data)
sum(abs(data[1:n]-mean(data)))/n
}
Calculo de Estimadores Robustos
Para calcular el M-estimador Huber es necesario cargar el paquete robustbase y dar las
siguientes indicaciones:
### Descripcion de la funcion Tri-Media de Tuckey
TriMedia<-function(data)
{
data <-sort(data[!is.na(data)])
n<-length(data)
(1/4)*(data[(n/4)+1]+2*median(data)+data[n-(n/4)])
}
summary(montos)
TriMedia(montos)
###Descripcion de la funcion estimador Hodges-Lehmann
HL<-function(data)
{
data <-data[!is.na(data)]
n<-length(x)
nuevadata<-c()
for (i in 1:n) for(j in i:n) nuevadata<-
append(nuevadata,(data[i]+data[j])/2)
median(nuevadata)
}
HL(montos)
Análisis de Componentes Principales Clásico con la data Iris
library(MASS)
library(base)
data(iris)
X<-as.matrix(iris[,1:4])
X
#ESTADISTICAS BASICAS
cat("\n Estadisticas Basicas\n")
print(summary(X))
cat("\n Vector de Medias Estimado\n")
print(apply(X,2,mean))
Media=apply(X,2,mean)
Media
cat("\n Matriz de Covarianzas Estimada\n")
sigma=var(X)
sigma
print(var(X))
cat("\n Desviacion estandar\n")
print(apply(X,2,sd))
cat("\n Grafico de Cajas\n")
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boxplot(X,cex.axis=0.75)
#OBTENCION DE LOS AUTOVALORES  DE SIGMA
cat("\n Autovalores\n")
eigen(sigma)$value
#OBTENCION DE LOS AUTOVECTORES DE SIGMA
cat("\n Autovextores\n")
eigen(sigma)$vector
###OBTENCION DE LAS COMPONENTES PRINCIPALES
cat("\n Componentes Principales\n")
CP<-PcaClassic(X)
CP
summary(CP)
###GRAFICOS
screeplot(CP,type="lines",main="Screeplot:ACP Clásico", sub="data iris")
biplot(CP,main="Classical Biplot", col=c("gray55","red"))
###DISTANCIAS DE MAHALANOBIS
D2 <- mahalanobis (X, Media, sigma)
D2
plot(D2)
###GRAFICO DE DISTANCIA MAHALANOBIS ETIQUETADO
plot(CP)
mcd<-CovMcd(X)
mcd
summary(mcd)
plot(mcd,which="dd")
# para 4 graficas simultaneas
par(mfrow=c(2,2))
par(mfrow=c(1,1))
library(stats)
princomp(X)
###Proyeccion Pursuit cargar pcaPP y requiere PccaRobust
summary(PCAproj(X))
summary(PCAgrid(X))
###GRAFICO DE ELIPSE
plot(CP,which="tolEllipsePlot")
plot(CovMcd(delivery[,1:2]),which="tolEllipsePlot",classic=TRUE)
data(delivery)
delivery
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Análisis de Componentes Principales Robusto MCD  con la data Iris
#####ACP ROBUSTO CON EL METODO MCD
library(MASS)
data(iris)
X<-as.matrix(iris[,1:4])
X
CovMcd(X)
mcd<-CovMcd(X)
summary(mcd)
AcpRobust<-PcaCov(X)
AcpRobust
summary(AcpRobust)
#solo el screeplot de MCD
screeplot(AcpRobust,type="lines",main="Screeplot:ACP Robusto", sub="data
iris")
###grafico biplot
biplot(AcpRobust,main="Robust Biplot", col=c("gray55","red"))
###GRAFICO DISTANCIA-DISTANCIA
plot(mcd,which="dd")
###GRAFICOS COMPARATIVOS
plot(CovMcd(X),which="screeplot",classic=TRUE)
par(mfrow=c(1,2))
biplot(CP,main="Robust Biplot", col=c("gray55","red"))
biplot(AcpRobust,main="Robust Biplot", col=c("gray55","red"))
Comandos utilizados en la primera aplicación: Aguaje
#Abrir paquete MASS y BASE
read.csv("F:/TESIS PATRICIA/data/aguaje.csv",header=T)
aguaje<-read.csv("F:/TESIS PATRICIA/data/aguaje.csv",header=T)
attach(aguaje)
summary(aguaje)
#ESTADISTICAS BASICAS
cat("\n Estadisticas Basicas\n")
print(summary(aguaje))
cat("\n Desviacion Estandar\n")
print(apply(aguaje,2,sd))
cat("\n Diagrama de Cajas\n")
boxplot(aguaje,cex.axis=0.75)
cat("\n Matriz de Varianzas y Covarianzas\n")
sigma=var(aguaje)
sigma
cat("\n Matriz de Correlaciones \n")
rho=cor(aguaje)
rho
#GRAFICO DE NUBES
plot(aguaje,na.rm=T)
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###ACP CLASICO muestra los CP y son los autovectores
eigen(rho)$value
PCAAplicacion1=PcaClassic(aguaje)
PCAAplicacion1
#la siguiente accion me mostrara un resumen de las CP, importancia de las
componentes
Sd, propocion de varianza y varianza acumulada
summary(PCAAplicacion1)
plot(PCAAplicacion1)
#obtener solo los autovectores
getLoadings(PCAAplicacion1)
#obtener solo los autovalores
getEigenvalues(PCAAplicacion1)
#Los scores
predict(PCAAplicacion1)
screeplot(PcaClassic(aguaje),type="lines",main="Screeplot:Classical PCA",
sub="data aguaje")
#Biplot PC1 vs PC2 CLASICO
biplot(PcaClassic(aguaje,corr=TRUE),main="Classical Biplot",
col=c("gray55","red"))
usr<-par(mfrow=c(1,2))
plot(PcaClassic(aguaje,k=2),sub="data set=aguaje,k=2")
par(usr)
######ACP ROBUSTO USANDO MCD ########
#cargar el paquete ROBUSTBASE, RRCOV y STATS
mcd<-CovMcd(aguaje)
mcd
summary(mcd)
plot(mcd,which="dd")
PCARobust<-PcaCov(aguaje, corr=TRUE)
PCARobust
summary(PCARobust)
screeplot(PcaCov(aguaje, corr=TRUE),type="lines",main="Screeplot:Robust PCA-
MCD", sub="data aguaje")
biplot(PcaCov(aguaje,corr=TRUE),main="Robust Biplot", col=c("gray55","red"))
plot(CovMcd(aguaje),which="screeplot",classic=TRUE)
