Abstract. This study reports about the detection of non-natural
Introduction
The goal of this paper is to present a new ridgelet-based procedure for the detection of non-natural ͑man-made͒ structures in images of outdoor natural scenes and to report comparative results. The comparison is done with respect to the use of local ridgelet transform ͑RIT͒, 1,2 Gabor transform ͑GT͒, and linear discriminant analysis ͑LDA͒, kernelbased LDA ͑KLDA͒, or a support vector classifier ͑SVC͒.
There were two motivations behind this work: ͑1͒ a need expressed to us by a local academic organization in landscape and environmental design for a system that could automatically identify natural outdoor scenes with nonnatural structures, and ͑2͒ a desire to contribute to the development of semantically meaningful segmentation tools for object-based image retrieval ͑OBIR͒. The identification of image regions that correspond to objects is a key issue to resolving the semantic gap in OBIR ͑i.e., the disparity between the content of retrieved information and the user's interpretation of that information 3 ͒. This is one of the major topics in the development of human-centered OBIR systems. 4, 5 The problem of segmenting non-natural objects in landscape scenes is difficult because natural environments contain a large amount of clutter. Our approach was inspired by a recent work on scene categorization based on the use of GT and spectral shapes. 6 From these shapes, generic image categories of natural scenes, like "naturalness" or "openness," can be identified. In a recent paper, we proposed to use the RIT to overcome some drawbacks of the GT when applied to discontinuities along a curve. 7 We did this in conjunction with a discriminant analysis ͑DA͒ for learning spectral shapes. In addition, our scheme was designed to apply to images of nondyadic dimension. A similar idea was reported later by other authors but based on SVC. 8 The main reason for using ridgelets, and more generally multiscale harmonic analysis like curvelets 9 and contourlets, 10 is that these approaches provide a more efficient representation of natural images. This goes back to the work of Donoho, who has shown that ridgelet coefficients are highly sensitive to the geometric content of the image ͑i.e., the presence of straight lines͒. 11 In fact, ridgelets provide a redundant and sparse representation that is more efficient than 2-D wavelet transform ͑WT͒ for representing linear singularities. 11 In addition, the sparseness of the RIT coefficients changes significantly according to the geometric content of the image ͑i.e., the presence of straight or curved lines͒. Other advantages of the RIT include ͑1͒ fast runtime due to the intensive use of fast Fourier transform ͑FFT͒, ͑2͒ simple and fast inverse transform, and ͑3͒ fine directional resolution.
Recently, a few publications have directly addressed the problem of man-made object detection in natural images. [12] [13] [14] In Ref. 12 , the authors used a multiscale graphical model, known as a tree-structured belief network ͑TSBN͒ or multiscale random field ͑MSRF͒, to detect manmade structures. This approach was extended in Ref. 13 using dynamic TSBN ͑DTSBN͒ to overcome the "blocky" segmentation of the TSBN approach that results from the fixed structure of the nodes. In Ref. 14, a more classical approach was proposed that uses texture descriptors and anisotropic diffusion. The algorithm combines hierarchical splitting, agglomerative merging, and pixelwise classification to obtain rough man-made object segmentation. However, our approach does not build on any of these works.
Instead, it is based on our previous work that demonstrated how global outdoor scene classification, using local RIT and DA, could allow localization of artificial objects in natural scenes. 7 A similar work using RIT and SVC was reported recently but with the important assumption that buildings are known to be present a priori. 15 We do not make this assumption in our work. This paper is organized as follows. Section 2 gives an overview of the continuous RIT and the discrete implementation we reported in Ref. 7 . Section 3 describes the methodology and databases used for training and testing. Finally, Sec. 4 presents performance results in terms of detection rate ͑DR͒, false alarm rate ͑FAR͒, and receiver operating characteristic ͑ROC͒ curves.
Theoretical Background
This section briefly reviews the theoretical background about RIT and the practical discrete implementation scheme we proposed in Ref. 7 . We refer the reader to seminal works for more details on RIT. 1, 2 The continuous RIT of an image I͑x 1 , x 2 ͒ is the projection of I onto a standard wavelet basis oriented along the lines x 1 cos + x 2 sin = b. That is,
The RIT is similar to a 2-D WT except that the localization parameters are not the point coordinates but rather the line parameters ͑b , ͒. Lines and points in a plane can be related through a radon transform ͑RAT͒,
͑3͒
So RIT, represented by Eq. ͑1͒, can be reformulated in terms of RAT as follows: 
͑4͒
Equation ͑4͒ simply states that the RIT is the 1-D WT of a RAT. 2 For efficient numerical implementation, one expresses Eq. ͑4͒ in terms of the Fourier transform ͑FT͒ via the Fourier projection-slice theorem. The FT of a RAT can be written as
where the "hat" denotes the 2-D FT of the image I. Equation ͑5͒ states that the RAT for a given orientation can be derived from the inverse 1-D FT of the radial lines of Î. Thus, Eq. ͑5͒ can be rewritten in the frequency domain as 4 Example of relation between the energy of the ridgelet coefficients and the geometrical contents of an image. White boxes on the Fourier spectrum ͑white boxes in bottom part͒ are regions that generate strong ridgelet coefficients at various scales, corresponding to strong geometric features within the image. The curves show the energy at various angles and scales. The energy maxima correspond to elements in the image representing strong geometrical content.
͑6͒
For a discrete numerical implementation of Eq. ͑6͒, the rectangular grid of the spatial frequency plane must be mapped onto a polar grid. We use the simple approach proposed in Ref. 16 that maps a rectangular grid to a rectopolar grid using a nearest-neighbor assignment. To this aim, the radial lines are divided into two categories: ͑1͒ the quasi-horizontal lines corresponding to the angular domain ⌰ h = ͓− / 4, / 4͔, and ͑2͒ the quasi-vertical lines for ⌰ v = ͓ / 4,3 / 4͔. Each point of the recto-polar grid within the ⌰ h ͑respectively, ⌰ v ͒ domain is then assigned the value of the nearest-neighbor point of the rectangular grid along the vertical ͑or horizontal͒ axis.
For rectangular images, the angular domains are dependent on the height ͑H͒ and width ͑W͒ of the image. That is, The RIT of an image can thus be decomposed into two images of dimensions H ϫ W and W ϫ H, which can be noted by RIT I ͓j͔,h ͑m , n͒ and RIT I ͓j͔,v ͑m , n͒, respectively ͑Fig.
1͒. The parameter j is the scale index ͑j =1,2,3, ...J͒, and ͑m , n͒ are the coordinates of the RIT pixel. The index m labels the orientation angle of the RIT. The RIT thus generates a total of 2 ϫ W ϫ H coefficients for each scale j. Finally, we use the undecimated version of the 1-D WT to preserve the translation and maximize the RIT redundancy. Figure 1 gives a schematic representation of the numerical implementation expression by Eq. ͑6͒. Given an image I ͑top left͒, the RIT ͑bottom right͒ is calculated following the clockwise path ͑arrows͒ rather than the counter-clockwise path ͑dashed arrow͒, which schematically represents Eq. ͑4͒. ͑The full arrow path is the most efficient because it is based on a minimum number of FTs. The dotted arrow path is a less efficient way because it necessitates the calculation of a RAT.͒ At each scale, two transformed images are calculated for each interval expressed in Eq. ͑7͒. A radial line in the FT image Î ͑bold line in top-right rectangle͒ is mapped into a horizontal line in the RIT images. The two horizontal dashed rows in the bottom-left rectangles correspond to the radial angles 90 deg and 0 deg, respectively.
Methodology 3.1 Preprocessing
The grayscale version of an image is first filtered to locally enhance the high-frequency information using a technique proposed in Ref. 17 ͑Fig. 2͒. The filter response is given by
where I is the image patch, LP is a low-pass Gaussian filter, and HP is the complementary high-pass filter ͑HP =1 − LP͒. The parameter ͑set to 20 in our implementation͒ prevents singularity in perfectly homogeneous regions. The filter enhances textural information in low-contrast areas ͑e.g., shadows͒ and limits the variability of lighting conditions.
Feature Extraction
We use the ridgelet coefficients as features. First, we calculate the normalized directional energy and skewness of the ridgelet coefficients ͑i.e., the normalized directional moments of orders p = 2 and 4͒ along various orientations ͑Fig. 3͒ and for each scale j. These are given by
where p =2,4 and S p ͓j͔ is the equivalent gain of the wavelet transform at scale j. The behavior of the ridgelet coefficients' energy as a function of the image content is illustrated in Fig. 4 .
Second, as proposed in Ref. 6 , we use a symmetry property of the directional moments to artificially double the size of the training set by duplicating all images and restricting the calculation of the feature vectors within the range 0 ഛ ഛ 90 deg. In fact, the effect of a horizontal mirror operation on the image induces a flip on the value of the Fig. 5͒ . Thus, the components of the feature vector in the range 0 ഛ ഛ 90 deg are the same as those of the mirror images in the range ͑−45 ഛ ഛ 0 deg; 90ഛ ഛ 135 deg͒. Finally, since the domains ⌰ h and ⌰ v depend on the image size, it is necessary to resample the feature vectors at the same resolution angle ⌬ in order to obtain the same vector dimension for all images. The final feature vector at scale j is thus of dimension 90 deg/ ⌬.
Feature Reduction
A principal component analysis ͑PCA͒ is applied to the feature vectors to compress the feature space. Only the components representing 95% of the total variance are kept. The RIT is performed with four levels ͑J =4͒ and an angular resolution ⌬ = 1 deg. Once projected in the PCA subspace, the vector dimension is reduced from 360 ͑=4 ϫ 90/ 1͒ to 76. We found in our tests that the PCA step was useful because it removed noise from the feature vectors and prevented overfitting during training, making the classifier ͑the next step͒ more robust to slight feature variations.
Statistical Learning
Finally, statistics of the two-class problem are learned using a LDA or a KLDA with a Gaussian kernel. 18 Both LDA and KLDA were used in our tests to compare classification performances ͑see Sec. 4͒. In the remainder of the paper, we use the terms subspace LDA ͑sub-LDA͒ and sub-KLDA to refer to the PCA projection. Once the classifier has been trained to discriminate natural and artificial image patches, it can be applied to outdoor images to locally characterize the "naturalness" of the visual content. We applied an RIT on the entire image over blocks of 64ϫ 64 pixels with an overlap of 32 pixels. These values were chosen because they provided a good tradeoff between spatial resolution, localization of the information, and processing time.
Dataset Description 4.1 Training Dataset
Our training database was composed of 6,009 image patches of 64ϫ 64 pixels with 3,078 elements manually labeled as natural and 2,931 as artificial. Half of this dataset was kept for training and the other half for validation, which served to confirm the optimal choice of parameters and the training convergence ͑Table 1͒. These patches were randomly extracted from a set of about 580 images acquired by a research partner to develop a scouting system for the film and tourist industries. 20 Images were acquired following a strict procedure ͑well framed, correct orientation and exposition, etc.͒. The image set was composed of various types of outdoor natural scenes ͑urban, suburban, landscape, seascape, etc.͒, with or without buildings or other man-made structures. 
Test Sets and Ground Truth
Our first test set ͑test set I͒ was composed of 83 images, of which about 50% come from the same source as the training set ͑but with no overlap with the training set͒. The second test set ͑test set II͒ was composed of 40 images taken from the Flickr website. The pictures were smaller ͑512 pixels in width͒ than those of test set I and had variable quality and a strong JPEG compression. A ground truth was built by hand for the test sets to assess performance. Figure 7 gives an example of the way the ground truth was manually done on a sample image of the test set. The ground truth was used to generate a binary mask ͑Fig. 7͒ where each pixel of the test image was labeled as natural or artificial. However, since the classifier training was done on image patches of 64ϫ 64 pixels with a 32-pixel overlap ͑thus, at a 32ϫ 32 scale͒, the pixel-level mask had to be mapped to that coarser scale. We did this as follows. For each of the 64ϫ 64 blocks of the binary mask, we calculated the fraction of artificial pixels in it ͑the number of pixels belonging to the artificial object divided by 64 2 ͒. Second, we merged the fractions from overlapping blocks using a cosine-based weighting function ͑see Ref. 17 for details͒ to obtain a fractional value of "naturalness" at the 32ϫ 32 resolution. A block ͑rather than a pixel͒ was then labeled as artificial if the fraction was equal to or larger than a given threshold T. We set T to 50%, 75%, and 100% for the tests to get various object boundaries ͑a threshold of 100% would label all the blocks as natural except those that were 100% inside the original mask im- Table 3 Performance on test set II for block classification. age͒. Thus, each threshold T corresponded to a different ground truth image for which the non-natural object border slightly varied.
Results
In this section we present performance results of our approach and compare them with other standard feature/ classifier combinations. We first give a quick indication of performance on the validation set, then on two different test sets. Our aim here is not to compare different classifiers, but rather the performance of the ridgelet features against Gabor ones for a given classifier. Table 1 shows a typical classification performance obtained on the validation set for the identification of the image patches. Ridgelet parameters were set to J =4, p = 2 and 4, and ⌬ = 0.5 and 1.0. Gabor parameters were the same used in Refs. 6 and 17: 24 orientations and 5 dyadic frequency bands ranging from 0.02 to 0.32 cycles/image, resulting in a feature vectors dimension of 120. DR gives the percentage of "artificial" ͑non-natural͒ image patches correctly classified. FAR is the percentage of "natural" image patches labeled as "artificial."
Performance on Validation Set
The ridgelets+ sub-KLDA method provided good performances ͑DR= 96.4 and FAR= 9.4͒. Note that when the PCA projection was not done, we got a lower DR ͑92.0%͒ and a higher FAR ͑11.31%͒ for p = 2 and ⌬ = 1. This indicates the usefulness of the PCA projection. We also calculated performance with SVC using the same library as in Ref. 8 ͑see also Ref. 18 for accessing the public library͒. The two parameters required for SVC ͑the penalty parameter C and the kernel scale factor ␥͒ were determined separately for the ridgelets and Gabor approaches by following the multigrid procedure described in Ref. 21 so that the RR value was maximized on the validation set. Performances on the validation set were all good, but this set served only to confirm the optimal choice of parameters and track the training convergence. The real performance measures are given in the following test sets.
Performance on Test Sets
For the test sets, we first calculated the detection performance in terms of image patch ͑block͒ classification ͑natu-ral and man-made͒, and second, of the man-made object segmentation as a whole. Performances were also evaluated in terms of area under the ROC curve ͑AUC͒, because there Table 4 AUC estimated for the test sets for block classification. n a and n n are the number of artificial and natural blocks, respectively. ⌬AUC is the approximate confidence interval at the 95% confidence level. 24 is growing evidence in the literature the AUC that constitutes a more consistent and reliable measure for machine learning algorithm evaluation.
T
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Performance of image patch classification on test sets
For each patch, we computed the probability of containing artificial content. The probability map for the entire image was built using a cosine-based weighting function, as in Ref. 17 , which provides a good probability map estimate, especially in regions made of blocks with mixed content ͑e.g., 50% artificial͒. Because of the overlap, the effective resolution at which the decisions were taken was 32ϫ 32 blocks formed by the intersection of the 64ϫ 64 tiles. Tables 2 and 3 show the DR and FAR for the classification of the image patches on test sets I and II, respectively, and for three different thresholds T. As expected, the DR and FAR increased as T increased. The best results for the ridgelets+ sub-KLDA method were obtained for ⌬ = 1 deg. p = 2 and sub-KLDA. The ridgelet+ sub-SVC method had slightly better DR performances on test set I but with a higher FAR. However, the ridgelets+ sub-SVC method performed worse than ridgelets+ sub-KLDA on the lower-quality images ͑Table 3͒. Lower recognition rates on test set II can be explained in part by the fact that the images were smaller ͑i.e., smaller objects to detect͒ and noisier due to the JPEG compression. The blocky effects of the JPEG compression can be amplified by the preprocessing filter within the featureless image regions ͑e.g., sky͒.
The performance trend is summarized in Fig. 8 , which clearly shows that, overall, classification results improved with ridgelet features instead of Gabor ones, irrespective of the classification method used. This is because RIT provided a much finer directional analysis of the image spectrum compared to the GT.
In Tables 2 and 3 , a Bayesian decision threshold of 0.5 was used to construct the probability map of the natural/ artificial two-class problem. Other decision thresholds gave different results, as illustrated by the ROC curve in Fig. 9 for p =2, ⌬ = 1 and sub-KLDA classification ͑we obtained similar results for other parameter combinations͒. Detection performances are dependent on the degree of "artificialness" of the patches, as can be seen in Fig. 9 , where the ROC curve degrades when mixed patches are considered. The area values under the ROC curves are given in Table 4 , as well as an approximate confidence interval estimate at the 95% confidence proposed by Agarwal et al. 24 The AUC number was globally larger for ridgelets than Gabor ͑a larger number is an indication of better performance͒.
Finally, Fig. 10 shows a typical segmentation result ob- tained from four images of test set I for p =2, ⌬ =1, T = 50%, sub-KLDA, and sub-LDA. Overall, the detected man-made object boundaries were quite similar to the ground truth. False alarms were caused mainly by natural objects in the foreground that had some geometric features ͑e.g., rocks with sharp edges͒. Increasing T to 100% improved the confidence of the image block classification but reduced the surface of the detected man-made regions.
Performance of object classification on test sets
We also measured the detection performance in terms of the whole non-natural objects. To this aim, we first built a bounding box around each region of interest ͑ROI͒ of the ground truth object after applying the threshold T. Within each object ROI ͑white rectangles in Fig. 11͒ , we computed the fraction of the 32ϫ 32 image patches well classified as artificial on the detected probability map inside that ROI. If at least 50% of the blocks within the object were detected, we considered that the object had been correctly detected. If a group of connected 32ϫ 32 image blocks were detected and did not overlap an object ROI, it was counted as an object false alarm. Note that a lesser performance in terms of 32ϫ 32 block detection does not necessarily translate to a degraded object detection as long as at least 50% of the object was identified. Tables 5 and 6 summarize the object detection performances for various feature/classifier combinations at a Bayesian decision threshold of 0.5 ͑ridgelet parameters were set to p = 2 and ⌬ =1͒. Note that as T increased, the number of objects considered to be ground truth decreased. Globally, the best DR and FAR combination appears to be for ridgelets. Gabor features gave the worst results in terms of FAR.
Conclusion
We have reported about a method based on the local RIT for the detection of non-natural objects in images of landscape scenes. The best test result for the classification of image blocks using ridgelets+ sub-KLDA was obtained for an angular sampling rate of 1 deg and directional moments of order 2. This performance was comparable to that of ridgelets+ sub-SVC on test set I but was better for lowerquality images ͑test set II͒. In terms of object detection, ridgelets gave better results than Gabor features, and with better false-object detection.
The Ridgelets+ sub-KLDA performances were also compared to other recent published results using different and more complex statistical learning approaches ͑e.g., Refs. 12 and 14͒ on similar databases. However, those latter methods are more complex to implement/train ͑multi-scale Markov random field, dynamic trees, etc.͒. Here, we concentrated on comparing ridgelets against Gabor features for standard classifiers ͑LDA, KLDA, or SVC͒ because they are the most often used in practical applications. We have shown that combining ridgelets features with those standard classifiers provides a simple approach that gives performance results comparable or even better than other features/classifier combinations. The difference is not very large, but the trend is there. In addition, and at least of equal importance, ridgelets have the advantage of a simple feature-extraction procedure. Fig. 11 For the object detection performance, we computed the fraction of pixels well classified on the probability map within the ROI that delimited each object ͑white boxes͒. ͑a͒ Isolated nonconnected objects on the ground truth image, ͑b͒ fraction of pixels well classified as artificial on the probability map for T = 50%. Obviously there is room for improvement and future work. The RIT was implemented in the Fourier space to provide a fast computation time. Typically, the processing task takes less than 2 sec of computer processing time for a 1000ϫ 1000-pixel image using MATLAB on a 2.8-GHz processor. This processing time could easily be reduced by a factor of 10 with a C or Cϩϩ implementation. Also, color information could be used as an additional feature input. Finally, tests with kernels other than Gaussian ͑for the KLDA͒ could also be explored.
