We propose an accurate, distributed localization method that uses the connectivity measure to localize nodes in a wireless sensor network. The proposed method is based on a self-organizing isometric embedding algorithm that adaptively emphasizes the most accurate range of measurements and naturally accounts for communication constraints within the sensor network. Each node adaptively chooses a neighborhood of sensors and updates its estimate of position by minimizing a local cost function and then passes this update to the neighboring sensors. Simulations demonstrate that the proposed method is more robust to measurement error than previous methods and it can achieve comparable results using much fewer anchor nodes than previous methods. key words: wireless sensor network, localization, manifold algorithm
Introduction
Large-scale sensor networks with thousands of wirelessly connected sensor and actuator nodes are becoming a reality [1] , and some applications of wireless sensor networks (WSNs) involve a very large number of densely deployed nodes in their sensing field. Typical applications for WSNs include sending messages to a node at a given location (without knowing which node or nodes are there, or how to get there), retrieving sensor data from nodes in a given region, and finding nodes with sensor data in a given range. Most of these applications require the knowledge of the positions of the nodes, or at least their relative positions. Since the network consists of thousands of nodes, it is unlikely that the position of each node is predetermined. Nodes can be equipped with a global positioning system (GPS) to obtain their absolute positions. However the most of GPS device for position is a key factor. A method eliminating the need for additional positioning hardware such as GPS and ultrasound devices can widen the application space of WSNs. In this paper, we present a method for computing the locations of nodes given only basic connectivity information that describes which nodes are within the communication range of each other. Such information is more omit to be available in practice. This method, named SIEMAP, has three steps. First, the connectivity information of wireless sensor networks is required, and an all-pairs shortest paths algorithm is used to roughly estimate the distances between each possible pair of nodes. Then a multidimensional scaling (MDS) technique from mathematical psychology is used to derive node locations that fit these estimated distances. Finally, we normalize the resulting coordinates to take into account any nodes whose positions are known. As we will demonstrate, SIEMAP outperforms existing methods. It requires only connectivity information to produce accurate positions. If the distances between neighboring nodes can be obtained, they can be easily incorporated in pairwise shortest-path computation during the startup period. SIEMAP produces coordinates that provide the best fit to the estimated pairwise distances, but which lie at an arbitrary angle of rotation and translation.
The organization of the rest of the paper is as follows. In Sect. 2 we discuss the connectivity model of WSNs and basic data model for SIEMAP. In Sect. 3, we present the new SIEMAP algorithm for localization in WSNs. Simulation results are given in Sect. 4 and the paper is concluded in Sect. 5.
The Localization Algorithm
Node localization has been a topic of active research in recent years. In [2] Hightower and Boriello provided a detailed review of research in the area. Connectivity measurement-based localization, also called range-free localization has been taken into account in ad hoc networks and WSNs, for example, in [3] - [5] . Localization via MDS were considered in WSNs by Shang et al. [4] , who demonstrated that localization could be achieved without resorting to iterative optimization algorithms that do not always converge to the global maxima. Patwari developed a Laplacian eigenmaps-based algorithm [6] , which was combined with an adaptive neighbor-weighting method to provide an accurate, low-complexity solution. In particular, localization methods via manifold learning such as ISOMAP, locally linear embedding (LLE), and Hessian LLE (HLLE) were introduced in [7] .
Connectivity Measurement Model
The key to developing reliable localization systems is representing the severe degrading effects of the RF channel accurately [1] . In our method, we do not consider two nodes to be connected solely on the basis of the distance between them; two nodes are connected if the receiving sensor at one mode can successfully demodulate packets transmitted by the other node. If the received signal strength (RSS) is too low, the receiver node cannot successfully demodulate pack- 
where P i j is the power of the signal (dBm) received at node i transmitted by sensor j, and P th is the threshold (dBm) under which packets cannot be demodulated. In many applications, P i j is strongly affected by multipath fading and shadowing. Since the exact layout of the WSN and the environment of deployment cannot be demodulated, we have to consider these effects to be random. Since P i j is Gaussian distributed with mean P m (d i j ) and variance σ 2 dB [6] , the mean power received P m is an exponentially decreasing function of the distance between two nodes.
Localization Using SIE-MAP

Problem Formulation
We consider the node localization problem under two scenarios. In the first scenario, only connectivity information is available, where each node knows which nodes are nearby, presumably by means of some local communication channel, but not how far away these neighbors are or in which direction they lie. In the second scenario, the distances between each node and its neighbors are known. In both cases, we use an undirected graph G(V, E) with vertices V and edges E to represent WSNs. The vertices correspond to the nodes, of which some may be special nodes, which are called reference nodes and whose positions are already known. For the case with known distances to neighbors, the edges are associated with values corresponding to the estimated distances. We assume that all the nodes are considered in a connected graph.
There are two possible outputs when solving the localization problem, one is a relative map and the other is an absolute map. Relative information may be all that is obtainable in networks in which powerful sensors or expensive infrastructure cannot be installed, or when there are insufficient reference nodes to uniquely determine the absolute positions of the nodes. Furthermore, some applications only require the relative positions of nodes, such as in some direction-based routing algorithms. Sometimes, however, an absolute map is required. The task of finding an absolute map is to determine the absolute geographic coordinates of all the nodes. This is required in applications such as geographic routing, target discovery and target tracking.
SIEMAP
SIEMAP is based on a well-established technique known as self-organizing isometric embedding [8] , and it is a data analysis technique that displays the structure of distance like data as a geometrical picture [9] . SIEMAP starts with matrices representing distances or similarities between objects and finds a placement distribution of points in a lowdimensional space, usually with two or three dimensions, such that the distances between the nodes resemble the original similarities. SIEMAP is the fastest and simplest case of MDS; the data is quantitative and the proximities of objects are treated as distances in a Euclidean space [6] . The goal of SIEMAP is to find a configuration of nodes in a multidimensional space such that the interpoint distances are related to the given proximities by a transformation (e.g., a linear transformation). If the proximity data were measured without error in a Euclidean space, then SIEMAP would exactly recreate the configuration of points. In practice, the technique tolerates considerable error, because the over determined nature of the solution. Because SIEMAP has a closed-form solution, it can be performed efficiently on large matrices.
SIEMA is based on the following geometric fact: a globally isometric embedding is locally. Therefore, selecting a set of locally isometric constraints can ensure global isometry. In SIEMAP, the point-to-point distance is used as an isometric constraint. According to Boutin and Kemper [10] , the set of point can be recovered from the point-topoint distance distribution, and by selecting suitable local distance distribution map, a globally isometric embedding map can be derived. SIEMAP combines the advantages of the global algorithm and self-organization algorithm. The time complexity of SIEMAP is O (N log N) . Detailed descriptions of these algorithms are given in [8] .
Definition 1:
A set {P 1 , P 2 , . . . , P n } in R M is called as an n-point configuration. If there are an Euclidean transition g ∈ AO(R M ) and a metathesis π ∈ S n , then the two npoint configurations {P 1 , P 2 , . . . , P n } and
Definition 2: For two n-point configurations {P 1 , P 2 , . . . , P n } and {Q 1 , Q 2 , . . . , Q n }, if there is a metathesis π ∈ S n , and 
Definition 3:
For an n-point configuration {P 1 , P 2 , . . . , P n } in R M , if there is an n-point configuration {Q 1 , Q 2 , . . . , Q n } is globally isometric with {P 1 , P 2 , . . . , P n }, then {P 1 , P 2 , . . . , P n } is m-dimension embeddable.
Theorem 1:
If {P 1 , P 2 , . . . , P n } is m-dimension embeddable, and n < 3 or n m + 2, then the globally isometry between {P 1 , P 2 , . . . , P n } and {Q 1 , Q 2 , . . . , Q n } can be obtained by the following steps.
(1) Select n a points from {P 1 , P 2 , . . . , P n } (n m + 2) and construct an anchor set {A i }, i = 1, 2, . . . , n a ; (2) Recover set {B i }, i = 1, 2, . . . , n a from the distance distribution of {A i };
(3) For a point P j ( j = 1, 2, . . . , n), if P j ∈ {A i }, then Q j is the point in {B i } corresponding with P j ; otherwise, Q j is the recovered point of P j for which fulfill P j ∪{A i } and Q j ∪{B i } have the same distance distributions.
SIEMAP Algorithm
The SIEMAP method considers the minimization of the cost S S IE [7] : 
is used to constrain the offset vector, using algorithm 1, we can recover an n-point configuration embedding effectively, and using set of anchor points (about 10-30) [8] , we can improve the robustness and performance of the algorithm.
SIEMAP algorithm Input: D is the distance matrix of pairs of nodes, m is the dimension
Begin SIE
1: For dimension m, select n a as anchor number, n a ≥ m + 2; 2: Select na points randomly as anchor points as {A i }, i = 1, 2, . . . , n a ; 3: Compute the baseline distance between the anchor points to S as
5: According to Algorithm 1, recover the isometric embedding {B i }, i = 1, 2, . . . , n; 6: for i = 0:1:step 7:
x = mod(i, n); 8:
∆Q x =0; 9:
for y = 1 : 1 : n 10:
calculate In SIEMAP, the goal is to establish a monotonic relationship between interpoint distances and desired distances. Instead of trying to directly match the given distances, one is satisfied if the distances between the points in the solution have the same rank as the corresponding distances in the input matrix. Now we describe how SIEMAP is applied to estimate node localization. Initially, each node i = 1 . . . n + m records data, then after time t, each sensor sends its data to its immediate neighbors. We define k i as the number of neighborhood with which node i can directly communicate. Next, the SIEMAP algorithm is applied using the local Euclidean distance values as the input. Because of the low time complexity, the SIEMAP is particularly distributable. In particular, if nodes select local cluster heads, the distributed algorithm can use data-distribution techniques to reduce the load of communication and block-Jacobi preconditioning methods. On the basis of SIEMAP, our method consists of three steps: 1). Compute the shortest paths between all pairs of nodes in the considered region. The shortest-path distances are used to construct the distance matrix for SIEMAP;
2). Apply SIEMAP to the distance matrix, retaining the first 2 (or 3) largest eigenvalues and eigenvectors to construct a 2-D (or 3-D) relative map;
3). Given sufficient reference nodes (3 or more for 2-D, 4 or more for 3-D), transform the relative map to an absolute map based on the absolute positions of reference nodes.
In step 1, we first assign distances to the edges in the connectivity graph. When the distance between a pair of neighbor nodes is known, the value of the corresponding edge is the measured distance. When we only have connectivity information, a simple approximation is to assign a value of 1 to all edges. Then a classical all-pairs shortestpath algorithm, such as Dijkstra's or Floyd's algorithm, can be applied. The time complexity is O(n 2 ), where n is the number of nodes.
In step 2, SIEMAP is applied directly to the distance matrix. The core of SIEMAP is the SIEMAP algorithm, which has complexity O(n 2 ). The result of SIEMAP is a relative map that gives a location for each node. Although these locations may be accurate relative to one another, the entire map will be arbitrarily rotated and translated relative to the true node positions. In step 3, the relative map undergoes linear transformations, which include scaling, rotation and reflection. The goal is to minimize the sum of squares of errors between the true position of the each anchor and its transformed position after the application of the SIEMAP. Computing the transformation parameters requires a time of O(n 2 ), where n is the number of reference nodes. Applying the transformations to the whole relative map requires a time of O(n) time.
After the SIEMAP algorithm outputs a relative map of sensor coordinates, we use the coordinates of the reference nodes to find a rotation, scaling, and possible reflection so that the estimated reference coordinates match the known coordinates in a least-squares sense. The map of absolute coordinates map can be obtained.
Simulation
In our experiments, we run SIEMAP on a randomly distributed networks using matlab. The nodes are placed randomly with a uniform distribution within a square area. In a 300 × 300 m 2 square, 300 nodes are placed. We model placement errors in the random layout as Gaussian noise. The reference nodes are selected randomly. The data points represent averages over 30 trials.
In connectivity-only cases, each node knows the identities of nodes in its neighborhood but not the distances to them. In the known-distance cases, each node knows the distances to its neighbor nodes. The distance information is modeled as the true distance distorted by Gaussian noise. Assuming that the true distance is d t and the range of error is e r , then the measured distance is a random value based on a normal distribution d t (1 + N(0, e r ) ). The connectivity is controlled by specifying the radio range R. For a comparison with previous results in [6] , the errors of position estimates are normalized to R (i.e., a 50% position error means half the range of the radio). We do not consider models of nonuniform radio propagation or widely varying ranging errors. Modeling such phenomena and simulating their effects will be very important areas in future research.
As stated above, in each simulation, 300 nodes are placed randomly in a 300 × 300 m 2 square. Figure 1 shows an example of relative map of sensor network using a radio range of 1.5r, which leads to an average connectivity of 12.1. In the graph, points represent nodes and edges represent the connections between neighbors that can communication with each other. Figure 2 shows the final solution of SIEMAP where the SIEMAP result is transformed using 4 random reference nodes in the network. The circles represent the true locations of the nodes, and the solid lines represent the errors of the estimated position from the true position. The longer the line, the larger the error. The average estimation error in this example is about 0.46r. When the distances between neighbors are given, the result of SIEMAP is more accurate than for the connectivityonly model. Figure 3 shows the root mean square error (RMSE) result of SIEMAP when the distances of neighbors are known with an error of less than 5%. The final estimation of SIEMAP based on the same 4 reference nodes is shown. The average estimation error is 0.24r, which is better than the result for the connectivity-only model.
Conclusion
We presented a new localization method, SIEMAP, which can be implemented in a distributed setting and performs exceptionally well. SIEMAP works well when only connectivity information is known, and it can also incorporate distance information between neighboring nodes when it is available. The strength of SIEMAP is that it can be used when there are few or no reference nodes. Existing methods often require well-placed reference nodes to work well, whereas our method does not have this limitation and it can be used to build a relative map of nodes even without reference nodes. When three or more reference nodes are available, the relative map can be transformed and the absolute coordinates of the sensor nodes can be computed.
