School accountability decisions based on standardized tests hinge on the degree of alignment of the test with a state's standards. Yet no established criteria were available for judging strength of alignment. Previous studies of alignment among tests, standards, and teachers' instruction have yielded mixed results that are difficult to interpret and compare across studies. This simulation study determined critical values for Porter's (2002) alignment index, suitable for hypothesis testing at alpha levels of .05 and .10. The critical values will be useful to researchers or policymakers who seek to judge strength of alignment among standards, assessments, and instruction. The presentation will also describe directions for future research in establishing objective criteria for the interpretation of alignment indices.
other hand, items on a test represent only a sample of the domains of desired content and performance specified in standards. Therefore, alignment could not be expected to be perfect.
Furthermore, discrepancies between the emphases of an assessment and state standards may be acceptable if the test encourages teachers and students to prepare for higher-order thinking than the standards describe (e.g., .
While the measurement of alignment has increased in frequency, the lack of a reliable metric for alignment indices has eluded researchers. This has greatly limited the ability of researchers to make valid conclusions about the strength of alignment. For a study that calculates an alignment of 0.15, could the researcher decide whether this value could have occurred by chance? If another state has an alignment of 0.50 on this scoring rubric, would that be more or less likely? One solution is to explore where a particular value falls in the distribution of alignments and determine a corresponding p-value. This uses the probabilistic language of hypothesis testing (e.g., Shavelson, 1996, p. 243) , which is familiar to many scholars. Since a closed-form expression for the distribution of alignments is not known, this study uses numerical methods to estimate critical values corresponding to alpha levels .05 and .10 so that researchers can determine whether their alignment measures are likely to have occurred by chance.
The following section explains the process for selecting a rubric for scoring alignment and demonstrates its use. Next, the methodology section describes the estimation algorithm for determining the critical values of alignment indices. Then, the results section presents the critical values and a reexamination of alignment results in previous studies. The final section discusses implications of these critical values for the field and directions for future research. Blank (2002) lists four models for determining alignment: Webb (cf. Webb, 2007) , Surveys of Enacted Curriculum (SEC, as described by Porter, 2002) , Achieve (cf. Rothman, Slattery, Vranek, & Resnick, 2002) , and Council for Basic Education (CBE). Of these four, Webb and Porter were deemed more likely candidates for the present study. Ultimately, the Porter alignment index was selected. More information on Webb and Porter alignment methods are described below, followed by a justification for selecting Porter's index. Webb's model uses four alignment criteria (2007) : Categorical Consistency, Depth-ofKnowledge Consistency, Range of Knowledge Correspondence, and Balance of Representation.
Selecting and Using an Alignment Rubric
Webb recommends using multiple raters, cooperating over several days, to produce an alignment value for each of the four criteria. In addition, the Webb alignment method is used for the purpose of comparing alignment of an assessment to a particular content standard; it takes the content standard as a given.
The Porter (2002) alignment index uses two variables for coding. Prior research has typically used content and cognitive complexity, such as a revised Bloom's taxonomy of educational objectives (Anderson & Krathwohl, 2001) , as the two variables. Each element from the comparison documents (e.g., items from the test) are rated on the two alignment variables, and alignment is calculated among the tables. The Porter alignment is a much simpler process than Webb's in terms of the amount of coding required. As a result, the coding process is faster and inter-rater reliability is easier to calculate. In addition, Porter's index is independent of standard and assessment; each document is coded using the same rubric, not a rubric established based on a content standard. This lets researchers' and policymakers' decisions about degree of alignment be informed by alignment among tests, standards, or instruction across multiple jurisdictions.
Porter's alignment index can also be used to compare documents on any two categorical variables, not just on content and cognitive complexity as has been common. The only restrictions are that the two variables for coding must be categorical, and both variables must be applicable to the standards or test items to be coded. For example, one could choose dimensions for coding test items and standards to be (1) language complexity and (2) gender neutrality. This could be applied so long as every element for coding (whether items from a test or statements from standards) could be adequately coded into these variables.
In general, the size of the coding tables is smaller than the tables for standards documents or test-development plans. For comparison, Porter (2002) might summarize all items and statements on the mathematics content of "number properties and operations" in one row, whereas the mathematics framework for the 2009 National Assessment of Educational Progress (NAEP; National Assessment Governing Board, 2009) includes 31 content statements under the same content (pp. 9-13).
Therefore, Porter's alignment index analysis process reduces the dimensionality of such comparisons. Because of its relative simplicity in calculation and broad applicability, it is preferable for the present purpose. All subsequent analyses use Porter's index.
The Porter alignment index analyzes the extent of alignment between two tables of frequencies (i.e., a table for coding of a standards document, and a table for It is important to note that the total number of cells in the A and B tables can have an effect on the alignment index. For any fixed number of test points or standards statements, a greater number of cells in the table will yield a range of likely values that is lower than for tables with fewer cells.
For example, if both tables consist of just one cell, then the alignment will always be 1 because the ratios will correspond perfectly. As the number of cells increases, there is much more room for discrepancy between the ratios, and the values for the index are likely to be lower.
This table-size dependence of the alignment index would be a significant stumbling block in comparing alignment indices across studies. In , all alignment analyses used the same 5 rows and 6 columns to enable such comparisons. However, if studies use different coding dimensions when assessing alignment, it is difficult to know whether a higher or lower alignment is meaningful, or is a consequence of the table size. This heightens the need for established criteria for assessing the strength of alignment indices.
In addition to a dependence on size, the alignment index also depends on the number of curriculum/standards statements or test items being coded. As an example, consider a standards document that only has one statement. The table of ratios of points for the standards (e.g., table a) will be all zeros, except for one cell. As more items or statements are included, the range of likely alignments may increase.
The dependence on quantity and coding dimensions of the standards and tests is a reason that one cannot use critical values for correlation coefficients when comparing alignment indices. The underlying structure upon which the calculation of the alignment index rests is categorical, rather than continuous as in the case of biserial correlation. In addition, correlations range from -1 to 1, with zero being the center of the distribution and, therefore, the most likely value to occur if the data points were scattered at random without any relationship between the variables. By contrast, the alignment index ranges from 0 to 1, and the center of the distribution of indices depends on the size of the tables being compared, so that the most likely value to occur by chance is not zero. Therefore, comparing the alignment index with a null hypothesis of zero would be inappropriate. It is more essential to assess how far an observed alignment index is from the center of the distribution of indices could occur by chance.
Methodology
The present study comprised three phases. In the first phase, a computational algorithm was used to simulate alignment indices under different conditions by varying: a) number of cells in tables; and b) number of "points" in a standards document. A fixed number of test points, 100, was used to simplify the algorithm. The second phase involved examination of the resultant distributions of the simulated indices and determinations of quantiles. In the third phase, the critical values were used in a reexamination of previous research studies' findings on observed alignment among curriculum, standards, and instruction.
The simulation procedures were conducted using the R software package (version 2.9.1), a free, open-source implementation of the S language (Ihaka & Gentleman, 1996) . R was selected because of its accessibility and the wealth of documentation available on its use (R Development Core Team, 2005) . Furthermore, the random number generator (RNG) in R produces numbers from a uniform distribution using the Mersenne-Twister algorithm, and is considered superior to the RNG in other software packages readily available to most researchers, such as Microsoft Excel or Visual Basic for Applications (McCullough, 2008) .
For the first phase, the decision to compare two ratio tables that were generated randomly was made intentionally. Such a comparison does not assume that there is any single, reference standard; so, the process and results are more general, and can be informative for researchers and policymakers from any jurisdiction. That is, the present study focused on identifying likely ranges of alignment indices, making no assumptions about the distribution of points in the "true" standards or test. Fitting the exploratory nature of this study, the uniform distribution was selected because it treats all cells as equally likely. Using the uniform distribution also means that table size could be interpreted as the total number of cells, regardless of dimension: that is, tables with 20 cells have equivalent results whether the dimensions are 4×5, 2×10, or 1×20. A pilot study to demonstrate this equivalence, but is not reported here to conserve space. On the other hand, New York had 85 standards statements for its high school physics Regents exam (University of the State of New York, 1996) . While Florida appears to have far fewer standards statements, extracting elements for coding would be a process of interpreting specific content and cognitive processes from them, just as is necessary when developing an assessment framework.
For each unique N and number of standards points, the alignment index calculation was reiterated 5000 times. A pilot study compared results using a number of iterations (e.g., 500, 5000, and 50000), finding that additional iterations did not noticeably alter the distributions of simulated alignment indices by cell. The range of table sizes used was from 2×5 through 10×10, which included 33 unique sizes (N's). The decision to calculate through a table size of 10×10 was arbitrary.
Additionally, the algorithm was run on a table of size 19×6 to allow reanalysis of one study with unusually large table size . In this way, the algorithm allowed comparisons of results according to number of cells in the table, and according to the number of standards statements.
In the second phase, the simulated data was analyzed using graphical examination and development of quantiles. Histograms of the data are compared under the varying conditions of number of cells and standards points. The set of simulated was also used to determine quantiles that reflect critical values at the alpha levels of .10 and .05 for one-or two-tailed tests (i.e., 0.025, 0.050, 0.100, 0.900, 0.950, and 0.975). The quantiles for the mean and first standard deviation were also computed. Complete R scripts are available upon request.
In the third phase, the means and critical values from the simulated data were used to reexamine results from previous alignment studies. In some instances the dimensions of the tables for determining alignment were not reported in the original work. In such cases, the author used the coding dimensions from the cited authors' previous studies, or assumed that the coding dimensions were the same across different content areas (e.g., math and reading) in the same report.
Results
The results yielded a suitable set of means and critical values for alignment indices. The results also demonstrated the expected distribution pattern of alignment indices (Table 1) table size and number of standards points have on the distributions. As can be seen, the distributions have the characteristic normal shape, but with narrower peaks. A normal distribution would be expected under the Central Limit Theorem, which demonstrates that the distribution of a sufficient number of random variables will be normal, even if the underlying distributions from which they are drawn are non-normal (Ross, 2004, p. 210) . The narrow peaks are likely an artifact of the restricted range of the indices [0,1] compared to the normal number line (−∞,+∞). Moreover, notice that the mean is different for each distribution, and is never zero. This is meaningful for the interpretation of hypothesis tests on alignment indices. A hypothesis test based on these criteria is not a test of whether alignment is non-zero. The mean values in Table 1 should be used as null hypothesis values. Table 2 are used to determine if the observed alignment index is statistically greater or less than the corresponding value in Table 1. INSERT FIGURE 2 ABOUT HERE.
INSERT TABLE 2 ABOUT HERE.
Repetitions of the alignment simulation yielded results that were identical to the third decimal (thousandths) in all cases, and identical to the fourth decimal (ten-thousandths) in most cases. The standard deviations among repeated simulations tended to be slightly higher for the larger table sizes-that is, where the size of the table allows more variability in alignment-but were still small (less than 0.002). This low variability indicates that the critical values determined through this algorithm are fairly stable across repetitions, suggesting high precision in the alignment simulation algorithm.
Use of the Reference Criterion Values
To use the reference criterion values in Table 2 , first identify the appropriate alignment index for comparison, based on the two-dimensional coding scheme the researchers used. Previous examples have used content and cognitive level (e.g., . Then, identify the appropriate quantile. For two-tailed tests at an alpha level of α, the quantiles are (α/2) and (1-α/2).
Typically, researchers use a two-tailed test with alpha level .05. In that case, the quantiles are 0.025 and 0.975. If one wishes to use a one-tailed test, then the quantile to be used would be either (α), or
(1-α), depending on the hypothesized direction (below or above the mean, respectively). Finally, compare the alignment index to the criterion value. An example will help demonstrate the process.
Example. Porter (2002) examined alignment between a state's standardized mathematics test and its curriculum standards using a classification process from the Surveys of Enacted Curriculum (SEC) with 6 content areas and 5 cognitive levels. The observed alignment index was 0.37 (Porter, 2002, p. 6 (Table 3 ). The observed alignment value is well below 0.737 (the 0.025 quantile). Therefore, the alignment is significantly lower than would be expected by chance at the .05 level.
Alignment in Previous Studies
Several previous studies have used Porter's alignment index to examine alignment among curriculum, standardized tests, and teacher instruction in mathematics and science. A reexamination of the results from those studies was conducted to further demonstrate the effectiveness of critical values for the alignment index in determining strength of alignment.
INSERT TABLE 7 ABOUT HERE
First, consider the results presented by Porter (2002) . Porter applied the SEC mathematics coding, which used six content areas and five cognitive levels. Table 7 Table 2 ).
). Therefore, one would conclude that alignment among assessment and standards is very low for these states.
Note that alignment can vary over time. The alignment of instruction has also been a focus of study. Porter, Smithson, Blank, and Zeidner (2007) presented longitudinal results from an intervention to increase alignment between teachers' instruction and their state's standards. Table 8 presents indices of alignment between instruction and the tests and standards for the treatment and control groups of teachers. All of the reported alignment indices are significantly lower than would be expected by chance. Therefore, teachers' instruction was poorly aligned with their respective state standards and tests.
INSERT TABLE 8 ABOUT HERE
While the instruction-assessment and instruction-standards alignment indices were low, observed alignment among teachers' instructional practices has shown relatively higher results. Porter (2002) showed that teachers' instructional practices across jurisdictions had alignment indices ranging from 0.56 to 0.84 (Table 9 ). In general, these alignment indices are higher than found in Tables 7 and 8, suggesting that teachers' instruction is better aligned across jurisdictions, compared to the alignment of instruction with tests or standards, or even between the states' tests and the standards they purport to measure. Furthermore, some indices in Table 9 were statistically equivalent to the mean (though none were above the mean). This comparison assumes that the reported alignment indices follow the same table dimensions (5×6, or 30 cells); some table sizes for coding were not reported.
INSERT TABLE 9 ABOUT HERE

Discussion
Previous research has explored alignment among standards documents, assessments, and instruction using Porter's (2002) In so doing, the present report demonstrates how researchers can determine whether observed alignments are "high" or "low." As was shown with the comparison of alignments among Chinese and New York State physics , some observed alignments were clearly lower than the mean at the .05 level, whereas others were significantly above the mean. Additionally, showed that alignment between a test and the relevant curriculum may change with different testing instances, with some test forms being better aligned than others. By determining alignment for a particular test, the critical values allow researchers and policymakers to move beyond the qualitative recognition that alignments differ across jurisdictions or over time. Rather, policymakers and school administrators can consider whether those differences are meaningful in the context of meeting goals for satisfactory degree of alignment with learning goals.
In addition, the reexamination of prior studies reinforces earlier findings that alignment of instruction across jurisdictions was much stronger than alignment of instruction with standards or tests (Porter, 2002; Porter, Smithson, Blank, & Zeidner, 2007) . While previous study had identified that the alignments differed, this study's critical values indicate that the instruction-instruction alignment was statistically significantly higher. This lends further weight to studies on why teachers' instruction aligns better across states, compared to the alignment of the teachers' instruction with the standards or tests of their own state. This may suggest that state or local educational policies and teacher education and professional development programs have relatively lower influence on instructional practices than culturally ubiquitous images of classroom instruction held by teachers (e.g., Calderhead & Robson, 1991) . Further research on this is warranted.
It is important to note that the present article has focused on determining critical values for assessing strength of alignment between two documents. In previous work, the tables of interest have often been content standards and standardized tests. But Porter's alignment index measures the agreement between two documents without regard to the adequacy of either source. While it is tempting to argue that higher alignment is always superior, that decision must also be informed by critical evaluation of the qualities of both documents. If researchers and policymakers determine that a set of standards does not adequately represent desired student learning outcomes or teacher instructional practices-whether in content, cognitive demand, or other areas of interest to stakeholders-then it is possible that low alignment would be acceptable or even preferable.
Demands for greater alignment are only of value if at least one of the items being compared is considered a valid point for reference.
Another issue that this study uncovers is a need for conventions for reporting alignment indices and their calculation. As the present study has shown, the average alignment index that may occur by chance is dependent on the size of the frequency tables being compared and the number of test items or standards statements involved in the comparison. Therefore, any effort to gauge the strength of alignment is affected by the scoring rubric that is used to code the test items or other document. Some of the prior research reviewed for this study did not report the alignment coding systems used, or described only the coding scheme used for one content area (such as reading) but left out the coding system used for other subject areas. In such instances, it would not be possible for readers to judge the strength of alignment reported. Future studies in alignment should provide sufficient information about the alignment coding process they adopt. At a minimum, the dimensions of the tables compared should be reported. It would be even more beneficial to the field for researchers to present both the categories used and frequency tables of the coding.
Despite its contributions to the literature on alignment, this study is not without limitations.
Readers will note that the critical values have normal distributions with relatively small ranges. The normality of the distribution is an expected outcome under the Central Limit Theorem, but the narrow range is not. The narrow range may be an artifact of the restricted range of the Porter alignment index, which has boundary values of 0 and 1. Recall that the normal distribution with mean of 0 and standard deviation of 1 has no minimum or maximum value; its tails are asymptotic to zero height, but stretch to positive and negative infinity along the number line. Because the distribution of the alignment indices is limited to such a narrow section of the number line, the shape of the curve may also be narrower around the mean value than might be expected if the boundaries of the range were further apart.
Another explanation for the limited range is that the simulated values were not sufficiently random. This could lead to tight clustering of values. While the random number generator (RNG) in R has been deemed superior to other common software packages (McCullough, 2008) , further effort in this area is worthwhile to replicate these findings. Future research could employ a RNG in another software package or the application of a non-machine RNG, such as that produced from atmospheric noise. Another valuable addition to the literature would be to explore closed-form solutions for the distribution of Porter alignment indices, which would eliminate the need for tables of critical values.
Most importantly, the present study is but a first step in understanding and comparing indices of alignments. Future research should expand on the present work to explore critical values in differences between observed alignments. That is, the present study identified the distributions of alignment indices under a variety of conditions, but did not examine whether differences between observed alignments were statistically significant. This is an open area for study that will help researchers and policymakers understand whether marginal changes in alignment across jurisdictions or years are significant. The present study lays a foundation for that future work. Figure 1 Frequency tables Table A  Table B  5  5  6  4  3  7  5  5 Ratio tables Table a Table b 
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