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Forthcoming Papers
C.B. Cross, Nonmonotonic inconsistency
Nonmonotonic consequence is the subject of a vast literature, but the idea of a nonmonotonic
counterpart of logical inconsistency—the idea of a defeasible property representing internal conflict
of an inductive or evidential nature—has been entirely neglected. After considering and dismissing
two possible analyses relating nonmonotonic consequence and a nonmonotonic counterpart of logical
inconsistency, this paper offers a set of postulates for nonmonotonic inconsistency, an analysis of
nonmonotonic inconsistency in terms of nonmonotonic consequence, and a series of results showing
that nonmonotonic inconsistency conforms to these postulates given the analysis of nonmonotonic
inconsistency presented here and certain postulates for nonmonotonic consequence.
The results presented here establish the interest of certain previously undiscussed postulates of
nonmonotonic consequence. These results also show that nonmonotonicity, which has never seemed
useful in the formulation of general principles governing nonmonotonic reasoning, is relevant to the
positive characterization of nonmonotonic inference after all.  2003 Published by Elsevier B.V.
M. Broxvall and P. Jonsson, Point algebras for temporal reasoning: Algorithms and
complexity
We investigate the computational complexity of temporal reasoning in different time models such
as totally-ordered, partially-ordered and branching time. Our main result concerns the satisfiability
problem for point algebras and point algebras extended with disjunctions—for these problems,
we identify all tractable subclasses. We also provide a number of additional results; for instance,
we present a new time model suitable for reasoning about systems with a bounded number
of unsynchronized clocks, we investigate connections with spatial reasoning and we present
improved algorithms for deciding satisfiability of the tractable point algebras.  2003 Published by
Elsevier B.V.
P.E. Dunne and T.J.M. Bench-Capon, Two party immediate response disputes:
Properties and efficiency
Two Party Immediate Response Disputes (TPI-disputes) are one class of dialogue or argument game
in which the protagonists take turns producing counter arguments to the ‘most recent’ argument
advanced by their opponent. Argument games have been found useful as a means of modelling
dialectical discourse and in providing semantic bases for proof theoretic aspects of reasoning. In
this article we consider a formalisation of TPI-disputes in the context of finite Argument Systems.
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Our principal concern may, informally, be phrased as follows: given a specific argument system, H,
and argument x within H, what can be stated concerning the number of moves a dispute might take
for one of its protagonists to accept that x has some defence respectively cannot be defended?  2003
Published by Elsevier B.V.
A.C.C. Say and H.L. Akın, Sound and complete qualitative simulation is impossible
State-of-the-art qualitative simulators (for instance, QSIM) are known to be sound; no trajectory
which is the solution of a concrete equation matching the input can be missing from the output.
A simulator which is seen to be incomplete, that is, which produces a spurious prediction for a
particular input, can usually be augmented with an additional filter which eliminates that particular
class of spurious behaviors, and the question of whether a simulator with purely qualitative input
which never predicts spurious behaviors can ever be achieved by adding new filters in this way has
remained unanswered until now. We prove that such a sound and complete qualitative simulation
algorithm does not exist.  2003 Published by Elsevier B.V.
C. Koch, N. Leone and G. Pfeifer, Enhancing disjunctive logic programming systems
by SAT checkers
Disjunctive logic programming (DLP) with stable model semantics is a powerful nonmonotonic
formalism for knowledge representation and reasoning. Reasoning with DLP is harder than with
normal (∨-free) logic programs, because stable model checking—deciding whether a given model
is a stable model of a propositional DLP program—is co-NP-complete, while it is polynomial for
normal logic programs.
This paper proposes a new transformation M(P), which reduces stable model checking to
UNSAT—i.e., to deciding whether a given CNF formula is unsatisfiable. The stability of a model M
of a program P thus can be verified by calling a Satisfiability Checker on the CNF formula M(P).
The transformation is parsimonious (i.e., no new symbol is added), and efficiently computable, as
it runs in logarithmic space (and therefore in polynomial time). Moreover, the size of the generated
CNF formula never exceeds the size of the input (and is usually much smaller). We complement this
transformation with modular evaluation results, which allow for efficient handling of large real-world
reasoning problems.
The proposed approach to stable model checking has been implemented in DLV—a state-of-the-
art implementation of DLP. A number of experiments and benchmarks have been run using SATZ as
Satisfiability checker. The results of the experiments are very positive and confirm the usefulness of
our techniques.  2003 Published by Elsevier B.V.
Special Issue on AI and Law, edited by Edwina L. Rissland, Kevin D. Ashley and R.P.
Loui
E.L. Rissland, K.D. Askley and R.P. Loui, AI and Law: A fruitful synergy (Editorial)
K.D. Ashley and E.L. Rissland, Law, learning and representation
L.K. Branting, A reduction-graph model of precedent in legal analysis
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T. Bench-Capon and G. Sartor, A model of legal reasoning with cases incorporating
theories and values
B.M. McLaren, Extensionally defining principles and cases in ethics: An AI model
V. Aleven, Using background knowledge in case-based legal reasoning: A computational
model and an intelligent learning environment
P. Jackson, K. Al-Kofahi, A. Tyrrell and A. Vachher, Information extraction from case law
and retrieval of prior cases
B. Verheij, Artificial argument assistants for defeasible argumentation
M. Dash and H. Liu, Consistency-based search in feature selection
S.E. Shimony and C. Domshlak, Complexity of probabilistic reasoning in directed-
path singly-connected Bayes networks (Research Note)
J.P. Delgrande and T. Schaub, A consistency-based approach for belief change
J.M. Siskind, Reconstructing force-dynamic models from video sequences
I. Tsamardinos and M.E. Pollack, Efficient solution techniques for disjunctive
temporal reasoning problems
E. Remolina and B. Kuipers, Towards a general theory of topological maps
S.S. Fatima, M. Wooldridge and N.R. Jennings, An agenda based framework for
multi-issue negotiation
M. Freund, On the revision of preferences and rational inference processes
A. Felfernig, G. Friedrich, D. Jannach and M. Stumptner, Consistency-based
diagnosis of configuration knowledge bases
V. Akman, Reading McDermott (Book Review)
P. Carruthers, Book Review of Mind and Mechanism by Drew V. McDermott
D. McDermott, Reply to Carruthers and Akman
M. de la Sen, J.J. Minãmbres, A.J. Garrido, A. Almansa and J.C. Soto, Basic
theoretical results for expert systems: Applications to the supervision of adaptation
transients in planar robots
S. Skiadopoulos and M. Koubarakis, Composing cardinal direction relations
