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A B S T R A C T
The applications of both Feed Forward Neural network and Multilayer perceptron are very diverse and
saturated. But the linear threshold unit of feed forward networks causes fast learning with limited ca-
pabilities, while due to multilayering, the back propagation of errors exhibits slow training speed in MLP.
So, a higher order network can be constructed by correlating between the input variables to perform
nonlinear mapping using the single layer of input units for overcoming the above drawbacks. In this paper,
a Fireﬂy based higher order neural network has been proposed for data classiﬁcation for maintaining
fast learning and avoids the exponential increase of processing units. A vast literature survey has been
conducted to review the state of the art of the previous developed models. The performance of the pro-
posed method has been tested with various benchmark datasets from UCI machine learning repository
and compared with the performance of other established models. Experimental results imply that the
proposed method is fast, steady, reliable and provides better classiﬁcation accuracy than others.
Copyright © 2015, The Authors. Production and hosting by Elsevier B.V. on behalf of Karabuk
University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
1. Introduction
Data classiﬁcation has been a keen interest among the data
mining researchers along with other data mining tasks. Classiﬁca-
tion involves some basic steps like assigning different classes to
unknown objects and identifying a suitable model to analyze them.
The model of classiﬁcation is based on the set of training data and
the objective is to assign a unique class label distinguished from dif-
ferent other classes. There is a matured number of earlier
classiﬁcation models [1–14], those have already been developed by
using some traditional neural networks like Multilayer perceptron
(MLP), Back propagation neural network (BPNN), Feed forward
network etc. in various diversiﬁed classiﬁcation application domains.
Due to a number of drawbacks including slow training rate, late
convergence, nonlinearmapping capability, etc. in somebasic neural
networks, higher order neural networks (HONN) became more
popular in the development of real life applications. For example,
with a single layer of threshold logic units, the training speed of
MLPs is much slower than feed forward network and the use of the
perceptron, ADALINE or Hebbian learning rules [15,16]. Also, while
solving the typical complex and nonlinear problems (as the clas-
siﬁcation task of data mining is highly nonlinear), these networks
have a slow converge rate and are unable to scalewith problem size
[17]. Moreover, MLPs require rigorous repetitive training algorithm
and are prone to overﬁt the data [18], which causes long training
time and being trapped at local minima [19]. Unlike Back Propa-
gationNeural networks,HONN lucratively provides aproﬁcient open-
boxmodel tomap the nonlinear inputs–outputs and results in easier
understanding of data mining [20]. By leaving necessity of hidden
layers, HONN structures become simpler than FNNs and initializa-
tion of learning parameters (weights)will not be catastrophic. Some
HONNs make use of different adaptive activation functions like
Sigmoid, Sine, Cosine etc., to ﬁt well as per the speciﬁcations of the
network.Moreover,HONNs runmuch faster thannormal feed forward
network, MLP etc. [21,22]. By keeping equivalent structure as that
of feed forward neural network, HONNs extend their capacity by
adding input units, alongwith a stronger functioning of other neural
units in the network. They take the advantage of nonuse of some
complicated mathematical functions due to the easy transforma-
tions of input units to the hidden and other layers. The product units
of HONNs increase the information capacity of the nodes in the
network, whereas they possess fast learning rates due to the in-
volvement of some higher order inequalities. Various higher order
neural networks such as Sigma Pi Neural Network (SPNN) [23],
Product Unit Neural Network (PUNN) [24], Higher Order Process-
ing unit neural network (HPUNN) [25], Functional Link Artiﬁcial
Neural Network (FLANN) [26] have been developed, which perform
nonlinear mappings. They have been successfully used in various
real life applications (Table 1) like classiﬁcation, function approx-
imation, forecasting, Time series prediction, noise control, location
management, channel equalization etc. But, these higher order
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networks require somehigherorder terms,when theorderof network
becomes exceptionally high and affects the complexity of the net-
works. Shin and Ghosh developed a HONN, called Pi-Sigma neural
network (PSNN), which avoids the exponential increase of no. of
weight vectors along with the processing units. The PSNN uses the
product of sum of input components having the linear summation
of a single hidden layer and the product of processing units at output
layer, instead of sum of product of inputs as other networks.
Over the decades several versions of PSNN have been devel-
oped for various application domains by different researchers. A.J.
Hussain and P. Liatsis [43] have introduced a recurrent pi-sigma
neural network (RPSN), used as predictor structure in Differential
Pulse Code Modulation systems that utilizes both the temporal dy-
namics of the image formation process and the multi-linear
interactions between the pixels for 1D/2D predictive image coding.
Amemory based Sigma-Pi-Sigma neural network for excellent learn-
ing convergence along with reducing the memory size and
overcoming the possible extensive memory requirement problem
has been suggested by Chien-Kuo Li [44]. R. Ghazali et al. [37] have
proposed a Ridge polynomial network (RPN) for ﬁnancial time series
prediction by adding different degrees of Pi-Sigma neural net-
works. It was able to ﬁnd an appropriate input–output mapping of
various chaotic ﬁnancial time series data with a good perfor-
mance in learning speed and generalization capability. A sigma-pi
network trained with an online learning algorithm for solving the
frame of reference transformation problem has been presented by
Cornelius Weber and Stefan Wermter [45]. An online gradient al-
gorithm for Pi-Sigma neural networks with stochastic inputs with
improved computational eﬃciency have been proposed by X. Kang
et al. [46]. A switch reluctance motor based on Pi-Sigma neural
network has been developed by Jie Xiu and Chang-Liang Xia [47]
and the tested results demonstrate high accuracy, strong ability of
generalization, and fast computational speed of the model. Yong Nie
andWei Deng [48] realized that hybrid genetic algorithm can search
out the global optimumwhich is faster than genetic algorithm and
their proposed hybrid genetic algorithm trained Pi-Sigma network
was used to resolve the function optimization problem. Ge Song et al.
[49] have proposed a new visual cryptography scheme for general
access structures using pi-sigma neural networks to infuse a new
activity in visual cryptography researching. A special class of HONN
based Pi-sigma networks, trained by distributed evolutionary al-
gorithms with the global optimization methods, has been studied
by M.G. Epitropakis et al. [50]. A novel hybrid higher order neural
classiﬁer for handling classiﬁcation problems has been proposed by
M. Fallahnezhad et al. [20] by considering a number of bench-
mark datasets to get the improved accuracy results. Xin Yu and
Qingfeng Chen [51] have trained the Ridge Polynomial neural
network with gradient algorithm having synchronous update rule
and penalty term. They claim for the Monotonicity and strong con-
vergence of their developed method. A Monotonicity theorem and
two convergence theorems of the asynchronous gradient method
for training the ridge polynomial neural network have been pro-
posed by Xin Yu et al. [52] to perform effective training. Nayak et al.
[53] have proposed a standard back propagation Gradient descent
learning based Pi-sigma neural network for data classiﬁcation with
global searching capabilities.
In this study, the performance of a class of higher order neural
network called Pi-Sigma neural network has been tested by using
a recently developed nature inspired metaheuristic algorithm such
as ﬁreﬂy algorithm (FFA). To study the performance of the FFA, we
have considered some standard typical benchmark datasets and the
performance has been compared with other optimization algo-
rithms like GA, PSO and Hybrid GA-PSO on the same datasets.
The remainder of this paper is organized as follows. Section 2
reviews some basic preliminaries like Pi-Sigma network, Fireﬂy Al-
gorithm, Particle Swarm Optimization and Genetic Algorithm. In
Section 3, the proposed FF based PSNN has been presented. Exper-
imental setup and Results Analysis have been presented in Sections
4 and 5 respectively. Section 6 is devoted to Cross Validation and
Section 7 concludes the work with some future directions.
2. Preliminaries
2.1. Pi-sigma neural networks (PSNNs)
The output of the network is computed by the product of sum
operation of the input units at the output layer. The output of the
network is computed by the product of sum operation of the input
units at the output layer. Fewer weight vectors and processing units
are capable of quick learning which makes themmore accurate and
tractable than the other networks. The weights connected from the
input layer to the hidden layer are tailored during the training and
the weights connecting the hidden layer to the output layer are ﬁxed
to unity. Due to this reason the complexity of the hidden layer can
be dramatically reduced by the number of tunable weights, for which
the model can be easily implementable and accelerated [54,55]
(Fig. 1).
Let the input x = (x0,x1. . ..,xj. . .xn)T be the (n + 1) dimensional input
vectors where additional Bj is the bias unit and xj denotes the jth
component of X. The (n + 1)k dimensional weight vectors such that
wij = (wij0,wij1,wij2. . .wijn)T, i = 1,2. . .k are summed at a layer of k
summing units, where k is the corresponding order of the network.
The output at the hidden layer hj can be computed by Eq. (1).
h Bj j= + ∑w xji i (1)
where wij represents the weight from the input to summing unit.
As the weight in the hidden layer to the output layer is ﬁxed to 1,
the output O can be computed by Eq. (2).
O =
⎛
⎝⎜
⎞
⎠⎟
=
∏f hj
j
k
1
(2)
where f(.) is a suitable activation function. The order of the PSNN
can be computed by the exact number of processing neurons in the
hidden layer. The structure of the network may be regularly
Table 1
Different types of HONNs in various application areas.
Author(s) Type of HONN Application
domain
Year Reference
Mahapatra et al. Chebyshev FLANN Classiﬁcation 2012 [27]
Naik et al. HMBO-GDL-FLANN Classiﬁcation 2015 [28]
Mishra et al. PSO-FLANN Classiﬁcation 2012 [29]
Dehuri et al. IPSO-FLANN Classiﬁcation 2012 [30]
Mili and Hamdi DE-FLANN Classiﬁcation 2013 [31]
Naik et al. CRO-FLANN Classiﬁcation 2015 [32]
Shin and Ghosh PSNN Classiﬁcation and
function
approximation
1991 [33]
Patra et al. FLANN Forecasting 2009 [34]
Bebarta et al. FLANN Forecasting 2012 [35]
Durga Ganesh
Reddy and Tarun
Varma
FLANN Forecasting 2014 [36]
Ghazali et al. RPNN Prediction 2006 [37]
Hussain et al. RPNN Prediction 2008 [38]
George and Panda FLANN Noise control 2012 [39]
Parija et.al. FLANN Location
management
2013 [40]
Sicuranza and
Carini
FLANN Noise control 2012 [41]
Ali and Haweel FLANN Channel
equalization
2013 [42]
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expanded by adding one or more extra summing units in the hidden
layer without hampering the structure of PSNN.
2.2. Fireﬂy algorithm (FFA)
Fireﬂy algorithm (proposed by Xin-She Yang) is a multimodal
[56] nature inspired metaheuristic algorithm based on ﬂashing be-
havior of ﬁreﬂies. Almost every species of ﬁreﬂies produces unique
small rhythmic ﬂashes and the ﬂashes are being produced by a
process of bioluminescence. According to Yang [57], the ﬁreﬂy is
based on three idealized principles: (i) Due to the unisex nature
of all ﬁreﬂies one ﬁreﬂy will be attracted toward another despite
of their sex. (ii) As attractiveness is directly proportional to the
brightness property of the ﬁreﬂies, so always the less bright ﬁreﬂy
will be attracted by the brightest ﬁreﬂy. (iii) The brightness of a
ﬁreﬂy is computed by the backdrop of the objective function. If
the distance between two ﬁreﬂies will increase, then both the at-
tractiveness and the brightness will decrease dramatically [58–62].
Also if the ﬁreﬂy will not ﬁnd anybody in its surroundings, then it
will travel in a random direction. The main property of ﬁreﬂy al-
gorithm is its ﬂashing light [63], which is responsible for attracting
the mating ﬁreﬂies and to warn the possible predators. Also at
regular intervals, the ﬁreﬂy charges and discharges the light which
seems like an oscillator. Usually, ﬁreﬂies remain most active during
the nights of summer [64–66]. When a ﬁreﬂy comes across another
neighboring ﬁreﬂy, a mutual coupling occurs between both ﬁre-
ﬂies. The male ﬁreﬂies try to attract the ﬂightless female ﬁreﬂies
on the ground through their signals [67,68]. With response to those
signals of male ﬁreﬂies, female ﬁreﬂies discharge ﬂashing lights.
As a result, discrete ﬂashing patterns of both the male and female
partners are generated for encoding the information like species
identity and sex [69]. In general, females are more attracted toward
the males having brighter ﬂashing lights. The ﬂashing intensity will
vary with the source distance. But, in some distinct cases, the female
ﬁreﬂies are unable to distinguish between the strongest andweakest
ﬂashes, those generated from a distant or nearer, by male ﬁreﬂies
respectively. The ﬁreﬂy algorithm has two stages described as
follows.
(i) The brightness is dependent on the intensity of light emitted
by the ﬁreﬂy [70]. Suppose there exists a swarm of n no. of
ﬁreﬂiesandthesolution foran ithﬁreﬂy iswi,where f(wi)denotes
its ﬁtness value. Now, the brightness B of a ﬁreﬂy is chosen to
reﬂect its current position w of its ﬁtness value f (w).
B f w wherei i= ( ) ≤ ≤, 1 i n (3)
(ii) All ﬁreﬂies have their unique attractiveness B, which indi-
cates how strongly it can attract other members of the swarm.
The attractiveness B will diverge with its distance factor dij
at the locations xi and xj, between the two corresponding ﬁre-
ﬂies i and j is given by
d w wij i j= − (4)
The attractiveness function B(r) of the ﬁreﬂy is computed by
B r be r( ) = −γ 2 (5)
where b is the attractiveness at r = 0 and γ coeﬃcient of light
absorption.
The movement of the less bright ﬁreﬂy toward the most brighter
ﬁreﬂy is computed by
w w be w w randi i r j i= + −( )+ −⎛⎝⎜ ⎞⎠⎟−γ η
2 1
2
(6)
where η is the randomization parameter and rand is a randomly
selected number between the interval [0,1].
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Fig. 1. Basic structure of a Pi-sigma neural network.
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2.3. Genetic algorithm (GA)
Genetic algorithms are evolutionary and stochastic search tech-
niques introduced by John Holland [71] at University of Michigan
and Goldberg [72]. As compared to the gradient search methods,
GA performs well at local optima and has lesser chance to trap at
local minima positions. Basically, GA is based on Darwin’s princi-
ple [73] (‘Survival of the Fittest’) of natural selection and genetic
inheritance. Depending upon the random selection of population
of chromosomes, GA always allows the survival of the ﬁttest chro-
mosome over some continuous generation in the population. The
chromosomesmay also be selected from a known sample. The chro-
mosomes will be iteratively cycled through three basic steps like
selection, crossover and mutation. Every chromosome represents
a single conceivable solution to the problem [74] and will compete
for the resources and mates. The strongest successful chromo-
somes will be able to produce more offspring than the weakly
performing chromosomes. Good performing chromosomeswill prop-
agate the genes throughout the population for which two good
parent chromosomes will produce better offspring than them-
selves and the succeeding generation will be preferably suited to
the environment.
2.4. Particle swarm optimization (PSO)
Kennedy and Eberhart [75] developed Particle Swarm Optimi-
zationwhich is based on the behavior of birds. It is one of the popular
stochastic and heuristic based population techniques, where a pop-
ulation is termed as swarm or particle. PSO is mainly based on
dynamic stability theory [76] and has the capability of handling large
multidimensional problems due to its fast convergence property.
PSO has less computational complexity due to fewer no. of param-
eter adjustments and it searches for the optimal solution in the
search space. The developmental principle of PSO is assuming a lo-
cation that has no mass or volume, ﬂying like a bird in multi-
dimensional space, not only adjusting its position but also exchanging
information about the current position in search space according
to its own earlier experience and that of its neighbors [77]. The be-
havior of birds, insects and ﬁshes etc. indicates a distinctive sign
toward the non-colliding nature between themselves, when they
travel in a group for food or shelter [78] by adjusting both their po-
sition and velocity. In this mechanism, members of a swarm
communicate their information and modify their positions and ve-
locities using their group information according to the best position
appearing in the current movement of the swarm [79]. The
Pseudo code of the FIREFLY Algorithm
Step-1: Generate initial population of fireflies X randomly.
X = {w1,w2,…wn}
Step-2: Compute the brightness of each firefly by using objective function f(wi) as
B = {B1,B2….Bn} = {f(w1),f(w2),…f(wn)}.
Step-3 : Set light absorption coefficient γ .
Step-4 : While (t iterationmax≤ )
For i=1 to n
For j=1 to i
If (Ij> Ii)
Move firefly i to firefly  j by using eq. (6).
End if
Attractiveness varies with distance r via exp ( )2rγ− .
Evaluate new fireflies and update brightness by using eq. (3).
End for
End for
t = t+1
End while
Step-5: Rank fireflies according to their fitness and find the best one.
Step-6: If Stopping criteria is reached, then go to step-7.
Else go to step-4.
Setp-7 : Stop.  
Pseudo code of GA
1. Generate population of chromosomes randomly.
2. Compute fitness of each individual chromosome.
3. Select adequate amount of chromosomes for reproduction.
4. Perform crossover for reproduction of chromosomes.
5. If maximum iteration or other specified stopping criteria reached then go to step-6.
Else go to step-2.
6.Stop.
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particles of the swarm would gradually get close to this position
and ﬁnally ﬁnd the optimal point by their interactive cooperation
[80]. Every particle has to retain its local best position lbest and the
global best position gbest among all the particles [81,82]. The data
transmission in the PSO algorithm is a one-way information ﬂow
mechanism [83].
V t V t c rand lbest t X t
c rand gb
i i i i+( ) = ∗ ( ) + ∗ ( )∗ ( ) − ( )( )
+ ∗ ( )∗
1 1
1
1
2
ω
est t X ti( ) − ( )( ) (7)
X t X t V ti i i+( ) = ( ) + +( )1 1 (8)
Eq. (7) controls both cognition and social behavior of particles
and next position of the particles are updated using Eq. (8), where
ω is the inertia weight and normally set to 0.9, Vi (t) and Vi (t + 1)
are the velocity of the ith particle at time t and t + 1 in the popula-
tion respectively, c1 and c2 are acceleration coeﬃcient normally set
between 0 and 2 (may be the same), Xi(t) is the position of the ith
particle and lbesti(t) and gbest(t) denote local best particle of the
ith particle and global best particle among local bests at time t, rand(1)
generates random value between 0 and 1.
2.5. Hybrid PSO-GA
Both PSO and GA are population based evolutionary algo-
rithms and have been successfully applied in many real life
applications. But after a mature experimentation of both these al-
gorithms, developers have raised some important issues on the
performance of these algorithms. Accurate Tuning of algorithmic
parameters in an optimization problem is a necessary part due to
the loss of effectiveness of the algorithm. In GA, there are some con-
trollable parameters like population size, mutation rate and crossover
and it gives in close proximity to optimal solution for a multifari-
ous problem having outsized number of variables and constraints
[84]. On the other hand, PSO relies on its parameters such as inertia
weight, best location, Position, Velocity, Speed and other social pa-
rameters. Premature convergence is a major problem in case of PSO
and which limits the solution of large scale problems. So, we have
made an effort to hybridize these two to get the best result rather
than the result of applying only a single optimization technique (PSO
or GA). The feature of population distribution changes over the gen-
erations throughout the PSO search process. At a primary stage of
the search, the particles may be spread over the entire search space.
Consequently, the population allocation is dispersive. The PSO-GA-
PSNN algorithm uses the standard back propagation gradient learning
(BP-GDL) algorithm [85] for training purpose. Initially small ran-
domly generated values are assigned as weight set. The local best
(lbest) of the particles has been treated as the initial population.
3. Proposed approach
In this section, the ﬂashing behavior of the ﬁreﬂies is used to
compute the optimal weights of PSNN, which in turn helps to
improve classiﬁcation accuracy of FFA-PSNN. Fireﬂy is a stochastic
metaheuristic algorithm. Due to its stochasticity nature, the algo-
rithm is able to search a set of solutions through randomization.
In heuristic algorithms, the solutions of the problems are searched
through trial and error basis and the chances of getting the optimal
output in rational amount of time is less. Metaheuristic searching
method depends on the proper adjustment of two concepts such
as: exploitation and exploration [86]. Exploitation is the searching
of best solutions among the neighbors to extract the information,
whereas exploration is the process of searching the diverse solu-
tions in the search space. As the ﬁreﬂy is metaheuristic in nature,
so its search process overcomes some pitfalls of both local search
and randomization at some higher level, i.e. the algorithm produces
the best ﬁt solution from the number of newly generated solu-
tions in the search space at lower level, and due to the randomization
nature, the algorithm is not trapped at local minima. Also, till the
best improvement in the candidate solution, the local search tries
to improve the corresponding solution. On the other hand, the ﬁreﬂy
is a population based algorithm, in which the searching of solu-
tions is achieved through the crossover operation. This means that
in the search space if the parents will share the same value of any
variable, then the child will share the same. However, the proper
parameter adjustments in the population based algorithms help to
produce good parameter values and are able to maintain the sta-
bility between exploration and exploitation.
There are only two major parameters, such as attractiveness and
variation of light intensity, in ﬁreﬂy algorithm which are needed
to be adjusted. The intensity refers to an absolutemeasure of emitted
light by the ﬁreﬂy and the attractiveness is a relative measure of
the light which is seen in the eyes of the beholders and judged by
other ﬁreﬂies [70]. After each successful step of the algorithm, the
ﬁreﬂies will move toward the most attractive solutions in the search
space, which leads to the effective performance of the algorithm.
In Algorithm-1, the term ‘weight-set’ has been used to denote a set
of weights of the PSNN model at a particular instance of time. Ini-
tially, the population of ﬁreﬂies is generated randomly, in which each
ﬁreﬂy represents a weight set of PSNN. Also, initial brightness of
the ﬁreﬂies is initialized to 0.4 and absorption coeﬃcient is set as
0.5. Then the ﬁtness of each ﬁreﬂy is calculated by using algorithm-2
which is used as intensity of the ﬁreﬂies.
In algorithm 2, the weight set w is set on PSNN and the RMSE
is calculated by training the PSNN with a particular dataset. Then
the ﬁtness of weight set w is computed from the sum of the root
mean square error obtained from each instance of the dataset as
1/RMSE. In the population, each ﬁreﬂy is compared with another
ﬁreﬂy based on their ﬁtness (intensity), and less bright ﬁreﬂy gets
attracted toward the best ﬁreﬂy and changes their position by using
Eq. (6). In Eq. (6), the randomization parameter η is set to 0.5 and
rand is a random number between the interval [0,1]. The root mean
square error (RMSE) is given in Eq. (9).
RMSE
O O
n
i i
i
n
=
−( )
=
∑ ˆ 2
1
(9)
The network is trained with the production of errors and the
overall estimated error function E can be calculated as in Eq. (10).
E t d t O tj j j( ) = ( ) − ( ) (10)
where dj(t) indicates the ﬁnal desired output at time (t-1). At each
time (t-1), the output of each Oj(t) is calculated .The FFA-PSNN al-
gorithm for classiﬁcation is illustrated in algorithm 1which produces
the output of the network with some optimized weight set. The
network is trained with the standard back propagation gradient
descent learning (BP-GDL) during the ﬁtness calculation. The weight
change and the updating of weight value can be computed by
Eqs. (11) and (12) respectively.
Δw h xj ji
j
m
k=
⎛
⎝⎜
⎞
⎠⎟≠∏η 1 (11)
where hji is the output of summing layer and η is the rate of
learning.
w w wi i i= + Δ (12)
For accelerating the error convergence, the momentum term α
is added and the weight connection value can be computed as in
Eq. (13).
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w w wi i i= +αΔ (13)
The accuracy of classiﬁcation is computed as in Eq. (14).
Accuracy
cm
cm
i
n
i jj
i j
m
i
n
i jj
m= ×
=
=
==
= =
∑ ∑
∑ ∑
1 1
1 1
100
,,
,
% (14)
where cm is confusion matrix.
During changing their positions, if the distance between ith ﬁreﬂy
and jth ﬁreﬂy increases or decreases then their brightness are updated
by considering previous brightness and their distances (Eqs. 4 and
5). The new positions of ﬁreﬂies are evaluated by using algorithm
2 and the best one is selected from the current population. Simi-
larly, in every generation each ﬁreﬂy gets attracted toward the best
neighbor ﬁreﬂy and changes their position. When this process is
continued, still there will be no further improvement in the best
ﬁreﬂy.
3.1. Stochastic gradient descent learning (SGDL) algorithm
In batch learning, during each iteration of the algorithm, the com-
plete training sets of the sample are used for computing the next
parameter update and are quite suitable to converge at local optima
[87]. But Stochastic Gradient Descent Learning (SGDL)methodworks
with a few training samples which are low cost and has a fast con-
vergence rate than back propagation training algorithms. Also, it
helps to reduce the variance in the updating parameters which leads
for stable convergence [88]. Thus SGDL algorithm calculates the gra-
dient of the algorithmic parameters by updating the equation of
Gradient Descent learning as in Eq. (15).
w w f w x yt t w t i i+ ( ) ( )= − ∇ ( )1 α ; , (15)
where x yi i( ) ( )( ), is the training sample pair in the dataset, f is the
objective function.
Here, the learning rate α in SGDL algorithm is comparatively
small than that of batch gradient descent learning due to the larger
variance in the updates. The value of the learning rate is set to 0.12.
4. Experimental set up
The proposed approach has been designed to correctly classify
the data having large number of feature sets and various class labels.
The data sets have been considered from the University of Califor-
nia at Irvine (UCI) machine learning repository [89]. A comparative
analysis has been done between FFA-PSNN and other developed clas-
siﬁcation methods like PSNN, GA-PSNN, PSNN-PSO and PSO-GA-
PSNN. The approach has been implemented by using MATLAB 9.0
on a system with an Intel Core 2 Duo CPU T5800, 2GHz processor,
2 GB RAM andMicrosoft Windows-2007 OS. The datasets have been
prepared by splitting them into 5-folds, out of which 4 folds are used
for training and 1 fold is used for testing.
4.1. Parameter settings
The quality of each ﬁreﬂy is represented through its correspond-
ing ﬁtness value. The parameters set during the experiment are given
in Table 2.
Algorithm – 1:  PSNN- FFA   for Classification
INPUT: Dataset with target vector ‘t’ , initial population of weight-sets ‘P’, Bias B.
OUTPUT: PSNN with optimized weight-set ‘w’.
FFA-PSNN-CLASSIFICATION (x, P, t, B)
Step-1: Generate initial population of fireflies X  randomly. X={w1,w2,...,wn}
Step-2: Generate initial brightness of the fireflies in the population randomly. b={b1,b2,...,bn}.
Step-3: Calculate initial light intensity if fireflies.
I = {f(w1), f(w2),..., f(wn)}, where f(wi) (Algorithm-2) is the objective function to compute fitness of 
weight-set wi. 
Step-4 : Set light absorption coefficient γ .
Step-5 : While (t < max iteration)          (where max iteration is the maximum no. of iterations)
For i=1 to n
For j=1 to i
If (Ij> Ii)
Move firefly i to firefly  j by using eq. (6).
End if
The distance rij between wi and wj, between the two corresponding 
fireflies i and j is given by eq. (4).
Attractiveness varies with distance r via exp ( )2rγ−
using eq. (5).
Evaluate new fireflies using Algorithm-2.
Update brightness by using eq. (3).
End for
End for
t = t+1
End while
Step-6: Rank fireflies according to their fitness and find the best one.
Step-7: If Stopping criteria is reached, then go to step-8.
Else go to step-5.
Setp-8 : Stop.
Table 2
Parameter setting.
PSNN parameters FFA parameters
Initialization of weight vector except
output layer: Values between −1
and 1
Initial brightness: b = 0.4
Initialization of weight vector at
output layer: 1
Randomization parameter η = 0 5.
Number of epochs: 1000 Coeﬃcient of light absorption γ = 0 5.
____ Stopping criteria: Maximum number
of iteration
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4.2. Data set information
The brief description about the datasets used in the experi-
ment analysis is as follows:
Pima Dataset: This dataset is a collection of females more than
21 years old of Pima Indian Heritage. It consists of 768 pat-
terns, 9 no. of attributes and 2 class labels. There are no missing
values for this dataset.
Balance Dataset: This dataset is used to model the psycholog-
ical experimental results. The balance scale may shift to the left
or right or be balanced. It is based on the balance scale mea-
surements having 625 patterns, 4 no. of attributes and 3 classes.
It has no missing values.
Heart Dataset: This data base is related to the human heart and
its attributes are age, sex, chest pain type, resting blood pres-
sure etc. It comprises 256 patterns, 14 no. of attributes and 2
class labels. It is of multivariate type and has no missing values.
Hayes-Roth Dataset: This dataset consists of 5 numerically valued
attributes like name, hobby, age etc. It has 160 no. of patterns,
5 no. of attributes and 3 class labels having no missing values.
Vehicle Dataset: This dataset is used to classify a given silhou-
ette as one of four types of vehicle, using a set of features
extracted from the silhouette. It is based on the vehicle classi-
ﬁcation having 846 patterns, 18 no. of attributes and 4 no. of
classes. It has no missing values.
WBC (P)Dataset: It has 194 patterns, 32 no. of attributes and 2
no. of classes.
Parkinson Dataset: It has 196 patterns, 23 no. of attributes and
2 no. of classes.
Hepatitis Dataset: This data set is used as the information about
Hepatitis patients. It has 155 patterns, 19 no. of attributes and
2 no. of classes. It has no missing values.
WBC (D)Dataset: It has 569 patterns, 30 no. of attributes and 2
no. of classes.
Ecoli Dataset: This dataset is used to predict the localization site
of proteins by employing some measures about the cell such as
cytoplasm, lipoprotein etc. It has 336 patterns, 7 no. of attri-
butes and 8 no. of classes. It has no missing values.
Sonar Dataset: This dataset is used to predict the signals of the
objects in different angles. It has 208 patterns, 60 no. of attri-
butes and 2 no. of classes. It has no missing values.
Table 3 summarizes the detailed information about the datasets.
The ﬁrst column in the table shows the corresponding name of the
datasets. Other information like no. of attributes, no. of class labels
etc. has been indicated in the rest of some columns.
5. Result analysis and analytical discussions
The proposed FFA-PSNN approach has been implemented and
tested for eleven no. of datasets (Table 3) with a 5-fold cross
validation technique. The standard min–max normalization
technique which maps values of dataset v to v’ in the range
[ new max to new minA A_ _ ] of an attribute A has been used to normal-
ize the data (Eq. (16)).
′ =
−
−
−( )+v v min
max min
new max new min new minA
A A
A A A_ _ _ (16)
Ten no. of individual runs have been performed for every
single fold. To compute the generalized unbiased performance of
the learned model, Cross-Validation (Larson) [90] is used, which
compares learning algorithms by dividing data into two groups
like training set and testing set, which are used to train and
evaluate the model respectively. The balance dataset (Table 4) has
been cross validated by using the 5-fold cross validation (pro-
cessed by KEEL Data-Mining Software Tool) (Alcalá-Fdez et al.)
[91] and the other datasets have also been prepared in the same
manner. The classiﬁcation accuracy for the 5-folded balance data
sets has been shown in Table 5. The average classiﬁcation accura-
cy of all the models in both training and testing for all the
datasets has been indicated in Table 6. The obtained result of the
proposed approach is compared with the other developed well-
known approaches like PSNN, GA-PSNN, PSO-PSNN and
PSO-GA-PSNN.
Also, the proposed FFA-PSNN has been trained with stochastic
gradient descent learning for better analysis on the convergence of
the algorithm. The data samples have been supplied randomly during
Algorithm – 2:  Fitness From Training Procedure
1. FUNCTION F= Fitness From Training
2. FOR i = 1 to n, n is the length of the dataset
(x, w, t, B)
3.       Compute the output at the hidden layer by using eq. (1)
4.       Compute the output of the network by using eq. (2).
5.       Calculate the error term by using eq. (10) and compute the fitness F(i)=1/RMSE.
6. END FOR
7.    Compute root mean square error (RMSE) by using eq. (9) from target value and output
8.    The weight changes by using the BP-GDL algorithm can be computed by using eq. (11).
9.    Update the weight by using eq. (12). 
10.  The weight value can be calculated after adding the momentum term by using eq. (13). 
11. IF the stopping criteria like training error or maximum no. of epochs are satisfied, then Stop.
ELSE repeat the step from 2 to 11.
12. END
Table 3
Data set information.
Dataset Number of
pattern
Number of
attributes
Number of
classes
PIMA 768 09 02
BALANCE 625 04 03
HEART 256 14 02
HAYES-ROTH 160 05 03
VEHICLE 846 18 04
WBC (P) 194 32 02
PARKINSON 196 23 02
HEPATITIS 155 19 02
WBC (D) 569 30 02
ECOLI 336 07 08
SONAR 208 60 02
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the iterations of SGDL algorithm. The learning rate has been
assigned as a small constant value such as 0.12 which is able to give
stable convergence. One of the advantages of using this algorithm
is for faster convergence even if the data are redundant or ran-
domly shuﬄed. By considering a few training samples, it is able to
estimate the good gradients over the whole sample. But, the lim-
itation of SGDL algorithm found during the investigation is that, the
total gradient solutions lead to the early convergence to local minima
of the objective function. At this point, the algorithm is unable to
get away from these local minima. But in practical, the gradient
descent learning is able to get rid from such local minima situa-
tions. The comparative results of FFA-PSNN and FFA-SGDL-PSNN have
been shown in Table 7. The results indicate that the average clas-
siﬁcation accuracy of the proposed model is quite better than the
other models for both training and testing. The highest average clas-
siﬁcation accuracy of the FFA-PSNN has been obtained for the Balance
dataset 97.107. The performances of all the models by considering
the no. of epochs and the RMSE (Eq. 9) have been shown in Figs. 2–6
for ﬁve datasets.
6. Statistical analysis and cross validation
The improved performance of a proposed method over the ex-
isting methods can be realized through statistical analysis. The
analysis helps to analyze the nature of data. The performance in the
improvement of the proposed algorithm (from existing if any) or
a completely new algorithm should be statistically signiﬁcant either
in terms of classiﬁcation accuracy, error measures or any other cri-
teria in classiﬁcation problems. A number of statistical tests and their
analytical measures along with different experimental validations
have been reviewed by Demšar [92]. We have considered the sta-
tistical tests like ANOVA, Friedman test, Tukey test, Dunnett test and
Post Hoc test to measure the statistical correctness of the pro-
posed algorithm with the other existing algorithms.
Table 4
Five-fold cross validated balance dataset.
Dataset Data ﬁles Number of pattern Task Number of pattern in class-1 Number of pattern in class-2 Number of pattern in class-3
Balance Balance-5-1trn.dat 500 Training 39 230 231
Balance -5-1tst.dat 125 Testing 10 58 57
Balance -5-2trn.dat 500 Training 39 230 231
Balance -5-2tst.dat 125 Testing 10 58 57
Balance -5-3trn.dat 500 Training 39 230 231
Balance -5-3tst.dat 125 Testing 10 58 57
Balance -5-4trn.dat 500 Training 39 230 231
Balance -5-4tst.dat 125 Testing 10 58 57
Balance -5-5trn.dat 500 Training 39 230 231
Balance -5-5tst.dat 125 Testing 10 58 57
Table 5
Performance of classiﬁcation accuracy on balance dataset.
Datasets Task Accuracy of classiﬁcation in %
Data 5-folds FFA-PSNN PSNN-PSO GA-PSNN GA-PSO-PSNN PSNN
Balance Balance -5-1trn.dat Training 97.266 95.032 94.028 96.152 89.128
Balance -5-1tst.dat Testing 97.110 95.000 94.345 96.122 89.091
Balance -5-2trn.dat Training 97.028 95.289 94.225 96.100 89.302
Balance -5-2tst.dat Testing 97.090 95.011 94.222 96.052 89.028
Balance -5-3trn.dat Training 97.038 95.300 94.192 96.262 89.000
Balance -5-3tst.dat Testing 97.035 95.049 93.097 96.233 89.000
Balance -5-4trn.dat Training 97.168 95.302 94.000 96.155 89.200
Balance -5-4tst.dat Testing 97.089 95.177 94.111 96.123 88.201
Balance -5-5trn.dat Training 97.038 95.111 94.201 96.152 89.026
Balance -5-5tst.dat Testing 97.009 95.233 93.200 96.126 89.209
Table 6
Comparison of average performance of FFA-PSNN with other models.
Dataset Average classiﬁcation accuracy (in %)
FFA-PSNN PSNN-PSO GA-PSNN GA-PSO-PSNN PSNN
Train Test Train Test Train Test Train Test Train Test
PIMA 94.235 94.220 91.273 91.315 90.244 89.382 92.332 91.563 88.214 87.508
BALANCE 97.107 97.066 95.206 95.094 94.129 93.795 96.164 96.131 89.131 88.905
HEART 92.430 92.009 90.231 91.148 89.203 90.128 91.669 90.732 87.295 88.288
HAYES-ROTH 93.005 92.226 91.292 90.278 90.200 90.234 91.217 91.633 89.151 89.312
VEHICLE 93.623 93.008 91.607 91.552 90.333 90.398 91.563 91.238 88.006 87.100
WBC (P) 91.225 90.006 86.352 85.127 82.007 81.832 86.992 85.033 76.651 75.390
PARKINSON 96.422 95.216 94.362 94.824 91.769 92.383 95.003 95.232 88.521 88.502
HEPATITIS 91.421 91.270 82.021 82.018 80.071 79.058 84.363 85.009 74.072 74.388
WBC (D) 96.686 95.500 94.031 94.038 90.042 91.348 95.069 95.633 88.304 87.103
ECOLI 94.923 94.866 91.003 91.018 90.365 90.333 92.022 92.006 88.001 88.101
SONAR 95.665 95.003 91.677 91.322 91.239 91.855 93.002 93.148 89.511 89.336
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6.1. ANOVA test
In this section, one way ANOVA test (Fisher) [93] has been per-
formed and the objective is to test the null hypothesis to evaluate
the variability in the performance of the models. The sum variabil-
ity is divided into the variability among the classiﬁers, variability
between the data sets and the residual (error) variability by ANOVA.
We can reject the null hypothesis and get some difference among
the classiﬁers, based on some marginal better variability of the
between classiﬁer compared to error variability. The test has been
carried out using one way ANOVA in Duncan multiple test range
with 95% conﬁdence interval, 0.05 signiﬁcance level and linear poly-
nomial contrast and the result has been indicated in Fig. 7 and Fig. 8
and the result of Post hoc tests is shown in Fig. 9.
Table 7
Comparison of performance between FFA-PSNN and FFA-SGDL-PSNN.
Dataset Average classiﬁcation accuracy (in %)
FFA-PSNN FFA-SGDL-PSNN
Train Test Train Test
PIMA 94.235 94.220 94.249 94.217
BALANCE 97.107 97.066 97.112 97.105
HEART 92.430 92.009 92.416 92.014
HAYES-ROTH 93.005 92.226 92.996 92.219
VEHICLE 93.623 93.008 93.632 93.042
WBC (P) 91.225 90.006 91.184 90.024
PARKINSON 96.422 95.216 96.414 95.196
HEPATITIS 91.421 91.270 91.408 91.246
WBC (D) 96.686 95.500 96.672 95.612
ECOLI 94.923 94.866 94.890 94.858
SONAR 95.665 95.003 95.531 95.016
Fig. 2. RMSE vs. Epoch on Vehicle Data Set.
Fig. 3. RMSE vs. Epoch on Parkinson Data Set.
205J. Nayak et al./Engineering Science and Technology, an International Journal 19 (2016) 197–211
6.2. Tukey and Dunnett test
Post-Hoc test is used to reject the null hypothesis in ANOVA. For
the comparison of the performance of all classiﬁers with each other
Tukey test (Tukey [94]) and for comparisons of all classiﬁers with
the proposed classiﬁer the Dunnett test (Dunnett [95]) have been
used. FFA-PSNN acts like the control group and it is being com-
paredwith all other groups like PSNN, GA-PSNN, PSO-PSNN and PSO-
Fig. 4. RMSE vs. Epoch on Balance Data Set.
Fig. 5. RMSE vs. Epoch on Hepatitis Data Set.
Fig. 6. RMSE vs. Epoch on Sonar Data Set.
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GA-PSNN. The results of Tukey test and Dunnett test have been
illustrated in Fig. 10. In Tukey test by considering one group as the
control group remaining others are compared against that group
and this process have continued for all the others. During the test,
it is found that the mean difference between the classiﬁer variabil-
ity is larger than the error variability in all the considered cases which
may lead to the rejection of null hypothesis. Hence, the resulting
performance values of all the statistical tests show that the FFA-
PSNN performs better than the other models.
6.3. Friedman test
To calculate the differences amongmultiple test classiﬁers, Fried-
man test (Milton Friedman [96,97]) has been used in this work.
Certain ranks have been assigned to each of the classiﬁer’s values
in each row, such that the best performed algorithm will have the
chance of getting highest rank followed by others and the mea-
sured dependent variable must be ordinal. For the similar cases, the
average ranks may be calculated by using Eq. (17) in each of the
columns.
R N rj i
j
i
= ∑1
1
(17)
where ri j is the rank of the jth classiﬁers and N is the number of
datasets. Table 8 indicates the assigned ranks (shown in brackets)
of each classiﬁer on different cross validated datasets. The average
accuracy values (train + test) from Table 6 of all the eleven datasets
have been considered for ranking purpose in all the cases.
Based on the assigned rank values, the average values
R R R R R1 2 3 4 51 2 09 3 3 9 5= = = = ={ }, . , , . , have been calculated for all
the ﬁve algorithms.
As per the basic principle of Null hypothesis (H: All the classi-
ﬁers are in the same rank and hence they are equivalent), all the
algorithms are the same and so that the ranks will be equal. Based
on the ranks R j of the classiﬁers, the Friedman statistics XF2 is com-
puted by using Eq. (18).
X Nm m R
m m
F j
j
2 2
1 2
12
1
1
4
= +( ) −
+( )⎡
⎣⎢
⎤
⎦⎥∑ (18)
where XF2 is the Friedman statistics and is distributed with (m − 1)
degree of freedom. The values of N and m are considered as integer
values. Iman and Davenport [98] distributed the statistics
with (m − 1), (m − 1) (N − 1) degree of freedom as per F-distribution
and developed a better performed Friedman statistics shown in
Eq. (19).
F N X N m XF
F
F
=
−( )
−( ) −
1
1
2
2 (19)
The value of N is 11 and Rj
j
2∑ can be computed as 54.57. So,
XF2 is 42.108 under the (m − 1) degree of freedom. As per
F-distribution, the FF is computed as 145.601 by placing the
values of XF2 , N, m. The FF value is calculated with the (m − 1),
(m − 1) (N − 1) degree of freedom i.e. (5 − 1), (5 − 1) (11 − 1) degree
of freedom and the crucial value can be obtained as 3.83 by
appropriately selecting the value of α as 0.01. As per the above
calculations, the critical value is less than the FF statics, so, the
null hypothesis is rejected. Hence we can proceed for the Post
Fig. 7. ANOVA test with 95% conﬁdence interval.
Fig. 8. ANOVA results with sum of squares and mean square.
Fig. 9. Post hoc tests with homogeneous results.
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Hoc analytical test. The density plot with the F value and critical
value is shown in Fig. 11.
After rejecting the null-hypothesis, the post hoc test has been
carried out by using the Holm procedure (Demšar [92], Garcia et al.
[99], Luengo et al. [100]) to compute the performance of each of
the classiﬁers against the others depending on the z-value and
p-value. The z-value is calculated by using Eq. (20) and according-
ly, the p-value is computed from the normal distribution table.
Z
R R
m m
N
i j
=
−( )
+( )1
6
(20)
where z indicates the z-score value. Ri and Rj are the average rank
of ith and jth classiﬁer respectively. The number of classiﬁers is m
and N is the number of datasets respectively. The classiﬁers PSNN,
GA-PSNN, PSO-PSNN, PSO-GA-PSNN are compared with FFA-
PSNN based on z-value, p-value and α m i−( ) , where ‘i’ is the
classiﬁer’s number, and described in Table 9. By using the Holm test,
when we compare the value of pi with α m i−( ) , it is observed that
the null hypothesis can be rejected as pi is less than α m i−( ) in all
the three cases. Hence, it is proven that the null-hypothesis is re-
jected. On the other side, Hochberg procedure works with the same
procedure, but the largest p value will be compared with α and the
next p value with α 2 and so on. In this case also, the null hypoth-
esis is rejected. Hence, the proposed classiﬁer ‘FFA-PSNN’ is
statistically signiﬁcant and performs quite well on cross validated
data sets and outperforms the other explained classiﬁers.
7. Conclusion
Since its inception ﬁreﬂy algorithm has been extensively used
in many real life domains. In this paper, a novel ﬁreﬂy based Pi-
sigma neural network has been developed with higher classiﬁcation
Fig. 10. Result of Tukey and Dunnett test.
Table 8
Ranks of classiﬁers on different datasets based on the classiﬁcation accuracy on train and test set.
Dataset Average classiﬁcation accuracy [Train + Test] (in %)
FFA-PSNN PSO-GA-PSNN PSNN-PSO GA-PSNN PSNN
PIMA 94.227(1) 91.942(2) 91.294(3) 89.813(4) 87.861(5)
BALANCE 97.086(1) 96.147(2) 95.15(3) 93.962(4) 89.018(5)
HEART 92.219(1) 91.200(2) 90.689(3) 89.685(4) 87.791(5)
HAYES-ROTH 92.615(1) 91.425(2) 90.785(3) 90.217(4) 89.231(5)
VEHICLE 93.315(1) 91.400(3) 91.579(2) 90.365(4) 87.553(5)
WBC (P) 90.615(1) 86.012(2) 85.739(3) 81.919(4) 76.020(5)
PARKINSON 95.819(1) 95.117(2) 94.593(3) 92.076(4) 88.511(5)
HEPATITIS 91.345(1) 84.686(2) 82.019(3) 79.564(4) 74.23(5)
WBC (D) 96.093(1) 95.351(2) 94.034(3) 90.695(4) 87.703(5)
ECOLI 94.894(1) 92.014(2) 91.010(3) 90.349(4) 88.051(5)
SONAR 95.334(1) 93.075(2) 91.499(4) 91.547(3) 89.423(5)
Average 1 2.09 3 3.9 5
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accuracy. The basic objective of this paper is to show the effective-
ness of the ﬁreﬂy algorithm in data classiﬁcation and then to prove
the proposed approach is better and reliable than the other devel-
oped models. A number of statistical tests like ANOVA, Friedman,
Dunnett and Post Hoc test have been performed to show that the
proposed model is also statistically valid and is able to provide good
solution as compared to other models. Other than heart, hepatitis
and WBC (P) data sets, in all the cases the classiﬁcation accuracy
of the proposed classiﬁer is promising and reliable than the other
models. It is noticed that the ﬁreﬂy’s behavior to ﬁnd the brighter
and better ﬁreﬂy helps to obtain the best ﬁtness function value in
the neural network. Also, the hybridized PSO-GA algorithm pro-
duces better accuracy than only the individual GA and PSO
performance. Based on the simulation results obtained from the pro-
posed approach, it can be concluded that FFA-PSNN can be eﬃciently
used in all types of classiﬁcation problems with a better conver-
gence and less error rates, where the other methods are able to
produce only the suboptimal solutions. In our future work, focus
will be made on the hybridization of ﬁreﬂy algorithm with some
other recently developedmetaheuristic to solve various data mining
problems. Apart from that, a deep experimental investigation on the
values of parameters like attractiveness and light intensity in im-
proved version of ﬁreﬂy algorithm is to be analyzed in the near
future.
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