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Abstract
Currently, database management systems solely rely on exact syntax of queries to
retrieve data. As consequence query answers often do not meet the user’s intention.
In this thesis we propose an ontology-based semantic query processing approach for
database systems. We use ontologies to transform a user query into another query
that may provide a more meaningful answer to the user. For this purpose, we define
and specify different mappings that relate concepts of an ontology with those of an
underlying database and develop a set of algorithms that allow us to find these mappings
in a semi-automatic way. Moreover, we propose a set of semantic rules for transforming
queries using terms derived from the ontology. We classify the rules and demonstrate
their usefulness using practical examples. Furthermore, we make use of the theory of
term rewriting systems to formalize the transformation process and to study the basic
properties for applying these rules. Finally, we implement a prototype system using
current technologies and evaluate its capability by using a real world application.
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Zusammenfassung
Die Bedeutung der in den relationalen Datenbankmanagementsystemen dargestell-
ten Realwelt-Objekten wird weder explizit noch vollständig beschrieben. Demzufolge
treffen häufig diese Systeme mit den Anfrageantworten nicht die Benutzerabsichten. Die
vorliegende Dissertation präsentiert einen ontologie-basierten Ansatz für die semanti-
sche Anfrageverarbeitung. In diesem Ansatz sollen semantische Informationen aus ei-
ner gegebenen Ontologie abgeleitet und für die Umformulierung der Benutzeranfrage
verwendet werden. Dies führt zu einer neuen Anfrage, die für den Benutzer sinnvol-
lere Ergebnisse aus der Datenbank zurückliefern kann. Wir definieren und spezifizie-
ren Einschränkungen und Abbildungen zwischen der Ontologie- und den Datenbank-
Konzepten, um eine Ontologie mit einer Datenbank zu verknüpfen. Des Weiteren ent-
wickeln wir eine Reihe von Algorithmen, die uns helfen, diese Abbildungen auf eine halb-
automatische Weise zu finden. Außerdem entwickeln wir eine Reihe von semantischen
Regeln, die für die Umformulierung einer Anfrage benutzt werden. Die Haupteigen-
schaft einer Regel ist es, Begriffe einer Anfrage durch andere Begriffe zu ersetzen oder
anzureichern, die von denselben ontologischen Konzepten dargestellt werden. Weiterhin
benutzen wir die Theorie der Termersetzungssysteme, um den Transformationsprozess
zu formalisieren und die wesentlichen Eigenschaften für das Anwenden der Regeln zu
studieren. Aufbauend auf diesem Ansatz wurde ein Prototyp implementiert und wurde
die Fähigkeit unseres Ansatzes durch einer real existierenden Anwendung ausgewertet.
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In physics, bioinformatics, geography, and other disciplines, we encounter many appli-
cations that both access and store large data sets in databases. Usually, data is collected
from different information sources or generated by different users. Hence, they could
be interpreted differently. In this context, query answering must be efficient. During
the past decades, relational database management systems (RDBMS) have proven to
be a technology that is able to deal with complex queries over large data sets. To re-
trieve data from a database, users submit queries using terms that represent some real
world objects and expect as result all database items that represent those objects. The
queries are usually specified by imposing conditions on the attribute values stored in
the database. However, the answers to these queries might not meet the user intension.
Often, users must reformulate their queries using different values until they obtain a
satisfactory answer. One of the reasons is that existing DBMSs only rely on query
syntax, i.e., they retrieve only data that exactly match query expressions.
In this context, traditional approaches to database management have not paid much
attention to the semantics of user queries, i.e., whether they return results meeting the
user’s intention, rather they focus on providing support for efficient query processing.
In query optimization efficiency means the ability of the system to minimize the costs
of query execution. There, the main goal is to rewrite a given query into another
equivalent one that uses less time and/or resources. Two queries are considered to be
equivalent if they return the same result.
While there is much work being done on improving the efficiency of query processing,
not much has been published on improving the quality of query answers. Recently,
some approaches attempt to extend conventional database systems to use similarity
metrics in query processing [AGG02, BCM02, Sri03, DHL+04]. The metrics are either
provided by the user or computed by the system. However, these approaches require to
modify the existing query languages by redefining their operators. Further, estimating
similarity between terms of a query and values in the database is very difficult. These
difficulties arise due to many reasons such as the unfamiliarity of users with the database
content, the difficulty in assigning weights, or different priorities. As a consequence,
the system might return a large number of tuples to the user and leaves to him the task
to select relevant results. In addition, the system requires to scan the entire database
for computing similarities leading to poor performance [Bin02].
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However, there is a real need for approaches that can improve query answers. An
important approach is the use of "semantic knowledge" about the database and its
content to semantically improve query processing. Recent work uses ontologies as the
source of such knowledge. Users formulate their queries over an ontology without
knowing where and how the data is organized in the database. However, due to their
large size, navigating through ontology and selecting appropriate terms for the queries
causes many problems. In addition, users might not be familiar with the ontology
content. Finding the suitable data source for answering queries is a problem addressed
extensively in data integration systems [Qua05] and is out of the scope of this thesis.
We assume that users know about the structure of the database but not about its
content.
The main goal of this work is to develop a new approach to improve the effectiveness
of answering queries based on ontologies. A user query might be transformed into a
new query which is not necessary equivalent, but might provide a more meaningful
answer satisfying the user’s intention. "Meaningful answer" means that that it is more
complete than the initial one w.r.t. user’s intension. To achieve this goal, we must
answer some fundamental questions:
1. How can semantics be captured, expressed, and used?
Database schema and integrity constraints do not provide enough semantics to
describe the meaning of real world entities represented in a database. We need
an additional source that can provide more semantics, and hence features and
aspects of the entities. The source must be able to explicitly express and reason
about semantics.
2. How can we establish a mapping between an ontology and a database?
Our ultimate goal is to improve query answers using semantic information from
ontologies. To achieve this goal, we have to establish a mapping between database
concepts with associated ontology components. This mapping must be specified
sufficiently such that most of the relevant results could be retrieved.
3. How can ontologies be used to improve query answering?
We need a generic and flexible approach which is independent of the ontology
content. We aim at developing a set of semantic rules which can extract se-
mantics from any ontology. The rules will be used for the query transformation.
They should depend only on the mapping information about the ontology and
the corresponding database. We opted for an approach that can be implemented
without substantial changes to the components of a database system and hence
could be easily implemented in many existing systems. Users formulate their que-
ries over the database as usual and the system extracts semantics and transforms
the queries.
In this thesis we will discuss these questions and thereby develop new concepts and
methods for query processing in a semantical meaningful way.
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This thesis is organized as follows. Chapter 2 gives an overview of query processing
in a relational database system and presents a brief survey of query processing literature,
with a focus on query rewriting techniques that utilize semantics.
Chapter 3 presents the basic notions and ideas used for this thesis. It starts by
providing clear definitions of semantics and their related issues such as syntax, models,
and conceptual schema. Then, it proposes ontologies as a main support for a semantic
query transformation. A clear definition is given of what is meant by an ontology in
this thesis. A discussion of the potential role of ontologies in describing the database
content is also presented.
Chapter 4 is concerned with the use of ontologies in query processing. It explains
how ontologies help to resolve semantic problems and how they can act as a query
model. Furthermore, this chapter specifies the mapping between a database and an
ontology at the instance level as well as at the schema level. We propose a set of
algorithms that allows us to find concepts of the database and the ontology that are
related. We also review and compare some prototype systems related to our work. We
focus on how they apply ontologies to query processing.
In Chapter 5, we present a new approach to semantic query processing within single
(object) relational database systems. We develop a set of transformation rules and
illustrate how they can be effectively used for improving query answers. We classify
the rules into two subsets: rules that extend the original query results and rules that
reduce them. In both cases the results better satisfy the user’s need and better meet
his intention. We outline important concepts of the theory of term rewriting systems
and use them to study the main properties of the rules application.
Chapter 6 describes the design and the implementation of a prototype based on
concepts and methods presented in Chapters 4 and 5. We investigate the standard
technologies that can be used for the implementation and develop an approach to
represent mapping information. We also illustrate technical details about the main
components of the prototype architecture. We evaluate the effectiveness of our semantic
transformation by implementing a real world application and executing a set of test
queries.
Finally, Chapter 7 summarizes the results of this thesis and outlines future work
that may extend and further improve them.
Chapter 2
Query Processing in Databases
Over the past decade, the use of database systems has been dramatically expanded with
many different applications ranging from traditional applications (e.g., bank transac-
tions, airline reservation) to more advanced applications (e.g., multimedia storage and
analysis, internet services). Database management systems have become successful
because of their ability to store and retrieve large data efficiently. Thereby, query
processing represents a challenge for database systems because user queries are ex-
pected to be executed as fast as possible and with as little computing costs as possible.
Moreover, database systems have to return answers that will best meet the user’s
intentions. A wide variety of work has addressed many problems related to query
processing in various database environments (centralized, distributed, and mobile envi-
ronments) including query optimization [FMV93, JMP97, SJS01, MD03], data index-
ing [FL01, HAI02, ZAF+03] and query language extensions [ART96, LS03, LWZ04].
This chapter reviews the theoretical foundations relevant to query processing in re-
lational database systems. Our objective is not to give a full coverage of all concepts
and techniques used for query processing but to provide the terminologies used in the
subsequent chapters and to illustrate some of the techniques that are most relevant to
our work. The reasons of choosing the relational framework are numerous. First, rela-
tional databases are based on mathematical foundations making easy to treat complex
problems at the conceptual level. Second, they have proved to be adequate for ex-
tending their concepts and for integrating new approaches [FMV93]. Third, relational
database systems use high-level languages which give many opportunities for optimiza-
tion. Finally, relational database systems are broadly deployed in many applications
and information services in the commercial market.
Moreover, we focus our discussion on query processing techniques developed for
centralized databases because of the relevance to our approach. Nevertheless, most of
these techniques are reused and adapted to other kinds of database systems [FMV93,
Gru93, Kos00].
This chapter is organized as follows. We start by defining standard concepts from
the database theory used in this thesis. We then give an overview of the basic steps
of query processing. Since transformation of queries is the basis of our approach we





A database as defined by Elmasri et al. [NE01] is a collection of related data which has
the following specific properties:
• A database represents a part of the real world, called the universe of discourse
(UoD).
• A database is designed for some applications concerned with that universe.
• A database organizes data into a logical coherent structure, called a data model.
The system that allows users to create, maintain, and request underlying database(s)
is called database management system (DBMS). Furthermore, a database system de-
notes a combination of a DBMS with its database(s).
2.1.1 Relational Database Systems
Relational database technology is the de-facto standard for current data management
systems. One of the keys for their success is the data model, the relational model, due
to many powerful features such as:
• It is a simple mathematical model. Data is structured as relations (tables).
• It provides a clear separation between the logical and physical level. This implies
a flexibility for defining database objects related to data as well as the operations.
• The manipulation of relations is non-procedural (declarative), i.e., database de-
signer and users do not have to explicitly specify how to access or to retrieve data
from the database. This task is performed by the DBMS.
Terminologies. In formal terms, a relational database is a collection of associated
relations. Each relation has a name and a set of attributes. Let U = {A1 : D1, A2 :
D2, . . . , An : Dn} be a universe of attribute names where to each Ai ∈ U corresponds
a finite set Di called domain of Ai. Let D = D1 ∪D2 . . . Dn. A database relation R is
a named object which consists of a schema and a body (extension). A relation schema
R(A1, A2, . . . , Am) is a finite subset of U . The number m denotes the arty of R. A
relation instance (a tuple) of R is a function µ from R to D with the restriction that
µ(Ai) ∈ Di. A relation on R, denoted r(R), is a finite set of instances {µ1, . . . , µp}.
Thus, a relation is a subset of the cartesian product Dm = D1×D2 . . .×Dm. A relation
extension (extent), denoted Ext(R), is the set of all instances on R (also called base
relation). A database schema is defined as a pair S = (Σ, I) where Σ is a finite set
of relation schemas {R1, . . . , Rq} and I is a set of predicates specifying the integrity
constraints that must hold in the database. Constraints are properties that data must
satisfy at all times. A database extension on Σ, denoted Ext(DB), is a set of relation
extensions {Ext(R1), . . . , Ext(Rq)} where Ri ∈ Σ. A tuple from Ext(DB) is also called
a database instance. Given x ∈ D, x is called a database value if there exists a tuple
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µ ∈ Ext(DB) such that x = µ(A) where A ∈ Σ [Tha93]. We also define a derived
relation as being a relation that is defined in terms of other (base) relations, i.e., it is
obtained by computing a query expression. A derived relation is also called a virtual
view.
In summary, a relational database DB is defined as DB = {S(Σ, I), Ext(DB)}.
Assumptions. For this thesis we make some assumptions about the design of the
database schema:
• The relational schemas are at least in third normal form (3 NF) [Tha93].
• All attributes in the database schema have different names.
• Primary keys are single "artificial" attributes (extra attributes which do not exist
in the external reality).
• Integrity constraints are given only in form of key constraints (primary and foreign
keys).
Example 2.1 (University Database) We use the following university database in
our examples throughout the thesis. The database describes employees and students
in a university and has the following relational schema:
Employee(SSN, FName, LName, Position, DNr)
PKey(SSN), FKey(Dept) references Department









PKey(CID), FKey(CID) references Course
Lecturer(SSN, CID)
PKey(SSN,CID), FKey(SSN) references Employee, FKey(CID) references Course
Enrollment(INr, CID)
PKey(INr,CID), FKey(INr) references Student, FKey(CID) references Course
We denote a primary key by PKey(id) where id is an attribute. Furthermore,
"FKey(id-name) references Rel-name" refers to a foreign key constraint: The key id-
name references the primary key of the relation Rel-name.
2
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2.1.2 Queries, Query Languages
A query can be seen as an expression that specifies properties of the data to be retrieved.
Basically, a query specifies:
• Relations that are accessed in the database;
• Conditions that must be checked;
• Aspects of the qualifying tuples that must be retrieved.
To this end, DBMSs offer a special programming language, called a query language.
There are two fundamental classes of query languages for relational DBMSs: relational
calculus based languages and relational algebra based languages. The key feature that
distinguish both classes is how a user can formulate a query. Relational calculus langua-
ges are declarative. That is, when a user poses a query against a database he declares
what information the answer should contain. He does not care about how this answer
should be computed. However, relational algebra languages are more operational (func-
tional). That is, a user must formulate his queries by indicating to the system what
and how to obtain the answer. We note that both relational calculus and relational
algebra languages are proved to be in terms of expressive power. A query is safe, if
for any relation contents, it always results in a finite set of entries. Any safe relational
calculus query can be translated into an equivalent relational algebra query, and vice
versa [Cod72]. We assume that the reader is familiar with relational algebra and we
restrict our representation of query languages to relational calculus because they will
be extensively used in this thesis.
2.1.3 Relational Calculus
Relational calculus languages are classified into two groups: Domain relational calcu-
lus (DRC) and tuple relational calculus (TRC) [LP82]. The difference is in terms of
variables used in formulas. While a variable denotes a tuple of a relation in TRC, it
denotes a value of a domain in DRC. We briefly review the domain relational calculus.
The DRC language considers a relational database as a collection of domain values.
Relational calculus formulas contain variables that are based on domains of attributes,
called domain variables. Thus, each domain variable specifies an attribute value of a
tuple. Formulas in DRC are well-formed. A well-formed formula (wff) is an expression
built up from atoms and a collection of operators as follows:
Let u, v and w be domain variables, t be a constant, and θ be an arithmetic
comparison operator (=, 6=, <, ≤ , >). The atoms are of three types: R(x1, . . . xn),
vθw, and uθt. R is a predicate representing an n-airy relation in the database. Formulas
and variables can be also defined recursively using the logic operators "∧", "∨, "=⇒",
and "¬" (negation) as follows:
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• An atom is a formula.
• If p is a formula then ¬p is also a formula.
• If p1 and p2 are formulas then p1 ∧ p2, p1 ∨ p2 and p1 =⇒ p2 are also formulas.
• If p(x) is a formula and x is a free variable then ∃ p(x) and ∀ p(x) are for-
mulas. For the simplicity, we denote formulas as ∃ x1 x2 p(x1, x2) instead of
∃ x1(∃ x2 p(x1, x2)) [KE01].
A variable is free in p if it occurs in a position where it is not bound by an enclosing
existential or universal quantifier.
Definition 2.1 (DRC Query) A query Q in DRC is defined as
Q = {(x1, . . . xn) | p(x1, . . . xn)}
where xi (1 ≤ i ≤ n) are domain variables. p is a well-formed formula in which all xi’s
free.
Example 2.2 Consider a query that retrieves from the university database the names
of the students who attend courses in the second semester. In DRC it is expressed as
{n | ∃ i g y Student(i, n, g, y) ∧∃ c r s [Course(c, r, s) ∧ ∃ i′ c′ [Enroll(i′ , c′)∧i = i′∧
c = c′ ∧ s = 2 ]]}. 2
2.2 Query Processing
Query processing is one of the main task of a database management system. For this
task, the query processor receives a user query in high-level language (e.g., DRC or
SQL) as input, converts it into an internal representation, retrieves the relevant data
from the database using efficient methods, and returns the output results to the user.
Since a database may contain large amounts of data the objective of a query processor is
performing this task faster using a minimum of the computing resources available to the
DBMS. Figure 2.1 depicts the overall architecture for query processing. In this section
we describe the basic steps of query processing focusing on query transformation, and
present the different types of query optimization. For the sake of simplicity we present
each step independently.
2.2.1 Basic Steps of Query Processing
Following [Dat02] we describe the different steps of query processing in (centralized)
DBMSs as follows.
1. Parse the query input and convert it into an internal representation.
2. Transform the query into a standardized canonical form, simplify it by eliminating
redundancy and ameliorate it to possible equivalent queries.
3. Generate a query plan for each transformed query using information from the
database catalog.
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4. Estimate computation costs of each access plan based on physical storage of data
and select the best plan.
5. Construct the execution plan by specifying the evaluation methods used for each
operation in the plan.
6. Execute the resulting plan thus retrieving the resulting tuples from the database.
Logical
Optimization











Figure 2.1: Typical architecture for Query Processing
More specifically, during the first step the query processor checks whether the query
syntax is correct, e.g., the processor verifies the syntax of each operation, the existence,
and the type of database elements used in the query. Then, it converts the query into
a relational algebra query represented in an internal form. This representation will be
suitable for performing optimizations. A typical representation for relational DBMSs
is the algebraic tree, also called operator-tree. Other representations include the Query
Graph Model as used in STARBURST system [HFLP89]. An algebraic tree provides
an easier understanding of the structural properties of the operators appearing in the
query expressions. The operators are represented by inner nodes in the tree and the data
(flowing up from the leaves to the root) are represented by directed edges. Incoming
edges represent the inputs of an operator while outgoing edges represent the outputs.
Unary operators (e.g., Π or σ) have only one incoming edge while binary operators (e.g.,
×, 1 or ∪ or ∩) have two incoming edges. However, both types of operators produce
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one output, hence they have one outgoing edge. The leaves of the tree represent the
relations used in the query. The construction of an algebraic tree is achieved as follows.
First, a leaf is created for each tuple variable corresponding to a relation. In SQL,
the leaves are immediately available in the FROM clause. Second, the root node is
created as a project operation involving the result attributes. These are available in
the SELECT clause. Third, the qualification (WHERE clause) is translated into an
appropriate sequence of relational operators going from the leaves to the root [OV91].
Example 2.3 Figure 2.2 depicts an algebraic tree of a query that requests the univer-
sity database for students that attend courses of the professor ’Been’. The SQL-form
of the query is shown on the left-hand side of the tree.
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Figure 2.2: An algebraic Tree
2
Once the query is translated into an internal form, the next step transforms it into
a canonical form to facilitate further processing. The most important transforma-
tion is that of the query qualification (selection condition in RA) which may be an
arbitrary complex quantifier-free predicate preceded by universal or existential quanti-
fiers [OV91]. There are two kinds of normal forms: Conjunctive normal form (CNF)
and disjunctive normal form (DNF). On one hand the CNF is a conjunction (∧) of
disjunction (∨) of predicates, which has the form
(p11 ∨ p12 . . . ∨ p1n) ∧ . . . ∧ (pm1 ∨ p12 . . . ∨ pmn) where pij are predicates.
On the other hand, the DNF is a disjunction of conjunction of predicates, which has
the form
(p11 ∧ p12 . . . ∧ p1n) ∨ . . . ∨ (pm1 ∧ p12 . . . ∧ pmn) where pij are predicates.
The transformation of quantifier-free predicate is simply done by moving quantifiers
over terms from right to left using equivalence rules for logical operators ∧, ∨, and ¬
such as the well-known idempotency rules and DeMorgen’s rules [JK84].
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WHERE (Title= ’Faculty’ and (Not Title=’Faculty’ or Not Title=’Technical’)) and
Title=’Technical’ and Dept= ’CS.’
Using the logical rules the query can be simplified into this equivalent form:
SELECT Salary FROM Employee WHERE Title= ’Faculty’ and Dept=’CS.’ 2
The second query processing step performs only syntactical modifications. For
example, it does not consider any performance parameter (e.g., the computation time,
the size of intermediate results and the number of relation elements accessed) for the
query execution. However, a query could be further transformed to another query that
may produce the same answer but may reduce resource consumption and/or decrease
response time. This step is called query optimization. We distinguish between two
phases of query optimizations: logical optimization and physical optimization. The
logical optimization precedes the physical one. These techniques will be described in
the next sections in more details.
The outcome of logical transformations leads to a set of algebra expressions which
are logical equivalent to the original one but could be executed with minimal costs.
These expressions are represented in an algebraic form. Each query expression must
then be translated into an access plan for further optimization. An access plan is a
sequence of operations leading from the existing data structures to the query result.
This is done by mapping logical operations into physical ones. Once the plan generator
creates the set of logical plans, physical optimization will be performed. In this phase,
each plan will be examined using cost-estimations models based on the physical storage
of the data and the best plan will be selected. We note that the words "better" and "best"
should not be understood literally since the algorithms that guide the optimization
process are heuristic. These techniques will be discussed in more details in Section 2.5.
To execute a query, the DBMS generates a detailed plan for the best plan, called query
execution plan (QEP). A QEP can be viewed as a sequence of operations which captures
the concrete evaluation method (e.g., access path) related to each operation. This plan
will be then passed to the execution engine, which is a software responsible directly to
generate relevant code for retrieving query results.
2.2.2 Query Rewriting for Optimization
Query optimization aims at transforming a query into an equivalent query that may be
more amenable to evaluation by the execution engine. That is, the transformed query
will be correct and more efficient than the original query. Correctness means that the
transformed query must produce the same result. Efficiency means that the result of
the transformed query could be computed in less time using the minimum of computer
resources, e.g., disk storage and memory space.
Query optimization uses rewriting techniques for reordering the operators in the
relational algebra expressions and selecting a good implementation for each of them.
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In the next sections we discuss two broad classes of optimization techniques: logical
optimization and physical optimization. Due to the lack of space we limit our dis-
cussion to the optimization of queries in centralized database management systems.
Other query optimization issues are beyond the scope of this thesis, e.g., heterogeneous
query optimization, object-oriented query optimization, temporal query optimization,
and parallel query optimization [FMV93, JMP97, SJS01, MD03]. On the one hand,
logical optimization performs transformations without considering physical character-
istics of the underlying database. There are also two categories of such optimization:
algebraic optimization and semantic optimization. While algebraic optimization is lim-
ited to the rearrangement of query operators, semantic optimization relies on semantic
constraints to reformulate queries. On the other hand, physical optimization considers
implementation aspects for improving the performance.
2.3 Algebraic Query Optimization
There are two kinds of transformations in algebraic query optimization: algebraic trans-
formation and rule-based transformation.
2.3.1 Standard Algebraic Transformation
Algebraic optimization utilizes rules of algebraic operators to transform an algebraic
expression into logical equivalent expressions. Reducing the amount of intermediate
results involved by single operators in the operator-tree is the main motivation of this
optimization. For instance, the join of smaller relations is more efficient than the join
of large ones or the execution of a join is cheaper than the execution of a cartesian
product. The heuristics used for this optimization are based on the rearrangement of
algebraic operators and their arguments in algebra expression, and the substitutions of
some operators with others that might involve less costs during the evaluation phase.
To perform such transformations, a set of algebraic rules for algebraic operators are
applied. The application of these rules lead to expressions which are equivalent to the
original one since the rules produce equivalent transformations.
Given three relation schemas R1(A1 . . . An), R2(B1 . . . Bn), and R3(C1 . . . Cn)
where Ai, Bi, and Ci (1 ≤ i ≤ n) are attribute names. Let p, q, pi be predicates.
pi(Ai) and pi(Ai, Bj) denote the application of pi to attribute Ai or to attributes Ai,
Bj, respectively. Table 2.1 provides a classification of the algebraic rules.
The application of these rules might lead to several significant optimizations. On one
hand, some rules can be applied separately for any transformation. The most useful of
them are those that push selections and projections through joins and cartesian product
(rules in 8 and fourth rule in 6). In fact, × and 1 operations are the most expensive
to compute compared to other operations and reducing the size of the intermediate
relations is necessary for any optimization. For instance, by applying the first rule
of the category 8 only those tuples satisfying the predicate p will be combined, hence
less amount of storage space will be used. In addition, this rule permits to scan the
relations only once. Similarly, rules in class 6 and 7 permit to make the size of the
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R1: Commutativity of 1, ∪, ∩ and × R2: Commutativity of σ
R1 1 R2 ≡ R2 1 R1 σp(σqR1) ≡ σq(σpR1)
R1 ∪R2 ≡ R2 ∪R1
R1 ∩R2 ≡ R2 ∩R1
R1 ×R2 ≡ R2 ×R1
R3: Associativity of 1 and × R4: Idempotence of σ and Π
R1 1 (R2 1 R3) ≡ (R1 1 R2) 1 R3 R: Relation over attributes S and S
′ ⊂ S; S′′ ⊂ S
R1 ∪ (R2 ∪R3) ≡ (R1 ∪R2) ∪R3 - If S
′ ⊂ S′′ then ΠS′ (ΠS′′ (R)) ≡ ΠS′ (R)
R1 ∩ (R2 ∩R3) ≡ (R1 ∩R2) ∩R3 - σp1(A1)(σp2(A2)(R)) ≡ σp1(A1)∧p1(A2)(R)
R1 × (R2 ×R3) ≡ (R1 ∩R2)×R3
R5: Commuting σ with unary operator R6: Commuting σ with binary operators
ΠA1...An(σp(Ap)(R)) ≡ ΠA1...An(σp(Ap)(ΠA1...An,Ap(R))) σp(Ai)(R1 ∪R2) ≡ σp(Ai)(R1) ∪ σp(Ai)(R2)
Note that if Ap ∈ {A1 . . . An} then the last projection σp(Ai)(R1 ∩R2) ≡ σp(Ai)(R1) ∩ σp(Ai)(R2)
on {A1 . . . An} appearing on the right side of the σp(Ai)(R1 −R2) ≡ σp(Ai)(R1)− σp(Ai)(R2)
formula is useless. σp(Ai)(R1 1p(Ai,Bj) R2) ≡ σp(Ai)(R1) 1p(Ai,Bj) R2
ΠC(R1 1p(Ai,Bj) R2) ≡ ΠA(R1) 1p(Ai,Bj) ΠB(R2)
R7: Commuting Π with binary operator R8: Pushing σ through 1 and ×
A, B: Sets of attributes from R1 and R1, σp(Ai,Bj)(R1 ×R2) ≡ R1 1p(Ai,Bj) R2
and C = A ∪B, Ai ⊂ A and Bj ⊂ B σp(Ai)(R1 ×R2) ≡ σp(Ai)(R1)×R2
ΠC(R1 ×R2) ≡ ΠA(R1)×ΠB(R2) σp(Ai)(R1 1q(Ak,Bj) R2) ≡ σp(Ai)(R1) 1q(Ak,Bj) R2
ΠC(R1 ∪R2) ≡ ΠA(R1) ∪ΠB(R2)
ΠC(R1 1p(Ai,Bj) R2) ≡ ΠA(R1) 1p(Ai,Bj) ΠB(R2)
Table 2.1: Algebraic Equivalences
involved relation as small as possible before performing any operation. Furthermore,
rules such as the first rule in class 4 enable to reduce the number of operands in an
operation. This can imply a decrease of I/O while executing the query in further steps.
On the other hand, some rules might not be useful unless they are combined with
others. For instance, the second rule in class 4 can be combined with the rule in class
8 for optimizing expressions such as σp1(A1)∧q(Ai,Bj)(R1×R2) where predicate q involves
attributes of both R1 and R2. This expression can be transformed as follows:
σp1(A1)∧q(Ai,Bj)(R1 ×R2) ≡ σp1(A1)(σq(Ai,Bj)(R1 ×R2)) ≡ σp1(A1)(R1 1q(Ai,Bj) R2)
Moreover, we note that there are rules (Classes 1, 2 and 3) which are useful in
conjunction with other approaches for optimization which can capture information
about physical storage of each relation involved in the operation as we shall see in
Section 2.5. For instance, suppose the size of R2 is significantly smaller than the size
of R1, then it is better to apply rules 1 to scan R2 before R1 while using nested loops
strategies for implementing operations. However, the application of these rules to a
canonical algebraic expression might lead to a huge number of equivalent expressions.
Thus, it is difficult for the optimizer to determine which expression is the optimal
one. A brute force method is to generate all possible expressions and to estimate
the cost of each relevant plan. This approach is unrealistic because it would incur
great execution time overhead for the optimizer. For instance, a query involving a
join of N relations can be transformed into N ! × f(N) equivalent expressions just by
applying only commutative and associative rules for the join operations. Thereby the
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number of relation permutations is N ! and the number of ways the relations can be
associated is f(N) (ordering of parentheses in the query sequence) [Dat02]. To make
query optimization practical, the optimizer must investigate only a subset of all possible
plans and must approximate their costs. Therefore, optimization approaches must rely
on a set of heuristics to reduce the search space of these plans. In the following, we
outline some typical heuristics [SMK97]:
1. Break up the conjunctions of selections using idempotence rule (see Class 4). This
produces a set of selection operators which can be applied separately.
2. Pushing selections through joins and cartesian products down into the operator-
tree as far as possible using rules of Classes 2 and 8.
3. Combine selections with cartesian products to form joins using rules of Class 8.
4. Rearrange the order of join operations to obtain an order that involves the smallest
as possible intermediate relations (see Class 3).
5. Cascade projection operators and push them down into the operator-tree as far
as possible using rules of Classes 4 and 7.
6. Introduce projections if possible.
Example 2.5 By applying the algebraic optimization to the query of the Example 2.3
many different trees might be found equivalent to the initial one. For instance, Fig-
ure 2.3 shows three equivalent trees. The first tree is obtained from applying Rule 4
to the initial tree to "disassociate" the selection into multiple ones. Then, Rules 2 and
6 are applied to push selections down the tree. The second tree is generated from the
first one by applying Rule 8 in order to replace cartesian product operators by join
operators that might be evaluated more efficiently. Finally, the reconstructing of the
second tree leads to third tree by applying Rule 3 and following the Heuristic 2. Thus,
the resulting tree is better than the others in the sense that the most selective operation
is done first, hence the selection operations on EMP before the join might reduce the
size of the operand relation. 2
2.3.2 Rule-based Transformation
Extensible database systems like STARBURST [HFLP89], EXODUS [GD87], and
VOLCANO [Gra94] have been developed to support non-standard applications (e.g.,
geographical applications) for which new data-types, new operations, and non-standard
query languages are required and hence complex queries are formulated. Adapting tra-
ditional optimizer to such requirements is difficult and building additional functions on
the top of the DBMS is inefficient [HFLP89]. Therefore, for extensible database systems
the query optimizer must minimize any implementation changes needed and making
optimization extensible is the most challenging aspect in its construction. The first











































Figure 2.3: Three trees equivalent to tree in Figure 2.2
for query optimization. This approach was initially suggested by Freytag [Fre87]. Al-
gebraic transformations used for the optimization are expressed as rules. Rule-based
optimization is attractive because it allows the definition of new transformation rules
which are specific to non-standard applications, and to change and to extend the ex-
isting transformations and their implementations.
As an example of an extensible optimizer we shortly describe that of the STAR-
BURST database system. The STARBURST-optimizer consists of two components: a
rewriting engine and a plan optimizer. The task of the rewriting engine is to reformu-
late a submitted-query to an equivalent one for better performance by using a set of
rewriting rules. The task of the query planer is to choose the query evaluation plan
(QEP) by determining which execution strategy is better than others for accessing the
database. Therefore, dividing the optimizer architecture into two components makes
it easier to perform changes and extensions of one part of the optimizer without af-
fecting the other part. The query reformulation is done by using an abstraction model
called a query graph model (QGM) [PLH97]. QGM is a structural representation of an
SQL query used during the query reformulation process. In a QGM, nodes represent
query blocks and edges represent references to the used relations across the blocks.
Each query block provides information about the structure of query results as well as
information about the operations required to compute these results. The query engine
uses rules to transform a QGM into another equivalent QGM. A rule is expressed as
a pair of condition-action. Rules are grouped together into rule classes each of which
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has a particular control strategy. A control strategy specifies how rules in a class are
selected for firing. There are basically three classes: predicate migration, projection
push-down, and operator merging. Rules for predicate migration allow predicates to
be moved down into lower level of the query tree in order to minimize the amount of
data retrieved. Predicates could also be replicated and migrating replicas to multiple
operations could reduce execution costs. Rules for projection push-down allow to avoid
the retrieval of useless attribute values of relations. Rules for operation merging are
applied to merge QGM nodes, implying merging of all relation expressions and exis-
tential subquery conjuncts consisting of restriction, projection and join, whenever it is
possible. These rules allow more scope for optimization. In addition, STARBURST’s
rules deal with complex SQL operations such as UNION, INTERSECT, EXCEPT, and
GROUP BY. The rewriting engine handles rules using forward chaining [Ull88]. It as-
signs a parameter to each rule, called budget, to keep track of the available resources
invoked for its execution. The budget is also used to control the time spend on gen-
erating QGMs. If the budget is exhausted the query generation stops at a consistent
QGM, i.e., each rule transformation is complete [PLH97].
Cherniack and Zdonik [CZ96] presented a strategy for rule-based optimizers to sim-
plify the representation of more complex queries such as nested-queries. The strategy
allows to transform nested queries into simple queries with nest of joins. In fact,
rule-based system face difficulties in expressing some complex transformations (e.g.,
normalization). These difficulties arise due to the procedural nature (using codes) of
the rules which do not permit transformations to be simple and efficient for understand-
ing and reasoning. For instance, a transformation to convert Boolean expressions to
conjunctive normal form (CNF) could not be expressed with a rewriting rule because
patterns are too constraining to capture its generality [CZ96]. In [CZ98], Cherniack
and Zdonik suggested an approach that enables the rules to be declarative by avoiding
the use of codes. Their approach is based on the combinator algebra (a variable free-
algebra) for representing queries in a flexible form so that additional codes to rewrite
rules are no longer required for performing complicated transformations (e.g., subquery
rearrangement). This is done by removing variables from a query expression. Further-
more, the proposed representation may simplify reasoning about the meaning of query
transformations.
2.4 Semantic Query Optimization
So far, we presented query optimization techniques that are based on syntactic transfor-
mations to generate logical equivalent queries. In this Subsection, we describe another
technique which is based on semantic transformations to generate semantic equivalent
queries. Two queries are said to be semantic (or logical) equivalent if their answers
return the same results in any database state. This technique is called semantic query
optimization (SQO). SQO was first introduced by King [Kin81] and by Hammer and
Zdonik [HZ80]. The key idea of SQO is to modify the logical structure of a query (e.g.,
adding or deleting restrictions) without modifying the query answer but it could be
processed in more efficient way. Since a SQO-based optimizer uses knowledge about
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the content of a database the search space of equivalent queries in SQO is much lager
than in its counterparts in conventional syntactic optimization. For this reason, it can
detect more optimization opportunities and provide higher cost reduction.
It is important to note that logical equivalent queries are obviously semantical equiv-
alent but semantical equivalent queries do not need to be logically equivalent. That is,
two semantical equivalent queries might return different answers if the current state of
the database violates some semantic rules. For example, suppose we have a constraint
on the relation Student that enforces student ages to be greater than seventeen years
old. Thus, a query that asks for students whose age is less than seventeen years old
will return an empty result set. However, if the the constraint is violated and data
are inserted into the relation for students whose ages are eighteen years old, then the
answer to the query will not be the same [Kin81].
The research on query optimization covers several aspects of SQO. These aspects
include:
• The type of semantic knowledge exploited for the optimization. SQO
approaches use different types of semantic knowledge for transforming queries.
Semantic knowledge 1 capture the meaning of data in the underlying database.
They can be categorized into two groups: integrity constraints (ICs) and onto-
logical knowledge (OK). While integrity constraints are explicitly defined in the
database, ontological knowledge can be derived from an external source, e.g.,
ontology (see Section 3.3).
• The type of database system under consideration. SQO are applied
on different types of database systems. Several approaches have been devel-
oped for relational databases [Kin81, SO89, SY94, CGK+99] and deductive da-
tabases [YS89, CGM90, SY94, Hsu96]. In the context of object databases, most
of the work done on SQO adapt or extend early techniques from deductive data-
bases [YK93, HR95, GG+97, BBS03].
• The type of query under consideration. One of the important issues on
deductive databases is optimizing recursive queries [LH89, LH91b, LM95]. Cha-
kravarthy et al. proposed a technique, called semantic compilation , for refor-
mulating queries in a preprocessing step prior to any query evaluation [CGM90].
The technique is based on the use of fragments of ICs, called residues, which are
relevant for the optimization. Residues are extracted through subsumption of
each database clause by an integrity constraint or part of it [CGM90]. Moreover,
in order to transform non-recursive queries that contain join/unions of predicates,
a number of techniques based on ICS have been developed [LHQ91].
There are two well-known techniques for optimizing recursive queries. The first
technique uses methods proposed by Chakravarthy et al. [CGM90]. For example,
it applies the residue method to each subquery inside the evaluation loop in a
bottom-up manner [LH89].
1See chapter 2 for the definition of this term
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The second technique converts sub-expressions of a query into Datalog programs.
Some of these sub-expressions could be removed using integrity constraints. Re-
moving redundant expressions results in reducing the time needed for evaluating
a query because the number of joins could also be reduced during the evaluation.
One of the algorithms that detects and removes redundant atoms of query ex-
pressions is described in In [Sag88].
The mentioned approaches broadly address problems related to conjunctive que-
ries or queries that can be translated to a union of conjunctive queries [CV92].
Extending SQO to other cases, in which queries are more complex such as queries
involving aggregation and duplicates, remains a challenging problem [LS95].
• The type of algorithms for generating semantically equivalent queries.
The main goal of SQO is to correctly generate semantically equivalent queries
for a query with respect of given ICs. Several algorithms have been developed
to derive the appropriate ICs for the transformation process. These algorithms
can be classified into logic-based algorithms [JCV84, CGM90], graph-based algo-
rithms [LH91a, LM92], and hybrid-based algorithms. Logic-based algorithms use a
logic formalism to represent queries and ICs as logic rules and deduction is used to
produce equivalent query forms. Chakravarthy et al. [CGM90] assume that data-
base components and queries are expressed in Datalog and perform subsumption
for the transformation process. Graph-based algorithms use a graphical formal-
ism to represent and reformulate queries. Lakshmanan and Hemandez [LH91a]
developed an optimization algorithm based on hypergraphs for transforming re-
cursive queries. The algorithm is used to detect and eliminate redundant subgoal
expressions in the query trees based on the functional dependencies. Jarke et
al. [JCV84] use Prolog as framework and apply tableau simplification algorithms
for the optimization. Lakshmanan and Missaoui [LM95] proposed a method as a
hybrid of logic-based and graph-based approaches for a class of linear recursive
queries. The method generates a set of ICs using a modified form of the sub-
sumption algorithm [CGM90] and push them inside the recursion of a query to
obtain more efficient queries.
• Control strategies for limiting ’promising’ candidate queries and fil-
tering useless information. The choice of which transformation to use for
SQO leaving out a transformation may miss an important candidate query, per-
forming irrelevant transformations may increase the number of equivalent que-
ries and hence increases the optimization costs. Several approaches have ad-
dressed this problem. However, not all the semantic information embedded in
the database are useful for the optimization. Some approaches use transforma-
tion heuristics [Kin81, SO87, CGM90] to limit the number of candidates while
others use learning techniques [YS89] to specify most appropriate semantic knowl-
edge rules necessary for the optimization in a given database state. The latter
approaches can be classified into query-driven [YS89, SSS92] or data-driven ap-
proaches [SHKC93, Hsu96, SL97]. In query-driven framework query transforma-
tions for a new query arriving at the database are guided by the set of queries
previously executed. In the data-driven framework query transformations are di-
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rected by the data leading to the learning of rules which characterize patterns in
the data that represent the transformation.
2.4.1 Categories of Integrity Constraints
Most of the work in SQO deals with a subset of ICs [Xu83, JCV84, SO89]. We classify
ICs based on the states of a database as shown in Figure 2.4. ICs fall into two categories:
static integrity constraints (SICs) and dynamic integrity constraints (DICs). SICs refer
to the constraints that must hold for all database states whereas DICs refer to the
constraints that must hold for a specific database state [YS89]. That is, DICs do not
need to be always true but are frequently satisfied by the database state. While SICs are
defined by the users and/or database administrators DICs could be captured from the
database during query executions. Yu and Sun [YS89] proposed an method for deriving
dynamic constraints during query processing by comparing and analyzing the results
of queries previously processed. The constraints are applied to subsequent queries for
optimization. Siegel et al. [SSS92] presented a learning-method to automatically derive
algebraic rules for the optimization. The rules are drawn up from the intermediate
results during the optimization process. They give the optimizer the capability to learn
such rules from the the database usage pattern (frequencies of query, update, insert,










Figure 2.4: Categories of Integrity Constraints
Static ICs can be classified as implicit integrity constraints and explicit (semantic)
integrity constraints. Explicit ICs are application-oriented constraints (e.g., business
rules). They specify some requirements of the application in concern. These constraints
could not be represented in the database schema. They are explicitly specified in the
database using a specific language. For instance, an organization may specify that
the department head’s salary should be higher than that of any other employee of
the department. Implicit ICs are implicitly represented in the database schema, e.g.,
the data type of values allowed for an attribute. The mentioned SQO techniques use
different types of implicit ICs. Basically, the integrity constraints are characterized by
two features of dependencies: inclusion dependencies and functional dependencies.
1. Inclusion dependencies (IDs): They define a superset-subset relationship
between values of two different set of attributes of two relation schemas (not
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necessary distinct). Formally, let X and Y be two sets of attributes of two re-
lation schemas R and S, respectively. The inclusion dependency is defined as
πX(r(R)) ⊆ πY (r(S)), it denotes that attribute values of X in R exist in the
relation S as values of Y . Inclusion dependencies is an important aspect of the
inter-relational constraints (e.g. referential integrity constraints) [JCV84].
2. Functional dependencies (FDs): They define other types of relationships
between two sets of attributes from a database [Kin81]. Formally, let X and Y
be two sets of (distinct) attributes of a relation schema R. We call the dependency
X → Y a functional dependency of Y on X. That is, for any two tuples t1, t2
∈ R, if t1[X] = t2[X] then t1[Y ] = t2[Y ], i.e., the values of the Y component of a
tuple in r(R) depend on (or determined by) the values of the X component. This
definition is extended to specify a non-equivalence operator θ in the implication
t1[X] θ t2[X] and to consider dependencies for more attributes from more than
one relation schema.
In the following we describe some kinds of integrity constraints discussed in the
literature. The difference between these types of constraints is small. However, we
find it appropriate to describe their features and clarify the terminologies used by
the authors. We present in Table 2.2 a cross-reference among these constraints, their
features and their supported techniques in the literature.
• Domain constraints: This type of constraints involves only one attribute. Do-
main constraints restrict the domains of attributes either with a constant or with
another attribute. The restriction may use any comparison operator [Xu83]. For
example, they may restrict integer values of an attribute to a given subrange.
King [Kin81] refers to this kind of constraints as domain definitions.
• Value constraints: They are a subset of domain constraints. They specify the
lower and upper bound values of particular domain.
• Bounding constraints: This type of constraints involves more than one attri-
bute. Bounding constraints imply a condition on a given attribute if the conjunc-
tion of the conditions on other attributes is satisfied.
• Dependency constraints: These constraints are a subset of bounding con-
straints. They assume that all attributes must be included in the same relation
schema.
• Production constraints: They provide inter-relational constraints between two
relations. Production rules have the form of a conjunction of conditions on various
attributes that implies a condition on another attribute [Xu83]. The conjunction
could be coupled with a join condition involving an attribute of each relation.
King [Kin81] refers to this kind of constraints as restrictions on relationships.
• Referential integrity constraints: They are a subset of the production con-
straints. They ensure existential dependencies between values of two attributes
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of different relation schemas. That is, the values of a given attribute in a relation
must also appear as values of a key-attribute in another relation.
• Implication constraints: They define a restriction on the relative domains
of two or more attributes of the same or different relation schemas. They are
formally defined as a clausal rule (a horn clause with no positive literal and
one or more negative literals) composed of conjunction of negated predicates.
These predicates could be relational predicates or evaluable predicates 2. These
constraints are referred to as production rules by King [Kin81].
• Subset constraints: They ensure the inclusion dependency between two attri-
butes of two different relation schemas [SO89]. The definitions of these constraints
are only restricted to domains and do not include existential qualification in the
implication as compared to referential integrity constraints [CFP82].
[Xu83] [JCV84] [SO89] [Kin81] [CGM90] Features
Domain constraints X X X FDs
Value constraints X X X X FDs
Bounding constraints X X FDs
Dependency constraints X X X X FDs
Production constraints X X X X FDs
Referential ICs X X X X IDs
Implication constraints X X X FDs
Subset constraints X X IDs
Table 2.2: Cross-reference of the Integrity Constraints supported in the literature
2.4.2 Transformation Heuristics
Like syntactic optimization techniques, SQO techniques use various heuristics for query
transformation in order to reduce the number of alternative queries which are produced
by applying the rules. We describe the heuristics that are deemed good in the literature
for SQO as follows.
1. Restriction elimination (T1): A restriction (qualification) is redundant if it is
satisfied by the consequent atom of an implication ICs. Removing redundant
restrictions may reduce the number of join operations in a query.
2. Restriction introduction (T2): The idea is to reduce the number of inner scans of
join operations, assuming the join is implemented as nested-loop. By introducing
an additional literal we might restrict one or both of the relations involved by the
join. This transformation is highly effective when the join involves large relations.
This transformation is referred to as scan reduction by King [Kin81].
2Evaluable predicates represent comparison between (i) a variable and a constant, or (ii) two
variables, or (iii) two variables and an offset (see [Ull88]).
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3. Literal enhancement (T3): The idea is to substitute an evaluable predicate in a
query by more restrictive clauses that might be inferred from ICs and hence we
may reduce the size of the relation to scan.
4. Literal elimination (T4): The idea behind this transformation is that if we elimi-
nate a literal clause from a query by using ICs then we may be able to eliminate
a join operation as well. This transformation is only useful when the relation
involved in the join does not contribute any attribute in the query’s answer. This
transformation is referred to as join elimination by King [Kin81], Shenoy and
Ozsoyoglu [SO89], and Xu [Xu83].
5. Join introduction (T5): The idea based on this heuristic is that it might be advan-
tageous to introduce a join with an additional relation if that relation is relatively
small compared to the initial relations of the query. This transformation is also
called literal introduction in [CGM90].
6. Index introduction (T6): This transformation introduces a constraint on an at-
tribute of a relation used in the query which is indexed [Kin81]. Indexes make
query execution faster.
7. Detection of unsatisfiable conditions (contradictions) (T7): A contradiction in a
qualification implies a null answer to a query and therefore access to database is
not necessary.
2.4.3 Classification and Comparison
Several classifications of SQO approaches could be done by considering each aspect
of the optimization separately. We propose a classification based on the semantic
knowledge used for SQO as shown in Figure 2.5. Maintaining our focus on centralized
databases we classify SQO approaches into three classes: static constraints-based, dy-
namic constraints-based, and ontological-based approaches. For each class, the figure
lists the main features of different techniques that are used.
The approaches in the first class use integrity constraint which can provide knowl-
edge about the structure of a database and how its content is organized. Such knowl-
edge could be extracted from the database (database catalog). For instance, knowledge
about attributes such as indexes are useful for the optimization. Constraints about
indexed attributes could be used to substitute other constraints in a query and hence
reduce execution costs. In [Kin81] King illustrated how to use knowledge about file
structures in form of clustered indexes to optimize queries. Generally, the proposed
approaches for SQO using static integrity constraints describe query optimization as
two-phase process. In the first phase, a query is transformed into semantically equiv-
alent queries. In the second phase the conventional query optimizer applies further
optimization to the queries resulting from the first phase [CGM90].
The approaches using dynamic integrity constraints are based on the argument that
static integrity constraints may not be used for optimization in some cases. In addition,















Use of query history
Use of additional semantics
Supported by external sources
Figure 2.5: Classification of SQO approaches
for more opportunities for optimization. That is, adding dynamic constraints as input
to SQO might could create new search spaces in order to find effective queries. However,
the set of dynamic constraints generated by the system may become large and some
constraints may be useless for generating equivalent queries. To overcome this problem
dynamic ICs based approaches use learning techniques to limit the number of applicable
constraints. A constraint is considered applicable to a query if the antecedent part of its
expression is a logical consequence of the query literals. Such techniques use information
about the query history and performance statistics. The history of executed queries
allows to identify characteristics of constraints suitable for the optimization. The past
performance of the optimizer allows to determine the value of existing constraints.
Statistics obtained from the past constraints can be used to determine factors in the
estimation of candidate constraints for a given query. Example of such factors are
derivability, maintenance and antecedent selectivity [SSS92]. For instance, Sayli et al.
developed a statistics-based method to estimate which attributes in a constraint are
correlated [SL97].
Another important aspect of derived ICs-based approaches is the integration of
SQO and conventional query optimization in one phase. One of the advantages of this
integration is that it allows interactions between algebraic and semantic transformations
in order to reduce the search space. For instance, algebraic heuristics (e.g., hill climbing)
can be used to cut off unnecessary transformations before they are produced [SSS92].
Table 2.3 summarizes the main feature of different techniques for SQO that have
been covered in this section. To date to our knowledge there are no approaches which
use ontological knowledge about data for semantic query rewriting in centralized data-
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Type Type Data Query Query Logical Query
of OK of ICs Model Language Type Rewriting Representation
[Kin81] SICs Relational SODA a SPJ T2,T4,T5, T6 Graph-based
[Xu83] SICs Relational SQL SPJ T4,T6 Graph-based
[JCV84] SICs Relational Prolog SPJ b T1,T3,T7 Graph-based
[SO89] DICs Deductive Datalog SPJ T1,T2,T4, T6 Graph-based
[CGM90] SICs Deductive Datalog SPJ T1,T2,T3, T4 Logic-based
T5,T6, T7
[LM92] SICs Deductive Datalog Recursive T1,T4 Graph-based
[SSS92] DICs Relational QUEL SPJ T2,T4, T7, Graph-based
[LM95] SICs Deductive Datalog Recursive T1,T2, T3, T7 Hybrid-based
[HK96] DICs Deductive Prolog SPJ T1,T2,T3, T4, T7 Logic-based
[GG+97] SICs Object Datalog SPJ T1,T3, T4, T5, T7 Logic-based
Table 2.3: Summary of SQO techniques’s features for centralized DBMSs
aIt is a form of relational calculus
bIt is a function free conjunctive query
base systems. We argue that (static) integrity constraints alone are not sufficient for
SQO. Integrity constraints capture a small part of the database semantics. This is
because they are primarily defined to check the consistency of data not for other pur-
poses. However, data in most of current databases, for example real-life databases, are
rich of semantics, but few of them are expressed as integrity constraints. Moreover,
dynamic integrity constraints do not represent "robust" knowledge. That is, they are
not always useful for optimization because they concern only a snapshot of database
instance. After a database is changed, some derived constraints may become inconsis-
tent with a new database state. Therefore, this lack of sufficient semantics may be one
of the reasons why SQO has not become prominent for commercial database systems.
We believe that additional semantics in form of ontological knowledge could provide
effective enhancement of early SQO techniques. This issue may open a new research
area of query optimization.
In this thesis we present an approach similar to SQO. We attempt to use ontolo-
gical knowledge to reformulate queries not for the purpose of optimization but rather
to obtain meaningful answers as described throughout this thesis. The previous ap-
proaches state the condition that the transformed queries must be equivalent to the
original ones. We argue that this condition should be relaxed in many situations where
a user does not need only "exact" answers for their queries but those answers that bet-
ter meet his intention. We define an exact answer as being the set of database items
which literally match the terms of query predicates. In fact, responses to queries may
not provide information the user really wants. A user may need additional information
or even different information than the query requests. Furthermore, he may prefer an
alternative answer to his queries over not receiving any answer at all [LNR97].
One of the interesting feature of our approach is that query reformulation are repre-
sented as rewriting rules. These rewriting rules are devised in a manner similar to that
used for rule-based optimizer. The approach could be easily implemented in extensible
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database systems because of the high extensibility nature of their query processor as
illustrated earlier. We essentially deal with SPJ-queries and develop methods used for
transforming query predicates.
2.5 Physical Query Optimization
Physical query optimization [JK84, FMV93, Ioa96, Cha98] is complementary to logical
optimization. The application of logical query optimization results in a set of semanti-
cally logical equivalent queries. For each query several access plans can be generated.
These plans specify how each algebraic operator is physically implemented. In fact, an
algebraic operator will be mapped into one or more physical operators. For instance,
the join operator can be implemented as nested loop or merge scan or hash join. The
execution cost of a physical operator depends on properties of data in the database
such as available indexes and size of the involved relations. To physically optimize a
query the following steps are applied:
• Determine the adequate physical operators and generate candidate evaluation
plans.
• Determine the overall cost of each plan.
• Choose the possibly "cheapest" plan.
Like in logical optimization, one of the difficult problem for physical optimization
approaches is how to reduce the search space of plan candidates since the number of
generated plans can be too large. To cope with this problem heuristic methods are
needed. Execution plans are examined and compared by the optimizer based on the
cost models of physical operations and the size and distribution estimation.
2.5.1 Transformation Heuristics
These methods determine the choices of implementing algebraic operations. The choices
are related to data structures that support implementation and the evaluation of join
orders. For instance, it is typical for an optimizer to choose a particular tree shape,
called left-deep trees, when a query expression involves a sequence of join operations.
A tree shape corresponds to the parenthesizing algebraic expression that involves an
associative and commutative operator. A plan which corresponds to a left-deep tree is
called a left-deep plan. Thus, the query shapes a, b, c, and d represented in Figure 2.6
correspond to the expressions A 1 B 1 C 1 D, (A 1 B) 1 (C 1 D), A 1 ((B 1
C) 1 D), and ((A 1 B) 1 C) 1 D, respectively. The later tree shape corresponds
to a left-deep tree expression (Figure 2.6(d)). Left-deep trees have their right child
of any join being always a base relation. A tree is called bushy tree if it contains at
least one join between two intermediate results. Query optimizers usually choose an
access plan containing left deep-trees over other plans. Left-deep tree are desirable
because of two reasons: First, such a tree restricts the inner operand of a join to a
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(c) Second equivalent Tree (d) Third equivalent Tree
Figure 2.6: Logical Plan and three equivalent Trees
base relation and hence reduces the need of materializing intermediate results. Thus,
joins can be executed in a pipeline fashions, for example, in Figure 2.6(d) we can first
compute A 1 B and pipe the result to the next join with C and the result of the next
join can further be piped up to the tree without storing intermediate relations in the
disk. Second, there are nonetheless plenty of left-deep plans to choose from and so the
best among them will likely suffice. Third, the space of plans containing bushy trees is
vastly larger and hence much more expensive to search [VM96]. As a consequence of
choosing only left-deep trees the number of candidate plans containing join trees will be
significantly reduced. For instance, for SPJ-queries containing N relations the number
of left-deep plans is in the order of O(2N) in comparison to Ω(N !) of all alternative
plans [Ioa96].
Moreover, there are several algorithms used for searching the best plans. They are
classified into: randomized algorithms, genetic algorithms, hybrid algorithms, and deter-
ministic algorithms. Deterministic algorithms apply deterministic steps or exhaustive
search strategies. One kind of such algorithms is called dynamic programming algo-
rithm which is used in a number of commercial DBMs (e.g., DB2, Ingres, SYSTEM R).
The best known algorithm has been developed in the context of SYSTEM R [SAC+79]
by Selinger et al. The algorithm takes as input a logical plan corresponding to a set of
N-way join-expression E1 1 . . . 1 EN , where Ei is a 1-relation expression, and provides
a "cheap" left-deep plan as follows. The algorithm first evaluates the cost of all plans
for computing each argument of the join-expression, called 1-relation plans. We note
that each 1-relation expression might have multiple plans since there might be different
access paths (e.g., various indexes). The best plans (plans with lowest costs) among
all these 1-relation plans are expanded into 2-relation plans, then 3-relation plans, etc.
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In order to expand a best 1-relation plan (say plan pi1 for Ei1) into a set of 2-relation
plans, pi1 is joined with every 1-relation plan. Then, the cost of all such plans are
evaluated and the best 2-relation plans are retained. Similarly, each best 2-relation
plan (say qi12 for Ei1 1 Ei2) is expanded into a set of 3-relation plans by joining qi12
with every 1-relation plan. Again, only the best plans (plans with lowest costs) are
retained for the next stage.
Randomized algorithms perform random moves in the search space using pre-defined
set of probabilistic rules and terminate as soon as no more applicable moves exist or a
time limit is exceeded. A search space is viewed as a graph in which each node contains
a query tree. The moves constitute edges between the different nodes of the graph such
that two nodes are connected by an edge if they can be transformed into one another
by exactly one move.
Generic algorithms resemble to randomized algorithms in their probabilistic founda-
tions. Their basic idea of search is inspired from the biological evolution: A random set
of populations, each with its own cost, and pairs of populations are matched to gener-
ate offspring by random crossover and mutation. Those populations with the least cost
survive the selection for the next generation. The algorithm terminates when there is
no further selections. The last survived population is considered to be optimal. Hybrid
algorithms mix the strategies of deterministic, generic, and randomized algorithms: So-
lutions obtained by deterministic algorithms are used as starting points for randomized
algorithms or as initial population members for genetic algorithms [SMK97].
2.5.2 Cost Models
In order to estimate the cost of a plan we need to estimate the cost of resources for
computing every operator in the plan such as
• Working storage requirements,
• I/O costs, and
• CPU costs.
Cost estimation techniques rely on cost models. Cost models are arithmetic formulas
that are used to approximate the cost of a plan taking into account the available com-
putation resources. Most cost models primarily focus on the secondary storage access
and various distributions of data in relations. Usually, cost models need statistical
information about properties of data and indexes (e.g., number of data pages in a rela-
tion, number of pages in an index, number of distinct values, cardinality) and existing
access methods (e.g., sequential vs. random access). This information is maintained in
the system catalog of a DBMS. We should notice that the tradeoff in such estimation
technique is the generation of more efficient plan (based on estimated costs) versus
the optimization overhead. Thus, a desirable optimizer is one that efficiently controls




In this chapter we presented the theoretical foundations that are most relevant to our
approach. In particular, we gave an overview of query processing in database systems
and presented a survey of the rewriting techniques proposed in the literature. We
focused our attention on the various forms of query transformation applied during the
query processing phases (i.e., syntactical, logical, and semantical forms). In particular,
we discussed semantic query rewriting and proposed a classification of the techniques
used for this approach. As we have seen these techniques use semantic knowledge
in the form of integrity constraints for the rewriting process. Ontological knowledge
about a database content has not been considered. Moreover, most of the existing
approaches have mainly concentrated on enhancing system performance (e.g., execution
time). Nevertheless, database management systems also need techniques to improve
the quality of the query answer since computing resources (e.g., CPU time) are no
longer bottleneck costs for many of the current systems. Furthermore, users are more
interested in answers that better fit their needs. In Chapter 5, we propose a new
technique that is targeted to responde these requirements.
Chapter 3
Semantic Knowledge
Investigating, representing and exploiting semantic knowledge of data are critical issues
for many applications in computer science. In particular, in database systems and in-
formation systems research issues related to semantic knowledge have been extensively
studied to solve problems that are caused by increasing amount of data in information
sources, heterogeneity of their representations, disagreements on the interpretation of
their meaning, and degradation of their quality. Although several approaches have
been developed for this purpose, researchers have different perspectives on the nature
of semantic knowledge and their use. In this chapter, we illustrate the meaning of terms
such as "semantics", "syntax", and "models" in order to distinguish between represen-
tation issues and semantics issues. We introduce ontologies as an important source of
semantic information which will be the focus of discussion in this thesis. We address
the problem of using ontologies for data management and argue that explicit represen-
tation of semantics is needed for database query processing. In particular, we introduce
the problem of answering queries in a single relational database system using additional
semantic information.
In the following sections, we first illustrate basic concepts related to semantics.
Many researchers make no distinction between semantics and syntax and there are
others who combine them under the term "models". A clear distinction is needed to
define semantic formalisms such as ontologies and to discuss semantic problems the
thesis is going to address. Section 3.1 illustrates the difference between terms such
as syntax, semantics, and models. Section 3.2 introduces semantic models and em-
phasizes their role in organizing data in information sources. It intends to provide a
background understanding while sections 3.3, 3.4, 3.6 and 3.5 describe ontologies in
general and compare them to other conceptual formalisms. Section 3.3 defines ontolo-
gies, describes their characteristics, and Section 3.4 illustrates their potential benefits
and advantages in data management. Section 3.5 clarifies the difference between on-
tologies and other conceptual formalisms such as conceptual schemas. Ontologies and
conceptual formalisms have closely related concepts and hence are confusedly used in
the literature. The distinction between them will not only clarify what ontologies are
but also illustrate why we need them to solve semantic problems. The solution to the
problem presented in this thesis is based on these distinctions. We deal with query
processing using ontologies in single database environments.
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3.1 Syntax, Semantics, Models
Meaning of Things. In the logical and philosophical fields semantics is the study
or science of meaning. That is, the study of relationships between signs and what they
represent [Dic00]. A sign designates a "thing" that refers to a real-world concept. For
example, a sign can be a picture which is composed of a knife and a fork. This picture is
internationally used to indicate a restaurant. The American philosopher Peirce [Pei58]
identifies three types of signs: icons, indices, and symbols. Icons provide forms similar to
something, like circles to denote a sun. Indices are traces of something, like fingerprints
to denote a finger. Symbols are what we usually term sings. They describe something
according to some conventions. Words and alphabetics are symbols. We should note
that most of the symbols have no natural connection with things they describe (i.e.,
no meanings in themselves). For instance, there is nothing in the sound or visual of
the word "star". On one hand, a symbol might have different meanings. The literal
meaning of "star" is a planet visible for us in the universe at night. However, a "star"
is also someone who is dazzlingly skilled in a particular field.
On the other hand, the same thing 1 might have different symbols. For instance,
the words "morning star" and "evening star" are two distinct symbols but refer to the
same thing, the planet Venus. The first symbol means a star seen in the morning while
the second symbol means a star seen in the evening. Therefore, symbols are associated
with a third participant, our though, to make sense of the things they refer to. In
Figure 3.1 we present the three basic relationships evoked in the meaning triangle as













Figure 3.1: The meaning Triangle
On the right of Figure 3.1 is the thing represented by an icon that resembles a star.
On the left is a symbol, the word "star", that stands for this thing. There is no direct
relationship between sings and things. When we employ a sign, we perform an act of
reference to a particular thing or experience. When we speak (or listen) "s-t-a-r" we
might think about a planet. This thought is called concept (displayed on the top of
the triangle). Therefore, a concept is the unique intermediate that relates a symbol to
a thing.
1Things mean whatever is physical or abstract.
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It is important to note that when some people use signs to communicate their
intentions to others about things in the world, they should agree on common sings to
refer to the same things. Thus, the relationships between signs and what they represent
(things) depends on the persons who interpret those signs and in which situation or for
which purpose they are used for. For this reason, Peirce defines sings more specifically
by including these additional aspects: a sign is something which stands to somebody for
something in some respect [Pei58]. For instance, the sign "morning star" might create
distinct interpretations in human minds. For people who live on the Earth "morning
star" would refer to the planet Venus whereas for people who are on the planet Mars it
would refer to the planet Jupiter. We say that a sign is interpreted in a context.
Signs by themselves are not sufficient for the communication between agents (e.g.,
humans, machines). That is, a language is needed. Languages can be natural langua-
ges (using words, phrases, etc.) or constructed languages (using pictures, geometrical
forms, sounds, etc.). In general, a language consists of a set of signs and syntactic
rules. The rules define the relationships that signs have among themselves and the
ways in which they can be manipulated. They are used to build statements (sentences)
about things in the world in such a way that these statements are valid. Therefore,
a language can be viewed as a set of all statements that conform to its rules. In this
context, the rules constitutes the syntax of a language. In Morris’s classic sense, se-
mantics concerns two domains: a domain of signs which are governed by syntax rules
and a domain of things the signs "mean" [Mor38]. These domains are called syntactic
domain and semantic domain, respectively. Accordingly, semantics can be defined as
the correspondence between these two domains [Rap58]. It is what links concepts with
sings in the meaning triangle (see Figure 3.1).
Meaning of Data. In database and information systems, researchers are concerned
with semantics of data. In [Woo75], Wood generally defines data semantics as the
meaning and use of data. Accordingly, data semantics concerns the interpretation of
data stored in the system. Data are symbols that represent some part of the real
world, called usually the mini-world. That is, a subset of the world that includes only
the entities of interest for an application. In fact, the meaning of data is captured by the
model of some agents that agree on a common representation of the mini-world. Such
an agreement could be either formal or informal. In addition, semantics concerns the
usage of data. That is, the meaning of data depends on the applications that use these
data. Applications represent only the aspects of real-world entities that are relevant to
them. For this reason, Rosenthal considers regularities in databases (i.e., constraints)
which capture regularities in the real-world as components of data semantics [She95].
That is, applications determine in which context data are used. Hence, Sowa provides
a more precise definition of semantics [Sow84]. He states that
"the common aspect that unifies all the groups [of specialists] is a knowledge of the
meaning of the data and the constraints necessary to keep it a faithful model of the
real world. The study of the meaning and constraints on the data is called database
semantics".
Semantic issues are extensively addressed by approaches developed for managing
data in multiple information sources. Critical management tasks are to define a uniform
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view over multiple schemas and to formulate queries using multiple languages. Usu-
ally, these schemas have heterogenous formats (structured, semi-structured, or unstruc-
tured) and use different models (relational model, object-oriented model, etc.). The key
success in performing data integration is to identify objects 2 in information sources
that have the same meaning or are semantically similar. For instance, an attribute in
one schema, e.g., EMPLOYEE might denote the same set of entities as an attribute in
another schema, e.g., WORKERS. While some approaches rely on features of objects
such as names, key attributes, and the context in use, to capture semantic similar-
ity, other approaches apply probability measures to evaluate similarity [SJB96, Lin98].
The former approaches attempt to determine semantic aspects of relationships between
pairs of objects with respect to their meaning in the real world. For instance, Sheth
et al. [SK93] provide three types of relationship: semantic equivalence, semantic rela-
tionship, semantic relevance, and semantic relevance. There, semantics are captured
in terms of relationships between objects using the context to which the corresponding
objects belong. However, the latter approaches resort to additional knowledge source
(e.g., lexical thesaurus, dictionaries) for quantifying similarity weights betweens source
concepts that corresponds to object names. Hence, these weights are used for under-
standing the semantic relationships between the objects [GR04].
In summary, the major issues related to semantics are:
• Synonymy: Different ways two express the same meaning.
• Homonymy: Different meanings of the same symbol.
• Ambiguity: To have more than one meaning of a symbol in the same context,
e.g., for some people the word "Adult" refers to humans who are more than 18
years old whereas for others it refers to humans who are less than 18 years old.
We note that homonymy is a special case of the ambiguity.
• Context: Indicates the relationships "surrounding" the meaning of a symbol.
• Ontological relationships: Complex relationships between real world objects might
exist. Semantics of such relationships are often described by specific knowledge
sources, called ontologies, as we shall see in Section 3.3.
Models. When we attempt to describe a domain (or a situation) we conceive a model.
A model is an abstraction of the real world related to a situation. The philosopher
Smith [Smi87] calls every act of conceptualization, analysis and categorization a "pro-
cess of abstraction". For instance, a genetic blue-printing would be concerned with the
structure and the relationships of its beams but not be with the arrangement of proteins
in the wood of which the beams are made [Smi87]. To design a model, we use a collec-
tion of symbols and build a structure that we consider to comply to our understanding
of the world. This structure is called a model description (representation).
2The term object refers to schema elements of a source, e.g., attributes in relational model. In
contrast, the term entity refers to subject matter in the real world
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It is important to note that it is not possible to completely model a world situation.
All that we can do is to provide a model of a fragment of the world that we think is
important in the respective context. The world around us is so complex that much
people trying to understand it may get lost in its infinite richness [Rap58]. According
to Smith, models are inherently partial. For this reason, it is not surprising that agents
usually provide different model representations for the same domain of real world.
They represent only a fragmentary point of view of the reality of a complex domain.
Thus, there is a gap between the full reality of the world, on one hand, and the model
and their representation, on the other hand, insofar that the latter fails to capture
the full semantics of the former. To bridge this gap Smith suggest to understand a
model in terms of other models. This constitutes what Smith calls a "correspondence
continuum". This continuum can be considered as a chain of domains that correspond
to one another where each of them (except the last) is understandable in terms of the
next. The last domain is the actual real world entities. In fact, "correspondence" is one
of fundamental principles of understanding: To understand something is to understand
it in terms of something else. That is, if we face a new phenomenon or experience
we attempt to understand it by looking for something known for us with which we
compare the new phenomenon or experience. A good example that illustrates the
"correspondence continuum" was cited by Smith [BM04]: The modeling of a ship S.
Consider a photo P1 of S and assume it is a model of S. In addition, consider a photo
P2 of P1. Although P2 is not a photo of S the information about S is still preserved.
Thus, P2 can be used as a model of (the model of) S. Similarly, if P2 is digitized then
the digital photo of P2 can be considered as the model of (the model of the model of) S.
We consider this paradigm to define ontologies and to compare them with conceptual
schemas in Sections 3.3 and 3.5.
3.2 Semantic Models
Over the last decade, a great variety of formalisms for representing models of applica-
tions have been developed in artificial intelligence, software engineering and databases.
These formalisms, called semantic models, differ in their degrees of expressiveness as
well as in their notations.
Semantic models offer a set of expressive facilities to capture abstractions about
the application domain in terms of semantic units such as entity, activity, goal, and
agent. Moreover, they offer means for structuring abstractions in terms of abstraction
mechanisms such classification, generalization and aggregation. Due to limited space,
we briefly present some models and focus on these aspects. An extensive overview of
this topic can be found in [Myl90, RP00, BB03].
Models in Artificial Intelligence. Artificial intelligence applications turned out
to require representations of a great deal of human knowledge in order to act "intelli-
gently". As a result, they require formalisms for representing the real world in a way
close to the human mind. The first formalism was conceived by Ros Quillian in his
PhD thesis [Qui68]. This formalism is called semantic network and has been originally
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designed for modelling the structure of human memory. A semantic network is a form
of directed labelled graph with different kinds of nodes and edges. Figure 3.2 depicts a
simple semantic network representing some animals (taken from [BCN+03]). Semantic
networks offer two semantic primitives for the modelling process: concepts and associa-
tions. That is, nodes in the graph represent concepts of words (word senses) and edges
represent associations between them. For instance, the sentence "shark eats human"
is represented in a semantic network by two nodes labelled by the words "shark" and
"human" and linked by an edge of type " Eat". For words with specific meaning nodes
are linked with edges of type " ISA". Moreover, semantic networks allow for edges of
type " AND" and " OR" between nodes and each concept could have associated properties
such as "can fly" for the "bird" concept. The main feature of semantic networks is that
a property is inherited along " ISA" edges unless it is modified in more specific concept.
For instance, canards inherit the property "can fly" from birds whereas ostriches do not
inherit this property because it is modified for them. A detailed description of semantic




























Figure 3.2: A semantic Network for Animals
Following Quillian’s memory model several variants and extensions of semantic net-
works have been proposed. Among them are conceptual graphs and frame systems.
Conceptual graphs (CGs), which have been conceived by Sowa [Sow84], are a kind of
semantic network. CGs are popular for representing semantics, especially in natural
language processing. A CG is a bipartite graph which have two kinds of nodes called
concept nodes and conceptual relation nodes. Each edge in the graph links a concept
node and a conceptual relation node. Figure 3.3 depicts a conceptual graph of the
sentence "Marry is going to France by plane" [Sow00]. This graph consists of four
concepts: Go, Person:Mary, Country:France, and Plane and three conceptual
relations: Agnt relates Go to the agent Mary, Dest relates Go to the destina-
tion France, and Inst relates Go to the instrument plane. CGs offer new semantic
primitives in building the graph including the typing of concept labels. Indeed, some
concepts are generic, i.e., they have only a type label. Other concepts are individual,
i.e., they have a colon after the type label following by a name or a unique identifier.
Besides these features, CGs allow translating semantics into a logical form (first order
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formulas). The representation of logical formulas as CGs has been proven to be ade-
quate for their manipulations. In fact, CGs allow reasoning about these formulas. For
example, deciding whether a given graph is valid, i.e., whether the corresponding for-
mula is valid or whether a given graph g is subsumed by another graph g′, i.e., whether
the formula corresponding to g implies the formula corresponding to g′.
Person: Mary GoAgnt Dest Country: France
Inst
Plane
Figure 3.3: A conceptual Graph
On the other hand, frame systems have been proposed later by Minsky [Min74]
based on the semantic network paradigm. They rely on the notion of frame as a symbol
structure and on the capability of expressing relationships between frames. A set of
related frames are defined and represented by frame systems. Frames are considered
more suitable for representing concepts than CGs [SCM03]. They contain information
about the components of a concept being described, relationships to similar concepts
as well as procedural information on how the frame can be accessed and changed over
time [Min75]. For instance, given the following frame definition:






In this definition, BioCourse denotes the name of the frame. It represents biology
courses which are taught by at least one professor. Biology courses are also instances
of the frame Course. The frame system is called University. Taughtby is a
slot name which denotes a frame relation to another frame called Professor. We
should note that, in general, the value of a slot can be an expression of a constraint on
multiple frames. Moreover, a frame might have multiple slots. The cardinality restric-
tions that are imposed to the number of professors who teach the courses are denoted
by Cardinality.Min and Cardinality.Max. Like semantic networks frame systems
allow properties for concepts. However, properties in standard semantic networks are
restricted to primitive, atomic ones whereas in frame systems they can be complex con-
cepts. The properties are represented as slots in a frame. Slots are similar to entries
in a record. Like CGs frame systems enable reasoning about frames. This could be
achieved in two ways: (1) Using "partial matching", i.e., more specific frames are em-
bedded into more general ones. (2) Searching for slot fillers (slot values) to collect more
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information concerning a specific situation [BCN+03]. In the literature, we find many
models and languages which have been developed and implemented using the frame
formalism. Early examples of frame system are KL-ONE [SCM03], KRL [BW77], and
PSN [LM77].
Models in Software Engineering. Within software engineering a large number of
semantic models have been proposed for specifying requirements of software systems.
The development of these models was launched by Ross [RS77] who proposed the
Structured Analysis and Design Technique (SADT) as a method for describing activities
in the real world. The SADT models the world in terms of activities and data. It
uses a diagram representation in which the nodes represent activities and the edges
represent flows of data between activities. There are four kinds of data: data that
are consumed by activities (input data), produced by activities (output data), data
that control activities, and data that represent mechanisms by which the activity is to
be performed. An activity is represented by a rectangle. Arrows entering a rectangle
from the left represent input data, arrows leaving to the right represent output data,
arrows entering from above represent control information, and arrows entering from


















Figure 3.4: An SADT Diagram
Figure 3.4 shows a SADT diagram describing a registration process of students,
taken from [LB02]. The diagram has two activities represented by rectangles. Seman-
tically, a student will arrive at the school’s secretary and will present its candidate ID
to the front-desk clerk. He will check for the student’s name in the list of grades and
if the grade is equal or greater to the minimum grade for approval, the student may
proceed to the registration clerk who will effectively enroll the student in the course,
handling him out the registration certificate. It is important to note that activities
can be structured hierarchically so that each activity can be decomposed into another
sub-activities [Wie98].
Following Ross’s proposal many other models have been developed, e.g., DFD [NWP90],
IDEF [BY85], CIM [GMB94], and RML [Bub80]. A recent approach is the Unified Mod-
elling Language (UML) [Gro05] which integrates features of its antecedents models in
object oriented analysis and design. UML offers a different set of diagrams called use
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case diagrams which represent the static and dynamic aspects of the system. A use
case is a sequence of actions that an actor (usually a person or a system component)
performs within a system to achieve a particular goal. The new feature of UML is
that nodes in diagrams represent object classes where objects have a local state repre-
sented by a set of attributes and local operations. In addition, relationships such as
generalization and aggregation are represented by special arrows. Other kinds of rela-
tionships between classes are represented by associations. In UML individual objects
can be represented by their own classes. However, in UML only binary relationships
can be represented. Higher arity of relationships should be represented by creating
new classes. Moreover, cardinalities of attributes and other specific constraints are
expressed in additional language called OCL 3.
Models in Database Systems. Within database systems semantic models, called
also semantic data models, have been primarily introduced as a formalism for database
schema design. Semantic models carry the design process by attempting to logically
structure and organize data in a database in a way that can capture more meaning than
the conventional logical database models. These models (hereafter called conceptual
models) offer semantic primitives that are more expressive and hence are closer to the
way users think about data.
There are a large number of semantic models which have been proposed over the last
three decades. The Entity-Relationship (ER) model is the most widespread semantic
model which has been extensively used for the design of commercial applications. Ini-
tially, the ER model was introduced by Peter Chen [Che80] and extensions have been
proposed with minor differences in notation and expressiveness. The basic elements
of the ER model are entities and relationships. The ER model is used to represent
the conceptual structure of data in a database systems by means of an ER schema.
The ER schema is drawn using a standard graphical ER notation in which entities
are represented as rectangles and relationships as diamonds. An entity type (simply
entity) denotes a set of objects (instances) of a domain of interest which have common
properties. Elementary properties are modelled through attributes. However, these at-
tributes do not have local operations unlike attributes in UML. Relationships between
instances of different entities are modelled in relationship types (simply relationship).
The relationships can have any type and any arity. Cardinality constraints can be
represented to restrict the number of times and instance of a entity may participate
in a relationship. However, other integrity constraints on data can not be represented
directly in the diagram. Figure 3.5 shows a simple ER schema that describes an order-
ing of products, taken from [Myl98]. There are three entity types ( Customer, Order
and Products), and two relationship types ( places and contains). Informally,
the schema represent the fact that "customers place orders" and "orders contain prod-
ucts". places is one-to-many relationship ("a customer may place many orders but
an order must be placed by only one customer") while contains is many-to-many












Figure 3.5: An Entity Relationship Schema
There are many other proposals for extending ER model which introduce new fea-
tures such as complex types of attribute and specific kind of relationships. Examples
of extended ER models are HERM [Tha93], SDM [HM96] and USM [Ram95].
It is also important to mention the emergence object-oriented data models (OODMs)
which constitute the design framework of the object oriented database applications [Wie98].
OODMs have been proposed based on the object-oriented programming approaches.
The central feature of OODMs is the object. Objects can represent things in the real
world as in the ER model but they can also represent operations or processes on other
objects. A set of objects that have the same structure (attributes) and behavior (oper-
ations) are represented by a class called object class. The object schema is a conceptual
representation of the object model in the same way an ER schema represents an ER
model. OODMs have similar primitives like ER models and the correspondence betw-
een the ER model and the corresponding object data model can be easily determined.
The major difference is that objects must include the encapsulation of data operations
as well as the data structure which is expressed in the object class definition. The
ER model, on the other hand, specifies only the data structure and ignores the dy-
namic behavior. Example of object data models are the O2-Model [BDK92] and the
ONTOS-model [And92].
We should note that semantic models make different assumptions about the nature
of the part of real world they intend to model. For instance, the ER model assumes that
the real world consists of entities and relationships whereas the SADT model assumes
that it consists of activities and data. Therefore, a model might be appropriate for some
applications but not for others. That is, it might not be appropriate for applications
which violate its assumptions. For example, temporal applications, which describe
instantaneous events, need models that represent time (using sequence of time intervals
or time points). The ER model is not appropriate for such applications. In general,
some models are suitable for representing static aspects of the world others are suitable
for representing dynamic aspects of the world.
Regarding abstraction mechanisms there are some semantic models that provide
more support for certain mechanisms than others. For instance, classification is well
supported in UML but not in SADT. The issue of evaluating semantic data models has
been considered in [Myl98, MSBS03], among others.
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3.3 Ontologies
In this section, we present ontologies as an important source of semantic knowledge
that can be useful for a wide range of applications in database and information systems,
software engineering, or natural language processing. We attempt to focus our attention
on the database area. First, we define what an ontology is, illustrate its characteristics,
and explain its role for data management. This will already reveal the great potential
this approach has on our task. Afterwards, we sketch our idea of how ontologies could
be used in order to support query processing. The idea presented will be elaborated in
the remainder of the thesis.
3.3.1 Definition of Ontologies
In recent years, the term "ontology" has been intensively used in the fields of artificial
intelligence, and database and information systems. However, there are many different
definitions of what an ontology is. Often, we find definitions in the literature that are
very general or tailored to the specific needs of an application.
Originally, the term "ontology" has been taken from philosophy where it means
the study of the existence. In the artificial intelligence field, an initial definition was
given by Tom Gruber: " An ontology is an explicit specification of a conceptualization"
[Gru93]. Studer and his colleagues [SBF98] argue that a conceptualization refers to
an abstraction of some phenomenon in the world. This is achieved by identifying the
relevant concepts and constraints on their use that must be explicitly defined. We refer
the reader to these papers [Gru93, GG95, NH97, CJB99] for more definitions.
Informally, we define an ontology as an intentional description of what is known
about the essence of entities in a particular domain of interest using abstractions, also
called concepts and relationships among them. This description should be clear, concise,
and consistent for a particular community. A community may be a group of people or
computer systems that interact with one another within a common domain of interest.
The members of a community need support to communicate and understand each other.
In the medical domain, for example, we have a set of applications that provide medical
information from different sources. Members of the medical community may not be
able to exchange information among these sources unless they use shared vocabularies
which are specific to the domain. Data exchange needs a unique interpretation of
data. An ontology might be a good support for communicating between sources in
the same domain if a community must agree upon the terms used for the ontology’s
definition. We say that a community commits itself to an ontology. Such an ontology is
referred to as a domain ontology, i.e., it is related to a specific domain (e.g., the medical
domain). Domain ontologies provide vocabularies about concepts within a domain and
the relationships between these concepts, about the activities that take place in that
domain, and about the rules governing that domain [PFLC03]. Moreover, a community
might commit to another ontology of other communities. These communities then build
their own ontologies based on more general ontologies, called Top-level ontologies. Top-
level ontologies provide a set of vocabulary terms that represent common sense and
from which terms of other ontologies are specialized. Examples of such ontologies are
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Ontolingua [FFR96] and Cyc [LG90].
With regard to the semantics issues discussed earlier (see Section 3.1), ontologies can
be viewed as models that capture semantics about entities of a mini-world concerning a
certain community (or a set of communities). The notion of community is important in
the definition of an ontology since agreements about what the ontology should describe
is necessary for the development, the representation and the use of its content. That is,
every member of the community must agree on the semantics of terms in the common
ontology used to describe properties of entities and how they are related, hence, to
decide which aspects of the world to attend to and which to ignore. Thus, these
ontological commitments offer a unified view on what a community believes to be
relevant because the complexity of the natural world is overwhelming. It is important
to mention that ontological commitment is a basic criterion for building and using
ontologies. The commitments represented in an ontology must be minimal. That is,
an ontology must contain as few constraints as possible about real-world entities being
represented allowing parties committed to the ontology to instantiate their applications
as required. For instance, an ontology representing employees may focus on properties
such as age, position and salary without specifying which values should be assigned to
each employee. The salaries may range between 1800 $ and 3000 $ for one application
whereas they may range between 1000 $ and 2000 $ for another. We can say that
ontologies must achieve a form of semantics independence for the applications they
use, like the form of data independence in databases. Indeed, semantics in ontologies
could be used for a wide range of applications not only for one. Ontological constraints
(representing a higher level of abstractive restrictions) are related directly to concept
descriptions and not to particular application requirements.
It is worthy to note that most of the existing ontologies are organized in a way that
they support computational inference. They contain axioms which enable reasoning
about the meaning of concepts, e.g., subsumption.
3.3.2 Describing real world objects
Real world objects are described in ontologies using concepts, relationships, and axioms
as follows.
• Concepts are abstractions that denote real-world objects having common prop-
erties. They are usually referred by their names, which are words taken from
some natural language. These words must be unambiguous. Furthermore, con-
cepts are organized in a taxonomy ( ISA-hierarchy), which relates more special-
ized concepts (sub-concepts) to more generalized concepts (super-concepts) that
subsume them. Sub-concepts related to the same super-concept are disjunctive,
i.e., a set of entities represented by one sub-concept does not overlap with a set
of entities of another sub-concept. Properties, which are captured as concepts
and/or axioms in an ontology, may be of two types: intrinsic properties (e.g.,
flavor for perfume) and extrinsic properties (e.g., perfume’s name and company’s
name where it is manufactured). We emphasize that in an ontology concepts are
represented, not words. In general, concepts are not specific to a given natural
language [BP02].
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• Relationships They define kinds of interactions between entities of the same
concept and entities of other concepts. There are two classes of relationships:
generic relationships and domain-specific relationships. The first class includes
specialization ( ISA), synonymy ( SynOf), and decomposition ( PartOf) rela-
tionships. The second class contains relationships that are specific to the domain
of ontology. Semantics of relationships are defined by axioms. Basically, the hi-
erarchical organization of concepts through the ISA-relationship constitutes the
backbone of an ontology. In general, the IS-A hierarchy of concepts could be
represented as a directed acyclic graph such that no concept has more than one
super-concept.
• Axioms are truth statements about concepts and their relationships. They spec-
ify properties of the real-world entities represented in the ontology and properties
of relations they relate (see Section 3.6). Axioms are usually formalized using
logical languages and must be consistent.
Properties of Relationships. We assume that each of the following relationships:
"ISA", "SynOf" and "PartOf" has the common semantics known in most information
modelling systems:
• " ISA": Represents a classification of the concepts. For instance, the statement
c1 ISA c2 means that any instance of the class concept c1 is also an instance of the
class concept c2. The real world objects referred by c2 inherit all the characteristics
of the objects that are referred by c1. The ISA-relationship serves as the basis
for property inheritance.
• " SynOf": The statement c1 SynOf c2 means that the objects referred by concept
c1 could be also referred by concept c2.
• " PartOf": This relationship represents the part-whole association between a
composite concept and a concept representing one of its components. For in-
stance, the statement c1 PartOf c2 means that objects that are referred by con-
cept c1 are part of objects referred by concept c2.
Properties of relationships are explicitly represented using axioms from the ontology.
We use the FOL-language 4 to formulate axioms because of its great expressiveness.
Axioms represents mainly the following kinds of properties:
1. Algebraic properties such as reflexivity, symmetry and transitivity [SM00]. We
consider the ISA, SynOf, and PartOf relationships as transitive. For example,
the transitivity of ISA can be expressed by the following axiom:
∀ x y z Isa(x, y) ∧ Isa(y, z) =⇒ Isa(x, z)
2. Composition of relationships: Relationships might be expressed in terms of each
other. This property is mainly related to domain specific relationships. For
4First Order Language
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instance, a relationship GrandMotherOf is composed of a relationship MotherOf
and ParentOf. This composition can be expressed by the following axioms:
∀ x y ∃ z GrandMotherOf(x, y) =⇒ ParentOf(z, y) ∧MotherOf(x, z)
Appendix A.2 describes the axioms that express properties of generic and domain
specific relationships.
3. Exclusivity and Incompatibility between two relationships. The exclusivity betw-
een two relationships R1 and R2 is formalized by ∀x y ¬R1(x, y) =⇒ R2(x, y)
and the incompatibility is formalized by ∀x y ¬R1(x, y) ∧R2(x, y). For instance,
ParentOf and MotherOf are exclusive, and MotherOf and FatherOf are in-
compatible.
Definition 3.1 (Ontology) We define an ontology as a triple O = {ζ,<,=}, where
• ζ is a set of concepts. They have names defined by a finite set of non-null strings
ζ = {c1, . . . , cn},
• < is a set of relationships. They have different types defined by a finite set of
non-null strings < = {β1, . . . , βn}∪{ "ISA", "SynOf", "PartOf"}, where βi ∈ <
represents the product of two subsets ζn and ζm of ζ, βi : ζn × ζm. Furthermore,
ζ ∩ < = ∅, and
• = a set of axioms for defining properties of relationships.
Assumptions. It is important to note that many researchers already combine con-
cepts with instances of real world entities for specifying their ontologies [GG95]. In our
definition we do not consider instances as components of an ontology. In addition, an
ontology does not hold cardinality constraints about how many entities of one concept
can be related with an entity of another concept. We argue that these constraints must
be part of the application specification but not a part of an ontology [NF03].
3.4 The Role of Ontologies
The rapidly increasing amount of data in database and information systems has made
semantic knowledge essential to support their applications. Ontologies have proved to
be a good candidate to assist in the tasks of data management. In this section, we
want to illustrate the role of ontologies and reveal their great potential with respect to
our work.
Content Explanation. Ontologies by definition are primarily used to explain as-
pects of the real world. They explicate the meaning of terms used for describing some
domain. In addition, they can be used for explicating the content of information sources
if they are related to the same domain. While information sources model extensional
information about entities of a part of the world using a collection of terms, ontolo-
gies offer a means to understand these terms. In this context, ontologies can act as a
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meta-data layer over underlying sources by specifying the terminology (and its mean-
ing) used for the stored data. That is, they can map terms occurring in the data
source (syntactic domain) to their corresponding entities in the real world (semantic
domain). For instance, information sources usually contain specialized terms used for
particular applications such as e-commerce and geographical applications. These terms
often occur in a hierarchical form: instead of describing all characteristics of an entity
represented in the source a single term is used to relate entity to a class of entities
that share the same characteristics. Ontologies are a good candidate to support this
kind of applications since classifications are their main concern. In e-commerce, for
example, products are classified into groups of categories. Ontologies for products can
provide descriptions of such categories and offer standard vocabularies to refer them.
UNSPSC [Com03b] and ECLASS [Com03a] are examples of such ontologies.
Content Enrichment. Ontologies may provide additional semantics about the source
content. Since meaning of vocabularies of an underlying source is restricted to the ser-
vices it offers, hence only limited aspects of represented entities are described. For
instance, a source representing devices of a manufacturer might provide structural in-
formation about devices such as their components. However, an ontology describing
concepts of devices may also provide topological aspects such as the physical behav-
ior of devices, i.e., how the components interact inside a system. PhysSys [Bor97] is
an existing ontology that can be used for this purpose. Acquiring "more semantics"
about content of information sources is useful to retrieve information from them. In
this thesis, we show the benefit of ontologies for querying relational databases. We use
additional semantics to improve the quality of answers to user queries.
Moreover, semantics of information sources are not explicitly represented in sources.
They are embedded in various levels. For instance, semantics in databases are embed-
ded in the data model, data structures, constraints on data, and data domains. When
a record contains a term "water", there is more than one way to look at this term. We
can think about its potential use (a fluid necessary for the life) or its chemical aspects
(a compound consisting of hydrogen and oxygen). Ontologies have been implemented
to overcome the implicit hidden semantics by making the conceptualization of the in-
formation source explicit. Mapping source elements (structure and data) to ontology
components can assist a computer system to understand the meaning of the source
content and to define the context of its terminology. Furthermore, representing se-
mantics in ontologies at a high level of formality makes them machine-processable (the
KIF [Gen91] language was initially defined for this purpose). The machine-processable
semantics sets the basic foundations for the next generation of the World Wide Web, the
Semantic Web [BLHL01]. In our work, we derive additional semantics from ontologies
and use them for specifying user queries.
3.5 Ontologies versus Conceptual Formalisms
In the literature, ontologies are sometimes confused with other conceptual formalisms
including Controlled Vocabularies, Taxonomies, Knowledge Bases, and Conceptual Schemas.
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This is understandable, since they have many conceptual features in common, as ex-
plained below.
Controlled Vocabularies (CVs) are commonly used in the field of linguistics, to
describe a set of standardized terms with commonly agreed semantics for a specific
domain within users communicate [LHGP99]. A special kind of controlled vocabulary
is a thesaurus. Thesauri provide terminological knowledge of a given domain, and as
much "knowledge" as ontologies. Thesauri describe a large set of special terms used in
a certain domain with an explanation of their meanings. They organize these terms
into groups and subgroups, and relate them with each other through relationships of
linguistic nature. For example, the Broader-Than ( BT) and Narrower-Than ( NT)
relationships indicate that a term has broader meaning than another term and vise
versa. Although these relationships have the same meaning as the specialization (
ISA) relationship and its inverse, respectively, they have sometimes the same meaning
as the decomposition ( PartOf) relationship [PM01]. Moreover, thesauri may use a
relationship of type Related-To ( RT) to indicate that two terms are related to each
other. However, this relationship has ambiguous meaning since all relationships relate
terms. In general, an ontology contains more relationships which are clearly defined
and formally specified compared to a thesaurus. Ontologies deal with concepts which
are defined in a way independent of a particular natural language [LG90]. However,
thesauri are dependent on a specific natural language (or multiple language in case of
a multilanguage thesaurus).
Taxonomies refer to classifications of things, whether they are physical or abstract,
in a tree structure according to the subclass/superclass paradigm. Thus, there is only
one type of relationship relating concepts representing these things, namely the ISA-
relationship. We can conclude that a taxonomy is a kind of ontology but an ontology
is usually much more than a taxonomy.
For the AI-community A knowledge base (KB) consists of two parts: an intentional
part which describes intensional knowledge about the domain and an extensional part
which describes extensional knowledge about specific entities of a domain. Intensional
knowledge is a form of concept definitions expressed in logical language. Extensional
knowledge exists in the a form of assertions which map instances of entities onto their
corresponding concepts and specify their relationships. One of the main characteristics
of KB systems is that they can infer implicit knowledge about real world objects using
reasoning tools. Thus, the intensional part of a KB plays a role similar to that of
an ontology. However, intensional knowledge usually depends on the application (or
problem) for which the KB has been developed whereas an ontology does not depend
on a particular application.
A conceptual schema is the result of modelling a mini-world based on a conceptual
model as seen in Section 3.2. Similar to ontologies, conceptual schemas capture data
semantics of the mini-world at a certain abstractive level which includes only seman-
tics that are relevant to particular requirements of an application. These requirements
have a great influence on how the resulting schemas look like and what they contain.
In comparison, ontologies capture the meaning of the mini-world entities in a way in-
dependent of any application requirement. This application-independency is the main
difference between ontologies and conceptual schemas. Nevertheless, we can say that
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ontologies complement semantics that are represented by conceptual schemas. Appli-
cation designers may rely on ontologies to derive their conceptual schemas. This can
be done by selecting some relevant concepts from an ontology and adding constraints
that are necessary for their instances. Concepts and relationships of a given conceptual
schema might be initial components for creating an ontology [Mee01]. In short, if we
consider semantics as a correspondence continuum as described in Section 3.1, concep-
tual schemas can be viewed as domains of the continuum and an ontology is the single
anchor that is related directly to the intended real-world. That is, each schema has a
correspondence(s) to one or more other models in the continuum and the ontology is
the last model in the continuum as illustrated graphically in Figure 3.6. Elements of
























Figure 3.6: Semantics Continuum
Conceptual schemas focus on the structural aspect of data representation since they
are mainly used for organizing data in a manner oriented towards certain data models.
For example, ER-schemas are used to implement relational databases. However, on-
tologies focus on the semantical aspect of the represented entities, i.e., understanding
the concrete meaning of concepts, in order to guarantee a consistent interpretation for
the committed communities.
From a practical point of view, conceptual schemas are preserved in off-time mode.
That is, once a conceptual schema is designed and the corresponding database is im-
plemented, it will be no longer used. In contrast, ontologies could be formally shared
and exchanged at run-time [JDM02]. Moreover, ontologies provide reusable semantics.
Shared vocabularies from ontologies could be used during the exchange of informa-
tion between different applications. As mentioned by Uschold [UG96] reusability and
reliability are two benefits for system development that can be derived from using on-
tologies. A conceptual schema for an application does not support reusability because
it is oriented to a particular application domain. Furthermore, a conceptual schema
uses vocabularies that are not intended to be shared with other applications.
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3.6 Ontology Representation
3.6.1 Kinds of Representation
Ontologies can be expressed in different modelling techniques including those described
in Section 3.2. The choice of an appropriate semantic model to represent an ontology
depends on the purpose for which the ontology is build and the underlying assump-
tions for achieving these goals. Ontologies, which attempt to represent a hierarchical
classification of concepts, may only need models that provide typed relationships with
rather intuitive semantics. Examples are ontologies that present concept-taxonomies
using ISA-relationships. However, ontologies, which enforce more constraints, may
need more formal models that can provide more expressive primitives. Examples are
ontologies that need models having reasoning mechanisms to infer knowledge from
ontology contents. Furthermore, model assumptions made by a particular semantic
model must conform to those assumptions made by the ontology. As mentioned in
Section 3.2, every semantic model offers particular build-in semantic primitives that
restrict our view of the world to its own modelling perspective. That is, every kind of
representation provides its own terms of what it is important to attend and assumes
that anything not formulated in these terms may be ignored. Therefore, selecting a
semantic model that could be appropriate for an ontology can be viewed as a form of
ontological commitment for the ontology designers [UG96]. For instance, if an ontology
intends to describe only static aspects of the world and assumes that it consists of a
set of entities then the ER-model could be appropriate to represent such an ontology.
Hence, the resulting ontology would perceive the world being modelled as entities and
relationships neglecting other aspects of the world such as dynamic aspects. In addi-
tion, every semantic model constrains the interpretation of an ontology content and
what knowledge could be implicitly inferred. For instance, a semantic network consid-
ered to represent a family ontology, which describes family memberships, should not
contain a cycle in its links.
It is important to mention that selecting a particular model for representing an
ontology influences the selection of the language that will be used to formally im-
plement that model. Basically, these languages are based on frame approaches (e.g.,
FLogic [KLW95]) or first-order logic approaches (e.g., KIF[Gen91], Ontolingua [FFR96],
LOOM [Mac91]) or even both (e.g., CycL [LG90]). In addition, a new class of languages
has been developed for Web applications using ontologies. These languages, called on-
tology markup languages, include SHOE [HHL03], OIL [FHvH+00], DAML+OIL [Hor02],
and OWL [MH06]. All these languages vary in terms of their degrees of expressiveness
and their capabilities of supporting reasoning.
3.6.2 Graph-based Representation
In this section, we present a graph-based formalism to represent ontologies. We in-
troduce its basic formal settings and some related operations that are necessary for

































Figure 3.7: Product Ontology ( PO)
Informal Description. An ontology O = {ζ,<,=} can be represented as a directed
labelled graph G(V,E), where V is a finite set of vertices and E is a finite set of edges:
Each vertex of V is labelled by a concept from a set ζ and each edge of E is labelled by
an inter-concept relationship from a set <. Further, we refer to a node by its label (a
concept) and refer to an edge by its two node concepts and its label (a relationship).
We refer to e = c1Ri c2 as the edge between two concept nodes c1 and c2 which is
labelled by the relationship Ri of <. Mathematically, the ontology graph G can be
represented by a relation G ⊆ ζ × ζ, which is equal to the union of each relation Ri.
Hence, an expression of the form (c1, c2) ∈ Ri refers to c1Ri c2.
Figure 3.7 gives an example of a graph-based representation of a fragment of an
ontology called "Product Ontology" (denoted by PO). The ontology describes concepts
and their relationships related to products. A part of this ontology is adopted from an
ontology described in [KC01]. In the following we extend the definition of an ontology
as introduced in Section 3.3.
Definition 3.2 (Ontology Structure) An ontology structure is a 4-tuple O = {G, ζ,<,=},
where
• ζ is a set of concepts,
• < is a set of relationships (distinct from ζ),
• = a set of axioms for defining properties of relationships, and
• G a graph for representing inter-relationships between concepts.
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Graph Operations. In order to navigate the ontology graph, we define the following
primitive operations: RChild, ANCES, DESC, and SY Ns. We need these operations
to determine concepts and relationships that are of interest for query processing as we
shall see in Chapter 5.
Let Pths(ci − cj) be a set of paths connecting two concept nodes ci and cj. Let be
c1, c2, sk, sh ∈ ζ and β, βi ∈ <:
• Rchild(β, c1) = {c2 | G(c2, β, c1)}
• DESC(β, c1) = {c2 ∈ ζ | ∃ p ∈ Pths(c2 − c1) : ∀ e = (skβish) ∈ p , βi = β}
• ANCES(β, c1) = {c2 ∈ ζ | ∃ p ∈ Pths(c1 − c2) : ∀ e = (skβish) ∈ p , βi = β}
• SY Ns(c1) = {c2 | G(c1, "SynOf", c2)}
Informally, Rchild(β, c) is the set of all descendant concepts of c following edges
of type β. DESC(β, c) returns the set of all descendant concepts of c following edges
of type β, whereas ANCES(β, c) returns the set of all ascendant concepts of c by
following edges of type β. Similarly, SY Ns(c) returns the set of all synonyms of c.
3.7 Problem Definition for this Thesis
Need of Background Semantics. Traditional database management systems,
which only rely on syntactic approaches, might not answer user queries effectively.
This is due to problems caused by the lack of data semantics during query processing.
The major problems are: (i) hiding the semantic heterogeneity of integrated data from
the users, (ii) overcoming semantic confusion in terminologies caused by employing
synonyms and homonyms, and (iii) providing users with the most relevant answers to
his requests in less time and/or resources. There is a general agreement that such se-
mantic problems could be achieved only with a good understanding of the semantics of
the database content. However, most of these semantics are not explicitly represented
in database systems. They are embedded at various levels (e.g., in the database model,
in data structures, in constraints on the data, and in data domains) and not explicitly
stated, yet well understood by the user community. In addition, semantics of real-world
entities represented in the database may not be completely described. In fact, during
the design and maintenance phases of a database some domain semantics might not be
captured or else be captured but removed due to representation limitations of database
management systems. In fact, during the process of database design, the mapping
from the conceptual schema to the physical schema induces a progressive degradation
of semantics often with loss of most of the information about involved concepts and
relationships. Furthermore, a database may probably grow within the organization
over many years and might have its definitions modified by different designers. The
documentation is often out of date or non-existent, especially with old systems, so that
it becomes difficult to know exactly what the data and the relationships between the
data really mean. In this context, current research in database management becomes
aware of capturing additional semantic knowledge from other background sources to
deal with the problems above.
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Semantic Query Transformation. This thesis addresses the problem of how to
improve answers of database inquires using additional information in form of semantic
knowledge. Given a database and a set of semantic knowledge, which capture meaning
of its content, we will show how these knowledge could be exploited effectively to refor-
mulate a user query such that the new query can provide more "meaningful" answers
meeting the intention of the user. Our goal is to allow a DBMS to deal with user queries
both at the semantic as well as the syntactic level. There, users do not need to fully un-
derstand the database content to issue their queries and the resulting database answers
could fulfill their expectations completely. Previous approaches of query optimization,
as outlined in Section 2.2.2, require that the transformed queries must be equivalent to
the original ones. We argue that this requirement should be relaxed in many situations
where a user does not need only "exact" answers for their queries but those answers
that meet his intention. We define an exact answer as being the set of database items
which literally matches the terms of query predicates. We will present how a query
can be transformed into a new one which is not necessary equivalent but can provide
more meaningful answers. In fact, when a user queries a database in order to retrieve
information about certain objects, the answer to his query might not satisfy his needs.
This can be justified by several facts. First, the information stored in the database
is usually captured in natural languages. This leads to several variations in expres-
sion of the same concept (synonym problem). Moreover, languages introduce multiple
meanings of the same expression (homonym problem). These problems might affect
query results when formulating queries using certain terms. Second, if a user wants to
retrieve information from a database about certain entities, he might use terms which
do not exactly match database values (due to the mismatch between the user’s world
view and the database designer’s world view). However, there might be values in the
database that are syntactically different from one another but semantically equivalent
to the user terms and that express the same intention of the user. We define two sets of
terms to be semantically equivalent if they have the same meaning, i.e., if their related
concepts and relationships in the ontology identify the same real-world entities. For
example, if two terms are synonyms, they are semantically equivalent. Thus, there
might be different ways to formulate a query using semantically equivalent terms. We
address this issue as a semantic problem rather than as a pattern matching problem.
Third, some results in the answer might not be related to the same context associated
with the query. The context must be defined by the user. Finally, a user may need
additional information or even different information than the query requests [HHCF96].
Furthermore, he may prefer an alternative answer to his queries over not receiving any
answer at all [LNR97]. We consider the following example to illustrate these ideas.
Example 3.1 Assuming we have a relational database, denoted by PDB. This data-
base contains information about technical items of a store and includes two relations
called Item1 and Component: the relation Item1 contains a set of items described
by the attributes name, model, and price. The relation Component contains the
parts belonging to each item. The relational schema of PDB is described as follows:
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Item1 (AID, Name, Model, Price)
AID: Item identifier
Name: Name of the Item
Model: Model of the Item
Price: Price of the Item
PKey(AID)
Component (SID, MID)
MID: Main part identifier




Suppose, at present, that PDB contains the instances as shown in the Tables 3.1 and 3.2.
AID Name Model Price
123 computer ibm 3000 $
124 intelPc toshiba 5000 $
125 notebook dell 4000 $
127 pc compaq 2500 $
128 product hp 3000 $
129 monitor elsa 1000 $
135 keyboard itt 80 $
136 desktop ibm 1000 $
140 macPc mac 2000 $
141 calculator siemens 1500 $



















Table 3.2: Component relation
Querying the database PDB to retrieve information about the Item "computer" also
means information about the Items "data processor" and "calculator" because these
terms are synonymous with the term "computer". Consequently, if a user formulates
his query specifying only the term "computer" he might miss other tuples concerning
"data processor" and "calculator". In addition "computer" is implied by other terms
which should be considered in the query. We deliberately chose a simple example here
for illustration purposes, but there are more complicated ones depending on the nature
of the query as we shall see later. In fact, the difference between the user’s perception
of real world objects and the view of the database designer, who registers informa-
tion about these objects, might cause semantic ambiguities including the "vocabulary
problem". Therefore, it is hard for the DBMS to solve such semantic problem without
additional knowledge. To cope with this problem we propose to use an ontology as a
source of semantic information describing the underlying database. We assume that
users know about the structure of the database but not about its content. 2
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In summary, we state our problem as follows:
Given a database DB, an ontology O and a user query Q, find a reformulated query Q′
of Q by using O such that Q′ returns a more meaningful answer to the user than Q.
3.8 Summary
The goal of this chapter is to illustrate the importance of understanding the meaning
of data in order to efficiently and effectively use them in scientific applications. Data
are represented by symbols (e.g., terms). We explicated the relations between meaning,
symbols and things they refer to. Users have different interpretation of terms, they use
different jargon and they may denote overlapped or mismatched concepts regarding
the others. The resulting lack of a clear understanding of the meaning causes many
problems for the user’s community. We suggest ontologies as a basis source for capturing
explicit semantics. We have taken cues from philosophy and artificial intelligence to
define and represent ontologies. Furthermore, we have shown their effective usefulness
in specifying and explaining data sources. In particular, the use of ontologies is a
promising approach in order to facilitate querying heterogeneous sources.
We also discussed the issues related to database models and pointed out the differ-
ences between the two. The main distinction criteria is that database models are based
on application requirements but ontologies are created based on the understanding of
real-world entities with minimal commitments of the community members. Ontologies
complement semantics embedded in database schemas that represented only a subset
of the domain of interest. Using additional semantics from an underlying ontology
might enhance query answers. We defined the problem of how to use ontologies for
transforming user queries in order to obtain more meaningful answers. The transfor-
mation should take semantic information about both schema structure and instances of
a database into account. The solution of this problem is presented in the next chapters.
Chapter 4
Query Processing Using Ontologies
The main contribution of this thesis is to bring together the concept of query process-
ing in databases and the concept of semantic knowledge. Having introduced them in
Chapters 1 and 2, respectively, we combine the two in this chapter to introduce an
approach to query processing using semantic knowledge.
Ontologies have gained popularity in the fields of database and information systems
as a good support for many applications like data integration, data mining, data anno-
tation, and searching web documents. The key point in databases is the ability to make
their semantics available, i.e, they could express the meaning of their structure and con-
tent. There, problems caused by data heterogeneity, for example, could be alleviated
using knowledge from ontologies. In Section 4.1, we present these problems in more
detail. Next, we describe how ontologies are used for supporting data management.
Indeed, for an effective use of ontologies we need to map ontologies to databases. In
Section 4.3, we specify the different types of mappings at the instance level and at the
structural level as well. Then, we show in the subsequent section how these mapping
can be established. Finally, we review some related work.
4.1 Semantic Heterogeneity
In data integration systems, data are unified according to some common semantics
but are located in different information sources. Semantic heterogeneity is one of the
most crucial problems for such systems. Semantic heterogeneity is concerned with the
meaning of data in user requests as well as in information sources. In fact, information
sources always abstract the real world according to the services they are providing.
They neither view nor represent all details of the real world. Therefore, any source
has its own semantics and use different terminologies to describe entities of the real
world. Different representations and interpretations of data cause semantic conflicts
(also known as incompatibilities) when they are exchanged or retrieved from sources.
There are several classifications of semantic conflicts found in the literature [KS91,
SK93, Zha92, CW93]. For instance, semantic conflicts can be classified at two levels of
representation: the data level and the schema level [KLK91].
The first class, called data conflicts, covers those conflicts that arise due to the in-
consistent representations of data across information sources. There are three types of
52
53
such conflicts: expression, unit, and precision conflicts [KLK91]. Expression conflicts
occur when different expressions are used for same data or one expression is used for
different data. For instance, multiple strings might be used to represent the same date
(e.g., "12-July-05", "12/07/05"). The word "apple" may be used to denote a fruit in
a database whereas it may be used to denote a computer in another database. Unit
conflicts occur when different units are used for the same numeric data. For instance,
a database provides flight distances in miles while another database provides these dis-
tances in kilometers. Conflicts in precision arise when different information sources
represent the same data with various levels of precision. For instance, two databases
may use values from a domain of different cardinalities. One database may report
building grades using four-point scale defined as strings (e.g., "excellent", "good", "ac-
ceptable", "unsatisfiable") while another database may report the grades using five-point
scale as integers (e.g., 1, 2, 3, 4, 5).
The second class, called schema conflicts, covers those conflicts that arise when
different sources use different schema definitions for representing the same real-world
entities of the same application domain. For example, a database may represent em-
ployee’s departments as an attribute while others may represent them as a relation. In
addition, schema conflicts result from the use of different specifications for the the same
schema definition. For example, a database may define a person as "male" and "female"
while others as "student" and "professor". Schema conflicts include naming conflicts,
schema-isomorph conflicts, generalization conflicts, and aggregation conflicts [RS92].
Naming conflicts occur when different names are arbitrary assigned to schema elements
(e.g., relation names, attribute names). There are two types of such conflicts: (i) the
same name is used to specify semantically different elements and (ii) different names are
used to specify semantically equivalent elements. Two elements are considered semanti-
cally equivalent if they describe the same entities. For example, two attributes labeled
as "References" in one database and "Publications" in another database may represent
the same research papers. Furthermore, an attribute labeled as "Document" may be
used for books in one database while it may be used for papers in another database.
Schema-isomorph conflicts occur when different sources represent different properties
of the same set of entities. That is, in relational databases, two relation schemas de-
scribing the same entities have different number of attributes. Generalization conflicts
are caused by representing a set of entities at different level of generalization in different
sources. For instance, PhD students may be represented by a relation PhD-Student
in a database whereas they may be represented by a relation Student which describes
all students in another database. Aggregation conflicts arise when an aggregation is
used in a source to identify a set of entities in another source. That is, aggregation
may involve some properties of entities in one source to specify the properties of other
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Figure 4.1: Three approaches to integrating Sources using Ontologies
4.2 Use of Ontologies for Query Processing
4.2.1 Basis for Mediation
The problem of semantic heterogeneity has been generally addressed by two types of ap-
proaches: approaches without using ontologies (e.g., metadata [She91]) and approaches
using ontologies. The approaches of the first type attempt to define a federated (global)
schema over the local schemas of the sources. The approaches of the second type use
an ontology as an intermediate layer between multiple sources and human users or
application programs [Wie94]. The clear descriptions of vocabularies in ontologies can
reduce semantic ambiguities and hence unify different sources in a common semantic
view. Thus, applications that share common vocabularies can easily communicate with
each other in order to exchange information. To this end, ontologies can be employed
within three architectures as shown in Figure 4.1. In the first architecture one single
ontology is used for different sources (see Figure 4.1.a). In this case sources provide
nearly the same view on the domain. Each source should use the same vocabulary
from a global ontology as other sources. A practical example is the TAMBIS ontol-
ogy [PSB+99] which acts as a global ontology describing different biological sources.
Items in different data sources are annotated with concepts from this ontology in or-
der to enhance understanding of their meaning. However, if each information source
has its own semantics and defines terms with respect to only its own perspective then
committing to a single ontology becomes very hard (if not impossible). One solution
to this problem is to describe each source by a separate ontology (local ontology) and
define mappings between them as shown in Figure 4.1.b. These inter-relationships
specify semantics between terms used in different local ontologies, e.g., which terms
have the same meaning. A practical example using this approach is the OBSERVER
system [MKSI96]. However, from a practical viewpoint mappings between the source
ontologies are hard to define and querying the underlying sources becomes very difficult.
To overcome these shortcomings a hybrid architecture could be an appropriate alter-
native (see Figure 4.1.c). A global ontology is build over local ontologies. It provides
vocabularies of higher granularity in order to describe complex relationships between
the terms of the local ontologies. The drawback of this approach is the difficult main-
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tenance of ontologies when local ontologies are modified [WVV+01]. We review some
systems which implement the above approaches in Section 4.5.
4.2.2 Query Enhancement
Ontologies can improve the capability of query processing in both information retrieval
and database management systems.
In the information retrieval field, searching for a specific information across multiple
Web-sources, which are probably written in different languages usually results in a huge
number of results. Most of these results are irrelevant to the user. The major reason of
this problem is that conventional information retrieval techniques either rely on simple
keyword-based analysis of user queries or on a specific encoding of the information.
The former approach has the drawback that input terms of the user might not be
completely consistent with the terms of the source. For instance, the same word can
be used in different ways, i.e., it may be used as verb, adjective, or noun. The English
word "repair" might denote a kind of activity (putting something to work again) if it is
used as noun or it might denote an action (set right) if it is used as verb. The latter
approach may reduce the recall of queries because relevant information with slightly
different encoding could not be matched. On the other hand, keyword-based search
might reduce precision of the information because matched words might be ambiguous.
The use of ontologies can help to overcome the limitations of these approaches. An
ontology that provides vocabularies for classifications will improve the search process
through, e.g., expanding queries using words from the ontology which have the same
meaning. These kinds of improvement increase the recall of queries since closely related
results could be retrieved. The use of ontologies containing formal representation of
semantics (e.g., Ontolingua [FFR96]) enables reasoning about relationships of query
terms. This can be done, for example, by matching more specific terms and hence
might increase recall and precision.
Currently, many efforts have been devoted to realize the Semantic Web vision [BLHL01]:
embedding semantic knowledge in Web sources in order to enable information retrieval
in unambiguous and automatic ways. For instance, Web documents could be anno-
tated from ontologies, i.e., documents are indexed with ontological terms and concepts
instead of simple keywords. This approach has several advantages. First, ontological
abstractions provide a degree of independence from changes that may occur in the
document. The content might change using equivalent terms, e.g., "ontological com-
mitments" instead of "commitments on ontology". However, if we enrich the document
with ontological terms, the search result may not provide irrelevant information. Sec-
ond, since the ontology used for enriching documents might be domain specific, the
interpretations of keywords are bound to that domain and therefore document retrieval
is likely to be more efficient. A term can have several meanings in different domains. By
first mapping the keyword to its semantic representation in a specific ontology and then
using the ontology’s concepts and relationships, a much more focused search approach
can be taken. The document specific representations no longer affect the search. This
is extremely important in the case of multilingual representations. Keywords of several
languages are mapped to the same concept in an ontology and are therefore given the
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Figure 4.2: Mapping cases
same meaning. For instance, portals for multilingual search can be set up to return the
same results independant from the language used for the retrieval [Lau03].
In database management systems, ontologies can play the role of a query model
for processing user queries. As we have seen in the last subsection, ontologies provide
promising solutions for data integration problems. In data integration, ontologies can
be used as a global query schema over multiple databases. Users formulate their que-
ries over the ontology without directly accessing the database. That is, they do not
need to know how data are structured in databases. However, they should be famil-
iar with the content of the ontology. Queries are formulated in terms of the ontology
vocabularies. Using mapping information between ontology and underlying databases
the global query will be translated into sub-queries for each database and different re-
sults will be combined for the answer. Indeed, ontologies allow for querying databases
based on concise semantics which can be intuitive to users of the same domain. More-
over, they allow to identify semantic links between different sources using relationships
between their concepts in the ontology. This approach was implemented in several sys-
tems, e.g., SIMS [AHK01], Infosleuth [BBB+97], and TAMBIS [PSB+99] as described
in Section 4.5.
In this thesis, we use ontologies for query reformulations within single database
systems. We exploit semantics from an ontology describing a given database in order
to enhance query answers. Thus, answers will be more aware of the user intention,
hence better satisfy his needs.
4.3 Mappings between Ontologies and Databases
The task of involving ontologies in querying databases requires a clear specification of
how ontology components (concepts and relationships) are linked to database compo-
nents (relations, attributes, and data values). This mapping specifies for certain com-
ponents in the database the corresponding components in the ontology that describes
their intended meaning. Our definition of a mapping is based on how an ontology and
a database model the same real world entities. More clearly, given an ontology O and
a database DB, we distinguish between three cases of mappings: complete, partial, and
non existent. Figure 4.2 graphically illustrates these cases. The dashed arrows denote
































Figure 4.3: Employee Ontology ( EmO)
complete if the set of entities represented by concepts in O includes all entities mod-
elled in DB. That is, O completely describes the entities represented by DB. For
instance, an ontology describing persons could be mapped to a database representing
employees since a given employee is a person. However, if O covers only a part of the
domain of DB, then the mapping is partial. For instance, DB may represent instances
of cars and trucks of a company, but O may only describe cars. Finally, if the domains
concerned by O and DB are disjoint, then the mapping is inexistent. For instance, O
may describe animals while DB may represent cars.
Given an ontology structure O = {G, ζ,<,=} and a database DB having a schema
S = (Σ, I) and an extension Ext(DB). We define in the next sections the different types
of mappings in more detail and use the university database UNI-DB (see Example 2.1)
and the ontology depicted in Figure 4.3 to present some illustrative examples. Due to
the lack of space we present in Figure 4.4 only three relations of UNI-DB database.
4.3.1 Correspondences between Ontology Elements and Data-
base Extension
In this section, we define the correspondences that might exist between elements in
an ontology and instances in the underlying database (database extension). That is,
how ontology elements (concepts and relationships) correspond to database instances
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SSNr FName LName Position DNr
SN02 John Been Professor 01
SN03 Smith Gray Assistant 02
SN04 Smith Drake Technician 03
SN05 Patrick Clay Professor 04
SN06 Dick Sheen Staff 05
SN07 Maria Moore Technician 01
SN08 Jane Clemens Academic 03













Figure 4.4: UNI-DB relations
(tuples, single values). Formally, we define this correspondence as a set of 4-tuples
< e,Exp,Rlist, Alist > where e is an element in the ontology and Exp is a declarative
expression which represents the exact set of database instances to which e matches.
Rlist and Alist provide the names of relations and attributes that are involved in the
correspondence, respectively. We refer to them as arguments of a correspondence. We
identify three types of such correspondence:
1. Correspondences between concepts and attribute values.
2. Correspondences between concepts and relations.
3. Correspondences between relationships and relations.
Correspondences between concepts and attribute values
As we introduced in Section 3.3, labels for concepts are in principle words from some
natural language. In natural languages words may be denoted in different ways using,
for example, several acronyms and abbreviations. For instance, the word "computer
science" can be shortly written as "CS.". Therefore, a correspondence σi between a
concept ci in ζ and a value vi in the attribute domains means that the concept name
and the value are semantically equivalent.
Formally, σi is a pair < ci, vi > such that there exists an equivalence relationship be-
tween ci and vi like Acronym and Abbreviation. We refer to this kind of correspondence
as data correspondence.
Definition 4.1 (Concept-Value Mapping) A mapping between concepts in ζ and
database values D is a relation ΨζD ⊆ ζ ×D such that ΨζD = {(ci, vi)}, where ci ∈ ζ
and vi ∈ D are arguments of data correspondences σi.
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Given an attribute Ai, we denote by ΨAiζD the mapping between values of the domain
of Ai (dom(Ai)) and concepts in ζ. The Concept-Value mapping is then a set of data
correspondences between each pair of them. This mapping is of type many-to-many
mapping. That is, each database value might be matched to a single or multiple
concepts and a given concept might be matched to one or more values. For instance,
if the relation Employee in the UNI-DB database contains the instances as described
below, the concept PROFESSOR in the ontology EmO could be then mapped to the
values {”Prof.”, ”Professor”} of the attribute Position in the relation Employee.
However, if a value has multiple homonyms, such as the term "star", it might be mapped
to multiple concepts.
Correspondences between concepts and relations
We recall that concepts represent a group of concrete or abstract entities. Let Ent
denotes the set of all entities of an application domain. Each concept can be associated
with a subset of Ent, i.e., there exists an interpretation I : ζ → 2Ent that associates
each concept name with their entities. Each entity is instantiated by a data value in the
database. However, a value could denote different entities. For instance, "Smith" could
be the name of two persons. To map a given concept to its corresponding instances
in the database, the instance values should be identified in a unique manner, i.e., each
value matches only one entity. In database context, this identification can be achieved
using key values (e.g., primary keys). In this section, we attempt to define the semantic
of matching concepts with their corresponding entities based on the correspondences
between concepts and the set of values representing these entities in the database.
Definition 4.2 (Concept Correspondence) A correspondence ψ1 between a con-
cept c ∈ ζ and a set of database instances (tuples) in Ext(DB) is defined as a 4-tuple
of the form: ψ1 =< c,Exp,Alist, Rlist > where Exp is a domain relational calculus
(DRC) expression defined on a set of relation schemas Rlist including a set of attributes
Alist. Exp specifies a (derived) relation containing only key values which correspond to
the entities of c. We refer to this kind of correspondence as concept correspondence.
Based on this definition we can define a mapping between ζ and database exten-
sion E as a set of all correspondences between concepts in ζ and DRC-expressions
representing subsets of E.
Definition 4.3 (Concept-Extension Mapping) A Concept-Extension mapping is
a defined as a relation Ψ<E = {(ci, Expi)}, where ci and Expi are concepts and DRC-
expressions derived from concept correspondences 1.
Types of concept correspondences: As shown in Figure 4.5 we distinguish three
types of correspondences:
1. A correspondence between a concept and a (derived) relation.
2. A correspondence between a concept and a set of relations.














Figure 4.5: Concept Correspondences
The first type of correspondence associates a given concept with a (derived) rela-
tion. More precisely, this correspondence associates a concept with a set of tuples
from a relation extension which satisfy certain conditions. This set contains then
all database values that are related to a concept. On one hand, there is a cor-
respondence for concrete concepts 2 (see Figure 4.5 (type 1.a)). For example, the
concept TECHNICIAN can be mapped to only a subset of the extension of the rela-
tion Employee that is related to technicians. This set contains tuples which have
’technician’ as value for the attribute Position. Formally, this mapping correspon-
dence is defined as< TECHNICIAN,Exp1a, {SSNr}, {Employee} > where Exp1a =
{x | ∃ y z uw Employee(x, y, z, u, w) ∧ u = ”technician”}. In this case the attribute
list contains only primary keys (PK). On the other hand, there is a correspondence for
abstract concepts 3 (see Figure 4.5 (type 1.b)). There, the attribute list contains non
key attributes (NK). An example of such correspondence is < INSTITUTE,Exp1b,
{Institute}, {Department} > where Exp1b = {y | ∃ x z Department(x, y, z)}.
The second type of correspondence associates a given concept with more than one
relation. For instance, in the ontology EmO, the concept PERSON could be mapped to a
set of tuples from the relations Employee and Student. Formally, this mapping cor-
respondence is defined as < PERSON, Exp2, {SSNr, INr}, {Employee, Student} >,
where Exp2 = {x | ∃ y z uwEmployee(x, y, z, u, w) ∨ Student(x, y, z, u)}.
The third type of correspondence associates a concept with the whole extension
of a relation. In this case a concept and its neighborhood concepts 4 are mapped to
instances of the same relation schema and all attributes participate in this mapping.
For instance, the concept DEPARTMENT can be mapped to the extension of the relation
Department since its neighborhood concept INSTITUTE can also be mapped to the
same relation. This mapping correspondence is defined as < DEPARTMENT,Exp3,
{DNr, Institute}, {Department} >, where Exp3 = {(x, y) | ∃ z Department(x, y, z)}.
1Omit Alist and Rlist from ψ1 expression
2Concepts which represent concrete entities in the world
3Concepts which represent abstract entities in the world
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Figure 4.6: Relationship Correspondences
Correspondences between relationships and relations
Definition 4.4 (Relationship Correspondence) A correspondence ψ2 between a
relationship β ∈ < and a set of database instances is defined as a 4-tuple: ψ2 =<
β,Exp,Alist, Rlist >, where Exp is a domain relational calculus (DRC) expression
defined on a set of relation schemas Rlist including a set of attributes Alist. Exp
specifies a (derived) relation containing only key values which correspond to the in-
stances that are related through β. This kind of correspondence is called relationship
correspondence.
Based on this definition we can define a mapping between < and database extension
E as a set of all correspondences between relationships in < and (DRC) expressions
representing subsets of E.
Definition 4.5 (Relationship-Extension Mapping) A Relationship-Extension map-
ping is defined as a relation Ψ<E = {(βi, Expi)}, where βi and Expi are derived from
Relationship Correspondences 5.
Types of relationship correspondence: We can distinguish, as shown graphi-
cally in Figure 4.6, three types of correspondences:
1. A correspondence between a relationship and a relation extension.
2. A correspondence between a relationship and a (derived) relation.
3. A correspondence between a relationship and a set of relations.
At the semantic level, we note that if a relationship between a concept c1 and a
concept c2 exists, then each entity of c1 is related to an entity of c2 through that
relationship. We say that c1 and c2 support that relationship. At the database level,
a relationship is interpreted as the information that link pairs of key values representing
these entities. Therefore, mappings of relationships depend also on mappings of the
concepts they relate, as described below.
The first type of correspondence associates a relationship with all tuples of a rela-
tion extension. In this case the concepts supporting such a relationship are mapped
5Omit Alist and Rlist from ψ2 expression
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to relations belonging to the same relation schema. One of the main features of this
correspondence is that the relevant relation schema contains exactly two key attri-
butes. For instance, the relationship Enroll in the ontology EmO relates the con-
cept EMPLOYEE with the concept COURSE. This relationship could be mapped to
the extension of the relation Enrollment implying that for each pair of entities
of STUDENT and COURSE there exists a tuple in the relation Enrollment which
asserts their relationship. Formally, this correspondence could be formulated as <
Enroll, Exp4, {INr, CID}, {Enrollment} > whereExp4 = {(x, y) | ∃ y Enrollment(x, y)}.
The second type of correspondence denotes an association between a relationship in
an ontology and a set of tuples in a relation. Here, we distinguish between two cases.
In the first case one of the concepts that support the relationship is mapped to values
from the tuple set (see Figure 4.6 (type 2.a)). For instance, the relationship WorkIn
can be mapped to tuples in the relation Employee which are denoted by Exp5 =
{(x, v) | ∃ y z uEmployee(x, y, z, u, v)}. Formally, the correspondence of WorkIn is
formulated as < WorkIn, Exp5, {SSN,DNr}, {Employee} >. In the second case, the
concepts supporting the relationship are mapped to values of two non-key attributes
as shown in Figure 4.6 (type 2.b).
The third type of correspondence associates a relationship with a set of tuples
derived from more than one relation (see Figure 4.6 (type 3)). For instance, the rela-
tionship TeachCS in EmO relates the concept ACADEMIC with the concept COURSE.
It describes the academic employees who teach computer science courses. This rela-
tionship can be mapped to a set of tuples derived from the relations Lecturer and
CS-Courses, namely to the result of the join between those relations. Formally, this cor-
respondence has the form: < TeachCS, {LNr,CID}, {Lecturer,CS-Courses}, Exp6 >,
where Exp6 = {(x, y) | Lecturer(x, y) ∧ ∃w z [ CS-Courses(w,z)∧ y = w]} >.
4.3.2 Mappings between Ontologies and Database Schemas
The mappings between Ontologies and Database schemas determine how concepts and
relationships in an ontology are related to relations and attributes in the underlying
database schema. We define a mapping as a set of mapping elements which has the
following form: < e, {e′1, . . . , e′n} > where e ∈ ζ∪< and {e′1, . . . , e′n} is a set of attribute
names, relation names, or database values.
In this section, we define semantics of the mappings based on the above correspon-
dences. Therefore, we distinguish four types of mappings:
1. Mapping between concepts and single attributes.
2. Mapping between concepts and relations.
3. Mapping between relationships and attributes.
4. Mapping between relationships and pairs of attributes.
5. Mapping between relationships and relations.
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Moreover, we attempt to formalize these mappings as mathematical relations and
denote them by predicate symbols for expressing some assumptions. For the remaining
of this thesis, we use the same name for a predicate and its relation.
Mapping between concepts and single attributes
A mapping between concepts from ζ and attributes from U can be defined as a set of
mapping elements of the form: (ci, {A1, . . . Ak}). Therefore, the mapping is of type a
one-to-many mapping. That is, each concept in ζ might cover one or more attributes
of a schema. For example, suppose we have a concept NAME in the ontology EmO
and is connected to the concept EMPLOYEE to denote that an employee has a name.
Thus, the concept NAME could be mapped to both attributes FName and LName of the
relation employee to indicate that an employee name is obtained by concatenating the
first name with the last name. In this thesis, we focus on one-to-one mapping between
concepts and attribute names.
The Concept-Attribute mapping is based on the concept correspondences of type
1.b as in Figure 4.5. It is a set of pairs (concept, attribute) derived from expressions
of such correspondence.
Definition 4.6 (Concept-Attribute Mapping) A mapping between a concept set ζ
and a set of database attributes U is a relation ΨζU ⊆ ζ×U , ΨζU = {(ci, Ai)} such that
ci ∈ ζ and Ai ∈ U are arguments of concept correspondences.
There are two different interpretations of this mapping. First, a mapping between
a concept and an attribute means that each value of the attribute represents an en-
tity of that concept. For instance, the concept INSTITUTE in ontology EmO could be
mapped to the attribute Institute of the relation Department indicating that each
Institute value represents an entity of INSTITUTE. Second, the mapping means that
each value of the attribute represents an entity of one of its sub-concepts. For in-
stance, consider the extension of the relation Student as shown in Figure 4.4. The
concept EMPLOYEE in EmO could be mapped to the attribute Position whose val-
ues are mapped to the sub-concepts PROFESSOR, TECHNICIAN, ACADEMIC, etc.. We
denote such mapping as Ψ∗CA. In this thesis we assume that all values of the domain
of Ai are mapped to sub-concepts of the concept representing Ai. However, real-world
entities modelled in a relation extension are in fact represented by only leaf concepts 6
(we recall that all concepts are disjoint). For instance, the employee ’SS08’ has a po-
sition ’academic’ but intuitively this means that he should be either a professor or an
assistant. Formally, these assumptions are expressed as follows 7.
Given a relation R(A1, . . . , An), where A1 is its primary key, Di = dom(Ai) (i =
2 . . . n) and C0 ∈ ζ.
6A concept which does not have any sub-concept is called a leaf concept
7Leaf(c,l) is a predicate denoting a relation between a concept c and its leaf concept l
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Sub-concept Constraints 8
H1: ∀ v2 ∈ Di : Ψ∗CA(C0, Ai) =⇒ ∃ c ∈ ζ ΨζD(c, v2) ∧ Isa(c, C0)
H2: ∀ (v1, . . . , vn) ∈ Dm
Ψ∗CA(C0, Ai) =⇒ ∃ c l ∈ ζ R(v1, . . . , vn) ∧ ΨζD(c, v2) ∧ ΨζD(l, v1) ∧
Leaf(c, l)
Mapping between concepts and relations
A mapping between a set of ontological concepts ci from ζ and relation names Ri from
Σ associates each relation (or group of relations) with a concept that describes all
entities represented in its schema (their schemas). This mapping can be defined as a
set of mapping elements of the form: (ci, {R1 . . . Rk}). An element of this mapping can
be determined based on concept correspondences of type 1.a, type 2, or type 3 as in
Figure 4.5. We restrict ourselves to a one-to-one mapping. That is, a concept can be
only mapped to one relation name and vice versa.
Definition 4.7 (Concept-Relation Mapping) A mapping between a concept set ζ
and a set of relation names Σ is a relation ΨζΣ ⊆ ζ × Σ such that ΨζΣ = {(ci, Ri)},
where ci ∈ ζ and Ri ∈ Σ are arguments in concept correspondences.
This mapping also means that if there are multiple concepts belonging to the same
ISA-hierarchy and being candidates for the mapping then the least general of them
should be considered. For example, the concept STUDENT in EmO will be mapped to
Student in UNI-DB. However, the concept ANYTHING or PERSON will not be mapped
to Student because they have more general meaning than STUDENT. In addition,
we shall mention that we consider only the concept correspondences that match all
tuples of a relation extension. Otherwise, a concept could not cover all knowledge
about the entities represented in the relation. For instance, a mapping element such as
( PROFESSOR, Employee) will be ignored.
In addition, we denote a Concept-Relation mapping as Ψ∗ζΣ if for each element
(CR, R) of the mapping there is an attribute A (A ∈ R) which is mapped to a concept
CA and is a sub-concept of CR. Formally, Ψ∗ζΣ(CR, R) =⇒ Ψ∗ζU(CA, A) ∧ Isa(CA, CR).
An example of such mapping element is ( EMPLOYEE, Employee).
Mapping between relationships and attributes
A mapping between the set of ontological relationships < and the attribute set U
associates each foreign key attribute of a given relation schema with a relationship in
O. Like ΨζU we address the mapping of type one-to-one, i.e., one concept name with
one attribute name.
Definition 4.8 (Relationship-ForeignKey Mapping) A mapping between relation-
ships βi ∈ < and foreign key attributes Ki ∈ U is defined as a relation Ψ<F ⊆ ζ×U such
that Ψ<F = {(βi, Ki)}, where βi and Ki are arguments in relationship correspondences.
8We denote by Dm the cartesian product of all attribute domains
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This mapping specifies the kind of relation that exists among the entities represented
in the database schema. Therefore, an element of such mapping can be determined from
a relationship correspondence of type 2.a as in Figure 4.6. For instance, the relationship
WorkIn in EmO can be mapped to the attribute DNr in the UNI-DB database schema.
Mapping between relationships and pairs of attributes
We define a mapping between relationships from < and pairs of attributes from U2 (ex-
pect key attributes) based on the mapping ΨζD between attribute values and concepts
in the ontology.
Definition 4.9 (Relationship-Attribute Pair mapping) A mapping between the
relationship set < and a set of attribute pairs (Ai, Bj) ∈ U2 is a relation Ψ<P ⊆ ζ ×U2
such that Ψ<P = {[βi, (Ai, Bj)]}, where βi ∈ < and (Ai, Bi) ∈ U2 are arguments in
relationship correspondences.
Given two attributes A and B of the same relation schema, the mapping of (A, B)
to a particular relationship β0 means that there is a data correspondence for each value
of A and B so that their relevant attribute concepts are related through β0. A mapping
element can be derived from an expression of a relationship correspondence of type 2.b
as in Figure 4.6. More specifically, based on Concept-Attribute and Concept-Value
mappings the Relationship-Attribute Pair mapping satisfies the following condition.
Let β0 ∈ <, C1, C2 ∈ ζ, A, B ∈ U , and D1, D2 their domains, respectively.
Pair Constraints
H5: ∀v ∈ D1, w ∈ D2
Ψ<P(β0, (A,B)) =⇒ ∃ cv, cw ∈ ζ Ψ∗CA(C1, A)∧Ψ∗CA(C2, B)∧β0(cv, cw)∧
ΨζD(cv, v) ∧ ΨζD(cw, w)
Mapping between relationships and relations
A mapping between relationships βi from < and database relations Ri from Σ can be
defined as a set of mapping elements (βi, R1, . . . Rk). For each mapping element, a
relationship can be mapped to one or more relation names. The mapping is then of
type one-to-many, i.e., one relationship can be mapped to one or many relations. In
this thesis we focus on one-to-one mappings.
Definition 4.10 (Relationship-relation mapping) A mapping between the relation-
ships from < and relations from Σ is a relation Ψ<Σ ⊆ <×Σ such that Ψ<Σ = {(βi, Ri)},
where βi ∈ < and Ri ∈ Σ are arguments in relationship correspondences.
First, if a mapping element associates one relationship with one relation, then this
means that each instance of the relation extension represents a relationship between
two entities of two different concepts. Thus, this mapping refers to a relationship
correspondence of type 1 as in Figure 4.6. An example of such mapping element is
(Teach, Lecturer).
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However, if a mapping element associates one relationship with multiple relations,
then this means that only a subset of the corresponding relation extensions are relevant
to that relationship. This mapping refers to a relationship correspondence of type
3 as in Figure 4.6. An example of such mapping element is (TeachCS, { Course,
CS-Courses}).
We assume that each decomposition of a given concept C in the ontology must reflect
exactly the same decomposition for its associated value in the database instances. For
instance, each computer science (’CS.’) department modelled in the UNI-DB database
should have two devisions ’Databases’ and ’Networks’. These assumptions are formally
expressed as follows.
Given a relation R1(A1, . . . , An), R2(B1, B2), R3(E1, . . . , Es) and R4 = (F1, . . . , Ft)
where A1, (B1, B2), E1, F1 are primary keys, and B1 and F2, and B2 are foreign keys
referencing R1, R2, respectively. Let be Di = dom(Ai), Dk = dom(Fk), and Dj =
dom(Ej) where i = 2 . . . n, j = 2 . . . s and k = 3 . . . t. The proposed axioms address
two cases: (1) the database describes (N-M)relationship between entities and their parts
(axiom H1) and (2) the database describes (1-M)relationship between entities and their
parts (axiom H2).
Part Constraints
H1: ∀ c p ∈ ζ, a ∈ Di, (x1, . . . , xn, z1, z2, y1, . . . , ys) ∈ R1 ×R2 ×R3 :
ΨζD(p, a)∧R1(x1, . . . , a, . . . , xn)∧Partof(p, c)∧Ψ<Σ(PartOf,R3) =⇒
∃h ∈ ζ, b ∈ Dj ΨζD(h, b) ∧ Isa(c, h) ∧ R3(y1, . . . , b, . . . , ys) ∧
R2(x1, y1)
H2: ∀ c p ∈ ζ, a ∈ Di, (x1, . . . , xn, y1, . . . , ys) ∈ R1 ×R3 :
ΨζD(p, a)∧R1(x1, . . . , a, . . . , xn)∧Partof(p, c)∧Ψ<F(PartOf, F2) =⇒
∃h ∈ ζ, b ∈ Dk ΨζD(h, b) ∧ Isa(c, h) ∧ R4(y1, x1, . . . , b, . . . , ys)
H3: ∀ c p p′ ∈ ζ, a ∈ Di, (x1, . . . , xn) (x′1, . . . , x′n) ∈ R1 :
ΨζD(p, a) ∧R1(x1, . . . , a, . . . , xn) ∧ Partof(p, c) ∧ Partof(p′, c)∧ =⇒
∃ a′ ∈ Di ΨζD(p′, a′) ∧ R1(x′1, . . . , a′, . . . , x′n)
The axioms H1 and H2 ensures that if a concept p is a part of a concept c and
p is mapped to a value in the database, then there exist a value which is mapped to c
or to an ascendant of c. The axiom H3 ensures that if two concepts p and p’ are
parts of a same concept c and one of them is mapped to a value in the database, then
the other must also be mapped to another value.
4.4 Mappings Discovery
For large applications, find a mapping form a database schema to another schema or
from an ontology to another ontology becomes very difficult with manual approaches.
Therefore, (semi)automatic techniques are required. For the database and AI commu-
nities this problem is often referred to as a matching problem.
A recent review of matching techniques can be found in [RB01, Noy04, PS05].
Most of the proposed techniques are not generic. They consider specific kinds of
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data models such as relational schema, XML-schema, files, or taxonomies. Moreover,
they are tailored to a specific application such as data integration and ontology merg-
ing [MBR01]. Unfortunately, these techniques often provide different results for the
same matching task because they rely on different heuristics and metrics for measur-
ing the matching accuracy. Nevertheless, to deal with this problem we can adapt and
extend techniques of schema matching such as string-based similarity computations,
graph-based representions of schemas, and use of thesauris to compare the meaning of
words [MBR01, MGMR02, BSZ04]. We characterize the matching we intend to perform
by the following features:
• It is bi-directional: We attempt to find elements of the database that can be
mapped to those in the ontology and vice versa.
• It is one-to-one: It is very hard to automatically generate many-to-many map-
pings [RB01]. In this thesis we deal only with matching one element of the
database with another one in the ontology.
• It may not be total: The proposed matching algorithms are approximate, i.e.,
they do not guarantee to provide all possible mappings. So, we may not find the
mappings of all database elements in the results.
Formally the matching problem can be defined as follows.
Given a set of database elements EDB, a set of ontology elements EO, and a similarity
metric, compute for each (e, e′) ∈ EDB ×EO mapping elements < e, e′, h > such that h
represents the highest similarity between e and e′.
Obviously, the similarity values depend on the kind of the similarity measure we
use and how it is computed. We consider two kinds of similarity metric (linguistic and
semantic) as we shall see later.
4.4.1 Schema Model
To reason in a formal way on semantics of relational schemas, we associate a concep-
tional model with the database schema that can capture its schema properties. The
basic idea is to express primary semantics that are embedded within schema elements.
By adopting this model we can uniformly analyze the common semantics expressed in
both the relational schema and the ontology. In addition, we represent this model as
a labelled graph in order to allow the algorithm to find matchings based on similar
graph-based layouts. Being inspired by the work proposed in the field of reverse engi-
neering for transforming a relational database to an EER-model [CBS94], we build our
schema graph based on the type of relation schemas, the type of their attributes, and
their key characterizations. The key characterization of an attribute denotes whether
it is a primary key, a foreign key or not a key. We refer to a primary key of a relation
R as PK(R), to a foreign key as FK(R), and to a not key as NK(R). We classify data-
base relations based upon the properties of their keys into three classes: strong, weak,



























































Figure 4.7: Dependency Graph of UNI-DB Schema
1. A strong relation is a relation whose primary key does not depend on pri-
mary keys of other relations, i.e., does not contain a foreign key. The relations
Student, Department, and Employee are examples of strong relations.
2. A weak relation is a relation whose primary key depends on primary keys of
other relations, i.e., a part of the primary key contains a foreign key.
3. A specialized relation is a weak relation whose primary key and foreign key
are the same. For example, the relation CS-Courses is a specialized relation
because its primary key CS references the primary key of the relation Course.
4. A combined relation is a relation which includes only a primary key that is
formed by a concatenation of primary keys of other relations (strong or irregular).
Examples are the relations Lecturer and Enrollment.
5. An irregular relation is a relation of other types, i.e., it is not of type strong,
weak, specialized, or combined. An example of such relation is a relation whose
primary key is a concatenation of two foreign keys and include additional attri-
butes.
We note that strong relations may describe 1-to-N relationships between world
entities they represent whereas combined and irregular relations may represent N-to-M
relationships. For the rest of the thesis we refer to strong, weak, specialized, combined,
and irregular relations as RSt ∈ SSt, RWk ∈ SWk, RSp ∈ SSp, RCo ∈ SCo, and RIr ∈ SIr,
respectively.
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We represent the model as a directed graph where nodes are labelled by the names of
schema elements. We call it a dependency graph (DG). Figure 4.7 shows the dependency
graph of the UNI-DB database schema. For the sake of clarity we omit some nodes
and edges from this graph. Schema elements are relation and attribute names. A
starting node is labelled by the database name. In Figure 4.7 the circle shape, oval
shapes, and rectangles represent database name, attribute names, and relation names,
respectively. Nodes are inter-connected by four kinds of edges. There are edges of type
hasRel which relate the starting node to those of strong relations. There are edges of
type hasAtt edges which relate a relation node with nodes of their attributes. Strong
relation nodes are related to irregular relation nodes and composite nodes by edges
labelled by a foreign key name prefixed by the string ref. For this purpose, we use
key information to infer dependencies between relations. If a primary key of a relation,
say ID, appears as a foreign key in another relation, then a refID edge is created
between their corresponding nodes. Similarly, specialized relation nodes are related to
each other and to strong nodes by edges of type ISA. Furthermore, inherited attributes
of specialized relations will be pushed up to the strong relation in the ISA-taxonomy.
4.4.2 Matching Process
To match a relational database with an ontology we propose a matching process which
includes a sequence of syntactic and semantic matching operations 9. Our goal is to
find appropriate mapping elements which could fulfill the requirements described in the
last section. The matching process is non-iterative, i.e., it identifies matching elements
in one pass. It consists of five steps:
1. Transform the relational schema into a dependency graph in order to capture the
inter-dependencies between relations.
2. Perform similarity computations between all distinct pair of element labels from
the database and the ontology. This step consists of three phases: the first phase
carries out linguistic-based matching using syntax methods in order to check out
whether the elements have similar labels. The second phase carries out structured-
based matching using some heuristics in order to find similar nodes and edges.
This phase can then support the linguistic-based one for determining another
appropriate matchings. The third phase is a complement of the previous ones.
It allows to improve the matching results previously found and to discover other
matchings for specialized relations.
3. The result of the matching is not a mapping on its own, but rather an approx-
imation of the similarity between elements from the database and the ontology.
Nevertheless, the computed pairs have high chance of being selected for the final
result. One of the ways to select the correct pairs is to display the element pairs
with their similarity scores and ranks, and leaving the choice of the appropriate
pairs up to DBAs (DataBase Administrators).
9The corresponding matching operator is often called a matcher
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4. Make refinement and validation of the mappings. Here, the DBAs have to check
whether all database elements are mapped into the corresponding ontology ele-
ments, i.e., whether the matching is complete.
5. Find appropriate mapping elements based on the matching results. For this
purpose some existing methods could be used, e.g., the value correspondence
method proposed in Clio [HMH01].
4.4.3 Linguistic Matching
The linguistic matching takes advantage of the structure of a string (i.e., a linear se-
quence of characters or words or phrases). The matching is based on the assumption
that labels used for ontology and database elements which have similar syntactic fea-
tures probably denote the same things. That is, the matcher uses a syntactic measure
to compute the closeness between the labels of two elements ei and e′j, linguistically or
structurally. In this case, the result of a matching has the form < ei, e′j,m >, where m
is a coefficient, typically, a number in [0,1]. The higher m is, the more similar ei and
e′j are. Similarity computations are performed in two stages as follows.
Linguistic analysis. We assume that labels are strings that have meaning in the
same natural language. Before comparing the strings, we have to perform some pri-
marily normalization procedures that help improving the results of the comparison:
• Tokenization: Breaks each string into tokens, eg., CS−Courses→ {CS,Courses}.
• Part of speech tagging: Replaces each token by its lexical category (a tag) among
those proposed in the tokenization [Bri94]. For instance, the word "match" could
be a verb or a noun. Thus, the terms "matching", "matched", "matches" would be
reduced to a single tag "match" .
• Expansion: Expands abbreviations and acronyms of each token, eg., {CS →
ComputerScience}.
• Case normalization: Converts each character in tokens into its lower case (or
upper case) counterpart.
• Suppression: Consists of eliminating punctuation, digits ( e.g., {courses2 →
courses}) and stop words (eg., "a", "the", "to", "of").
• Stemming: Conbines the variant forms of a word into a common representation
called the stem. Example of stemming are translating the plural forms into their
singular (e.g., {courses → course}), transforming feminine forms to their mas-
culine, and removing accents [CX95, OH01].
The output of this analysis can be stored in a look-up table for further processing
steps.
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Input: DBset, ONset {Two sets of database and ontology labels}
Output: SimilarityTable[]
1: TokenTable ← PrepToken(DBset) {preprocessing labels to build tokens}
2: TokenTable ← PrepToken(ONset)
3: for all li ∈ DBset do
4: T listi ← TokenTable.Lookup(li)
5: for all lj ∈ ONset do
6: T listj ← TokenTable.Lookup(lj)
7: score← ComputeSimilarity(T listi, T listj)
8: SimilarityTable← (li, lj, score)
9: end for
10: end for
11: Sort(SimilarityTable) {sort table entries by score }
12: return SimilarityTable
13: Function ComputeSimilarity(T1, T2)
14: for all ti ∈ T1 do
15: for all tj ∈ T2 do
16: score← StringMatch(ti, tj)









Algorithm 1: The Linguistic-Matching Algorithm
Similarity comparison. To compare tokens we choose a string matching algorithm
based on the substring similarity measure [Mel95]. The intuition behind the substring
similarity is that strings would be very similar when they share a common substring.
We consider the longest common substring (LCS) of characters (do not necessarily need
to be contiguous). The similarity between two strings is then estimated by dividing
the length of the LCS by the sum of the lengths of the strings in order to obtain
a normalized score. Following Efraty et al. [EL04] we define the simiarity score as
follows.
Definition 4.11 (Substring similarity) Let S be a set of strings. The substring
similarity is a function σ : S × S −→ [0, 1] such that 10:
∀ x, y ∈ S , let l be the LCS of x and y, σ(x, y) = 2|l||x|+|y|
Given two element labels l1 and l2 and their corresponding token sets T1 and T2. The
matcher calculates the similarity score of all pairs of tokens from T1 and T2 based on the
10|s| denotes the length of a string s
72
similarity measure above. Then, it computes the similarity of labels using the maximal






The linguistic matching is represented formally as algorithm 1. The algorithm
takes as input two sets of ontology labels and database labels and returns as output
a similarity table where its entries are sorted by score. Using this table the DBAs
will choose only the entries whose score is above a given threshold. The function
PrepToken(L) extracts tokens from label set L and filters them as described earlier.
Function ComputeSimilarity(T1, T2) computes similarities between tokens T1 and T2
according to equation 4.11. The function StringMatch(ti, tj) return the similarity score
between the strings (ti and tj) as defined above. The algorithm runs in O(n2) time,
where n is the maximum number of database or ontology labels.
4.4.4 Structural Matching
Structural matching computes similarity between two elements based on their node
positions within their corresponding graphs. The intuition behind these techniques is
that if two nodes from different graphs are similar, then their neighborhood nodes are
also similar. There are many heuristic rules that can capture this intuition [ES04]. An
example of such rules is "two nodes are structurally similar if their immediate children
nodes are highly similar". In this thesis we develop heuristic rules which are derived
from the semantics represented in the graphs. These rules are described in detail as
follows.
• R1. If two strong relation nodes RSt and R′St matches two ontology nodes C1
and C2 respectively, then the edge connecting RSt and R′St matches an edge in
the path between C1 and C2.
• R2. If two strong relation nodes RSt and R′St match two ontology nodes C1 and
C2 respectively, then the combined relation node R′Co connected to both RSt and
R′St match an edge in the path between C1 and C2.
• R3. If two strong relation nodes RSt and R′St, which are related to an irregular
relation node ZIr, match two ontology nodes C1 and C2 respectively, then the
node ZIr match a children node common to C1 and C2.
• R4. Given two ontology outgoing edges β1 and β2 whose end nodes are related
through an ISA edge, if β1 match a composite relation node RCo and the end node
of β2 matches a specialized relation node R′Sp then the edge β2 matches both RCo
and R′Sp.
• R5. If two specialized relation nodes RSp and R′Sp having a common adjacent
(strong relation) node RSt matches two ontology nodes C1 and C2 respectively,
then the RSt node matches an ascendent node common to C1 and C2.
11||X|| denotes the cardinality of a token set X
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Example 4.1 (Matching EMO and DG of UNI-DB) An example for the rule R1
is that, if we match the graph associated with the ontology EMO and the database
schema of UNI-DB we can deduce that the relation nodes Employee and Department
could be matched with the concept nodes EMPLOYEE and DEPARTMENT, respectively.
Therefore, we can infer that the edge refDept could be matched with the edge WorkIn
implying the same meaning.
It is important to note that if the path between EMPLOYEE and DEPARTMENT con-
tains ISA edges than these edges will be ignored because the semantic of ISA is domi-
nated by other relationship semantics. An example of such path may be " EMPLOYEE—>
WorkIn—> DIVISION — ISA–> DEPARTMENT". Similarly, the relation node Course
could be matched with the ontology node COURSE. By examining the path between
the nodes EMPLOYEE and COURSE we can deduce that the relation node Lecturer
could be matched to the edge Teach (w.r.t. R2).
On the other hand, if the relation node CS-Courses is matched with the ontology
node CS.COURSE, then we can infer that the edge TeachCS could be matched with the
relation nodes Lecturer and CS-Courses (w.r.t. R4). Semantically, the instances
represented by TeachCS in EmO are modelled as the result of a join operation on the
relations Lecturer and CS-Courses. Furthermore, the relation nodes FullProf and
Technician-Admin could be matched with the concept nodes PROFESSOR and NON
ACADEMIC, respectively. Therefore, according to rule R5 the related node Employee
could be matched with the common concept node EMPLOYEE.
The structural matching has to apply the above rules in order to find matching ele-
ments related to Concept-Relation ΨζΣ, Relationship-ForeignKey Ψ<F , and Relationship-
relation Ψ<Σ mappings. 2
4.4.5 Semantic Matching
Semantic matching is concerned with the semantic correspondence between two given
labels ei and e′j. That is, the matcher computes a logical relation between the entities
represented by ei and e′j. In this case, the result of a matching has the form < ei, e′j,m >
where m is a semantic relationship of the form (≡), more general/specific (v,w), or
mismatch (⊥).
We use a technique used in information retrieval for integrating documents about
product catalogues 12 [BSZ04]. Our goal is to discover logical relations between ele-
ments by means of making explicit their meaning. This can be achieved by the assis-
tance of some dictionaries or thesauri like WordNet [Fel98] and Nexus [Jan01], which
store the necessary linguistic and domain knowledge about lexical terms. For instance,
WordNet is an electronic lexical collection of English words, where various meanings of
words (senses) are grouped by sets of synonyms (synsets). For example, the word "ad-
ministrator" has three senses administrator]1 (someone who administers a business),
administrator]2 (someone who manages a government agency or department), and
administrator]3 (the party appointed by a probate court to distribute the estate of
someone who dies without a will or without naming an executor). Synsets are in turn
12Products are classified under categories
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ACADEMIC PROFESSOR TECHNICIAN EMPLOYEE
academic] professor] technician] employee]
Full-Prof v ≡ ⊥ v
full professor]
Technician-Admin
{ technician], ⊥ ⊥ w v
administrator] }
Employee w w w ≡
employee]
Table 4.1: Computed Matrix for matching elements of EmO and UNI-DB
classified in a taxonomy. A synset could be related to more general a synset (through a
hypernym relationship) and to more specific synsets (through a hyponym relationship).
In addition, other relationships like antonymy and meronymy 13 are also available.
The semantic computation is carried out in two phases: semantic interpretation
and semantic comparison. We describe them in details as follows.
Semantic interpretation. In this stage, for each element label we provide an in-
terpretation of their tokens, i.e., each token is associated with a set of senses. Tokens
that are prepositions, or commas, or conjunctions allow to build a unified sense for
the labels. For instance, the label L = ”books and papers” can be parsed into three
tokens {book, and, paper}. Therefore, L will be semantically interpreted by senses of
both book and paper, i.e., sense(L) = sense(book) ∪ sense(paper). For elements rep-
resented in ISA-Taxonomies, senses are further filtered in two ways. First, we have to
remove senses that contradict each others. This is done by considering senses of their
ancestors and descendants as follows. For a given element e whose label is L having an
associated sense set sense(L) = {s]1, . . . , s]n}, a sense s]i can be deleted from the set
if one of the following situations occur:
• There is an ancestor e′ of e having a sense s′]j such that s′]j is less general than
s]i.
• There is a descendant e′ of e having a sense s′]j that s′]j is more general than
s]i.
• There is a parent e′ of e such that s]i is opposite to any sense s′]j of e′. That is,
s]i and s′]j are different hyponyms of the same synset or they are antonyms.
Second, we have to filter the resulting senses. Sense filtering combines the structural
information of the node label with its interpretation. That is, if two nodes are siblings
then we can eliminate senses that involve homonym/hypernym relation. Formally,
given two sense sets S = {s]1, . . . , s]n} and S ′ = {s′]1, . . . , s′]n} of two sibling nodes.
If there exists s′]j v s]i, then s]i is replaced by s]i\s′]j.
13Called also part-of or holonymy
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Input: G1, G2 node graphs {two graphs of nodes of type node}
Output: SimilarityMatrix[]
node : struct{id : int,Nlabel : string,Ntoken : List,Ntype : string}
2: Initialize(SimilarityMatrix[n1, n2]) {fill the matrix with empty strings}
PrepGraph(G1), PrepGraph(G2) {preprocessing node labels to build tokens}
4: for i = 1 To n1 do
for j = 1 To n2 do




10: Function ComputeSimilarity(T1, T2)
S1 = GetSenses(T1), S1 = GetSenses(T2)
12: for all si ∈ S1 do
for all sj ∈ S2 do
14: if [si = sj] then
return "≡"
16: end if
if [isHypo(si, sj) ‖‖ isMero(si, sj)] then
18: return "v"
end if
20: if [isHyper(sj, si) ‖‖ isMero(sj, si)] then
return "w"
22: end if





Algorithm 2: The Semantic-Matching Algorithm
Example 4.2 For instance, we suppose that employees are classified into two relations
Academic and Professor. If we assume that the sense(Academic) = {academic]1
(professor, assistant)} and sense(Professor) = {professor]1(professor)}, then
Academic will be reinterpreted as Academic with the exception of professor. That
is, the instances in Academic relation are in fact about assistants. 2
It is worthy noting that this filtering is valid only under assumption that instances
of relations are disjoint.
Semantic comparison We represent a semantic matching using a matching matrix
M where columns and row heads designate filtered senses of element labels. Given
a database label s and a ontology label t, and let sense(s) = {s]1, . . . , s]n} and
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sense(t) = {t]1, . . . , t]n} be their senses, respectively. Following Bouquet et al. [BSZ03]
we can determine the matching value of M(s, t) by applying the following operations:
• If s]i = t]j then set M(s, t) = ” ≡ ”.
• If s]i is either a hyponym or meronym of t]j then set M(s, t) = ” v ”.
• If t]i is either a hypernym or meronym of s]j then set M(s, t) = ” w ”.
• If s]i and t]j have opposite meanings then set M(s, t) = ”⊥”.
where 1 ≤ i, j ≤ n and s]i, t]j are any sense in sense(s) and sense(t), respectively.
Table 4.1 represents the output of semantic matching for some elements of the
ontology EmO and the database schema UNI-DB. Each intersection between a row and
a column contains a semantic relation.
The semantic matching is represented formally as algorithm 2. The algorithm
takes as input two graphs (ontology graph and dependency graph) and returns as
output a similarity matrix where matrix values are logical relations. The function
PrepGraph(G) proceeds nodes of graph G to build tokens.
The function ComputeSimilarity(T1, T2) computes logical relations between two token
sets T1 and T2. First, it applies function Getsenses(Ti) which constructs filtered senses
of each set Ti, (i = 1, 2). Then, it tries to find relationships between any tokens from
distinct labels using WordNet domain knowledge. These knowledge are expressed by
isHypo(), isHyper(), isMero(), and isOpposite() operations as described above.
The algorithm runs in O(n2) time, where n is the maximum number of graph nodes.
The results of the matching algorithm are used for two purposes: First, to improve
the output of linguistic matching. This is done by increasing the similarity score of
element labels that are synonyms (set to 1). Second, to find matching between two
ISA-taxonomies from the ontology and schema graphs. The claim is that syntactic
matching do not perform very well alone because ISA related elements have very
similar meaning and their structural locations in the graph impact the meaning. On
the other hand, semantic matching often need identifying some nodes to perform well.
These nodes, which are located in ISA-taxonomy of different graphs, are declared to
be equivalent. They are called anchors. Identifying these nodes can be carried out
automatically based on the output of linguistic matching or manually based on the
DBAs input.
4.5 Related Work
4.5.1 Matching Approaches and Systems
This section shortly presents some matching approaches related to our work and il-
lustrates why we need to develop a new approach for matching ontologies and da-
tabases. The literature references various approaches and systems which have been
developed to semi-automatically solve the matching problem, e.g., Cupid [MBR01],
Artemis [CAdV01], SF [MGMR02], LSD [DDH01], O2R [BCP04], and D2R [Biz03].
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While most of them address schema-to-schema problem, a few approaches address
ontologies-to-databases problem (e.g., O2R and D2R). In [RB01] Rahm et al. provide
a classification of the matching techniques based on the following common features:
• Individual vs. combining: An Individual matcher uses one criterion to compute
mappings. A combining matcher can be either a hybrid matcher or a composite
matcher. A hybrid matcher uses multiple criteria whereas a composite matcher
combines results obtained by using several matching algorithms.
• Instance-based vs. schema-based: While instance based matchers consider only
data instances, schema based matchers consider only schema-level information.
• Element-level vs. structure-level: Element-level matchers compute mappings by
considering elements in isolation (e.g., single attributes), ignoring their relations
with other elements. Structure-level matchers compute mappings by considering
how elements appear together in a structure.
• Language vs. constraint-based: Language matchers rely on linguistic techniques,
e.g., comparing names of elements. Constraint-based matchers exploit the con-
straints being applied to defining schema elements, e.g., keys.
• Matching cardinality: The matching may result in relationships between one or
more elements of one schema and one or more elements of another schema. There
are four kinds of relationships: 1:1, 1:n, and n:m.
• Additional resources: A matcher might exploit auxiliary resources expressing the
relationships between element names, e.g., thesauri.
Cupid. The Cupid algorithm [MBR01] has been developed for discovering mappings
between relational or XML schema elements. It depends, among others, on the name
and data type similarities of the attributes. Similarity coefficients are computed with
the assistance of a domain specific thesauri. Identical elements have the highest simi-
larity value. Cupid represents a hybrid matching approach by combining successively a
linguistic and structural schema matching techniques. The linguistic matching is used
to compute linguistic similarity coefficients between schema element names based on
morphological normalization, categorization, string-based techniques (common prefix
and suffix) and a thesaurus look-up. The structural matching transforms the original
schema into a tree and then performs a bottom-up matching resulting in structural
similarity between pairs of element. The basic idea of the structural matching is to
rely on matching the leaf elements instead of matching the immediate descendants
or intermediate substructures when we compute similarity between non-leaf elements.
Afterwards, Cupid determines similarities by using weighted coefficients and produces
final mappings by choosing pairs of schema elements having coefficients higher than a
given threshold.
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Artemis. Artemis [CAdV01] has been designed as a module of MOMIS [BBC+00]
mediator system for integrating schemas. It represents a hybrid approach and oper-
ates on object oriented models. Artemis performs affinity-based analysis and hierar-
chical clustering of schema elements. It calculates the name, structural, and global
affinity coefficients exploiting a common thesaurus. The thesaurus, which is created
based on WordNet, presents a set of terminological and extensional relationships (e.g.,
synonym, hypernym). These relationships capture intra- and inter-schema knowledge
about classes and attributes of the input schemas. A hierarchical clustering technique
exploiting global affinity coefficients categorizes classes into groups at different levels of
affinity. For each cluster it creates a set of global attributes and hence creates a global
class.
SF. The Similarity Flooding (SF) [MGMR02] approach has been developed to match
diverse schemas including relational schema, UML [Gro05], and RDF [BG06]. It
presents a hybrid matching algorithm which uses a method called similarity propaga-
tion. The algorithm performs name matching, which suggests an initial element-level
mapping which will be complemented by the structural matching. To this end, SF first
converts schemas into labeled graphs based on the OIM specification [Cov99]. These
graphs are used in an iterative fixpoint computation to find 1-to-1 correspondences
of local cardinality and m-to-n correspondences of global cardinality between related
nodes in the graphs. Unlike other approaches, SF does not exploit terminological rela-
tionships in an external thesaurus, but only relies on string similarity between element
names (common prefix and suffix). Second, the algorithm compares the vertices labels
based on their string similarity in order to obtain an initial mapping. This mapping
will be further refined within the fix-point calculation. SF is based on the idea of com-
puting similarity coefficients between similar nodes using coefficients of their adjacent
neighborhood nodes. The similarity computation is done for a finite number of itera-
tions until the similarity measure reaches the fix-point. In the last step, various filters
are applied to select the most relevant mappings.
LSD. LSD (Learning Source Description) [DDH01] has been developed to integrate
XML schemas. LSD represents a composite approach to combine different matching
algorithms. The algorithms use machine learning techniques to find 1-to-1 element-level
mappings. Additionally, the algorithms use various instance-level matchers during a
preprocessing phase (learning phase). The matchers are based on learning classifiers
for classes from instances in order to evaluate the probability distributions of instances.
They use different criteria to evaluate the reason to belong to a class. After the learning
phase, LSD attempts to discover various characteristics of patterns related to elements
of the target schema. The resulting patterns and rules are combined by a meta-learner
which weights the predictions from a matcher according to its accuracy during the
training. Although the approach is primarily instance-oriented, it can also exploit
schema information. An instance-level matcher takes a self-describing pattern and
matches it using only tags in the schema rather than the instance values.
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Figure 4.8: Features of matching systems
R2O. R2O [BCP04] is a language developed to describe mappings between relational
schemas and ontologies implemented in RDF(S) [BG06] or OWL [MH06]. The im-
portant idea behind this approach is that mappings between the schema elements and
the corresponding concepts of the ontology will be defined declaratively in a map-
ping document. This mapping document will be the input of a processor charged
of carrying out an effective populating of an ontology with instances extracted from
the database content. The fact of defining these mappings declaratively will make
the solution domain independent and reusable. Using R2O, a mapping between a
database schema and an ontology is defined as a set of mapping expressions like
OCi = Transformation(DBEj, DBEk), where OCi is an ontology concept, and DBEj
and DBEk are relations or attributes. Details on the language and the use cases can
be found in [BCP04].
Comparison with our approach. We summarize the features of the above match-
ing systems in the table shown in Figure 4.8. Like Cupid, Artemis, and SF we use a
hybrid approach comprising linguistic, structural and semantic techniques. Like LSD
and Artemis, the cardinality of matching is 1:1 as described in Section 4.3. The ma-
jor difference between these approaches and our approach is that they intend to find
mappings between two schemas. However, our goal is to both map a database schema
and its content to a given ontology. Thus, we also have to perform an instance-level
matching between database instances and ontology concepts. Furthermore, we propose
a semantic matching between schema and ontology elements based on their meaning.
Up to now, to our knowledge there is no approach that addresses directly the problem
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of matching an ontology with a database. Even if we apply the existing technique of
schema-to-schema or ontology-to-ontology matching to this problem, the match results
would not be promising because of these main reasons: (i) ontologies and database
schemas have different abstraction levels for representing data semantics (e.g., ontolo-
gies contain several hierarchical structures), (ii) in particular ISA-taxonomy is the
main feature of an ontology structure, (iii) in general ontologies do not contain in-
stances, (iv) and they also do not have keys or instance identifiers such that instance
based matching will not be possible. We should also mention that it is difficult to prove
that our approach is ’better’ (or ’not better’) than the existing approaches. Benchmarks
and systematic methodology for evaluating different matching algorithms based on well-
defined measurements do not exist [MGMR02]. In general, it is hard to compare the
matching algorithms implemented in the different systems since most of them are not
generic but tailored to a specific application domain and schema types. Moreover, it is
difficult to find two systems evaluated on the same dataset. The evaluations are based
on diverse quality metrics making it difficult to assess the overall effectiveness of the
systems [MGMR02].
For representing the mappings, the R2O approach presented in [BCP04] relates
closely to our work. However, the major difference between R2O and our approach
is that we are given an existing ontology and want to map it to an existing database
schema and instances, whereas R2O aims at constructing a new ontology. In addi-
tion, the language provided by R2O have limited expressiveness because it does not
enable representing the mapping of database instances. Regardless this limitation, we
benefit from the declarative mapping techniques used in this language to develop our
declarative mapping language as described in Section 6.2.
4.5.2 Ontology-based Approaches and Systems
This section shortly describes some of the existing prototype systems related to our
work. We consider the most important aspects used to achieve semantic interoperabil-
ity. These aspects includes:
• Type of the system architecture: This aspect refers to the components of the
system which are significantly influenced by the use of ontology (see Section 4.2)
and the type of information sources supported (files, databases, etc.).
• Use of ontologies: This aspect refers to how ontologies are exploited to solve
semantic problems, how they are represented, and how they are mapped on the
underlying sources.
• Query resolution: This aspect refers to the set of query processing steps in which
ontologies are involved to answer a query.
SIMS. SIMS (Search In Multiple Sources) [AHK01] is based on themediator/wrapper-
based architecture. This architecture consists of a mediator and a set of wrappers. A
mediator provides users with an integrated access to a set of heterogenous sources. Each
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source is accessed through a wrapper. A wrapper in SIMS is a program which trans-
lates a query expression written in SIMS’s internal language into a form appropriate
for the source. The wrapper also handles communication with the information source
and collects the query results and returns them to the mediator. Currently, SIMS sup-
ports sources which are relational databases including Oracle, Ingress, and Informix.
SIMS adopts a single ontology approach (with regard to the classification presented in
Section 4.2). The SIMS mediator contains a domain schema which provides a general
terminology for a particular application domain, called also a global ontology, as well
as information about the structure and content of sources themselves. In SIMS, each
information source is defined in terms of the domain schema. This approach is called
local-as-view (LAV). The ontology is represented in LOOM language 14 and consists of
a set of concepts. In SIMS, a concept is expressed as a class associated with attributes.
A class can have a number of subclasses but SIMS does not allow multiple hierarchies.
In order to establish a connection between the domain model and the information
sources SIMS uses one-to-one mappings: a mapping between one relation name of the
source and one class name used in the domain model, and a mapping between one
attribute name used in the source and another used in the domain model. Therefore,
a change in the structure of the source implies a modification of the ontology. For
instance, if a relation represents only a subset of instances of a class then a new subclass
would be created in the ontology and the relation name would be linked to the name
of that subclass.
SIMS is designed to allow users to formulate queries in terms of the domain schema
without specific knowledge about the information sources and how they are related
to the domain schema. To answer a query the system applies firstly four reformu-
lation operations: Select-Information-Source, Generlalize-Concept, Specialize-Concept,
and Decompose-Relation. The first operation is used to map directly domain schema
concepts to source elements. The second operation uses information about a class and
its superclass for the query reformulation when the information source does not provide
information about that class. The third operation uses information about subclasses
in the same way as the previous operation. The fourth operation replaces a relation
invoked in a query with the elements of the source that specify its corresponding in-
stances. Once the query is transformed the system divides it into sub-queries and send
them to the appropriate wrappers [AHK01].
There is no formal theory for this system and the completeness features of the
transformation methods have not been investigated in detail.
TAMBIS. TAMBIS (Transparent Access to Multiple Bioinformatics Information
Sources) [PSB+99] is the first system developed to provide an unified to access bi-
ological heterogenous sources. Generally, data sources are not structured databases
but rather Web-based sources (e.g., HTML-files, XML-files). Unlike SIMS, TAMBIS
adopts a global-as-view (GAV) approach, where a global ontology is defined in terms
of local views on the source schemas. The global ontology, called TaO, currently con-
tains around 1800 biological concepts and relationships. It describes different features
14A member of the KLONE family of knowledge representation systems
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of proteins (e.g. structure, classification), nucleic acids, and biological functions and
processes.
Like SIMS, the TAMBIS architecture is based on the mediator/wrapper model.
The main components of the system are: a user interface, an ontology server, a Sour-
ces and Services Model (SSM), a query planner, and wrappers. The user interface is
entirely driven by the ontology where users browse the ontology and formulates their
queries without being aware of relevant sources. Concepts in queries could be spe-
cialized or generalized using the subsumption hierarchy of the ontology. The ontology
server is responsible to store and to represent the ontology using a description logic
languages 15. It also supports various reasoning services over the ontology concepts
and their inter-relationships, and control the combinations of terms by inferring con-
straints encompassed in the ontology known as sanctioning. For example, the sanc-
tioning mechanism of GRAIL allows to validate query expressions before retrieving
data from underlying sources. It also allows both abstract and intensional answers to
be returned. This is done by exploring legitime relationships between concepts and
hence restricting users to certain shared terminologies such that the formulated queries
are biologically meaningful [GSN+01]. The query planner uses the SSM to identify the
sources used to answer the query and constructs a query plan to be efficiently evaluated.
The SSM provides mappings between concepts and relationships in the ontology, and
the services provided by the sources (wrapper services). These services have the form
of function calls expressed in the Collection Programming Language (CPL) [BDH+95].
In SSM, the CPL functions are indexed by terms from the ontology and are used to
evaluate the formulated queries. There are three main categories of functions described
in SSM: Iterators which retrieve instances of concepts from a source, Role evaluator
which evaluates instances participating in relationships and compute their values, and
fillers which are used to discard instances that are not relevant to the query. Other
kinds of mappings are manually stored in lookup tables and have the form of single
valued mappings (concept × source → string) or the form of set valued mappings
(concept× source→ strings) [PSB+99].
Carnot and InfoSleuth. The Carnot research project [WCH+93] has been founded
in 1990 in order to deal with the problem of logically unifying distributed information
sources of enterprises. Like SIMS, Carnot is based on the mediator/wrapper archi-
tecture. The system supports object-oriented and relational databases. The mediator
uses an ontology, called CYC [LG90], to capture semantics of the different heterogenous
databases. The CYC ontology describes very general concepts that are common across
many application domains. It is implemented in the CycL language [LG90]. Therefore,
Carnot adopt the single ontology approach as described in Section 4.2. Carnot defines
mappings between each individual source and the global schema using a set of articu-
lation axioms. Articulation axioms define the relationships between the terms used in
the source and the terms of the global schema. These axioms are build using CYC but
after that the ontology is no longer used or needed. In contrast, the ontology of SIMS is
part of the system and is used for each query submission. For each SQL query a graph
15The previous version uses GRAIL [RBG+97] but actual version uses ALCQI [CLN99]
83
is generated using the articulation axioms. This graph is expanded by the mediator
including sources with relevant information.
The InfoSleuth project [BBB+97] is build on the Carnot technology to make data-
base systems easily accessible via the internet-based World Wide Web. InfoSleuth
employs a collection of agents for integrating data in a dynamically changing network
of information sources. An agent is a software process that activates external ser-
vices or encapsulates internal algorithms. Multiple agents interact with each other and
cooperate to solve complex information tasks, e.g., routing, analysis, extraction, and
integration. Agents in InfoSleuth are classified into three categories: user agents, source
agents, and core agents. All agents use ontologies to communicate one with another.
The ontologies describe the application domain including domain objects, events and
activities. User agents assist users to formulate their queries over an ontology and to
convert them into a form understandable by the agents themselves, and display the
result of the queries in a form accessible for the users. Source agents are wrappers
that translates queries and data stored in the sources from their local forms into the
InfoSleuth form. These agents usually need mappings between the the ontologies and
the local schemas. The core agents are responsible for gathering information needed to
process the user queries, and synthesizing, filtering and abstracting that information
into the level of abstraction that the user needs [NFK+00]. Regarding the classification
of Section 4.2 InfoSleuth adopts the multiple ontology approach. The ontologies of In-
foSleuth are specified in the OKBC [CFF+98] language standard and are stored in an
OKBC server. The server is accessed by user agents to provide specifications to users for
query formulation and is also accessible by source agents to perform mappings between
the ontologies and the terms used in the local sources. Thus, a resource agent presents
information of a source to the system in terms of one or more ontologies. However,
there is no specific information about how mappings are defined in InfoSleuth.
OBSERVER. OBSERVER (Ontology Based System Enhanced with Relationships
for Vocabulary hEterogeneity) [MKSI96] is a system that uses multiple ontologies ap-
proach to access data repositories 16. Each repository contains several distributed data
sources. The sources can be dynamic and can be built in different formats and lan-
guages. The architecture of the system is based on four modules: wrappers, ontology
servers, and an IRM (Inter-ontology Relationship Manager). The task of the wrapper
is to retrieve data from the underlying source and to hide its specific organization to the
rest of the system. A repository contains also a set of wrappers, a set of ontologies, and
an ontology server. The task of an ontology server is to provide information about the
ontologies of its repository including mappings between an ontology and the structure
of its underlying source. The IRM can be seen as a catalog of semantics of the system
used to deal with the vocabulary problem.
In OBSERVER, ontologies can be seen as a set of metadata that represents inten-
tional descriptions (i.e., structure and organization of source content) of the underlying
sources. Ontologies are expressed in description logics 17. Users formulate queries
16In OBSERVER data repositories are defined as a set of entity types and attributes
17Currently the prototype uses the language CLASSIC [BBM+92] but other languages are also
supported
84
over one ontology (called user ontology) by choosing the appropriate terms from its
definition. The system has the responsibility of managing the heterogeneity and dis-
tribution among data sources. This is done by translating query terms into terms in
other ontologies using terms from the IRM and the ontology server. The system uses
two types of mappings in query processing: one type links each term in an ontology
with structures in a data repository and other type (called inter-ontology relationships)
relates the terms used in different ontologies. The first type is used by the ontology
server to translate a query into different sub-queries to the underlying data repository.
The wrappers retrieve the data corresponding to each sub-query from the sources and
the answer is returned to the user in a common format. If the user wants to obtain
more relevant data, then the IRM can translate the query in terms of another ontology
using the inter-ontology relationships. Obviously, this translation is not always exact
and may imply a loss of information. There are six kinds of inter-ontology relation-
ships [MKSI96]:
1. Synonym relationships: When two terms in different ontologies have the same
meaning.
2. Hyponym relationships: When a term in an ontology has less general meaning
than other term in another ontology.
3. Hypernym relationships: When a term in an ontology has more general meaning
than other in another ontology.
4. Overlap relationships: When there exists an intersection between the real-world
entities represented by two terms in different ontologies.
5. Disjoint relationships: When there exists no intersection between the real-world
entities represented by two terms.
6. Covering relationships: When a set of entities represented by a term in an ontology
is the same as an union of entities represented by other terms in other ontologies.
COIN. COIN (COntext INterchange) [DGH+96] is a system that provides access to
structured data source such as databases, as well as semi-structured sources such as
Web sites. The system is based on the mediator approach. It introduces a novel for
the mediated data access in which the notion of context is used to detect and reconcile
semantic conflicts among heterogenous sources. A context is a collection of statements
that defines the properties and types of objects of interest. The architecture of the
system consists of five main components: a domain model, a context mediator, context
axioms, elevation axioms wrappers, an optimizer, and an executioner. These compo-
nents are organized as follows. Each data source has a wrapper which allows to retrieve
data from the source like previous systems. Furthermore, each source has a set of
evaluation axioms, and a set of context axioms, and both converge to a common data
model. The role of these components can be compared to that of the ontologies. The
domain model contains a collection of definitions for source’s primitive types (integer,
strings, etc.) and the types of information units (called semantic types) which provide
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Type of Data Integration Ontology Ontology Semantic
Architecture Sources Strategy Language Approach Conflicts
SIMS mediator/ databases LAV LOOM single-based schema-level
wrapper-based
TAMBIS mediator/ databases + GAV GRAIL single-based schema-level
wrapper-based Web-sources
Carnot mediator/ databases GAV CycL single-based schema-level
wrapper-based
InfoSleuth agent-based databases + LAV OKBC multiple-based schema-level
Web-sources
OBSERVER agent-based databases + LAV CLASSIC multiple-based schema-level
Web-sources
COIN agent-based databases + LAV CLASSIC hybrid-based data-level
Web-sources
Table 4.2: Features of Data Integration Systems
a common vocabulary of the application domain. Concepts such as semantic objects,
modifiers and conversion functions provide semantics of data inside and across infor-
mation sources. A semantic object is an instance of semantic types. It has a set of
properties (modifiers) that serve as annotations to make semantics of different contexts
explicit. The modifiers might have different values in different contexts. Examples of
such modifiers are quality, precision, currency, etc. In the relational model, these mod-
ifiers can be modelled as meta-attributes of a given attribute. The evaluation axioms
define the mappings between attributes in a source and semantic types in the domain
model. The context axioms define alternative interpretations of semantic objects in
different contexts. Each source has one context but several sources may share the same
context. There are two types of context axioms: (1) axioms that define semantics of
data in a given source in terms of the values assigned to modifiers, and (2) axioms that
define how modifiers’s values of a given semantic object are converted between different
source’s contexts (conversion functions) [GBMS99].
As described above, the COIN’s architecture suits the hybrid ontology-based ap-
proach with regard to the classification in Section 4.2. The COIN framework is con-
structed on a deductive and object-oriented language (called COINL) of the family of
F(rame) logic [KLW95], which combines both features of object-oriented and deduc-
tive data models. Users queries submitted to the COIN system are intercepted by the
context mediator. The context mediator reformulates a user query into a mediated
query. This mediation process is done by identifying and resolving potential semantic
conflicts involved in the query using declarative knowledge of the application domain
represented by the domain model, the elevation axioms, and the context axioms. The
COIN optimizer transforms this mediated query into an optimized query plan. This
plan will be executed by the executioner which dispatches sub-queries to individual sys-
tems, collates the results, undertakes conversions which may be necessary when data
are exchanged between two sources, and returns the answers to the receiver.
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Comparison with our approach. Table 4.2 summarizes the features of the data
integration systems described in this section. Although our ontology based approach is
conceived for database systems to deal with a single database, it can also be extended
for data integration systems to deal with multiple (heterogeneous) databases. Nev-
ertheless, there are some similarities with the approaches described previously. Like
OBSERVER, we use lexical relationships of types synonym, hypernym, and hyponym
because these relationships allow to identify great similarities between concepts. How-
ever, OBSERVER use these relationships for describing the inter-connections between
ontologies, but we use them for describing the ontology.
In most of the systems described above (e.g, SIMS, OBSERVER) a user should
browse the ontology to find out the appropriate terms for formulating his query. Al-
though this process assists users to formulate meaningful queries, it could be a tedious
task, in particular, when the ontology is very large (i.e., contains a large amount of
terms) or when the user is not familiar with the content of the ontology. In our ap-
proach, the user does not have to deal with ontologies directly, he can formulate his
queries over the database as usual. It is the responsibility of the query processor to
reformulate the query using mapping information about the database and its associated
ontology. Therefore, our approach do not imply any change to the existing applications
that access databases. This idea is similar to that used in Carnot where the CYC
ontology is not used directly but it complements the semantics of the global schemas.
However, in contrast to Carnot, in our approach the ontology is used at run time of
query processing. That is, terms will be derived from the ontology for each query
reformulation.
Another distinguishing feature of our approach is that mapping an ontology to its
associated database takes into account both intensional (schema elements) and exten-
sional information (data values) of the database content. The systems above (except
COIN) either focus on ontology-schema matching or ontology-ontology matching. In
COIN, mappings between data items is defined by converting the values from one source
to others. In such systems, the ontology serves as a supporting role in the matching,
but is not directly involved in the process. In our approach, linguistic information such
as labels of concepts are used to specify ontology-data mappings.
4.6 Summary
In this chapter we presented the techniques used for query processing based on ontolo-
gies. We first explained the key role of ontologies to overcome problems encountered in
query processing when dealing with different data semantics. Later, we presented the
issues related to the mapping information utilized to link an ontology and a database.
Indeed, we details the syntax and semantics of the different kinds of mappings that
can be established between an ontology and a relational database. These mappings
are necessary for processing queries by using semantic knowledge as we will see in the
next chapters. In addition, we proposed algorithms that allow to find such mappings.
Finally, we review the most relevant works related to our approach. We describe their
features and their differences with respect to our proposal.
Chapter 5
Query Transformation Rules
This chapter presents a new approach to semantic query processing within single (ob-
ject) relational database systems. The goal of the approach is to improve the quality
of query answers using ontologies. For this purpose, we propose a set of semantic rules
for transforming a user query into another more meaningful one, such that its results
better meet the user’s intention. In Sections 5.3 and 5.4 we classify the rules according
to the result of the query transformation. We illustrate their usefulness by means of
practical examples. In addition, in Section 5.5 we study basic properties for applying
the rules based on a well-developed theory.
5.1 Approach
The objective of our approach to query processing is to reformulate an input query into
another "meaningful" query, which might not necessary be equivalent to the original
one. Our approach can be used in the context of existing DBMSs without substantial
changes to their main components. The central idea is to transform a query in a
preprocessing step before any query optimization. Figure 5.1 gives an overview of the
proposed system’s architecture.
The system mainly consists of three components. The first component is the trans-
formation engine which constitutes the core of the system. It performs two kinds of
query transformations: a syntactic transformation to rewrite an input query into a
canonical form, followed by a semantic transformation to produce another query that
better meet user’s intention using semantic rules. These rules use semantic information
extracted from an ontology. Basically, they
• Expand a user query by possibly changing its selection condition. This is done
by extending query terms with other terms that have the same or a more specific
meaning.
• Substitute the query condition with other conditions that are semantically equiv-
alent.





























Figure 5.1: System Architecture
During query transformation, semantic rules are applied iteratively, in any order un-
til no more transformations are possible. We define a transformation to be correct if the
concepts and relationships corresponding to terms in Q and Q′ are correctly represented
in the ontology. Designing such rules is not an easy task. In this thesis, we develop a
set of rules and illustrate their usefulness through practical examples. We believe that
these rules can produce results closer to the user’s expectations. The transformation
uses mapping information between an ontology and a database. Under the assumption
that the mappings are correct, as described in Chapter 4, any transformation carried
out by a given rule is correct, i.e., implies a meaningful answer.
Moreover, we associate an ontology (second component) with the underlying data-
base. The ontology could be either a general or a domain-oriented ontology depending
on the nature of the database. Here, the role of the ontology is to provide additional
semantics about the database content. We should note that the ontology should not
be developed from scratch, but existing one could be adapted following our assump-
tions and requirements. That is, the ontology should completely cover the entities
represented in the database and the mappings are correctly represented.
The third component is the DBMS which processes the output query and returns
the answer to the user. The answer might contain more or less tuples than that answer
produced by the original query. According to the size of the final result we classify the
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transformation rules into two categories: extension rules and reduction rules. In the
next sections we describe the rules in more detail and illustrate their usefulness using
some practical examples.
We develop the rules for queries which have simple forms like queries that correspond
to SPJ-queries 1 of the SQL-language.
Definition 5.1 (Query characteristics) A query can be characterized by:
• A set of selection attributes AQ.
• A set of relation names RQ.
• A set of conditions (constraints) IQ.
We call all these characteristics the query aspect of Q. AQ contains the output
attributes corresponding to each value in a result’s tuple. AQ matches with the select list
of an SQL-query. RQ contains the basic relations used in the query. IQ is conjunction of
atomic predicates. An atomic predicate has the form: uθv, where u and v are constants
or variables and θ is an arithmetic comparison operator (=, < and so on). If u and
v are both variables we refer to the corresponding condition as join-predicate. If u
is a variable and v is a constant we refer to the corresponding condition as selection-
predicate. In this thesis, we only deal with conditions whose selection predicates are
equal predicates (i.e. θ is ” = ”) and that do not have negation.
5.2 Term Rewriting Systems
The theory of term rewriting systems is widely used as a computational model for
rewriting queries [Fre85, DS89, Bry89, KM90]. In this section, we first introduce some
basic notions of this theory as presented in [Hue80], then describe how it is applied to
our transformation process. We use term rewriting systems to provide a sound basis
for our query transformation and determine the fundamental properties for applying
the rules.
5.2.1 Terms
Terms are built up from a finite set of function symbols F , called a signature, and a set
of variables V such that F ∩V = ∅. Each f ∈ F has a fixed arity ar(f) ∈ N. We note
that c ∈ F is called a constant symbol (or a constant) if ar(c) = 0. The set T (F ,V)
(or simply T ) of all terms over V is inductively defined as follows: V ⊆ T (F ,V) and
f(t1, . . . , tn) ∈ T (F ,V) for all t1, . . . , tn ∈ T (F ,V) and f ∈ F with ar(f) = n. A
term having no variable is called a ground term and we denote the set of all ground
terms by T (F). Let t be a term of T (F ,V). Let Ω(t) = {t}
n⋃
i=1
Ω(ti) denotes the set
of subterms in t = f(t1, . . . , tn) and let V (t) denotes the set of variables occurring in
1SPJ: Select-Project-Join
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t. Furthermore, we refer by t[s1/s2] the term that is obtained from t by replacing a
subterm s1 in t by a term s2.
A mapping σ from variables in V to terms in T is called a substitution if σ(x) 6= x
for only finitely many variables xs. Given a term t and a substitution σ, the application
σ(t) replaces all occurrences of variables in t by their respective σ-images. A term t is
called an instance of a term s if there exists a substitution σ such that σ(s) = t. We may
denote σ as σ = {x1 7−→ σ(x1), x2 7−→ σ(x2), . . .}, where xi ∈ V (s). We refer to the set
of all T -substitutions as S(T ). Any σ ∈ S can be extended to a matching substitution
σ̂ from T to T as follows: for x ∈ V , σ̂(x) = σ(x) and for s = f(x1, . . . , xn) ∈ T ,
σ̂(s) = f(σ̂(x1), . . . , σ̂(xn)) [Hue80].
5.2.2 Principles of Term Rewriting Systems
A term rewriting system (TRS) is a pair (T ,R) where T is a set of terms and R is a
set of rewriting rules. A rewriting rule is a pair of terms (a, b), has the form r : a −→ b,
such that a /∈ V and V (a) ⊇ V (b). We call a the left-hand side (lhs) and b the right-
hand side (rhs) side of the rule. The application of the rule, written −→r (or −→ for
many rules), transforms a term s into another term t by replacing an instance of the
lhs in s with the corresponding instance of the rhs under a substitution σ. Formally
s −→r t
def⇐⇒ ∃ σ ∈ S, s0 ∈ Ω(s) : s0 = σ(a) and t = s[s0/σ(b)]
We say that a term s derives another term t, denoted by s ∗−→ t, if t can be
obtained by applying a finite sequence of rewrites using R: s −→ . . . −→ t. A term
in the derivation sequence is called a successor of s. If this sequence constitutes of n
steps t we denote it by s n−→ t. In this case we also say that the term s is reducible. If
there is no term that could be derived from s then s is irreducible. If s ∗−→ t and t is
irreducible then we say that t is a normal form of s [BN98].
Definition 5.2 (Commuting Rules) A rule r1 commutes with a rule r2, if for all
terms x y1, y2 such that y1 r1




When dealing with term rewriting systems two important properties are frequently
addressed, namely Termination and Confluence:
• Termination means that the rewriting process defined by the system stops during
the application of rules. We say that the rewriting system is notherian. Formally,
given a notherian TRS (T ,R) and a term ti ∈ T , there is no infinite derivations
ti −→ ti+1 . . .. That is, every term of T has at least one normal form.
• Confluence (also known as Church-Rosser property) (T ,R) is confluent if the
final result of a rewriting process does not depend on the application order of the
rules. Formally, given a TRS (T ,R), if there are different ways of applying R to
a given term t ∈ T leading to different derived terms t1 and t2 of T then we can
find a common term t0 which can be derived both from t1 and t2 by applying the
rules. Therefore, all pair of rules in R are commuting.
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5.2.3 A Rewriting System for Queries
We use a TRS (Te,Re) to transform formulas of the query expression into another one
with respect to our approach. The language of terms Te is the domain relational calculus
language (DRC) [LP82]. The n-ary predicates expressed in queries are function symbols
in Te. In addition, logical operators ∧ and ∨ build binary function symbols which are
written in infix form, i.e., we write pi∧ pj instead of ∧(pi, pj). Te also includes (i) other
logical connectors ⇒ (implication), ⇔ (equivalence), and (ii) logical quantifiers (∃, ∀)
or parentheses like ’(’ and ’[’. We define two types of variables for the TRS: (i) variables
that range over domain variables of DRC formulas written in lower case and marked
with macrons, e.g., x̄i, ȳi, and (ii) variables that range over DRC predicates written in
upper case, e.g. X̄i, Ȳi. Constants are from the variable domains written in upper case,
e.g., T0, T1. In addition, we define a substitution σ over terms of Te as:
1. A mapping from variables x̄i to DRC variables x̄i, e.g., {x̄1 7−→ x1, x̄2 7−→ x2, . . .}.
2. A mapping from variables X̄i to DRC predicates pi, e.g., {X̄1 7−→ p1, X̄2 7−→
p2, . . .}.
We extend the rule definition by introducing conditional rules. A conditional rule
in Re has the form r : a C−→ b, which is applied whenever a condition C evaluates to
true. The condition C is declarative and restricts the queried data. That is, it specifies
properties of query objects (relations, attributes, values, etc.) that are referenced by
terms in the expressions a and b. An example of such condition is asserting the existence
of a mapping between a relation name and a concept in the ontology.
For our approach we define a query transformation using TRS as follows. A query Q
can be transformed into query Q′ by applying a given rule r if there exists a subterm in
the formula of Q that matches the rule’s lhs and satisfies the corresponding condition.
The rewriting is iteratively done by substituting such subterm by the rule’s rhs in each
iteration. Q′ is obtained at an iteration step n after which no further rewriting is
needed, i.e., new queries will be equivalent. We denote this application by Q ∗−→r Q′.
We should mention that during some iterations we may need additional rewriting for
supporting the application of r (e.g., rearrange the order of predicates), as will be
explained in Section 5.5. Formally, we define a rule application as follows.
Definition 5.3 (Rule Application) Given a rule r ∈ Re and query Q, such that
r : a C−→ b and Q = {(x1, . . . , xn) |F (x1, . . . , xn)} where F is a wff. The application of
r to Q is defined as:
Q
∗−→r Q′
def⇐⇒ ∃ n ∈ N F n−→r Fn such that ∀ i ≤ n C ≡ true and Fi −→r Fi+1
∀ j ≥ n Fj ≡ Fn
and Q′ = {(x1, . . . , xn) |Fn(x1, . . . , xn)}.
In the next sections we describe the rules set Re in more details and illustrate how
they could be applied to transform queries.
92
5.3 The Set of Extension Rules
Extension rules aim at extending the query answer with results that meet user’s ex-
pectations. To this end, we have developed fourteen rules grouped into six classes:
Synonymy rule, Collection rule, Part-Whole rules, Support rules, Feature
rules, and Consistency rules. Briefly, Synonymy and Collection rules are based
on interpreting lexical terms that are used in user queries. Part-Whole rules are
based on the Part-whole meaning of objects to identify their instances in the data-
base. Support rules complement the Part-Whole rules and infers more knowledge
about the objects. Feature rules use domain-specific relationships from an ontology
for specifying queries. Finally, Consistency rules derive new constraints from the
ontology that are semantically equivalent to those in the queries and use them in user
queries. In the following, we describe these rules in more detail.
5.3.1 Synonymy Rule
The Synonymy rule addresses the problem of semantic ambiguities motivated in the
problem definition. Basically, the rule bridges the semantic gap of the vocabularies used
in the user’s query and those stored in the database. Intuitively, the rule reformulates
the query condition using terms derived from a given ontology which have the same
meaning as query terms. This is done by following SynOf-relationships.
In the following, we first present the syntactical expression of the rule and then
illustrate its application. We use predicates ΨAiζD, Ψ∗ζU to respectively represent the
mapping between concepts and domain values of attribute Ai , and the mapping betw-
een concepts and attributes, as described in Chapter 4, respectively.
Definition 5.4 (Synonymous Values) Let c ∈ ζ. We define the values in a database
domain D which correspond to synonyms of c, i.e., SY Ns(c) 2 by the set ∆1c = {v ∈
D | ∃ s ∈ ζ : ΨζD(s, v) ∧ Synof(s, c)}.
Rule Definition. Given a relations R ∈ Σ such that R(A1, . . . , An), a string T0 ∈ D
and two concepts C0, CA ∈ ζ. Formally, the Synonymy rule is defined as follows:
Synonymy Rule:
[R(x̄1, . . . , x̄n) ∧ x̄i = T0 ]
C1−→ [R(x̄1, . . . , x̄n) ∧ (x̄i = T0 ∨ x̄i = Tk) ]
with condition C1 = [Ψ ∗ζU(CA, Ai) ∧ ΨAiζD(C0, T0)] and Tk ∈ ∆1C0 .
The Synonymy rule extends the query conditions of the form xi = T0 using syn-
onyms of T0. To apply this rule all values of Ai including T0 must be mapped to
concepts in the ontology. Therefore, the extension is based on the mapping ΨAiζD that
links concepts to values of attribute Ai. These terms are given by the set ∆1C0 and are
used for constructing additional disjunctions.
2See definition in Section 3.6
93
Example 5.1 Going back to example 3.1 of the problem definition, we assume that
the product ontology PO (see Figure 3.7) is associated with the electronics database
PDB. We define then a mapping between concept PRODUCT and relation Item1, a
mapping between concept ELECTRONIC and attribute Name, and a mapping between
sub-concepts of ELECTRONIC and domain values of Name. The value "computer" is
mapped into concept COMPUTER. We suppose that a user wants to retrieve information
about computers. He might submit a query to PDB as follows:
Q0 = {(x1, x2, x3, x4) | Item1(x1, x2, x3, x4) ∧ x2 = ”computer”}.
Obviously, the answer to Q0 contains the tuple identified by the id 123. However,
according to the ontology PO the concept COMPUTER is synonymous with the concepts
DATA PROCESSOR and CALCULATOR. Therefore, based on the mapping definitions the
application of Synonymy rule to Q0 will extend the query condition with disjunctions
using all values Tk that have the same meaning as the value T0= "computer" . That is,




0 = {(x1, x2, x3, x4) | Item1(x1, x2, x3, x4) ∧ (x2 = ”computer” ∨ x2 =
”calculator”∨ x2 = ”data processor”)}.
We emphasize that the answer to the transformed query 2
5.3.2 Collection Rule
The Collection rule complements the Synonymy rule. It also addresses the prob-
lem of semantic ambiguities motivated in the problem definition. Intuitively, the rule
reformulates the query condition using terms derived from a given ontology which have
very similar meaning as query terms. This is done by substituting query terms with
other terms which are more specific. The rule relies on the use of ISA-relationships
from the ontology.
In the following, we first present the syntactical expression of the rule and then
illustrate its application. We use predicates ΨAiζD, Ψ∗ζU to respectively represent the
mapping between concepts and domain values of attribute Ai , and the mapping betw-
een concepts and attributes, as described in Chapter 4.
Definition 5.5 (Specific Values) Let c ∈ ζ. We define the values of a database
domain D which correspond to sub-concepts of c, i.e., DESCs(c) 3 by the set ∆2c =
{v ∈ D | ∃ s ∈ ζ : ΨζD(s, v) ∧ Isa(s, c)}.
Rule Definition. Given a relations R ∈ Σ such that R(A1, . . . , An), a string T0 ∈ D
and two concepts C0, CA ∈ ζ. Formally, the Collection rule is formulated as
follows:
3See definition in Section 3.6
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Collection Rule:
[R(x̄1, . . . , x̄n) ∧ x̄i = T0 ]
C2−→ [R(x̄1, . . . , x̄n) ∧ (x̄i = T0 ∨ x̄i = Tk) ]
with condition C2 = [Ψ ∗ζU(CA, Ai) ∧ ΨAiζD(C0, T0)] and Tk ∈ ∆2C0 .
The Collection rule becomes applicable under the same condition as the Syn-
onymy rule. The query extension is based on sub-concepts of C0 defined by ∆2C0 for
introducing new disjunction predicates.
Example 5.2 We assume again that the product ontology PO is associated with the
electronics database PDB and use the mappings between them as defined in the pre-
vious example. We also suppose that a user submits the query Q0 to PDB. Obvi-
ously, the answer to Q0 contains the tuple identified by the id 123. However, ac-
cording to the ontology PO the concept COMPUTER has a broader meaning than the
specialized concepts NOTEBOOK and PALMTOP. Intuitively, the ISA-relationship im-
plies a strong similarity between a concept and its sub-concepts. Since the ISA-
relationship is transitive, the same argument can be applied to further specializations,
i.e., MACPC and INTELPC. Therefore, based on the mapping definitions the application
of Collection rule to Q0 will extend the query condition with disjunctions using all
values that have more specific meaning than value T0= "computer". That is, Tk ∈




1 = {(x1, x2, x3, x4) | Item1(x1, x2, x3, x4) ∧ (x2 = ”computer” ∨ x2 =
”pc”∨x2 = ”macpc”∨x2 = ”intelpc”∨x2 = ”notebook”∨ x2 = ”palmtop”)}.
We emphasize that the answer to the reformulated query Q′1 will include new tuples
identified by ids 124, 127, and 140, which meet the user’s intention. 2
5.3.3 Part-Whole Rules
The basic idea of the Part-Whole rules is the use of the "part-whole" properties to
discover new database objects which are closely related to those the given query returns.
Based on the semantic relationship "PartOf" the rules rewrite a user query by substi-
tuting the query terms by other semantically equivalent ones. That is, the concepts
corresponding to the substituted terms together with the "PartOf"-relationships spec-
ify the same entities corresponding to the original query terms. Thus, the same type of
the objects specified in the query can be defined in another way by using an alternative
set of terms [NF04]. In the following, we first present the syntactical expressions of the
rules and then explain their applications.
Definition 5.6 (Parts Values) Let c ∈ ζ. We define the values in a database domain
D which correspond to part concepts of c, i.e., Rchild(PartOf, c) 4 by the set ∆3c as
follows: ∆3c = {v ∈ D | ∃ p ∈ ζ : ΨζD(p, v) ∧ Partof(p, c)}.
4See definition in Section 3.6
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Rule Definition. Given three relations R1, R2, R′2 ∈ Σ: R1(A1, . . . , An), R2(B1, B2,
. . . , Bs) and R′2(B′1, B′2) where A1, B1 and (B′1, B′2) are primary keys, and B2, B′1, B′2
are foreign keys referring to R1. Moreover, given a string T0 ∈ D and two concepts
C0, CA, CB ∈ ζ. We distinguish three rules according to how the relationship "PartOf"
is mapped to the underlying database:
a) Base Part-Whole Rule :
[R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ]
C3−→ [R1(x̄1, . . . , x̄n) ∧ (x̄i = T0
m∨
k=1
x̄j = Tk) ]
with condition C3 = M1 ∧ I0
b) <1-n>Part-Whole Rule :
[R1(x̄1, . . . , x̄n)∧ x̄i = T0 ]
C4−→ [R1(x̄1, . . . , x̄n)∧x̄i = T0 ∨
m∧
k=1
∃ (ȳ1k, ..., ȳsk) |
R2(ȳ1k, ..., ȳsk) ∧ x̄1 = ȳ2k ∧ ȳjk = Tk ]
with condition C4 = M2 ∧ I0
c) <n-m>Part-Whole Rule:
[R1(x̄1, . . . , x̄n)∧ x̄i = T0 ]
C5−→ [R1(x̄1, . . . , x̄n)∧ x̄i = T0 ∨
m∧
k=1
∃ (ȳ1k, ȳ2k) (z̄1k, . . . , z̄nk) |
R′2(ȳ1k, ȳ2k) ∧ R1(z̄1k, . . . , z̄nm) ∧ x̄1 =
ȳ1k ∧ z̄1k = ȳ2k ∧ z̄ik = Tk ]
with condition C5 = M3 ∧ I0 and Tk ∈ ∆3C0 , m = |∆
3
C0 |, and s > 2.
Furthermore, I0 is a formula that declares a constraint on the part concepts of C0.
It consists of predicates representing the ISA and PartOf relationships.
I0 : ∀ p c ∈ ζ [ Partof(p, C0) ∧ Partof(p, c) ∧ ¬Isa(c, C0) ] =⇒
∃ p′ [ (Partof(p′, c)∧¬Partof(p′, C0))∨(Partof(p′, C0)∧¬Partof(p′, c)) ]
We defineM1,M2, andM3 as formulas that declare mapping constraints on relation
R1 and some of its attributes. Each formula consists of predicates representing the
mapping between concepts and relations Ψ∗ζΣ, concepts and attributes Ψ∗ζU , concepts
and database values ΨζD, relationships and attribute pairs Ψ<P , relationships and key
attributes Ψ<F , and relationships and relations Ψ<Σ, as described in Chapter 4. They
are defined as follows:
M1 : M0 ∧Ψ∗ζU(CA, Aj) ∧Ψ<P(PartOf, [Ai, Aj])
M2 : M0 ∧Ψ∗ζU(CB, Bj) ∧Ψ<F(PartOf,B2)
M3 : M0 ∧Ψ<Σ(PartOf,R′2)
where M0 is a common formula of the form [Ψ∗ζΣ(CR, R1)∧Ψ∗ζU(CA, Ai)∧ΨAiζD(C0, T0)].
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The Base Part-Whole rule concerns queries that involve a single relation. In this
case in which the "PartOf"-relationship is mapped to a pair of attributes of a strong
relation R1. There, each object represented in R1 is associated with one part. However,
<1-n>Part-Whole rule deals with the case in which the "PartOf"-relationship is
mapped to a foreign key B2 of a relation R2 referencing a strong relation R1. In
addition, there is an attribute Bj which is mapped to a concept CB in the ontology.
In this case, each object represented in R2 might be part of at most one object of
R1 whereas each object represented in R1 might contain many part-objects of R1 (see
Section 4.3). However, the <n-m>-Part-Whole rule deals with the case in which
the "PartOf"-relationship is mapped to a combined relation R′2. There, each object
represented in R1 might be part (or may contain) many other objects. Obviously, we
can formulate another rule expression similar to the later expression if the parts and
the wholes are represented in two different relations.
In both cases the rules require that (i) there exists a mapping Ψ∗ζU between an attribute
Ai in R1 and a concept CA in the ontology, (ii) the query expression includes an equal
predicate on Ai and a value T0, and (iii) the parts of C0 are exclusive, i.e., there are
no other concepts, excepts its sub-concepts, that have all parts of C0. Thus, the query
Q is extended to a new query Q′ in such way that Q′ could also select tuples of the
entities that contain all related parts. The database values Tk corresponding to these
parts are defined by ∆3C0 .
Example 5.3 We again assume that the product ontology PO is associated with the
electronics database PDB and use the mappings between them as defined in the previous
examples. We also assume that the value "pc" is mapped to concept PC. Now, we
assume that a user wants to retrieve information about the Items ’pc’ from the database
PDB. His submitted query may look like
Q2 = {(x1, x2, x3, x4) | Item1(x1, x2, x3, x4) ∧ x2 = ”pc”}.
Obviously, the answer to Q2 contains one tuple identified by the id 127. However,
if we examine the ontology PO we deduce that a PC is composed out of three parts: a
desktop, a monitor, and a keyboard. Assuming that all PC-objects in the database are
composed exactly out of these parts, which do not participate in the composition of any
other object, enables the identification of PCs by means of their components. Thus,
the set of terms {”desktop”, ”monitor”, ”keyboard”} and the term "pc" are semantically
equivalent. By applying the <n-m>Part-Whole rule to the query Q2 we obtain a
transformed query Q′2 that retrieve also objects whose parts are the components given
in S.
Formally, <n-m>Part-Whole rule has first to verify the assumption above and
the mapping constraints. Afterward, it will extend the condition of Q2 by introducing
conjunctive predicates built up in terms of Tk, as defined in the rule’s rhs. In this






2 = {(x1, x2, x3, x4) | Item1(x1, x2, x3, x4) ∧ x2 = ”pc”} ∪
{(x1, x2, x3, x4) | Item1(x1, x2, x3, x4)
3∧
k=1
∃ y1k y2k [Component(y1k, y2k) ∧
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x1 = y1k ∧ ∃ z1k z2k z3k z4k [ Item1(z1k, z2k, z3k, z4k) ∧ z1k = y2k ∧ z2k = Tk ]]}
As results, it is surprising that tuples 123 and 128 with attribute values "computer"
and "product" fully meet the intention of the user. When a user poses the query Q2 to
the PDB database, these tuples will certainly be missed. 2
5.3.4 Support Rules
The basic idea of the Support rules is the use of structural information about ob-
jects by means of exploiting one of the intrinsic properties of the PartOf-relationship,
namely the transitivity. In fact, by using the transitivity additional information about
the components of an object can be deduced. This information could be useful for infer-
ring more knowledge about database entities, hence characterizing them more precisely.
We will illustrate this intuition in the example below.
Definition 5.7 (Values of Inferred Parts) Let c ∈ ζ. We define the values in a
database domain D which correspond to inferred parts of c, i.e., ANCES(PartOf, c) 5
by the set ∆4c = {v ∈ D | ∃ h ∈ ζ : ΨζD(h, v) ∧ Partof(c, h)}.
Rule Definition. Given three relations R1, R2, R′2 ∈ Σ: R1(A1, . . . , An), R2(B1, B2,
. . . , Bs), and R′2(B′1, B′2) where A1, B1 and (B′1, B′2) are primary keys, and B′1, B2,
B′2 are foreign keys referring to R1. Moreover, given a string T0 ∈ D and four con-
cepts C0, CA, CB, CR ∈ ζ. In the following we distinguish three rules according to how
"PartOf"-relationship is mapped onto the underlying database.
a) Base-Support Rule :
[R1(x̄1, . . . , x̄n) ∧ x̄j = T0 ]
C6−→ [R1(x̄1, . . . , x̄n) ∧ (x̄j = T0 ∨ x̄j = Tk) ]
with condition C6 = M0 ∧ M1
b) <1-n>Support Rule :
[R1(x̄1, . . . , x̄n) ∧ R2(ȳ1, . . . , ȳs) ∧ x̄1 = ȳ2 ∧ ȳj = T0 ]
C7−→
[R1(x̄1, . . . , x̄n) ∧ R2(ȳ1, . . . , ȳs) ∧ x̄1 = ȳ2 ∧ (ȳj = T0 ∨ ȳj = Tk) ]
with condition C7 = M0 ∧ M2
c) <n-m>Support Rule:
[R1(x̄1, . . . , x̄n) ∧ R2(ȳ1, ȳ2) ∧ R1(z̄1, . . . , z̄n) ∧ x̄1 = ȳ1 ∧ z̄1 = ȳ2 ∧ z̄i =
T0 ]
C8−→
[R1(x̄1, . . . , x̄n) ∧ R2(ȳ1, ȳ2) ∧ R1(z̄1, . . . , z̄n) ∧ x̄1 = ȳ1 ∧ z̄1 = ȳ2 ∧ z̄i =
T0 ∨ z̄i = Tk) ]
with condition C8 = M0 ∧ M3





























Figure 5.2: Biological Ontology ( BO)
Furthermore, M0, M1, M2, and M3 are formulas that declare mapping constraints
on relation R1, R2, and some of their attributes. Each formula consists of predicates
representing the mapping between concepts and database values ΨζD, concepts and
attributes Ψ∗ζU , relationships and attribute pairs Ψ<P , relationships and key attributes
Ψ<F , relationships and relations Ψ<Σ, and concepts and relations Ψ∗ζΣ, as described in
Chapter 4. They are defined as follows:
M1 : ΨAjζD(C0, T0) ∧Ψ∗ζU(CA, Ai) ∧Ψ<P(PartOf, [Ai, Aj])
M2 : ΨBiζD(C0, T0) ∧Ψ∗ζU(CB, Bj) ∧Ψ<F(PartOf,B2)
M3 : ΨAiζD(C0, T0) ∧Ψ∗ζU(CA, Ai) ∧Ψ<Σ(PartOf,R2)
M0 = Ψ∗ζΣ(CR, R1)
On one hand, Base-Support rule concerns queries that involve a single relation.
The rule deals with the case in which the "PartOf"-relationship is mapped to a pair
of attributes of a strong relation R1. There, each object represented in R1 is associ-
ated with one part. On the other hand, <1-n>Support and <n-m>Support rules
concern queries that involve many relations. The former rule expression deals with the
case in which the "PartOf"-relationship is mapped to a foreign key B2 of a combined
relation R2 referring to R1. There, each object represented in R1 might contain many
parts of R2 whereas each object represented in R2 might be part of at most one object
of R1 (see Section 4.3). However, the later expression deals with the case in which
the "PartOf"-relationship is mapped to a combined relation R′2. There, an object of
R1 might be part of many objects and vice versa. Obviously, we can derive from this
5See definition in Section 3.6
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expression another rule expression if the parts and the wholes are represented in two
different relations.
In all cases the rules require (i) a mapping of type Ψ∗ζU between attributes and con-
cepts implying correspondences between database values and concept in the ontology,
(ii) that Q includes an equal predicate on one of such attributes and a value T0, and
(iii) Tk values from domain of that attribute for extending Q with disjunctions. These
values are defined by ∆4C0 .
Example 5.4 Suppose we have a database BDB containing entries about molecules.
BDB has a relation, called Compound, which describes molecule compounds as shown
in Figure 5.3. In addition, we suppose that we have a portion of a biological ontol-
















Figure 5.3: Compound relation
We define a mapping between concept CHEMICAL ELEMENT and relation Compound,
a mapping between concept MOLECULE and attribute Name, and a mapping between
sub-concepts of MOLECULE and domain values of Name. The value "carbon" is then
mapped into concept CARBON.
We suppose now that a user asks for information about all molecular compounds
that contain carbons using BDB. His query can be represented as follows:
Q3 = {x2 | ∃ x1 x3 Compound(x1, x2, x3) ∧ x3 = ”carbon”}.
By submitting the query Q3 to BDB, the DBMS returns three tuples including the
carbon dioxide, the methane and the ethane compound names. However, if we investi-
gate the ontology BO, we can deduce that carbons are also contained in other molecules
among which are: amino acid, carbon dioxide, ribonucleotide, and deoxyribonucleotide
molecules.
Formally, the mapping specifications satisfy the condition of the Base-Support
rule. Thus, this rule can be applied to query Q3 and hence the query condition will be
extended using equal predicates with disjunctions. These predicates are built over the
values Tk ∈ ∆4CARBON = {”protein”, ”carbon dioxide”, ”nucleotide”, ”amino acid”,
”dna”, ”rna”}. The concepts related to these values are inferred from the concept
CARBON based on the transitivity of the relationship PartOf. A user might not be





























Figure 5.4: Fruit Ontology ( FO)
Q
′
3 = {x2 | ∃ x1 x3 Compound(x1, x2, x3) ∧ (x3 = ”carbon” ∨ x3 =
”protein”∨ x3 = ”carbon dioxide”∨x3 = ”nucleotide”∨ x3 = ”amino acid” ∨
x3 = ”dna” ∨ x3 = ”rna”)}.
Surprisingly, the answer to Q′3 includes four additional tuples related to RNA, DNA,
enzyme, and protein compound names, i.e., 20, 30, 40, and 60. These tuples are
semantically correct and can meet the intention of the user. 2
5.3.5 Feature Rules
Ontologies related to specific domains like medicine, geography use relationships specific
to those domains. For instance, an ontology for describing fruits may contain domain-
specific relationships like "HasColor" and "HasTaste". Figure 5.4 shows a portion
of such ontology called FO. The "HasColor"-relationship means that if two concepts,
say A and B, have a relationship of type "HasColor", then the objects referred by A
have the color referred by B. Furthermore, another type of relationship "ISAspecific"
is introduced. This type is similar to "ISA" but with additional restrictions for the
related concept’s objects. In fact, "ISAspecific" 6 is always combined with one or
more domain-specific relationships when it is used to describe concepts. If a concept
A subsumes a concept B through "ISAspecific" then the objects represented by A
and B are distinguished only by a set of features specified by means of the domain-
specific relationships associated with B. For example, the objects referred by the concept
6The corresponding predicate is denoted by Isasp
101
RED APPLE are more specified than those referred by APPLE since their color can be
determined "red".
Feature rules exploit domain-specific relationships of the ontology to take advan-
tages of additional features about entities represented by database instances. In fact,
these features could be derived from the ontology and used to rewrite user queries. In
the following we first present formal definitions of the rules and then give an illustrative
example.
Rule Definition. Given a relation R1 ∈ Σ such that R1(A1, . . . , An) where A1 is
its primary key. Moreover, let Σ0 ⊂ Σ be a set of relations referred by R1. That is,
for each Rh(Bh1, . . . , Bhs) (Rh ∈ Σ0) there exists an attribute Al ∈ R1 which is its
foreign key. We denote the set of these foreign keys Ω and the set of domain-specific
relationships <0 (<0 ⊂ <). In addition, let two strings T0, Tq ∈ D and four concepts
C0, CA, Cq, CR ∈ ζ.
For the rules definition we use predicates representing the mapping between concepts
and relations Ψ∗ζΣ, concepts and attributes Ψ∗ζU , concepts and database values ΨζD,
relationships and attribute pairs Ψ<P , and relationships and key attributes Ψ<F , as
described in Chapter 4. We distinguish two rule expressions according to how domain-
specific relationships are mapped to the underlying database:
a) Base-Feature Rule:
[R1(x̄1, . . . , x̄n) ∧ x̄i = T0]
C9−→ [R1(x̄1, ..., x̄n) ∧ x̄i = T0 ∨ (x̄i = Tq ∧ x̄k =
T0k)]
with condition C9 = M0 ∧ Isasp(C0, Cq)∧
∃U ⊂ R1∀Ak ∈ U ∃ βk ∈ <0, c0k ck ∈ ζ [M1 ∧ Isa(c0k, ck)]
and T0k ∈ ∆51 = {v ∈ D | βk(C0, c0k) ∧ Ψ
Ak
ζD (c0k, v)} and k 6= i.
b) <1-n>Feature Rule :
[R1(x̄1, . . . , x̄n) ∧ x̄i = T0]
C10−→ [R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ∨ (x̄i = Tq ∧
∃ (ȳh1, ..., ȳhs)| Rh(ȳh1, ..., ȳhs) ∧ x̄1 = ȳh1 ∧ ȳh2 = Th ) ]
with condition C10 = M0 ∧ Isasp(C0, Cq)∧
∀Al ∈ Ω ∃Rh ∈ Σ0 βh ∈ <0, c0h ch cRh ∈ ζ [M2 ∧ Isa(c0h, ch)]
and Th ∈ ∆52 = {v ∈ D | βh(C0, c0h) ∧ Ψ
Bh2
ζD (c0h, v)}.
The values described in ∆51 and ∆52 correspond to concepts in the ontology which
are related to C0 through domain specific relationships. In addition, M0, M1, and M2
are formulas that declare mapping constraints on relation R1 and some of its attributes.
They are defined as follows:
M0 : Ψ∗ζΣ(CR, R1) ∧Ψ∗ζU(CA, Ai) ∧ΨAiζD(C0, T0) ∧ΨAiζD(Cq, Tq)
M1 : Ψ∗ζU(ck, Ak) ∧Ψ<P(βk, [Ai, Ak])
M2 : Ψ<F(βh, Al) ∧Ψ∗ζU(ch, Bh2) ∧ Ψ∗ζΣ(cRh , Rh)
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Both rules state the following conditions on query terms for rewriting a query Q.
They require that (i) Q contains an equal predicate on the attribute Ai and a value
T0, (ii) there are mappings between Ai and R1 and concepts in ζ, and (ii) there are
mappings between T0 and concept C0, and between Tq and concept Cq specified by C0.
However, the rules state different conditions on the mapping of relationships from <0.
On one hand, Base-Feature rule deals with the case in which each relationship βk in
<0 is mapped to a pair of attributes in R1. In this case, there is a set of attributes U
in R1 which participate in the relationship mappings. Each attribute pair is composed
from Ai and an attribute from U . All attributes Ak in U are mapped to concepts ck
in ζ. That is, each attribute pair correspond to a relationship βk. In addition, the rule
requires the existence of a concept c0k which is a sub-concept of ck and is related to
Cq through βk. Thus, database values Tq and T0k which correspond to these concepts
are considered for extending Q. The extension is done by substituting the original
predicate with conjunctive predicates on attributes Ak, Tq, and T0k. On the other
hand, <1-n>Feature rule deals with the case in which there exists some relations
Rh in Σ0 that convey the semantic of some domain-specific relationships. That is, each
relationship βh in <0 is mapped to a foreign key of relation Rh. Moreover, an attribute
Bh2 of Rh is mapped to concept ch in ζ. That is, concepts representing values of Ai
and Bh2 are related through βh. Thus, the values Th, which correspond to concepts c0h
related to C0, are used for extending Q with conjunctions on Bh2. Unlike Support
rules Feature rules do not include a rule expression for the case in which there are
many-to-many correspondences between objects represented in relations (rule of type
<N-M>). This is due to the fact that if a given concept participates in certain domain-
specific relationship then it is related to only one concept through that relationship
(see Section 3.6).
Example 5.5 Assuming we have a database FDB of a store, which contains entries
about some fruit goods. The FDB-schema has a relation, called Goods, which includes
the name of each good, its color and its quantity (in kg). An instance of FDB and
a description of the relation Goods are given in Figure 5.5. Moreover, we associate
the ontology FO with the database FDB in order to describe its content. We define
a mapping between concept FRUIT and relation Goods, a mapping between FRUIT
and attribute Name, a mapping between sub-concepts of FRUIT and the domain values
of Name, and a mapping between relationship HasColor and attribute pair ( Name,
Color). In addition, we assume that values "red-apple" and "apple" are mapped to
concepts RED-APPLE and APPLE, respectively.
We suppose now that a user wants to retrieve all tuples from FDB concerning "red
apple". His query can be represented as follows:
Q4 = {(x1, x2, x3, x4) | Goods(x1, x2, x3, x4) ∧ x2 = ”red apple”}.
Obviously, the answer from the current FDB database to the Q4-query contains
only the tuple 16. However, according to the ontology FO, red apples are apples whose
color is red.
Formally, having T0 = ”red apple” and Tq = ”apple” the condition of Base-
Feature rule is satisfied. Thus, this rule can be applied to Q4 and hence the query
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Quantity: Quantity of good color
PKey(GID)
GID Name Color Quantity
11 kiwi green 30
12 banana yellow 50
13 apple red 70
14 cherries red 20
15 peach red 38
16 red-apple red 52
17 plums red 45
Figure 5.5: Goods relation
condition will be extended using two conjunctive predicates over values Tq and T01




4 = {(x1, x2, x3, x4) |Goods(x1, x2, x3, x4) ∧ (x2 = ”red apple”)∨
(x2 = ”apple”∧x3 = ”red”)}.2
The query Q′4 provides more meaningful answer. In fact, it returns an additional
tuple (tuple with id 13) which meets the user’s intention.
5.3.6 Consistency Rules
The Consistency rules use the relationships between concepts related to a user query
to derive other concepts that represent the same entities. The derived concepts will be
used for transforming the query.
Before providing the syntax of the rules we first present some notions and termi-
nologies which form the basis for the consistency rules. Furthermore, to illustrate the
effectiveness of the rules we use the ontology FmO, called "Family Ontology", which de-
scribes concepts representing members of a family and the relationships among them.
For clarity we provide a portion of this ontology as depicted in Figure 5.6. The complete
description of FmO is given in Appendix A.1.1.
Atomic vs. derived Concepts/Relationships. Given an ontology, we distinguish
between two kinds of concepts and relationships. A concept (or a relationship) is said to
be atomic if it is not defined in terms of other concepts or relationships, otherwise, it is
said to be derived. That is, if concepts and relationships are defined by axioms, for each
derived concept (or relationship) say H, there is at least one axiom whose left-hand
side is only H. Furthermore, atomic concepts (or relationships) do occur only on the
right-hand side of axioms. We refer to concepts or relationships appearing in the right-
hand side in an axiom of a derived concept or (a relationship) as being constituents.
For instance, the concept FATHER in the family-ontology FmO is a defined concept






















Figure 5.6: Family Ontology ( FmO)
∀x FATHER(x)⇐⇒ PARENT (x) ∧MAN(x) (1)
However, the concepts WOMAN and MAN are atomic (the only ones) since they do not
appear in a left-hand side of any axiom (see Appendix A.1.1). On the other hand,
according to the axiom
∀ x y ∃ p HasUncle(x, y) =⇒ HasParent(x, p) ∧ HasBrohter(p, y) (2)
the HasUncle-relationship is a derived relationship since it is expressed in terms of
HasParent and HasBrother relationships. However, the only atomic relationship of
FmO is the HasChild-relationship.
If a database represents instances of an atomic concept (or a relationship), this con-
cept (or relationship) will be mapped to a base relation while if it represents instances
of a derived concept (or relationship), this concept (or relationship) will be mapped to
derived relations as seen in Section 4.3.1.
Definition 5.8 (Ontology-based Consistency) A database is said to be consistent
with respect to an ontology if the database instances representing ontology concepts
satisfy all the axioms = of the ontology.
Moreover, if two axioms are equivalent then they must represent the same database
instances. We define two axioms to be equivalent if they define the same derived concept
or relationship (see in Example 5.7).
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The execution of a query over a database extension returns a set of tuples. Usually,
the tuples share common semantics by describing common features of the objects they
represent. These features can be expressed by a set of conditions in the query. For
instance, assume we have a database, denoted by FmDB, which contains information
about individuals of a family. The schema of FmDB is described in Appendix A.1.2.
Now suppose a user intends to request FmDB to get information about persons and
their nephews. His query might look like
Q = {(x1, z1) | Nephew(x1) ∧ ∃ y1 y2 [NephewOf(y1, y2) ∧ Uncle(z1)∧
x1 = y1 ∧ y2 = z1 ]}
The evaluation of Q against FmDB-database returns instances that represent the
cousinship (relationship of cousins) between uncles and nephews. In this context, se-
mantics of a query could be specified using a set of conditions over a set of attributes
of the relations used in that query. These semantics may be defined using an ontology
associated with the database to which the query is posed. In fact, at the ontology
level, query semantics might be captured by a fragment of the ontology, i.e., a set of
particular concepts, the relationships that relate them, and their meanings (expressed
by logical axioms). Thus, such a fragment represents also components of the query
aspect in the ontology [NF05a].
Definition 5.9 (Semantic Vector) Given a query Q, we define the semantic vector
of Q, denoted $Q, as an ontology fragment described by the triple:
$Q = 〈ζQ,<Q,=Q〉
where ζQ is a subset of concepts from ζ, <Q is a subset of relationships from < and =Q
is a subset of axioms from =.
To determine $Q we need to map the components of the query aspect of Q to
ontology elements. If the mapping is complete, i.e., all components are mapped, then
we say that $Q completely covers the semantics of the query, otherwise, $Q partially
covers its semantics. We often encounter the latter situation if IQ contains selection-
predicates. For instance, the semantic vector of Q can be defined as follows.
$Q = 〈{UNCLE,NEPHEW}, {HasNephew},
{∀ x y ∃ a HasNephew(x, y) =⇒ HasSibling(x, a)∧HasSon(a, y)}〉
We notice that $Q completely covers the semantics of Q. However, for example, if
a user specifies nephews to whom the uncle should be related then $Q will partially
cover the semantics of the query because there are no mappings of database values in
FmO. For instance, such a query might be the following:
Q
′ = {x1 | Nephew(x1)∧∃ y1 y2 [NephewOf(y1, y2)∧∃ z1 [Uncle(z1)∧x1 =
y1 ∧ y2 = z1 ∧ z1 = 3]]}
We also note that if the selection-condition changes, the semantic vector does not
change since ontologies do not contain instances (w.r.t. our definition). Therefore,
106
the same fragment of O might cover multiple queries (i.e., mapped to multiple query
aspects).
On the other hand, a given query might be covered by more than one fragment
from the ontology representing equivalent semantics. That is, to a given query aspect
(see Definition 5.1) we might assign more than one semantic vector. We define two
semantic vectors to be equivalent if they represent the same concept entities. One of
the major reasons for this multiple representations is that concept entities, to which
tuple values are mapped, could belong to several concepts and might play several roles
(by participating in different relationships). Thus, another equivalent semantics of a
query could be derived from the ontology based on the initial semantics representation.
For example, an individual, say "John", could be an individual of the concept NEPHEW
and at the same time an individual of the concept SON. If so, then "John" has to
participate in the relationships "HasUncle" or "HasAunt" and "HasSon", i.e., he
has an uncle, say "Smith", (or an aunt) and has a parent, say "Mark".
Each relationship invoked by the query must be investigated using information from
the set = of O in order to derive other equivalent semantic vectors. If a relationship
is a derived relationship, it could be then interpreted in terms of its constituents.
Constituent-relationships allow us to capture additional meanings about a derived re-
lationship.
Example 5.6 The = of the family-ontology FmO contains the following axiom:
∀x y ∃ a HasNephew(x, y) =⇒ HasSibling(x, a) ∧HasSon(a, y) (3)
This axiom indicates that if an individual x has a nephew y then it has a sibling
a whose son is y. According to this axiom the relationship "HasNephew" is specified
in terms of the "HasSibling"- and "HasSon" relationships. Therefore, "Smith", the
uncle of "John", has a sibling who might be the parent "Mark" whose son is "John".
Consequently, determining the nephews of an individual of UNCLE has the same mean-
ing as determining the sons of his siblings. Therefore, all concepts and logical axioms
related to constituent-relationships constitute the content of an additional semantic
vector. For instance, another semantics of Q could be derived from FmO as defined by
the following semantic vector:
$
′
Q = 〈{SIBLING,PARENT, SON}, {HasSibling,HasSon},
{∀x y HasSibling(x, y) =⇒ HasSibling(y, x);
∀x y HasSon(x, y) =⇒ HasChild(x, y) ∧ SON(y)}〉 2
In summary, mapping a given query (i.e., query aspect) to elements of the ontol-
ogy (i.e., semantic vector) might allow us to derive another equivalent semantics, i.e.,
other ontology fragments that represent the same concept instances of its initial query
semantics.
Use of Mappings. So far we have described how multiple semantics of a query
can be extracted from an ontology. Now, we want to illustrate how to specify their
corresponding instances in the database. For this purpose we use mapping information
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Relationship Derived relation
HasSibling {(x, y) | ∃ p Parenthood(p, x)∧
Parenthood(p, y)}
HasNephew {(x, y) | SiblingOf(x, y) ∧ ∃z, t
[Parenthood(z, t) ∧ ∃u[Son(u)∧
y = z ∧ t = u]]}
HasNiece {(x, y) | SiblingOf(x, y) ∧ ∃ z, t
[Parenthood(z, t) ∧ ∃u[Daugther(u)
∧y = z ∧ t = u]]}
HasUncle {(x, y) | Parenthood(x, y) ∧ ∃z, t
[SiblingOf(z, t) ∧ ∃u[Brother(u)
∧y = z ∧ t = u]]}
HasAunt {(x, y) | Parenthood(x, y) ∧ ∃ z, t
[SiblingOf(z, t) ∧ ∃u[Sister(u)∧
y = z ∧ t = u]]}
Table 5.1: Mapping Ψ′<E for FmDB and FmO
about derived relationships: We define for each relationship new mappings based on the
mappings of its constituents (see Appendix A.1.3). This information can be provided
by the axiom set = of the ontology as illustrated by the following example:
Given the axiom (3), according to the mapping Ψ<E between FmO and FmDB the
relationships HasSibling- and HasSon-relationships are mapped to the relations ex-
pressed by {x | SiblingOf(x)} and {(x, y) | Parenthood(x, y) ∧ ∃ z [Son(z) ∧ y = z]},
respectively. The result of a join between these relations corresponds to the database
instances to which the relationship "HasNephew" can be mapped. It can be expressed
by {(x, y) | SiblingOf(x, y) ∧ ∃ z t [Parenthood(z, t) ∧ ∃u [Son(u) ∧ y = z ∧ t = u]}.
Consequently, database instances to which a derived relationship is mapped, could be
determined by joining the relations corresponding to their constituents.
Let ∆v be a set of DRC-expressions which define derived relations for each derived
relationship of O. We define then a new mapping Ψ′<E over the sets < and ∆v. For
example, Table 5.1 depicts this mapping type concerning the database FmDB and its
associated ontology FmO.
Rule Definition. Given a queryQ, Consistency rules capture equivalent semantics
of Q from the ontology, in order to reformulate Q into another query Q′. The query Q′
could provide additional results that meet user’s intention. Intuitively, the rules have
been developed for those cases where there exist mappings between relationships of the
ontology and relation names that appear in Q. More clearly, if Q invokes a relation
(or a join between a set of relations) which expresses a semantic relationship between
concepts representing these relations in the ontology, then Q can be transformed using
a derived relation that corresponds to that relationship. The derived relation can be
determined using additional mappings for that relationship. Consequently, after the
transformation, if a database is not consistent with its associated ontology, the answer
of Q′ might contain more tuples than the answer of Q. The additional tuples would
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interpret the semantics of the original query. In the following, we present two rules
depending on the different types of the relationship mappings.
Given four relations R1, R2, R′2, R3 ∈ Σ such that R1(A1, . . . , An), R2(B1, . . . , Bs),
R′2(B′1, B′2), and R3(E1, . . . , Em). The attributes A1, B1, E1 and (B′1, B′2) are primary
keys, and B2, B′2 are foreign keys referring to R1. Let be also T0 ∈ D, two concepts
C1, C2 ∈ ζ, and a relationship β0 ∈ <.
<1-n>Consistency Rule:
[R2(ȳ1, . . . , ȳn)∧R1(x̄1, . . . , x̄n)∧ x̄1 = ȳ2 ∧ x̄i = T0 ]
C11−→ [R2(ȳ1, . . . , ȳn) ∧
R1(x̄1, . . . , x̄n) ∧ (∃ w̄1 w̄2 | V0(w̄1, w̄2) ∧ ȳ1 = w̄1 ∧ x̄1 = w̄2 ∧ x̄i = T0) ]
with condition C11 = M0 ∧ M1.
<n-m>Consistency Rule:
[R1(x̄1, . . . , x̄n) ∧ R′2(ȳ1, ȳ2) ∧ R3(z̄1, . . . , z̄n) ∧ x̄1 = ȳ1 ∧ ȳ2 = z̄1 ∧ z̄i =
T0 ]
C12−→ [R1(x̄1, . . . , x̄n) ∧ R3(z̄1, . . . , z̄n) ∧ (∃ w̄1 w̄2 |V0(w̄1, w̄2) ∧ x̄1 =
w̄2 ∧ z̄1 = w̄1 ∧ z̄i = T0) ]
with condition C12 = M0 ∧ M2.
The formulas M0, M1, and M2 declare mapping constraints on relations R1, R2,
and R3 and some of their attributes. They include predicates representing the map-
ping between concepts and relations ΨζΣ, and relationships and key attributes Ψ<F ,
as described in Chapter 4. In addition, the formula M0 includes a predicate represent-
ing the mapping between relationships and derived relations Ψ′<E . These formula are
defined as follows:
M0 : ∃V0 ∈ ∆v : Ψ
′
<E(β0, V0) ∧ ΨζΣ(C1, R1)
M1 : Ψ<F(β0, B2) ∧ ΨζΣ(C2, R2)
M2 : Ψ<Σ(β0, R′2) ∧ ΨζΣ(C2, R3)
<1-n>Consistency rule concerns the case in which user query Q invokes a map-
ping between a relationship in the ontology and an attribute in relation R2. Indeed,
there exists a mapping between a relationship β0 and a foreign key B2 referring to rela-
tion R1. In addition, the concepts supporting β0 are mapped to R1 and R2 (see Section
4.3). In this case, one object represented in R1 might be related to many objects in
R2 but not vise versa. However, <n-m>Consistency rule concerns the case in which
there exists a Relationship-Relation mapping Ψ<Σ between β0 and a combined relation
R′2 invoked in Q. That is, β0 specifies not only a possible correspondence between one
object in R1 and many others in R3 but also a possible correspondence between one
object in R3 and many others in R1 (see Section 4.3). Both rules require that the re-
lationship β0 should also be mapped to a derived relation V0 as specified by Ψ
′
<E . The




































Figure 5.7: FmDB relations
Example 5.7 Assuming that database FmDB includes the instances described in Fig-
ure 5.7. We associate the database FmDB with the ontology FmO. We define mappings
between the relationships and the database as described above. Moreover, we define
one-to-one mappings between the concepts and the relation names such as mapping con-
cept UNCLE to relation Uncle. Now, suppose that a user inquires FmDB for nephews
whose uncle has id=1. The submitted query may look like:
Q5 = {x1 | Nephew(x1)∧∃ y1 y2 [NephewOf(y1, y2)∧∃ z1 [Uncle(z1)∧x1 =
y1∧ y2 = z1 ∧ z1 = 1 ]]}
Obviously, the result of query Q5 is the tuple 1. However, according to the mapping
definitions (see Appendix A.1.3) the relation NephewOf is mapped into the relationship
HasNephew. Thus, we deduce that that the query Q5 invokes a relationship of type
HasNephew between Nephew and Uncle entities. However, this relationship can also
be mapped to a derived relation as specified by Ψ′<E (see Table 5.1). Accordingly, the
condition of <n-m>Consistency rule is satisfied and the rule can then be applied
to Q5. Hence, method<n-m>Consistency rule will transform Q5 into the the following
query:
Q′5 = {s | V0(g, s) ∧ ∃ z1 [Uncle(z1) ∧ z1 = g ∧ z1 = 1]}
where V0 = {(g, s) | ∃ g g′ SiblingOf(g, g′) ∧ ∃ e c [Parenthood(e, c) ∧
[Son(s)∧ g′ = e ∧ c = s ]]} .
The answer to query Q′5 contains the tuples 1, 3, and 4. As a result, the user
obtains additional tuples which meet his intention because the sons identified by 3 and
4 are nephews of the mentioned uncle according to the ontology semantics provided
by FmO. Thus, in this state the FmDB-database is not consistent with respect to the
FmO-ontology. 2
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5.4 The Set of Reduction Rules
Reduction rules aim at reducing the number of irrelevant tuples from the query answer.
In the following, we describe one of such rules. We call this rule the Sensitivity rule
because its goal is to increase the sensitivity of a user query. A query is called sensitive
if its answer contains as few as possible false positives. We define a tuple as false positive
if it is semantically not correct w.r.t. the user’s expectations.
5.4.1 Sensitivity Rules
A problem might occur when a database contains homonymous terms. If a user queries
a database using terms in his query that are homonymous to some other terms in
that database, the answer to his query might contain tuples that are irrelevant to him.
For instance, the term "bank" has different meanings. It either means a container for
keeping coins or a piece electronic device for saving data on or a container for saving
money [Bee04]. Therefore, if a user queries a given database for information concerning
an object "bank", the database might return tuples containing data about electronic
device or containers or institutions of type bank. This might not meet the user’s
intention if the user expects data only on device.
To solve this problem, we propose transformation rules based on the use of an on-
tology associated with the given database. By applying this rule a context could be
specified for a user query. That is, the context defined by the semantic description of
the data, which uses vocabularies from the ontology to express the user’s intention. The
intuition is to specify user queries sufficiently to derive the relevant meaning based on
the ontology concepts. Thus, in the example above, the user’s intention to find infor-
mation about "bank" as electronic device can be specified by domain specific ontologies
which can describe different aspects of devices. That is, the context of user queries will
be restricted to electronic devices [NF05b].
However, if the ontology is more general, i.e., specifies more than one context (e.g.,
EnO). In this case it would be difficult to determine the user’s intention immediately. For
example, the concept BANK might label two different nodes in two different subgraphs
of the ontology. Each subgraph represents the related context of "bank". We suggest
that the system asks the user to specify a unique "context". This could be done by
providing him with the possibility to choose one of the ontology contexts in terms of
the immediate uncommon concepts of the BANK concepts. The immediate uncommon
concepts of two given concepts are defined in terms of the least common concept as
follows.
Definition 5.10 (Least Common Concept) Let a, b, l be concepts. l is a least
common concept (lcc) of a and b iff
• a ∈ DESC(ISA, l) and b ∈ DESC(ISA, l),
• ∀ k, k′ ∈ ζ, if a, b ∈ DESC(ISA, k) ∩DESC(ISA, k′) then k = k′
• if ∃ c′ ∈ ζ | a ∈ DESC(ISA, c′) and b ∈ DESC(ISA, c′) then l ∈ DESC(ISA, c′)
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Definition 5.11 (Immediate uncommon Concepts) Let a, b, m, m′, g, and g′ be
concepts. m and m′ (m 6= m′) are immediate uncommon concepts (imuc) of a and b
resp, iff
• ∃ l ∈ ζ | l = lcc(a, b) AND
• m = RChild(ISA, l) ∧m′ = RChild(ISA, l)
For example, the immediate uncommon concepts of the concepts COMPUTER and
MUSEUM are the concepts DEVICE and FACILITY, respectively, since their least common
concept is the concept ARTIFACT.
Rule Definition. Given a relation R1 ∈ Σ such that R1 = (A1, . . . , An) where A1
is its primary key. Moreover, let Σ0 ⊂ Σ be a set of relations referred by R1. That
is, for each Rh ∈ Σ0, Rh = (Bh1, . . . , Bhs), there exists an attribute Al ∈ R1 which is
its foreign key. We denote the set of domain-specific relationships <0 (<0 ⊂ <). In
addition, let T0 be a string in D and C0, CA, CR be three concepts in ζ.
To define the rules we use predicates representing the mapping between concepts
and database values ΨζD, concepts and attributes Ψ∗ζU , relationships and attribute
pairs Ψ<P , relationships and key attributes Ψ<F , and concepts and relations Ψ∗ζΣ, as
described in Chapter 4. We distinguish two rules according to how domain-specific
relationships are mapped to the underlying database:
a) Base-Sensitivity Rule:
[R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ]
C13−→ [R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ∧ x̄k = T0k ]
with condition C13 = M0 ∧ ∃ ck c0k ∈ ζ, βk ∈ <0 [M1 ∧ Isa(c0k, ck)]
and with T0k ∈ ∆61 = {v ∈ D | ∃ c0k ∈ ζ [βk(C0, c0k) ∧ ΨζD(c0k, v)]}.
b) <1-n>Sensitivity Rule :
[R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ]
C14−→ [R1(x̄1, . . . , x̄n) ∧ x̄i = T0 ∧
∃ (ȳh1, . . . , ȳhs) | Rh(ȳh1, . . . , ȳhs) ∧ x̄1 = ȳh1 ∧ ȳh2 = T0h ]
with condition C13 = M0 ∧ ∃ βh ∈ <0, c0h ch cRh ∈ ζ [M2 ∧ Isa(c0h, ch)]
and with T0h ∈ ∆62 = {v ∈ D |Ψ
Bh2
ζD (c0h, v) ∧ βh(C0, c0h)}.
The values in ∆61 and ∆62 correspond to concepts in the ontology that represent
domain specific features. Furthermore, M0, M1, M2, and M3 are formulas that declare
mapping constraints on relation R1, Rh, and some of their attributes. They are defined
as follows:
M0 : Ψ∗ζΣ(CR, R1) ∧Ψ∗ζU(CA, Ai) ∧ΨAiζD(C0, T0)
M1 : Ψ∗ζU(ck, ak) ∧ Ψ∗<P(βk, [Ai, Ak])









































Figure 5.8: Entity Ontology ( EnO)
Both rules state the following conditions on query terms for rewriting Q. They
require that (i) Q contains an equal predicate on the attribute Ai and a value T0,
(ii) there are mappings between Ai and R1 and concepts in ζ, and (iii) there are
mappings between T0 and concept C0. However, the rules state different conditions
on the mapping of relationships from <0. On one hand, Base-Sensitivity rule deals
with the case in which each relationship βk in <0 is mapped to a pair of attributes
in R1. In this case, there is a set of attributes U in R1 which participate in the
relationship mappings. Each attribute pair is composed from Ai and an attribute
from U . In addition, the rule requires that All attributes Ak in U are mapped to
concepts ck in ζ which have sub-concept c0k. That is, each attribute pair correspond
to a relationship βk. Thus, database values T0k which correspond to these concepts
are considered for extending Q. The extension is done by substituting the original
predicate with conjunctive predicates on attributes Ak and T0k. On the other hand,
<1-n>Sensitivity rule addresses the case where there exist some relations Rh in
Σ0 that convey the semantic of some domain-specific relationships. Therefore, each
relationship βh in <0 is mapped to a foreign key of relation Rh. Moreover, an attribute
Bh2 of Rh is mapped to concept ch in ζ, ie.,concepts representing values of Ai and Bh2
are related through βh. Thus, the values Th, which correspond to concepts c0h related
to C0, are used for extending Q with conjunctions on Bh2. Similar to Feature rules
Sensitivity rules do not include a rule expression for the case in which there are
many-to-many correspondences between objects represented in relations (rule of type
<N-M>). By ontology definition if a given concept participates in certain domain-
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specific relationship then it is related to only one concept through that relationship.
Example 5.8 Given a database ImDB which provides information about items of
products. The schema for ImDB schema might contains a relation, called ’ Item2’,
whose schema defines the name of each object, the material it is made of, its use and
its price. An extension of ImDB and a description of the relation Item2 are given in
Figure 5.9.




Use: Purpose of use
Price: Item price
PKey(AID)
AID Name Made Use Price
41 bed wood kid 120 $
42 bank silicon data 300 $
43 chair wood person 150 $
44 flat iron substance clothes 60 $
45 chain gold women 850 $
46 perfume roses women 85 $
47 bank clay coins 50 $
48 cage metal birds 300 $
Figure 5.9: Item2 relation
In addition, we assume that an ontology called EnO is associated with ImDB. The
ontology EnO describes a conceptualization of specific domains of real world entities. A
part of this ontology is adopted from the ontology described in [Pea03, Fel98]. Figure 5.8
represents graphically a fragment of EnO.
It is important to note that EnO contains additional domain relationships: "MadeOf",
"UseFor" and "Save". The meaning of the "UseFor"-relationship, for example, is that
if A (a concept) relates to B (a concept) by this relationship, the objects referred to A are
used for purposes given by the objects referred to B. We define the following mappings
between EnO and ImDB: mapping between concept ARTIFACT and relation Item2,
mapping between concept DEVICE and attribute Name, mapping between concept
ENTITY and attribute Use, mapping between sub-concepts of DEVICE and domain
values of Name, and mapping between sub-concepts of ENTITY and domain values of
Use. We also define mappings between value "bank" and BANK concepts. Furthermore,
we also define mappings between relationships "MadeOf" and "UseFor", and attribute
pairs ( "Name", "Made") and ( "Name", "Use"), respectively.
Now, suppose that the user wants to retrieve all tuples from ImDB concerning the
container ’bank’. His query can be represented as follows.
Q6 = {(x1, x2, x3, x4, x5) | Item2(x1, x2, x3, x4, x5) ∧ x2 = ”bank”}.
Obviously, the answer from the current ImDB database to the query Q6 contains the
tuples 42 and 47. However, tuple 42 does not meet the intention of the user since it
relates to furniture. By using the ontology EnO the system could deduce that "bank"
is related to four different contexts: electronic device, non-electronic device, facility,
and formation. This is done by retrieving the immediate uncommon concepts of BANK
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concepts. Therefore, it has to ask again the user for specifying his query providing him
the four relevant variants. If the user means a container "bank", the system will be able
to specify the concept BANK from EnO that the related objects are used for keeping
coins. Thus, the user query should include terms which are related to the concept
COINS to assert the intended context of the answer.
Formally, having T0 = ”bank”, β3 = "MadeOf", and β4 = "UseFor" there exist a
concept c03= "CLAY" which is a sub-concept of c3= "SUBSTANCE" and a concept c04=
"COIN" which is a sub-concept of c4= "ENTITY". Thus, based on these informations
and the mapping specifications above, the condition of Base-Sensitivity rule is sat-
isfied and hence the rule can be applied to Q6. The rule extend the query condition
by adding equal predicates with conjunctions. These predicates are built over terms
T03 = ”clay” and T04 = ”coins”. The transformed query is
Q
′
6 = {(x1, x2, x3, x4) | Item2(x1, x2, x3, x4)∧ (x2 = ”bank”∧ x3 = ”clay”∧
x4 = ”coins”) }.
Consequently, the answer to this reformulated query will contain only the tuple 47 as
expected by the user. 2
5.5 The Basic Properties of the Rule Set
In this section we examine the Termination and Confluence properties of our rewriting
system (Te,Re) as introduced in Section 5.2. We also determine an order for the rules
application which does not not produce meaningless results for the transformed queries.
As previously shown we apply the rules to (wff) formulas of query expressions for
transforming queries. The transformation process can then be seen as a sequence of rule
applications: F0 ∗−→ri F1
∗−→rj F2 . . . , where ri, rj, etc. are rules in Re, F0 is a wff of
the input query, and Fk are its successors. Since this rewriting is purely syntactical two
main problems can arise during the transformation iterations. The first problem is that
DRC expressions could be written in several forms which are syntactically dissimilar
but logically equivalent. For example, for the formula ∀x∀y(p1(x, y) ⇒ ∃ z p2(x, z)) it
is possible to place all quantifiers in the front of the formula and hence achieving an
equivalent formula ∀x ∀y ∃ z (¬ p1(x, y) ∨ p2(x, z)). Such problem does not arise with
other query languages like Datalog. Our solution is to convert query expression into
a canonical form. To this end, we use the prenex disjunctive form to normalize query
formulas.
Definition 5.12 (Prenex Disjunctive Normal Form) a well formed formula (wff)











where pij’s and qij’s are predicates (based on the relation schema) that do not contain
constants and ψi’s are build-in predicates, in particular equality ones. K is a sequence
of (existential and/or universal) quantifiers and variables occurring in any predicates.
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Example 5.9 Consider three predicates p1, p2, and p3. The following formula is in
PDNF
∀x ∃ y∃ z (p1(x, y) ∧ p2(y, x)) ∨ (p3(x, z) ∧ z = 3) 2
We determine a canonical form of a query by converting its formula in PDNF.
Therefore, all quantifiers will be placed in front of the formula and predicates will be
connected with conjunctions. This form is called prefix normal form.
Definition 5.13 (PNF Query Form) We say that a DRC query Q is in a prefix
normal form (PNF) if it is expressed as
Q = {(x1, . . . , xn) | F (x1, . . . , xn)} where F is a wff written in PDNF
The second problem that may occur during the rewriting is that while matching
query patterns with a given rule, syntactical substitution may fail just because (i) the
order of predicates in conjunctions (or disjunctions) is not the same as in lhs of the rule,
or (ii) the placement of parenthesis ’(’ and ’)’ may cause syntactical mismatches. For
example, it will be not possible to find a pattern of the form p1 ∧ ψ0 in the expression
p1∧p2∧ψ0 unless the order of p1 and p2 is permuted. To solve this problem we introduce
a set of supplementary rules in order to accommodate the associativity, commutativity,
and distributivity properties of logical operators (∧ and ∨) in the rewriting process.
Such rules should be taken into account when applying other rules. We call them
ACD-Ordering rules .
AC-Ordering Rules:
X̄ ∧ Ȳ −→ Ȳ ∧ X̄ (1)
X̄ ∨ Ȳ −→ Ȳ ∨ X̄ (2)
X̄ ∧ (Ȳ ∧ Z̄) −→ (X̄ ∧ Ȳ ) ∧ Z̄ (3)
X̄ ∨ (Ȳ ∨ Z̄) −→ (X̄ ∨ Ȳ ) ∨ Z̄ (4)
X̄ ∧ (Ȳ ∨ Z̄) −→ (X̄ ∧ Ȳ ) ∨ (X̄ ∧ Z̄) (5)
X̄ ∨ (Ȳ ∧ Z̄) −→ (X̄ ∨ Ȳ ) ∧ (X̄ ∨ Z̄) (6)
5.5.1 Termination
Given a formula F0 of a query expression. The rewriting process of F0 may reach an
iteration step after which any further iteration will only result in formulas that are
logically equivalent to F0. We refer to this step number as a finiteness point.
Definition 5.14 (Finiteness Point) Given F0 ∈ Te, and f ∈ N. We say f is a
finiteness point of rewriting F0 using r ∈ Re iff
F0
f−→r Fl and ∀ i ∈ N, i > f Fi ≡ Fl
We define that a term rewriting system semantically terminates if the rewriting
process reach a finiteness point for each term of the system. We call this new property
well-founded termination.
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Definition 5.15 (Well-founded Termination) We say that a TRS (T ,R) is well-
founded terminating iff
∀ t ∈ T , ∀ r ∈ R ∃ f ∈ N such that f is a finiteness point of rewriting t.
Examining the transformation rules of our TRS we deduce that from the syntactical
point of view the rewriting does not terminate but from semantic point of view it
terminates. This result is proved by the following lemma.
Lemma 5.1 (Rewriting Termination) The TRS (Te,Re) is well-founded terminat-
ing.
Proof: Let F0 ∈ Te be a wff formula written in PDNF. To prove that (Te,Re) is well-
founded terminating we show that there exists a finiteness point f of F0. During the
rewriting process the system has to identify subterms of the form pi ∧ ψi for applying
rules. We note that there are two cases of rule transformations under substitution
{x̄1 7−→ x1, . . . , x̄1 7−→ xn}: (i) transformations that introduce additional build-in
predicates ψk (has the form xi = Tk) with disjunctions and (ii) transformations that
introduce them with conjunctions. In the first case a given subterm will be transformed
into term pi ∧ (ψi ∨ ψk). Here, for next iterations the system should apply ACD-
Ordering rule (5) to convert the predicates in PDNF and hence identifying other
subterms. Formally, under the substitution {X̄ 7−→ pi, Ȳ 7−→ ψi, Z̄ 7−→ ψk} the
rewriting has the form pi ∧ (ψi ∨ ψk) −→ (pi ∧ ψi) ∨ (pi ∧ ψk). In the second
case a given subterm will be transformed into the term pi ∧ (ψi ∧ ψk). The system
here also should apply ACD-Ordering rules (1&3) in order to permute the order
of predicates and hence identifying a new subterm for the transformation. Formally,
pi ∧ (ψi ∧ ψk) −→ pi ∧ (ψk ∧ ψi) −→ (pi ∧ ψk) ∧ ψi. We note that the ψ’s predicates
are defined by terms that are determined using the mapping ΨζD. Since the number of
concepts ζ is finite, the number of predicates ψk is also finite (let m be such number).
In both transformation cases only redundant predicates are produced after at least m
iterations. The new corresponding formulas will be equivalent because these duplicates
appear in the same disjunctions (or conjunctions) hence they could be eliminated.
Therefore, we conclude that there exists a finiteness point f such that f ≥ m. In
particular, f highly depends on the number of ACD-Ordering rule applications. 2
5.5.2 Confluence
In this section we examine the confluence property of (T ,R). We show that the system
is confluent for only a subset of rules, namely Synonymy, collection, Part-Whole
and Consistency rules.
Let F be a wff involving an atomic formula of the form R ∧ ψ0, where ψ0 is a
predicate built over terms T0 and xi. Let also C0 be a concept in ζ corresponding to
T0. We suppose that F is written as
F = F̄ ∨ (F̄ ′ ∧R ∧ ψ0) where F̄ is a formula in PDNF, F̄ ′ is a conjunction of literals.
Let F1, F ′1, F2, and F ′2 be formulas as described in Figure 5.10.
we have to prove that F2 and F ′2 are equivalent for each pair of rules from (Te,Re).
For the sake of clarity, we only deal with the first syntactical expressions of rules. The













Figure 5.10: Rule Commutation
Lemma 5.2 collection and Synonymy rules commute.
Proof: Let r1 and r2 be the collection and the Synonymy rules, respectively. The
formulas F ′1 and F ′2 are expressed as
F ′1 = F̄ ∨ (F̄ ′∧R∧ψ0)∨
m∨
k=1




Let LF ′1 and LF ′2 be the sets of distinct ψi’s predicates in F
′
1 and F ′2, respectively. We
show that these sets are identical. Given a predicate ψk ∈ F ′1. According to mapping
ΨDζ each term Tk, which builds ψk, is mapped into a concept Ck in ζ. Thus, there
exists a concept Ca ∈ ζ such that Ck satisfies the following formula
Isa(x,C0) ∨ Synof(x,C0) ∨ (Isa(Ca, C0) ∧ Synof(x,Ca)︸ ︷︷ ︸
(1′)
) (1)
On the other hand, each term Th, which builds ψh, is mapped into a concept Ch in ζ.
Thus, there exists a concept Cb ∈ ζ such that Ch satisfies the following formula
Synof(x,C0) ∨ (Synof(Cb, C0) ∧ Isa(x,Cb))︸ ︷︷ ︸
(2′)
(2)
Furthermore, based on the following axioms (defined in = for the ontology concepts 7)
∀ x y z Isa(x, y) ∧ Synof(y, z)⇒ Isa(x, z)
∀ x y z Isa(x, z) ∧ Synof(x, y)⇒ Isa(y, z)
we deduce that formula (1’) is equivalent to Isa(x,C0) and formula (2’) is too. This
also implies that the formulas (1) and (2) are equivalent. Therefore, any concept Ck
satisfies the formula (2) and any concept Ch satisfies the formula (1). We conclude that
Tk and Th build the same predicates of F ′1 and F ′2, i.e., LF ′1 = LF ′2 hence the resulting
formulas F ′1 and F ′2 are equivalent. 2
Lemma 5.3 Collection and Synonymy rules commute with the Part-Whole
rule.
Proof: Now, let r1 and r2 be the collection and the Part-Whole rules, respec-
tively. The different applications of these rules result in formulas F ′1 and F ′2 of the form
F ′1 = F̄ ∨ (F̄ ′ ∧R ∧ ψ0) ∨
m∨
k=1
(F̄ ′ ∧R ∧ ψk) ∨
n∨
i=0
F̄ ′ ∧ pi
7See Section 3.3
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F ′2 = F̄ ∨ (F̄ ′ ∧R ∧ ψ0) ∨
n∨
h=1
(F̄ ′ ∧R ∧ ψh) ∨ (F̄ ′ ∧ p0)
where ψi’s are build-in predicates and pi’s are atomic formulas. Each pi has the form
of the disjunctive subterm appearing in the Part-Whole’s rhs.
Let L1F ′1 and L1F ′2 be the sets of distinct ψi’s predicates in F
′
1 and F ′2, respectively.
Furthermore, let L2F ′1 and L2F ′2 be the sets of pi’s predicates in F
′
1 and F ′2, respectively.
According to mapping ΨDζ terms building ψi’s predicates are mapped into concepts
in ζ. Clearly, L1F ′1 = L1F ′2 since the set of sub-concepts of C0 is the same for both
derivation sequences (ontology is static) hence their corresponding terms build the
same predicates. Moreover, each predicate pi in F ′1 has been built using terms that
correspond to parts of C0. Based on the following axiom (as defined in =)
∀xyz. Partof(x, y) ∧ Isa(z, y)⇒ Partof(x, z)
we deduce that all sub-concepts of C0 have the same parts as C0. Therefore, the
predicates p1, . . . , pn are duplicates and are equal to p0. As a result L2F ′1 = L2F ′2 . We
conclude then that F ′1 and F ′2 are equivalent.
Similarly, we can prove that Synonymy and Part-Whole rules commute. We have
to reason about synonym concepts of C0 instead of its sub-concepts. 2
Lemma 5.4 Synonymy, Collection, and Part-Whole rules commute with Con-
sistency rule.
Proof: Now, let r1 and r2 be the Synonymy and the Consistency rules, respec-
tively. In the first transformations, the rules transform F the formulas into in F1 and
F2 of the form




F2 = F̄ ∨ (J̄ ∧R ∧ ψ0)
where ψk’s are build-in predicates generated by the rhs of Synonymy rule. J̄ is a
formula generated by substitutions using the subterm preceding ψ0 in the rhs of Con-
sistency rule.
We note that the rules rewrite substitute different subterms in formulas. While Con-
sistency rule rewrites the predicate F̄ ′, Synonymy rule rewrites predicates R ∧ ψk.
Therefore, in the second transformations the rules transform formulas F1 and F2 into
F ′1 = F̄ ∨ ((J̄ ∧R ∧ ψ0) ∨ (J̄ ∧R ∧ ψ1) ∨ . . . ∨ (J̄ ∧R ∧ ψk))
= F̄ ∨ ((J̄ ∧R ∧ ψ0) ∨
m∨
k=1
(J̄ ∧R ∧ ψk))




Thus, we deduce that F ′1 and F ′2 are equivalent. Similarly, we can follow the same
reasoning to prove that Collection and Part-Whole rules commute with Consis-
tency rule. 2
Theorem 5.1 (Confluent Rewriting) The TRS (Te,Re) restricted to Synonymy,
collection, Part-Whole and Consistency rules is confluent.
Proof: It follows from lemma 5.2, 5.3 and 5.4 that the rules Synonymy, collec-
tion, Part-Whole and Consistency commute with each other. Therefore, the TRS


















Figure 5.11: An Extension Example of EnO
5.5.3 The Application Order of Rules
Now, we can divide the Re rule set into two subsets. The first subset, R̄e, consists of
rules that commute. They are Synonymy, collection, Part-Whole and Consis-
tency rules. The second subset, R̄′e, consists of rules that do not commute with any
other rule. They are Support, Feature and Sensitivity rules. One of the problem
that may arise by arbitrary applying all the rules to a query expression is that the an-
swer of the query may contain false positives. This is caused by the application of rules
that do not commute. To solve this problem we propose in this section an application
order of the Re rules and illustrate why it is suitable. Notice that our choice of the
order is independent of how it affects the performance of query execution. We order
the rules such that we first apply R̄′e rules and then R̄e rules as follows.
Definition 5.16 (Proposed Application Order) Given a query Q and a TRS (Te,Re).





∗−→r1 . . .
∗−→r4 Q7
where ri ∈ R̄′e and ST , SP , and FT denote Sensitivity, Support, and Feature
rules, respectively.
There are two main reasons why we should apply a Sensitivity rule before other
rules. First, it is necessary to specify the context of the query and hence eliminate
irrelevant tuples as early as possible. This task is supported by such rule. Second, a
Sensitivity rule does not commute with any other rules and any preceding application
of another rule would not correctly transform the query within the specified context as


















Figure 5.12: An illustrative Example
Example 5.10 Supposing that the BANK concepts in EnO have sub-concepts B1 and
B2, as depicted in Figure 5.11, and relation Item2 contains two additional tuples (v1,
vB1, "clay", "coins", v5) and (w1, wB2, "silicon", "data", w5). We assume that BANK
concepts are mapped into vB1 and wB2. Now, we examine the following rewritings:
Q
∗−→ST Q1
∗−→CR Q′1 and Q
∗−→CR Q2
∗−→ST Q′2
where ST and CR refer to Sensitivity and Collection rules, respectively. Let Q
be query Q6 of the example 5.8, we obtain then
Q′1 = {(x1, x2, x3, x4) | Item2(x1, x2, x3, x4) ∧ [ (x2 = ”bank” ∧ x3 = ”clay” ∧ x4 =
”coins”) ∨ (x2 = vB1 ∧ x3 = ”clay” ∧ x4 = ”coins”) ]}.
Q′2 = {(x1, x2, x3, x4) | Item2(x1, x2, x3, x4) ∧ [ (x2 = ”bank” ∧ x3 = ”clay” ∧ x4 =
”coins”) ∨ x2 = vB1 ∨ x2 = wB2 ]}.
The identifiers of tuples returned by queries Q′1 and Q′2 are {47, v1} and {47, v1, w1},
respectively. Therefore, Q′1 and Q′2 are not equivalent. We notice that the second
rewriting result in a false positive (tuple identified by w1). This is due to the fact that
the application of Sensitivity rule to Q2 does not introduce additional constraints to
all conjunctions in the query expression. 2
Now, let us have these rewritings: Q ∗−→SP Q1 ∗−→FT Q′1 and Q
∗−→FT Q2
∗−→SP
Q′2 where SP and FT refer to Support and Feature rules, respectively. The main
reason why we should apply Support rules before Feature rules for transforming
queries is that these rules do not commute and the results of transformed query Q′1 is
contained in Q′2. That is, the answer of Q′2 would contain more relevant tuples than
the answer of Q′1. We illustrate this fact by the following example.
Example 5.11 Supposing that we have a set of concepts {C1, C2, P1, P1, P2, S1, S2}
which appear in an ontology as shown in Figure 5.12. In addition, suppose we have a re-
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lation Test which is associated to that ontology. The association define concept-value
mappings between concepts C1, C2, P1, P2 and values vc1, vc2, vp1, vp2, respectively
and relationship-attribute pair between relationships PartOf, rs and attribute pairs (
A1, A2), (A2, A3), respectively. Assuming we submit this query
Q = {x1 | ∃ x2 x3 x4 Test(x1, x2, x3, x4) ∧ x3 = ”vp2”}.
While the first rewriting result in
Q′1 = {x1 | ∃ x2 x3 x4 Test(x1, x2, x3, x4) ∧ [(x3 = ”vp2” ∨ x3 = ”vp1”) ∨ (x3 = ”vc1”∧
x4 = ”vs1”) ∨ (x3 = ”vc2” ∧ x4 = ”vs2”) ]}
the second rewriting result in
Q′2 = {x1 | ∃ x2 x3 x4 Test(x1, x2, x3, x4) ∧ [(x3 = ”vp2” ∨ x3 = ”vp1”) ∨ (x3 = ”vc2”∧
x4 = ”vs2”) ]}.
Thus, the answers of Q′1 and Q′2 are {1, 2, 4} and {1, 2, 3, 4}, respectively. We can
deduce that Q′1 is contained in Q′2. 2
Finally, we argument the application of R̄e rules after R̄′e rules by the fact that any
two rules from the distinct sets do not commute and any rule of R̄′e following a rule of
R̄e will lead to meaningless results as illustrated in Example 5.10.
5.6 Summary
Rules Mappings
Rule Set Rule Name ΨζD Ψ<E ΨζU ΨζΣ Ψ<P Ψ<Σ Ψ<F
Synonym X X X
Collection X X X
Part Whole
Base Part Whole X X X X
<1-n>Part Whole X X X X
<n-m>Part Whole X X X X
Support
Base-Support X X X X
<1-n>Support X X X X
<n-m>Support X X X X
Feature Base-Feature X X X X<1-n>Feature X X X X
Consistency <1-n>Consistency X X X
<n-m>Consistency X X X
Sensitivity Base-Sensitivity X X X X<1-n>Sensitivity X X X X
Table 5.2: Use of Ontology-Database Mappings by Transformation Rules
We presented in this chapter a new approach to query processing using additional se-
mantic knowledge. Our goal is to give DBMSs the ability to deal with user queries both
at the semantic and the syntactic levels. Therefore, DBMSs will be able to generate
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answers which meet the intention of the user. These answers are partially independent
from the query syntax. We claim that ontologies can provide a good support to achieve
this goal. We illustrated how an ontology could be effectively exploited to capture
semantics of a database for transforming user queries. As a result, a transformed query
could provide more meaningful answer than the original one. We presented two cate-
gories of such rules: rules that might extend the results of the original query and others
that might reduce them. We outlined the basic features of each rule and illustrated
their effectiveness and their usefulness by means of some practical applications.
The transformation rules use mapping information which are required to integrate
ontology semantics in the query. To reformulate a given query mappings are estab-
lished based on database components and user’s terms building the query expression.
In Table 5.6 we summarize the different kinds of mappings used by the rules. We recall
that ΨζD, Ψ<E , ΨζU , ΨζΣ, Ψ<P , Ψ<F , and Ψ<Σ define mappings between concepts and
database values, relationships and database extensions, concepts and attributes, con-
cepts and relations, relationships and attribute pairs, relationships and key attributes,
and relationships and relations, respectively.
Finally, we made use of the theory of term rewriting systems to formalize our query
transformation and to determine the main properties for applying the transformation
rules. We defined a rewriting system for queries and prove that it terminates and is
confluent for most of rules. In addition, we proposed an order for applying all the rules




The concepts developed in this thesis are not just of theoretical interest, but of practi-
cal importance as well. For this reason, we implemented a prototype called "Ontology
Database Transformer" (ODBT). This chapter briefly discusses implementation aspects
for the prototype. We first investigate how the existing language and tools can be used
for implementing ontologies and develop an approach for representing the mappings.
Then, we illustrate the main modules of the prototype and their functionalities. Fi-
nally, we evaluate the capabilities of the prototype using a real world application. The
capabilities are evaluated in terms of our problem definition. This means that the pro-
totype is not designed and implemented with concerns such as efficiency, flexibility, or
maintainability. However, we concentrated on the quality of the query answer resulting
from the semantic transformation.
6.1 Ontology Languages and Storage Tools
This subsection briefly present the languages and associated tools which are appropriate
for implementing ontologies in our system. The comparison and evaluation of different
ontology languages and tools is out of the scope of this thesis. Good surveys of these
topics can be found in [PC02, CPCF04, MKC+02, GGCD02].
In recent years, several ontology languages have been developed. However, the
languages that are developed for Web applications become the most prominent and
are undergoing standardization. While some of these languages are based on XML
syntax, such as OXL (Ontology Exchange Language) [KCT06] and SHOE (Simple
HTML Ontology Extensions) [HHL03], others are based on RDF (Resource Descrip-
tion Framework), such as RDF/S [KC04], OIL [FHvH+00], DAML+OIL [Hor02], and
OWL [MH06]. We opted for standard languages that conform to our ontology design
and that allow us to reason with ontological data.
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6.1.1 Using RDF for Modelling Ontologies
RDF is developed by W3C (World Wide Web Consortium) for a standard representa-
tion of meta-data [KC04]. The objective of RDF is to describe Web resources in an
interoperable and human readable way without making assumption about the applica-
tion domain or the structure of the described resource. RDF is a simple, yet a powerful
data model [Ogb00]. It consists of three building blocks:
1. Resources denoted by unique identifiers (URIs) for representing real world objects
or abstract objects as well as statements that describe binary relations between
these objects.
2. Properties which specify aspects, characteristics, or attributes for describing re-
sources.
3. Statements which have a triple-form (Subject, Predicate, Object), where all three
components are resources of an RDF model. They can be seen as a set of logical
axioms representing facts in the real world. Therefore, an RDF model can be
interpreted by the conjunction (i.e., logical AND) of all the statements it contains.
A statement corresponds to a simple sentence in natural language, e.g., ’Gabi
loves Hans’. Here, ’Gabi’ corresponds to the subject, ’loves’ corresponds to the
predicate, and ’Hans’ corresponds to the object [Ogb00].
Use of RDF. A RDF model can be seen as a directed labelled graph. The nodes
of this graph are RDF resources and the edges are RDF properties. Therefore, we can
simply map an ontology graph G to an RDF model: Each edge in G could be encoded
by an RDF statement, where the edge-nodes (concepts) correspond to the subject and
the object, and the edge-label (relationship) correspond to the predicate. In RDF on-
tology concepts are written with a prefix ’rdf’. In comparison with other representation
languages RDF is simple. However it does not provide a mechanism for defining how
RDF resources and properties could be combined in a description. In companion with a
schema, called RDFS, RDF can be used to define this description. RDF and RDFS are
referred to as RDF/S. RDFS extends RDF by offering additional primitives for defining
RDF concepts. That is, they can be viewed as a meta-data about RDF elements. Much
of these primitives are inspired from object-oriented programming. RDFS offers classes
for both resources and properties [BG06]. Defining objects in classes is very attractive
for describing resources because it allow us to derive more special resource classes from
more general ones. Some important RDFS classes are:
• rdfs:Resource: It is the basic class for RDF resources. Every resource is an
rdfs:Resource.
• rdfs:class: It is a subclass of rdfs:Resource. Every resource belongs to the class
rdfs:Resource and all classes used in RDFS are subclasses of resources.
• rdf:type: It is used to specify that a resource is of a certain type.
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• rdfs:subClassOf : It is an important property that applies to RDF resources which
are of rdf:type class. It is used to specify subclasses of another class.
• rdf:Property: It defines all properties in RDF. Properties can be attributes of a
resource or relationships between resources.
• rdfs:SubPropertyOf : It is used to specify sub-properties of another property. That
is, if P is a property for two given resources and P ′ is a sub-property of P then
P ′ is a property for that sources.




























Figure 6.1: Fragment of PO-ontology in RDF/S
Given an ontology O = {G, ζ,<,=}, we can model the ontology using RDF/S as
follows. First, all concepts and relationships are expressed as rdfs:Resource. Notice
that in RDF/S ontology elements are written with a prefix ’rdfs’. Second, relationships
of < are built in terms of rdf:statement where rdfs:Resource having a type rdf:predicate
corresponds to <. Furthermore, concepts of ζ are defined by rdfs:class and can occur
in relationships as rdf:subject or rdf:object. It is important to express in RDF/S the
properties of relationships such as transitivity for ISA, SynOf, and PartOf as defined
in =. This will be useful for building inferences about concepts. However, RDF/S can
express transitivity only for ISA by means of rdfs:subClassOf. For SynOf and PartOf
relationhships other modelling primitives will be needed. Figure 6.1 presents visually
the RDF/S of a part of the ontology PO. The upper portion of the figure refers to the










07 <rdfs:comment>device that computes</rdfs:comment>
08 </rdfs:Class>
09 <rdfs:Class rdf:ID="DataProcessor">
10 <rdfs:comment>device that computes</rdfs:comment>
11 </rdfs:Class>
12 <rdfs:Class rdf:ID="Notebook">




17 <rdfs:comment>set of keys</rdfs:comment>
18 </rdfs:Class>
19 <rdf:Property rdf:ID="SynOf">
















Figure 6.2: RDF/S syntax of example in Fig. 6.1
RDF/S-XML syntax. As previously seen, RDF/S defines a syntax independent
model for representing resources. However, we need a syntax representing this model
to manage and exchange RDF data in a machine-readable way. XML language is a good
candidate for providing such syntax as specified in [KC04]. Following this specification
we illustrate this syntax by means of an example as shown in Figure 6.2. In lines 04-05
namespaces of RDF and RDFS must be defined such that we can use prefixes ’rdf ’
and ’rdfs’ for RDF and RDFS concept definitions within the rest of document. In lines
6, 9, 12, and 16 a class for each concept COMPUTER, DATA PROCESSOR, NOTEBOOK,
and KEYBOARD is defined. Each class has a property ’comment’ which is modelled by
rdfs:comment. In particular, the class NOTEBOOK has an additional property that is it
is a subclass of COMPUTER modelled by rdfs:subClassOf primitive. In lines 19 and 22
ISA and PartOf relationships are defined as resources. In lines 25-29 and in lines 30-34
statements are used to define the synonym relationship between DATA PROCESSOR and
COMPUTER, and the part-whole relationship between NOTEBOOK and KEYBOARD.
We should note that this part of ontology is not completely mapped into RDF/S
since semantics of PartOf and SynOf are not expressed and hence they could be
not used for inference computations. Thus, we conclude that RDF/S is not sufficient
for implementing ontologies of our prototype. We need more expressive modelling
primitives for representing these semantics.
127
6.1.2 Using OWL for Modelling Ontologies
Another alternative for modelling ontologies is the use of OWL language. OWL is an
extension of RDF/S and hence supports RDF modelling concepts as described in the
last section. It is a revision of the DAML+OIL language and has been recommended by
W3C as a language for designing ontologies in the Web. OWL has three sub-languages:
OWL-Lite, OWL-DL, and OWL-Full, each with different expressive power [MH06].
OWL represents concepts as classes which are referred to as owl:Class. OWL offers
more facilities for expressing semantics than RDF and RDFS. It adds more modelling
features for describing properties and classes, among others, are the following:
• Relations between classes: e.g., owl:disjointWith states that two classes have
distinct instances.
• Boolean combinations of classes: e.g., owl:intersectionOf, owl:unionOf, and owl:
complementOf allow combinations of classes using AND, OR, and NOT operators.
• Enumerated classes: e.g., owl:oneOf states that the members of the class are
exactly the set of enumerated instances in the class.
• Quantification: e.g., owl:allValuesFrom and owl:someValuesFrom represent the
all quantifier and exist quantifier respectively.
• Additional characteristics: e.g., equality, inequality, transitivity, and symmetry
between properties. Some of classes representing equality and inequality are:
owl:equivalentClass, owl:differentFrom, owl:sameAs. Classes for transitivity and
symmetry are owl:Transitive Property and owl:SymmetricProperty, respectively.
By using OWL we are now able to express additional semantic properties of rela-
tionships such as equivalence, symmetry, and transitivity. Furthermore, we can rep-
resent the SynOf-relationship by the class owl:equivalentClass. Unfortunately, there
are no specific constructs in OWL for representing the PartOf-relationship. OWL
does not have sufficient facilities to express much of what one may want to represent
about PartOf properties. This problem has been addressed in [MH06] where some
solutions have been proposed "OWL does not provide any build-in primitives for part-
whole relations, but contains sufficient expressive power to capture most, but not all,
of the common cases" [MH06]. The PartOf-relationship is a partial order, i.e., it is
transitive, anti-symmetric, and reflexive. However, OWL can only express transitivity
property. Other properties can be expressed by means of some OWL build-in primitives
as described in [MH06].
An XML syntax for OWL has been developed based on the RDF/S syntax described
in Section 6.1.1. It adopts concepts from RDF/S and uses the same notations to rep-
resent them. Figure 6.3 shows how the fragment of PO described in Figure 6.2 can be
represented in the syntax of OWL. In line 11, equivalence between concepts COMPUTER
and NOTEBOOK are expressed using the class owl:equivalentClass. The inverse relation-
ship of PartOf, called HasPart, can be defined using the construct owl:inverseOf as









07 <rdfs:comment>device that computes</rdfs:comment>
08 </owl:Class>
09 <owl:Class rdf:ID="DataProcessor">


































Figure 6.3: OWL-XML syntax of example in Fig. 6.1
explicitly defined in lines 30 and 36, and the inverse relation of each other is defined
in lines 31-33 and lines 37-39. We also specify in lines 22-23 that concept KEYBOARD
is part of NOTEBOOK. We restrict properties KEYBOARD to only a subset from the
properties of NOTEBOOK using the construct owl:someValuesFrom, as indicated in lines
24-26.
It has been shown that OWL is an appropriate language for our prototype since it
satisfies our requirements for modelling ontologies as defined in Chapter 3. In compar-
ison with RDF/S OWL offers more build-in primitives that are useful for specifying
semantics of the ontology relationships. Currently, there exist many ontologies rep-
resented by this language and many tools for supporting their implementation are
emerging. By the recommendations of W3C OWL intend to be a standard technology
for future ontology based applications on the Web.
6.1.3 Jena and Seasme
There are many tools for storing and querying ontologies [MKA+02]. Given the exper-
imental nature of our prototype, requirements like response time, reliability (typically
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decreasing with increasing role of inference), and quality of editing interface do not
play a very important role, and since we deal with a single ontology fully under our
control, there is no need for dynamic integration mechanisms. However, we need tools
that obey the following requirements:
• Storage options: Ontologies must be implemented either in relational databases
(persistent storage) or in internal memory (in-memory storage). In our setting
for the storage, we opted for an RDBMS back-end.
• RDF format: Tools should be able to access RDF data in XML format, whereby
appropriate methods for creating, reading, updating and querying data from on-
tology are available.
• Ontology language: Tools should enable to implement OWL language primi-
tives and its inference mechanisms.
• Inference support: It is necessary that the tools permit arbitrary deduction
rules for inferring new statements. We need two kinds of support for the inferring
process: (i) support for integrating the rules with the query language of DBMS
in seamless way, and (ii) support for adding new rules to the existing inferring
engine in an easy way. The second one allows us to define our inference rules.
• API support: APIs provides functions for querying and updating ontologies and
can be used for interfacing with clients. Hence, they offer developers the ability to
deploy their applications on the top of these tools. For our query transformation,
we need to access the asserted statements as well as the inferred statements from
an ontology. That is, we need to access two graphs: the initial graph of the
ontology and the inferred graph created by inference rules of the language.
In the following, we briefly describe two well-known tools for storage and retrieval
RDF data, Jena and Sesame, and analyze their applicability to our prototype with
respect to the requirements above.
Jena. Jena [McB02] is an open-source project developed by Hewlett-Packard 1. One
of the main powerful feature of Jena is that its API is flexible and expressive for
managing RDF graphs. Users have the choice to store RDF graphs either in memory
or in the database. Jena2 2 includes an RDF/XML Parser, an I/O module, and a
query system based on RDQL (RDF Data Query Language) language [HBEV04]. The
internal structure of Jena is based on a simple abstraction of RDF graphs as triple-
based structure. The database subsystem of Jena allows a persistent implementation
for RDF graphs using a JDBC interface. It supports different database managements
systems such as MySQl, Oracle, and Postgresql.
Jena has a modular architecture endowed with a set of reasoning engines called
Reasoner 3 which are developed for RDF/S, OWL, or DAML+OIL languages. The
1URL: http://jena.sourceforge.net
2The second generation of Jena
3A module for implementing inference
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Figure 6.4: Inference System in Jena
reasoner creates inferred graphs using the initial ontology graph (basic graph) and a
set of inference rules. In addition, it allows users to define their own inference rules.
The inferred graphs are supported by the same access and query interfaces as the
basic graph. However, Jena provides additional methods to check the consistency of
the resulting inferred statements in these graphs. As shown in Figure 6.4, inferred
graphs are layered on top of the basic graph. The reasoner is able to assign instance
data (in case where ontologies contains instances) to concepts of the graph. This
is established by the method bind which has the ontology graph and instances as
input and generate virtual triples as output. The method find is used to retrieve not
only those statements that were present in the original ontology but also additional
statements derived from inferred graph. Another task of the reasoner is the handling
of transitive relationships [WSKR03]. The corresponding rules used for this task are
defined in the ontology API. For instance, the following rule expresses the transitivity
of ISA-relationship.
[rule 2: (?a rdfs:subClassOf ?b)
(?b rdfs:subClassOf ?c)
(?a rdfs:subClassOf ?c)]
Figure 6.5: Jena Rule for the Transitivity of ISA
Jena provides support for storing inferred graphs only in a compact in-memory
form. It uses efficient caching mechanisms that improve performance of querying the
graph. However, we reported in our implementation performance penalties when Jena
executes the first queries on the inferred graph since the graph does not yet exist. To
cope with this problem some methods have been proposed for future versions. One
of these methods is to store parts of the inferred graph (e.g., the transitive closure of
ISA) in the persistent storage.
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The language used in Jena to query RDF data is RDQL. Its main operation is to find
pattern in graphs, i.e., return all statements satisfying a pattern of the form (S,P,O).
An RDQL query is converted into a pipeline of pattern operations connected by join
variables to specify joins. Jena tries to push joins into the DBMS for evaluation. The
















Figure 6.6: Sesame Rule for the Inverse of PartOf
Sesame. Sesame [BKvH02], developed by Aidministrator Nederland 4, is an open-
source Java framework for storage and quering RDF data and schema. Sesame archi-
tecture consists of three modules: a query engine, an administration module, and an
export module. The query engine enables to parse a query, build the query tree to
optimize it, and finally evaluate it in a streaming fashion. The administration mod-
ule enables to insert and delete RDF data and schema, and check the consistency of
newly inferred statements. The export module extract data and schema information
and export them in XML/RDF format [Gro03].
Sesame supports several storage options. It allows persistent storage in form of
databases or files as well as in-memory storage. To this end, it uses a stack of SAILs
(Storage and Inference Layers), which transparently ensures access to specific imple-
mentations of repository. The underlying repositories can be based on a relational (or
object-oriented) DBMS such as MySQL, PostgreSQL, Oracle, and SQLServer. RDF
files are cached in memory, in particular, for little amount of data. Furthermore,
sesame offers additional storage option whereby data are stored in files based B-Tree
techniques. It also offers access to distributed RDF data based on network services
or existing RDF repositories. Sesame provides a good performance for storing data in
main memory unless the number of triple is more than one million. However, it needs
more memory space and more time for the initial phase.
4URL: http://sesame.aidministrator.nl
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To facilitate querying, Sesame implements three query languages: RQL, RDQL, and
SeRQL [SSKL04]. Therefore, it supports the basic inferencing needed for RDF schema
build-in primitives such as subClassOf- and subPropertyOf properties. Inference is
done according to rules and axioms defined by W3C for RDF. For this purpose, Sesame
offers an extra module which implements a forward chaining algorithm. It calculates
and stores the transition closure during the transaction that adds data to the data
repository. In addition, Inferencing can be done by defining application-specific rules.
These rules can be expressed in OWL and stored in a separate XML-file. In our system,
for example, it is possible to define a rule stating that property HasPart is inverse to
property PartOf. We recall that this rule is given by the axiom
We notice that the syntax of the rule adheres to the RDF-Graph through naming
XML-tags ’subject’, ’predicate’, and ’object’. We also notice that a premise is stated
for each statement which implies a consequence whenever it is evaluated to True. As
opposed to Jena, Sesame enables to define additional triggers. These triggers may be
fired during the application of a given rule in order to execute other rules. The goal
of using triggers is to prevent the applications of useless rules. For instance, the rule
’odbt7’ presented in Figure 6.6 is triggered by the rule ’odbt6’.
The programming interface of ODBT, as described in Section 6.3, enables access
to ontology by means of the previous tools. The implemented methods for query
transformations must be able to access ontology graph as well as inferred graph directly
through each tool. Table 6.1 summarizes all requirements that must be accomplished to
implement ODBT ontologies and those which are satisfied by Jena and Sesame. As we
can see, Sesame has more functionalities than Jena, e.g., Jena does not offer persistent
storage for inferred graphs.
Jena Sesame
Impl. Language Java Java
DBMSs Mysql, PostgreSql, Mysql, PostgreSql,
Oracle, BerkeleyDB Oracle











Table 6.1: Overview of Ontology Tools
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6.2 Mapping Representation
The literature references few approaches to the problem of representing mappings be-
tween ontologies and databases [Biz03, BCP04]. In addition, these approaches are not
appropriate for realizing our ontology-based transformation. They are not able to ex-
press mappings between ontology elements and database extensions as illustrated in
Chapter 4. In this section, we briefly describe our approach for representing mappings
between relational databases and ontologies implemented in RDF/S or OWL. We pro-
pose a language that intends to extend and enhance the mapping capabilities of two
existing languages, D2R [Biz03] and R2O [BCP04]. Our language is fully declarative
and uses XML syntax to reference ontologies and database components. Appendix B.2
presents the XML data-type definitions for mappings between ontologies and data-
bases described in previous chapters. To illustrate the language we describe how to
express Ψ<E mappings linking ontology relationships with relation extensions. An el-
ement of such mappings consists of a relationship β and two extension-fields EprojSub
and EprojObj. That is, all instances of EprojSub (referred to as Subject) are mapped to
all instances of EprojObj (referred to as Object) through the relationship β. We use the

























Figure 6.7: XML-Structure for mapping PartOf
Example 6.1 Going back to our ontology PO and its underlying database PDB, we
attempt to represent the mapping between the relationship PartOf and its related ex-
tension in relation Component. The relation Component refers to the relation Item1
using the foreign keys SID, MID to denote n-to-m relationships between items of prod-
ucts. We express this mapping in XML as shown in Figure 6.7. There, the target ex-
tension field, namely "PRODUCT.Name", is the same for EprojSub and EprojObj. Notice
that if n-to-m relationships are represented by more than two relations, the extension
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fields will be different. The content of tags <ProjectionFrom> and <ProjectionTo>
respectively refer to the subject and the object to which the PartOf-relationship is
mapped. Each projection fragment includes the foreign key of relation Component and
the attribute name of the referred relation Item1, namely ’Name’. Furthermore, we
allow to introduce additional information about foreign keys in the mapping expression
in order to enrich their descriptions. For instance, we can extend the XML-structure








Figure 6.8: XML-Structure for Meta-Data of Foreign Keys
6.3 System Architecture and Technical Specifica-
tions
The architecture of the prototype ODBT is based on the concepts developed for seman-
tic query transformation, as presented in this thesis. This section first describes the
necessary components for implementing query transformation and then specifies them
in more details. These components are:
1. A SQL-parser for parsing an input query expressed in SQL, extracting the query
terms for transformation, and building a new query that takes ontological infor-
mation into account.
2. An interface for communicating with different ontology tools. This interface will
provide several functionalities such as storage, searching, and maintaining ontol-
ogy data (cf. 6.1.3).
3. An interface for accessing mapping information. It will provide a set of functions
to extract mapping elements from the mapping structures (cf. 6.2). It also has to
specify correspondences for any cardinality of relationships.
4. A module that allows to build sub-expressions for the transformed query using
the previous interface.






























Figure 6.9: Access Diagram for Query Transformation
Based on these components an overall architecture of the system is presented in
Figure 6.9. As we see from the figure, the system has three main parts: The ODBT-
prototype which includes the components above, the ontology tool which manages on-
tology data, and the database system to which queries are posed. The arrows indicate
access paths between the components. The access to the system is done using three
interfaces: A graphical-based (GUI) or a console-based interface, through which users
enter their SQL-queries and view the answers, and a programming interface, which pro-
vides the functionalities needed for this task. The SQL-parser parses queries expressed
via the user interface, extracts and extends their expressions using terms provided by a
transformation processor. The transformation processor constitutes the backbone of the
query rewriting. It applies transformation rules to the parsed query by using mappings
obtained from the mapping interface and ontology data obtained from the ontology
tool. The ontology tool also enables the transformation processor to access inferred
graphs of the underlying ontology. In its current version, the ODBT executes the rules
independent of each others. The class diagram of the implementation is illustrated in
Appendix C.
6.3.1 ODBT-API
The ODBT-prototype API for the ontology based query transformation is defined by the
class OdbtPrototyp. An overview of this class is given in Appendix C (see Figure C.2).

















Figure 6.10: Interaction Diagram for ODBT-API Communication
• Interface for communicating with users
• Embedding of transformation rules
• Embedding of mappings
• Transformation of database queries
The interface for user communication allows a user, for example, to specify his
context if homonymous terms are used in query expression (see Section 5.4.1). In this
case, the interface offers the user several alternatives. The UML-interaction diagram
in Figure 6.10 shows how a communication is established through ODBT-prototype
API. It describes the different steps needed for transforming a query using Feature
rule. These steps are enumerated. The corresponding class names and methods are
denoted like the implemented ones. In step 6 the Feature rule has been set for query
transformation. As result the class TransformationEngine creates an instance of class
FeatureRule. The step 9 gives the rule to the class OdbtPrototype. This implies a
call of function parseSql of the class SqlParser. This function extracts query terms
and extends the query by means of the class TransformationEngine. Finally, the
transformed query will be requested in step 11.
6.3.2 Mapping Interface
The class structure for the mappings has been designed in such way that it could be
extended by several access and storage mechanisms. As shown in Figure 6.11 two
interfaces are available for accessing the relevant storage structures. For our imple-
mentation the access to XML-mapping structures has been implemented, as described
















Figure 6.11: Class-Structure to access Mappings
MappingHandler interface but also additional methods that enable to find relevant cor-
respondences for rule transformations. The class CardinalityCorrespondence con-
tains methods for creating expressions for extending query conditions as well as ex-
pressions for restricting them. The methods designed for accessing mapping elements
are provided by the Correspondence interface. An overview of all these methods is
presented by an UML diagram in Appendix C (see Figure C.2).
The mapping interface provides information about the database and ontologies that
are connected. These informations are represented in the mapping file where additional
tags for the connection parameters are specified. In Appendix B.1 we show how these
tags are defined.
6.3.3 Ontology Tool Interface
As previously mentioned we used Jena and Sesame for managing ontology data. Fig-
ure C.3 in Appendix C presents an UML class diagram that describes the access to
ontology data as well as the building of inference rules by means of these tools. The
class OntologyToolHandler builds the abstract basic class for communicating with
ontology tools. Further, it is extended by the abstract class OntologyToolAccess us-
ing methods that enable access to ontology graphs, as described in in Section 6.1.3.
The abstract class OntologyToolAccess also extends OntologyToolHandler class by
introducing additional methods for inserting RDF/OWL data. We implemented the
functionalities for these abstract classes in specific classes for both Jena and Sesame.
For instance, we describe in the following how inference rules have been embedded in
the prototype.
In Sesame, the configuration of SAIL (the Storage And Inference Layer) for the
storage of RDF data is flexible. The configuration is carried out using the class
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// Use of a database for the storage
RdfSchemaRepositoryConfig rdbmsSail = new
RdfSchemaRepositoryConfig(jdbcDriver,jdbcDNS,user,password);
// Specify a user-inference rule
rdbmsSail.setInferencerClass
("org.openrdf.sesame.sailimpl.rdbms.CustomInferenceServices");
// Set the rule for SAIL
rdbmsSail.setParameter("rule-file",odbtRules);
Figure 6.12: Creation of SAIL for user-defined Rule in Sesame
// A “ModellMaker” for relational database
ModelMaker maker = ModelFactory.createModelRDBMaker(dbConnection);
// Create an ontology model
Model odbtModel = maker.createModel("odbt");
// A “Reasoner” for user-defined inference rule
Reasoner reasoner = new GenericRuleReasoner(Rule.parseRules (odbtRules));
// Create an inferred ontology model
InfModel odbtInfModel = ModelFactory.createInfModel(reasoner, odbtModel);
Figure 6.13: Creation of inferred Ontology Model in Jena
RdfSchemaRepository- Config. For our implementation, we use a MySql database
to store ontologies and the connection is established through the JDBC-interface. To
this end, information about the JDBC-driver, the DSN (Data Source Name), the user-
name, and password should be transferred. User-defined rules can be configured by the
method setInferencerClass and their related parameters can be set by the method
setParameter, hence a new SAIL can be created in the ’Repository’ of Sesame, as
illustrated in Figure 6.12.
Similarly, we use a MySql database to store ontologies in Jena. The class ModelMaker
enables to build several ontology models. In addition, the class GenericRuleReasoner
allows users to specify their self-defined inference rules and the class InfModel provides
the necessary methods to access their inferred data.
In Figure 6.13, we give an example of creating an inferred ontology model using a
self-defined inference rule.
SELECT x










Figure 6.14: Building Inference for concept PC in (a) Sesame and (b) Jena
In order to retrieve concepts and relationships from the stored ontologies, Sesame
and Jena use SeRQL and RDQL languages, respectively. Figure 6.14 gives examples of
querying Sesame and Jena ontologies to retrieve all concepts inferred by the PartOf-
















Figure 6.15: Interaction Diagram for PartWhole Rule
the concepts have been stored locally for test purposes. According to our experience,
Sesame provides better performance than Jena in terms of response time when querying
data inferred by ISA- or PartOf relationships.
6.3.4 Transformation Processor
The transformation processor performs the main tasks for query transformations. It
utilizes information from database, ontology tool and mapping module in order to apply
semantic rules. Appendix C (see Figure C.4) gives an overview of the class structure
of the transformation processor.
We show now by means of a sequence diagram how the processor works for PartWhole
rules (see Figure 6.15). Briefly, the method transformExpression allows to modify
sub-expressions of the query by applying the rule with respect to values and their re-
lated concepts involved in the query. To this end, it calls the method findHasPartOf
to find all relevant part concepts. The method getCorrespondences relies on defined
mapping structures to get correspondences between the relationship PartOf and data-
base attributes. Information about the type of correspondences are determined by the
method cardinalityExtension. Accordingly, a new expression of query is formu-
lated. Here, the word ’cardinality’ refers to 1-to-1, 1-to-n, or n-to-m of relationships
between objects as described in Sections 5.3 and 5.4. The manipulation of relevant
correspondences is not directly performed by the rules, but they are set by the class
CardinalityMapping as illustrated in the next section.
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6.4 Prototype Tests
Our approach aims at improving the effectiveness rather than the efficiency of the
retrieval. Efficiency is commonly measured in terms of the computer resources used
such as memory and execution time. Effectiveness is a measure of the ability of the
system to satisfy the user in terms of the relevance of tuples retrieved. Effectiveness is
commonly measured in terms of recall and precision [BG94].
Formally, let A be the number of retrieved relevant tuples, B the number of rele-
vant tuples not retrieved, and C be the number of irrelevant tuples retrieved. Follow-
ing [BG94] we define recall and precision as follows.
Definition 6.1 (Recall) For any given retrieved set of tuples, recall is the number of
retrieved relevant tuples as a proportion of all relevant tuples in the database.
Recall = A
A+B
Definition 6.2 (Precision) For any given retrieved set of tuples, precision is the
number of retrieved relevant tuples as a proportion of the number of retrieved tuples.
Precision = A
A+C
Therefore, recall can be viewed as a measure of effectiveness in selecting perfor-
mance, i.e., a measure of effectiveness in including relevant tuples in the retrieved set.
Precision can be viewed as a measure of purity in retrieval performance, i.e., a measure
of effectiveness in excluding irrelevant tuples from the retrieved set [BG94]. High pre-
cision and high recall are desirable. However, the computation of recall and precision
require the determination of relevance in some way. Often, recall is estimated because it
is often difficult to know how many relevant tuples exist in a database, especially if the
database size is large. Obviously some tuples may be marginally relevant or somewhat
irrelevant. Others may be very relevant and others may be completely irrelevant. In
addition, different users may differ about the relevance or non-relevance of particular
tuples to given request. In the field of information retrieval, the relevance assessments
are usually made by a panel of experts in a particular discipline.
6.4.1 Effectiveness Evaluation
We implemented the ODBT-prototype in Java and currently consists of 15,426 lines
of code. It is using DB2 to store databases and Mysql to store ontologies for Jena
and Sesame. All ontologies and their associated databases described in this thesis have
been implemented and the example queries have been successfully transformed. As
described in Section 6.3.2, we created XML-Mapping files for connecting the DBMS
to the corresponding ontology tools. We must import such files in order to run the
system. This can be done in two ways. By using the GUI interface, the file names are
selected from the menu. By using the CONSOLE interface, the path name of the files
must be entered as an additional parameter for the program calls.
The goal of implementing the ODBT-prototype is not only to test the applications
described in this thesis but also to evaluate its effectiveness using an application in
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the real world. To this end, we used the well known GNIS data set 5 which has been
created by the "U.S. Geological Survey" and the "U.S. Board on Geographic Names". It
provides data about social and cultural locations in each state in the USA. With these
data, we populated a DB2 relation called Location. We also call the database GNIS.
The relation has fourteen attributes and is populated by approximately two million
entries. The main attributes of the relation are feature-name and feature-type.
The attribute feature-name represents geographical or cultural features of locations,
e.g., "river". The attribute feature-type represents the type of their features, e.g.,
"stream". We associated the WordNet ontology with the GNIS database. WordNet
describes the meaning of many features. We did not adapted WordNet according to our
assumptions as described in Section 4.3. However, we established one-to-one mappings
between concepts of WordNet and database values. Furthermore, we mapped the
relation name Location and the attribute name feature-name onto the WordNet
concepts PHYSICAL THING and UNIT, respectively.
In the following, we examine how the ontology influences the effectiveness of the
retrieval. To this end, we submitted three kinds of queries: QEi, QSi, and QTi. We
used values from the feature-type domain to retrieve all tuples matching values of
the attribute feature-name. QEi queries select tuples whose values exactly match a
given feature name fi. They look like:
QEi= SELECT * FROM Location WHERE feature-name= fi
The QSi queries select tuples whose values inexactly match a given feature name fi.
We used the SQL-operator ’LIKE’. These queries look like:
QSi= SELECT * FROM Location WHERE feature-name LIKE ’%fi%’
Finally, QTi are queries obtained by applying the SYNONYMY and COLLEC-
TION rules to queries QEi.
Table 6.2 shows the result of the test queries for the following feature names:
’bay’, ’bridge’, ’channel’, ’dam’, ’island’, ’sea’, and ’stream’. We respectively denote
by QEi(DB), QSi(DB), and QTi(DB) the number of tuples in the answers of QEi,
QSi, and QTi. We examined the answer of QSi and QTi, and calculated the number of
tuples which we found correct and hence determined the precision measures 6 referred
to as P (QSi) and P (QTi), respectively. We should mention that it is not possible to
manually find all relevant tuples because of the big size of the database. Thus, we
estimate the recall by identifying a pool of relevant tuples and then determining the
proportion of the pool which the transformed query has retrieved. We create the pool
by submitting queries for retrieving tuples where the values of attribute feature-type
match the names above, then manually identifying the set of relevant tuples. We denote
by R(QSi) and R(QTi) the recall of QSi(DB) and the recall of QTi(DB), respectively.
The test results show that the answers of QTi-queries are better than the answers of
QEi-queries. Any initial query returns no results at all whereas its transformation pro-




fi QEi(DB) QSi(DB) QTi(DB) P (QSi) P (QTi) R(QSi) R(QTi)
Bay 0 198 20 2.02 % 100 % 0.32% 1.62 %
Bridge 0 12 12 100 % 100 % 2.13 % 2.13 %
Channel 0 1 29 0 % 68.97 % 0 % 5.08 %
Dam 0 2321 3 4.30 % 100 % 1.84 % 0.06 %
Island 0 13 334 15.38 % 54.49 % 0.10 % 9.18 %
Sea 0 692 5 1.15 % 100 % 66.70 % 41.67 %
Stream 0 67 198 17.91 % 45.46 % 0.13 % 1.03 %
Table 6.2: Test Results
some of the transformed queries, e.g., QT7, return irrelevant tuples. First, WordNet
ontology uses some instance names to represent concepts. For example, it considers the
island name ’Charles’ as a sub-concept of the concept ISLAND. The GNIS database
designers use such names to refer different things. For example, ’Charles’ can be used
to refer the river ’Charles’ or a populated place in a city. Second, such names have not
been deleted from the ontology as we do not need them for our query transformation.
In our approach, we do not consider instances as part of an ontology. As a consequence,
the mapping of concepts to database values was not as accurate as required. We con-
clude then that it is necessary to have correct mappings in order to retrieve the most
relevant results.
In addition, the answers of QTi-queries are better than the answers of QSi-queries.
QSi-queries return many tuples, but most of them are irrelevant because the queries
are based only on the syntax of feature names. Furthermore, all QTi queries (except
QT4) return more relevant tuples than QSi queries. Moreover, QTi queries have low
recall because the mapping is not complete, as illustrated in Section 4.4. That is, some
feature-name values are not mapped to ontology concepts. The reason is that, the
WordNet ontology does not capture the semantics of all geographical features of loca-
tions. For this application, the use of a domain ontology, which provide more specific
semantics about the domain of geography, would improve the recall of QTi. Never-
theless, using WordNet the queries QTi have high precision. Furthermore, WordNet
is well appropriate to cover semantics of the feature types since most of the values of
feature-type are represented in that ontology.
6.4.2 Efficiency Evaluation
It is evident that the response time of a query increases if it is transformed. The main
reason for this is that, the computation time is dominated by querying the ontology for
finding concepts and their corresponding terms. Therefore, the response time heavily
depends on the ontology tool being used to manage the ontologies. We performed a set
of performance tests for the ontology tools, Jena and Sesame, used by ODBT.
For the tests we submitted a set of queries and transformed them using Collection
Rule and measure the response time. The transformed queries have different number
of equal predicates. Figure 6.16 shows that the response time increases as the number
of the additional predicates in the transformed query increase. Additional predicates
143











Figure 6.16: Run-time Performance of ODBT with Jena and Sesame
are built up using concepts retrieved from the ontology which are related through ISA-
relationships. Compared to Jena, the (blue) curve of Sesame shows that ODBT with
Sesame provides better run-time performance. In addition, by examining the (red)
curve of Jena we deduce that the first query submitted to ODBT with Jena takes
more time than the subsequent queries. The main reason is that, before executing the
first query Jena has to build inferences in the main memory for the inferred graph, as
illustrated in Section 6.1.3. However, Sesame does not need to build inferences during
query execution since the inferred graph is stored in the database. Figure 6.17 depicts
the result of measuring the amount of time spent on initializing Jena and Sesame. We
consider different number of RDF-statements from the ontology. We deduce that for









Figure 6.17: Run-time Initialization Phase
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6.5 Summary
The ODBT-prototype shows that the concepts developed in this thesis are not just of
theoretical interest but they provide practical solution to the semantic problem of query
processing. In particular, we conclude that they can be put to work using existing Web
technologies: Ontologies can be encoded using RDF/S schema, OWL can be used to
support inference mechanisms, and Jena and Sesame tools are appropriate for storing
and querying ontology data. Moreover, we used XML to develop a language for repre-
senting mapping structures required for query processing. The successful use of existing
technologies makes us optimistic about the potential contribution of our approach to
a more ’intelligent’ query processing. We used the ODBT-prototype to evaluate the
effectiveness of our semantic transformation for improving query processing. We suc-
cessfully applied the prototype to query a geographic database in a semantical way.
Our evaluation tests show that the semantic transformation provides more meaningful
answers to user queries.
Chapter 7
Conclusion and Future Work
Extension of current database systems to support effective query processing has received
a large amount of research attention, yet another challenge facing existing systems is
the restrictive nature of query answering. That is, database systems support only
exact query answering, i.e., they solely rely on exact syntax of queries to retrieve
data. The meaning of real world objects represented in a database is neither explicitly
specified nor completely captured by these systems. As consequence, query answering
often does not meet user intentions. This problem has not received much attention in
database research. The main contribution of this work is to extend existing database
systems to deal with the meaning of queries. We present a new approach to improve
query answering based on semantics from ontologies. User queries are transformed into
queries which can provide more meaningful results, better meeting the intention of the
user. We conclude that ontologies are indeed a suitable technology for supporting the
semantic transformation. More specifically, the major contributions of this thesis are
as follows:
1. The effective use of ontologies for enhancing query processing in database man-
agement systems. We show how semantics of objects represented in a database
can be explicitly captured and used to provide meaningful results for user queries.
2. The definition and specification of different kinds of mappings that relate concepts
of an ontology with those of a relational database. We consider both extension
and schema of the database for the mapping specification. However, current
work in this area ignores the mapping of database extensions. We developed a
set of algorithms to determine such mappings based on linguistic, structural and
semantic approaches.
3. The development of two sets of transformation rules for the semantic transforma-
tion. The first set extends the answer of a query with meaningful results that are
relevant to the user. The second set restricts the answer of a query by reducing
non-meaningful results that are irrelevant. We demonstrate the usefulness of the
rules based on practical applications.
4. The successful use of the theory of term rewriting systems to formalize the query
transformation process and to study basic properties for the rules application.
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The transformation process is correct and we prove that it terminates. In addi-
tion, we distinguish two sets of rules according to their application. We prove
that the answer of the transformed query produced by rules of the first set does
not depend on the application order. We also prove that the order of rules of the
second set may affect the quality of the answer, and hence some irrelevant tuples
might be returned. However, we demonstrate how we can obtain a meaningful
transformation even by applying all the rules.
5. The building of the prototype system ODBT which implements the ontology-based
approach we advocate for the semantic query transformation. We show how we
can use available technologies for implementing some components of the proto-
type. We also develop an XML syntax-based language for representing mapping
information. The language is based on our mapping specification with the focus
on the mapping of database extensions.
6. The evaluation of the capability of our semantic approach by implementing an ap-
plication over a real-word database and a real-world ontology. The results of some
test queries submitted to the database indicate that our semantic transformation
is able to provide answers with high levels of user satisfaction.
Our approach is useful for building scientific applications in several domains such
as geographical information systems, medical systems, and biological systems. For
this purpose, some prominent ontologies can be employed, such as the Gene Ontol-
ogy [Con06]. Furthermore, with the realization of the Semantic Web more and more
domain ontologies will become available in the near feature.
There are many possible directions for future research on semantic query processing
due to the importance of the problem. In the following, we propose improvements to our
approach from three different viewpoints: ontology development, mapping discovery,
and query answering.
1. Building and reusing ontologies: A well-defined ontology that describes the under-
lying database is fundamental for applying the semantic transformation. When-
ever an ontology is not available, methodologies and methods are required to
enable the generation of ontologies. Building an ontology that completely cap-
tures the semantics of database is of great interest. To this end, an important
area of research is finding potential sources to extract semantics that are em-
bedded in the database, e.g., meta-data, schema [JDM02]. Reverse-engineering
techniques can help to semi-automatically generate ontologies [Ast05]. When an
ontology is already available, we need methodologies and methods to efficiently
manage, adapt, and control its great amount of concepts for the purpose of reuse
(building a new ontology rather than starting from scratch) [UHW+98]. There,
the major task is to identify or create concepts and relationships that describe
database schema and values. Data mining and clustering techniques can support
this task. For example, techniques based on thresholding can help to identify on-
tology concepts related to the underlying data [EM01]. Moreover, we need tools
that facilitate extraction of semantics, evaluation tools, and tools for editing and
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processing ontology data. Positive results in this area will motivate the use of
ontologies.
2. Developing advanced approaches for the mapping problem: Finding the mapping
between ontologies and relational databases deserves special research attention.
Currently, we are not aware of work that has addressed this problem. Existing
mapping systems, which either perform schema-to-schema mapping or ontology-
to-ontology mapping, should be adapted for performing schema-to-ontology map-
ping and extension-to-ontology mapping. The latter mappings have distinctive
features which must be considered such as taxonomies, complex semantic rela-
tionships, and absence of ontology instances. Furthermore, we need mapping
systems that reduce user interventions during the mapping discovery. The de-
ployment of an ontology for query transformation would be greatly supported by
more automated systems.
3. Generating intentional answers: The transformation approach can be extended
to provide users with intentional answers. An intentional answer can be seen as
a set of statements that characterize the query results for some relevant attri-
butes [HHCF96]. An example is "20 % of electronic products are computers".
Intentional answers are meaningful to the user, especially when the answer to his
query is empty or includes a large number of tuples. Traditional approaches to in-
tentional query answering intend to build generalizations of the attribute values.
Based on these generalizations and the number of tuples in the answer, statements
can be generated. However, building such generalizations may be error-prone and
may not precisely describe the meaning of values. We suggest the use of ISA-
taxonomy of the ontology to generalize concepts that correspond to the attribute
values. Generalizations can then be done by ascending the taxonomy and retrieve
higher concepts. Data mining techniques including the attribute-oriented induc-
tion can be used to support the generation of intentional answers in relational
database systems, as described in the work of Yoon [YSP97].
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Appendix A
Ontology and Database Examples
This appendix describes the ontology, the database schema, and the mapping infor-
mation related to the family-example used in Chapter 5. Furthermore, it presents the





























∀x PERSON(x)⇐⇒MAN(x) ∨WOMAN(x) (A1)
∀x FATHER(x)⇐⇒ PARENT (x) ∧MAN(x) (A2)
∀x MOTHER(x)⇐⇒ PARENT (x) ∧WOMAN(x) (A3)
∀x SON(x)⇐⇒ CHILD(x) ∧MAN(x) (A4)
∀x DAUGHTER(x)⇐⇒ CHILD(x) ∧WOMAN(x) (A5)
∀x BROTHER(x)⇐⇒ SIBLING(x) ∧MAN(x) (A6)
∀x SISTER(x)⇐⇒ SIBLING(x) ∧WOMAN(x) (A7)
∀x UA(x)⇐⇒ UNCLE(x) ∨ AUNT (x) (A8)
∀x NN(x)⇐⇒ NEPHEW (x) ∨NIECE(x) (A9)
∀x RELATIV E(x)⇐⇒ UA(x)∨NN(x)∨SIBLING(x)∨CHILD(x)∨PARENT (x)(A10)
∀x ∃ y PARENT (x) =⇒ PERSON(x) ∧HasChild(x, y) (A11)
∀x ∃ p CHILD(x) =⇒ PERSON(x) ∧HasParent(x, p) (A12)
∀x ∃ y SIBLING(x) =⇒ PERSON(x) ∧HasSibling(x, y) (A13)
∀x ∃ y UNCLE(x) =⇒MAN(x) ∧ (HasNephew(x, y) ∨HasNiece(x, y)) (A14)
∀x ∃ y UNCLE(x) =⇒MAN(x) ∧HasSibling(x, y) ∧ PARENT (y) (A15)
∀x ∃ y AUNT (x) =⇒ WOMAN(x) ∧ (HasNephew(x, y) ∨HasNiece(x, y)) (A16)
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∀x ∃ y AUNT (x) =⇒ WOMAN(x) ∧HasSibling(x, y) ∧ PARENT (y) (A17)
∀x NIECE(x)⇐⇒ DAUGHTER(x) ∧ (HasUncle(x, y) ∨HasAunt(x, y)) (A18)
∀x NEPHEW (x)⇐⇒ SON(x) ∧ (HasUncle(x, y) ∨HasAunt(x, y)) (A19)
∀x y HasDaughter(x, y)⇐⇒ HasChild(x, y) ∧DAUGHTER(y) (F1)
∀x y HasSon(x, y)⇐⇒ HasChild(x, y) ∧ SON(y) (F2)
∀x y HasSibling(x, y)⇐⇒ HasSibling(y, x) (F3)
∀x y z HasSibling(x, y)⇐⇒ HasSibling(x, z) ∧HasSibling(z, y) (F4)
∀x y ∃p HasSibling(x, y) =⇒ HasParent(x, p) ∧HasParent(y, p) (F5)
∀x y HasParent(x, y)⇐⇒ HasChild−1(x, y) (F6)
∀x y HasSister(x, y)⇐⇒ HasSibling(x, y) ∧ SISTER(y) (F7)
∀x y HasBrother(x, y)⇐⇒ HasSibling(x, y) ∧BROTHER(y) (F8)
∀x y∃ p HasUncle(x, y) =⇒ HasParent(x, p) ∧HasBrohter(p, y) (F9)
∀x y∃ p HasAunt(x, y) =⇒ HasParent(x, p) ∧HasSister(p, y) (F10)
∀x y∃ a HasNephew(x, y) =⇒ HasSibling(x, a) ∧HasSon(a, y) (F11)
∀x y∃ a HasNiece(x, y) =⇒ HasSibling(x, a) ∧HasDaughter(a, y) (F12)
x, y, w, z, a, p are variables
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A.1.2 FmDB-Database Schema




































































FKey(NEPid) references Nephew .
Remarks. FKey(id-name) and PKey(id-name)
denote foreign key and primary key constraints
respectively. "FKey(id-name) references Rel-
name": denotes that the key id-name refer-
ences the primary key of the relation Rel-name.
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A.1.3 Mapping between FmO and FmDB
Relationship Database Instances
HasChild {(x, y)|(x, y) ∈ Parenthood}
HasParent {(x, y)|(x, y) ∈ Parenthood}
HasSibling {(x, y)|(x, y) ∈ SiblingOf}
HasNephew {(x, y)|(x, y) ∈ NephewOf}
HasSon {(x, y) | (x, y) ∈ Parenthood ∧ ∃z [(z) ∈ Son
∧y = z]}
HasDaughter {(x, y) | (x, y) ∈ Parenthood ∧ ∃z [(z) ∈
Daughter ∧ y = z]}
HasSister {(x, y) | (x, y) ∈ SiblingOf ∧ ∃z [(z) ∈ Sister
∧y = z]}
HasBrother {(x, y) | (x, y) ∈ SiblingOf ∧ ∃z [(z) ∈ Brother
∧y = z]}
HasUncle {(x, y) | [(x, y) ∈ NephewOf ∧ ∃z [(z) ∈ Uncle
∧y = z]] ∨ [(x, y) ∈ NieceOf ∧ ∃t[(t) ∈ Uncle
∧w = t]]}
HasAunt {(x, y) | [(x, y) ∈ NephewOf ∧ ∃z [(z) ∈ Aunt
∧y = z]] ∨ [(x, y) ∈ NieceOf ∧ ∃t[(t) ∈ Aunt
∧w = t]]}
Table A.1: Mapping between relationships and DB instances: Ψ<E
A.2 Relationship Properties
A.2.1 Semantics of generic relationships
In the following we define axioms that describe the semantics of generic relationships. We use





∀xyz Isa(x, y) ∧ Isa(y, z) =⇒ Isa(x, z)
∀xy Synof(x, y)⇐⇒ Synof(y, x)
∀xyz Synof(x, y) ∧ Synof(y, z) =⇒ Synof(x, z)
∀xyz Isa(x, y) ∧ Synof(y, z)⇐⇒ Isa(x, z)
∀xyz Isa(x, z) ∧ Synof(x, y)⇐⇒ Isa(y, z)
∀xyz Partof(x, y) ∧ Partof(y, z)⇒ Partof(x, z)
∀xyz Partof(x, y) ∧ Synof(y, z)⇐⇒ Partof(x, z)
∀xyz Partof(x, y) ∧ Synof(x, z)⇐⇒ Partof(z, y)
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A.2.2 Semantics of domain specific relationships
In the following we define axioms that describe the semantics of some domain specific rela-
tionships. We use predicates Isaspf , Madeof , Save, Usedfor, Hascolor, and Hastaste to




∀xyz Save(x, y) ∧ Isa(y, z) =⇒ Save(x, z)
∀xyz Save(x, y) ∧ Synof(y, z) =⇒ Save(x, z)
∀xyz Madeof(x, y) ∧ Isa(y, z) =⇒Madeof(x, z)
∀xyz Madeof(x, y) ∧ Synof(y, z) =⇒Madeof(x, z)
∀xyz Usedfor(x, y) ∧ Isa(y, z) =⇒ Usedfor(x, z)
∀xyz Madeof(x, y) ∧ Usedfor(x, z) =⇒ Usedfor(y, z)
∀xyz Synof(x, y) ∧Hascolor(y, z) =⇒ Hascolor(x, z)
∀xyz Synof(x, y) ∧Hastaste(y, z) =⇒ Hastaste(x, z)
∀xyz Isaspf(x, y) ∧ Isaspf(y, z) =⇒ Isaspf(x, z)
∀xyz Synof(x, y) ∧ Isaspf(y, z) =⇒ Isaspf(x, z)
∀xyz Isaspf(x, y) ∧ Synof(y, z)⇐⇒ Isaspf(x, z)
Appendix B
Mapping Definitions
This appendix describes the XML-based syntax used for mapping ontologies and databases
that are implemented in ODBT. It contains
1. Definition of parameters used to connect an ontology with a database.
2. Definition of XML data types for the mappings.
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B.2 XML Data-Type Definition for Mappings
<!-- Database Ontology Map Document Type Definition -->
<!-- Version 0.1 / 31.7.2005 / -->
<!ELEMENT DbOntMapping ((DbConnection), (OntConnection),
(DbRelationOntConceptMapping | DbRelationOntRelationshipMapping |
DbAttributeOntRelationshipMapping | DbRelationOntPropertyMapping)*) >
<!ATTLIST DbOntMapping name CDATA #REQUIRED >
<!ELEMENT OntConnection ((DbConnection | XmlFile)?, Namespace+, OdbtRelationships) >














<!ELEMENT OdbtRelationships (IsARelationship, PartOfRelationship, HasPartRelationship,
SynonymRelationship , IsASpecificRelationship) >
<!ELEMENT IsARelationship (PrimaryRelationship, (SecondaryRelationship)*) >
<!ELEMENT PartOfRelationship (PrimaryRelationship, (SecondaryRelationship)*) >
<!ELEMENT HasPartRelationship (PrimaryRelationship, (SecondaryRelationship)*) >
<!ELEMENT SynonymRelationship (PrimaryRelationship, (SecondaryRelationship)*) >









<!ELEMENT DbRelationOntConceptMapping (DbRelation, OntConcept) >
<!ELEMENT DbRelationOntRelationshipMapping (DbRelation, OntRelationship,
(ProjectionFrom, ProjectionTo)?) >
<!ELEMENT DbAttributeOntRelationshipMapping (DbRelation?, OntRelationship,
(ProjectionFrom, ProjectionTo)?) >
<!ELEMENT DbRelationOntPropertyMapping (DbRelation, OntProperty) >
<!ELEMENT ProjectionFrom ((DbRelation) | (DbAttribute, DbRelation)) >
<!ELEMENT ProjectionTo ((DbRelation) | (DbAttribute, DbRelation)) >
<!ELEMENT ForeignKeyTo (DbRelation) >
<!ELEMENT DbRelation (DbAttribute)* >
<!ATTLIST DbRelation
name CDATA #REQUIRED>
<!ELEMENT DbAttribute ((DbInstance)*,(ForeignKeyTo)?) >
<!ATTLIST DbAttribute
name CDATA #REQUIRED>
<!ELEMENT DbInstance EMPTY >
<!ATTLIST DbInstance
name CDATA #REQUIRED>
<!ELEMENT OntConcept EMPTY >
<!ATTLIST OntConcept
url CDATA #REQUIRED>
<!ELEMENT OntRelationship (OntSubject?, OntObject?) >
<!ATTLIST OntRelationship
url CDATA #REQUIRED>















This appendix presents UML-class diagrams related to the architecture of the prototype ODBT
including the following components:
• The mapping Interface.
• The ontology Tool Interface.
• The transformation Processor.
For the sake of clarity we omit some classes and methods from the diagrams. Furthermore,
we use meaningful names to denote the implemented classes and methods such that their
functionalities can be easily interpreted.
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Figure C.1: ODBT-API Implementation
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Figure C.2: Mapping Interface Implementation
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Figure C.3: Ontology Tool Interface Implementation
179
Figure C.4: Transformation Processor Implementation
Acknowledgments
Many people have, directly or indirectly contributed to this thesis. Here, I would like to take
the opportunity to thank them.
First and foremost, I have much to thank Prof. Johann Christoph Freytag PhD who
initiated and supervised my research. His constant support and frequent meetings have
made this thesis possible. On a more personal note, his patience and more significantly his
perseverance in difficult circumstances were a bright beacon for which I am very grateful.
I would also like to thank Professors Felix Naumann and Kai-Uwe Sattler for their helpful
comments and feedbacks.
Secondly, I want to thank all the people I worked together with during the last five years.
They offered me their friendship, encouragement, ideas, and advice. I am grateful to them
all, especially, Dmitri Asonov, Sven Herschel, and Frank Huber who contributed many useful
comments to earlier drafts.
Last but not least, my sincere thanks to those close to me, my parents for their loving and
dedicated guidance throughout my education, and my friend Tamara for her strong belief in
me and her willingness to live several months with a partner under stress.








Tel.: +49 30 308 247 83
email: necib@dbis.informatik.hu-berlin.de




1975–1981 Elementary school in Kelibia (Tunesien),
1981–1988 Highschool in Grombalia (Tunesien),
Baccalauréat (high school graduation, good)
1988–1990 Training as Computer Technician, Nabeul (Tunesia)
1990–1994 Engineering Study of computer science at the University of Tunis,
Tunis, (Tunesia),
Diplom Engineer (MS, good)
1994–1995 Learning German at the Studienkolleg of Krefeld (Germany),
PNDS Zeugnis (Certificate, good)
1995–1999 Diploma Study of computer science at the RWTH-Aachen University of
Technology, Aachen (Germany),
Diplom (MS, very good)
2000–2006 Graduate Study of computer science at the Humboldt-University of
Berlin, Database group, Berlin (Germany)
Internships
1994 Ministry of foreign affairs of Tunisia, Tunis (Tunisia),
1999 Ericsson Eurolab Deutschland GmbH, Herzogenrath (Germany)
1997–2000 IME-Institute at RWTH-Aachen, Aachen (Deutschland)
Berlin, December 11, 2006
Erklärung
Ich erkläre hiermit, daß
• ich die vorliegende Dissertationsschrift “Ontology-based Semantic Query Processing in
Database Systems” selbständig und ohne unerlaubte Hilfe angefertigt habe;
• ich mich nicht bereits anderwärts um einen Doktorgrad beworben habe oder einen
solchen besitze;
• mir die Promotionsordnung der Mathematisch-Naturwissenschaftlichen Fakultät II der
Humboldt-Universität zu Berlin bekannt ist.
11. Dezember 2006
