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Understanding the source of high-frequency ground motion (10-50 Hz) that occurs during 
an earthquake is not only important from a theoretical standpoint, but from a practical standpoint 
as well. From the theoretical viewpoint, it can lead to improved understanding of the earthquake-
source processes, correct interpretations of seismic data, and more accurate simulations of 
earthquake ground motions. From the practical view, knowledge of the source of high 
frequencies is important for earthquake engineering and the seismic-hazard prediction.  
The generally accepted mechanism for producing high frequencies is any change in the 
rupture velocity, whether smooth and consistent or abrupt and random. Here, we aim to 
thoroughly test this hypothesis with numerical simulations based on both the representation 
integral of elasticity and near-line source approximation in order to determine the true source of 
high-frequency ground motion. 
Our simulation results, based on both the representation integral and near-line source 
model, show that a rupture velocity varying in a consistent, non-random way does not 
preferentially produce high-frequency radiation. The regularity of the rupture velocity artificially 
causes a destructive-interference effect to occur, which suppresses these frequencies. Our results 
further indicate that high frequencies are only produced when the rupture is traveling with a 
randomly varying velocity. The highly variable and randomized rupture velocity eliminates the 
destructive interference caused by assuming a regular velocity law, and removes the artificial 
suppression, resulting in an elevated high-frequency content. We conclude that, contrary to the 
common assumption, not any change in the rupture velocity leads to the generation of high 
frequencies during earthquakes. If the velocity law is smooth and regular, the resulting radiation 
is fully controlled by the artificially induced interference phenomena. In reality, earthquake 
viii 
ruptures will always have a random component in their velocities, eliminating the artificial 
factors forming the radiation. It thus should be expected that realistic ruptures will always 
produce an elevated high-frequency content relative to their smooth counterparts. Attributing the 




CHAPTER 1.    INTRODUCTION  
Determining the source of high-frequency ground motion is still an unresolved question 
in the field of seismology due to a lack of consensus on the mechanism responsible for 
generating high frequencies. Thus, further investigation to determine the true source of high-
frequency radiation is warranted. A correct and improved understanding of the origin of such 
radiation is of considerable importance from both theoretical and practical viewpoints.  
From the theoretical standpoint, understanding the true origin of high-frequency ground 
motion can lead to an improved understanding of earthquake source processes, correct 
interpretations of seismic data, and more accurate simulations of earthquake radiation (Spudich 
and Frazer, 1984; Boore, 1983; Hanks and McGuire, 1981; Joyner and Boore, 1988). 
Furthermore, it can help seismologists further examine and understand earthquake rupture 
dynamics that occur on relatively short spatial and temporal time scales (Spudich and Frazer, 
1984).  
From a practical standpoint, knowledge of the source of high frequencies is important for 
earthquake engineering and seismic-hazard prediction (Housner, 1947; Boore, 1983; Spudich 
and Frazer, 1984; Joyner and Boore, 1988). Specifically, in earthquake engineering, frequencies 
in the range of 10-50 Hz are of considerable interest because they affect mid-level-rise buildings 
and structures. Earthquake and structural engineers require information about ground motions in 
this range because the natural resonance frequency of such structures fall in this band. Due to the 
importance of frequencies in the 10-50 Hz range, we chose to use it to define the high-frequency 
ground motions considered in this study 
Moreover, high frequencies are responsible for controlling the intensity of ground 
shaking, as well as the peak ground accelerations and velocities that occur during an earthquake. 
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The more intense ground shaking and higher peak accelerations caused by the presence of these 
frequencies thus can cause more widespread and extensive damage. Therefore, a more detailed 
understanding of high-frequency ground motion can lead to more comprehensive seismic-hazard 
assessments, as well as allow buildings to be engineered to withstand the expected peak 
accelerations.  
Recently, establishing the possible upper bounds on earthquake ground motions (e.g., 
ground acceleration) has received much attention in the earthquake-engineering community; this 
upper bound has been referred to as the “missing piece” in seismic-hazard assessments (Bommer 
et. al., 2004). In estimating maximum ground motions, three factors must be considered: the 
degree of intensity of seismic radiation from the earthquake source, the interaction of this 
radiation along varying travels paths and portions of the source, and the type of geologic material 
present. The seismic radiation is controlled by the total amount of energy released and its rate of 
release. The amount and rate of energy released are dependent on factors related to mechanics of 
the rupture process such as magnitude of slip, slip velocity, and rupture-propagation velocity 
(Bommer et. al., 2004).  
These quantities often have a high degree of spatial variability due to heterogeneities in 
geologic materials and stress conditions across the fault plane. Thus, the degree of spatial 
variability needs to be taken into consideration when attempting to simulate earthquake ground 
motions, as the rate of change in these quantities, as well as their maximum value, contribute to 
the level of radiation (Bommer et. al., 2004). Past approaches to solve the problem of the upper 




Dynamic numerical models are used in order to attempt to simulate the physical 
properties of earthquake ruptures (e.g., Andrews et. al., 2007; Ripperger et. al., 2007 and 2008). 
However, dynamic approaches are disadvantageous as several, not well-constrained parameters 
related to faulting such as initial stress state, values for dynamic and static friction, and fracture 
energies need to be defined. These parameters related to faulting that dynamic numerical models 
require to simulate ground motion are often determined arbitrarily due to limited observational 
constraints; thus, the uncertainty of these parameters limits the accuracy of the dynamic 
numerical-modeling approach.    
Another approach previously used has been kinematic numerical modeling (e.g., Zeng et. 
al., 1994; Boore, 2000 and 2003; Schemedes and Archuleta, 2008). Kinematic models are not 
limited by the majority of uncertainties associated with dynamic simulations. Nevertheless, these 
models still require a rupture-propagation velocity and slip function to be assumed. These 
quantities are usually better observationally constrained than the parameters related to faulting 
that need to be defined for a dynamic numerical model.  
Previous kinematic and dynamic numerical models have been used to successfully 
simulate earthquake motions. However, the solutions obtained via both models are limited only 
to low frequencies, usually below 10 Hz. Strong ground motions relevant to earthquake 
engineering, though, extend to 50 Hz (Spudich and Frazer, 1984). A particular disadvantage of 
the dynamic numerical modeling is that it relies on solving the equations of motion with 
computer-intensive calculations to be successfully completed. Such calculations are only 
possible on expensive parallel machines that are not readily available (Beresnev, 2017b).  
Therefore, the commonly employed dynamic and kinematic numerical approaches can be 
ineffective in determining the causes of high-frequency motion or its upper bounds. Both 
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techniques cannot accurately and completely capture the frequency range of interest and require 
computer-heavy computations that are often inaccessible. Due to these shortcomings, an 
alternative method was explored and verified by Beresnev (2017b) to produce valid and useful 
results for ground-motion simulations.  
This approach is based on the representation integral, which was first derived by Aki and 
Richards (1980, their equation 14.37). It is the double integral over the fault plane that represents 
the exact wave field radiated by a fault rupture, in a homogeneous elastic space. The advantage is 
that the solution is exact for any frequency, and the underlying physics of rupture can be 
accurately captured. Therefore, a significant advantage is that ground motions that fall within the 
entire range of high frequencies can be simulated. Furthermore, unlike other approaches, 
simulations based on the representation integral can be executed without the use of expensive 
parallel machines with high computing-intensive capabilities. 
To verify the validity and accuracy of simulations based on the representation integral, 
Beresnev (2017b) used this approach to simulate earthquake ground motions that were observed 
during the 1992 Landers, California earthquake. The simulated ground displacement, velocity, 
and acceleration time histories closely matched the real-life, recorded motions as shown in 
Figures 4 and 5 of Beresnev (2017b). We note that we cannot expect the representation integral 
to provide all the details of the recorded motions from an earthquake, as they are controlled by 
random factors that cannot be anticipated theoretically. However, it is important to note that, 
even though the simulated ground-displacement, velocity, and acceleration time histories were 
reduced in complexity compared to real life, the shapes of the displacement and velocity pulses, 
as well as the magnitude of the acceleration peaks were predicted correctly. That is why, overall, 
the representation integral produced accurate solutions (Beresnev, 2017b). Therefore, the 
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representation integral is a valid and accurate tool to use in numerical simulations for 
determining the cause of high-frequency ground motion.  
Another study conducted by Beresnev (2017a) also looked into the cause of high-
frequency ground motion using the representation integral. Previous studies, conducted by 
Madariaga (1977), Somerville et. al. (1999), and Shi and Day (2013), cite that spatial 
heterogeneity in static slip or slip velocity and changes in rupture velocity over the fault plane 
are responsible for generating high frequencies. However, results of Beresnev (2017a) indicated 
that introducing irregularities into the slip did not lead to any significant enhancement in high-
frequency radiation.  
Further results from this study conducted by Beresnev (2017a)  concluded that it is not 
the spatial heterogeneity of either the final slip or maximum slip velocity that control the level of 
high frequencies in the radiated ground-motion spectra, but rather the average maximum rate of 
slip on the rupture plane is the controlling factor. Another study, conducted by Kame and Uchida 
(2008), used a different model based on the coalescence of two cracks and the stress-field 
concentration that resulted. However, even though their model was entirely different, their 
findings were similar: the slip rate was the mechanism responsible for generating the high 
frequencies. Another study, based on the physical fracturing of rock samples, found the slip rate 
was the mechanism responsible for producing such frequencies as well (Beeler et. al., 2019).  
The question of whether or not the changes in rupture velocity (acceleration/deceleration) 
are responsible for producing the high-frequency ground motion nevertheless still remains open. 
Here, we aim to address this particular question. Specifically, we will test the hypothesis that 
such changes necessarily lead to elevated high-frequency content in the radiated spectra, using 
numerical simulations based on the representation integral as a theoretical tool. The results will 
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help further the understanding of the true causes of high-frequency seismic motions from a 
theoretical standpoint and could prove useful in earthquake-engineering applications related to 










CHAPTER 2.    METHODS 
Numerical Integration Validation 
Our simulations are all conducted in Mathematica using the numerical integration 
technique. Numerical integration does not produce analytical solutions as the technique uses 
computer algorithms rather than theoretical integration to derive a solution. To verify that the 
numerical integration is valid, we compared the solution of a chosen integral obtained 
numerically to the known, analytical solution of the same integral. The chosen integral needed to 
contain oscillatory terms, because the integrals used in our simulations contain such terms as 
well. Furthermore, we required that the integral chosen for comparison was a double integral, as 
the integrals used in our simulations are double as well. With these requirements in mind, the 
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This integral fit our requirements as it was a double integral and contained the terms 
𝑠𝑖𝑛(2𝑦)	and 𝑠𝑖𝑛%(𝑥), which served as our needed oscillatory terms. Note that the upper limit for 
𝑦 is not fixed and can take on any value chosen. We tested 𝑦 from 1 to 500. The numerically 
integrated solution for the integral was compared to the known, analytical solution via a ratio 
(Figure 1). Notice that the ratio between the two solutions is one for every value input for the 
upper limit of 𝑦, indicating that there were no significant differences between the analytical 
solution and numerically integrated one. Thus, this provides a high degree of confidence that the 





Figure 1. Ratio between the known analytical solution and numerically integrated solution in equation (1). Note that 
the ratio is exactly one for everyone value of the upper limit y, which indicates that the numerical integration 
technique is valid and provides a high degree of confidence that simulations conducted using the numerical 
integration technique yield accurate results.  
 
Near-Field Simulations Theoretical Framework 
The first set of simulations performed were for the near field of a fault and were based on 
the representation integral. The representation integral generates an exact solution for the 
radiated wave field during rupture on a fault surface in an elastic half-space (Aki and Richards, 
1980).  
For a rupture that occurs in a homogeneous elastic space with a source time function for a 
radially propagating rupture in the form of 
 
𝛥𝑢(𝝃, 𝑡) = 𝑈(𝝃)𝛥𝑢(𝑡 − 1
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where 𝑈(𝝃) are the final-slip values over the entire fault plane, 𝑟 = |𝝃 − 𝝃𝟎|	is the distance from 
the hypocenter, 𝝃𝟎 is the hypocenter point, and 𝑣 is the velocity of rupture propagation, the 
Fourier transform with 𝑢"(𝒙, 𝑡) as the ith component of the displacement field, the representation 
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(Beresnev, 2017a, equations 4-5). Here, we note that ∆𝑢(𝜔) is the Fourier transform of the slip 
function 𝛥𝑢(𝝃, 𝑡).  The coordinates of the observation point and a point on the fault surface are  
𝒙 and 𝝃, respectively.  The unit vector in the direction of slip is denoted by 𝒏, 𝝂 is the unit 





Furthermore, 𝛼 = 5000	𝑚 𝑠⁄  and 𝛽 =
A000
√;
	𝑚 𝑠⁄  are the P- and S-wave propagation speeds, 
respectively; 𝜌 = 2700	 𝑘𝑔 𝑚;^ 	and 𝜇 = 	𝛽
%𝜌 are the density and shear modulus of the medium. 
The angular frequency is denoted by 𝜔 = 2𝜋𝑓 and the coefficients before the terms describe the 
angular radiation and geometric spreading patterns of the rupture. Lastly, the double integration 
is carried out with respect to the entire fault plane, denoted by Σ(𝝃)	(Aki and Richards, 1980).  
The fault-plane geometry the integration is carried out with respect to is and used in our 
simulations is shown in Figure 2. The simulations are conducted for a vertical, right-lateral 
strike-slip fault with a fault plane length and width of both 3400 m. These values for the length 
and width correspond to a fault plane configured for a magnitude-five earthquake (Wells and 
Coopersmith, 1994). The particular values of the fault dimensions and the respective magnitude 
were chosen, because a fault plane configured for an earthquake with a higher magnitude caused 
significant convergence issues with the representation integral. The location of the hypocenter 
(the point of rupture initiation) was located at the coordinates of {L/2, 0, -W/2} m, where 𝐿 and 
𝑊 are the length and width of the fault plane respectively. The observation point was located at 
the coordinates of {0, 200, 200} m and is shown by the triangle in Figure 2. Lastly, the location 









Figure 2. The geometry of the fault plane for the near-field simulations. A is the location of the epicenter with 
coordinates {L/2, 0, -W/2} m. The location of the observation point, the point where the seismic signal from the fault 
is recorded, is shown by the triangle and has the coordinates {0, 200, 200} m. Lastly, point O shows the location of 
the origin for our coordinate system.  
 
Near-Field Simulation Scenarios 
 We conducted four simulations with the representation integral to determine the effect of 
variable rupture velocity (acceleration/deceleration) on the generation of high-frequency ground 
motion. The variability in the rupture propagation was achieved by replacing the time delay of 
𝑟 𝑣⁄  in the 𝑒
,"4*+  multiplier in the integrand of equation (3) by a fault-position dependent Δ𝑡(𝑟) 
of an arbitrary form. This substitution yielded 𝑒,"4CD(1)	 as the multiplier in the integral. 
Therefore, this modification allowed the integral (3) to be used to determine the effect of a 
variable rupture velocity on high-frequency radiation.  
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The simulation scenarios were as follows: constant rupture acceleration, constant rupture 
deceleration, sinusoidally modulated rupture velocity, and randomized rupture velocity. These 
simulation scenarios were chosen in order to best represent and investigate all possible, real-
world rupture velocity cases. Rupture travel time curves for all simulation scenarios are included 
in Appendix A.  
 
Constant Acceleration/Deceleration 
In our first two simulations, the rupture had a velocity that traveled with either a constant 
acceleration or constant deceleration. For the constant-acceleration simulation, the rupture started 
at the hypocenter, 𝑟	 = 0, with the initial velocity equal to zero. The rupture then traveled with a 
constant acceleration to reach a terminal velocity, which we designated as 𝛽, at the corners of the 
fault surface. For the constant-deceleration case, the terminal and initial velocities were reversed. 
The rupture still started at the hypocenter; however, the initial velocity was set equal to the terminal 
velocity, and the rupture then traveled with a constant deceleration to reach a velocity of zero at 
the corners of the fault. Both simulations were concluded when the rupture reached the corners of 
the fault. The equation that represents the travel time for the rupture to reach any distance 𝑟 on the 





.      (5) 
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Sinusoidally Modulated Velocity 
A velocity that was modulated spatially by introducing a sinusoidal function into the 
travel time equation was the third simulation conducted. The sinusoidal modulating function was 
chosen, because this allowed for periods of quicker and slower movement with variable 
acceleration. The following equation was used to modulate the velocity: 
 
𝑣(𝑟) = ?̅? + 𝑣& 𝑠𝑖𝑛 𝑘𝑟,      (6)                
                                                 
where ?̅? was 0.5𝛽, 𝑣F was the amplitude and was equal to 0.75?̅?, and the spatial period of 
2𝜋
𝑘^ 	was equal to 100 m. Therefore, the travel-time equation for the rupture to reach any 
distance 𝑟 on the fault plane with this velocity law was found to be:  
 
















g.  (7)    
 
 





− 𝑎𝑟𝑐𝑡𝑎𝑛 d 2,
H2G!,2,!




− 𝑎𝑟𝑐𝑡𝑎𝑛 d 2,
H2G!,2,!
gi. Mathematically, the 
periodicity is required to maintain that the arctangent remains a unique function of 𝑟. 
Furthermore, it is physically not possible for the travel time to oscillate and it can only increase 
with distance. With this physical restriction in mind, the function appearing in equation (7) 
needed to be corrected. To achieve the correction, every time tanN𝑘𝑟 2̂O entered into the new 
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period, except for the first, the value of %I
-H2G!,2,!
 was added to the travel time. Therefore, the 
corrected travel time equation was achieved by adding an additional term to equation (7) and was 
as follows: 
 







.     (8)                                               
 
Here, we note that 𝑟𝑜𝑢𝑛𝑑(𝑥) is the rounding function, which gives the integer closest to 𝑥.	Thus, 




, values of 𝑘𝑟 2^  below 
𝜋
2^  are rounded to zero, the values 
between 𝜋 2̂	and 
3𝜋
2^  to one, etc. Therefore, this correction produced the necessary physical 
behavior we required and equation (8) was the one used as the travel-time equation in the 
sinusoidally modulated rupture-velocity simulation. Lastly, we note that the rupture started at the 
hypocenter and the simulation was concluded once the rupture reached the corners of the fault.  
 
Randomized Rupture Velocity 
 In the last simulation, the rupture traveled with a constant velocity of 0.8𝛽; however, a 
random component was incorporated in the travel time equation Δ𝑡(𝑟), which allowed for 
variability in the rupture velocity. A spatially variable Δ𝑡(𝑟) was produced by incorporating a 
normally distributed random variable 𝜂 with a mean of zero and standard deviation of 0.3. 
Therefore, this modulated the constant velocity 𝑣 as 𝑣(1 + 𝜂). In order to produce a travel-time 
curve for the randomized rupture velocity, the fault length was divided into 40 equal intervals 
with the length ΔL, and the incremental rupture travel time through each consecutive ith segment 
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was calculated as Δ𝑡" = Δ𝐿/[𝑣(1 + 𝜂)]. The resulting grid of forty travel-time values was then 
fitted with a polynomial function of order 3 to produce a smooth curve for the rupture travel 
time.  A polynomial of order 3 was chosen, since any higher-degree function resulted in the 
variations in the travel times that, for example, were physically unrealistic (travel times 
decreasing with increasing travel distance). 
A standard deviation of 0.3 was chosen to produce a realistically looking smooth travel-
time curve. An example of the rupture travel-time curve with a 0.3 standard deviation is shown 
in Figure 3. A condition of not allowing the travel time to decrease with increasing distance was 
maintained. Lastly, the rupture initiated at the hypocenter, and the simulation was concluded 
once the rupture reached the corners of the fault.  
 
 
Figure 3. Example rupture travel-time curve produced with a 0.3 standard deviation. For comparison, the constant-





Analysis of Near-Field Simulations 
All of our simulations are compared to a constant-velocity base case, which we refer to as 
the uniform case. Simulations that had an imposed acceleration/deceleration is referred to as a 
disturbed scenario. The constant rupture velocity base case is used, because a rupture with 
constant velocity has no acceleration/deceleration. Therefore, when a simulation with 
acceleration/deceleration is compared to the constant-velocity base case, the effect of a variable 
rupture velocity on the generation of high-frequency ground motion is clearly visible.  
To determine whether high frequencies were preferentially produced or not, a ratio was 
computed between each individual disturbed spectrum and the uniform spectrum. If the ratio 
between the disturbed-to-uniform spectra was consistently greater than one, then this indicated 
that high-frequency ground motion was preferentially generated. However, if the ratio was not 
consistently greater than one, then this indicted no high frequencies were produced.  
 
Far-Field Unidirectional Near-Line Source Simulations Theoretical Framework 
The near-line source approximation was used to conduct further analyses. The additional 
simulations were conducted to test the effect of the increasing level of randomness in rupture 
velocity on the generation of high-frequency ground motion. The near-line source approximation 
is an asymptotic, simpler solution of the full representation integral. For a rupture with constant 
velocity it is as follows (Aki and Richards, 1980, their equation 14.18):  
 
















where 𝑐 is the wave-propagation speed (set equal to 𝛽 in our simulations)	and 𝛹 is the angle 
between the direction to the receiver and the direction along the line source. The integration is 













=.     (10)                   
                   
This simpler form of the full representation integral was derived by Aki and Richards 
(1980) by ignoring the near-field terms, which can be neglected if the receiver position is located 
on the order of 10; m away from the source. To determine the far-field condition, the ratio 
between the near-field and far-field term in equation 14.37 of Aki and Richards (1980) is 
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where 𝛥?̇?(𝝃, 𝑡) is the time derivative of the slip function. Furthermore, 𝛥?̇?(𝝃, 𝑡) is on the order of 




≪	10!9      (12) 




Lastly, 𝛥𝑢(𝝃, 𝑡) is on the order of 1	𝑚, which further reduces equation (13) to: 
 
𝑅 ≫	10;	𝑚,       (14) 
 
which results in the far-field condition being located at a distance on the order of 10;	m away 
from the source. We also note that Aki and Richards excluded the dimensional multiplier of 
W
7IXJ&8
 in their expression of the near-line source approximation, which is also not included in 
our equation (9).  
According to the approximation, the simulations were all conducted for a fault plane with 
the length much longer than its width. A diagram of the fault plane is depicted in Figure 4. The 
epicenter was located at the origin, and the observation point was placed sufficiently far away 





Figure 4. Geometry of the fault plane for the near-line source approximation simulations. The epicenter of rupture 
initiation is located at point A, which was placed at the origin. The observation point, where the spectrum for each 
simulation was produced, is shown by the triangle. 
 
Far-Field Unidirectional Near-Line Source Simulation Scenarios 
Here, we used a unidirectional near-line source to determine the effect of increasing 
levels of randomness in the rupture velocity on the generation of high-frequency ground motion. 
First, in order to incorporate a variable rupture velocity, a variable travel time equation ∆𝑡(𝜉+) 
was used to replace the time delay Y4
2
 appearing in the integral in equation (9). Performing this 
substitution yielded the following integral we used:  
 










The degree of randomness in the rupture propagation was introduced in the same manner 
as in the near-field simulations earlier. As before, we turned to the normal distribution to achieve 
the variability in the rupture velocity by introducing a random variable 𝜂 with a mean of zero and 
varying standard deviation. The constant velocity 𝑣 was still modulated as 𝑣(1 + 𝜂). However, 
we varied the standard deviation from 0.1 to 1 in 0.1 increments in order to determine the effect 
of increasing levels of randomness in the rupture velocity on the generation of high-frequency 
ground motion. We further note that the travel time was not allowed to decrease with increasing 
travel distance as this is not physically feasible. All of the rupture travel time curves used in this 
set of simulations are included in Appendix B.  
 
Analysis of Far-Field Unidirectional Near-Line Source Simulations 
Simulations based on the near-line source approximation were compared to a constant 
rupture velocity base case. The base case was used to clearly observe the effect of increased 
randomness levels in the rupture velocity on the generation of high frequencies.  
To determine if high-frequency ground motion was suppressed or not in the randomly 
varying rupture-velocity simulations, the slope for each spectrum produced during the simulation 
was determined. Here, we note that the slope of the spectrum for the constant velocity base case 
was -1, according to equation (9) if plotted on log-log axes. If the slope of the spectrum produced 
from the simulation with a randomly varying rupture velocity decreased from -1 (i.e., the slope 
became shallower), this indicated that the simulation resulted in less suppression of high-
frequency radiation. On the other hand, if the slope increased from -1 (i.e., the slope became 




Fault-Finiteness Simulations  
The last set of simulations performed was to analyze the effect of fault finiteness on the 
radiated spectra, without variations in the velocity added. The goal was to determine whether the 
slope of the radiated spectrum and thus the level of high frequencies were dependent on the finite 
fault dimensions. The base case for the comparison in such a case is the radiation from the near-
line source defined by equation (9). In order to determine the effect of fault finiteness, we return 
to the Fourier transform of the full representation integral in equation (3).  
 
Simulation Scenarios 
 We conducted two sets of simulations to test the effect of fault finiteness on the radiated 
spectra at various observation-point distances. The first set was performed for a narrow fault and 
the second for a square fault. The dimensions of the narrow fault were the width W = 100 m and 
the length L = 3400 m. The dimensions of the square fault were configured for a magnitude-five 
earthquake, as before, and had a length and width of both 3400 m (Wells and Coopersmith, 
1994). The hypocenter was located at the coordinates of {0, 0, −𝑊 2̂} for both the narrow and 
square-fault simulations. Figure 5 shows the fault-plane geometry for the narrow-fault 
simulations and Figure 6 for the square-fault ones. Furthermore, the observation point was 
placed at various distances from the edge of the fault plane in both simulations. The observation 
point had the general coordinates of {0,0, 𝑟	}, where 𝑟  represents the distance from the edge of 
the fault plane to the observation point. The following were the various distances used for the 
location of the observation point: 200 meters, 2000 meters, 20000 meters, and 200000 meters. 
Lastly, we note that for all simulations performed in the narrow- and square-fault simulation 




Figure 5. Fault-plane geometry for the narrow-fault simulations. The length is 3400 m and the width is 100 m. The 
hypocenter is located at A, O represents the origin of our coordinate system, and the observation point is shown by 
the triangle. Note that the observation point was placed at various distances from the edge of the fault plane, but its 
general location is shown. 
 
 
Figure 6.. Fault-plane geometry for the square-fault simulations. The length and width are both 3400 m. The 
hypocenter is located at A, O represents the origin of our coordinate system, and the observation point is shown by 
the triangle. Note that the observation point was placed at various distances from the edge of the fault plane, but its 




Fault-Finiteness Simulations Analysis 
 Each individual spectrum produced in the simulations was compared to the spectrum 
produced from the asymptotic solution shown in equation (9). However, in order to fully 
compare the solution from the full directivity integral in equation (3) to the asymptotic solution, 




.	 	 	 	 	 	   (16)            
                        
where R is the distance from the origin to the observation point. The correction factor is 
necessary to account for the dimensional multiplier that Aki and Richards (1980) omitted from 
their expression of the near-line source approximation of the full representation integral shown in 
(3). The added factor of 𝜔 results from the fact that, in the Fourier domain, the spectrum in the 
far field is multiplied by 𝜔.	The correction factor was applied to each simulation by normalizing 
the resulting spectrum by this factor, which allowed us to directly compare the solution from the 







CHAPTER 3.    RESULTS 
Near Field Simulations  
Rupture acceleration/deceleration is the mechanism generally accepted as the cause of 
high-frequency earthquake ground motion (Madariaga, 1977; Somerville et. al.,1999; and Shi 
and Day, 2013). Here, we conducted simulations based on the representation integral to 
determine the effect of rupture acceleration/deceleration on the generation of high-frequency 
earthquake ground motion (10-50 Hz). The simulation scenarios conducted were the following: 
constant rupture acceleration, constant rupture deceleration, sinusoidally modulated rupture 
velocity, and random rupture acceleration. These scenarios were chosen as they represent 
possible, real-world variable-velocity situations. 
The constant rupture acceleration, constant rupture deceleration, and sinusoidally 
modulated rupture velocity cases did not preferentially cause any high-frequency ground motion. 
Specifically, the ratio of disturbed- to uniform-velocity spectra for all three scenarios was not 
consistently above one. Figure 7 shows plots of the spectral ratios between the disturbed and 
uniform scenarios computed for all three simulations. Notice that, for each scenario, the ratio 
indicates there was some boost in spectral energy at intermediate frequencies. However, there 
were no high frequencies preferentially produced, as the ratio for all three cases never 
maintained a consistent value above one when compared to the constant-velocity base case, in 
which the rupture traveled at 0.8𝛽.  
We suspect that the smoothness and regularity of the rupture velocity caused a 
destructive-interference effect to occur between the seismic waves travelling from various 
portions of the fault plane, which contributed to the lack of high frequencies. These data suggest 














Figure 7. Spectral ratio for the constant rupture acceleration (a), constant rupture deceleration (b), and the 
sinusoidally modulated rupture velocity (c). Notice that the ratio for all three cases did not maintain a value 
consistently above one. This indicates that no high-frequency ground motion was preferentially generated. 
 
In order to fully test if rupture acceleration/deceleration causes high-frequency ground 
motion, we conducted one further simulation with random rupture velocity. Unlike the previous 
three cases, the randomness in the velocity did result in the preferential generation of high 
frequencies. The ratio of the disturbed- to uniform-velocity spectra was consistently greater than 
one (Figure 8). Furthermore, the values are all almost double the ratios for constant acceleration, 
constant deceleration, and sinusoidally modulated velocity scenarios further indicating that the 
random rupture acceleration caused the observed high-frequency ground motion.  
We suspect that the non-smooth and non-regular rupture velocity did not allow 
destructive interference to occur, eliminating artificial suppression of high frequencies and 
resulting in their enhancement. This suggests that a smooth, regular rupture velocity does not 




smooth), non-regular velocity law. Moreover, this result contradicts previous thought by 
Madariaga (1977), Somerville et. al. (1999), and Shi and Day (2013), who argued that any 
changes in rupture velocity, whether smooth and regular or not, will contribute to the preferential 
generation of high-frequency ground motion. Lastly, we note here that the preferential generation 
of high frequencies in the random rupture-acceleration simulation was unexpected. Due to this 
unexpected result, we were prompted to further investigate the relationship of a randomly 
varying, non-regular velocity on the generation of high-frequency motions.  
 
 
Figure 8. Spectral ratio between the randomized- and constant-velocity cases. Note that the ratio maintained a 
consistent value above one. Additionally, the values are all almost double the ratios shown for the simulations in 







Far-Field Unidirectional Near-Line Source Simulations 
In order to fully determine if a randomly varying rupture velocity is responsible for 
producing high-frequency earthquake ground motion, we turned to the near-line-source 
approximation derived by Aki and Richards (1980). Here, we attempt to determine what effect, if 
any, increasing levels of randomness incorporated into the rupture velocity had on the generation 
of high frequencies. To achieve increasing levels of variation in the velocity, we introduced a 
spatially variable Δ𝑡(𝑟) by incorporating a normally distributed random variable 𝜂 with a mean 
of zero and standard deviation that was increased from 0.1 to 1 in 0.1 increments. Therefore, this 
modulated the constant velocity 𝑣 as 𝑣(1 + 𝜂) and allowed us to systematically increase the 
level of randomness incorporated into the rupture velocity. This method of introducing a degree 
of randomness into the rupture propagation was done in the same manner as described before in 
the near-field simulation of the randomized rupture velocity in the Methods section.  
Our first result indicated that, when using equation (9) and assuming a constant rupture 
velocity, a Sinc function, represented by the term !"#V
V
 in equation (9), is introduced into the 
directivity spectrum. The directivity spectrum describes how ∆𝑢(𝜔), the source time function, in 
the resulting radiation is modified over the fault plane, according to the frequency-dependent 
terms following the ∆𝑢(𝜔) term in equations (3) and (9). If a near-line source in the far-field 
with a small source dimension is assumed, the directivity spectrum shown in equation (3) 
becomes much simpler and reduces to equation (9). Therefore, in this simpler case, the 
directivity spectrum is controlled by the Sinc-function term, and Figure 9 shows the directivity 
spectrum produced when equation (9) and a constant velocity are assumed. The Sinc function 
arises due to the destructive interference that occurs between seismic waves originating from 
various parts of the fault surface, which gives the impression that high frequencies are being 
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suppressed from the spectrum. Lastly, we note that the slope of the spectrum when assuming a 
constant velocity is equal to -1, when plotted on log-log axes according to equation (9). The -1 
value for the slope results from the presence of the Sinc function.    
 
 
Figure 9. Spectrum produced from assuming a constant rupture velocity. The Sinc function is shown in blue and the 
slope of the spectrum, which is equal to -1, is shown in green. 
 
Further results indicated that introducing any degree of randomness, no matter how small, 
into the rupture velocity limits the effect of destructive interference and leads to less suppression 
of high frequencies in the observed spectrum when compared to the constant-velocity base case. 
Figure 10 shows a plot for the simulation conducted with a standard deviation of 0.3. The 
remaining spectra from all simulations conducted are included in Appendix C. Notice that the 
slope of the spectrum decreased (became shallower) to a value of -0.5. The decrease in the slope 
resulted from the elimination of the destructive-interference effect that occurs when a constant 
rupture velocity is assumed.  





















Additionally, all simulations conducted with a randomized rupture velocity exhibited a 
decrease in the slope of the spectrum as well. Table 1 lists the value of slope along with the 
standard deviation used for each simulation. The spectra that resulted from each of the 
simulations are included in Appendix C. We note that after a high-enough degree of randomness 
was achieved at a standard deviation of 0.6 and above, the slope of the spectrum stabilized to a 
value of -0.4. However, despite the stabilization, this still suggests that introducing any degree of 
randomness into the rupture velocity limits the effect of destructive interference and no longer 
suppresses the high frequencies from the observed spectrum. Therefore, it appears that assuming 
a constant velocity inherently introduces a suppression of high-frequency ground motion in the 
spectrum via destructive interference. However, once the constant-velocity assumption is 
removed, high frequencies will be present and no longer suppressed due to the removal of the 





Figure 10.. Spectrum produced with a 0.3 standard deviation in rupture velocity (orange). Note that the slope of the 
spectrum is less than the slope of the constant-velocity case shown in blue. The green line represents the slope of the 
randomized-velocity spectrum with the value of -0.5. The decrease in the slope indicates that introducing any degree 
of randomness into the rupture velocity limits the effect of destructive interference, which no longer allows for the 
suppression of high frequencies from the observed spectrum. 
 
Simulation Number Standard Deviation Slope of Spectrum 
1 0.1 -0.7 
2 0.2 -0.6 
3 0.3 -0.5 
4 0.4 -0.5 
5 0.5 -0.5 
6 0.6 -0.4 
7 0.7 -0.4 
8 0.8 -0.4 
9 0.9 -0.4 
10 1 -0.4 
Table 1. Values for the slope of the spectrum for each simulation conducted with a different standard deviation. 
Notice that introducing any degree of randomness into the rupture velocity causes the slope to decrease (become 
shallower) due to eliminating the destructive interference caused by assuming a constant velocity 
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Fault Finiteness Simulations 
 The last set of simulations we conducted was to determine the effect of fault finiteness on 
the radiated spectra, without any variations added to the rupture velocity. Our goal was to 
determine if the slope of the spectra and the level of high frequencies were dependent on the 
finite fault dimensions. The base case used for comparison is the radiated spectra produced from 
the near-line source defined in equation (9). In order to determine the effect of fault finiteness, 
we used the Fourier transform of the full representation integral in equation (3).  
 We conducted two sets of simulations to test the effect of fault finiteness on the radiated 
spectra at various observation-point distances. The first set was performed for a narrow fault and 
the second for a square fault. Recall, Figure 5 shows the fault-plane geometry for the narrow 
scenario and Figure 6 for the square one. Lastly, we note that equation (16) was used to 
normalize our simulation results. The normalization was necessary in order to make the results 
comparable to equation (9), which was our base case. Furthermore, the normalization was 
conducted in order to account for the missing dimensional multiplier that Aki and Richards 
(1980) omitted from their expression of the near-line source approximation shown in equation 
(9) of the full representation integral shown in equation (3).  
The radiated spectra that resulted from the narrow-fault simulations are shown in Figure 
11. Note that the simulations at the observation-point distance of 200000 m (purple line) and 
20000 m (green line) both converge to the Sinc function. The explanation is that these locations 
were at distances greater than 10; m away from the source and fall within the far-field condition 
described by equation (14), and the narrow fault there appeared as a line. Indeed, the fault plane 
that Aki and Richards (1980) used to derive equation (9) was a plane that had a length much 




However, the simulations at 2000 m (orange line) and 200 m (red line) did not converge 
to the Sinc function. The slope of the spectrum increased for the 2000 m simulation but 
decreased for the 200 m simulation. These two observation points did not fall within the far-field 
condition, and we suspect that at these distances, the near- field terms in equation (3) dominated 
the far-field terms, which resulted in the spectra we observed.  
 
Figure 11. Spectra produced from observation points placed at various distances in the narrow-fault simulations. 
 
Our second set of simulations were performed for a square fault, and the radiated spectra 
are shown in Figure 12. Note that the colors representing the various observation-point distances 
remained the same from the previous narrow-fault simulations, and the Sinc function is shown in 
blue for reference. Unlike the narrow-fault simulations, none of the resulting spectra converged 
to the Sinc function. We note that even at the far-field observation points at 200000 m and 20000 
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m the square fault could not appear as a line as it did in the narrow-fault case. This suggests that, 
since the geometry of the square fault in the far-field differed from that of the geometry of the 
fault plane that Aki and Richards used to derive equation (9) for, the resulting spectra were 
prevented from converging to the Sinc function even in the far-field.  
 We note again that at 2000 m, the near-field terms dominated over the far-field terms in 
equation (3): the slope of the spectrum was greater than the slopes for both the locations at 
200000 m and 20000 m. Lastly, results from the 200 m location were excluded due to significant 
convergence issues in integrating equation (3). It was estimated that about 30% of the points for 
this simulation failed to converge, causing the results to be unreliable.  
 
 
Figure 12. Spectra produced from the various observation-point distances in the square-fault simulations. For 




The general inference from the finite-fault simulations is that the finite dimensions of the 
fault plane can further disturb the slope of the high-frequency spectrum, even without any 
variations in the rupture velocity present. The pattern of the slope change appears to be complex 
and is fully controlled by the near-field terms in equation (3); it thus has to be calculated on a 
case-by-case basis. The general trend for the high-frequency suppression by the constant velocity 
nonetheless remains true. 
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CHAPTER 4.    DISCUSSION 
Summary and Explanation of Results 
Results based on our representation-integral simulations in the near field indicate that 
constant rupture acceleration, constant rupture deceleration, and sinusoidally modulated rupture 
velocity did not preferentially produce high frequencies. Recall, Figure 7 shows that the spectral 
ratio between the disturbed- and uniform-velocity scenarios for all three cases never maintained 
a consistent value above one, indicating a lack of additional high frequencies in the resulting 
ground motion. The rupture velocities for all three of these simulations were smooth and regular, 
as well as they changed in a consistent, non-random manner through time. The smoothness and 
regularity of the rupture velocity causes a destructive interference effect to occur between 
seismic waves travelling from various portions of the fault plane. The destructive interference 
suppresses the generation of high frequencies and limits their presence in the resulting ground-
motion spectrum. Therefore, we can attribute the lack of any preferential generation of high 
frequencies to the destructive-interference effect caused by the smoothness and regularity of the 
rupture velocity.  
On the other hand, a simulation with random acceleration preferentially produced high-
frequency ground motion. Again, Figure 8 shows the spectral ratio between the disturbed- and 
uniform-velocity scenarios: the random-velocity case maintained a consistent value above, one 
indicating the preferential generation of high frequencies in the resulting ground motion. Unlike 
the rupture velocities in the previous scenarios, the velocity for the random-acceleration 
simulation was unsmooth, non-regular, and changed in a chaotic, inconsistent manner through 
time. The chaotic and non-smooth nature of the velocity allowed the destructive interference 
effect to be eliminated, which effectively removed the artificial suppression of high frequencies 
37 
 
imposed by assuming a regular, smooth rupture velocity and resulted in the generation of high 
frequencies. However, this result was unexpected and prompted further investigation into the 
effect of randomly varying velocity on the generation of high-frequency ground motion using the 
near-line source approximation.  
The first result from our near-line source approximation showed that assuming a constant 
rupture velocity suppresses the generation of high frequencies. The constant velocity inherently 
introduces a Sinc function into the resulting directivity spectrum, which can be seen in Figure 9. 
The presence of the Sinc function is important to note as it causes a destructive-interference 
effect between seismic waves originating from different parts of the fault plane. The destructive 
interference effectively allows the waves to smooth out the presence of high frequencies from the 
ground-motion spectrum, which gives the impression that no high frequencies are being 
produced (Aki and Richards, 1980, p.810). We further note that the destructive interference 
introduced via the Sinc function causes the slope of the spectrum to be equal to -1, when plotted 
on log-log axes according to equation (9). Therefore, a constant rupture velocity suppresses the 
high-frequency ground motion due to destructive interference introduced via the Sinc function. 
Further results based on the near-line source approximation indicated that introducing 
any degree of randomness into the rupture velocity limited the effect of destructive interference. 
The randomness caused the slope of the spectrum to become shallower or decrease. Figure 10 
shows the effect of a varying level of randomness in the rupture velocity and its effect on the 
slope of the resulting spectrum. The slopes decreased because the effect of destructive 
interference was limited after the constant rupture-velocity assumption was removed and the 
rupture velocity was allowed to vary randomly. Removing the constant velocity assumption and 
allowing the velocity to vary randomly is valid, as a rupture with constant velocity is unrealistic 
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due to variations in fault and rock properties along the path of the rupture (Hutchings, 1994; 
Miyake et. al., 2003). Therefore, high-frequency ground motion is not suppressed with randomly 
varying rupture velocity due to the limited effect of destructive interference and the removal of 
artifacts imposed by the constant-velocity assumption.  
Our last set of simulations performed was to determine whether the slope of the radiated 
spectra and high-frequency content were dependent on the finite fault dimensions, without any 
variations introduced in the rupture velocity. We used the radiated spectra produced from the 
near-line source in equation (9) as our asymptotic base case for comparison. Two sets of 
simulations were performed: one for a narrow fault (Figure 5) and one for a square fault (Figure 
6).  
The radiated spectra from the narrow-fault simulations are shown in Figure 11. Again, 
the simulations at the observation-point distances of 200000 m and 20000 m both converged to 
the Sinc function. The reason for this is that these locations were at distances that fall within the 
far-field condition. Recall that distances on the order of 10;	m or greater away from the source 
fall within the applicability of this condition. The far-field condition can be obtained by 
computing the ratio between the near- and far-field terms in equation (14.37) of Aki and 
Richards (1980). Equations (11) – (13) show the derivation of the far-field condition, verifying 
that distances on the order of 10;	m or greater satisfy the condition. Therefore, the fault plane 
used in this simulation appeared as a line in the far-field, resulting in the convergence of the 
simulations at the 200000 m and 20000 m distances to the Sinc function.  
We remind that the fault plane that Aki and Richards (1980) used to derive equation (9) 
and the spectrum that resulted was for a fault that had a length much longer than its width. The 
geometry of our narrow fault (W = 100 m and L = 3400 m) satisfies this condition, further 
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verifying that the simulations at the distances of 200000 m and 20000 m should converge to the 
Sinc function.  
However, the simulations at 2000 m and 200 m did not converge to the Sinc function 
(Figure 11). The slope of the spectrum increased for the 2000 m simulation but decreased at 200 
m. The observation points at these distances fall outside of the far-field condition, and the slope 
of the spectra is fully controlled by the near-field terms in equation (3). The near-field terms 
dominated our spectra at 2000 m and 200 m, which resulted in the spectra we observed at those 
locations.  
Our last set of simulations were for a square fault, and the resulting spectra are shown in 
Figure12. Unlike the narrow-fault simulations, none of the resulting spectra converged to the 
Sinc function. We note that even at the far-field distances of 200000 m and 20000 m, the square 
fault could not appear as a line as it did in the narrow-fault scenario. Thus, since the geometry of 
the square fault differed in the far field from that of the fault plane geometry used by Aki and 
Richards to derive equation (9), the resulting spectra were prevented from converging to the Sinc 
function even at distances located well within the far-field approximation. However, we do note 
again that, at the distance of 2000 m, the near-field terms dominated over the far-field terms in 
equation (3); the slope of the spectrum at 2000 m was greater than the slopes for both 
observation-point distances of 20000 m and 200000 m.  
Our main conclusion from the finite-fault simulations is that the finite dimensions of the 
fault can disturb the slope of the resulting spectrum, even without any variations introduced into 
the rupture velocity. The change in the slope is variable and appears to be fully controlled by the 
near-field terms in equation (3). However, our conclusions regarding the suppression of high 
frequencies when assuming a constant velocity still remains true.  
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The representation-integral simulations in the near field showed that a smooth, regular 
rupture velocity does not preferentially generate high-frequency ground motion. However, once 
the rupture velocity is allowed to vary randomly in a non-smooth and non-regular manner, high 
frequencies are generated. Further simulations based on the near-line source approximation 
supported the claim that, when assuming a constant velocity, high frequencies are suppressed 
due to destructive interference. Moreover, results from the near-line source approximation 
indicated that introducing any degree of randomness into the rupture velocity eliminates the 
destructive interference and allows high frequencies to be present in the resulting spectrum. 
Therefore, we conclude that high-frequency ground motion is not caused by smooth, regular 
changes in rupture velocity but is rather caused by random, irregular changes.  
 
Comparison of Results to Previous Results 
This result stands in contrast to Madariaga (1977 and 1983) Results from these studies 
conducted by Madariaga (1977 and 1983), based purely on theoretical studies, argued that high 
frequencies were generated by any change in rupture velocity. According to Madariaga (1977 
and 1983), whether or not the change in the velocity occurs consistently or abruptly/randomly 
makes no difference; high frequencies will preferentially be generated in both scenarios. In our 
representation-integral simulations in the near field, we did not observe any preferential 
generation of high frequencies for consistent changes in rupture velocity. Indeed, the velocity in 
the constant-acceleration, constant-deceleration, and sinusoidally-modulated-velocity cases 
changed in a consistent, smooth manner throughout time. 
Despite the changes in the velocity (acceleration/deceleration), we did not observe the 
generation of high frequencies as hypothesized by earlier authors (Madariaga, 1977 and 1983; 
Somerville et. al., 1999; Shi and Day, 2013; Okuwaki, 2014). Our findings indicate that the only 
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time, when high frequencies are generated, is when the rupture velocity changes in a random, 
non-smooth manner. Again, this contrasts the idea that any changes in the velocity, whether 
smooth and consistent or random and non-smooth, will generate the high-frequency ground 
motion.  
Therefore, our findings, based on the results from the representation integral and near-
line source approximation, stand in contrast to the earlier works (e.g., Madariaga, 1977 and 
1983; Somerville et. al., 1999; Shi and Day, 2013; Okuwaki, 2014). Based on our study, it is 
apparent that only a highly variable, randomized rupture velocity leads to the elimination of the 
destructive-interference effect, artificially introduced by assuming a regular velocity law, and 
preferentially generates the high-frequency ground motion.  
 
Comparison of Model to Previous Models 
Past modeling approaches to determine the cause of high-frequency ground motion have 
either been based on dynamic (e.g., Guatteri et. al., 2003; Andrews et. al., 2007; Ripperger et. al., 
2007, 2008) or kinematic models (e.g., Zeng et. al., 1994; Boore, 2003; Schemedes and 
Archuleta, 2008). A kinematic model is one where the slip function and rupture-propagation 
velocity are assumed to simulate expected or future ground motions without taking into account 
an exact model for the rupture process. On the other hand, a dynamic model is one that attempts 
to simulate physical rupture processes by inputting parameters related to faulting and the slip 
function (Bommer et. al., 2004). 
The parameters related to faulting, such as the initial stress state, values for dynamic and 
static friction, and fracture energies, that dynamic ruptures require are parameters that are often 
determined arbitrarily due to limited observational constraints. The uncertainty in these 
parameters limits the accuracy of the dynamic approach. Moreover, previous dynamic 
42 
 
approaches have only been able to simulate ground motions in the lower range of frequencies. 
For example, dynamic models conducted by Ripperger et. al. (2007, 2008) attempted to radiation 
for magnitude 6.7 – 6.9 earthquakes on a vertical strike-slip fault. However, the simulations were 
only able to accurately capture the solutions up to about 2.5 Hz.  
A dynamic model developed by Guatteri et. al. (2003) attempted to allow the required 
parameters related to faulting to vary randomly over time. Not surprisingly, the model was only 
able to simulate ground motions up to about 2 Hz. Strong motions relevant to earthquake 
engineering, though, extend to 50 Hz. The dynamic models invariably fail to accurately capture 
the relevant range of frequencies.  
The kinematic models (e.g., Zeng et. al., 1994; Boore, 2003; Schemedes and Archuleta, 
2008) do not require the input of several, not-well constrained parameters; thus, they are not 
limited by the majority of uncertainties associated with the dynamic models. However, kinematic 
models do require a rupture-propagation velocity and slip function to be assumed. These 
quantities are usually better observationally constrained than the physical parameters related to 
faulting. However, past kinematic approaches have similarly failed to accurately capture the 
entire range of frequencies important to earthquake engineering. The simulations are typically 
limited to about 10 Hz (Zeng et. al., 1994; Boore, 2003; Schemedes and Archuleta, 2008).  
A common disadvantage of both the kinematic and dynamic previous numerical 
modeling is that both approaches rely on computer-intensive numerical calculations, which are 
only possible on expensive parallel machines that are not readily available (Beresnev, 2017b).  
Our model, based on the representation integral, is a kinematic one. However, its 
advantage is that the solution obtained is exact and valid for any frequency within the limits of 
applicability; the underlying physics of high-frequency radiation can be accurately captured as 
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well. Therefore, our model has significant advantages over the previous approaches. Another 
important advantage is that simulations can be executed without the need to rely on the use of 
expensive and not easily accessible parallel machines.  
 
Limitations 
The effect of changes in rupture velocity (acceleration/deceleration) on the generation of 
high-frequency ground motion (10-50 Hz) has been investigated through numerical simulations 
based on both the representation integral and the near-line source approximation. We note that 
our model is kinematic; thus, the slip function and the rupture-propagation velocity were 
assumed, and there is a degree of uncertainty related to the particular (although justifiable) 
assumptions we made.  
We must note as well that all of our simulations could only be used in simulating ground 
motion that would be expected to occur in a magnitude-5 earthquake or lower. We were 
restricted in the magnitude size by issues of purely numerical nature, because fault dimensions 
corresponding to magnitudes over five caused breakdown in convergence in the numerical 
evaluation of the full representation integral. Despite being limited by the size of the earthquake 
that we could simulate, our results and conclusions are valid for any seismic event, because the 
findings are rooted in explanations based on physical phenomena, such as 
constructive/destructive interference, that are independent of the size of the event.  
Lastly, we note that all of our simulations were performed in a homogeneous, elastic 
space. This model was used in order to allow us to isolate the true effect of a variable rupture 
velocity on the generation of high frequencies and exclude the other possible complicating 
factors. For example, introducing heterogeneities would make the wavefield more complex while 
not leading to new physics changing the nature of the main conclusions.  
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CHAPTER 5.    CONCLUSION 
Changes in rupture velocity are thought to be the mechanism responsible for generating 
high-frequency ground motions during an earthquake. Previous studies (e.g., Madariaga, 1977; 
Somerville et. al., 1999; and Shi and Day, 2013) concluded that any change in the velocity, 
whether consistent and smooth or abrupt and random, will produce high frequencies. However, 
results from these prior studies contrast our findings. Our own results indicate that the idea that 
any change in the velocity leads to the generation of high frequencies is incorrect. We have 
shown, with our simulations based on the representation integral and near-line source 
approximation, that a rupture velocity varying in a consistent and non-random manner does not 
preferentially produce high-frequency radiation. We have shown that these frequencies are only 
generated during ruptures traveling with a randomly varying velocity. 
We note further that the finite dimensions of a fault can disturb the slope of the resulting 
spectrum, even without any variations introduced into the velocity of rupture. The change in the 
slope to the resulting spectrum in complex and is completely controlled by the near-field terms in 
equation (3). However, despite the effect of finite fault dimensions, our conclusions regarding 
the suppression of high frequencies when assuming a constant velocity still remains true.  
Implications from an improved understanding of the true source of high-frequency 
radiation from earthquake faults are not only important from theoretical viewpoint, but from a 
practical one as well. From the practical standpoint, better knowledge of the mechanism 
responsible for producing high frequencies can be used to more accurately constrain the peak 
ground accelerations for a given area. A well-constrained and well-founded estimate of expected 
peak accelerations and velocities in the shaking can lead to more accurate seismic-hazard 
assessments and predictions of seismic resilience of buildings. Additionally, correct 
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understanding of the source of high frequencies will allow seismic data to be interpreted more 
correctly and accurately in terms of the properties of seismogenic faulting.  
The theoretical contribution from our findings is that understanding the true origin of 
high-frequency radiation will improve the existing models of earthquake sources and the 
algorithms of numerical simulation of seismic radiation from them. Therefore, our results have 
both practical implications in earthquake engineering and seismic-risk analyses, as well as 
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13. Rupture travel time curves used in the near-field simulation scenarios. The constant acceleration rupture 
scenario is shown by (a.), the constant deceleration rupture scenario is shown by (b.), the sinusoidally modulated 
rupture velocity scenario is shown by (c.), and the randomized rupture velocity scenario is shown by (d.). For 





APPENDIX B. FAR-FIELD UNIDIRECTIONAL NEAR-LINE SOURCE SIMULATIONS 































































Figure 14. Rupture travel time curves used in the far-field unidirectional line source simulations to test the effect of 
increasing levels of randomness in the rupture velocity on the generation of high-frequency ground motion. Plots 
(a.) - (j.) represent the increase in standard deviation in the rupture velocity from 0.1 to 1 in 0.1 increments. Plot 
(a.) is the rupture velocity with a 0.1 standard deviation and plot (j.) is the rupture velocity with a standard 





APPENDIX C. SPECTRAL PLOTS PRODUCED FROM THE FAR-FIELD 










































Figure 15. Spectra produced from each simulation with a varying level of randomness in the rupture velocity. Plots 
(a.) – (j.) show the spectra produced from each simulation with a different degree of randomness in the rupture 
velocity that was increased from 0.1 to 1 in 0.1 increments. Plot (a.) shows the spectrum produced with a 0.1 
standard deviation in rupture velocity and Plot (j.) shows the spectrum produced with a standard deviation of 1 in 
the rupture velocity. These plots were produced using the rupture travel times curves shown in Figure 14. Lastly, for 
reference, the constant velocity base case is shown in blue.  
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