Dynamic stability is imperative for the operation of the electric power system. This article provides analytical results and effective stability criteria focusing on the interplay of network structures and the local dynamics of electric machines. The results are based on an extensive linear stability analysis of the third-order model for synchronous machines, comprising the classical power-swing equations and the voltage dynamics. The article explicitly covers the impact of Ohmic losses in the transmission grid, which are often neglected in analytical studies. Necessary and sufficient stability conditions are uncovered, and the requirements of different routes to instability are analysed, awarding concrete mathematical criteria applicable to all scales of power grids, from transmission to distribution and microgrids.
I. INTRODUCTION
An unwavering operation of the electric power systems is vital to our daily life, to the smooth operation of the economy and industry. An improved understanding of the electrical system's internal structure and properties is especially relevant at this time as further renewable energies enter the electric power-grid system 1 . The stability of power-grid dynamics, facing the current revolution in both technological development and market orientation towards renewable energies, demands a thorough investigation of the properties of both the transmission as well as the distribution grid.
Conventional power grids typically amount to heavy mass synchronous generators operating at a fixed frequency. These power grids are of various scales, spanning continents to single islands. More recently, the concept of microgrids has emerged 2, 3 : partially independent power grids in smaller environments that are coupled to a main power grid. These power grids operate at lower voltages than conventional transmission grids, which are capable or producing their own power, and work partially independently to an overarching power grid. Microgrids embedded in overarching power grids are still ruled by a common understanding of fixed nominal frequency, e.g. 50 Hz in Europe, amongst many other stability criteria.
Models for electric machines, transmission and distribution power grids exist and are routinely used in extensive numerical simulations [4] [5] [6] . Analytical treatments mostly invoke significant simplification to keep the problem tractable. Although studies with complex models exist, cf. Schiffer et al 7, 8 and Dörfler et al 9, 10 , results are scarce for extended networks including resistive terms, given the difficulty of tackling dissipative systems mathematically. Transmission grids, working at very high voltages, are able to circumvent this problem by minimising losses via controlling the power transmission carefully, but distribution grids-along with microgrids-may sustain considerable losses whilst transmitting power 3 
.
To surmount the issue of non-inductive power transfer analytically, this article puts forth a set of mathematical stability criteria for power grids, based on the third-order model for synchronous generators. The criteria can be employed for various scales of power grids-for both transmission and distribution grids-evidentiating the limitations entailed by the existence of resistive terms on the operability of power-grid systems. In particular, the article undertakes the task of intertwining results for graph theory with the characteristics of the power-grid construction and their physical properties.
The article is structured in the following manner: Section II introduces the basic dynamical model studied in this paper. Presented is an analysis of the third-order model, comprising transient voltage dynamics and considering extended grids with complex topology and resistive losses. Section III tackles the linear stability analysis of the equations of motion, a formal reduction of the problem to a matrix formulation and develops a mathematical apparatus to unveil sufficient and necessary criteria for stability in a general sense. Section IV then utilises the developed concepts to derive analytical stability conditions for lossy systems, presenting criteria for stability not only for the power-angle and the voltage dynamics, but also for a mixed type of instabilities, also comprising a direct link to graph-theoretical measures. The conclusions follow subsequently in Section V.
II. MODELLING SCALE-INDEPENDENT NETWORK-BASED POWER GRIDS

A. Third-order model for synchronous generators
The third-order model for synchronous machines, denoted as well as a one-or q-axis model, describes the transient dynamics of coupled synchronous machines 4, 5 . It embodies the power-or rotor-angle δ(t), relative to the power-grid reference frame, the angular frequency ω(t) =δ(t), in a co-rotating reference frame, and the transient voltage E q (t), in the q-direction of a co-rotating frame of reference of each machine in the system. It excludes sub-transient effects, i.e., higher-order effects, and assumes that the transient voltage E d in the d-direction of the co-rotating frame vanishes.
Sub-transient effects play a small role, especially in the case of studying power grids in the vicinity of the steady state. The truncation of the transient voltage E d in the d-axis is imposed out of necessity to have an analytically tractable model. Still, the resulting dynamical system is rather complex such that analytical results are scarce and mostly restricted to lossless power grids. Hence, the scope of the analysis here is two-fold: To present the details of tackling rotor-angle and voltage stability, whilst not shunning away from complex network topologies, including Ohmic losses.
The equations of motion for one generator are given
where henceforth E ≡ E q denotes solely the voltage along the q-axis, and the dot the differentiation with respect to time. P m denotes the effective mechanical input power of the machine, E f the internal voltage or field flux, and P el denotes the electrical power out-flow. The parameters M and D are the inertia and damping of the mechanical motion and T the relaxation time of the transient voltage dynamics. The voltage dynamics further depend on the difference of the static X and transient X ′ reactances along the d-axis, where X − X ′ > 0 in general, and the current I along d-axis.
The active electrical power P el j exchanged with the power grid, and the current I j at the j-th machine read respectively
where the E j and δ j are the transient voltage and the rotor angle of the j-th machine, respectively. The parameters G j,ℓ and B j,ℓ denote the real and imaginary parts of the nodal admittance matrix and embody the network structure. Generally, B j,ℓ > 0 and G j,ℓ < 0 for all j = ℓ. This article is especially concerned with the role of Ohmic losses, which are described by the real parts of G j,ℓ . All quantities are usually made dimensionless using appropriate scaled units referred to as the 'pu system' or 'per unit system'
5
. The equations of motion (1) thus take the form for N coupled synchronous machines as 11-13
The generality of the equations allows for graph-or network-nodal reductions to be applied to the system, in a conceptual manner. Although a synchronous machine in a power grid cannot physically be ignored, the passive elements, e.g. connecting nodes or passive resistors, are mere algebraic structures. A power grid of synchronous generators and Ohmic loads can be reduced by eliminating the load nodes, or buses, using a Kron reduction 14, 15 . The reduced system consists of the generator nodes only, linked via an effective network, which is typically fully connected. While in the original power grid −(G j,ℓ +iB j,ℓ ) directly gives the admittance of a line (j, ℓ), the parameters B j,ℓ , G j,ℓ , P m j , and I j now represent effective values characterising the reduced network.
Most analytical studies so far neglected, under reasonable assumptions, the line losses of the power-grid structure. The terms ∼ G j,ℓ are assumed negligible in comparison to the terms ∼ B j,ℓ . Such arguments are reasonable for the high-voltage transmission grid, but are mostly unfounded for distribution and microgrids, where the resistance and inductance of transmission lines are comparable 3 . In addition, losses become more considerable in magnitude when the transmitted power is large. This manuscript puts forth a study of the system in full form, not discarding the interplay of susceptance and conductance, i.e., fully integrating losses.
B. Stable state of operation
The stationary operation of the voltages and powerangles of the machines comprising the power grid is the cornerstone of operability of power grids. Constant voltages and perfect phase-locking, i.e., a point in configuration space where all E j , ω j and δ j − δ ℓ are constant in time, is the desired state. The latter restriction requires that all machines rotate at the same frequency δ j (t) = Ωt + δ • j for all j = 1, . . . , N , leading to the conditionsω
In dynamical system terms, this is a stable limit cycle of the system. From a physical perspective, all points on the limit cycle are equivalent as they only differ by a global phase δ which is irrelevant for the operation of the power grid. One can thus choose one of these points as a representative of the limit cycle and refer to it as an 'equilibrium state'. The superscript ·
• is used to denote the values of the rotor-phase angle, frequency, and voltage in this equilibrium state. Likewise, perturbations along the limit cycle do not affect the power grid operation and can thus be excluded from the stability analysis. This shall be made explicit in Definition 1.
For the third-order model (2) an equilibrium state of the power grid is given by the nonlinear algebraic equa-
noting that many equilibria-stable and unstable-can exist in networks with sufficiently complex topology, although this does not preclude performing a linear stability analysis [16] [17] [18] [19] .
III. LINEAR STABILITY ANALYSIS
A. Fundamental equations and linearisation
One of the cornerstones of dynamical systems study is linear stability analysis
20
. The local stability properties of an equilibrium (δ
e., stability with respect to small perturbations around an equilibrium point, can be obtained by linearising the equations of motion of the system (2).
To perform a linear stability analysis of (2), one introduces the perturbations ξ j , ν j and ǫ j , such that
The perturbations ξ j , ν j , and ǫ j , once inserted into the equations of motion (2) , either lead to a growth or decay of the system's characteristics over time. The rotor-angle perturbation ξ j , the frequency perturbation ν j , and the voltage perturbation ǫ j can-individually or collectively-decay to zero or grow indefinitely. The system, around the equilibrium (δ
, is either stable or unstable, correspondingly. This is also known as 'exponential stability' or 'small signal stability'.
Applying the linearisation into (2) whilst simultaneously gauging onto a rotating frame of reference, with rotation frequency Ω as in (3), and preserving only terms linear in ξ j , ν j , and ǫ j , yieldṡ
where the matrices Λ, Γ, A, C, F , H, K ∈ R N ×N (written in component form above) are given by
The diagonal matrices M , D, X, and
, and T j for j = 1, . . . , N , respectively All these diagonal matrices are strictly positive definite. An explicit derivation can be found in the Supplemental Material A.
The linearised system (4) takes a compact matrix formulation, where the linearised terms are elegantly combined into the Jacobian matrix J ∈ R 
(6) The Jacobian J can be brought to a different form that clearly portrays the interplay between the matrices comprising the susceptance B j,ℓ and the conductance terms G j,ℓ of the power lines and generators/motors,
This decomposition is conspicuously designed to work out the impact of Ohmic losses. The left matrix in the brackets includes all terms ∼ B j,ℓ and embodies several symmetries, which are further discussed in Section III D. The right matrix composed of the block matrices Γ, C, F , K embodies all the matrices associated with resistive losses ∼ G j,ℓ . The cleavage into two parts will prove useful hence onward.
B. Definition of Stability
An equilibrium (δ
is linearly stable if perturbations in the linearised system (4) decay exponentially. In general, this is the case if and only if all eigenvalues of the Jacobian matrix J have a negative real part 20 . In the present case one has to take into account that the dynamical system incorporates a fundamental symmetry. A shift of all nodal phase angles by a constant value
does not have any physical effects: all flows, currents and stability properties remain unaffected. A geometric interpretation of this symmetry is obtained by viewing the desired operation of the power grid as a limit cycle. As all points along the cycle are equivalent for power grid operation, one can take an arbitrary point as a representative of the limit cycle and refer to it as 'the equilibrium'. As a consequence of this symmetry, any perturbation corresponding to a global phase shift or a shift along the limit cycle, respectively, should be excluded from the stability analysis. This allows reducing the analysis to the perpendicular subspaces of this symmetry, which are defined as
These subspaces are always one dimension smaller than the over-branching space. The subscript D
(·)
⊥ refers to the orthogonality devised here, i.e., these spaces are orthogonal to the stable limit-cycle manifold.
Having defined the spaces of operation, one turns to the Jacobian matrix (7) to unravel the definition of linear stability. Consider the eigenvalues µ 1 , µ 2 , . . . , µ 3N ∈ C
3N
of the Jacobian defined via
There is always is one vanishing eigenvalue µ 1 = 0 corresponding to the global shift of all nodal phases, as discussed above. One excludes this mode from the definition of stability and orders the remaining eigenvalues according to their real parts, without loss of generality,
This leads to the following consistent definition of linear stability (cf.
21
).
The above symmetry manifests itself equivalently in the arising Laplacian structure composed by the matrix Λ + Γ, which satisfies
These matrices, in composite, are the Laplacian matrix, sometimes also referred to as Kirchhoff matrices, on the underlying graph structure 22, 23 . They are ontologically singular matrices with at least one zero eigenvalue, associated with the eigenvector (1, 1, . . . , 1)
⊤ . This validates the aforementioned claim in Definition 1.
Note that the matrix Λ is symmetric, thus corresponding to the Laplacian of an ordinary weighted graph. In contrast, Γ is skew-symmetric such that it must rather be seen as the Laplacian of a signed directed graph. While the properties of ordinary Laplacians are well known 24, 25 , its directed counterparts constitute an active field of research, see e.g.
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. Amongst their several mathematical properties, of special relevance here are the eigenvalues and associated eigenvectors of a graph's or network's Laplacian matrix. Lemma 1. Let L ∈ R be an arbitrary Laplacian matrix, i.e., a real matrix that satisfies
then all eigenvalues λ j are real and can be ordered as
The eigenvalue λ 2 is referred to as the Fiedler value or algebraic connectivity of a network 24 and the associated eigenvector v F is the Fiedler vector 25 .
For a proof of reality, see e.g.
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. The algebraic connectivity λ 2 is a measure of the connectivity of a graph, embodying its topological structure and the connectedness of a graph. An undirected graph with positive edge weights has an algebraic connectivity λ 2 greater than 0 if and only if the graph is connected. This proves to be particularly relevant when studying possible failure in power grids that can entail the cleavage of the power grid in two or several disconnected sub-graphs.
C. Stability and algebraic decomposition
Similar to Definition 1, the stability of the linearised system (4) can be evaluated by the positiveness or negativeness of the Jacobian matrix J in (6) . Having this in mind, one can appropriately construct the system's Jacobian under a hermitian (symmetric) and non-hermitian (non-symmetric) description. Henceforth, the denomination hermitian, non-hermitian, and skew-hermitian will additionally refer to symmetric, non-symmetric, and skew-symmetric, respectively. The generalisation applies straightforwardly to complex-valued matrices.
and simply positive definite if D = C N . Conversely for negative definiteness 28 .
Lemma 2. Consider a complex matrix Z ∈ C N ×N . The following statements are equivalent.
1. Z is positive definite 2. The hermitian part
is positive definite.
3. All eigenvalues of Z have positive real part.
4. All eigenvalues of Z † have positive real part.
Conversely for negative definiteness.
Proof.
(1) ⇔ (2): A non-hermitian matrix Z can be decomposed into a hermitian and a skew-hermitian part via
where the first term in parenthesis is the hermitian part, as given in (8), and the second term
That is, the conditions for definiteness of the matrices Z and Z † are identical.
(1) ⇔ (3) and (2) ⇔ (4) follow from diagonalising the respective matrices. Negativeness follows, mutatis mutandis, by the equivalent argument.
The stability of the system (2) can now be studied applying Lemma 2 to the Jacobian. The hermitian part J † of the Jacobian J becomes the relevant part to be studied, yet the system permits still another reduction.
D. Stability of a reduced Jacobian
The reduced subspace of (ξ, ǫ) ∈ D (2) ⊥ suffices to study the stability of the system, given the Jacobian matrix J. The structure of the equations of motion (1) , in regard to the immediate equivalence ofδ j = ω j , and therefore the same for the linearisation (7),ξ = ν, immediately suggests that the variations of the rotor-angle δ j , given by ξ j , are linearly dependent, one-to-one, on the variation of the frequency ω j , given by ν j . This implies that one can simplify the linear stability analysis to the subspace of angle and voltage variations.
is negative definite on D
⊥ . Proof. The eigenvalue problem for the Jacobian is
where the decomposition yields
Substituting (11a) into (11b) and separating the terms multiplied by the eigenvalue, one obtains
which can be written in matrix form as
where the matrices M , D, X, and T are all both diagonal and positive definite. The matrix Ξ can also be seen explicitly. Rewriting the above yields
where
The proof follows by reductio ad absurdum: Take Ξ to be negative definite on D (2) ⊥ and assume µ ≥ 0 is a possible eigenvalue. The matrix Q(µ) is then negative semi-definite, thus so must be Ξ + Q(µ), which is impossible under (12) . A eigenvalue with µ ≥ 0 does not exist and the system is linearly stable.
Conversely let Ξ be positive definite on D
⊥ . Let β ≥ 0 be an eigenvalue with corresponding eigenvector (ξ, ǫ)
Each eigenvector must satisfy ǫ = 0, since equality would imply Λξ = 0, which is the case if either ξ = 0 or ξ ∝ 1.
The former is impossible since it results in the vector
⊥ . Thus, one can evaluate (ξ, 0, ǫ) ⊤ J (ξ, 0, ǫ) with the Jacobian given by (7), yielding
whereby the last inequality in given since X and T are both positive definite. The Jacobian is not negative definite on D
⊥ and the equilibrium is not linearly stable. This concludes the proof.
The previous lemma shows that linear stability can be assessed on the basis of the reduced Jacobian matrix Ξ. A further simplification is possible by applying Lemma 2 to Ξ, leading to the first main result of this work.
is linearly stable if the hermitian part of the reduced Jacobian matrix Ξ † ,
⊥ . The matrices
This result directly follows from Lemma 2. The explicit calculation of the hermitian part of the matrix Ξ can be found in the Supplemental Material B.
The form of the matrix Ξ † reveals the roles of the angle and voltage subspace and their interactions via the submatrices A and N . To further understand the role of angles and voltages and to derive explicit stability criteria, one can apply a decomposition of the stability criterion employing the Schur, or Albert, complement ⊥ and (b) the matrix
⊥ . Proof. Presented is solely the proof for criterion I. An equivalent procedure works for criterion II and can be found in the Supplemental Material C. The reduced Jacobian matrix Ξ † can be decomposed as
with S ∈ R 2N a diagonal block matrix
and a transformation matrix
An explicit matrix formulation and derivation of this decomposition can be found in the Supplemental Material C. Notice that U is of full rank and maps the vector ⊥ , x = 0, yielding
Similarly, assume that Ξ † is positive definite on D
⊥ . Thus for every y ∈ D (2) ⊥ , y = 0 one has
The transformation U does not affect the definiteness:
⊥ if S is positive definite on D ⊥ . Since S is block diagonal, definiteness of the entire matrix is equivalent to the definiteness of both blocks and the proposition follows.
Given the whole mathematical apparatus developed above, a short recapitulation is helpful. The third-order model for synchronous machines was introduced and the linearised dynamics around a given equilibrium were calculated and cast into a compact vectorial form. Subsequently, the symmetries of the problem were discussed and several simplifications were made to show that linear stability can be assessed on the basis of the reduced Jacobian Ξ † . This analysis also illustrates the impact of losses for linear stability, which enter the reduced Jacobian only via the two diagonal matrices Γ d and N . Finally, the Schur complements allowed a further decomposition of the stability criteria, which elucidates the roles of voltages and phase angles and allows for the derivation of explicit stability criteria.
IV. EXPLICIT STABILITY CRITERIA A. Angle vs. Voltage Stability
The decomposition of the reduced Jacobian in Proposition 2 is of fundamental importance to this work, as it evinces the roles of the rotor angle and the voltage dynamics for the stability of the third-order model.
Consider first the isolated power-angle dynamics, assuming that the voltages ǫ remain fixed. Setting ǫ = 0, the linearised equations of motions read
Performing the same simplification as in the previous section, one finds that the isolated rotor angle dynamics are linearly stable if and only if the matrix
Similarly, consider the isolated voltage dynamics by assuming that the rotor angle remains fixed. Setting ν = ξ = 0, the linearised equations of motions read
Hence, one finds that the isolated voltage dynamics are linearly stable if and only if the matrix H − X −1 is negative definite, by once more studying the hermitian part of the matrix, as Lemma 2 indicates.
In conclusion, one finds that the criteria I. 
where ≻ denotes positive definiteness (equivalently, ≺ negative definiteness). This condition is far stricter than the condition of pure voltage stability, H − X −1 ≻ 0. Hence, stability of the two isolated subsystems is not sufficient, instead they must comprise a certain 'security margin' quantified by the right-hand side of (15) in order to maintain linear stability.
Making use of the angle-voltage decomposition, one can derive explicit necessary and sufficient stability criteria. To this end, first consider the isolated subsystems and subsequently the composite dynamics of the full system. Note that the lossless case has been discussed in 21 , thus here the focus is placed on the impact of Ohmic losses.
B. Voltage stability
Criterion II. (a) in Proposition 2 entails the stability of the isolated voltage subsystem. A violation implies the instability of the voltage dynamics, and as a consequence also the instability of the entire system, including the rotor angle and frequency dynamics.
Most remarkably, criterion II.(a) includes only the matrices H and X, which are also present in the lossless case
21
. Ohmic losses in the transmission lines thus affect voltage stability only indirectly via the position of the respective equilibrium, in particular via the equilibrium rotor angles δ 
then the matrix H − X −1 is negative definite.
Corollary 2.
If for any subset of nodes S ⊂ {1, 2, . . . , N },
then the matrix H − X −1 is not negative definite and the equilibrium is linearly unstable.
C. Rotor angle stability
Criterion I. (a) in Proposition 2 entails the stability of the isolated rotor-angle subsystem. Briefly take the lossless case into consideration, for which rotor-angle stability is determined by the matrix Λ. If for all connections (j, ℓ) in a power grid one has
then Λ is a proper Laplacian matrix of a weighted undirected graph, which is well known to be positive definite on D
⊥ . If the condition is not satisfied for a line, the matrix Λ rather describes a signed graph, for which positive definiteness is more involved. Sufficient and necessary criteria have been obtained in [30] [31] [32] [33] . One can generalise the above condition to power grids with Ohmic losses. Recall that the real parts of the eigenvalues of the matrices Λ + Γ and Λ + Γ d are equal.
Corollary 3.
If for all connections (j, ℓ) in a power grid, one has
then the matrix Λ + Γ is positive definite on D
⊥ and the isolated angle subsystem is linearly stable.
Proof. The statement can be proved by applying Gerš-gorin's circle theorem 34 to Λ + Γ. Each eigenvalue λ j is bound to exist in a disk of radius R j = ℓ =j |Λ j,ℓ + Γ j,ℓ | around the centre Λ j,j + Γ j,j such that
If condition (16) is satisfied, one can simplify this relation to
which directly yields
The only missing step is to show that the eigenvalue λ 1 = 0. To this end, assume that x is an eigenvector of L = Λ + Γ of the eigenvalue λ 1 = 0 and find its smallest element, x ℓ = argmin j x j such that (x ℓ − x j ) ≤ 0 for all nodes j. Thus one has
By the assumption (16), the entries L ℓ,j are positive for all nodes j connected to ℓ. Hence one must have x j = x ℓ for all nodes j connected to ℓ. One can now proceed to the next-to-nearest neighbours of ℓ and then further through the power grid to show that
Thus, there is a unique eigenvector with eigenvalue λ 1 = 0, which is given by (1, 1, . . . , 1) ⊤ .
D. Mixed instabilities
One now turns to the interplay of voltage and angle stability, i.e., further investigating criteria I.(b) and II.(b) in Proposition 2. Unless stated otherwise, consider an equilibrium such that the criteria I. (a) and II. (a) in Proposition 2 are satisfied. Hence, the isolated subsystems are stable, but the full system can still become unstable.
To begin, consider the case where the voltage dynamics are very stiff, i.e., the case where (X j −X ′ j ) are small. Recall that in the limit (X j −X ′ j ) → 0 the voltage dynamics are trivially stable such that stability is determined solely by the angular subsystem. One can extend this analysis to the case of small but non-zero (X j − X ′ j ) and relate stability to the connectivity of the power grid. Recall that stability of the isolated rotor-angle subsystem is ensured if (cf. criterion I. (a) in Proposition 2)
where λ 2 is the Fiedler value or algebraic connectivity of the Laplacian Λ + Γ.
Corollary 4.
A necessary condition for the stability of an equilibrium point is given by 
Take the expansion
such that at lowest order one obtains
Now, Proposition 2, criterion II. (b) can be reformulated as: ∀y
For a particular choice of y one obtains a necessary condition for stability. Taking y = v ′ F , the above results in
were applying the aforementioned expansion on the righthand side, at leading order in (X j − X ′ j ), yields
Given now the symmetries of A, N , and X, one can expand the result
This concludes the proof. This corollary entails a previous result, vide
21
.
Note that each term of matrices on the right hand side of (17) is symmetric and hence contributes positively, adding to the lower bound on the algebraic connectivity λ 2 of the system. This implies that resistive networks always require a higher degree of connectivity to ensure stability. Claim 1. A resistive power grid needs to ensure
in the limiting case of no power exchange.
Proof. If there is a negligible power exchange in the power grid, all rotor angles δ • j , ∀j are identical, such that
for all connections (j, ℓ). This results in A j,ℓ = 0 and Γ d j,j = 0 in (5), and Corollary 4 reads
where all matrices are diagonal matrices. Writing the terms explicitly yields (18), entailing a lower bound to the connectivity of a power grid with resistive elements.
Before proceeding with the two final corollaries, note that despite the cumbersome mathematical matricial notation employed here, one can still extract very useful information-which can easily be computed numerically if desired-by bestowing several matrix norms. Lemma 4. Let Z ∈ C N ×N and W ∈ C N ×N be two matrices, and let · n denote an n-induced matrix norm, one has ZW n ≤ Z n W n , i.e., all induced matrix norms are sub-multiplicative.
Furthermore, recall that · 2 denotes the ℓ 2 -norm for vectors, also known as spectral norm or Euclidean norm.
Corollary 5. For a positive algebraic connectivity λ 2 > 0, and all nodes j = 1, . . . , N ,
where · 2 is the induced ℓ 2 -norm, then an equilibrium point is linearly stable.
Proof. A positive algebraic connectivity λ 2 > 0 implies that both Λ + Γ and Λ + Γ d are positive definite on D
⊥ , and criterion I. (a) in Proposition 2 is satisfied.
Consider now criterion I. (b) in Proposition 2. Using Geršgorin's circle theorem, as in the proof of Corollary 3, one finds that condition (19) imply
Hence, matrix
is negative definite and criterion I. (b) in Proposition 2 is satisfied. The equilibrium is linearly stable. 
where · 2 is the induced ℓ 2 -norm, then the equilibrium point is linearly stable.
Proof. Firstly, take by assumption that H − X −1 is negative definite as given by criterion II.(a) in Proposition 2. The assumption (20) implies that ∀y ∈ D
again noticing that the algebrain connectivity λ 2 is equvalently obtain for
is therefore satisfied and the equilibrium is linearly stable.
V. CONCLUSIONS
The third-order model describes the dynamics of synchronous machines and takes into account both the rotorangle and the voltage dynamics. Analytical results for the dynamics on the stability of coupled machines in power grids with complex topologies are rare, in particular if Ohmic losses are taken into account. In this article, a comprehensive linear stability analysis was carried out and several explicit stability criteria were derived
The first main result depicts the influence of resistive terms of the system after the linear stability analysis. Remarkably, these terms enter into the reduced system Jacobian only via the two diagonal matrices Γ d and N , as shown in Proposition 1. As a second main result, a decomposition of the Jacobian into the rotor-angle and the voltage subsystems in Proposition 2 is derived. This decomposition reveals clearly how the interplay of both subsystems can lead to novel forms of instability and thus requires additional security margins.
Based on this decomposition, several explicit stability conditions are uncovered, both for the isolated subsystem as well as for the full systems, including rotor-angle and voltage dynamics. In particular, one can show that voltage stability is not affected directly by resistive terms, thus implying that studies on voltage stability can be withstood in the purely lossless case. Furthermore, Corollary 4 and subsequent Claim 1 entail a strict minimum connectivity of the power-grid network solely by the presence of resistive terms, i.e., a lower bound to possible dynamics on the system given the presence of losses in the system.
The analytical insights unveiled here-and in particular the careful mathematical evaluation of lossy systems-can prove relevant to further understand power grids of all spatial scales, and of general graph constructions. By mathematically tackling the presence of losses in the system, the applicability of the results is now extended from the transmission grid to the distribution grid, where losses play a fundamentally bigger role. These results can be applied to systems withstanding losses, including isolated power grids and microgrids. Moreover, it opens the door to further research on higher-order models from a mathematical point-of-view, and can henceforth be applied more generally to other power-grid models.
VI. SUPPLEMENTAL MATERIAL
Added to this article are three appendices in the Supplemental Material. In the Supplemental Material A a full derivation of the linearisation of (2) is made explicitly. In the Supplemental Material B a full calculation of the hermitian Jacobian Ξ † from (13), in Proposition 1, is laid. In the Supplemental Material C the Schur complements leading to Proposition 2 is made explicit. 
Supplemental Materials
Appendix A: Derivation of the matrix formulation
The full derivation of the matrices and matricial notation used to examine (2) is made explicit, step-by-step.
with M j , P m j , B j,ℓ , G j,ℓ , T j , E f j , X j , and X ′ j parameters of the system. In order to linearise the system, or in other words, to study the effects of a perturbation, the system is assumed to have an equilibrium (δ
In vector form, the perturbations are denoted by (ξ, µ, ǫ). By inserting (A2) into (A1)
Keeping only first-order terms in (ξ, µ, ǫ), and using the following expansions of the sine and cosine functions
2. Casting into matrix form a. The A matrix
First derivation 1 The A matrix can be obtained by correctly understanding the summations involved and applying some trigonometric tricks. Take the terms 1 in (A4)
The summations can be written in a separate form as
where noticing the first and second term always cancel when ℓ = j, thus the diagonal entries are given entirely by the first term here, and the off-diagonal terms are given each element of the second term. Casting this into the matrix form A, associated with a vector ǫ = (ǫ 1 , ǫ 2 , . . . ) ⊤ . In this case notice that the second term's indices are exchanged in comparison with the first term, hence one defines by symmetry
which rewrites generally as
In this case, one has not the application of A onto ξ, but its transpose form, i.e., (A5) (term 1 ) takes the form
Second derivation 6 Identically, A is obtained via the term 6 in (A4), i.e.,
Initially one segregates the state variables ξ l and ξ j into two summations and noticing again the terms ℓ = j cancel, one obtains
The equivalent matrix A arises, as in (A6). By inverting the indices, applying to the vector ξ = (ξ 1 , ξ 2 , . . . ) ⊤ and taking notice of the preceding negative sign in(A4) (preceding the term 6 ), one obtains N ℓ A ℓ,j ξ ℓ , or Aξ.
b. The Λ Laplacian matrix
The Λ Laplacian matrix arises from the term 2 in (A4),
By separating the two terms
one notices, for a particular ξ j , the term in the first summation with ℓ = j cancels the equivalent term in the second summation, thus having the same mathematical structures as the terms composing the A and F matrices, i.e., they can be cast into Λ, associated with the vector ξ
for j = ℓ Notice here the that the definition implies a negative sign before, thus one gets, in a matrix form
c. The C matrix Proceeding equivalently for the terms associated with the voltage expansion and the conductance G j,ℓ on the second equation, i.e., terms 3 in (A4),
which likewise can take a matrix form C j,ℓ applying on ǫ
which is a symmetric matrix, and positive definite for |δ
In the used notation, it takes the form
The term 4 in (A4), associated with the conductance G j,ℓ terms, is cast into a matrix form
Separating the two terms (ξ ℓ − ξ j ) into
and obtain Γ associated with ξ as (noticing a sign change)
e. The F matrix
The term 8 in (A4), associated with the voltage expansion and the conductance G j,ℓ , is embodied in the F matrix, derived from
By segregating the state variables into
The first and second term always cancel when ℓ = j. The matrix form F j,ℓ associated with a vector ξ can be written as , a decomposition into an hermitian part Z † and a skew-hermitian part Z s is possible via
given as well in (9). Positiveness, equivalently negativeness, of the matrix Z is ensured by the positiveness, equivalently negativeness, of the hermitian part Z † , as in Lemma 2. The non-hermitian Jacobian matrix J defined in (6), or in a separated fashion in (7), is cast into hermitian and skew-hermitian parts via (B1). The non-hermitian reduced Jacobian Ξ in (10) in Lemma 3 is permitted an equivalent separation into hermitian and skew-hermitian parts by (B1).
The henceforth referred to as Jacobian matrix Ξ, as in (10), takes the form
From here one can reconstruct the hermitian part of the Jacobian matrix Ξ as
Each matrix in the second term is calculated as
for j = ℓ One can now combine all present elements by first noticing only diagonal matrices remain. These will be denoted Γ d and N , as
noticing the half-factor in (B2). As such, the final hermitian formulation of the reduced Jacobian matrix Ξ † , i.e., inserting (B2) into (B2) yields
Appendix C: Schur, or Albert, complements of the Jacobian matrix Ξ † To further elucidate the decomposition into Schur or Albert complements of the Jacobian matrix Ξ † evidenced in Proposition 2, the explicit matrices are shown here in full glory.
Proposition 2, criterion I
The Schur complement takes the form Ξ † = U ⊤ 1 S 1 U 1 as in (14), where here the subscript · 1 is the first Schur complement, takes the form
It is straightforward to show by insertion that Ξ † ! = U 
Proposition 2, criterion II
To show now how to obtain criterion II in Proposition 2 take Ξ † = U 2 S 2 U 
