Abstract-Air pollution is the leading environmental health hazard globally due to various sources which include factory emissions, car exhaust, and cooking stoves. As a precautionary measure, air pollution forecast serves as the basis for taking effective pollution control measures, and accurate air pollution forecasting has become an important task. In this paper, we forecast fine-grained ambient air quality information for 5 prominent locations in Delhi based on the historical and realtime ambient air quality and meteorological data reported by Central Pollution Control board. We present VayuAnukulani system, a novel end-to-end solution to predict air quality for next 24 hours by estimating the concentration and level of different air pollutants including nitrogen dioxide (N O2), particulate matter (P M2.5 and P M10) for Delhi. Extensive experiments on data sources obtained in Delhi demonstrate that the proposed adaptive attention based Bidirectional LSTM Network outperforms several baselines for classification and regression models. The accuracy of the proposed adaptive system is ∼ 15 − 20% better than the same offline trained model. We compare the proposed methodology on several competing baselines, and show that the network outperforms conventional methods by ∼ 7 − 18%. 
I. INTRODUCTION
Due to the rapid urbanization and industrialization, there is an increase in the number of vehicles, and the burning of fossil fuels, due to which the quality of air is degrading, which is a basic requirement for the survival of all lives on Earth. The rise in the pollution rate has affected people with serious health hazards such as heart disease, lung cancer and chronic respiratory infections like asthma, pneumonia, etc. Air pollution is one of the most important emerging environmental issues in the world. According to World Health Organization (WHO), in 2018, particularly India has 14 out of the 15 most polluted cities in the world. The increasing level of pollutants in ambient air in 2016-2018 has deteriorated the air quality of Delhi at an alarming rate. All these problems brought us to focus the current study on air quality in Delhi region. The establishment of a reasonable and accurate forecasting model is the basis for forecasting urban air pollution, which can inform government's policy-making bodies to perform traffic control when the air is polluted at critical levels and people's decision making like whether to exercise outdoors or which route to follow. Prior work utilizes traditional handcrafted feature based approaches [1] - [4] and deep learning based methods [5] - [9] for forecasting expressway P M 2.5 concentration. However, these works do not take into consideration the crucial aspect of predicting the concentration levels of other pollutants which are equally important and have a serious impact on health conditions. Usually, the concentration of P M 2.5 is in the normal range but the concentration of other pollutants is very high. In [10] , authors propose a framework for air quality estimation utilizing multi-source heterogeneous data collected from wireless sensor networks. However, it would still rely on the deployment of the sensor nodes. Therefore, in this paper, we aim towards addressing this gap and utilize a novel distributed architecture to simultaneously predict multiple pollutants present in the ambient air. In contrast to the aligning works [1] - [4] , in this paper we capture the long-term temporal dependencies between the data sources collected using both direct as well as indirect sources and introduce the importance of attention based adaptive learning in the memory networks. Apart from that, we provide a standalone model to predict various pollutants (P M 2.5 , N O 2 and P M 10 ) over a long period of time in future (next 24 hours).
The system we present, VayuAnukulani 2 , predicts the air quality by estimating the concentration and level of different air pollutants. In this paper, we propose a novel approach to predict the concentration and pollution level i.e low, moderate and high pollution for different air pollutants including nitrogen dioxide (N O 2 ) and particulate matter (P M 2.5 and P M 10 ) considering air quality data, time and meteorological data of the past 24 hours. To the best of the author's knowledge, this work is one of the first holistic and empirical research where a single model predicts multiple pollutants and makes adaptive updates to improvise the future predictions.
The contribution of this work is threefold:
• The proposed approach uses heterogeneous urban data for capturing both direct (air pollutants) and indirect (meteorological data and time) factors for leveraging learning of the individual and holistic influences on air pollution using a novel distributed architecture.
• We build a novel end-to-end adaptive system that collects the pollution data over a period of 3 years for 5 locations of Delhi, trains two models (forecast/classify) to predict the concentration and classify the pollution level for each pollutant (P M 2.5 , P M 10 and N O 2 ) for the next 24 hours, and then deploys a new model. • We achieve a significant gain of ∼ 15 − 20% accuracy with the proposed adaptive system as compared to the same offline trained model. The proposed system also outperforms several competing baselines and we achieve a performance boost of about ∼ 3 − 5% in forecasting of pollution levels and concentration. Some of the major problems that occur while implementing a prediction system to forecast the concentration and level of air pollutants are that air pollution varies with time and space, the data is often insufficient and inaccurate. Sometimes the concentration of pollutants is much beyond the permissible limits and contains several outliers. In order to forecast the concentration and level of air pollutants, it is necessary to collect data for every location independently as pollution varies drastically with geographical distance. In the proposed method, we address all the aforementioned challenges. We train separate models for each location as the pollution varies with varying geographical distance. Hourly air pollution and meteorological data are collected as pollution varies significantly with time. We use imputation techniques to deal with missing values and perform data preprocessing to select and use only the important features for air pollution prediction. 
II. PROPOSED METHODOLOGY

A. Offline Training
The offline training involves the collection of data followed by data preprocessing which involves the extraction of the important features for air pollution from heterogeneous data and handling the missing values in the collected data for various location. The model obtained is deployed and is used for predictions in the online inference.
1) Data Collection: The direct parameters consisting of all the air pollutants and indirect parameters which includes meteorological data and time from the Central Pollution Control Board 3 database which is publicly available and has been widely used for model evaluation. We utilize real-time air quality monitoring dataset collected for these locations to evaluate the performance of various models. The dataset contains the Air Quality Data, time and Meteorological data.
• Air Quality Data: The air pollutant variables in the air quality data are SO 2 , N O 2 , P M 2.5 , P M 10 , CO and O 3 .
• Meteorological Data: The meteorological parameters include temperature, humidity, wind speed and barometric pressure.
• Time: Time includes hour of the day, seasons and month of the year. The input of the first BiLSTM layer is the historical data sequence followed by the attention module that assesses the importance of the representations of the encoded information and computes the weighted sum. Algorithm 1 outlines the proposed adaptive method. By running the algorithm every week on the hourly updated data for each location, the errors of the online adaptive algorithm are minimized.
B. Online Inference
The online inference in the framework is composed of the air quality data containing the air pollutant's concentration and meteorological data is collected real-time for every hour and is updated on the server. The cloud server plays the prominent role in updating the real-time data obtained every hour on the Cloud storage. After every week, the updated data along with the machine learning model is then passed by the server, where the training takes place. The trained model is then stored back Algorithm 1 Algorithm for proposed adaptive method 1: Inputs: Data for each location {f 1 , f 2 , ..f n−1 , f n } and learning rate α = 10 −3 .
2: Initialize F (x) = BiLSTM model with attention mechanism for N pollutants. 3: for t ← 1 ... T do 4: Receive instance: x t .
5:
Predictŷ t for each pollutant for the next 24 hours. 6: Receive the true pollutant value y t .
7:
Suffer loss: l t (w t ) which is a convex loss function on both w t T x and y t .
8:
Update the prediction model w t to w t+1 . 9: end for on Cloud Storage. The stored model as part of the offline training process is then used to make the predictions every 4 hours for the next 24 hours and display it for the user to observe the forecasted values.
III. EVALUATION AND ANALYSIS
In this section, we evaluate the efficacy and efficiency of the proposed architecture against several baseline models and analyze the experimental results. To our knowledge, there is no existing dataset for the current air prediction/forecasting techniques which includes different parameters, geographical locations and meteorological conditions which makes the comparison difficult. To have a fair comparison, we use the standard time-series prediction models as our baselines for all the tasks.
A. Baselines and our models
We evaluate our proposed method against many competing baselines. All methods and algorithms are implemented using Tensorflow [12] framework. We design the prediction model to forecast the continuous and categorical values for different pollutants. We split 80% of the dataset for training and 20% for test. All values are then normalized in the range [0, 1]. For training, batch size is set as 64 and we utilize Adam [13] optimizer with learning rate of 0.001 for gradient descent optimization. Dropout [14] is used as a regularization technique in all the models.
• Random forest. Baseline for prediction of pollutants concentration.
• LSTM. Base long short term memory model for pollution concentration and categories prediction.
• LSTM-A. Base long short term memory model with attention mechanism.
• BILSTM. Base bidirectional long short term memory model.
• BILSTM-A. Proposed bidirectional long short term memory model with attention mechanism for prediction of pollutants concentration.
• CBILSTM-A. Proposed bidirectional long short term memory model with attention mechanism for prediction of pollutants categories.
• Initial BILSTM-A. Base bidirectional long short term memory model with attention mechanism with initial dataset.
• Adaptive BILSTM-A. Proposed bidirectional long short term memory model with attention mechanism with updated dataset. Table I shows the R 2 , RM SE evaluation for different methods. It represents the evaluation for the next 4 hours. In general, we observe a performance boost with BiLSTM-A in the predictions as compared to the other baseline models by ∼ 7 − 18%. Random Forest performs well for the forecasting of P M 2.5 values. The proposed model of BiLSTM-A outperforms in the prediction of all the other pollutants. Fig. 3 shows the results of the predictions compared with the actual values for the BILSTM-A model for the next 4 hours. It shows that the proposed model achieves significant improvement in accuracy, especially in the scenarios of sudden change, which demonstrates that the proposed method indeed benefits the temporal predictions. 
B. Pollution Concentration Prediction
C. Pollution Levels Prediction
For prediction for various pollutant levels, the concentration levels are divided into different standard threshold values by considering the critical values for each of them. P M 2.5 is divided into three categories: Low (0 -60), Medium (60 - 150) and High (150+), N O 2 into two categories: Low (0 -50) and High (50+) and P M 10 into three categories: Low (0 -100), Medium (100 -250) and High (250+) by considering the critical values for each of them.
Table II shows the evaluation of pollution level forecasting by comparing accuracy, precision, and recall of all the models. It represents the evaluation for the next 4 hours. For all the instances for the classification task we use the historical values of the last 24 hours. We categorize the output prediction by the various baseline regressor models and compare them with the output of the classifier model from our proposed method CBILSTM-A. It shows that BiLSTM-A shows a slight increase in accuracy compared to the other regressor models used in the air pollution levels prediction task and CBILSTM-A clearly outperforms all the baseline regressor models across all the evaluation metrics in the prediction of all the pollutant levels. This result confirms the effectiveness of a separate model for prediction of levels of various pollutants. 
D. Adaptive Model Prediction
Due to the progressive temporal changes in the concentration of the pollutants, it is necessary to continuously update the collected data and the model, thus resulting in an adaptive model. We update the training data by collecting it from the Central Pollution Control Board every hour as explained in subsection II-B.
We compare the performance of the model on the initial collected data to the performance of the model which is updated every week on the real-time hourly updated data after a month of the collection of the initial data. We use our proposed BiLSTM-A model for evaluation of both the models. Figure 4 shows substantial improvement of the results after the real-time update which is indicative of the relevance of continuous updation of the model with the real time incoming data.
IV. CONCLUSION
Based on the historical and real-time ambient air quality and meteorological data of Delhi, we inferred the real-time and fine-grained ambient air quality information. We proposed a novel end-to-end system to predict the air quality of the next 24 hours by predicting the concentration of different air pollutants including nitrogen dioxide (N O 2 ), particulate matter (P M 2.5 and P M 10 ) for Delhi. The results showed the performance boost with the proposed method over other wellknown methods for regression models. In future work, we intend to explore more powerful modeling techniques along with the traffic density data, as a way to model the traffic density of the monitored location to get better results.
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