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This thesis ﬁrst proposes to generate an artiﬁcial non-Abelian U(3) gauge ﬁeld
by using a 2-tripod scheme, namely two tripod conﬁgurations sharing a common
ground state level and driven by resonant 1-photon transitions. Using an appro-
priate combination of four Laguerre-Gauss and two Hermite-Gauss laser beams,
we are able to produce a U(3)-monopole and a U(3) spin-orbit coupling for both
alkali and alkaline-earth atoms. This 2-tripod scheme could open the way to
the study of interacting spinor condensates subjected to U(3)-monopoles. In the
second part of this thesis, we provide a simple experimental scheme to gener-
ate eﬀective magnetic ﬂux ﬁelds which lead to spin textures in the ground state
of interacting ultracold bosonic atoms loaded in a two-dimensional harmonic
trap. Our scheme is based on two co-propagating Laguerre-Gauss laser beams
illuminating the atoms and coupling two of their internal ground state Zeeman
sublevels. Using a Gross-Pitaevskii description, we show that the ground state
of the atomic system has diﬀerent topological properties depending on the inter-
action strength and the laser beam intensity. A half-skyrmion state develops at
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In 1995, researchers experimentally realized Bose-Einstein Condensation (BEC)
in dilute atomic gases by trapping and cooling neutral atoms [1, 2]. Since then,
quantum gases have successfully pervaded many ﬁelds of physics. The sparkling
feature of the quantum gases is that most of the relevant parameters ( tempera-
ture, conﬁguration of the atom-light coupling potential, strength of atom-atom
interaction, etc.) can be unprecedented controlled while the system is almost free
of quantum decoherence arising from electron-phonon scattering . The quantum
gases thus provide a rather unique testing bed where theorists’ dreams can be
turned into carefully designed experiments. This is particularly true in the con-
densed matter realm where they have become a key player in many-body physics.
Gauge theories, no exaggeration to say, are the cornerstone of high-energy
physics (HEP). All the known fundamental forces ( gravitation, electromag-
netism, the weak nuclear interaction, and the strong nuclear interaction) in na-
ture can simply arise from gauge theories: Electromagnetic interaction, whose
force carrier is the photon, is derived from the simplest local U(1) gauge theory.
Its non-relativistic description in the quantum regime is the minimum coupling1
P    A [3], where A denotes the components of the electromagnetic gauge
potentials. For weak and strong interactions in the standard model, forces are
mediated by more complicated gauge ﬁelds. They follow from a local SU(2)
and SU(3) gauge invariance theory, and their force carriers contain three weak
1 denotes indexes of space and time labelled by (t; x; y; z) .
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bosons and eight gluons respectively. Also, the non-relative limit of the coupling
takes a similar form as in the U(1) case P    A [3], except that now A is a 2
by 2 or 3 by 3 matrix.
Ultracold quantum gases are charge neutral. As a result, exotic phenom-
ena such as integer and fractional quantum Hall eﬀects observed when two-
dimensional (2D) electrons are exposed to a strong magnetic ﬁeld, cannot be
readily implemented with ultracold quantum gases. However the corresponding
physics could be mimicked by using artiﬁcial gauge ﬁelds.
One of the possible ways to implement artiﬁcial gauge ﬁelds for quantum neu-
tral particles is taking advantage of Berry phases [4, 5], where the slow-motion
sector of a complicated system is eﬀectively featured by a gauge theory. The
emergence of gauge ﬁelds for neutral quantum particles was ﬁrst noticed by
Mead and Truhlar [6] in 1979. When they tried to adiabatically separate the
nuclear motion and the electronic motion in a molecular system, vector potential
terms appeared in the eﬀective equation of motion for the nuclear wave func-
tion. Later on, Berry [7] pointed out in 1984 that these vector potentials had
gauge structures and can be identiﬁed with eﬀective (geometrical) gauge ﬁelds.
Consequently, a quantum particle in its internal eigenstate, undergoing a cyclic
adiabatic evolution, would acquire a Berry phase characterized by an eﬀective
magnetic ﬂux through the area enclosed by the closed path. Based on the idea
of eﬀective gauge ﬁelds, Dum and Olshanii [8], as well as Visser and Nienhuis [9]
proposed schemes for generating artiﬁcial gauge ﬁelds acting on external atomic
dynamics, where space-dependent dark states arising from the atom-light in-
teraction play the role of the previous internal eigenstates. By experimentally
adjusting lasers [10, 11], the corresponding gauge ﬁelds can be systematically
engineered, which allows experimental realization of exotic phenomena. Imple-
mentation of these artiﬁcial gauge ﬁelds was recently done by Lin et al [12, 13]
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in a BEC of rubidium atoms. When atom-light coupling system has several
degenerate space-dependent dark states, synthetic non-Abelian gauge potentials
would arise [14, 15]. These light-induced non-Abelian gauge ﬁelds can be used
for addressing spin-orbit (SO) couplings [16–18] in condensed matter physics, as
well as, for mimicking some HEP phenomena e:g non-Abelian particles [19] and
non-Abelian monopoles [15, 20]. The ﬁrst experimental implementation of SO
coupled BEC has been already reported in [21]. Artiﬁcial gauge ﬁelds in ultra-
cold quantum gases therefore open a door to explore exotic phenomena in both
condensed matter physics and HEP.
With these motivations in mind, we study in this thesis the implementation
of artiﬁcial gauge ﬁelds acting on ultracold quantum gases and the behaviours
of ultracold atoms in artiﬁcial gauge ﬁelds.
Chapter 2 of this thesis begins with an overview of gauge theories. We brieﬂy
present the origin of gauge invariance. After introducing gauge symmetry in
quantum mechanics, we easily obtain Hamiltonians describing a charged particle
moving in an external gauge ﬁelds for both Abelian and non-Abelian situations.
Then we discuss the properties of the Dirac monopole and non-Abelian monopole.
The physical existence of the Dirac monopole would explain charge quantization.
For a non-Abelian monopole, it can exist in non-Abelian gauge theory without
singular string. However the magnetic charge of a non-Abelian monopole itself
is gauge dependent.
In Chapter 3 we will illustrate how to generate artiﬁcial Abelian and non-
Abelian gauge ﬁelds in ultracold atomic gases respectively. The general for-
mulation of artiﬁcial gauge ﬁelds arising in a neutral atomic system is given
in Section 3.1. The following Section 3.2 presents several setups to experimen-
tally implement artiﬁcial gauge ﬁelds acting on external atomic motion by using
spatial-dependent atom-laser coupling. Moreover, we discuss the advantages and
3
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drawbacks of these experimental proposals.
Chapter 4 is reproduced from the paper Phys. Rev. A 90, 023601.
Chapter 4 proposes to generate artiﬁcial non-Abelian U(3) gauge ﬁelds. Our
scheme, based on a single particle approach, is a straightforward generalization
of the tripod scheme discussed in [15]. It is based on three space-dependent dark
states arising from the coupling with resonant one-photon transitions between
Zeeman sub-levels belonging to diﬀerent hyperﬁne states of an alkali atom, such
as 87Rb, subjected to a magnetic ﬁeld. We ﬁrst introduce the laser scheme
we propose and work out the general expressions for both the eﬀective vector
and scalar ﬁelds. We next discuss two speciﬁc laser conﬁgurations: the ﬁrst
one gives rise to a non-Abelian U(3) monopole while the second one gives rise
to a non-Abelian SO-like coupling. Finally, we discuss alkaline-earth atoms,
taking the fermionic isotope of Strontium as a paradigmatic example. In this
case however, because the Zeeman shifts of the lowest hyperﬁne states 1S0 are
negligible, a slightly diﬀerent laser conﬁguration is required to appropriately
couple the electronic levels.
Chapter 5 provides a theoretical background for a spinor BEC. We start
with the two-body scattering problem in ultracold atoms with hyperﬁne states.
After applying the mean-ﬁeld (MF) theory and Bogoliubov theory onto a spinor
BEC, we obtain the spinor Gross-Pitaevskii (GP) equation and the corresponding
Bogoliubov-de Gennes (BdG) equation. The BdG equations are later used to
calculate the excitations of spin-1 BEC with SO coupling in Chapter 7. Due
to an additional spin rotation symmetry which is absent for a scalar BEC, non-
trivial topological defects like skyrmions, monopoles could exist in a spinor BEC.
As the reader may not be familiar with topology, we will give a short introduction
of this topic from a physics perspective. The numerical simulation method to
obtain the ground state of a spinor BEC is then discussed.
4
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Chapter 6 is reproduced from the preprint arXiv:1410.8634v1.
Chapter 6 considers Raman-induced magnetic ﬂuxes in spinor BECs. Based
on Laguerre-Gauss laser beams, coupling two internal states (Zeeman sublevels)
of bosonic atoms, we propose a rather simple experimental scheme to create a
synthetic magnetic ﬂux ﬁeld. In a MF framework, i.e. the GP equation, we show
that the ground state of the system can depict diﬀerent topological properties
depending on the interaction strength and on the laser beam intensity: a half-
skyrmion state at low interaction (also known as a Mermin-Ho vortex [22]) or
a meron pair at large interaction. At large interaction there is a transition to
a ground state made of a vortex-antivortex pair separated by a ﬁnite distance
which is vanishing at the transition and then increases with larger interaction.
Chapter 7 investigates the properties of spin-orbit coupled spin 1 condensate
mentioned in Chapter 4. We give a qualitative discussion of the non-interacting
ground states, and compute the BdG excitation spectrum in one particular phase
found in the phase diagram.





Gauge theory, a mathematical theory playing an important role in both quantum
systems and general relativity, is a class of ﬁeld theory, in which diﬀerent con-
ﬁgurations of the ﬁelds result in the same physically meaningful quantities. The
transformation from one ﬁeld conﬁguration to another is called a gauge trans-
formation. For a given ﬁeld conﬁguration, there is a corresponding vector ﬁeld
called the gauge ﬁeld, which is introduced in such a way that the Lagrangian of
the physical system remains invariant under the local gauge transformations.
2.1 The Origin of Gauge Invariance
This short review follows two references [3, 23].
The idea of gauge invariance was introduced by Weyl [24] when he tried to
incorporate electromagnetism into geometry through the idea of a space-time
dependent (local) scale transformations.
Considering a space-time x dependent scalar function f(x), from one point
of space-time to an other at a inﬁnitesimal distance dx, the function f(x) is
changed by1
f(x)! f(x+ dx) ' f(x) + @f
@x
dx; (2.1)
with x = (t;x). Here, we actually have assumed the scale is identity everywhere
in space-time. To ﬁnd a geometrical explanation for electromagnetism, Weyl
1Summation over repeated indices is implied
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imagined that the scale or gauge S would depend on space-time S(x), and is
changed from 1 to 1 + dS(x)
 
dS(x)  Sdx) during a inﬁnitesimal translation
in space-time dx. Thus, the function f would transform as [3]
f(x)! exp[dS(x)]f(x+ dx) ' f(x) + (@ + S)f(x)dx: (2.2)
Next, Weyl proposed a scale transformation: dS(x) ! dS 0(x) = dS(x) + d(x)
( being space-time dependent analytic function), and demanded the system was
invariant under this local scale transformation. His initial attempt was to identify
the scale factor S with the electromagnetic potential A, but it didn’t work.
After the emergence of modern quantum mechanics in 1927, where a key idea was
to replace the canonical momentum P by the diﬀerential operator  i~@, it was
then realized that the correct identiﬁcation is S $ ieA. Weyl [25] nevertheless
retained his original terminology of gauge invariance as an invariance under a
local scale transformation.
2.2 Abelian U(1) Gauge Theory
In quantum mechanics, the Lagrangian of a free particle is of the form




with k = x; y; z. For simplicity, we have put ~ = 1 and m = 1.
Under a local space-time dependent gauge transformation
	! 	0 = ei(x)	: (2.4)
8
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The momentum operator  i@k acting on ﬁeld 	0 becomes
  i@k(ei(x)	) =  iei(x)(@k + i@k(x))	: (2.5)
Gauge invariant requires that the Lagrangian (2.3) is invariant under the local
gauge transformation (2.4). However, the second term of the Eq. (2.5) spoils the
invariant. We need to construct a gauge covariant derivative D [3], replacing
the partial derivative operator @, to ensure the invariance of the Lagrangian
(2.3); and D	 would obey the transformation
D	!
 D	0 = ei(x)D	; (2.6)
resulting in the combinations 	Dt	 and (Dk	)(Dk	) being gauge invariant.
In other words, the Lagrangian L with the covariant derivative acting on the
ﬁeld
L = i	Dt	+ (Dk	)(Dk	); (2.7)
would be gauge invariant under a local gauge transformation (2.4). This can
be realized if we introduce a new 4-vector A, the gauge ﬁeld, and deﬁne the
covariant derivative as [3]
D	 = (@   iqA)	; (2.8)
with q being a coupling constant. The form of the covariant derivative (2.8) is
known as minimal coupling scheme.
We also demand that the gauge ﬁelds A have the transformation property [3]
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so that the transformation (2.6) would be satisﬁed. The transformation rules
(2.9) characterize a U(1) gauge transformation. As a result, the corresponding
gauge ﬁelds A(x) are called U(1) gauge ﬁelds.








( ir  qA)2 + V + qA0

	; (2.10)
which describes a particle with charge q moving in an external electromagnetic
ﬁeld characterized by the 4-vector potential (A; A0). A is the vector potential
(B = rA) and A0 is the scalar potential (E =  rA0   @tA).
To better understand the gauge ﬁelds, we deﬁne the 4-dimensional curl of
A = (A; ) [26] to be
F = @A   @A: (2.11)
It is clear that, under the gauge transformation (2.4), F is invariant. Due to the





These are Maxwell equations with anti-symmetry tensor  .
Therefore, we can now recognize F as the electromagnetic ﬁeld, who consists
of six components three electric and three magnetic ﬁeld components.
From the derivation above we can draw a remarkable conclusion: local gauge
symmetry in quantum systems determines the form of the interactions between




A magnetic monopole, similar to an electric point charge, is the source of a





where g is the charge coupling strength and e^r is a unit vector along radial
direction. The divergence of B at the origin is singular
r B = 4g3(r); (2.14)
corresponding to a point magnetic charge. However, Eq. (2.14) is in contradiction
with Maxwell’s equation
r B = 0: (2.15)
Thus, around the magnetic monopole, one cannot write B = rA , where A
is the associated magnetic vector potential.
To avoid the contradiction, Dirac [28] hypothesised a magnetic monopole
as the end-point of an inﬁnitesimal, semi-inﬁnite long solenoid. As Fig. 2.1
shows, the magnetic ﬁeld escaping from the solenoid has a hedgehog-like ﬁeld
conﬁguration with a source at the end of the solenoid. This solenoid in principle,
can be along any direction and be curved. Moreover, in the solenoid, the vector
gauge potential is not well deﬁned. As a result, the magnetic ﬁeld is singular
along the solenoid. Such a inﬁnitesimal, semi-inﬁnite long solenoid is known as
a Dirac string [28].
Suppose a Dirac monopole with charge g locates at the origin, and the corre-
sponding Dirac string is chosen to place along the negative z-axis. In spherical
coordinates (r; ; '), the associated magnetic vector potential A  [29] (’ ’ de-
11
Chapter 2. Gauge Theory
Figure 2.1: Hedgehog-like ﬁeld conﬁguration at the end of a semi-inﬁnite long
solenoid [27]
noting that the singular string lies on the negative z-axis) is given by
A r = A
 









B  = rA  = g
r2




4g(x)(y)e^z; z < 0
0; z > 0:
(2.18)
It is clearly seen that A  and B  are singular for  = , or equivalently r =




r B  = r  ( g
r2
e^r  B h ) = 4g3(r)  4g(x)(y)(z) = 0; (2.19)
which implies that the charge of a magnetic monopole originates from the at-
tached Dirac string.
The vector potential given in (2.16) is not the only possible choice for the
Dirac monopole. For example, we can place the Dirac string along the positive
z-axis. The new vector potential [29] takes the form
A+r = A
+





1 + cos 
sin 
; (2.20)
B+ = rA+ = g
r2




4g(x)(y)e^z; z > 0
0; z < 0:
(2.22)
and the ﬁelds are singular for  = 0 (or r = z).
To get rid of the singular string, Wu and Yang [29] suggested to divide the
space around of the Dirac monopole into two overlapping regions Ra and Rb. As
shown in Fig. 2.2, Ra, Rb are chosen to exclude the negative and positive z-axis,
respectively. In the region Ra, the vector potential is deﬁned as A , while A+
is deﬁned in region Rb; in such a way that A+ and A  are singularity-free in


















Figure 2.2: The sphere is divided into two areas Ra and Rb. Ra excludes the
south pole S, while Rb excludes the north pole N . Two areas Ra and Rb can
cover the whole sphere. Picture is from [30]
with U = exp( 2igq'). This shows that it is then possible to ﬁnd well-behaved
gauge potentials throughout space despite the Dirac string singularity. To make
the gauge transformation (2.23) deﬁnable, U must be single-valued which results
in the celebrated Dirac quantisation condition [28]
2gq = n n 2 Z: (2.24)
Now the Dirac string becomes unobservable. Indeed any interference loop encir-
cling the Dirac string like in the Aharonov-Bohm eﬀect would lead to a phase-
shift being an integer multiple of 2 [31] and thus unobservable.
We conclude that the quantisation condition implies that the existence of a






and e = 1
2
g where e is the charge of the electron.
As such, any insight into the nature of the magnetic monopole would have
14
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far-reaching implications throughout physics.
2.4 Non-Abelian Gauge Theory
As mentioned above, the local phase transformation exp[i(x)] generates the
electromagnetic coupling. It is possible to generalize the U(1) phase transfor-
mation to non-Abelian gauge transformations [32] if a particle has an internal
structure, such as spin degree of freedom. The wave function of a particle with
N internal degrees of freedom is characterized by a set of complex numbers 	,
where  = 1; 2; :::N denoting the internal degree. The associated Lagrangian
becomes
L = i	y@t	 + (@k	)y(@k	); (2.26)
and the local gauge transformation now corresponds to a rotation in the internal
space
	! 	0 = U(x)	; (2.27)
with U(x) being an N N matrix which must be unitary UU y = 1.
Similar to the Abelian U(1) gauge ﬁelds, we introduce the gauge covariant
derivative D instead of the diﬀerential operator @ , and demand that the co-
variant derivative transforms as [3]
D ! D0 = UDU y: (2.28)
Suppose that D takes a similar form as the covariant derivative (2.8) in the
Abelian gauge theory
D = @   iqA: (2.29)
The requirement of the gauge invariance leads to the gauge potential A trans-
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forming [3] according to
A
0




which are featured by non-Abelian gauge group U(N). The transformations
shows that the gauge potential A must be an N N matrix as well, which are
called non-Abelian gauge potentials.









( ir  qA)2 + V + eA0

	; (2.31)
with 	 being a spinor wave function and (A; A0) being N N matrices.
Finally we can deﬁne the ﬁeld tensor as [3]
iqF	 = [D;D ]	 = (DD  DD)	: (2.32)
Here, the ﬁeld tensor F is also a N N matrix. From Eq. (2.28) it is easy to










F ! F 0 = UFU y: (2.34)
The above transformation shows that the ﬁeld strength F is not gauge invariant
any more, and of course, not a physical quantity. Such property is opposite to




Before we discuss the case of the non-Abelian magnetic monopole, it is neces-
sary to discuss the topological property of the gauge ﬁelds. For the Abelian
ﬁeld strength F (2.11), the topological charge of ﬁeld strength (excluding the











where i; j; k are space coordinate, and the integral runs over a closed surface S
(e.g a sphere). The charge QA is an integer 2 Z [33] , called Chern number of
the ﬁrst class. Because of the gauge invariance of the Abelian F (2.11), the
charge QA (2.35) can be observed, corresponding to a magnetic charge.
The non-Abelian ﬁeld strength F (2.32) itself, however, is not gauge invari-
ant. Therefore, the corresponding charge QA is gauge dependent and unphysical.
To ﬁnd the physically observable charge, in particular the electromagnetic ones,
we must construct the gauge invariant "electromagnetic" ﬁeld.
One possible way was proposed by ’t Hooft [34] for a SO(3) gauge theory.
Using the adjoint representation, where the elements of the group are represented
by linear transformations of the Lie algebra of the group, gauge ﬁelds and matter
ﬁelds can be characterized as A = Aaa and 	 = 	aa (a are generators of
the group SO(3) and a 2 (1; 2; 3) ). In terms of these ﬁelds we can construct the
’t Hooft’s electromagnetic ﬁeld [34]





= M +H ;
(2.36)
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where q is the coupling constant, and
j	j2 = 	a	a; B = 1j	j	
aAa;






G is invariant under local gauge transformations. Now, we can deﬁne a physi-
























According to Kronecker’s theorem, Q is an integer called Kronecker’s index [35].
Though G is gauge invariant, its partition into M and H is not. In
particular, M containing the gauge ﬁelds A is not gauge invariant. This
means that, if we apply a gauge transformation, the charges QM and QH may
change but the total charge Q = QM + QH is conserved. We will illustrate this
point below.
In HEP, non-Abelian magnetic monopoles are simply obtained as Dirac
monopoles times a constant (charge) matrix Q^ [36], characterised by
A0 = Ar = A = 0; qA' =  1  cos 
r sin 
Q^: (2.40)
For simplicity, we consider a non-Abelian monopole in a SU(2) gauge theory.
The three generators of SU(2) are a = 1
2
a where a are the Pauli matrices.
The vector potentials (2.40) of the non-Abelian magnetic monopole and the
corresponding matter ﬁeld 	 = 	aa are chosen to point along the third direction
18
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in SU(2) space, meaning Q^ =  3 and 	 = 	3 3. The associated physical






(r A'e')  d2S =  1=q;
QH = 0; Q = QM =  1=q:
(2.41)
This indicates that the magnetic charge of the system comes entirely from the
gauge ﬁelds (Dirac monopole).
Now, we perform the SU(2) gauge transformation [30,35]
U =e i'z=2e iy=2ei'z=2
=






with spherical angles (; '). The transformation law for A is given by
A
0




















(1 cos  cos'+ 2 cos '  3 sin ):
(2.44)
As a result of the transformation, A0 is ﬁnite everywhere except at the origin.
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0@ cos  sin e i'
sin ei'   cos 
1A
=sin  cos'1 + sin  sin'2 + cos 3:
(2.45)
and has a hedgehog-like ﬁeld conﬁguration in the vector space spanned by a.









QM = 0; Q = QH =  1=q:
(2.46)
Now we see that the magnetic charge comes entirely from the matter ﬁeld:
gauge transformation (2.42) has transferred the magnetic charge from the Dirac
monopole to the matter ﬁeld.
In contrast to the electromagnetic ﬁeld, magnetic monopoles can exist with-




In the ﬁrst part of this chapter, I will review general formulations about how
to generate an artiﬁcial gauge ﬁeld acting on the center of mass (COM) motion
of neutral atoms [6, 7, 14, 37–40]. The second part will explain the physical
implementations of an artiﬁcial gauge ﬁeld in ultracold atomic system [8–11,15,
16,41,42].
3.1 General Formulation
We begin with the full atomic Hamiltonian , which describes a single atom (with








here, P and r refer to the atomic COM momentum and coordinates; V (r) is
an internal-state-independent external potential. The operator Hint includes the
atomic internal motion, but can in principle depend on particle’s position r and
time t. Both the unit matrix I and the operator Hint act on the internal atomic
degrees of freedom.
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with atom-light coupling elements Hint; = hjHintji and N being the number
of atomic internal states.
Given a ﬁxed time t and position r, Hint being hermitian can be easily di-
agonalized. We denote the instantaneous, position-dependent eigenstates and
eigenvalues of Hint as
Hint(r; t)jm(r; t)i = m(r; t)jm(r; t)i; m = 1; 2; :::N: (3.3)
in which jmi  jm(r; t)i are known as the atomic dressed states, and where
1 < 2 <     .






where 	m  	m(r; t) is a wave function for the COM motion of the atom in the
m-th atomic dressed state.























Multiplying hnj into Eq. (3.6) , and using the orthonormality of the atomic
























jmi	m + V	n + n	n: (3.8)





















































where Anm  Anm(r; t) is deﬁned by:
Anm = i~hnjrmi: (3.10)
In addition, we let
nm =  i~hnj @
@t
jmi: (3.11)
Using the orthogonal relation of jmi, we can prove that both potentials Anm
and nm are hermitian.
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	+ (V + + )	: (3.13)











The vector matrixA arises because of the atomic dressed states ji being position
r dependent, while the scalar matrix  emerges due to temporal dependence of
the atomic dressed states ji.
Here, it should be emphasised that the matrices A and  in Eq. (3.14) would
transform like the non-Abelian gauge ﬁelds do (See subsection (3.2.2)) when
applying a unitary transformation. However, the full matrices A and  cannot
be identiﬁed with non-trivial gauge ﬁelds because the full matrices A and  in
Eq. (3.14) can be gauged away when we go back into the atomic bare internal
states basis.
3.2 Adiabatic Approximation
3.2.1 Abelian gauge ﬁeld
In ultracold atomic systems, the COM velocity vc (external motion) is suﬃciently
small such that jvc  Anmj  jn   mj (n 6= m) [4]. This means that the
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oﬀ-diagonal elements of (PI   A2 in (3.13) can be neglected. Furthermore,
if the temporal varying oﬀ-diagonal terms j~hnj @@t jmjij are extremely smaller
than the gap of the atomic dressed energies jn   mj (n 6= m) as well, then
we can make an adiabatic (Born-Oppernheimer) approximation and restrict the
dynamics of COM into the lowest manifold in which the ﬁrst atomic dressed
state j1i belonging to. The reduced COM dynamics for an atom [4] in the ﬁrst






































The vector potential A11 is called Berry connection; and the additional scalar
potential  arises from the projection of the term A2 onto the selected manifold.
Since the phase of the atomic dressed state j1i can be arbitrary (which is
essentially the U(1) gauge freedom), the system should be invariant under a local
unitary phase transformation
j1i ! j1i0 = e i(r;t)j1i: (3.17)
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The corresponding potentials transform according to
A11 ! A011 =A11 +r(r; t)
11 ! 011 =11   @t(r; t)
! 0 =:
(3.18)
These transformation rules take the same form in the U(1) gauge theory. At the
same time, the potentials A11 and  cannot generally be gauged away by U(1)
transformation. Therefore, they can be regarded as non-trivial Abelian gauge
ﬁelds for the ﬁrst dressed state.
3.2.2 Non-Abelian gauge ﬁeld
However, in the case where the lowest dressed states of the atomic system are
degenerate [14], the adiabatic approximation by projecting the system into one
of them fails. Suppose the atomic system has q  N degenerate atomic dressed
states in the lowest energy manifold Eq, and these states are well split oﬀ in
energy from the rest. To make the validity of the adiabatic approximation, we




















with ;  2 (1;   ; q) and 1 being the corresponding degenerate dressed energy.
After projection, we can obtain an eﬀective equation for the truncated wave








+ V + 1 + + 

~	; (3.20)
with the vector potential A and scalar potential  being the truncated q  q
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matrices. Similar to the Abelian case, the last term  in Eq. (3.20) results from























In the degenerate manifold Eq, the physics does not depend on the actual choice
of the basis. This means that all unitarily-related basis are equivalent. Therefore,
if we have
j~i ! j~0i = U y(r; t)j~i; (3.22)
where U(r; t) is a local q  q unitary matrix, then the vector potential A and
scalar potentials ,  transform as [15]
A! A0 = U(r; t)A U y(r; t) + i~U(r)rU y(r)
! 0 = U(r; t) U y(r; t)  i~U(r; t)@tU y(r; t)
! 0 = U(r; t) U y(r; t);
(3.23)
these relations are characteristics of non-Abelian gauge group U(q). Similar to
U(1) case, these eﬀective matrices potentials cannot generally be gauged away.
The non-trivial vector potential A with the U(q) gauge character is called the




jklFkl; Fkl = @kAl   @lAk   i~ [Ak; Al]; (3.24)
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and transforms [15] under the local rotation following
B! B0 = UBU y: (3.25)
Here, the term [Ak; Al] = AkAl  AlAk does not vanish in general, reﬂecting the
non-Abelian character.
3.3 Physical Implementation
Following two excellent reviews [4, 5], I will illustrate how to implement in the
laboratory the previous considerations and I will consider three practical schemes
based on the atom-laser coupling.
3.3.1 The  scheme
Suppose an atom is characterized by a -type atomic level structure [10,11,16,42],
shown in Fig. 3.1. The two lowest atomic internal states j1i and j2i of the atom
are coupled to each other by exactly resonant one-photon transition through an
excited state jei. The full atomic Hamiltonian is featured in Eq. (3.1). Under
the rotating wave approximation (RWA), the atom-laser coupling operator Hin











1;2 being generally the complex and spatial-varying Rabi frequencies, cor-
responding to the strength of the atom-laser interaction.


















Figure 3.1: Atomic -level structure: two laser beams characterized by the Rabi
frequencies 
1 and 
2 drive the resonant one-photon transitions j1i ! jei and
j2i ! jei, respectively.
The quantities  and S1;2 are generally space-dependent. It is then straightfor-
ward to compute the dressed state of the  system [4,11]






sin e iS1 j1i+ cos e iS2 j2i jei; (3.28)
with eigenvalues 0 and ~
=2, respectively. The state jDi with zero eigen-
value is orthogonal to the excited state jei, and is called a dark state. Because
the dark state is robust against the decoherence caused by spontaneous emis-
sion, it is widely applied in electromagnetically induced transparency [43–45]
and Stimulated-Raman Adiabatic Passage [46–48].
Denoting the state vector of the atom as j	(r)i, we can now expand j	(r)i





Suppose at an initial time, we prepare an atom in the dark state 	D(r) . In
the ultracold atomic system, where the motion of COM of an ultracold atom is
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suﬃciently small; the atom would stay in the dark state for all the time. In such
a way, the state 	D(r) would be protected from the spontaneous emission all the
time. An eﬀective Abelian gauge potential would emerge for the COM dynamics
of the atom restricted in the dark state. The corresponding vector potential
A = i~hDjrjDi and scalar potential  = ~2(jh jrjDij2 + jh+jrjDij2)=(2M)
are given by [4]











And the associated magnetic ﬁeld is
B = rA = ~ sin 2 r r(S2   S1): (3.31)
It shows that an eﬀective magnetic ﬁeld B with non-vanishing value exists only
if the gradient of the relative phase S1 S2 and the intensity ratio tan  are both
nonzero and linearly independent (For example, laser beams with orbital angular
momentum).
3.3.2 The Raman beams
The setup, widely used in current experiments [12, 13, 21, 49, 50] on artiﬁcial
gauge ﬁelds in ultracold atomic system, is based on raman transitions between
the ground states of the cold atoms. As shown in Fig. 3.2, an atom is irradiated
by two laser beams, characterized by complex and space-dependent Rabi fre-
quencies 
1;2. The ground states jm = 1; 2i of the atom are shifted by applying
a magnetic ﬁeld which can be inhomogeneous, and coupled with each other by
nearly resonant two-photon transitions through an virtual state. Typically, the














Figure 3.2: Raman transition scheme. 
1 and 
2 denote the Rabi frequencies
of the transitions j1i ! jei and j2i ! jei respectively. One-photon and two-
photon detuning are characterized by  and . j1i and j2i are coupled by nearly
resonant two-photon transitions through an virtual state.
state, is tuned to be very large, i.e. jj  j
1;2j, in such a way the excited state
jei has zero-population to avoid decoherence arising from spontaneous emission.
Therefore adiabatic elimination of the excited state jei can be applied and under
RWA, it leads to an eﬀective 2 2 coupling matrix [51] for the evolution of the
















Here, 2(r) denotes the detuning of the two-photon transition and is generally
position dependent.










 sin'eiS2 : (3.33)
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and S12 = S1   S2.
If, at an initial time, we prepare the atom in the lowest dressed state ji of
Hin:
ji =   sin 
2
j   1i+ cos 
2
e iS12j1i; (3.35)
an Abelian gauge vector potential would emerge for the adiabatic COM motion
in the lowest dressed ji and takes the form
A = i~hjri = ~ cos2 
2
rS12: (3.36)




Since  is a function of , a non-vanishing magnetic ﬁeld B can be generated
by position dependent relative phase S12 and detuning  with constant intensity
ratio tan', in which their phase and detuning gradients should not be parallel
with each other.
3.3.3 The tripod scheme
As we have seen in subsection (3.2.2), when the adiabatic COM motions of atoms












Figure 3.3: The tripod coupling scheme: the atomic excited state jei is coupled
with the 3 diﬀerent atomic ground states jji (with j = 1; 0) by three resonant
laser beams characterized by Rabi frequencies 
j respectively.
ﬁelds would arise. A tripod setup, characterized by three atomic ground states
coupled with an excited state through three laser beams (shown in Fig. 3.3),
is widely used in quantum optics [52–55]. Meanwhile, the tripod setup has
two degenerate dark states, which can form a degenerate manifold. Therefore,
the tripod setup is an experimentally realizable scheme to create artiﬁcial non-
Abelian gauge ﬁelds for the COM motion of atoms.
Suppose the transitions between the ground states and the excited state are










After parameterizing the Rabi frequencies 
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the associated two dark states can be expressed as [15]
jD1i =sin'eiS31j   1i   cos'eiS32j0i
jD2i =cos  cos'eiS31j   1i+ cos  sin'eiS32 j0i   sin j1i;
(3.40)




cos2 'rS23 + sin2 'rS13

;
A12 =~ cos 
 1
2
sin 2'rS12   ir'

;
A22 =~ cos2 
 




Based on the setup above, we can study the COM dynamics of an atom and
topological property of the interaction of neutral ultracold atoms subjected to
such non-Abelian gauge ﬁelds.
One of the most fascinating ﬁeld conﬁguration in the non-Abelian gauge
potential is the eﬀective non-Abelian magnetic monopole. To create a non-
Abelian magnetic monopole, we consider a speciﬁc laser conﬁguration, in which
Rabi frequencies 
1;2;3 represent the ﬁrst order Hermite-Gaussian beams. More
speciﬁcally 
1;2 propagate along z direction, while the 
























(1 + cos2 )I+ (1  cos2 )z; (3.43)
with r,  and ' being the spherical coordinates, k being the Pauli matrices,
and I being 2D unity matrix. As already mentioned in Section 2.5, the ﬁrst
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term in the vector potential A corresponds to a non-Abelian SU(2) monopole
located at the origin (r = 0). Its eﬀective magnetic charge can be calculated
from Eq. (2.41) and takes the value Q =  2.
3.3.4 Limitations
Finally, we want to discuss the main drawbacks of the dark state method and
two-photon Raman transition approach mentioned above. Because both schemes
are based on atom-light coupling, the exchange of photons induces heating mech-
anism which challenges the adiabatic approximation. Fortunately, it can be kept
suﬃciently low in real experiments [12, 13] so that the adiabatic approximation
remains valid over long enough time scale. Moreover, for the dark state method,
because jDi (3.28) is not the lowest energy state of the system, atoms prepared
in jDi would be scattered to the bright states ji (3.28) after atomic collisions.
As a result, the atomic system prepared in jDi is unstable against perturbations.
However, it is a simplest method to create an artiﬁcial non-Abelian gauge ﬁeld in
free space. The dynamics and topological properties of an atom moving in a non-
Abelian gauge ﬁeld are still interesting even without atomic scattering. On the
contrary, two-photon Raman transition approach is robust against the scattering,
and has already been implemented in recent experiments [12,13,21,49,50]. The
main limitation of the latter approach is that artiﬁcial gauge ﬁelds exhibiting
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In this Chapter, we discuss a new proposal to generate artiﬁcial non-Abelian
U(3) gauge ﬁelds. Our scheme, based on a single particle approach, is a straight-
forward generalization of the tripod scheme discussed in [15]. It is based on three
space-dependent dark states arising from the coupling with resonant one-photon
transitions between Zeeman sub-levels belonging to diﬀerent hyperﬁne states of
an alkali atom, such as 87Rb, subjected to a magnetic ﬁeld. In the following, we
ﬁrst introduce the laser scheme we propose and work out the general expressions
for both the eﬀective vector and scalar ﬁelds. We next discuss two speciﬁc laser
conﬁgurations: the ﬁrst one gives rise to a non-Abelian U(3) monopole while
the second one gives rise to a non-Abelian SO-like coupling. Finally, we discuss
alkaline-earth atoms, taking the fermionic isotope of Strontium as a paradigmatic
example. In this case however, because the Zeeman shifts of the lowest hyper-
ﬁne states 1S0 are negligible, a slightly diﬀerent laser conﬁguration is required to
appropriately couple the electronic levels.
In both situations, monopole or spin-orbit coupling, working with a gauge
group larger than U(2), brings potentially more interesting physics for two main
reasons. First, the number of species being larger, new and nontrivial many-
body phenomena can emerge. For example, it has been found that a 3-color
fermionic system with attractive interactions gives rise to a nontrivial ground
state separating the usual BEC and BCS phases [56]. Second, the gauge group
being larger, it contains more subgroups and these subgroups can still have a
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Figure 4.1: 2-tripod scheme for the D1 line of 87Rb. An external magnetic ﬁeld,
chosen as the quantization axis, is applied to the atoms and lifts the Zeeman
degeneracy of the ground state (with total spin Fg = 2) and excited state (with
total spin Fe = 1) manifolds. Six resonant laser beams then illuminate the
atoms, their polarization state being appropriately chosen to address the  and
 transitions shown in the Figure. States jii (1  i  5) refer to the Zeeman
levels j2;mgi (jmgj  2) in the ground state manifold. States jii (i = 6; 7) refer to
the Zeeman levels j1;me = 1i of the excited states manifold. All other excited
levels (three of them indicated by horizontal dashed lines) are not addressed since
they are far oﬀ-resonance from any of the six laser beams. This 2-tripod scheme
gives rise to three dark states with vanishing energy.
nontrivial structure. Therefore, in the presence of interactions, a larger gauge
group allows for diﬀerent symmetry-breaking scenarios for the ground state. For
instance, in the situation of a Higgs ﬁeld coupled to a U(3) gauge ﬁeld, i.e.
extending the ’t Hooft monopole to a larger group, it has been found that the
U(3)-monopole solutions can have two diﬀerent kinds of topology, depending
on the subgroup leaving the ground state invariant [57]. Similarly, it has been
shown, that, on a square lattice, a system with a U(3) spin-orbit coupling, even
in the non-interacting regime, has topologically nontrivial states, in contrast to




We consider the 2-tripod coupling scheme depicted in Fig. 4.1. It is based on
two usual tripod schemes. One couples ground states j1i, j2i, j3i to excited
level j6i. The other one couples ground states j3i, j4i, j5i to the excited level
j7i. As one can see these two tripod schemes are not independent since they
share one common ground state level, namely level j3i. This very situation can
be implemented with alkali atoms, for instance by considering the D1 line of
87Rb atoms. In this case, one ﬁrst applies a magnetic ﬁeld to split the Zeeman
structure of both the ground Fg = 2 and excited Fe = 1 states and then one
shines six suitably polarized resonant laser beams to produce the desired 2-tripod
coupling scheme shown in Fig. 4.1. Sec. 4.4 below gives more details about the
experimental realization and its limitations.
Since the 2-tripod scheme involves ﬁve ground states coupled to two excited
states, one expects three degenerate dark states with vanishing energy. Indeed,













We now parameterize the position-dependent Rabi frequencies as follows [4,15]:

a1 = 











where a = l; r. The twelve diﬀerent quantities 
ai , a, a and Sai (i = 1; 2; 3)
are generally space-dependent. It is then straightforward to compute the three
orthonormal dark states of the 2-tripod scheme:
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jDli =sinleiSl31j1i   cosleiSl32j2i (4.3a)





iSl31j1i+ cot l sinleiSl32j2i   j3i
+cot r cosre
iSr31 j5i+ cot r sinreiSr32j4i

0 =(1 + cot
2 l + cot
2 r)
1=2; (4.3c)
where Saij = Sai   Saj (a = l; r). One may note that when 
r3 = 0, corresponding
to r = =2, then the 2-tripod scheme breaks up into a U(2) tripod conﬁgura-
tion coupling states j1i, j2i, j3i to j6i and an independent U(1) -conﬁguration
coupling states j4i, j5i to j7i. Then state jDri identiﬁes with the dark state of
the -conﬁguration while jDli and the corresponding jD0i state identify with the
two dark states of the left-tripod conﬁguration. The same type of considerations
can be made if 
l3 = 0, corresponding to l = =2. In other words, the states
jDai (a = l; r) are dark states for the left and right U(2) tripod conﬁguration as
well as dark states for the  conﬁguration. The remaining state jD0i, embodying
all ﬁve Zeeman ground state levels, reﬂects the coupling of the two U(2) tripod
conﬁgurations when both 
l3 and 
r3 are non zero. It boils down to the missing
tripod dark states when 
l3 or 
r3 vanishes.
From the dark states expressions (4.3), one can derive the vector and scalar


























Figure 4.2: [Color online] Laser beam conﬁguration giving rise to a non-Abelian
U(3)-monopole with unit charge and associated to the generator Jx of the SO(3)
subgroup. The horizontal beams are Laguerre-Gauss modes carrying opposite
orbital angular momentum ~ shown by the green arrows. The vertical laser
beams are n = 1 Hermite-Gauss modes. The bias magnetic ﬁeld lifting the
Zeeman degeneracies in Fig. 4.1 deﬁnes the quantization axis. One possible con-
ﬁguration consists in choosing the magnetic ﬁeld along Oy. Then, all beams are
linearly-polarized (thin black arrows) and can selectively address their allocated
transitions since their polarization state have a non-vanishing projection on the
desired  and  transitions.
vector potential A is now a 3 3 Hermitian matrix with entries:
A11 =cos
2 lrSl23 + sin2 lrSl13
A33 =cos






2 lrSl13 + sin2 lrSl23)
+ cot2 r(cos


























where the star denotes complex conjugation. The scalar potential expression is
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rather involved and is given by:
11 =
1 + cot2 r
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4.2 U(3) monopole
In the following, we will use the spherical coordinate system (r; ; ') about axis
Oz to parameterize a point M(x; y; z) in space. Then, from Eq. (4.4), one can
check that a gauge ﬁeld corresponding to a U(3) monopole can be generated by


























x2 + y2 = r sin . The corresponding laser beam conﬁguration
is shown in Fig. 4.2, the quantization axis being along axis Oy. The three
beams addressing the left tripod conﬁguration consist of two linearly-polarized
co-propagating (along axis Oz) Laguerre-Gauss beams with orbital angular mo-
mentum ~ and of a linearly-polarized Hermite-Gauss beam propagating along
axis Ox. The three remaining beams are just "reﬂection images" of the previous
beams and address the right tripod conﬁguration. The potential vector then
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reads:















+ ~k (e^z   e^x)1:
(4.6)
The last term is inessential: it is a constant gradient term proportional to the unit
matrix that can be gauged away through a U(1) transformation. The second term
depends on the wave number k and is similar to the k-dependent terms found
in the U(2) monopole case [4, 15]. It is not singular and leads to non-monopole
terms. We will not discuss it in the following though it can play an important
role in the dynamics [58]. Finally, the ﬁrst term can be rewritten as Am = am Jx
where am =   cos  e^'=(r sin ). It corresponds to a non-Abelian U(3) monopole









Indeed, the corresponding non-Abelian magnetic ﬁeld Bm = r  Am + Am 
Am=(i~) reads Bm = (ram) Jx. Let us ﬁrst consider a general Abelian vector
ﬁeld of the form a = g() e^'=(r sin ). Then the corresponding Abelian magnetic
ﬁeld reads:





  2(z)(x)(y) e^z (4.8)
(z) = g(0)(z) + g()( z); (4.9)
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where (u) is the step function. It consists of a monopole contribution Bm
given by the ﬁrst term in the right-hand side of Eq.(4.8) and of a Dirac-like
string contribution with ﬂux  2(z). The magnetic charge Qm associated to






B  dS = g()  g(0)
2
; (4.10)
where S is the sphere of radius r and dS = r2 sin  dd' e^r (One may note that
the magnetic charge associated with the string is Qs =  Qm). Since we have
g() =   cos  in our 2-tripod situation, we thus get a genuine monopole ﬁeld
with unit magnetic charge coupled to Jx. It is worth noticing that, in HEP, it has
been established that all non-Abelian monopoles are simply obtained as Abelian
monopoles times a constant (charge) matrix Q [59]. The string is undetectable
when exp(4iQ=~) = 1. This is also what we get here.
As mentioned in Section 2.5, the charge of the non-Abelian gauge ﬁeld can be
transferred into the matter ﬁeld. Therefore we can ﬁnd a gauge transformation
getting rid of the Dirac string in U(3) monopole ﬁelds. The gauge transformation
performed to remove the singular part of the monopole ﬁelds Am is similar to
the U(2) case [35] and takes the form
Um(r) = exp(i'Jx) exp( iJy): (4.11)






e'[sin Jx sin' cos Jy cos' cos Jz]  1
r
e[cos'Jy sin'Jz]: (4.12)
If, starting from the laser conﬁguration shown in Fig. 4.2, one just ﬂips the
sign of the orbital angular momentum carried by each of the right Laguerre-Gauss
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while keeping all the other ﬁelds unaﬀected (see Fig 4.3), then only the monopole









1CCCA = SyJxS; (4.14)
where S is the diagonal matrix with entries (1; 1; 1) and representing a reﬂection
about the plane (Ox;Oy). The Abelian monopole with unit charge described by
am is now coupled to the new matrix ~Jx. This monopole is thus associated
with a Hermitian matrix which turns out to be a generator, like Jx is, of the
rotation subgroup SO(3) of U(3) (see later discussion). One may note that
Jx =
p
2~(g1 + g6) while ~Jx =
p
2~(g1   g6) , where the matrices g1;6 are Gell-
Mann matrices [60]. For sake of completeness, we give the 8 Gell-Mann matrices
gi (1  i  8) in the Appendix B. By changing the laser beams conﬁguration, a
U(3) monopole associated to another combination of Gell-Mann matrices could
be obtained in principle.
Similarly to the U(2) situation studied in [58], understanding the topolog-
ical properties [57] of the ground state and excitations of interacting particles
subjected to a U(3) monopole ﬁeld would certainly lead to new and interesting
physics that could be targeted in cold atoms experiments. More precisely, since
the U(3) gauge group is larger than U(2), one expects that diﬀerent kind of


























Figure 4.3: [Color online] Laser beams conﬁguration generating a non-Abelian
U(3)-monopole with unit charge and associated to a 33 matrix which does not
belong to the SO(3) subgroup. It is obtained by ﬂipping the sign of the orbital
angular momentum carried by the right horizontal beams. The conventions and
polarizations of the beams are the same as in Fig. 4.2.
4.3 Spin-Orbit Coupling
A non-Abelian SO-coupling can alternatively be achieved by considering the
laser beams conﬁguration shown in Fig. 4.2 but where all six laser beams are






















('r = 'l = =4). Here we have k3 ? kl;r, these vectors being in the plane
(Ox;Oz) orthogonal to the quantization axis Oy, the polarization states being















(g1  g6); (4.17)
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where the last equality has been obtained by also assuming kr = kl. One can
generate diﬀerent types of SO-coupling, in the spirit of what is done in [61] to
induce a Rashba or a Linear Dresselhaus SO-coupling. For example, from the
expansion of (p A)2=(2m), we get the SO coupling terms VSO = ~k=(2m) vSO
where
vSO = (Jz=~) px + 2()(g1  g6) pz
vSO = 2()(g1  g6) px + (Jz=~) pz
(4.18)
for (k3;kl) = (ke^x; ke^z) and for (k3;kl) = (ke^z; ke^x). Here () =
2=
p
2 + tan2 and equals unity if tan =
p
2, i. e. if all left (resp. right)
Rabi frequencies are equal. One should note that, contrary to the U(2) scheme,
the expansion features the non-Abelian potential A A=(2m) which adds up to
the non-Abelian potential . As one can easily check, this term is not propor-
tional to the identity and therefore should play a role in the dynamics and in the









4.4 Experimental Realization and Limitations
In Sec. 4.2, we have shown that non-Abelian U(3)-monopole contributions can
be obtained using speciﬁc laser beams conﬁgurations. More precisely, the com-
mon ground state shared by the two tripods, namely ground state level j3i,
should be coupled to excited states with Hermite-Gauss laser beams propagat-
ing along the same axis. The other ground states are coupled to excited states
with Laguerre-Gauss beams propagating perpendicularly to the Hermite-Gauss
beams, see Eqs. (4.5),(4.13) and Figs. 4.2,4.3. Because of these constraints, one
cannot solely rely on the laser polarization degrees of freedom and dipole selec-
tion rules to independently and selectively address the diﬀerent transitions of
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the 2-tripod scheme. One also needs to apply a strong magnetic ﬁeld to lift the
Zeeman degeneracy in the ground state and excited state manifolds to get well
separated transitions and avoid spurious spontaneous emission processes from
unwanted transitions.
For the D1 line of 87Rb that we used as an example, this Zeeman degeneracy
lifting is even favored by the opposite signs of the Landé factors in the ground
state (Fg = 2) and in the excited state (Fe = 1). Regardless any possible
technical issues to generate the required magnetic ﬁeld, its maximum value is
limited by the hyperﬁne splitting hs  142  of the excited state (  = 2  5:8
MHz is the natural line width of the transition), otherwise the coupling to the
other hyperﬁne manifold Fe = 2 will start playing a non-negligible role. In
addition, since light-induced gauge potentials originate from photon momentum
exchanges with the atoms, their energy scale is thus of the order of the recoil
energy, ER = ~!R  0:6 10 3~ . Therefore, the rate of any residual spontaneous
emission from the oﬀ-resonant transitions should be smaller than ~ 1ER, which,
in the case of 87Rb, might be diﬃcult to achieve. In the same line of thought,
it becomes even more challenging to address the eﬀect of the gauge potential on
the atoms dynamics over time scales in the millisecond range and beyond [13].
From this point of view, fermionic isotopes of alkaline-earth atoms provide
interesting alternatives to Rubidium atoms. In particular, the hyperﬁne split-
ting of the 3P1 excited state of the Strontium isotope 87Sr is hs  105 , at
least three orders of magnitude larger than alkali atoms. In this case, the left
and right tripod conﬁgurations can be driven independently (see Fig. 4.4) and
should be well protected from spurious spontaneous emission due to unwanted
oﬀ-resonant transitions. Furthermore the narrow linewidth (  = 7:4 kHz) of the
intercombination line at 689nm leads to a large Zeeman shift (compared to  )
with reasonable magnetic ﬁelds of few tens of Gauss. However the 1S0 ground
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state carries no electronic spin, only a nuclear one I = 9=2. Regarding our laser
coupling scheme, the Zeeman shift in the ground state is thus essentially negli-
gible and one has now to solely rely on the polarization states of the beams to
address independently and selectively the left and right tripod transitions. More
precisely, the Laguerre-Gauss beams addressing the left (resp. right) tripod, and
propagating along the Oz axis, must have opposite circular polarizations and
should now drive the 1 $ 6 and 3 $ 6 -transitions (resp. the 3 $ 7 and
5 $ 7 -transitions). The Hermite-Gauss beams, propagating along the Ox
axis, must have a linear polarization, along the Oz axis, and address the 2$ 6
and 4 $ 7 -transitions. One immediately sees that the laser beams conﬁgura-
tion proposed in Sec. 4.2, and generating an U(3)-monopole, fails to meet these
polarization constraints. Figure 4.4 shows the new laser beams conﬁguration
with the appropriate quantization axis and polarization states. In the following
Sec. 4.5, we discuss in some details the properties of the resulting new gauge
potentials. In particular, we show that a U(3)-monopole with a non-zero charge
can still be recovered by using an appropriate gauge transformation.
One may also note that the SO-coupling scheme, depicted in Sec. 4.3, can
be extended to the case of the alkaline-earth atoms, again using appropriate
polarization states for the laser beams to address the proper transitions. One
ﬁnds SO-coupling terms similar to those given in Eq (4.18).
The initial preparation of the atoms in a speciﬁc dark state is rather simple.
Starting from a fully spin-polarized sample, all the lasers connecting the empty
Zeeman sub-states of the ground level should be initially switched on. Then
a slow ramping of the remaining laser ﬁelds guarantees a full transfer into a
given dark state. The ﬁnal detection can be done by abruptly turning oﬀ the
laser ﬁelds. In this case, the dark states are mapped onto the bare spin states.
The "ﬂavor" texture of the gas can then be measured by using spin-dependent
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imaging techniques, see Refs. [62,63] for instance. Interestingly, we note that the
bare states basis has a larger dimension than the dark states basis. It means that
useful information on the relative phase of the dark states could be extracted as
well.
We close this Section by reminding that the gauge ﬁeld description of the
atomic dynamics relies on the assumption of an adiabatic evolution which should
be fulﬁlled at any time. This means that the mean Rabi frequency should be
much larger than any other characteristic frequencies governing the dynamics of
the atomic external degrees of freedom. In particular one should prevent atoms
to go too close to the monopole singularity, where all laser ﬁelds vanish, because
the adiabatic assumption would break.
4.5 Alkaline-Earth Atoms
4.5.1 U(3) monople
Taking into account the polarization constraints that alkaline-earth atoms bring
into the game, a laser conﬁguration that corresponds to a realistic experimental











































































Figure 4.4: [Color online] (a) 2-tripod scheme in the case of 87Sr atoms. An
external magnetic ﬁeld is still applied but, for reasonable magnetic strength,
only the Zeeman degeneracy of the excited state manifold is lifted (the ground
state manifold carries no electronic spin). Now, contrary to the Rubidium case,
the laser ﬁelds must have exactly the polarization required by the transition
they need to address. This imposes the Zeeman ﬁeld to be applied along the
quantization axisOz, the left and right Laguerre-Gauss beams to propagate along
Oz with opposite circular polarizations (shown with the thin black arrows) to
address the -transitions. The vertical Hermite-Gauss beams propagate along
Ox and are linearly-polarized along Oz to address the -transitions, see (b).
The corresponding non-Abelian vector potential is:
A = ~
cos  sin p



















1CCCA+ (   ); (4.22)
where (   ) represents terms which do not contribute to the singular part of
the radial magnetic ﬁeld such as (non-singular) k-dependent terms or the ('-
independent) e^ component. Each term explicitly written in Eq. (4.22) corre-
spond to a non-Abelian monopole-like magnetic ﬁeld, the ﬁrst one coupled to
2~(g1   g6) and the second one to Jz (which is also a linear combination of the
Gell-Mann matrices of the SU(3) group). However, each of these terms alone
are such that g() = g(0). Thus they each carry a vanishing magnetic charge
according to Eq. (4.10) and the present conﬁguration does not seem, strictly
speaking, to produce a true magnetic monopole. However, let us apply the








1CCCA = SyJyS: (4.23)
Since ~Ja = SyJaS (a = x; y; z) satisfy the usual angular momentum commutation
relations [ ~Ja; ~Jb] = i~"abc ~Jc (note that ~Jz = SyJzS = Jz), one can use the rotation




= (2  sin2 )( ~Jx + cot  Jz) e^'
r
+
cos  sin2 p
1 + 2 sin2 






where again (   ) represents the terms which do not contribute to the singular
part of the radial magnetic ﬁeld. The only term describing a true U(3)-monopole
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with non-vanishing charge Q =  2.
4.5.2 Gauge transformations and magnetic charge
The previous situation is similar to the relationship between the U(2) ’t Hooft-
Polyakov monopole and the U(1) Dirac monopole [30]. A non-Abelian gauge
transformation can be used to fully remove the string singularity of the Dirac
monopole along the negative z axis by transferring it to the associated Higgs ﬁeld.
In the process, it is the total charge of the monopole and of the Higgs ﬁeld that
is conserved. For example, in Ref. [58], the Authors compute the ground state
properties of a Bose-Einstein condensate subjected to a U(2)-monopole (namely
an Abelian one coupled to x). They apply a gauge transformation to remove
the string singularity (along the full z axis) to get a new non-Abelian gauge ﬁeld
but with a vanishing magnetic charge. This is the kind of situation we face here
where we ﬁnd a U(3)-monopole with a vanishing charge in one gauge and with
a non-vanishing charge in another gauge.
Let us illustrate a bit further the modiﬁcation of the eﬀective magnetic charge
of the non-Abelian monopole when a unitary change of the dark states basis set is
performed by discussing the usual tripod scheme studied in [4,15]. It is obtained
from our 2-tripod scheme by setting 
ri = 0. One can build a dark state on
the Zeeman states j1i and j2i coupled to the excited state j6i by the + and 
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eiS31j1i+ eiS32j2i  sin  j3i: (4.27)
Dropping the k-dependent part for simplicity, these dark states generate the usual
U(2)-monopole gauge ﬁeld, cos  x e^=(r sin ) which has an eﬀective magnetic
charge Q =  1.
If, on the contrary, one chooses to build a dark state on the Zeeman states
j1i and j3i coupled to the excited state by the + Laguerre-Gauss beam and by
the   Hermite-Gauss beam, one rather gets:
jD01i =
1p
1 + cos2 
hp






1 + cos2 
hp
2 sin2 eiS21 j1i+
2 sin  cos eiS23j3i  
p




Dropping again the terms which do not contribute to the singular part of the




cos  sin2 
1 + cos2 
x +
2 cos2 






where x and z are the standard Pauli matrices. These expressions bear some
resemblance with the U(3) situation, see Eq.(4.22). Here too, each term gives rise
to a vanishing magnetic charge Q = 0. On the other hand, the transformation




1 + cos2 
0@ cos  1
1   cos 
1A : (4.30)
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This shows that the gauge ﬁeld A0 and A are simply related by the gauge trans-
formation A0 = UAU y+ i~UrU y. Therefore, the two gauge ﬁelds correspond to
the same physical situation, a U(2)-monopole, despite the fact that the eﬀective
magnetic charges are diﬀerent, B0 = UBU y.
This is somehow what we have obtained for the U(3) case above, i.e. the
physics of a U(3)-monopole but from an unusual gauge perspective. However it
is important to note that, contrary to the U(2) case, the U(3) gauge potentials
obtained with the laser conﬁguration used for the alkaline-earth atoms and the
gauge potentials obtained with the laser conﬁguration used for the Rubidium case
are not related by a gauge transformation. Indeed the dark states obtained in
one scheme are linearly independent from the dark states obtained with the other
scheme since they span diﬀerent subspaces of the full Hilbert space. Therefore
they cannot be related by a (position-dependent) 33 unitary matrix, as required




Most Bose-condensed atomic gases have non-zero hyperﬁne spin F arising from
the coupling between the outer electron spin S and the nuclear spin I . For
example, 87Rb has an electronic spin S = 1=2 and a nuclear spin I = 3=2 forming
the hyperﬁne spin F = 1 and F = 2, and 87Sr has only a nuclear spin I = 9=2
forming the hyperﬁne spin F = 9=2.
When atomic gases are trapped in a spatially-varying magnetic ﬁeld, the spins
of the atomic gases locally point along the direction of the trapping magnetic
ﬁeld, and atomic gases with opposite spin orientations cannot be trapped at the
same time. As a result, the internal spin of the atomic gases are frozen and their
behaviors are the same as spinless atoms only characterized by scalar quantities.
In contrast, we can simultaneously trap atomic gases with diﬀerent magnetic spin
in an optical potential [64]. The internal spin degrees of freedom are no longer
frozen because the trapping force induced by the optical potential acting on the
atoms is independent of the magnetic states. Such Bose-condensed atomic gases
with hyperﬁne spin F states are called spinor Bose-Einstein condensates and are
characterized by a wave function with 2F + 1 components.
Section 5.1, section 5.2 and subsection 5.3.2 follow the book [65].
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5.1 General Hamiltonian for a Spinor BEC
The physical system concerned in this thesis is a bosonic gas with the three
magnetic sublevels of the hyperﬁne manifold F = 1. Denoting the magnetic
sublevels by jF = 1;i ( = 0;1), let 	^(r), 	^+ (r) be the bosonic ﬁeld
operators that annihilates and create a bosonic atom in hyperﬁne state jF = 1; i































with  being the chemical potential (assumed here to be the identical for each
component due to the conservation of the total number of particles); with v;;
being the spin-dependent two-body interaction and satisfying the total spin con-







where M is the mass of the atom and Vtr(r) is the optical trapping potential.
Contrary to scalar bosonic gases, spinor bosonic atoms can change their hy-
perﬁne spin states during the two-body scattering processes, e.g., two atoms in
the F = 0 states may be scattered into F = 1 states. This is due to the
spin-spin interaction part of the interaction potential when spinor atoms col-
lide. Such scattering processes may be labelled by the total angular momentum
f = F1 + F2 of the colliding atoms, so that the interaction Hamiltonian can be
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vf (r  r0)P^f (r; r0); (5.3)
with vf being the scattering potential in the total spin f channel. Here, P^f is
the projection operator, which projects any two spin-F particles into the total
spin f state. It takes the form [66]








where O^fmf is the two-body operator that annihilates two bosonic particles in






hf;mf jF = 1; 1;F = 1; 2i	^1(r)	^2(r
0
); (5.5)
where hf;mf jF = 1; 1;F = 1; 2i is the Clebsch-Gordan coeﬃcient.
For a given channel f , atomic gases strongly repel with each other when
they are close, while they weakly attract with each other through the van der
Waals force at large atomic separations. In a dilute ultracold atomic system, the
range of scattering between atoms is negligible compared to the typical average
atomic separation. Therefore, the low-energy scattering properties will be mainly
given by the asymptotic behavior of the two-body wave function described by the
scattering amplitude f. Usually the temperature of the ultracold atomic system is
very low ( in the nano-micro K range), and s-wave scattering dominates. In this
case, the scattering amplitude f reduces to the simple form f =  af=(1 + ikaf )
[67], where af is the s-wave scattering length for the total spin f channel and
k is the scattering momentum. As pointed out by Lee, Huang and Yang [68],
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r in the low-energy limit. As a result, the eﬀective interaction may














@er er P^f (r; r0); (5.6)
where er  jr   r0j and where the scattering length af is an experimentally
determined parameter. If the integral does not diverge at the origin, the pseu-















When two identical atoms scatter through the s-wave ( orbital angular momen-
tum l = 0) channel, their wave function in the total spin f will acquire a phase
factor ( 1)f after exchanging of them. If the atoms are bosonic, the symmetry
requirement of the system under the exchange of any two atoms implies that
f must be even. Thus, only the f = 0 and f = 2 channels are opened during
















Finally, using the basis jF = 1; i the total Hamiltonian for the spin-1 spinor





















5.1. General Hamiltonian for a Spinor BEC



















The new coupling constants c0 and c2 are associated with the s-wave scattering




(a0 + 2a2); c2 =
4~2
3M
(a2   a0): (5.11)
The corresponding interactions are called density-density interaction and spin-
spin interaction respectively.
When the s-wave scattering lengths a0 and a2 are equal, then c2 = 0 and
spin-spin interactions are absent in the system. Consequently, atoms cannot
change their hyperﬁne states through scattering processes. This is the case for
87Sr atomic gases. For 87Rb atomic gases, the diﬀerence between a0 and a2 is
typically small [71], and spin-spin interactions are therefore negligible compared
to density-density interactions. In addition, although 87Rb is a spin F = 1 atom,
the states involved through Raman coupling are only  = 1. The state  = 0
would then never get populated by density-density interaction. Thus we can














where ;  = 1.
The system described by the Hamiltonian (5.12) could be regarded as a spin
one-half bosonic system.
61
Chapter 5. Spinor Bose-Einstein Condensate
5.2 Mean-ﬁeld Theory and Quasiparticle Excita-
tions
In the zero temperature limit, all the bosonic particles are supposed to condense
into the same single quantum state 	(r)  	1(r);	0(r);	 1(r)T , where T de-
notes transpose operation. Then we apply mean-ﬁeld theory by decomposing the
bosonic ﬁeld operator 	^(r) into the condensate part 	(r) and the ﬂuctuation
part ^(r) as follows:
	^(r) = 	(r) + ^(r); (5.13)
The ﬂuctuation parts ^(r) contain all modes that are orthogonal to the con-






 (r) = 0: (5.14)
After substituting Eq. (5.13) into Hamiltonian (5.9), we obtain:
H^ = H^0 + H^1 + H^2 + cubic and quartic terms: (5.15)














h^    + c0j	j2 + c2(	+F	) F






dr e+HBog e: (5.18)
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Here we have introduced a 6  1 Nambu spinor e  ^1; ^0; ^ 1; ^+1 ; ^+0 ; ^+ 1T
and a 6 6 Bogoliubov Hamiltonian:
HBog =
0@ h^  (	) 0
0 h^   (	)
1A+ (c0 + c2)(j	1j2 + j	0j2 + j	 1j2)








where A, B, C and D are 3 3 matrices, taking the form
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D = DT =
0BBBBBBBB@
0 0 2	1	 1  	20
0 	20   2	1	 1 0




Up to the zeroth order in the ﬂuctuation parts ^(r), all atoms are assumed to
be condensed (zero ﬂuctuation), and only the condensate part H^0 will matter
in the following. The condensate part obeys the sets of nonlinear diﬀerential
equations [65,66]:
h^	 + c0j	j2	 + c2(	+F	) F	 = 	: (5.22)
These nonlinear equations take the form of a Schrödinger equation, and are
known as the stationary spinor Gross-Pitaevskii (GP) equation. As we can see
from Eq. (5.22), the eigenvalue of the spinor GP equation is the chemical po-
tential  rather than the energy per particle, which is not the case in the usual
(linear) Schrödinger equation.
Substituting Eq. (5.22) into Eq. (5.15) and using the orthogonal condition
(5.14), we ﬁnd that the linear term H^1 vanishes. In the Bogoliubov approxima-
tion, we neglect the third and fourth-order terms. The quasi-particle spectrum
around the condensate 	(r) is determined by the Bogoliubov-de Gennes (BdG)
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1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0  1 0 0
0 0 0 0  1 0











The BdG equation (5.23) is a generalized eigenvalue problem. Here (uq;; vq;)
are the generalized eigenvectors with generalized eigenvalue ~!q. The generalized
normalization condition is modiﬁed to
R
dr
juq;1j2 + juq;0j2 + juq; 1j2   jvq;1j2  
jvq;0j2   jvq; 1j2

= 1. It should be noted that (vq;; uq;) is also a solution of the




jvq;1j2+ jvq;0j2+ jvq; 1j2 juq;1j2 juq;0j2 juq; 1j2 =




juq;1j2 + juq;0j2 + juq; 1j2   jvq;1j2   jvq;0j2   jvq; 1j2 = 1.
These Bogoliubov quasi-particles correspond to the collective excitations of
the system and their spectrum can determine the stability of the associated con-
densed state 	(r). If all excitation energies ~!q are positive, the condensed state
	(r) is always energetically stable [73, 74]. External perturbations cannot de-
stroy the condensate. On the other hand, if we ﬁnd negative excitation energies,
the condensate can lower its energy through these negative-energy excitations.
In this case the condensate locates at a local minimum of the mean ﬁeld energy
and is referred to as thermodynamically unstable. Furthermore, the general-
ized eigenvalue problem associated to hermitian matrix HBog can have complex
eigenvalues, for example the complex eigenvalue solution has zero norm. Thus
the quasi-particle energies can be imaginary. Such excitations correspond to dy-
namical instabilities, which cause collective modes to grow or decay exponentially
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in time.
So far the system we considered is three dimensional. However, it is very
diﬃcult to numerically study 3D spinor BEC problems. So, for practical pur-
poses, we consider a quasi-2D system in the thesis. In the experiment, quasi-2D
situations can arise in applying a very strong trap along the z-direction, namely
!z  !x;y, where !x;y;z are the trapping frequencies. In this case, the BEC takes
a pancake-shape. If the chemical potential  of the system is suﬃciently small as
compared to ~!z, then the system is conﬁned to the ground state in z-direction.
As a result, the order parameter 	(r) can be separated into two parts:
	(r) = e	(x; y)0(z)  e	(x; y) 1p
lz1=4
exp( z2=2l2z): (5.24)
Here 0(z) is the ground state of the harmonic oscillator along the z-axis, with
lz 
p
~=m!z the harmonic length.
Inserting Eq. (5.24) into the spinor GP equation (5.22) and integrating over
z after multiplying by 0(z) yields
h^ e	(x; y) + ec0je	j2e	(x; y) + ec2(e	+F e	) F e	(x; y) = ee	(x; y): (5.25)
Here, ec0 = c0p2lz , ec2 = c2p2lz and e =   ~!z are eﬀective 2D parameters.
For convenience, we will drop the tilde in the symbols. Finally, a quasi-2D
spinor GP equations will be described by
h^	 + c0j	j2	 + c2(	+F	) F	 = 	: (5.26)
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5.3 Topological properties of a spinor BEC
5.3.1 Classiﬁcation of topological objects
Let us consider a system, whose order parameter is characterized by the spinor
ﬁeld 	(r). The order parameter of the system 	(r) deﬁnes a mapping [75]
	 : Rd !M
r! 	(r);
(5.27)
from a d-dimensional real space Rd into some manifoldM of the order parameter
ﬁeld.
The order parameter manifold M is closely related to the symmetry of the
system, which plays a very important role in HEP. Suppose the system under
study has a symmetry group G. Under the global action of G, 	(r) would trans-
form in such a way that the action function remains invariant. We assume that
the order parameter 	(r) is itself invariant under transformations characterized
by a subgroup H of G. The order parameter manifold (space) is then deﬁned as
the coset of H in G [65, 75]
M = G=H: (5.28)
In fact, the structure of the real space Rd can be more speciﬁc in physical situa-
tions. To make the energy of the system ﬁnite, the norm of the order parameter
	(r) must approach a constant value at inﬁnity, i.e j	jr!1 = const, otherwise
the kinetic energy would be inﬁnite which is nonphysical. More speciﬁcally there
are two situations: the ﬁrst is when 	(r) approach a constant value asymptoti-
cally; the second is when 	(r) depends only on the direction of r at inﬁnity.
When the order parameter 	(r) goes to a constant [76,77] at r !1 indepen-
dently of the direction, then all points at inﬁnity can be identiﬁed with a single
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point. As a result, the real space Rd is compactiﬁed into a spherical surface Sd.
The mapping (5.27) we interested in is now speciﬁed (Type1)
	 : Sd ! G=H
r! 	(r);
(5.29)
from a d-dimensional spherical surface into the order parameter manifold.
On the other hand, if the order parameter 	(r) only depends on the direction
of r at inﬁnity,: i.e 	jr!1 = 	(; ') in R3 space, then 	(r) deﬁnes another
mapping (Type2)
	 : Sd 1 ! G=H
r! 	(r);
(5.30)
from the boundary of Rd (d   1 dimensional spherical surface ) into the order
parameter manifold.
Altogether, depending on the asymptotical behavior of order parameter 	(r),
eﬀective mappings from real space to the order parameter manifold can be clas-
siﬁed as Type1 (5.29) or Type2 (5.30).
According to homotopy theory, the mappings (order parameters) are topolog-
ically equivalent if they can be related to each other by a continuous transforma-
tions. All topologically equivalent mappings belong to the same equivalent class.
Mappings from diﬀerent classes cannot be continuously transformed into each
other ( Fig. 5.1). Each equivalent class is characterized by an integer Z, called
a topological number. The set of all topologically equivalent classes is described
by homotopy groups [65,75]
D(G=H): (5.31)
Here, D denotes the dimension of the spherical surface we focus on in real space
68












Figure 5.1: Pegs, ﬁxed on a line but can rotate in the plane, represent diﬀerent
topological conﬁgurations. The orientations and locations of pegs are character-
ized by angle  and x respectively. The mappings a(x), b(x) and c(x) can
totally describe orientation conﬁgurations of the pegs in (a), (b) and (c) respec-
tively, and are represented in (d). It is obvious that a(x) and b(x) are single-
valued functions and can continuously transform into each other, while c(x) is a
multivalued function, which cannot deformed into a(x) or b(x) in a continuous
way. Consequently, (a) and (b) are topological equivalent and belonging to the
same class; (c) is belonging to another class.
Rd. For example, D = d for Type1 mappings (5.29), while D = d  1 for Type2
mapping (5.30).
As a result, the topological properties of the order parameter are fully clas-
siﬁed by homotopy group D(M) [65]. For the ﬁrst homotopy group 1(M),
the corresponding topological defect is referred to as a vortex line. The second
homotopy group 2(M) classiﬁes point defects such as 2-D skyrmions (Type1
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mapping) and monopoles (Type2 mapping). Both types of point defects will be
illustrated in the following subsection. In addition, the third homotopy group
3(M) is used to classify Hopf textures such as 3-D skyrmion and knots.
5.3.2 Topological objects in a Ferromagnetic BEC
Topological objects in a spinor BEC are always associated with the spin density
S [65,71]. Therefore, we will discuss the spin density S before we start to speak
of topological objects in a ferromagnetic BEC.
In the mean-ﬁeld approximation, the condensed single-particle state 	(r) 
	1(r);	0(r);	 1(r)









with n(r) = 	+ (r)	(r) being the total density of the bosonic atoms. We have
also introduced a complex spinor (r)  [1(r); 0(r);  1(r)]T , and required it
to satisfy the normalization condition + (r)(r) = 1.
Generally, the associated spin density S(r) is deﬁned as the average value




j+F j ; (5.33)
where the spin-1 operator is denoted by F and deﬁned in the Eq. (5.10). The




By deﬁnition, the spin density vector has unity modulus everywhere (jS(r)j = 1).
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Thus, the spin density S(r) depicts the spin direction of the spinor BEC at any
point in space, and is called a spin texture.
Let us now consider the simplest possible spinor order parameter [1; 0; 0]T ,
which is the ground state of spinor GP equation with c2 < 0 [66]. In this spinor
condensate, the spin density S(r) aligns along the z-axis everywhere, and such
condensate is called a ferromagnetic BEC.
It is obvious that the mean-ﬁeld energy is invariant under a U(1) transforma-
tion and SO(3) spin rotations. Therefore, a general solution of a ferromagnetic
BEC can be obtained by applying a global phase transformation ei and a global
spin rotations R(; ; ) onto the state [1; 0; 0]T [65, 66]. Here R is deﬁned by
the Euler angles ; ; 
















sin  ei(+) cos2 
2
1CCCA : (5.35)


















The linear combination     in F shows a ’spin-gauge’ symmetry [78], which
makes F invariant under the transformation eiR(0; 0; ).
According to the previous subsection, the corresponding manifold is given
by [65]
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M 1 2 3
Ferromagnetic BEC SO(3);S Z2 0 Z
Table 5.1: List of the order parameter manifold M and their homotopy groups
D in a spin-1 ferromagnetic BEC respectively [65]. Diﬀerent orders of the ho-
motopy groups correspond to diﬀerent topological objects.
with ’spin-gauge’ phase rotation being denoted by U(1)+S . Its homotopy
groups are shown in Table 5.1 [65].
From the previous section, we know that two diﬀerent mapping (Type1 and
Type2) can be characterized by the same homotopy group. To better understand
it, we illustrate below two diﬀerent types of topological defects of a ferromagnetic
BEC featured by the second homotopy group.
5.3.2.1 Coreless vortices
Suppose that the atomic gases are conﬁned in the (x; y) plane by an isotropic
trap. Because the system is rotation-symmetric around z-axis, it is convenient to
use polar coordinates (r; ') for calculations. Let    =  = ' and (r) being












and the corresponding spin density S(r) in Eq. (5.33) can be calculated by
S(r) = sin (r) cos' e^x + sin (r) sin' e^y + cos (r)e^z: (5.39)
When S points along the same direction asymptotically, it can be referred to as
a Type1 mapping from S2 to S2. Its topological properties are then classiﬁed by
2(S
2) = Z.
To specify the topological properties of the 2-dimensional space-dependent
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abcSa@Sb@Sc (; ;  = 0; 1; 2; a; b; c = x; y; z); (5.40)
where abc is the 3-dimensional Levi-Civita symbol. Index 0 labels the time
component, and the time evolution of the spin density is totally determined by
the Hamiltonian of the system.




sky = 0: (5.41)
From this conservation law, we conclude that the time component J0sky of the
topological current can be referred to as the charge density. The topological







dr ijabc Sa@iSb@jSc: (5.42)
Here the integral is taken over the entire (x; y) plane. Because S behaves in the
same way at the boundary, the topological charge Q2D is conserved. However, in
contrast to conserved charges obtained from Noether’s theorem, the topological
charge Q2D does not originate from any "hidden" symmetry of the system, but
is rather associated with the inherent topological structure of the spin density
S(r). The charge Q2D is also referred to as a topological number called the
Pontryagin index [76,77].
Substituting Eq. (5.39) into Eq. (5.42), we obtain the charge of the system
Q2D = 1
2
(cos (R)  cos (0)); (5.43)
with the size of the atomic cloud being denoted by R.
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From Eq. (5.43), we can see that the topological charge of the system is
only determined by the behavior of the system at the boundary. The value of
(r) at the center and at the circumference is strongly restricted by physical
considerations: to avoid the singularity caused by the azimuthal angle ' at the
center, the bending angle (r = 0) must be zero, while uniform spin orientations
at the circumference restricts the value of the bending angle  to be 0 or . If
the local spin S aligns along positive z-axis at the center and turns towards the
negative z-direction at the circumference (meaning (0) = 0 and (R) = ), it
corresponds to the Anderson-Toulouse (AT) [79] vortex with charge Q2D =  1.
Unlike a conventional vortex , the AT vortex is regular and has non-vanishing
total density at the center. If we apply now rotations or external magnetic ﬁelds
onto the system to ﬁx the boundary condition of the spin density S [80, 81],
the parameterized angle (R) at the circumference can have the range =2 
(R)  . When the spin orientation S is controlled in such a way that it
points towards radial directions at the circumference ( namely (r) varies from
(0) = 0 to (R) = =2), it corresponds to the Mermin-Ho (MH) vortex [22]
which is again regular and has non-vanishing total density at the center. Because
of the diﬀerent possible asymptotical orientations of S at the circumference for
the MH vortex, the associated mapping cannot now be regarded as S2 ! S2 any
more. The corresponding charge cannot be classiﬁed by the homotopy group as
well. However, S for the MH vortex may be referred as to an eﬀective mapping
from a spherical surface into an half spherical surface. Its charge calculated from
Eq. (5.43) is then a half-integer Q2D =  1=2, and may be explained by the
number of times the spherical surface covers the other half spherical surface.
Lastly, it is worth noticing that these nontrivial coreless vortices are also
referred to as 2-D (half) skyrmions. The asymptotic orientations of the spin
density S in a 2-D half skyrmion can be achieved by shining appropriate space-
74
5.3. Topological properties of a spinor BEC
Figure 5.2: The spin texture S(r) of the coreless vortices [82]. The spin density
S(r) align in the positive z-axis at the center and (a) ﬂares out toward the radial
direction at the edge, called half-skyrmion. (b) rolls to downward direction at
the edge, called skyrmion.
dependent lasers on atoms, as will be explained in Chapter 6.
5.3.3 Hedgehog or Monopole
Although the second homotopy group of a ferromagnetic BEC (see Table 5.1)
is trivial, we can still have a Dirac monopole object in a ferromagnetic BEC.
From Chapter 2, we know that the Dirac monopole is referred to as the endpoint
of a vortex line. As a result, the total topological charge of a Dirac monopole
attached with a Dirac string (the vortex line) is zero. This is not in contradiction
with the second homotopy group being trivial for a ferromagnetic BEC.
Let us consider a ferromagnetic BEC in 3D space, and focus on the Type2
mapping. In this situation, the parameterized angle , ,  and  in the fer-
romagnetic order parameter F (5.36) only depend on the azimuthal and polar
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Figure 5.3: The spin texture S(r) in the ferromagnetic state of spin-1 BEC [84].
The hedgehog-like ﬁeld conﬁguration of the spin density S(r) emerges from the
end of a singular lines
The corresponding spin density S(r) at inﬁnity in Eq. (5.33) is calculated to be
S(r)r!1 = sin  cos' e^x + sin  sin' e^y + cos e^z:
 e^r
(5.45)
Such a spin texture looks like a hedgehog (monopole). However, when  = 0
( equivalently r = z), the value of  is not well deﬁned and the  = 1 component
of F (r) (5.44) is singular. Therefore the corresponding spin texture S(r), at
r = 0, is attached to a singular string along the positive z-axis. Because of the
singularity of the spin texture, a non-trivial monopole structure arises. To study




abc@Sa@Sb@Sc (; ;  = 0; 1; 2; 3; a; b; c = x; y; z); (5.46)
with  being the 4-dimensional Levi-Civita symbol.
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Due to the antisymmetry of , the magnetic current Jm is conserved
@J

m = 0: (5.47)















where the integral is taken over the boundary surface in R3.
Excluding the singularity present in spin density S(r), the magnetic charge
of the spin texture S(r) is only determined by its asymptotical value and is
Q3D = 1. The charge of the spin density S(r) is also closely related to the
superﬂuid velocity of the system [65,83]
vsjr!1 =  i~
m
+(r)r(r) jr!1=  ~(1 + cos )
Mr sin 
e^'; (5.49)
which has the form of the vector potential of the Dirac monopole in Eq. (2.16).
The Dirac string of the vector ﬁeld (5.49) locates along the positive z-axis, which
is consistent with the line singularity in the spin texture S(r).
5.4 Numerical Simulation
The work in the thesis is based on time-propagation simulations of the dimen-
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We begin in subsection 5.4.2 by illustrating how an initial state is relaxed into the
lowest state using imaginary time propagation. Subsection 5.4.2 presents how
to discretize the two-dimensionless spinor GP equation using ﬁnite diﬀerence
methods. Lastly and importantly, we introduce the Chebyshev scheme to solve
imaginary-time propagation of the discretized spinor GP equation.
5.4.1 Imaginary time propagation
A widely-used approach to obtain the ground state of the Schrödinger equation
is based on propagation in imaginary time (t =  i)
  @
@
	(r; ) = h^0	(r; ); (5.51)
with h^0 being the single-particle Hamiltonian.
Since h^0 is a hermitian operator, its eigenvalues E0  E1     are real. The
corresponding eigenfunctions n are orthogonal and can form a complete basis.
Thus, any initial wave function can be expanded in the basis of the eigenfunctions
n
	(r;  = 0) =
X
n
cnn(r); with cn =
Z
dr n(r)	(r;  = 0): (5.52)














If we consider the non-degenerate situation E0 < E1, En E0 is always positive.
This implies that the excited states decay more rapidly compared to the ground
state. After a suﬃciently long time, we will get 	(r;  =1)! 0 by renormal-
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isation of the wave function. The convergence rate depends on the gap between
the ground state and the excited states. On the other hand, if the ground states
are degenerate, the imaginary time evolution of any initial wave function will
tend toward a linear combination of the degenerate ground states.
Even though the proof above fails for the nonlinear equation (5.50), the propa-
gation of the equation (5.50) in imaginary time 
  @
@
	(r; ) = H[	]	(r; ); (5.54)
can still lead to global or local minimum states at long time limit [See Appendix
C].
5.4.2 Finite diﬀerence method
Formally, the solution of Eq. (5.54) takes the form
	(r; ) = U(; 0)	(r; 0); (5.55)
where the time evolution operator is given by direct integration of the equation
(5.54)
U(; 0) = T e
R 
0
 d 0H[	( 0 )]
; (5.56)
with T being the time-ordering operator.
In the numerical simulation of the time-propagation, we need to discretize the
time k = k . Here  is the time step and k denotes the number of steps. At
each time interval  , the Hamiltonian H[	] is supposed to be constant. Then
the evolution operator takes the form
U(k +; k) = exp( H[	(k)]) +O( 2): (5.57)
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Here, 	(k) should be normalized after each time step because the norm of the
wave function 	(r; ) is not conserved and decays during the imaginary-time
propagation.
At k-th time step, the wave function is expressed as 	(r; k)  	k(r). The
time evolution of the wave function in each time interval takes the form
	k+1(r) = exp(  H[	k])	k: (5.58)
To perform the numerical calculation of Eq. (5.58), it is also necessary to convert
the operator H[	k] into a matrix using a ﬁnite-diﬀerence method.
We ﬁrst discretize the spatial variables (x; y):
xi =x0 + i; i = 0; 1;   ; I
yj =y0 + j; j = 0; 1;   ; J;
(5.59)
where  is the grid spacing. The corresponding discretized wave function at time
k = k is then expressed as 	k(xi; yj)  	k;i;j ( = 0;1). The diﬀerential



































which takes the form
H[	k]	k;i;j ! A[uk]  uk: (5.62)
Here, A[uk] is a square coeﬃcient matrix with dimension [3  (2I + 1)(2J + 1)]2
and uk are 3  (2I + 1)(2J + 1) 1 vector.
Now, the time-propagation problem (5.58) boils down to how to solving for
the exponential of a matrix:
uk+1 = exp( A[uk])  uk: (5.63)
5.4.3 Chebyshev method
In this subsection we will present a Chebyshev method to numerically calculate
the exponential problem. Let us ﬁrst consider a scalar function f varying in the
interval [ 1; 1]. The exponential of f can be expressed as an expansion over
Chebyshev polynomials [85]




with In being the modiﬁed Bessel functions of the ﬁrst kind and Tn being the
Chebyshev polynomials . Using the recursion relation of the Chebyshev polyno-
mials, Tn(f) can be calculated to be [85]
T0(f) = 1
T1(f) = f
Tn+1(f) = 2fTn(f)  Tn 1(f):
(5.65)
1Here, repeated space-time indices (k; i; j) do not indicate a summation
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When the order n becomes greater than
p
 , the modiﬁed Bessel functions In(t)
decay exponentially [85]. This means that in a numerical implementation, the
order n is truncated to n < nmax, where nmax is ﬁxed by the accuracy which is
tolerated.
In order to take advantage of the Chebyshev polynomials expansion of the
exponential, we have to adjust the range of eigenvalues of the Hamiltonian matrix
A to the range of the Chebyshev polynomials [ 1; 1]. The Hamiltonian operator





max   min   1; (5.66)
where max, min are the maximum and minimum eigenvalues of the Hamiltonian
matrix A respectively. Here, we also denote  (
0
) as the eigenvalues of the
Hamiltonian matrix A (A0) with the eigenstates ji.
A(
0)ji = (0)ji: (5.67)
In the basis of the eigenstates ji, the Hamiltonian matrix A becomes diagonal-
izable, and the evolution operator (5.57) takes the simple form
exp(  A) = exp(  max + min
2










ji exp(f 0)hj; (5.68)
with a renormalized time step f =  (max   min)=2.
Applying the Chebyshev polynomials expansion (5.64) into Eq. (5.68), the
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evolution operator (5.57) ﬁnally becomes
exp(  A) = exp























where h0 = 1 and hn 6=0 = 2. Eq. (5.63) now can be numerically approximated by
uk+1 =exp(  A[uk])  uk
=exp





( )nhnIn(f)Tn(A0 [uk])  uk: (5.70)
The last two terms Tn(A
0




)  uk = uk
T1(A
0
)  uk = A0  uk
Tn+1(A
0






In ultracold atomic gases artiﬁcial gauge ﬁelds arising from light-atom coupling
have opened the door to a large variety of Hamiltonians mimicking many diﬀer-
ent magnetic ﬁeld conﬁgurations: artiﬁcial Dirac monopoles [86, 87], spin-orbit
(SO) coupling [16–18], topological phases [20,88]. For instance, for atoms loaded
in a square optical lattice, SO coupling leads to highly nontrivial properties like
ground states breaking time reversal invariance and/or magnetic textures with
topological properties, like a skyrmion crystal [89–91]. Such skyrmionic struc-
tures have been experimentally observed in excitations of cold atomic gases [82],
but not yet in the ground state. From a theoretical point of view, some pa-
pers have proposed to generate these topological conﬁgurations with cold atomic
gases either in transient excitations, which decay eventually to a non-topological
conﬁguration [92], or directly in the ground state [93, 94]. However the actual
experimental implementation of the latter proposal remains quite challenging.
In the present paper, we provide a rather simple experimental set-up to gen-
erate eﬀective magnetic ﬂuxes which lead to spin textures in the ground state
of interacting ultracold bosonic atoms loaded in a two-dimensional harmonic
trap. Our scheme is based on two co-propagating Laguerre-Gauss laser beams
illuminating the atoms and coupling two of their internal ground state Zeeman
sublevels. At the MF level, i.e. using a GP description, we show that the ground
state of the atomic system has diﬀerent topological properties depending on the
interaction strength and the laser beam intensity. A half-skyrmion state, also
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Figure 6.1: Atomic Zeeman diagram showing the three ground state levels
j0i and j  1i splitter by an external static magnetic ﬁeld B along axis Oz
(chosen as the quantization axis). The atoms are exposed to two far-detuned
lasers beams co-propagating along Oz with opposite circular polarizations. Only
levels mF = 1 are coupled to each other by resonant two-photon transitions
through an intermediate excited state jei which is non-resonantly coupled to the
ground state and is thus barely populated. The detuning  is here assumed
positive (blue-detuning). The atoms are tightly conﬁned in the Oz direction and
harmonically trapped in the transverse plane (Ox;Oy).
known as a Mermin-Ho vortex [22], develops at low interactions while a meron
pair develops at large interactions.
In the following, we ﬁrst introduce our model and its eﬀective Hamiltonian,
then we brieﬂy present the essential properties of the single particle states. Next,
we analyse the topological properties of the ground state in the weak interaction
limit. Finally, we show that at large interaction there is a transition to a ground
state made of a vortex-antivortex pair separated by a ﬁnite distance. The sepa-






We consider here bosonic ultracold atoms with 3 internal ground state levels,
for instance the F = 1 states of 87Rb. We assume the atoms are harmonically-
trapped in the two-dimensional plane (Ox;Oy) and tightly-conﬁned in the third
direction Oz (chosen as the quantization axis) so that the atomic dynamics is
eﬀectively two-dimensional. The atoms are further subjected to a static magnetic
ﬁeld along Oz splitting the Zeeman degeneracy and are illuminated by two far-
detuned laser beams (blue detuning) co-propagating along Oz with opposite
circular polarizations. These two laser beams create a resonant Raman coupling
between the Zeeman sublevelsmF = 1, see Fig. 6.1 ( scheme). In the rotating-
wave approximation, and after adiabatic elimination of the excited state, the
eﬀective 2  2 Hamiltonian describing the dynamics in the (Ox;Oy) plane for
























where m is the mass of the atoms, ! the harmonic trapping frequency and
r =
p
x2 + y2 the radial distance in the plane and where we have used the
pseudo-spin representation j #i  jmF =  1i and j "i  jmF = 1i. In the
speciﬁc case of Laguerre-Gauss beams [82,95] with equal (real) strength 
0 and














Chapter 6. Raman Induced Fluxes
where R is the size of the "doughnut" core, k the laser wave number and ' the
polar angle of vector r = (x; y). We assume here that the transverse size of the
laser beams is much larger than the atomic cloud.
In the following, we use the harmonic oscillator quantum of energy ~!, the
harmonic length aho =
p
~=m! and ~=aho as energy, space and momentum units.
We also denote the usual Pauli spin matrices by x, y and z. The dimensionless

















20=(2m!2R2) and where p =  ir. As easily checked, this
Hamiltonian is invariant under a combined space and spin rotation, namely
H0 = R('0)H0R
y('0) where R('0) = ei'0(L^z+z) is the operator associated to
a rotation by an angle '0 around Oz both in coordinate and spin space. Here
Lz =  i@=@' is the orbital angular momentum operator around Oz. Apply-
ing the unitary transformation U(') = ei'z , one gets the unitary-equivalent

















In this new gauge, ~H0 can be viewed as the Hamiltonian of a particle subjected to
the artiﬁcial gauge potential A =  1
r
e^' z [21] associated to two inﬁnite strings
carrying opposite magnetic ﬂuxes  = 2, one along the positive Oz axis, the
other one along the negative Oz axis. The corresponding magnetic ﬁeld is simply




Since H0 is invariant under a combined spin and space rotation, its spinor eigen-











where m is an integer. Inspection of the coupled Schrödinger equations for the
eigenstates shows that both radial functions fm(r) and gm(r) can be chosen real.
H0 is also invariant under the operator T = xC, H0 = T H0T  1, where C
represent complex conjugation. This implies that both m(r) and T m(r) are
eigenstates of H0 with the same eigenenergy jmj(
). Since T m(r) =  m(r),
we have gm =  f m and we can restrict the analysis to them  0 sector. Noting
that m(r) and T m(r) are orthogonal spinors when m 6= 0, we conclude that
their corresponding eigenenergy is doubly degenerate when 
 > 0.











Figure 6.2: The two lowest single-particle energies (in units of ~!) as a function
of the dimensionless Rabi frequency 
. The horizontal points (in red) correspond
to the non degenerate spinor state 0 where g0 =  f0, see text. The star symbols
(in blue) correspond to the degenerate spinor states 1 and T 1, see text. The
two energy branches cross at the critical value 
c ' 3:35.
Fig. 6.2 displays the two lowest eigenenergies of H0 as a function of the
dimensionless Rabi frequency 
. Below 
c ' 3:35, the ground state manifold is
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doubly degenerate and is spanned by the two spinor states 1(r) and T 1(r). We
ﬁnd that f1(r) reaches a ﬁnite value at the origin r = 0 while g1(r) vanishes. This
means that the spin-down component of 1(r), g1(r) exp(2i'), depicts a vortex
with vorticity equal to 2 while the spin-up component of T 1(r), g1(r) exp( 2i'),
depicts the opposite vortex. A convenient parametrization of the spinor proves











and n1(r) = f 21 (r)+ g21(r) is the total density. As n1(r) is ﬁnite at the origin and
g1(r) vanishes, we must have (0) = 0. We also ﬁnd (1) = =2 corresponding
to n" = n# at large distances. A conﬁguration satisfying such boundary condi-
tions is known as a Mermin-Ho vortex [22], also called a half-skyrmion since one
has (1) =  for a "full" skyrmion. The local spin texture is deﬁned by
S(r) = 1(r)
y1(r)
=   sin (r)(cos 2' e^x + sin 2' e^y) + cos (r) e^z;
(6.7)







S  (@iS  @jS)
8
; (6.8)
where i; j = x; y and where ij is the antisymmetric tensor. Using the
parametrization given by Eq.(6.7), the topological charge density is simply
q(r) = ij







We thus ﬁnd that, for 
 < 
c, the topological properties of the ground state
spin texture of our non-interacting system are described by a Mermin-Ho vortex
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with unit topological charge Q = cos (0)  cos (1) = 1.
Above 
c, the ground state manifold is non degenerate and the eigenstate is
now the spinor 0(r) where g0(r) =  f0(r). Since f0(r) vanishes at the origin, we
see that the two spin components, 0"(r) = f0(r)e i' and 0#(r) =  f0(r)e+i',
describe opposite vortices with unit vorticity.
6.2 Interacting bosons
We assume here that the atoms in the mF = 1 Zeeman states interact through
a fully SU(2)-symmetric interaction and are not coupled to the mF = 0 state.








where g is the dimensionless interaction strength and where summation over the
dummy pseudo-spin indices a and b is understood. Here 	ya and 	a stand for
the creation and destruction operators of a particle at point r in spin component
a = "; #. They satisfy the usual bosonic commutation relations [	a;	yb] = ab.
We next assume that, in the zero temperature limit, all the bosons condense
into a single spinor coherent state (r) with spin components "(r) and #(r)












where y = n(r) = n"(r) + n#(r) = j"(r)j2 + j#(r)j2 is subjected to the
normalization condition
R
d2r n(r) = 1.
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In the limit g ! 0, only states with an energy separation jEj ' g or lower, are
eﬃciently coupled. Therefore, in ﬁrst approximation, we expect the ground state
g(r) to belong to the single-particle ground state manifold. We thus look for the
simple ansatz g(r) = 1(r)+ T 1(r), where the minimization parameters 
and  are two constant complex numbers satisfying jj2 + jj2 = 1. It is easy to
check that the corresponding GP energy functional is always larger than the one
computed with 1(r) alone (which is also equal to that computed with T 1(r)
alone). This means that, when g ! 0, the T -symmetry is spontaneously broken:
g(r) = 1(r) ( = 1) or g(r) = T 1(r) ( = 1). The spin texture associated
to this weakly-interacting GP ground state is a Mermin-Ho vortex with unit
topological charge. We have numerically computed the exact GP ground state
and checked that the previous ansatz provides a qualitatively correct picture
at small values of the interaction strength g. For instance, the density proﬁles
n(r), n"(r), n#(r) and the topological charge density q(r) of the exact GP spinor
ground state are displayed in Fig. 6.3 for g = 0:1 and 
 = 2. One can clearly see
that n" remains ﬁnite whereas n# vanishes at the center of the trap; in addition,
the ground state depicts a non-trivial topological charge density, with a total
topological charge Q =
R
d2r q(r) = 1. This emphasizes that the GP ground
state has the same topology as a Mermin-Ho vortex with unit topological charge.
Starting from one of the single-particle ground states selected in the limit
g ! 0, we now increase the interaction strength g. Spinor 0 can no longer be
ignored now, especially when 
 is close to 
c and 1, T 1(r) and 0 are almost
degenerate. An updated ansatz simply reads g(r) = 1(r)+T 1(r)+0(r)
with constant complex parameters satisfying jj2 + jj2 + jj2 = 1. We ﬁnd that
there exists a critical interaction strength gc(
) such that g = 1 (or T 1) when
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Figure 6.3: (a) Radial density proﬁles of the GP spinor ground state for an
interaction strength g = 0:1 and a potential energy 
 = 2, obtained from an
exact numerical calculation. (b) Corresponding topological charge density q(r),
see Eqs. (6.7) and (6.9). Only the spin-down density n#(r) is vanishing at the
origin, indicating that the spin-down component hosts a vortex with a vorticity
equal to 2. The total topological charge is Q =
R
d2r q(r) = 1.
g < gc and g = 0 when g > gc. The reason for this phase transition is that
the spinor 0 carries less interaction energy than 1 and T 1. Indeed its total
density n0(r) is vanishing at the trap center whereas the total density n1(r) is
maximum there. At the MF level, this transition is ﬁrst order since the states
have diﬀerent vorticities.
A rough estimate of the critical interaction strength gc is obtained for each

 by equating the GP energy functionals computed with these single-particle
ground states, namely (1 + gcV1) and (0 + gcV0), where Vm = 14
R
rdr n2m(r)
(m = 0; 1). The result is shown in Fig. 6.4 (dashed line). One may notice that
this predicted gc is not really weak unless 
 is very close to 
c. This means
that approximating the true GP ground state by one of the single-particle states
becomes questionable. A more accurate estimate is obtained as follows. For each
value of 
, we compute, in each sector (i.e. m = 0 or m = 1), the GP ground
states for the interaction gc computed above. In practice, this is done by running
the imaginary time evolution algorithm, starting from either the single-particle
states 0 or 1. The invariance of the GP equation under a combined spin and
space rotation ensures that the imaginary time evolved state always remains
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inside the chosen symmetry sector. We then compute the GP functionals at
interaction strength g in each sector with these improved ground states and we
ﬁnd the new improved critical interaction strength by equating them. The result
is shown in Fig. 6.4 (continuous line) and is in very good agreement with the
exact value for gc obtained by monitoring the symmetry and the topological
properties of the ground state (obtained by globally minimizing the GP energy
functional) as a function of g (star symbols).




























Figure 6.4: Critical value gc for the transition from the m = 1 to the m = 0
spinor states as a function of 
. Dashed line: prediction obtained by comparing
the GP energies computed with the single-particle spinors. The agreement is fair
only for 
 very close to 
c. Continuous line: prediction obtained by comparing
the GP energies computed with the GP ground states found, in each sector
m = 0 or m = 1, at the interaction strength given by the dashed line. Star
symbols: prediction obtained by minimizing the GP energy functional. As one
can see the agreement with the continuous line is very good. The inset shows




In this case, the single-particle ground state is 0 and it qualitatively describes
the properties of the GP ground state in the weakly-interacting regime. This
is conﬁrmed by our exact numerical results which show that the GP ground
state indeed hosts a vortex in each of its components, but with opposite vorticity.
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Figure 6.5: Density proﬁle of the spin-down component (a) and the spin-up
component (b) of the GP ground state spinor at 
 = 4 and g = 100. They
describe a meron pair: each component hosts a vortex, the two vortices are
separated by a distance 2xm and have opposite vorticities. The relative phase
(# ") (in units of ) is shown in (c). There are two clear 2 jumps on each side
of the meron pair, emphasizing that the vortex charge is 1. One may note that
the total relative phase accumulated along a loop encircling the two vortices is
4, a situation that diﬀers from the usual meron pair [93] where the phase jump
happens when one crosses the line connecting the vortex centers.
In the strong interacting regime, higher single-particle states are coupled and
no simple ansatz can be made. In this case we obtain the interacting ground
state g by direct minimization of the GP energy functional Eq. (6.11). This is
achieved by imaginary-time evolution of the corresponding GP equation. Fig. 6.5
shows the ground state density of the up and down components and their relative
phase (# ") when g = 100 and 
 = 4. As one can see, each component density
vanishes at an oﬀ-centered location, at which the other component reaches its
maximum, reducing thereby the overlapping area between the two components
and therefore their interaction energy. The two points at which the densities
vanish are located at symmetric positions x = xm with respect to the center of
the trap. In addition, the relative phase between the two components exhibits
two clear 2 jumps along the two segments ]  1; xm] and [xm;+1[ on axis
Ox.
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To gain further insight, we introduce again the pseudo-spin representation
and decompose the GP spinor components as g;a =
p
na with a = jajeia
(a ="; #). The total density is n = j"j2 + j#j2 and the spinor  thus satisﬁes
j"j2 + j#j2 = 1. The corresponding local spin texture S = y reads
Sx = 2j"jj#j cos(#   ")
Sy = 2j"jj#j sin(#   ")
Sz = j"j2   j#j2:
(6.12)
and has unit modulus jSj = 1. This local spin is parallel to axis Oz, namely
S = e^z (resp. S =  e^z) at space points where n# (resp. n") vanishes. The
relative phase (#   ") is undeﬁned at these two points and they correspond
to a vortex-antivortex pair. These properties appear clearly in Fig. 6.6a where
the spin components (Sx; Sy) are plotted in the plane (Ox;Oy). Writing r =
( xm + x; y), we ﬁnd (Sx; Sy) / (x; y) around the left vortex S =  e^z.
By the same token, writing r = (xm + x; y), we ﬁnd (Sx; Sy) / ( x; y)
around the right vortex S = +ez. The topological charge density, computed
with Eq. (6.8), is displayed in Fig. 6.6. It emphasizes that the GP ground state
spinor depicts two vortices with opposite vorticity (with respect to Sz), such that
the total topological charge vanishes.





















































Figure 6.6: Topological properties of the GP ground state for 
 = 4 and g = 100.
(a) Spin texture components (Sx; Sy) in the plane (Ox;Oy). Around the left
vortex S =  ez, the texture corresponds to (Sx; Sy) / (x; y), whereas it
corresponds to (Sx; Sy) / ( x; y) around the right vortex S = ez, see text.
(b) The corresponding topological charge density, see Eq.(6.8) and Eq. (6.17).
T he distribution is odd with respect to the x coordinate, which emphasizes the
creation of a vortex-antivortex pair with vanishing total topological charge.
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and depends on the gradient of the total phase  = "+# and of the pseudo-spin.
In analogy with the meron pair solution discussed in [93,97,98], we parameterize
the spin texture as follows:
Sx =










The usual meron pair parametrization is obtained for  = 0. The corresponding
topological charge density is
q(r) =   x
 (r2 + 2)2
   xr
2
 (r2 + 2)2
; (6.17)
where  = e r2=2. The vortex-antivortex nature of the meron pair results in a
topological density q(r) which is an odd function of coordinate x, see Fig. 6.6b.
As a consequence, the total topological charge is Q =
R
dr q(r) = 0.














The meron pair is polarized along axis Ox due to the x-term in Eq. (6.4) which
describes an eﬀective magnetic ﬁeld along Ox. The locations of the two vortex








The relative phase is given by
ei(# ") =
2   r2e2i'p
(r2 + 2)2   42r2 cos2 '; (6.20)
and is singular at the two vortex cores (xm; 0). Writing (x; y) = (xm+x; y),
a ﬁrst-order expansion gives #   " = ' +  around (xm; 0) and #   " = '
around ( xm; 0), where ' = arctan (y=x) is the local polar angle. When
circling around each vortex core, the accumulated relative phase is 2. Similarly,
in the large distance limit r  xm, the relative phase is #   " = 2' + 
and a full loop around the two vortices generates a total phase change of 4.
This is slightly diﬀerent from the usual meron pair situation [93], where the
relative phase reaches a constant value at large distance, which corresponds to
a spin texture pointing in a ﬁxed direction. In the present case, (Sx; Sy) 
(  cos 2';  sin 2'). This diﬀerence explains why, in the present situation, the
phase jumps happen on each outer side of the meron pair and not in between
the two vortices, see Fig. 6.5b. Apart from this, the GP ground state properties
are similar to those of the meron pair already studied in a double-layer quantum
Hall system [93,99].
By ﬁtting our numerical data with ansatz Eq. (6.16), we have determined
the parameters  and  as a function of 
 and g. The results are shown in
Fig. 6.7 for 
 = 4. One can clearly see a phase transition happening at g  20.
Below, the GP ground state exhibits topological properties similar to the m = 0
single-particle state. Above, the GP ground state describes a meron pair with
two oﬀ-centered and opposite vortices. It means that the energy cost to separate
and shift away the vortex cores is less than the interaction energy. Above the
transition point, the value of  increases with g, which means that the size 2xm
of the meron pair increases. Finally, from the pseudo-spin point of view, the
transition occurs between a uniformly vanishing Sz(r) component and a well-
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deﬁned structure Sz(r). Therefore we expect the spin susceptibility along axis
Oz to diverge at the transition and the phase transition is second order.









Figure 6.7: The size 2xm of the meron pair as a function of g for 
 = 4. The
system exhibits a second-order phase transition at g  20 between a ground
state with topological properties similar to the m = 0 single-particle state and a
meron pair with two opposite and oﬀ-centered vortices.
6.2.3 Phase diagram
Our previous analysis at strong and weak couplings have identiﬁed three topo-
logically distinct ground states: the m = 1 vortex (aka the Mermin-Ho vortex),
the m = 0 vortex-antivortex and the meron pair. A natural question to address
next is then the phase diagram of the system in the (
; g) parameter plane. To
this end, we have performed a numerical minimization of Eq. (6.11) for some
particular values of 
 and g. Our results are summarized in Fig.6.8 and suggest
the existence of a tricritical point (
; g) where the three phases meet. As can
be seen, the system always enters the meron pair phase at suﬃciently strong
interaction. For 
 < 
, the system starts in the Mermin-Ho phase at low in-
teractions and then, by increasing g, undergoes a ﬁrst-order transition directly
to the meron pair phase. Instead, for 
 < 
 < 
c, one ﬁnds ﬁrst a ﬁrst-order
transition between the Mermin-Ho phase and the m = 0 vortex-antivortex phase
then followed by a second-order transition between the m = 0 vortex-antivortex
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phase and the meron pair phase. For 
 > 
c, the system starts in the m = 0
vortex-antivortex phase and undergoes a second-order phase transition to the
meron pair phase.


















Figure 6.8: The topology of the ground states obtained at some particular values
of 
 and g. Triangles: Mermin-Ho vortex (MH); full circles: meron pair (MP);
diamonds: m = 0 vortex-antivortex (V V ). Our results suggest the existence of a
tricritical point where the three phases meet. The inset shows a qualitative sketch
of the phase diagram that we infer from our results. The transition from the MH
phase to the MP and V V phases are ﬁrst-order (solid line). The transition from
the V V phase to the MP phase is second-order (dashed line).
From an experimental point of view, the eﬀective 2D interaction strength
g2D =
p
8as=lz, where lz is the harmonic length of the transverse conﬁnement
and as is the 3D scattering length. In the case of the 87Rb the value of as
is 5:2nm and a strong transverse trap corresponds typically to lz  0:25m,
such that g2D  0:1. Therefore, with N = 1000 atoms in the trap, which is
within experimental reach, one readily obtains an eﬀective interaction strength
g2D N = 100.
Finally, from an experimental point of view, F = 1 spinor condensates have
also a spin-spin interaction g2S2=2. This interaction term converts a pair of
bosons in the jmF =  1i and jmF = +1i spin states into a pair of bosons
in the jmF = 0i spin state. In the present situation, these collision processes
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correspond to losses. In the case of 87Rb, fortunately g2  g and one should be
able to observe the Mermin-Ho vortex and the meron pair before the eﬀect of
spin-spin interaction sets in. An alternative would be to lift the energy of the
jmF = 0i spin state and suppress the detrimental pair conversion processes by




Many exotic phenomena in condensed matter physics arise from the interaction
between the spin of the electron and its momentum (SO coupling). For example,
SO coupling physics is at work in quantum spin Hall eﬀects [100] and topological
insulators [101]. Recently, diﬀerent types of SO couplings for spin one-half par-
ticles have been successfully mimicked in quantum gases [21, 49, 50]. For spin-1
quantum particles, a possible experimental realization of an eﬀective SO coupling
is addressed in Chapter 4 of this thesis by controlling the light-atom coupling.
This chapter investigates the properties of spin-1 BEC subjected to the SO cou-
pling described in Chapter 4. The results presented in this chapter are still rough
and we only provide a qualitative description of the physics at play.
7.1 The Model Hamiltonian
Following the experimental step proposed in Chapter 4, we can address eﬀective
spin-1 quantum gases with spin-orbit coupling. For (k3;kl) = (k3e^z; kle^x), the
corresponding Hamiltonian describing atoms conﬁned in a quasi-two-dimensional













2()kl, where () is given in (4.18), and 2 = k3=2 describe spin-
orbit coupling strengths. The spin-1 operator F is deﬁned in (5.10). The scalar
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potential term is denoted by q = (k2l =22 + k23)(1  22), which in principle can
take any value from 0 to 1.
We assume here that the interaction between eﬀective spin-1 atoms takes the
























(n1   n 1)2 + 2j	1	0 +	0	 1j2
 (7.2)
where 	 = [	1;	0;	 1]T describes the spinor condensed state and n = j	j2;
the total density is n =
P
 n. The scalar potential qF2z plays the role of a
quadratic Zeeman eﬀect. Interaction constants c0 and c2, which are associated
with s-wave scattering lengths, are deﬁned in (5.11).
7.2 Single particle ground state
Since the single-particle Hamiltonian preserves the spatial translation symmetry
in the homogeneous situation, it is best to choose the momentum representation.
























with A =  q[2q2 1821p2z+
922p
2
x]=54. Ek = ~2(k2x + k2z)=(2M) is the kinetic energy of a free particle. The
condition A2 < B3 ensures that E are real.
In the presence of the eﬀective quadratic Zeeman eﬀect term qF2z , the spin
rotation symmetry along the axis Oy in momentum space is broken. As a result,
the global minima of the eigenvalues (7.3) are located along the kx or kz axis
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Figure 7.1: The eigenvalues of the single-particle in an eﬀective quadratic Zee-
man ﬁeld with 1 = 6 and 2 = 4. (a) and (b) show the energy spectra at
kz = 0; q = 8 and kx = 0; q = 20 respectively. (c) displays, for q = 16, the lowest
energy branch E  on the kx-kz plane with four degenerate global minima.
rather than along a circular ring [102] in momentum space. As shown in Fig. 7.1
, the single-particle spectrum is gapless along the kz direction, while it is gapped
along the kx direction. This can be explained by the commutation relation
between the quadratic Zeeman ﬁeld term and the SO coupling term along the kz
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Broken-axisymmetry Phase Ferromagnetic 
Phase 
Polar Phase 
Figure 7.2: The ground states of a single-particle Hamiltonian as functions of 

and . Here 
 = q=22 is the ratio between q and 2, while  is the ratio between
the coupling strengths along the kx and kz directions  = 1=2.
or kx axis respectively.
The ground states of the single-particle Hamiltonian as functions of 
 = q=22
and  = 1=2 are summarized in Fig. 7.2.
Polar Phase: When the ground state locates at the origin in momentum







Ferromagnetic Phase: When the ground states locate along the kz axis in













7.3. Mean Field Ground States and Bogoliubov Spectra
Broken-axisymmetry Phase: When the ground states locate along the kx



















where cos 2 =  
=2.
Fig. 7.2 shows that the properties of the diﬀerent ground states depending
on both the strength of the quadratic Zeeman eﬀect 
 and the ratio  between
the SO coupling strength along the kx and kz axis.
7.3 Mean Field Ground States and Bogoliubov
Spectra
7.3.1 Mean Field Ground States
For spin-1 particles with Rashba SO coupling in a quadratic Zeeman ﬁeld, the
MF ground states with weak interactions have been investigated in [102]. In the
homogeneous situation, the spin-1 BEC is either in the plane wave (PW) phase
for c2 < C(q) or in the spin-wave phase for c2 > C(q), where the critical value
C(q) depends on the strength of the quadratic Zeeman ﬁeld q. In addition, when
the quadratic Zeeman ﬁeld is strong enough, the MF ground state becomes a po-
lar state. However, the physical model described in reference [102] would be hard
to implement in a laboratory. From an experimental of view, our model (7.2) is
probably easier to achieve, and thus deserves a detailed theoretical investigation.
In the weak interaction regime, only states with an energy separation jEj '
c0; jc2j or lower, are eﬃciently coupled. Therefore, in ﬁrst approximation, the
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mean ﬁeld ground states are a superposition of the single particle ground states.
In this Chapter, we limit ourselves to the negative spin-spin interaction situation:
c0 > 0; c2 < 0. In this case, the MF ground state always favors a PW state
[102]. We will study the Bogoliubov excitations of the PW ground states in the
following.
7.3.2 Bogoliubov Spectra
Excitations around the condensate can be calculated following the procedure in
Chapter 5.
7.3.2.1 Polar Phase
When the MF ground state favors a polar state, which corresponds to a global
















k + q + c2 + kz kx 0
kx k + c0 kx











 k + q + c2 +  kz  kx 0
 kx  k + c0  kx
0  kx  k + q + c2    kz
1CCCA (7.10)
Here k = (k2x + k2z)=2, kx = 2kx=
p
2 and kz = 1kz.
Along the kz direction, the excitations of the ground state are characterized






(kz  1kz + q)(kz  1kz + q + 2c2)
(7.11)
In the limit kz ! 0, the E0;k mode becomes massless, and the upper branches
E;k have a gap
p
q(q + 2c2). The speed of sound
p
2c0 along the kz axis is the
same as without SO coupling [103]. According to the stability criterion of the
Bogoliubov excitations given in Chapter 5, the conditions c0 > 0, q > 21=2+2jc2j
must be fulﬁlled.
Along the kx direction, the excitations of the ground state are given by:
E0;k =
p
(kx + q)(kx + q + 2c2)
E;k =
r
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Figure 7.3: Elementary excitations of a polar state at 1 = 4; 2 = 4; q =
33; c0 = 0:2; c2 =  0:1. (a) shows the lowest energy branch. (b) shows two
upper branches.
where
s1 = qc2 + q
2=2; s2 = c0 + c2 + q + 2
2
2; t1 = q






3   2qc0c2   q2c0 + 4qc022 + 4qc222 + 2q222);
t3 = 4(c
2





In the long-wavelength limit, the excitation in the lowest energy branch is the




kx. The SO coupling term
along the kx direction does not commute with the quadratic Zeeman eﬀect term,
thus the speed of sound along the kx axis is very diﬀerent from that without SO
coupling.
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7.3.2.2 Ferromagnetic Phase
When the MF ground state favors a Ferromagnetic Phase, there are two global













ek + c1 + c2 + kz kx 0
kx ek   q kx










e k + c1 + c2 +  kz  kx 0
 kx e k   q  kx
0  kx e k   2c2    kz
1CCCA :
(7.16)
Here ek = [k2x+(kz 1)2]=2+21=2, kx = 2kx=p2 and kz = 1(kz 1).
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Figure 7.4: Elementary excitations of a Ferromagnetic state at 1 = 6; 2 =
4; q = 16; c0 = 0:2; c2 =  0:1. (a) shows the lowest energy branch with three
minima along Kz. (b) shows two upper branches.
Along the kz direction, the excitations of the ground state are






kz [kz + 2(c0 + c2)]
(7.17)
For kz ! 0, the Ed;k mode becomes a phonon mode. The Bogoliubov excitation
in the lowest energy branch has two other local minima at kz = 1 and kz = 21,
which correspond to two roton modes [104]. The conditions c2 < 0, c0 + c2 > 0
and q < 21=2 must be satisﬁed, which ensure the stability of the MF ground
state.
Along the kx direction, there are no simple analytical results. Numerical
results presented in Fig. 7.4 show that all excitations are symmetric and the
excitation in the lowest energy branch becomes massless in the long-wavelength
limit.
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Figure 7.5: Elementary excitations of a broken-axisymmetry state at 1 = 6; 2 =
4; q = 20; c0 = 0:2; c2 =  0:1. (a) shows the lowest energy branch. (b) shows
two upper branches.
7.3.2.3 Broken-axisymmetry Phase
When the MF ground state favors a Broken-axisymmetry Phase, there are two
















There are no simple analytical results. We numerically ﬁnd that there are two
diﬀerent excitations around the condensate 	p : a phonon mode and a roton
mode along the kx direction, and only one phonon mode along the kz direc-
tion. When increasing the quadratic Zeeman ﬁeld, the roton mode along the kx
direction is destroyed as depicted in Fig. 7.6 (b).
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Figure 7.6: Elementary excitations of a broken-axisymmetry state in the lowest
energy branch (a) along the kx direction and (b) along the kz direction at 1 =
6; 2 = 4; c0 = 0:2; c2 =  0:1. q = 20 is represented by the blue line, while q = 31
represented by the red line. The roton mode corresponds to the local minimum




This thesis comprises the investigation of two topics in ultracold quantum gases:
implementation of an U(3) artiﬁcial gauge ﬁeld and the behaviours of ultracold
atoms in Raman induced magnetic ﬂux ﬁelds.
We have ﬁrst investigated a workable experimental scheme to generate non-
Abelian U(3) artiﬁcial static gauge ﬁelds for cold atomic gases. Our scheme, the
so-called 2-tripod conﬁguration, only relies on one-photon resonant transitions
and gives rise to three degenerate dark states. We have given the laser beams
conﬁgurations for both alkali and alkaline-earth atoms and explained how to
generate a U(3)-monopole or a U(3) SO coupling.
The second part of this thesis consider Raman-induced magnetic ﬂux ﬁelds in
a two-component BEC. We have proposed an experimental scheme to generate
artiﬁcial magnetic ﬂux, which would lead to non-trivial topological properties
(spin textures) in the ground state of a two-component spinor condensate. More
precisely, we have shown that, with increasing interaction, there is a second order
phase transition from a Mermin-Ho vortex to a meron pair.
Future work would include the study of the properties of the excitations of
spinor BEC subjected to such U(3) gauge potentials and Raman-induced mag-
netic ﬂuxes, in particular from a topological point of view (spin textures, etc).




Calculation of the new vector
potential for the U(3) monopole
Under the gauge transformation
U(r) = exp(i'Jx) exp( iJy): (A.1)
The vector potential transforms as
Am =   cos 
r sin 
Jx ! UAmU y + iUrU y: (A.2)
Let us work on the ﬁrst term on the right of Eq. (A.2)
UAmU y =   cos 
r sin 
exp(i'Jx) exp( iJy)Jx exp(iJy) exp( i'Jx): (A.3)
Using the commutation relation [Ji; Jj] = iijkJk, we have




Appendix A. Calculation of the new vector potential for the U(3)
monopole











[L^; M^ ]n; (A.5)
where
[L^; M^ ]0 =M^
[L^; M^ ]1 =[L^; M^ ]




[L^; M^ ]n =[L^; [L^; M^ ]n 1]:
(A.6)
Combining Eq. (A.4) and Eq. (A.5), we can easily obtain that
exp( iJy)Jx exp(iJy) = cos Jx   sin Jz: (A.7)
Similarly, we can get
exp(i'Jx)Jz exp( i'Jx) = cos'Jz + sin'Jy;
exp(i'Jx)Jy exp( i'Jx) = cos'Jy   sin'Jz:
(A.8)
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From Eq. (A.1) it follows that
@rU y = 0; i@'U y = exp(iJy)1

Jx exp( i'Jx)


















Finally, after substituting Eq. (A.7), Eq. (A.8) and Eq. (A.10) into Eq. (A.2),














The set of Gell-Mann matrices gi (1  i  8) is one possible representation of
the inﬁnitesimal generators of the special unitary group SU(3). An important


















































The imaginary time evolution of
the equation (5.50)












In contrast to the real time evolution, the norm of 	() is not conserved any
more during the imaginary time evolution. As a result, for the nonlinear equation
(C.1), 	() should be normalized at each time  .




 H[	]  V [	]	; (C.2)
where 	 is the normalized wave function and V = 1
2

c0j	j2 + c2h	jF j	i F

.
















dr 	+@ (H[	]  V [	])	:
(C.3)
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Appendix C. The imaginary time evolution of the equation (5.50)





dr 	+H(@	) =  
Z
dr 	+H2	: (C.4)
Now, we work on the last three terms in Eq. C.3:
Z













































































dr 	+H2	 < 0: (C.7)
Because the right term in Eq. C.7 is always negative, the system should decay
into the global or local minimum energy state of the system in the long-time
limit during the imaginary time evolution.
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