This paper proposes a novel method to enhance a driver's situation awareness by dynamically providing a global view of surroundings for the driver. The surroundings of a vehicle are captured by an omni-directional vision system mounted on the top of the vehicle. The video stream from the camera is processed to detect nearby vehicles. Positions of these detected objects are overlaid on a global view of a local map (e.g., an aerial imagery or satellite imagery map). We establish the relationship between the omni-directional vision system and the global view map. The global view map dynamically provides a realistic perspective view of the driving environment. This map can be projected onto an HUD on the windshield. By looking at the display, a driver can have a global picture of the situation and potentially produce a good driving strategy. We illustrate the proposed method by dynamically mapping a video stream onto Google Earth map.
INTRODUCTION
Driver inattention is a major contributor to highway crashes. The National Highway Traffic Safety Administration estimates that at least 25% of police-reported crashes involve some form of driver inattention [1] . Driving is a process that requires a driver to distribute his/her attention among different subtasks. First of all, a driver needs to pay attention to issues directly related to safety, including the surrounding traffic, dashboard displays, and other influx of information on the road such as traffic lights and road signs. In addition, the driver may choose to talk to passenger, listen to the radio, and talk on the cell phone. Therefore, situation awareness plays an important role in driving safety. In this research, we are developing technologies to provide a driver with the information of dynamic surroundings around the vehicle that he/she is driving to enhance his/her situation awareness.
Situation awareness is defined as the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future [2] . Sensing and representing information is a key for situation awareness in driving a vehicle. Much research has been directed to improving in-vehicle information presentation. Green et al. surveyed early studies on human factor tests in navigation displays [3] . They described objectives, principles and guidelines for the design of in-vehicle devices. Dale et al. investigated the problem of generating natural route descriptions for navigational assistance [4] . Lee et al. developed a situationally appropriate map system for drivers [5] .
Navigation user interfaces have changed dramatically over the last few years due to the availability of electronic maps and the Global Positioning System (GPS). The displays in current GPS navigation systems show the location of a vehicle on a graphical map in a way that's similar to looking straight down at a paper map. Recently, several companies, such as Microsoft and Google, have started proving global view maps, such as aerial imagery maps, satellite imagery maps, and bird's eye view maps. For example, in the bird's eye view mode, Microsoft's Windows Live Local consists of high resolution aerial imagery taken from an angle rather than straight down from four directions. Besides the GPS, a vehicle can also obtain information about the driving environment from other sensors, such as video cameras mounted in various positions, thermal infrared imagers, RADAR, LIDAR, and ultrasonic sensors [6] . Among these sensors, video cameras are attractive from a packaging and cost perspective. Recent advances in computer vision and image processing technologies have made it possible to apply video-based sensors along with the GPS in driving assistance applications.
In this paper, we propose a novel method to enhance situation awareness by dynamically providing a global view of surrounding for drivers. The surrounding of a vehicle will be captured by an omni-directional vision system on the top of a vehicle. In order to obtain high quality of surrounding images, we use an omni-directional vision system consisting of multiple cameras [7] , rather than a catadioptric camera used by the most existing system for intelligent vehicles [8] . The video stream from the camera is processed to detect nearby vehicles and obstacles. Positions of these detected objects will be overlaid on a global view map of the vehicle. We deduce the mapping between an omni-directional vision system and global This map can be projected onto a Head-Up Display (HUD) on the windshield and provide a dramatically realistic perspective view of the driving environment. By looking at the display, a driver can have a global picture of the situation and likely produce a good driving strategy. The rest of this paper is organized as the following: Section 2 describes the problem and proposed approach. Section 3 discusses the imaging model of our camera system. In section 4, we illustrate the proposed method by an example that maps vehicles detected from the video stream captured by omni-directional vision system onto the Google Earth map. We conclude our work in section 5.
THE PROBLEM AND PROPOSED APPROACH
The field of view, which is the part of the observable world that is seen at any given moment, plays an important role in driving safety. While a human has an almost 180-degree forward-facing field of view, his/her binocular vision, which is important for depth perception, only covers [7] . Fig. 1 shows examples of two panoramic images captured in our experiment. Rectangles in the images are the detected vehicles.. However, the panoramic video stream from the omnidirectional camera cannot easily be understood by a driver, so we map the driving situation onto a global view map. That is, we automatically extract objects (vehicles, pedestrians, etc) from the video stream and mark their positions on the global view map. We use a hypothesis-validation structure to detect the nearby vehicles surrounding a host vehicle [9] . Without losing generality, in this paper, we have utilized Google Earth, which can provide us with high quality and resolution aerial and satellite images including highway, street, and more. In addition, data import feature from the Google Earth makes it possible to sense and represent the dynamic information surrounding a host vehicle and import our custom geographic data into the Google Earth application. Fig. 2 (b) . Let [v (u, v) Yv (u, v) (8) 1 where k1 and k2 are scalar values to put the points into the earth's longitude and latitude coordinate system. Thus we can display the detected vehicle on an electronic map. Fig. 4 shows the results of displaying the detected vehicles in the two panoramic images as shown in Fig. 1 onto the Google Earth map.
CONCLUSIONS
In this paper, we proposed a novel technique to improve a driver's situation awareness by dynamically combining panoramic imaging with global maps. By displaying surrounding objects on the global map, the driver can easily see his/her surroundings without having to turn his/her head off the driving direction. We believe that this will significantly reduce the driver's load and improve driving safety.
