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ABSTRACT
The Cosmic Microwave Background (CMB) encodes information on the origin and evolution of the
universe, buried in a fractional anisotropy of one part in 105 on angular scales from arcminutes to tens
of degrees. We await the coming onslaught of data from experiments measuring the microwave sky from
the ground, from balloons and from space. However, we are faced with the harsh reality that current
algorithms for extracting cosmological information cannot handle data sets of the size and complexity
expected even in the next few years. Here we review the challenges involved in understanding this data:
making maps from time-ordered data, removing the foreground contaminants, and finally estimating
the power spectrum and cosmological parameters from the CMB map. If handled naively, the global
nature of the analysis problem renders these tasks effectively impossible given the volume of the data.
We discuss possible techniques for overcoming these issues and outline the many other challenges that
wait to be addressed.
[Invited article for Computing in Science and Engineering.]
Subject headings: cosmic microwave background — methods: data analysis
1. THE CMB
1.1. Historical Overview
The detection of the cosmic microwave background
(CMB) in 1965 stands as one of the most important sci-
entific discoveries of the century, the strongest evidence
we have of the Hot Big Bang model. We know from the
COBE satellite that it is an almost perfect blackbody with
temperature 2.728± 0.004 K, with expected tiny spectral
distortions only very recently discovered. Once the CMB
was discovered, the search was on for the inevitable angu-
lar fluctuations in the temperature, which theorists knew
would encode invaluable information about the state of the
universe at the epoch when big bang photons decoupled
from the matter. This occurred as the universe cooled suf-
ficiently for the ionized plasma to combine into hydrogen
and helium atoms. This epoch was a few hundred thou-
sand years after the Big Bang, at a redshift z ∼ 1000 when
the universe was a factor of a thousand smaller than it is
today.
Theorists led the experimenters on a merry chase, orig-
inally predicting the fractional temperature fluctuation
level would be 10−2, then in the seventies 10−3, then
10−5, where it has been since the early eighties, when the
effects of the dark matter which dominates the mass of
the universe were folded into the predictions. Fortunately
the experimenters were persistent, and upper limits on
the anisotropy dropped throughout the eighties, leaving
in their wake many failed ideas about how structure may
have formed in the universe.
A major puzzle of the hot big bang model was how re-
gions that would not have been in causal contact at red-
shift z ∼ 1000 could have the same temperature to such a
high precision. This led to the theory of inflation, accel-
erated expansion driven by the energy density of a scalar
field, dubbed the inflaton, in which all of the universe we
can see was in contact a mere ∼
< 10−33 seconds after the
big bang. It explained the remarkable isotropy of the CMB
and had a natural byproduct: quantum oscillations in the
scalar field could have generated the density fluctuations
that grew via gravitational instability to create the large
scale structure we see in the universe around us. This the-
ory, plus the hypothesis that the dark matter was made up
of elementary particle remnants of the big bang, led to firm
predictions of the anisotropy amplitude. In the eighties,
competing theories arose, one of which still survives: that
topologically stable configurations (defects, such as cosmic
strings) of exotic particle fields arising in phase transitions
could have formed in the early universe and acted as seeds
for the density fluctuations in ordinary matter.
Immediately following the headline-generating detection
of anisotropies by COBE [2] in 1992 at the predicted
∼ 10−5 level, many ground and balloon experiment began
seeing anisotropies over a broad range of angular scales.
The emerging picture from this data has sharpened our
theoretical focus to a small group of surviving theories,
such as the inflation idea. The figures in this article tell
the story of where we go from here. Fig. 1 shows a re-
alization of how the temperature fluctuations would look
on the sky in an inflation-based model, at the ∼ 7◦ reso-
lution of the COBE satellite and what would be revealed
at essentially full resolution. One sees not only the long
wavelength ups and downs that COBE saw, but also the
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2tremendous structure at smaller scales in the map.
One measure of this is the power spectrum of the tem-
perature fluctuations, denoted by Cℓ, a function of angular
wavenumber ℓ, or, more precisely, the multipole number
in a spherical harmonic expansion. Fig. 2 shows typical
predictions of this for the inflation and defect theories,
and contrasts it with the best estimate from all of the cur-
rent data. The ups and downs in ℓ-space are associated
with sound waves at the epoch of photon decoupling. The
damping evident at high ℓ is a natural consequence of the
viscosity of the gas as the CMB photons are released from
it. The flat part at low ℓ is associated with ripples in the
past light cone arising from gravitational potential fluctu-
ations that accompany mass concentrations. All of these
effects are sensitive to cosmological parameters, e.g., the
densities of baryons and dark matter, the value of the cos-
mological constant, the average curvature of the universe,
and parameters characterizing the inflation-generated fluc-
tuations. If the spectrum can be measured accurately
enough experimentally, such cosmological parameters can
also be determined with high accuracy. For a review of
CMB science see [1].
Once it became clear that there was something to mea-
sure, the race was on to design high-precision experiments
that would cover large areas of the sky at the fine reso-
lution needed to reveal all this structure and the wealth
of information it encodes. These include ground-based
interferometers and long duration balloon (LDB) exper-
iments (flying for 10 days vs. 10 hours for conventional
balloon flights), as well as the use of large arrays of detec-
tors. NASA will launch the Microwave Anisotropy Probe
(MAP) [3] satellite in 2000 and ESA will launch the Planck
Surveyor [4] around 2006. They will each spend a year or
two mapping the full sky. Fig. 3 gives an idea of how
well we think that the LDB and satellite experiments can
do in determining Cℓ if everything goes right. Theorists
have also estimated how well the cosmological parameters
that define the functional dependence of Cℓ in inflation
models can in principle be determined with these experi-
ments. In one exercise that allowed a mix of nine cosmolog-
ical parameters to characterize the space of inflation-based
theories, COBE was shown to determine one combination
of them to better than 10% accuracy, LDBs and MAP
could determine six, and Planck seven. MAP would also
get three combinations to 1% accuracy, and Planck seven!
This is the promise of a high-precision cosmology as we
move into the next millennium.
1.2. Experimental Concerns
CMB anisotropy experiments often involve a number of
microwave and sub-millimeter detectors covering at least
a few frequencies, located at the focal plane of a telescope.
The raw data comes to us as noisy time-ordered record-
ings of the temperature for each frequency channel, which
we shall refer to as timestreams, along with the pointing
vector of each detector on the sky. The resolution of the
experiment is usually fixed by the size of the telescope and
the frequency of the radiation one looks at. We must learn
from the data itself almost everything about the noise and
the many signals expected, both wanted and unwanted,
with only some guidance from other astrophysical obser-
vations. We shall see that to a large degree this appears to
be a well-posed problem in Bayesian statistical analysis.
The major data products from the COBE anisotropy
experiment were six maps, each with 6144 pixels, de-
rived from six timestreams, one for each detector. The
timestream noise was Gaussian, which translated into cor-
related Gaussian noise in the maps. Much effort went into
full statistical analyses of the underlying sky signals, most
often under the hypothesis that the sky signal was a Gaus-
sian process as well. The amount of COBE data was at
the edge of what could be done with 1992 workstations.
The other experiments used in the estimate of the power
spectrum in Fig. 2 had less data, and full analysis was
also feasible. We are now entering a new era: LDB experi-
ments will have up to two orders of magnitude more data,
MAP three and Planck four. For the forecasts of impres-
sively small Cℓ errors to become reality, we must learn
to deal with this huge volume of data. In this article,
we discuss the computational challenges associated with
current methods for going from the timestreams to multi-
frequency sky maps, and for separating out from these
maps of the different sky signals. Finally, from the CMB
map and its statistical properties, cosmological parame-
ters can be derived. To illustrate the techniques, we use
them to find estimates of Cℓ. This represents an extreme
form of data compression, but from which cosmological
parameters and their errors can finally be derived.
As we shall discuss at considerable length in this arti-
cle, the analysis procedure we will describe is necessarily
global; that is, making the map requires operating on the
entire time-ordered data, and estimating the power spec-
trum requires analyzing the entire map at once. This is
due to the statistically-correlated nature of both the in-
strumental noise and the expected CMB sky signal which
links up measurements made at one point with those made
at all others.
2. WHAT SIGNALS DO WE EXPECT?
Of the signals we know are present, there are of course
the primary CMB fluctuations from the epoch of photon
decoupling that we have already discussed, the primary
goal of this huge worldwide effort. There are also sec-
ondary fluctuations of great interest to cosmologists aris-
ing from nonlinear processes at lower redshift: some come
from the epoch of galaxy formation and some from scat-
tering of CMB photons by hot gas in clusters of galaxies.
Extragalactic radio sources are another nontrivial signal.
On top of this, there are various emissions from dust and
gas in our Milky Way galaxy. While these are foreground
nuisances to cosmologists, they are signals of passionate
interest to interstellar medium astronomers. Fortunately
these signals have very different dependences on frequency
(Fig. 5), and, as we now know, rather statistically distinct
sky patterns (Fig. 4).
We know how to calculate in exquisite detail the statis-
tics of the primary signal for the various models of cos-
mic structure formation. The fluctuations are so small at
the epoch of photon decoupling that linear perturbation
theory is a superb approximation to the exact non-linear
evolution equations. The simplest versions of the infla-
tion theory predict that the fluctuations from the quan-
tum noise form a Gaussian random field. Linearity im-
plies that this translates into anisotropy patterns that are
drawn from a Gaussian random process and which can be
characterized solely by their power spectrum. Thus our
3emphasis is on confronting the theory with the data in the
power spectrum space, as in Fig. 2. Primary anisotropies
in defect theories are more complicated to calculate, be-
cause non-Gaussian patterns are created in the phase tran-
sitions which evolve in complex ways and for which large
scale simulations are required, a computing challenge we
shall not discuss in this article. In both theories, algorith-
mic advances have been very important for speeding-up
the computations of Cℓ.
The secondary fluctuations involve nonlinear processes,
and the full panoply of N -body and gas-dynamical cosmo-
logical simulation techniques discussed in this volume are
being brought to bear on the calculation. Non-gaussian as-
pects of the predicted patterns are fundamental, and much
beyond Cℓ is required to specify them. Further, some sec-
ondary signals, such as radiation from dusty star-burst
regions in galaxies, are too difficult to calculate from first
principles, and statistical models of their distribution must
be guided by observations. At least for most CMB experi-
ments, they can be treated as point sources, much smaller
than the observational resolution. The foreground signals
from the interstellar medium are also non-Gaussian and
not calculable. They must be modeled from the observa-
tions and have the added complication of being extended
sources.
For each signal T present, there is therefore a theoretical
“prior probability” function specifying its statistical distri-
bution, P(T |th). A Gaussian P(T |th) has the important
property that it is completely specified by the two-point
correlation function which is the expectation value of the
product of the temperature in two directions qˆ and qˆ′
on the sky, 〈T (qˆ)T (qˆ′)〉. For non-Gaussian processes an
infinite number of higher order temperature correlation
functions are needed in principle. The inflation-generated
or defect-generated temperature anisotropies are also usu-
ally statistically isotropic, that is, the N -point correlation
functions are invariant under a uniform rotation of the N
sky vectors qˆ. This implies 〈T (qˆ)T (qˆ′)〉 is a function only
of the angular separation. If the temperature field is ex-
panded in spherical harmonics Yℓm(qˆ), then the two-point
function of the coefficients aℓm is related to Cℓ by
〈aℓma
∗
ℓ′m′〉 = Cℓδℓℓ′δmm′ , where T (qˆ) =
∑
ℓm
aℓmYℓm(qˆ),
(1)
so the correlation function is related to the Cℓ by
〈T (qˆ)T (qˆ′)〉 =
∑
ℓ
2ℓ+ 1
4π
CℓPℓ(qˆ · qˆ), (2)
where Pℓ(x) is a Legendre polynominal. Just as a Fourier
wavenumber k corresponds to a scale λ ∼ 2π/k, the
spherical-harmonic coefficients correspond to an angular
scale θ ∼ 180◦/ℓ. Figure 2 shows Cℓ for two different
cosmologies given the same primordial theory; we plot
ℓ(ℓ+ 1)Cℓ/(2π) since at high ℓ it gives the power per log-
arithmic bin of ℓ.
A nice way to think about Gaussian fluctuations is that
for a given power spectrum, they distribute this power
with the smallest dispersion. Temperature fluctuations
are typically within ±2σ and rarely exceed 3σ, where σ
is rms amplitude. Such is the map in Fig. 1. Since the
term non-Gaussian covers all other possibilities, it may
seem impossible to characterize, but the way the greater
dispersion often manifests itself is that the power is more
concentrated, e.g. in extended hot and/or cold spots for
the galactic foregrounds, and point-like concentrations for
the extragalactic sources, as is evident in Fig. 4.
Although we may marvel at how well the basic inflation
prediction from the 1980’s is doing relative to the current
data in Fig. 2, it will be astounding is if no anomalies are
found in the passage from those large error bars to the
much smaller ones of Fig. 3 and human musings about
such exotic ultra-early universe processes are confirmed.
3. WHAT IS COMING?
The new CMB anisotropy data sets will come from a va-
riety of platforms: large arrays of detectors on the ground
or on balloons, long duration balloons (LDBs), ground-
based interferometers and satellites. Most of these experi-
ments measure the sky at anywhere between 3 to 10 pho-
ton frequencies, with several detectors at each frequency.
With detector sampling rates of about 100 Hz and dura-
tions of weeks to years, the raw data sets range in size
from Gigabytes to nearly Terabytes.
Another measure of the size of a data set is the number
of resolution elements, or beam-size pixels, in the maps
that are derived from the raw data. Over the next two
years, LDBs and interferometers will measure between 104
to 105 resolution elements, which is an impressive improve-
ment upon COBE/DMR’s 103 elements. NASA’s MAP
satellite will measure the whole sky with 12′ resolution
in its highest frequency channel, resulting in CMB maps
with ∼ 106 resolution elements. The Planck Surveyor has
5′ resolution, that of the lower panel of Fig. 1, and will
create maps with ∼ 107 resolution elements.
In Fig. 3, forecasts of power spectra and their errors
for TopHat and BOOMERanG (two LDB missions) and
MAP and Planck are given. These results ignore fore-
grounds and assume maps have homogeneous noise, and
thus are highly idealized. Extracting the angular power
spectrum from such large maps presents a formidable com-
puting challenge. Except for the complication of being on
a sphere, the difficulties are those shared with the more
usual problem of power spectrum estimation in flat spaces;
in general, it is an O(m3p) process, where mp is the number
of pixels in the map. What makes the process O(m3p) is ei-
ther matrix inversion or determinant evaluation, depend-
ing on the particular implementation. (In special cases,
the Fast Fourier Transform is a particularly elegant matrix
factorization, reducing the operations count from O(m3p)
to O(mp lnmp), but it is not generally applicable.) In
addition to the operations count, storage is also a chal-
lenge, since the operations are manipulations of mp ×mp
matrices. For example, the noise correlation matrix for a
megapixel map requires 2000 Gbytes for single precision
(four byte) storage!
4. FOLLOWING THE THREAD OF THE DATA:
Conceptually, the process of extracting cosmological in-
formation from a CMB anisotropy experiment is straight-
forward. First, maps of microwave emission at the ob-
served wavelengths are extracted from the lengthy time-
ordered data; these are the maximum-likelihood estimates
of the sky signal given a noise model. Then, the vari-
4ous physical components are separated: solar-system con-
tamination, galactic and extragalactic foregrounds, and
the CMB itself. Finally, given the CMB map, we can
find the maximum-likelihood power spectrum, Cℓ, from
which the underlying cosmological parameters can be com-
puted. This entire data analysis pipeline can be unified in
a Bayesian likelihood formalism. Of course, this pipeline is
complicated by the correlated nature of the instrumental
noise, by unavoidable systematic effects and by the non-
Gaussian nature of the various sky signals.
4.1. From the instrument to the maps. . .
Experiments measure the microwave emission from the
sky convolved with their beam. Measurements of different
parts of the sky are often combined using complicated dif-
ference schemes, called chopping patterns. For example,
while the Planck Surveyor will measure the temperature
of a single point on the sky at any given time, MAP and
COBE measure the temperature difference between two
points. The purpose of these chops is to reduce the noise
contamination between samples, which can be large and
may have long-term drifts and other complications. Ob-
servations are repeated many times over the experiment’s
lifetime in different orientations on the sky and in many
detectors sensitive to a range of photon wavelengths.
Schematically, we can write the observation as
dνt =
∑
p
Pνtp∆νp + ηνt. (3)
Here, dνt is the vector of observations at frequency ν and
time t, ηνt is the noise contribution, ∆νp is the microwave
emission at that frequency and position p = 1, . . . ,mp on
the sky, smeared by the experimental beam and averaged
over the pixel. The pointing matrix, Pνtp, is an opera-
tor which describes the location of the beam as a function
of time and its chopping pattern. For a scanning exper-
iment, it is a sparse matrix with a 1 whenever position
p is observed at time t; for a chopping experiment it will
have positive and negative weights describing the differ-
ences made at time t. (Note that we shall often drop the
reference to the channel, ν, when referring to a single fre-
quency).
The first challenge is to separate the noise from the sig-
nal and create an estimate of the map, ∆¯p, and its noise
properties. This alone is a daunting task: long-term cor-
relations in the noise mean that the best estimate for the
map is not simply a weighted sum of the observations at
that pixel. Rather, a full least-squares solution is required.
This arises naturally as the maximum-likelihood estimate
of the map if the noise is taken to be Gaussian (see Eq. 5,
below). This in turn requires complex matrix manipula-
tions due to the long-term noise correlations.
One of the most difficult forms of noise results from the
random long term drifts in the instrument. These make
it hard to measure the absolute value of temperature on
a pixel, though temperature differences along the path of
the beam can be measured quite well because the drifts are
small on short time scales. However, by the time the in-
strument returns to scan a nearby area of the sky, the offset
due to this drift can be quite large, resulting in an apparent
striping of the sky along the directions of the scan pattern.
The problem is even more complicated than a simple offset
because the detector noise has a “1/f” component at low
frequencies accompanying the high frequency white noise.
This striping can be reduced by using a better observing
strategy. If the scan pattern is such that it often passes
over one of a set of well sampled reference points, then the
offset can be measured and removed from the timestreams.
More complicated crossing patterns in which many pixels
are quickly revisited along different scan directions pro-
vide a better sampling of the offset drift and allow it to be
removed more effectively.
The striping issue highlights the global nature of the
problem of map-making. If the map did not need to be an-
alyzed globally, then one could cut the map into N pieces
and speed up processing time by N2. However, includ-
ing the reference points is essential and these can be far
removed from the subset of pixels in which one is inter-
ested. More complicated crossing patterns which reduce
these errors unfortunately increase the “non-locality” of
the problem, making it difficult to use divide-and-conquer
tactics successfully.
Solving for the map in the presence of this noise is, in
general, an O(m3t ) process, where mt is the number of
elements in the time-ordered data. Since mt may be any-
where from 106 to upwards of 109, the general problem
cannot be solved in a reasonable time. Fortunately, the
problem becomes tractable if one can exploit the station-
arity, or time-translation invariance, of the noise.
In addition to solving for the map, one also needs the
statistical properties of the errors in the map. Accurate
calculation of the “map noise matrix” is critical, since the
signal we are looking for is excess variance in the map, be-
yond that which is expected from the noise. It turns out
that it is both easier to calculate and store the inverse of
the map noise matrix, called the map weight matrix. The
weight matrix is typically very sparse, whereas its inverse
may be quite dense. It is therefore advantageous to have
algorithms for power spectrum and parameter estimation
which require the weight matrix, rather than its inverse.
4.2. Removing the foregrounds. . .
Maps are made at a number of different wavelengths.
Each of these maps will be the sum of the CMB signal, Tp,
and contributions from astrophysical foregrounds: sources
of microwave emission in the universe other than the CMB
itself. This includes low-frequency galactic emission from
the 20K dust that permeates the galaxy and from gas,
emitting synchrotron and bremsstrahlung (or free-free) ra-
diation. There are also extragalactic sources of emission:
galaxies that emit in the infrared and the radio. These
are treated as point sources, since their angular size is
much smaller than the experimental resolution. In addi-
tion, clusters of galaxies and the filamentary structures
connecting them will appear because their hot gas of elec-
trons can Compton scatter CMB photons to shorter wave-
lengths, a phenomenon known as the Sunyaev-Zel’dovich
(SZ) effect. These clusters are typically a few arcminutes
across, small enough to be resolved by Planck but not
MAP. In Figure 4, we schematically show the spatial pat-
terns of some of these foregrounds, and in Figure 5, we
show their frequency spectra.
The next challenge, then, is to separate these fore-
5grounds from the CMB itself in the noisy maps. We write
∆¯νp = Tp +
∑
i
f (i)νp + nνp. (4)
Here, T is the frequency-independent CMB temperature
fluctuation, n is the noise contribution whose statistics
have been calculated in the map-making procedure, and
f
(i)
νp is the contribution of the foreground or secondary
anisotropy component i. The shapes of the expected fre-
quency dependences shown in Figure 5 show some un-
certainty. There is none for some secondary anisotropy
sources, e.g., the Sunyaev-Zeldovich effect, so f
(i)
νp can be
considered a product of the given function of frequency
times a spatial function. In the past, an approximation
like this involving a single spatial template and one func-
tion of frequency has been used for all of the foregrounds,
but it is essential to consider fluctuations about this for
the accuracy that will be needed in the data sets to come.
A crude but reasonably effective method is to sepa-
rate the signals using the multifrequency data on a pixel-
by-pixel basis. However, it is clearly better to use our
knowledge of the spatial patterns in the forms adopted for
P(f
(i)
νp |theory), e.g., the foreground power spectra shown
in Fig. 2. Even using a Gaussian approximation for the
foreground prior probabilities has been shown to be rela-
tively effective at recovering the signals. In this case, the
statistical distribution of the maps is again Gaussian, with
a mean given by the maximum likelihood, which turns out
to involve Wiener filtering of the data [16]. In simulations
for Planck performed by Bouchet and Gispert, the layers
making up the “cosmic sandwich” in figure 4 have been
convolved with the frequency-dependent beams, and re-
alistic noise has been added. The recovered signals look
remarkably like the input ones. There is some indication
that the performance degrades if too large a patch of the
sky is taken, possibly because the non-Gaussian aspects
become more important. Of course, good estimates of the
power spectra for each of the foregrounds are essential in-
gredients for P(f
(i)
νp |theory), and these must be obtained
from the CMB data in question by iterative techniques, or
with other CMB data.
Radio astronomers have a long history of image con-
struction using interferometry data. One of the most
effective techniques is the “maximum entropy method”.
Although this is often a catch-all phrase for finding the
maximum likelihood solution, the implementation of the
method involves a specific assumption for the nature of
P(f
(i)
νp |theory), derived as a limit of a Poisson distribu-
tion. For small fluctuations it looks like a Gaussian, but
has higher probability in the tails than the Gaussian does.
The Poisson aspect makes it well-suited to find and recon-
struct point sources. To apply it to the CMB, which has
both positive and negative excursions, and to include sig-
nal correlation function information, some development of
the approach was needed. This has been recently carried
out and applied to the cosmic sandwich exercise [11]. It
did at least as well at recovery as the Wiener method did,
and was superior for the concentrated Sunyaev-Zeldovich
cluster sources and more generally for point sources, as
might be expected. Errors on the maximum entropy maps
are estimated from the second derivative matrix of the
likelihood function.
We regard these exercises as highly encouraging, but
since the accuracy with which cosmological parameters can
be determined is very dependent upon the accuracy with
which separation can be done, it is clear that much work
is in order for improving the separation algorithms.
4.3. From the CMB to cosmology. . .
Armed with a CMB map and its noise properties, we
can try to extract its cosmological information. If we as-
sume the cosmological signal is the result of a statistically
isotropic Gaussian random process, then all of the informa-
tion is contained in the power spectrum, Cℓ. With Gaus-
sian noise as well, we can write down the exact form of its
likelihood function. Unfortunately, because of incomplete
sky coverage, and the presence of correlated, anisotropic
noise, maximizing this likelihood function (either directly
or by some sort of an iterative procedure) requires manip-
ulation of mp×mp matrices, typically needing O(m
3
p) op-
erations and O(m2p) storage. This becomes computation-
ally prohibitive on typical workstations when mp exceeds
about 104; for the mp > 10
6 satellite missions even super-
computers may be inadequate to the task. For example,
on a single 1000 MHz processor, even one calculation of
O(1021) operations necessary for a ten-million-pixel map
would take 30,000 years ! There is, as of yet, no general
solution to this problem. However, in some cases, such as
for the MAP satellite, a solution has been proposed which
relies upon the statistical isotropy of the signal and a sim-
ple form for the noise. Unfortunately, most experiments
will produce maps with more complicated noise properties.
The power spectrum is a highly compressed form of the
data in the map, but it is not the end of the story. The real
goal remains to determine the underlying cosmological pa-
rameters, such as the density of the different components
in the universe. For the simple inflationary models usually
considered, there are still at least ten different parameters
which affect the CMB power spectrum, so we must find the
best fit in a ten (or more) dimensional parameter space.
Just as the frequency channel maps were derived from the
timestreams, the CMB map from the frequency maps, and
the power spectrum from the CMB map, the cosmological
parameters can be estimated from the power spectrum.
Although in doing so, one must be careful about the non-
Gaussian distribution of the uncertainty in the Cℓ [6].
5. THE MOST DAUNTING CHALLENGES
We now take a more in-depth look at the problems of
map-making and parameter estimation. The most general
algorithms for solving these problems operate globally on
the data set and are prohibitively expensive: both require
matrix operations O(m3), where m is either the number of
points in the time series (mt > 10
9 for upcoming satellites)
or the number of pixels on the sky (mp > 10
6). Special
properties, such as the approximate stationarity of the in-
strumental noise, must be exploited in order to make the
analysis of large data sets possible. To date most work has
concentrated on efficient algorithms for the exact global
problem, but for the new data sets it will be essential to
develop approximate methods as well.
We wish to find the most likely maps and power spec-
tra. We can write down likelihood functions for both these
quantities if we assume that both the noise and signal
6are Gaussian. While the maximum-likelihood map has a
closed-form solution, there is no such solution for the most
likely power spectrum. Thus, the problem of the cost of
evaluating the likelihood function is compounded by hav-
ing to search a very high-dimensional space for the global
maximum.
Even these complex problems are an oversimplifica-
tion because we know that foregrounds and secondary
anisotropies have non-Gaussian distributions. Thus, al-
though we expect to get valuable results using simpli-
fied approximations for P(f
(i)
νp |th), in particular the Gaus-
sian one we use in the discussion below, Monte Carlo ap-
proaches in which many f
(i)
νp maps are made will undoubt-
edly be necessary to accurately determine the uncertainty
in the derived cosmological parameter.
5.1. Map-making: the ideal case
As described in Eq. 3, for each channel we model the
timestream, d, as due to signal, ∆, and noise, η, d =
P∆ + η, where P is the pointing matrix that describes
the observing strategy as a function of time. In the ideal
case, the noise is Gaussian-distributed, i.e., its probability
distribution is
P(η) = [(2π)mt |N |]
−1/2
exp
(
−η†N−1η/2
)
, (5)
where mt is the number of time-ordered data points and
Ntt′ ≡ 〈ηtη
†
t′〉 is the noise covariance matrix. Here the
†
denotes transpose and the brackets indicate an ensemble
average (integration over P(η)dη). Substituting d − P∆
for η in this expression gives the probability of the time-
ordered data given a map, P(d|∆), which is also referred to
as the likelihood of the map, L(∆). We are actually inter-
ested in the probability of a map given the data, P(∆|d).
If we assign a uniform prior probability to the underlying
map, i.e., P(∆|theory) is constant, then by Bayes’ theorem
P(∆|d) is simply proportional to the likelihood function,
L(∆).
The map that maximizes this likelihood function is
∆¯ = CNP
†N−1d (6)
where CN is the noise covariance matrix of the map,
CN ≡ 〈
(
∆¯−∆
) (
∆¯−∆
)†
〉 =
(
P †N−1P
)−1
. (7)
This map is known as a sufficient statistic, in that ∆¯ and
CN contain all of the sky information in the original data
set, provided the pixels are small enough. As discussed
above, it is preferable to work with C−1N , the map weight
matrix, which is often sparse or nearly so.
For many purposes, the variance-weighted map,
C−1N ∆¯ = P
†N−1d (8)
may be more useful than the map itself, so that we can
avoid the computationally intensive step of inverting the
weight matrix. This is true for optimally combining maps,
since variance-weighted maps and their weight matrices
simply sum, and for finding the minimum-variance map in
a different basis, such as Fourier modes or spherical har-
monics. An algorithm for finding the most likely power
spectrum exploits this, as we will see below.
If we do need to find ∆¯, we can solve Eq. 8 iteratively
by techniques like the conjugate gradient method. In gen-
eral, such methods require mp iterations and are effec-
tively still O(m3p) methods. Fortunately, we expect CN
to be sufficiently diagonal-dominant that many fewer than
mp iterations are required. This is aided by the use of pre-
conditioners, which will be discussed further in the context
of finding the maximum-likelihood power spectrum.
Whether we are interested in ∆¯ or C−1N ∆¯, we still must
convolve the inverse of N with the data vector. The direct
inversion of N by brute force is impractical since it is an
mt×mt matrix wheremt is often about 10
9. However, this
is greatly simplified if the noise is stationary, which means
its statistical properties are time translation invariant, so
that Ntt′ = N(t− t
′). Stationarity means that N is diago-
nal in Fourier space with eigenvalues N˜(f), the noise power
spectrum. N−1 is then just the inverse Fourier Transform
of 1/N˜(f). Knowing N−1, it is easy to calculate the map
weight matrix, C−1N = P
†N−1P .
The convolution of N−1 with d appears to be an O(m2t )
operation. Since there is much more timestream data
(mt ≫ mp), this is potentially the slowest step in the
calculation of the map. Fortunately, the convolution is
actually much faster because N−1(t − t′) generally goes
nearly to zero for t − t′ ≫ 0. The absence of weight at
long time scales can be due to the “1/f” nature of the in-
strument noise at low temporal frequencies. Atmospheric
fluctuations also have more power on long time scales than
on short time scales, as do many noise sources. Since these
characteristic times do not scale with the mission duration,
the convolution is actually O(mt). Similarly, the multipli-
cation of the pointing matrix is also O(mt) because of its
sparseness.
Thus, we can reduce the timestream data to an estimate
of the map and its weight matrix in onlyO(m2p) operations,
a substantial savings compared to the O(m3t ) operations
required for a direct calculation. These algorithms, or sim-
ilar ones, have been implemented in practice, e.g., [15, 18].
5.2. Map-making: complications
Above, we made two simplifying assumptions: that the
statistical properties of the noise in the timestream were
known and that the noise sources were all stationary. Here
we try to deal with the more general case.
We would like to estimate the statistical properties of
the noise by using a model of the instrument, but in prac-
tice, these models are never sufficient. One must always
estimate the noise from the data set itself, and doing this
from the timestream requires some assumptions. It is usu-
ally assumed that the noise is stationary over sufficiently
long intervals of time and is Gaussian. Often the data set
is dominated by noise and to a first approximation, is all
noise. Thus one has many pairs of points separated by
t− t′ to estimate N(|t− t′|) = 〈η(t)η(t′)〉. Techniques are
being developed [9] to simultaneously determine the map
and noise power spectrum and the covariance between the
two.
Non-stationary noise can arise in a number of ways: pos-
sible sources include contamination by radiation from the
ground, balloon or sun, some components of atmospheric
fluctuations and cosmic ray hits. Often they are syn-
chronous with a periodic motion of the instrument. They
7can be taken into account by extending the model of the
timestream given in Eq. 3 to include contaminants of am-
plitude κc with a known “timestream shape”, Υtc:
dt =
∑
p
Ptp∆p +
∑
c
Υtcκc + ηt. (9)
The contaminant amplitudes are now on the same math-
ematical footing as the map pixels, ∆p, and both can be
solved for simultaneously.
A more conservative approach assigns infinite noise to
modes of the time-ordered data which can be written as a
linear combination of the Υtc. Doing so removes all sen-
sitivity of the map to the contaminant, irrespective of the
assumption of Gaussianity. Operationally, we replace the
timestream noise covariance matrix, Ntt′ with
Ntt′ → Ntt′ +
∑
c
σ2cΥtcΥt′c (10)
where the σ2c are taken to be very large, thereby setting
the appropriate eigenvalues of N−1 to zero.
This noise matrix has lost its time-translation invariance
and so is no longer directly invertible by Fourier transform
methods. Fortunately, there is a theorem called the Wood-
bury Formula [16] which allows one to find the resulting
correction to N−1 for additions to N of the form in Eq. 10
while only having to invert matrices of dimension equal to
the number of contaminants.
5.3. Parameter Estimation: A First Attempt
We now turn to the determination of some set of cosmo-
logical parameters from the map. We will focus on the case
where the parameters are the Cℓ’s because it is a model
independent way of compressing the data. However, the
discussion below can easily be generalized to any kind of
parameterization, including the ten or more cosmological
parameters that we would like to constrain.
We wish to evaluate the likelihood of the parameters
L(Cℓ) ≡ P(T¯ |Cℓ), which folds in the probability of the
map given the data with all of the prior probability distri-
butions, for the target signal T and the foregrounds and
secondary anisotropies f (i), in a Bayesian way:
L(Cℓ) =
∫
P(∆|d)P(T |theory)dmpT
∏
i
P(f (i)|theory)dmpf (i) .
(11)
Only in the Gaussian or uniform prior cases is the inte-
gration over T and f (i) analytically calculable. The usual
procedure for “maximum entropy” priors is to estimate
errors from the second derivative of the likelihood, i.e. ef-
fectively use a Gaussian approximation. Exploring how to
break away from the Gaussian assumption is an important
research topic.
Assuming all signals and the noise are Gaussian-
distributed, the likelihood function is
L(Cℓ) =
exp
[
− 12 T¯
† (CN + CS)
−1
T¯
]
[(2π)
mp |CN + CS |]
1/2
, (12)
where T¯ is the maximum-likelihood CMB map, with the
foregrounds removed. CN is the noise matrix calculated
above, modified to include variances determined for the
foreground maps, and CS is the primary signal autocor-
relation function which depends on Cℓ (as in Eq. 2, but
corrected for the effect of the beam pattern and finite pixel
size).
The likelihood function is a Gaussian distribution in the
data, but a complicated nonlinear function of the param-
eters, which enter into CS through the power spectrum.
Unlike the map-making problem (Eq. 6), there is no closed-
form solution for the most likely Cℓ. Thus we must use
a search strategy and it should be a very efficient one,
since brute force evaluation of the likelihood function re-
quires determinant evaluation and matrix inversion which
are both O(m3p) problems. Compounding this, evaluating
the likelihood is more difficult here because the signal and
noise matrices have different symmetries, making it harder
to find a basis in which C ≡ CS + CN has a simple form.
A particularly efficient search technique for finding the
maximum-likelihood parameters is a generalization of the
Newton-Raphson method of root finding. The Newton-
Raphson method finds the zero of a function of one pa-
rameter iteratively. One guesses a solution and corrects
that guess based on the first derivative of the function at
that point. If the function is linear, this correction is exact;
otherwise, more iterations are required until it converges.
In maximizing the likelihood, we are searching for re-
gions where the first derivative of the likelihood with re-
spect to the parameters goes through zero, so it can be
solved analogously to the Newton-Raphson method. We
actually maximize lnL, which simplifies the calculation
and also speeds its convergence since the derivative of the
logarithm is generally much more linear in Cℓ than the
derivative of the likelihood itself. Solving for the roots
of ∂ lnL/∂Cℓ using the Newton-Raphson method requires
that we calculate ∂2 lnL/∂Cℓ∂Cℓ′ , which is known as the
curvature of the likelihood function. Operationally, we of-
ten replace the curvature with its expectation value Fℓℓ′ ,
the Fisher matrix, because it is easier to calculate and still
results in convergence to the same parameters.
The change in the parameter values at each iteration for
this method is a quadratic form involving the map; hence
it is referred to as a quadratic estimator. Using Cℓ as our
parameter, the new guess is modified by [5, 17]
δCℓ =
1
2
∑
ℓ′
F−1ℓℓ′
[
T¯ †C−1
∂C
∂Cℓ
C−1T¯ − Tr
(
∂C
∂Cℓ
C−1
)]
(13)
where the Fisher matrix is given by
Fℓℓ′ ≡
〈
−
∂2 lnL
∂Cℓ∂Cℓ′
〉
=
1
2
Tr
(
C−1
∂C
∂Cℓ
C−1
∂C
∂Cℓ
)
. (14)
We can recover the full shape of the likelihood for the Cℓ’s
from this and one other set of numbers, calculated in ap-
proximately the same number of steps as the Fisher matrix
itself [6].
The procedure is very similar to that of the Levenberg-
Marquardt method [16] for minimizing a χ2 with non-
linear parameter dependence. There the curvature matrix
(second derivative of the χ2) is replaced by its expecta-
tion value and then scaled according to whether the χ2 is
reduced or increased from the previous iteration. Similar
8manipulations may possibly speed convergence of the like-
lihood maximization, although one would want to do this
without direct evaluation of the likelihood function.
This method has been used for the power spectrum es-
timates for COBE and other experiments, and for the
compressed power spectrum bands estimated from current
data shown in Fig. 2. This brute force approach is quite
tractable for the current data and for idealized simulations
of the satellite and LDB data, such as the power spectrum
forecasts of Fig. 3, in which the noise was assumed (incor-
rectly) to be homogeneous.
We can calculate the time and memory required to do
this quadratic estimation for a variety of realistic data sets
and kinds of computing hardware. For this algorithm, the
O(m3p) operations must be performed for each parameter
(e.g., each band of ℓ for Cℓ). Borrill [7] has considered
this issue under several different scenarios. For COBE,
power spectrum calculation can easily be done on a mod-
ern workstation in less than one day. However, for the
LDB data sets expected over the next several years (with
mp ∼> 200, 000 or so) the required computing power be-
comes prohibitive, requiring 640 Gb of memory and of or-
der 3× 1017 floating-point operations, which translates to
40 years of computer time at 400 MHz. This pushes the
limits of available technology; even spread over a Cray
T3E with ∼ 1024 900 MHz processors, this would take a
week or more. This data set is in hand now, so we cannot
even wait for computers to speed up. When the satellite
data arrives, with mp > 10
6, a brute-force calculation will
clearly be impossible even with projected advances in com-
puting technology over the next decade. The ten million
pixel Planck data set would require 1600 TB of storage
and 3 × 1023 floating-point operations or 25,000 years of
serial CPU time at 400 MHz. Even a hundredfold increase
in computing over the next decade, predicted by Moore’s
law, still renders this infeasible.
5.4. Discretizing the Sky
To solve these computing challenges, shortcuts must be
found. One area where there is great potential benefit is
in deciding how the discretized map elements are to be
distributed on the sky and stored. Imposing enough sym-
metries at this early step can help greatly to speed up
everything that follows.
Obviously it is important to keep the number of pixels
as small as possible. For a given resolution, fixed for ex-
ample by the beam size, the number of pixels is minimized
by having them all roughly of the same area. If there are
many pixels in a resolution element much smaller than the
beam size, they will be highly correlated and little infor-
mation is gained by treating them individually.
The hierarchical nature of the pixelization used for the
COBE maps was also a very useful property. In this pix-
elization, known as the Quadrilateralized Spherical Cube,
the sky was broken into six base pixels corresponding to
faces of a cube. Higher resolution pixels were created hi-
erarchically, by dividing each pixel into four smaller pixels
of approximately equal area. One advantage of this hier-
archical structure is that the data is effectively stored via
a branching structure, so that pixels that are physically
close to each other are stored close to each other. Among
other things, this allows one to coarsen a map very quickly,
by adding the ordered pixels in groups of four.
Finally, it is very beneficial to have a pixelization which
is azimuthal, where many pixels share a common lati-
tude. This is incredibly useful in making spherical har-
monic transforms between the pixel space, where the data
and inverse noise matrix are simply defined, and multipole
space, where the theories are simple to describe. Specifi-
cally, one wishes to make transforms of the type described
by Eq. 1, as well as the inverse transformation. When
discretized, these transforms naively take m2p operations,
because mp spherical harmonic functions need to be eval-
uated at mp separate points on the sky.
However, as has been recently emphasized, if one uses a
pixelization with azimuthal symmetry, then the spherical
transforms can be greatly sped up [13]. This utilizes the
fact that the azimuthal dependence of the spherical har-
monic functions can be simply factored out, Yℓm(θ, φ) =
λℓm(θ)e
imφ. If one further requires that the pixels have
discrete azimuthal symmetry, then the azimuthal sum can
be performed quickly with a fast Fourier transform. Ef-
fectively, this means that the mp functions need only be
evaluated at m
1/2
p different latitudes, so that the whole
process requires only m
3/2
p operations. Efforts have been
made to speed this up even further, by attempting to use
FFT’s in the θ direction as well, which in principle could
perform the transform in mp(logmp)
2 operations. Such
implementations are still being developed, and do not tend
to pay off until mp is very large.
Pixelizations have been developed which have all of
these symmetries. HEALPix, devised by Kris Gorski and
collaborators [10], has a rhombic dodecahedron as its fun-
damental base, which can be divided hierarchally while
remaining azimuthal. It was used for the rapid construc-
tion of the map in Fig. 1. Another class of pixelizations
is based on a naturally azimuthal igloo structure which
has been specially designed to be hierarchical [8]. In this
scheme, pixel edges lie along lines of constant latitude and
longitude, so it is easy to integrate over each pixel exactly.
This allows any suppression effects due to averaging over
the varying pixel shapes to be simply and accurately in-
cluded when making the transforms.
5.5. Exploiting the Symmetries
Since many of the signals are most simply described in
multipole space, it is natural to try to exploit this basis
when implementing the parameter estimation method de-
scribed above. We should also try recasting the calculation
to take advantage of the simple form the weight matrix
C−1N has in the pixel basis. Finally, with iterative meth-
ods we can exploit approximate symmetries of these matri-
ces which can speed up the algorithms tremendously. Oh,
Spergel and Hinshaw [14], hereafter OSH, have recently
applied these techniques to simulations of the operation of
parameter estimation for the MAP satellite to great effect.
The Newton-Raphson method does not require the full
inverse correlation matrix, but rather C−1T¯ , which can
be expressed in terms of C−1N and various C
1/2
S factors.
The equation can be solved using a simple conjugate gra-
dient technique, which iteratively solves the linear system
Cz = T¯ by generating an improved guess and a new search
direction (orthogonal to previous search directions) at each
step. In general, conjugate gradient is no faster than ordi-
nary methods, requiring of ordermp iterations withm
2
p op-
9erations per iteration required for the matrix-vector mul-
tiplications. However, this can be sped up in two ways.
First, one can make the matrix well conditioned by find-
ing an appropriate preconditioner which allows the series
to converge much faster, in only a few iterations. Sec-
ond, one can exploit whatever symmetries exist to do the
multiplications in fewer operations.
A preconditioner C˜ is a matrix which approximately
solves the linear system and is used to transform it to
C˜−1Cz = C˜−1T¯ , making the series converge much faster.
There are two requirements of a good preconditioner: it
should be close enough to the original matrix to be useful
and it should be quickly invertible. One can rewrite the
linear system we need to solve as(
I + C
1/2
S C
−1
N C
1/2
S
)
C
1/2
S z = C
1/2
S C
−1
N T¯ . (15)
OSH use a preconditioner
(
I + C
1/2
S C˜
−1
N C
1/2
S
)
, where
C˜−1N is an approximation to the inverse noise matrix in
multipole space: C˜−1N is taken to be azimuthally sym-
metric, so that it is proportional to δmm′ in multipole
space, which makes it block diagonal and possible to invert
quickly. For the case they looked at, which includes only
uncorrelated pixel noise and an azimuthally symmetric sky
cut, this turned out to be a very good approximation which
allows for quick convergence.
Because the matrices are simple in the bases chosen,
the vector-matrix multiplications are much faster than m2p
. In multipole space, the theory correlation matrix is sim-
ply diagonal, CS = CℓB
2
ℓ δℓℓ′δmm′ , where Bℓ denotes the
beam pattern in ℓ space. Similarly, in pixel space, opera-
tions using the inverse noise matrix are much faster. (OSH
simplified to a case where the noise matrix was exactly di-
agonal in pixel space.) A time-consuming aspect is the
transformation between pixel and multipole space, which
is O(m
3/2
p ). The whole process is actually dominated by
the calculation of the trace in Eq. 13, which is performed
by Monte Carlo iterations of the above method, exploiting
the fact that 〈T¯ †C−1∂C/∂CℓC
−1T¯ 〉 = Tr[∂CS/∂Cℓ′C
−1].
The OSHmethod requires effectivelym2p operations, a dra-
matic improvement over traditional methods.
6. UNSOLVED PROBLEMS
The methods highlighted here have focused on solving
one well-posed problem under a number of important sim-
plifying assumptions. It is not obvious whether any of
these assumptions are correct or indeed if the problem it-
self is as simple as we have described. In addition, there
remain other problems, as or more complex, which remain
to be addressed. Here, we briefly touch on some of these
issues.
The improvements in speed discussed in the last sec-
tion relied heavily on assuming the error matrix was close
to being both diagonal and azimuthally symmetric. This
may well be the case for the MAP satellite, because it
measures the temperature difference between each point
on the sky and very many other points at a fixed angular
separation of 120◦ at many different time scales. In do-
ing so, the off-diagonal elements of the noise matrix are
“beaten down” and may indeed be negligible. However,
for almost all other cases (and indeed possibly for MAP
when the effects of foreground subtraction are taken into
account,) the Cℓ estimation problem becomes much more
complicated. In the presence of significant striping or in-
homogeneous sky coverage, the block-diagonality of the
noise matrix is no longer a good approximation. In this
case, finding a basis where both the signal and noise ma-
trices are simple may not be possible. People have found
signal-to-noise eigenmodes of the matrix C
−1/2
N CSC
−1/2
N
(or C
1/2
S C
−1
N C
1/2
S as in Sec. 5.5) to be useful for data com-
pression and computation speedup, but finding them is
another O(m3p) problem.
One might try to solve this by splitting the data set up
into smaller bits and analyzing them separately, recombin-
ing the results at the end. However, as emphasized above,
this can be difficult to do because of the global nature
of the the mapmaking process. Ignoring correlations be-
tween different regions is often a poor approximation. Due
to the complicated noise correlation structure, optimally
splitting and recombining may itself require the O(m3p)
operations we are trying to avoid.
Another feature of realistic experiments that has not
been properly accounted for in the formalism we have out-
lined is that of asymmetric or time-varying beams. The
model of the experimental procedure we have given here
(Eq. 3) assumes that all observations of a given pixel see
the same temperature. This implicitly assumes an under-
lying model of the sky that has been both beam-smoothed
and pixelized. (Pixelization effects were touched on in
Sec. 5.4.) If the beam is not symmetric, or if it is time-
varying, then different sweeps through the same pixel will
see different sky temperatures. This is very difficult to
account for exactly and may be crucial for some upcom-
ing experiments which can have significantly asymmetric
beams.
In addition, large uncertainties in the nature of the fore-
grounds may make their removal quite tricky. Not only are
they non-Gaussian, but unlike the CMB, their frequency
dependence is not well understood. Above, we have cast
the problem of foreground separation as essentially a sep-
arate step in the process, between the making of maps
at various frequencies and the estimation of the cosmo-
logical power spectrum. However, we may need to study
foregrounds contaminants in as much detail as the CMB
fluctuations themselves in order to fully understand their
impact on parameter determination.
Throughout, we have emphasized the assumption of
Gaussianity for both the instrumental noise and the cos-
mological model. If one or both of these assumptions are
violated, the theoretical underpinning of the algorithms
we have described becomes shaky. Non-Gaussianity issues
arise even in intrinsically Gaussian theories, due to fore-
grounds and non-linear effects. More worrisome are mod-
els with intrinsic non-Gaussianity at larger angular scales.
How do we even begin to characterize an arbitrary dis-
tribution of sky temperatures? As it is sometimes put, de-
scribing non-Gaussian distributions is like describing “non-
dog animals.” However, techniques do exist for finding
specific flavors of non-Gaussianity; for example, estima-
tions have been made recently of the so-called connected
n-point functions for n > 2 which vanish for a Gaussian
theory. Other methods have tried to find structures using
wavelets, which localize phenomena in both position on
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the sky and scale (wavenumber ℓ). Still others have at-
tempted to find topological measures of non-Gaussianity,
focusing on fixed temperature contours, like the isotherms
of a weather map. For all of these cases, however, both the
theoretical predictions and data analysis are considerably
more difficult than the algorithms presented here; in par-
ticular, none of them have been considered in the presence
of complicated correlated noise.
The computational challenges we have highlighted are
associated specifically with parameter estimation from
CMB data, but the problems are generic to other statis-
tical measures that might be of interest. For example,
goodness-of-fit tests (like a simple χ2 or more complicated
examples like those explored in [15, 12]) require calcula-
tion of a quadratic form involving inversion of mp × mp
matrices, as in the parameter estimation examples above.
One might hope that these problems may also be solvable
given similar assumptions to those considered above, but
this has yet to be addressed.
Finally, we have not even touched on the problem of
analyzing measurements of the polarization of the CMB,
which results from Thomson scattering at the surface of
last scattering. Although the essential aspects of the anal-
ysis are the same, polarization data will be considerably
more difficult to handle for several reasons. First, because
polarization is defined with respect to spatially fixed axes,
we must combine measurements from different experimen-
tal channels in order to make an appropriate sky map. Sec-
ond, the signal is expected to be about one tenth the am-
plitude of the already very small temperature anisotropies.
Third, the polarization of foreground contaminants is even
less well-understood than their temperatures. With these
greater experimental challenges, the resulting maps, and
their construction algorithms, will be more complicated.
7. FINALE
Upcoming CMB data sets will contain within them
many of the answers to questions that have interested cos-
mologist for decades: How much matter is there in the
universe? What does it consist of? What did the uni-
verse look like at very early times? Our task will be
to extract the answers and assess the errors from these
large data sets. Especially challenging are the necessities
for a global analysis of the data and for separating the
various signals. Although some of the issues we face are
specific to the CMB problem, many are of common con-
cern to all astronomers facing the huge onslaught of data
from the ground, balloons and space that the next millen-
nium is bringing (see, e.g. the article on the Sloan Digital
Sky Survey). We cannot rely on raw computing power
alone. Computer scientists and statisticians are now col-
laborating with cosmologists in the quest for algorithmic
advances.
Figure 1 was provided by Kris Gorski and both com-
putation and visualization have been handled using the
http://www.tac.dk/∼healpix software package. Figure 4
was provided by Francois Bouchet and Richard Gispert.
We also thank Julian Borrill and David Spergel for discus-
sion of computer timings and algorithmic issues.
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Fig. 1.— A simulated all-sky map of Gaussian-distributed microwave background temperature fluctuations. The upper map is at
the resolution of the COBE satellite (∼ 7◦ full width half maximum), while the lower one is at the resolution of the Planck satellite,
about 5 arcminutes in the best channel. The units are microKelvins. Note the scale change between the upper and lower figures.
Planck will have nearly 10,000 times as much data as COBE, and because smaller scale fluctuations are naturally damped, should
capture almost all the primary anisotropy structure that there is to see. The power spectrum encoding the wavelength structure in
this figure is shown in Fig. 3.
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Fig. 2.— Theoretical power spectra as a function of multipole number ℓ for a few theories (solid lines) are contrasted with the
power in bands derived from the current data. Large angles are at low multipole number, small at high. The multiplier of Cℓ is
chosen to show power per logarithmic ℓ bin, so equal power on all scales would appear as a horizontal line. The flat model shown
is the current best fit to the cosmological data, involving a mix of cold dark matter, baryons and a sizable cosmological constant.
The height of the Cℓ (acoustic) peaks is sensitive to changes in cosmological parameters; e.g., increasing the baryon content raises
them. The open cosmological model has a similar amount of cold dark matter and baryons. The shift of the peaks to higher ℓ is
a consequence of the negatively curved geometry. Also shown is a sample Cℓ for the defect model in which structure forms as a
response to topological field configurations in early universe phase transitions. While still tentative, the data favor the flat model
over the open and defect models, and future measurements will be able to distinguish theories that differ by less than the thickness
of the blue line. Foregrounds, shown in red, typically have very different angular spectra: either dominated by large structures like
the galactic dust maps, or by point sources like the radio galaxies.
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Fig. 3.— The plot shows simulations of power spectra and their error bars for four upcoming experiments, with two long duration
balloon missions at top, and the two satellite missions in the lower figure. The techniques of § 5.3 were used, but foregrounds
were ignored and the noise was assumed to be homogeneous. While the larger scale measurements at low ℓ will not improve much
beyond what is already known from COBE, the smaller scale measurements will improve dramatically with time. Note that where
the MAP error bars do not appear, they are identical to Planck’s.
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Fig. 4.— A schematic view of many of the possible microwave foregrounds that need to be separated from the primary CMB
anisotropy pattern shown in the 10◦ map at the bottom. These include noise effects (striping), galactic foregrounds (dust, syn-
chrotron and bremsstrahlung or free-free emission) as well as extragalactic foregrounds (radio and infrared galaxies, scattering by
hot gas in clusters, “Y-SX” and the Doppler effect arising from moving clusters, “∆T/T”). Each of these has a unique temperature
pattern on the sky. Sample power spectra are shown in Fig. 2.
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Fig. 5.— Foregrounds and secondary anisotropies depend differently on photon frequency, the key property for separating the
components. Plotted is the frequency dependence of the effective thermodynamic temperature fluctuations, normalized to their
values at 75 GHz. Thus the primary CMB fluctuations correspond to a horizontal line in this figure. At long wavelengths,
synchrotron and bremsstrahlung are troublesome, while at shorter wavelengths dust is a problem. The bands represent a measure
of our uncertainty in the appropriate foreground shapes. The highly distinctive shape for the Sunyaev-Zeldovich (SZ) effect is
negative at low frequencies, positive at high. The actual level of contamination depends on the angular scale; e.g., one can estimate
the values for dust and synchrotron emitting radio sources by multiplying these curves by the appropriate values from Figure 2.
Most CMB experiments take measurements at a number of frequencies centered around 90 GHz, where the foreground emission is
minimal, and not far from where the CMB intensity peaks. Detector frequencies for some notable experiments, in particular those
of Fig. 3, are denoted by the symbols at the top. Notice the wide coverage planned for the Planck satellite.
