A neutron scattering study of strong-symmetric hydrogen bonds in potassium and cesium hydrogen bistrifluoroacetates: Determination of the crystal structures and of the single-well potentials for protons J. Chem. Phys. 128, 204502 (2008) The electronic structure of hydrogen fluoride chains is calculated using the small-peri odic-cluster approach by representing some high-symmetry points in the Brillouin zone of the infinite solid by the one-electron energies of a finite periodic structure. The LCAO representation is used for the crystal orbitals, and a self-consistent calculation is performed. Problems regarding the convergence of the band structure as a function of the number of K-grid points used to construct the Hartree--Fock elements, the number of interacting neighbors, and the approach to self-consistency in the iteration cycle are examined. Band energies, ionization potential, cohesive energy, charge, and electrostatic potential distribution are computed. The adequacy of other methods currently used to investigate electronic and structural problems in hydrogen-bonded solids is discussed in view of the results obtained. The crystal structure is optimized, and the stability of the crystal against unit cell deformations and atom displacements is examined. Potentials for either collective or single proton movements are computed and discussed in view of the experimental vibrational force constants.
I. INTRODUCTION
The electronic and structural properties of hydrogen bonds in solids are usually treated by one of the following approaches:
(a) The perfect lattice is treated by a tight binding model, considering the crystalline potential as a superposition of unperturbed isolated molecule electrostatic potentials. 1,2 (b) The elementary A-H ••. B hydrogen bond moiety in the solid is considered by calculating various properties of isolated dimers. This has been treated by either electrostatic models of point-charge interaction 3 -5 and charge-distribution interactions, 6,7 or by quantum-mechanical models based on valence-bond representations,8,9 charge-transfer theories 10 ,l1 or self-consistent molecular-orbital (SCF_MO)12-15 techniques.
(c) To account for charge-redistribution effects experienced by molecules in hydrogen-bonded solids and to obtain a quasibandlike picture of the one-electron energy levelS, truncated-crystal approaches have been used. In these representations, highly -truncated clusters (trimers, pentamers, and hexamers) are considered by various linear combinations of atomic orbitals (LCAO) techniques, 18-18 and the convergence behavior of the electronic properties is examined as a function of the cluster size.
(d) Conformational and lattice -dynamical aspects of hydrogen-bonded solids have been treated via semiempirical atom-atom or bond-bond pair potentials 19 -24 using extensive parametrization to obtain the experimental bond lengths, cohesive energy, and, in some cases, vibrational frequencies.
The non-self-consistent tight-binding approach (a) has the advantage of describing the true extended periodic character of the charge distribution and the electronic states of the crystal; however, it neglects both the polarization effects experienced by each molecule in its hydrogen-bonded crystalline environment and the charge redistribution in the solid relative to the isolated molecule. Investigation of the polarization energies of pairs of molecules forming moderate to strong hydrogen bonds in solids indicates that these corrections may be of the same order of magnitude as the total H -bond energy. 2S SCF-MO calculations of various polymers of hydrogenbonded molecules, on the other hand, have demonstrated that the molecular charge distribution might be changed by as much as 30% -50% relative to the isolated molecular values, 17,18,26,27 these charge-redistribution effects having a predominant influence on the electronic properties of the hydrogen-bonded system. Also, the tightbinding model, relying heavily on the translational symmetry of the lattice, is inadequate for treating the stability of a given solid structure against displacements of atoms from their ideal lattice sites and for obtaining potentials for proton motion.
In approach (b) , a relatively small number of atoms is treated via ab initio methods to give accurate results regarding charge distributions, conformations, hydrogen-bond potentials, and interaction energies. However, the relevance of this approach is limited mainly to isolated dimers in the gas phase, while molecular pairs both in solids and in biological macromolecules are usually strongly coupled to their environment. The treatment of the fully coupled solid systems by ab initio methods is presently difficult to implement in practke owing to computation-effort considerations.
surfaces do not propagate too deeply into the bulk. Similar calculations on hydrogen-bonded solids, 17.18 on the other hand, reveal substantial charge inhomogenities inside the cluster due to the large electron delocalization and charge-redistribution effects, characterizing the hydrogen-bonded systems. Owing to these strong perturbations, lattice periodicity could not be simulated, and the atomic charges and electronic eigenvalues obtained were not correlated with corresponding properties in a regular periodic structure.
The phenomenological atom-atom potential approach (d) has the advantage of representing structural properties and potentials for proton movements in infiniteperiodic structures, thereby correlating various hydrogen-bond properties of many' solids. Its applicability is, however, limited by the availability of sufficient experimental data to determine the values of the adjustable parameters, and thus only the most common O-H· . ·0 and N-H· . ·O=C bonds were considered. Owing to the absence of sufficient experimental data to parametrize the intramolecular force field, the phenomenological atom-atom methods that were directly applied to hydrogen-bonded solids 21 -24 considered the hydrogen-bond formation as a purely intermolecular process, with the molecules in the solid held rigidly, usually in their gasphase conformation. This approximation seems questionable in view of the significant intramolecular rearrangements that have been shown to occur upon hydrogenbond formation in solids as determined in neutron-diffraction studies, nuclear magnetic resonance (NMR), and in vibrational analysis. 31 -33 Since, in this model, the elementary pair interaction is assumed to depend only on the atomic pOSitions, keeping the potential parameters fixed for all distances, many-body effects are neglected. On the other hand, quantum-mechanical treatments,34 allowing for different polarizations of the protons at different positions, indicate a rather pronounced collective effect of all protons on the potential between a given atom pair.
Recently, we proposed a method for self-consistently treating the electronic structure of both perfect periodic solids 35 and point defect problems. 36 The method is based on the representation of some high-symmetry pOints in the Brillouin zone (BZ) of the solid by the oneelectron spectrum of small periodic clusters of atoms, USing LCAO representation. Edge effects are completely suppressed by employing periodic boundary conditions, and a self -consistent procedure is used to modify the isolated molecule potential in the crystalline environment. The cluster wavefunctions are not explicitly constrained to be periodic, but rather, their transformation properties are determined by the arrangement of the cluster atoms, permitting both a periodiC solution (when the atoms are periodically arranged) and a defect-superlattice solution (when a defect is placed at the center of a large Born Von Karman cell).
In this paper and in Ref. 37, the method is applied to hydrogen bonds in solids. We treat the band structure, hydrogen-bond potentials, and ionic-defect structures in solid HF. Approaches (a)-{d) are discussed with reference to this method.
II. METHOD OF CALCULATION A. Small periodic cluster (SPC) approach
The method will first be illustrated on a one-dimensional crystal. Extensions to more than one dimension are straightforward 35 • 36 and will be mentioned later.
Consider a one-dimensional chain of arbitrary conformation (linear, zigzag, etc.) made up of atoms of either identical or different chemical species (molecular chain) with atomic orbitals x,,{r -R,,) centered on each site n, where /J. = 1 ... a denotes the atomic basis function (Is, 2s, 2px, 2py, 2P.) . The interaction radius (maximum separation between two atoms for which the interaction potential is still considered nonzero) is denoted by Re. The lattice is divided into Born Von Karman (BVK) cells (Fig. 1) , each containing either an even (2N) or odd (2N + 1) number of atoms. In the LeAO representation, the electronic wavefunction of one such cell is given (e. g., for an odd number of atoms) by
where C "ni are the LCAO expansion coefficients. We wish to find the eigenvector coefficients {C unJ} and the energy eigenvalues E J for the electronic secular equations describing this cell, in the field of all other similar BVK cells in the crystal with no edge effects, i. e., an array in which any atomic species on a given sublattice experiences a field identical with that of all other atoms on equivalent sites. This may be accomplished by extending the BVK cell by atoms labelled 1 ••. N on one side, and atoms (N + 2). 0 • (2N + 1) on the other side ( Fig. 1) and considering the electronic eigenvalue problems of the central BVK cell, where the interaction between any given pair of atoms, either intracell or intercell, is taken to be that of the pair joined by the shortest path, subjected to the condition that Rc:S I Rn -Rm I, where (n -m) = N + 1. For a one-dimensional lattice of 2N + I atoms, interactions up to N neighbors can thus be considered.
The variational equations for the (2N + I)-atom cluster are given by
Central unit cell (rectangular frame) and the atoms outside it used to obtain periodic connections. j = 1. .. a(2N+ 1), (2) and the matrix elements expressed in the atomic basis set, are
S i'n.~m = <X i'(r -Rn) \ x~(r -Rm» for I Rn -Rml?Re, and F i'n.~m =S"n,~m = 0 for I Rn -Rml
> R e , where F is the one-electron Hartree-Fock operator.
Since the matrix elements F i'n,~m and Si'n,~m are determined, for a given basis set, by the positions and mutual orientation of the atoms in the cluster (the cluster's symmetry group), the geometrical periodicity that we have imposed on the interactions could be conveniently constructed by defining an interatom distance matrix n<~) and three interatom direction-cosine matrices with respect to arbitrary x, y, and z directions: El~L E1~L and E~;l. T} denotes the maximal interaction order Rei I bl, where b is a primitive unit cell vector. D(~) is expressed in terms of the unit cell parameters, while El~l, EI;l, and E~;: are expressed in terms of the molecular orientations in the unit cell. These four matrices define the interaction geometry of a pseudomolecule consisting of 2N + 1 (or 2N) atoms. They are built to be periodic and with the symmetry properties of the investigated solid structure formed by translating the central BVK cell. For example, a seven-atom one-dimensional linear chain with a nearest neighbor distance I b I that is directed along the x direction has the interactiongeometry matrices (for three-orders of interaction) 0 1 2 3 1 0 1 2
impurity involves the change of the central (N + 1) row and the (N + 1) column in the F and 5 matrices, replacing them by the matrix elements describing the interaction of the impurity atom with the rest of the 2N atoms. The eigenvalue problem thus generated corresponds to a superlattice of impurities, where the separation between nearest impurity sites is larger than Rc and thus no direct impurity-impurity interaction is present. The superlattice picture should not place a severe restriction in comparing the results with experimental data for a low concentration of defects, since in most cases the isolated impurity limit could be approached to a good approximation by increasing the BVK cell Size, thereby increasing the impurity-impurity distance. 0 while E~I and El:l are identically zero. The elements in the upper right and lower left corners of D(S) denote the distances between atoms in the central BVK cell and those outside it which are used to establish the required periodicity, while the other elements denote the Simple intracell distances. The elements of the Hartree-Fock energy and overlap matrices are constructed from the corresponding elements of these interaction-geometry matrices using a given basis set.
Several possible more general applications of the model are
(1) For general nonlinear structures, the E(i l ) matrices are expressed in terms of the angles defining the molecular orientation with respect to arbitrary x, y, and z directions (such as the chain angles, etc). These matrices are then built according to the given unit-cell symmetry group.
(2) For a unit cell with more than one atomic species, the FjJ.n,~m elements in Eq. (3) are expressed by the proper atomic orbitals belonging to the different atoms, and with the same interaction geometry matrices D(~) and E(~).
(3) The same method can also be used for two and three dimensional structures, now extending the central BVK cell in the x as well as in the y and z directions, in order to obtain periodiCity in two or three dimenSions, respectively. 35 The same restrictions on the number of atoms placed outside the cell and the maximum interaction range for a given size of the central BVK cell are used.
(4) The eigenvalue problem for a defect structure is Similarly constructed. S6 (5) Since the number of the variational equations (2) was not reduced by impOSing translational symmetry reqUirements (Bloch conditions) on the wavefunction in Eq.
(1), it is possible to treat large deviations from translational symmetry (also in the dilute superlattice representation) by this method. Hence, the problems of relaxation of atomic positions (around a substitutional defect site or in the perfect lattice where stability of a given structure is examined against atom displacement) are treated within the model by changing one row and one column in the D(fI) and E(f/) matrices and generating the corresponding new F and 5 matrices which now reflect a local change in geometry.
The difference between the defect and local relaxation problems on one hand and the perfect lattice problem on the other lies in the fact that in the latter case the eigen- 
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Therefore, in the solution of Eqs. (1) Owing to the periodicity of the structure, surface effects and charge inhomogeneity, which characterize truncated-crystal models, 17a,18 are completely eliminated. The fact that the band structure Ey(Kp) is evaluated only at a discrete set of (2N + 1)/h points in the BZ is an inherent limitation of the model, and thus density of state functions could be considered only in the form of a histogram. However, for a managable cluster size (2N-20-40 atoms), most of the high-symmetry points in the BZ that are relevant in discussing optical properties of the solid could easily be obtained.
The matrix elements of the Hartree-Fock operator are given by
where the core part is given by (6) ( 7) and the two-electron matrix elements are
The subscript on the electronic coordinate rj numbers the electron and Z A is the nuclear charge of atom A. The elements P"'s'~'t of the charge-density matrix are given by the eigenvector expansion coefficients C"'sJ == C"'s,.P in one of the following two forms: (9) or, in the K representation for a perfect periodic structure, (2) for the expansion coefficients. The charge-density m~trix is then recalculated for (foce occupied bands (in metals, this necessitates the calculation of the Fermi energy for each iteration to determine the occupied levels), and this is used to construct a refined F matrix. The process is terminated either when the difference in the charge-density matrix in two successive iterations is within a certain tolerance level or when the eigenvalue spectrum reaches convergence within a prescribed limit. During iteration, only the P matrix is varied by successive diagonalization of Eq. (2), while other quantities [Eq. (7), Eq. (8), and Eq. (3b) 1 are stored. The energy spectrum of the system is specified by E,. (K p ) for each band Y in a perfect periodic structure or by E,.,p for any arbitrary defect structure.
The total electronic energy is given by (lla) and the nuclear energy by
The total energy is obtained by adding the nuclear-nuclear interactions to the total electronic energy. Stabilization energies are calculated as the difference between total energy per atom (or molecule) and the energy of an isolated atom (or molecule). The crystal equilibrium conformation is obtained by minimizing the total energy with respect to both the unit cell parameters and the atomic positions inside the unit cell. Force constants are obtained by performing appropriate numerical derivatives of the total energy, in the vicini~ of the equilibrium conformation, with respect to dynamical displacement coordinates in the crystal.
The charge-density matrix obtained in the last iteration is subjected to an electron population analysis 38 to obtain net and orbital atomic charges. Exchange terms appearing in Eq. (6) are directly evaluated as in molecular calculations without using statistical local Xa ex-change. 39 Self-consistent charge redistribution is allowed for the intermolecular and intramolecular regions, while in both the molecular tight binding scheme recently suggested 1 and in the self-consistent augmentedplane-wave (APW) method, 40 only the intramolecular and atomic sphere regions, respectively, are self-consistently treated. Spherical averaging of the potential within each molecule 1 is unnecessary in the SPC method, and the directionality of the chemical bonds in the molecular crystal is automatically preserved.
The convergence problems that have to be studied in this scheme are (a) Number of grid points in K space used to reevaluate the charge density matrix [Eq. (c) Number of self-consistency iterations used to converge either the density matrix or the band structure. Owing tq computational difficulties with larger basis sets, the convergence of the sum in Eq. (1) as a function of the number of basis orbitals used will not be examined, and a valence basis set will be used throughout.
It should be mentioned that the two convergence problems (a) and (b) could be reduced to one in this scheme by taking the largest interaction radius R. permitted for a given size of the central BVK cell. In this way, the number of interactions and the number of K values used are determined uniquely by the cluster size.
Other self-consistent schemes for energy-band calculations employing a reciprocal-space rather than a direct real-space representation have been attempted in recent years, within the APW approach,40 the orthogonalized-plane-wave (OPW) approach, 41 and the tight-binding .approach. 39 However, none of these methods have previously been applied to both perfect lattices and defect problems, these being treated at different levels of approximations. Point defect properties have been treated either with various perturbative schemes based on the zero order lattice periodic states 42 or by the local orbitals surrounding the defect site, neglecting the rest of the lattice. 43 The first approach, being perturbative, fails to treat lattice relaxations around the defect site that introduce marked changes in the electronic structure. Only limited information regarding the charge distribution around the defect site has been obtained by this method. The second approach, considering only the local environment of the defect, does not account for the coupling of the defect with the bulk crystal through delocalization effects and fails to relate the defect levels with the edges of the crystal bands. Effective-mass approximations, on the other hand, are usually not suitable for deep defect levels with large interaction radii, encountered in many insulator and semiconductor defect studies.
B. Choice of the LCAO approximation
Since there are indications that the properties of the hydrogen bond in solid HF are determined not only by short range but also by considerably long range forces, 34 even a one-dimensional model for the solid would involve solutions of eigenvalue problems for clusters of 20-40 atoms in the SPC approach. Such calculations are presently difficult to implement at the ab initio level, even with minimal basis sets, and one is forced to consider some form of approximate LCAO schemes for evaluating the various terms in Eq. (6).
Extended Huckel calculations have been carried out on some hydrogen-bonded systems. 44 Since considerable charge transfer is involved in HF aggregates, 17.18 such a non-self-consistent LCAO scheme could not be used. 45 The CNDO/INDO methods 48 using a valence basis set of Slater orbitals (Is for hydrogen and 2s and 2p for fluorine) have been shown to reasonably reproduce ab initio calculated and experimentally measured properties of both the isolated HF molecule and linear dimers of HF. The results of such calculations are summarized in Tables I and n, respectively.
It is evident that charge distribution and one-electron energy levels of the monomer are favorably described by the INDO method, while the dimer interaction energy seems to be overestimated. IntermoleCular orbital overlap and configuration interaction, which are neglected in this scheme, are probably responsible for this shortcoming.
3 1J> The over-all agreement between INDO and ab initio results is reasonable, and it is felt that the former method is presently an agreeable compromise between accuracy and computation-time costs involved in extensive band structure and structure-optimization calculations in solids. Hence, the method will be used with the SPC model throughout this paper.
III. BAND STRUCTURE AND CONVERGENCE EFFECTS

A. Band structure
Hydrogen fluoride crystallizes at -83. 4 °C in long zigzag chains. X-ray single crystal diffraction studies 61 could not distinguish between the space group D~ with two molecules per unit cell, in which the sense of the chains is randomly distributed relative to the crystal y axis, and the ordered structure D~ with four molecules per primitive cell, in which each chain has four antiparallel nearest neighbor chains related by inversion centers. Infrared and Raman spectra of pure crystalline HF and DF 62 and of isotopic mixtures HF /DF63 were consistent with the inelastic neutron scattering spectrum 64 and suggested, on the basis of coincidence between Raman and ir lines in the stretching region, that the structure is D~~ with the primitive cell isomorphous with C 2v ' Theoreticallatlice dynamical analysis 62 indicated that the interchain force constants are 1/50-1/200 weaker than the intrachain hydrogen-bond force constant. Consequently, we treat the band structure in a single chain approximation with the C 2v structure (Fig.  2) , although interchain forces could broaden the electronic bands in the solid. 1
The minimum F-F distance established in x-ray studies is 2. 49 ± O. 01 A, and the angle a along the chain is 120. 0°. 61 The hydrogen positions could not be anticipated from x-ray studies, although the Fourier projection obtained indicated an asymmetrical hydrogen bond (the H-F distance is shorter than one-half the F-F distance) statistically distributed between nearest fluorine atoms. The occurrence of such a structure is also supported by the absence of a residual zero-point entropy in solid HF. 65 Fluorine NMR studies 66 have suggested, from analysis of the second moment of the resonance line, an increase in the H-F distance in the solid relative to the isolated molecule bond length (R HF 0.95 ± O. 03
A in the solid vs 0.917 A in the gas phase), 54 while the use of the empirical formula of Pimentel and McClelland 31 for intramolecular vs intermolecular bond length correlations (originally used for oxygen-hydrogen bonds) with RFF = 2. 49 A reveals a molecular bond length RHF '" 1. 02 A in the solid. Since this increase in molecular bond length in the solid might have a significant effect on lattice force constants, cohesive energy, and atomic charges, [31] [32] [33] we treat solid HF with hoth its free-molecule HF distance and with the optimized bond length in the crystal. Ten neighbors are considered in the lattice sums and 20 K points were used in the BZ sums. The self-consistency iterations are terminated when band energies and atomic charges in successive iterations agree within 10-5 a. u. and 10-4 e, respectively. Under these conditions, the energy bands are stable to within less than 0.001 eV. The one-electron energies of an isolated HF molecule with the same H-F distance are also indicated in the figure with the symmetry notation in the C 2V point group. This notation will be used for the corresponding crystal orbitals as well. Symmetry combinations of the molecular Bloch functions 2u, 3u, 71", and 4u, which belong to irreducible representations of the HF crystal in the linear chain approximation, were given by Bassani et al. 1 The band structure of the fictitious crystals (H 2 )n and (F 2)n, calculated with the same conformation, are also shown for comparison.
The energy shifts of the molecular eigenstates at the edges of the BZ due to crystal-field effects that were neglected in the non-self-consistent calculation of Bassani et al. 1 are shown to range from 2.38 eV for the lowest 2u band, -4. 05 eV for the 3u band, and -2. 42 eV for the unoccupied 4u band, to a very small shift of -O. 04 eV for the 71" band. The degeneracy of the 1T level in the C oov group of the isolated HF molecule is not removed by the crystal field of the linear solid (a = 180°). The crystal orbital1/iT(Y, z) involves pure fluorine 2Pz and 2p y orbitals and does not mix with other orbitals at any point of the BZ. Consequently, this band has a very small dispersion and crystal-field shift. The 2u and 3u bands are composed of fluorine 2s, 2p", and hydrogen 1s atomic orbitals. Owing to the substantial size these corresponding 2u and 3u molecular orbitals have in the free molecule along the axial direction, 67 the 2u and 3u bands also exhibit strong dispersion in K space. In the linear crystal case, the highest occupied state occurs at the center of the zone (r point) and is a 3u band. The conduction state minimum also occurs at the center of ,the zone (at the 4u band), and a very large (25 eV) direct energy gap is obtained. The ionization potential of the crystal is reduced by 1. 4 eV relative to the isolated molecule ionization potential (20.1 eV for RHF = O. 92 A).
The hydrogen bond formed in the crystal has a 1s-2s bond order of 0.124 and a ls-2p", bond order of 0.165. The sublimation energy of the solid is calculated to be 12. 1 kcal/mole, which is higher by 3.0 and 1. 2 kcal/ mole than the dimer and hexamer 17a sublimation energies, respectively, calculated by the same method (Table il). The fluorine net atomic charge increases from -O. 275 e in the free molecule to -O. 329 e in the crystal. The significant changes in the one-electron energies, ionization potential, and charges in the solids reflect the strength of the hydrogen bond formed.
In passing from the (F z)n and (Hz)n structures to the (HF)n structure, the 10", band of the (Hz)n is stabilized, while the 20", band of (Fz)n is destabilized in forming the (HF)n 20" band. The doubly degenerated fluorine 1T band of (F z)n is generally similar to the corresponding band in (HF)n, the former having more pronounced dispersion due to the stronger 2P~-2P~ interaction in the short F-F bond. When the total energy per molecule of these structures is optimized with respect to the chain angle Ci, both (Hz)n and (F z)n have a minimum at Ci = 180
while the minimum for (HF)n occurs at Ci = 122 0 ± 1 0 , which is very close to the experimental value of Ci = 120 This is partly due to the more favorable F-F interaction in the zigzag HF structure, and mainly due to the stabilization effect of the next-nearest H-H interaction present in the hydrogen-bonded structure (HF)n. The absence of this effect in both (Hz)n and (Fz)n structures suggests this is a hydrogen-bond effect. The Etot(Ci) curve for solid HF is extremely flat, as was also observed in similar calculations of HF dimers. 17a,l'lb.16.58 The stabilization energy gained by bending the chain is only O. 2 kcal/mole.
Several modifications occur in the band structure upon bending the linear chain. In the zigzag structure, there are two molecules in the unit cell. The degeneracy of the 1T (y, z) band is removed to yield two 1T(y) and two Twenty K-grid points and 10 orders of interaction were used. The band structure was iterated to full selfconsistency. The Davydov splitting in the 40-band is 4.1 eV and is characteristic of strong intermolecular coupling. The charge distril~ution and the hydrogen-bond order are almost unchanged relative to the linear case. Owing to the very small stabilization gained by bending the HF chain, we now proceed to examine the convergence effects on the band structure by considering the linear structure.
B. Convergence effects
We start with the convergence of the band structure and charges as a function of the K grid used in Eqs. (9) and (10). After taking an interaction radius which corresponds to 1 order of interaction and interating the energy eigenvalue problem to full self-consistency, the band structure is evaluated for increasing cluster sizes, each time adding to the sum additional K points evenly . spread in the BZ. It should be noted that the method used here to evaluate the band structure is a real-space technique rather than a reciprocal-space representation like the tight-binding, APW, OPW, and Korringa-KhanRostoker (KKR) methods in which the crystal wavefunction is chosen to be explicitly wave vector dependent by imposing translational invariance on it. Consequently, the inclusion of a given K grid in our calculation via Eq. (9) is obtained by increasing the number of atoms in the cell, keeping the interaction radius constant. The results of this convergence check are shown in Table  lll . It is evident that at least six to ten evenly spread K points are required to obtain stability of the bands and charges within 10-4 a. u. and 10·4e , respectively. The 1T(Y, z) band, which is less dispersed in K space and has no direct interaction with other bands, converges most rapidly; while more disperse bands, like the 2a, are changed more pronouncedly by using a higher mesh K grid. Similarly, the Hartree-Fock matrix elements of the orbitals that are relatively localized in real space (2s orbitals) are changed to a smaller extent than elements coupling orbitals that are more extended (like the 2p orbitals). The cohesive energy changes by as much as 14% in the fully convergent result, reflecting the net stabilization of all occupied bands due to the increase in the K grid mesh. Similar results were also obtained when the interaction range was extended to include 3 orders of neighbors, except that in this case only results corresponding to at least seven grid points can be obtained and some of the characteristics of the behavior at low mesh grid are lost.
In other self-consistent calculations on ionic-covalent solids, 41 it was found that when only a few high symmetry points in the BZ are used relatively poor results are obtained, 39a since high-symmetry points are usually a poor representation of the totality of the BZ points unless a large density of states is accumulated around them. This can be demonstrated in HF by considering the Kp-grid dependence of the charge-bond matrix in Eq. (9). Its diagonal elements correspond to the atomic orbital charge contributed by all occupied bands in the ground state;
The fraction of orbital charge contributed by all occupied bands at a selected limited grid {Kp} is denoted by (13) Calculating, for instance, the 2s orbital charges on a given fluorine atom considering only zone-center (K" 0)
contributions yields a value of 0.0593 for f. Addition of zone-edge contributions increases it to O. 1795, while sampling of ten evenly spaced points (including zone edge and zone center) increases it to 0.8342. Similar results are obtained for the other orbital charges.
Since the dispersion of the Ql!s(Kp) charges is relatively large, sampling of evenly spaced Kp points is inevitable.
In the SPC method, the K points appearing in the calculation are always evenly spread in the BZ, thereby generating a better representation of the charges and oneelectron energies. Similar large discrepancies in the band structure calculations were indicated by Drost and Fry39a in computing the bands of LiF with both a few symmetry K points and 89 evenly distributed K points. We next examine the interaction radius convergence problem. The band structure is now calculated for the largest cluster (HF)20 employing 20 evenly distributed K points in the calculation of the charge matrix. The energy eigenvalue equations are iterated to full selfconsistency and the interaction radius is increased from 1 order up to 10 orders (23.3 A).
The various diagonal elements of the final HartreeFock matrix in the atomic orbital representation for increasing interaction orders is shown in Fig. 4 . On the side of each figure, the corresponding elements calculated from the final Hartree-Fock matrix of the isolated HF molecule having the same internuclear'distance are indicated.
The fluorine (2s, 2s) element is stabilized by the crystalline environment only to a small extent, behaving approximately as an unpolarized core state. The (2py, 2py) element, which is degeneratewHh the (2P., 2P.) element, is likewise only weakly stabilized, since the 2Py orbitals are perpendicular to the chain axis and interact only weakly with the rest of the orbitals. On the other hand, the fluorine (2P." 2p.,) element is markedly decreased owing to the strong interaction of the fluorine 2p x manifold along the chain axis. The matrix elements involving fluorine orbitals are all stabilized in the crystal, since the F atoms gain electronic charge relative to the isolated molecule state. The hydrogen (ls, 1s) elements are destabilized, since the charge is donated by these orbitals in the crystal. The largest change in energy in the elements experiencing strong modification in the crystal occurs just after the first order of interaction is introduced. A further increase in interaction radius has a less pronounced effect which tends to level off at around four-five interacting neighbors, with a net maximal change of 0.7 eV. In the nonlinear chain, the degeneracy of the (2Py, 2P y ) and (2P", 2Pz) elements is removed, the resulting matrix elements of the 2P y orbitals now exhibiting a stronger shift from the energy value corresponding to the free molecule, due to interaction with the 2s orbitals. It should be noted that in the LCAD scheme used, unoptimized atomic orbitals are employed. The use of fully optimized SCF orbitals would have increased the convergence rate obtained here, owing to the smaller extension of the molecular charge along the bond direction. charge is shown in Figs. 6a and 6b , respectively. Four to five neighbors are sufficient to obtain the cohesive energy to within less than 0.1 kcal/mole from the convergence limit result. The fluorine charge in the crystal is also compared with the cerresponding value for the isolated HF molecule in Fig. 6b . It is again demonstrated that the charge redistribution in the hydrogenbonded solid is significant (here the change in the net charge amounts to 17%) and that the isolated molecule charge distribution should not be used in band structure calculations for such solids. 1
The effect of increasing the number of interacting units on the charge redistribution accompanying the intermolecular hydrogen-bond formation may be demonstrated by comparing "difference potential" maps of clusters of increasing size. Thus, the difference between the electrostatic potential generated by superimposing n free-molecule charge densities arid that generated by the charge density of a (HF)n structure is investigated for several n values. An open nonperiodic chain is used for simplicity. We utilize the method suggested by Srebrenik et al. 68 
and represents an electrostatic potential incorporating the quantum effects through the derivation of >l!. The total potential is obtained by adding the nuclear potentials (16) to Ve1ee(r). The Slater orbitals used by us as basis functions can be easily expanded into Gaussians using the 6-G expansion given by Hehre et al. 69 It has previously been shown that potentials derived from INDO wavefunctions yield very good agreement with potentials generated from ab initio wavefunctions 70 by numerical intergration. Since population analYSis oversimplifies the charge redistribution, and Simple charge-density maps are not sensitive enough to these effects,71 potential maps provide a much better indication of actual rearrangements occurring upon intermolecular bond formation. Figure 7 represents the difference potential for clusters with n = 3, 5,20. In the latter case, only the last seven HF units are displayed. It is evident that upon hydrogen-bond formation the H atom loses electronic charge and has a lower electrostatic potential, whereas the potential at the fluorine atom increases. Most of the intramolecular HF region manifests a buildup in potential; while close to the hydrogen atom the potential decreases, reaching a minimum in the intermolecular region. A similar calculation on the (HF>S fragment [Fig. 7 (b) ] shows that the potential differences are markedly changed at the end F-H ••• F segment from those in the corresponding (HF)zo case, indicating that charge rearrangement in the A-H ••• B mOiety depends also on more distant atoms in the structure. Thus, models that consider only A-H, B-H, and A-B interactions l9 , 20 are inadequate for a realistic description of phenomena in such (A-H-B)n hydrogen-bonded systems. Similar conclusions were suggested by Morakuma and Peterson n and by Kollman and Allen. 73 The redistribution effects. manifested by the HF chain are qualitatively similar to those calculated by Kollman and Allenl'lbfrom their HF-dimer charge-difference maps, although edge effects are probably very marked in their highly truncated (HF)2 system. Tight-binding calculations l that generate the crystal potential from direct superpositions of unperturbed freemolecule charge densities completely neglect the potential rearrangement effects shown in Fig. 7 and probably cause a severe underestimation of binding effects, band dispersion, and crystal-field shift. It should be mentioned that the linear superposition approximation is probably a better one in the band structure Calculation of van der Waals solids, such as CF4, 74 where similar difference potential calculations have indicated very shallow and flat potential differences.
We now turn our attention to the third convergence problem, namely the convergence of the self-consistent cycle. In previously reported 39 ;1,40.41 self-consistent band structure calculations for atomic crystals, the crystal potential at any point in the unit cell is selfconsistently adjusted on the basis of the recalculated band functions. In molecular crystal calculations, 1.74 usually only the intramolecular potential is taken to be self-consistent (using self-consistent free-molecule electrostatic potentials), while intermolecular interactions are treated in a non-:-self-consistent tight-binding model. Electrostatic potential redistribution effects in the intermolecular region (Fig ~ 7) suggest that this might be a poor approximation for hydrogen-bonded solids in view of the large polarization effects in this region.
Band energies at the zone center, diagonal HartreeFock energy matrix elements, partial charges, and the cohesive energy, calculated with self-consistent adjustment of both intra-and intermolecular potentials up to the convergence limit, are compared in Table IV with the results obtained by the method of Bassani et al, 1 where only the intramolecular elements are self-consistently refined. It should be noted that the true molecular anisotropy is retained in both our calculations, while in that of Bassani et 01. the potential was spherically averaged around each atom. In each case, 20 K grid points were used and 10 orders of interactions were retained.
Diagonal Hartree-Fock elements are shown to deviate significantly in the calculation, when only intramolecular self-consistency is retained. The smallest deviation occurs in the 2s elements (0.06 eV) which roughly represent core elements, and in the 2p y elements (0.1 eV) which represent the energy of orbitals perpendicular to the chain axis. Other elements exhibit a more pronounced change (0.8-0.9 eV for the Is and 2P" elements) resulting in deviations of the order of 0.2-0.3 eV in the band energies. The net charge is somewhat low in the calculation r~taining only intramolecular selfconsistency mainly owing to the underestimation of the charge transferred by the 2p" orbitals along the hydrogen-bond direction. The cohesive energy is also shown to be grossly underestimated by this approximation.
Treating both intra-and intramolecular self-conSistency on the same level, we observe (Table IV, Col. 4) that even one iteration results in somewhat better agreement with the fully convergent results, although the bands are still not fully stabilized and tne cohesive energy is small.
Owing to the relatively rapid convergence of the K sums, of the interaction radius dependent energies, and of the self-consistent cycle, it is possible to tre~t various structural optimization problems such as conformation, stability, and relaxation of the lattice around point defects with moderate computer time. In the following calculations we consider the fully convergent SCF results with 6 orders of interactions and 10 K points. Such a calculation requires 1. 3 min on a CDC 6600 computer.
C. Truncated-crystal models
Due to the nonadditivity of bond energies and the strong edge effects manifested by HF dimers and trimers, the electronic and structural properties of the The fluorine net atomic charge for atoms labeled 1-15 in chains with increasing length are plotted in Fig. 8 . It is evident that for small chains (n:S 9) the number of atoms experiencing a "bulk" atomic charge is small compared with the total number o! chain atoms and that edge effects propagate quite deeply into the "bulk". Only for n '" 15 do the three interior fluorine atoms have approximately equal charges. Taking this cluster size, we examine the effect of charge inhomogeneity on the HartreeFock matrix elements in Fig. 9 . Likewise, it is seen that only the central atoms exhibit an approximate constancy in these elements. Thus, edge effects propagate some siX to seven molecular units into the bulk of the chains, as far as charges and energy matrix elements are concerned.
The convergence behavior of the fluorine atomic charge of the innermost atom in each cluster and the energy per molecule as a function of cluster size are shown in Fig. 10 . Owing to inhomogeneity effects, the values of band energies even in the largest cluster considered [(HF)20] still deviate significantly from the results obtained in a similar calculation using a periodic structure. The ionization potential for (HF)ZD is off by 1. 2 eV from the periodic cluster value, the bandgap is overestimated by 2.5 eV, and the valence band is wider by 1. 8 eV. The atomic charge of the central atom in the cluster (Fig. 10) , on the other hand, converges reasonably, 5-7 orders of interaction being sufficient to assure its stability.
Another demonstration of edge effects in such truncated-crystal models is shown in Fig. 7 , where potential difference functions are computed for chains of varying size. The electrostatic potential differences at the edges are seen to differ markedly from the chain center potentials, and only several HF units in from the edge are these perturbations damped. These penetration effects also indicate that surface states and point defect structures in hydrogen-bonded chains are not amenable to the band-edge treatments suggested by Levine 75 and Davison and Koutecky, 76 in which the defect perturbative effect is assumed to be localized on a single atom. It is thus concluded that results of truncated- crystal calculations employing a small number of hydrogen-bonded units (n < 15) should be applied with great caution to the examination of energetic and charge-dependent properties of the corresponding infinite periodic structure.
IV. STRUCTURE OPTIMIZATION
The small-periodic-cluster method, utilizing a selfconsistent LCAO representation of the crystal orbitals, is capable of treating variations in unit cell structure and dimensions which differ from the experimental equilibrium values, without further assumptions on hybridization or interaction matrix elements needed in empirically adj usted pseudopotential 17a or tight-binding m methods or interpolation schemes 78 for band structure calculations. Owing to the explicit use of a self-consistent scheme based on atomic rather than molecular' or crystal data,77.78 one can examine the stability of a given crystal structure against changes in unit cell dimensions or translations and rotations of molecules inside the unit cell, thereby maintaining the theoretical equilibrium geometry. Since, in constructing the wavefunctions in the SPC method, we did not use the space symmetry of the crystal to factorize the secular equations, it is possible to investigate within this scheme the energy associated with lattice distortions that do not preserve the symmetry of the primitive unit cell, such as those accompanying lattice mode vibrations. Thus, for a given distortion (e, g., symmetric stretching of the fluorine sublattice), we obtain the total crystal energy as a function of the distortion coordinates. This permits the calculation of force constants for various lattice vibrations. Such a calculation is very difficult to implement by band structure methods that employ symmetry-adapted wavefunctions explicitly.
For minimizing the total energy, we employ the steepest-descent method, in which the displacement Ii~ in the vector ~ required to approach static equilibrium is iteratively determined by (17) where Etot(~) denotes the total Hartree-Fock energy [Eqs. (lla) and (llb)] of a crystal with structure parameters given by the components of~, and G is a scaling factor. The required derivatives are numerically calculated from the total energy of a crystal where 10 Kgrid points and six neighboring interactions are considered. Near the minimum, the first derivative method is nonconvergent and a Simple mapping procedure is used. Differences in successive iterations of the order of 0.002 A and lOin distance and angles, respectively, are taken as convergence criteria.
We first consider the optimization problems for the linear structure with Q' = 180 = 2. 49 A, without relaxing the intramolecular bond length, lowers the free molecule net charge by 16%, and a further lowering by 6.2% accompanies the intramolecular bond rearrangement in the crystal. It should be noted that such effects are completely neglected by theories that use a phenomenological nonbonded atomatom or bond-bond potentials to compute the crystal conformation 21 -24 under the rigid molecule approximation. Similarly, the transferability of the atomic charges of the isolated molecule to the molecular crystals, for computing electrostatic interactions in the hydrogen-bonded system, 24 seems questionable in view of the significant modifications the charges undergo in the solid due to charge transfer and intramolecular relaxation.
Optimization of the crystal structure, subject to the condition that the intramolecular bond line with the tendency of the INDO method (see Table  II ) to overestimate the intermolecular binding energies significantly.
A full optimization of the structure relative to all the out-of-plane angles of the molecules in the crystal and a, a, and d independently, reveals at equilibrium a fully planar structure with a =d = 1.125 A, a = 122 0 , and 6.E = 29.5 kcal/mole. In view of the strong tendency of the INDO method to underestimate the intermolecular bond length and to overestimate the intermolecular cohesive energies, it seems that the results of the full optimization are unlikely to be correct and that attention should be focused on the trends obtained, rather than on the absolute configuration deduced. Nevertheless, it is instructive to observe the effects introduced by polarization and charge transfer on the equilibrium geometry and charge distribution in the solid. For this purpose, we calculate the cohesive energy in the following three approximations:
(a) First-order perturbation theory using the isolated HF molecule wavefunction as zero-order vectors to yield the stabilization energy E(1); (b) SCF theory for the periodiC structure with intramolecular bond length fixed at the isolated molecule value. The stabilization energy is denoted E SCF ; (c) SCF theory for the periodic structure with optimization of the intramolecular bond length at each intermolecular separation. The stabilization energy is denoted E~~lF' and the optimization procedure indicated in Eq. 15 is used where ~ now indicates the intramolecular bond lengths.
The difference ESCF -EO) denotes the contribution of charge transfer and polarization 15 (sometimes referred to as delocalization energy) to the total stabilization energy. Figure 11 reveals (1), the first-order interaction energy E SCF ' the full SCF energy in the rigid-molecule approximation, and E';;:lF' the SCF energy with optimization of the intramolecular bond, to the crystal cohesion. The numbering on the curve E'i:;lF refers to the value of the optimized intramolecular bond length given in the insert. introduced by the distortion of the molecular charge density in the solid were argued 15 to arise from the direct Coulomb energy, while the exchange contributes to the charge transfer and polarization affects the energy only at relatively short distances.
Is' order
The fluorine net charge calculated from the firstorder treatment, the SCF procedure with rigid intramolecular bonds, and the SCF procedure with the fully relaxed conformation are compared in Fig. 12 . It is evident that a first-order treatment allows only for a very small modification of molecular charges in the solid (brought about by the antisymmetrization of the unperturbed wavefunctions due to intermolecular exchange), while an SCF treatment drastically changes the molecular charges in the solid, yielding thereby a much stabilized system.
Relaxation of the intramolecular bond length introduces further adjustments in the atomic charges, minimizing the interpenetration of the charge clouds and thus decreasing the repulsive forces at short distances.
We next consider the variation in potential energy of a HF lattice as a function of the collective proton displacements coordinate R =R FF !2 -R HF , for several RFF distances. The results are shown in Fig. 130 For all RFF distances conSidered, the crystal structure corresponding to minimum energy is planar, in accord with the results of Del-Bene'and Pople l6 forthehexamer. It is observed that for large RFF values, a double minimum is obtained with a barrier which decreases with decreasing RFF value. For small RFF distances, a single well is obtained whose stabilization is lowered when the RFF distance is further decreased. At the vicinity of the double well-single well transition;the potential for proton movement becomes flat and the protons exhibit strong delocalization. At the RFF range where a double well persists, the protons of the crystal could be viewed as collectively resonating between the two equivalent asymmetric positions and should reveal a statistical proton density distribution. Such a distribution is observed in the crystallographic Fourier projection, obtained in x-ray diffraction. 61 The double well potential for the collective displacement of the protons in HF is characterized by a high barrier (22.6 kcal/mole for symmetrica: displacement), suggesting that macroscopic changes in the polarization should not be observing up to the melting point (at kT= 0.38 kcal). Contrary to other hydrogen halides, the HF crystal does not exhibit any phase transition (judging by the heat capacity measurements, 65 as dielectdc relaxation has not been measured) up to the melting point, due to strong hydrogen bonding resulting in a high barrier for proton displacement. This high barrier also prevents any measurable splitting in the lattice mode frequencies associated with proton tunneling across the potential well, as observed in less tightlybound hydrogen-bonded crystals. 79 The statistical distribution of protons in the two equivalent asymmetric positions should likewise not lead to any 'measurable residual entropy, assuming the presence of only HF molecules and no F -and (HFHt species in the chain. Although the measurement of residual entropy in HF is complicated by the need to evaluate the polymerization entropy in the gas phase, it was concluded on the basis of both spectroscopic and calorimetriC measurements 65 that no residual entropy is observed within experimental error.
In further discussions we shall consider the optimized structure, subject to the condition that the RFF distance assumes the experimental value. The most stable structure thus obtained is with a = 1. 475 A, d = 1. 015 A, Ci = 124 0, and A.E = 18. 1 kcaI/mole.
The experimental sublimation energy at OaK is difficult to estimate owing to the lack of reliable data to estimate the multimer heat capacity and the equilibrium constants for multimer formation in the gas phase. The thermochemical data measured by Hu et al. , 65 together with the data of Simons and Hildebrand lO for the hexamer formation and that of Briegleb Sl for polymerization rate constants, could be used to give a very rough lower bound of 10.7 kcal/mole for the static cohesive energy. The zero-point energy corrections were estimated by using a Simple Einstein Model for each of the optical modes and a Debye model for the acoustical modes. The optical phonon frequencies used are those measured by Kittelberger and Hornig 62 for the zero-phQnon wave vector, and the acoustic Debye frequency was taken from the lattice dynamiCS calculations ofAxmann et al. 82 Previous calculations on stabilization energies were performed on cyclic hexamers of HF with optimization of intermolecular geometry alone 16 or with the fixed theoretical dimer geometry. 17a The increase in the intramolecular bond and the chain bending are therefore negligible in this structure. On the other hand, structures that involve hybridization between 28 and 2p orbitals, as {CH-CH)n chains, are bent. 83 The band structure of the optimized HF structure with a=1.475 A, d=1.015 A, and 0!=180° is compared in Fig. 14 with that of the unoptimized crystal structure. The valence bands are shifted to higher energies and the conduction band is shifted to lower energies upon optimization, resulting in a decrease of 3.2 eV in the energy gap and 1. 1 eV in the ionization potential. Despite this destabilization of the energy of the occupied one-electron bands, the optimized structure has a larger coheSive energy relative to the unoptimized structure. This results mainly from the effects introduced by the H"n, Am matrix elements [Eq. (7)J, while ,.,
., electron repulsion effects [second term in Eq. (6)J tend to destabilize the optimized structure. The 4a conduction band is lowered in the optimized structure due to a decrease in its antibonding character. The main effects of stabilization and destabilization oCCur at the zone center, while at the edges of the BZ, modifications in the bands are less pronounced. The optimized structure is more polar than the unoptimized one owing to a larger charge-transfer accompanying its stabilization.
The intramolecular stretching force constants in the HF crystal were computed by Kittelberger and Hornig 62 in an F -G scheme using the observed ir active stretching vibrational frequencies (antisymmetric mode-3400 cm-!, symmetric mode-3061 cm-!, isolated molecule value-4138 cm-!). The symmetry-adapted force constants thus calculated were 6. 5x 10 5 dyn/cm and 5. 3 x 10 5 dyn/cm for the antisymmetric and symmetric vibration stretchings, respectively, compared with 9.6 x 10 5 dyn/cm for the isolated molecule. We calculated stretching force constants by obtaining numerical derivatives of the potential energy corresponding to antisymmetric and symmetric collective proton displacements, in the vicinity of the calculated equilibrium. This yielded 7.2 X 10 5 dyn/ cm and 6. 1 x 10 5 dyn/ cm for the antisymmetric and symmetric stretching force constants, respectively, compared with 10.5 x 10 5 dyn/ cm for the isolated molecule. Thus, the clear decrease in stretching force constants upon hydrogen-bond formation is reproduced.
The dependence of the RHF distance on the RFF distance at static equilibrium in the linear chain with a = 180 0 is plotted in Fig. 15 . The region where RHF is a decreasing function of RFF is characterized by an asymmetric double minimum in the proton potential, while the region where RHF =RFF/2 is characterized by a symmetric single well potential. The transition between these two regions is difficult to establish accurat ely , owing to the shallowness of the potential, and is indicated in Fig. 15 The fluorine net charges as a function of proton location in the chain are shown in Fig. 16 for various RFF distances. It is observed that the largest charge transfer occurs for central proton positions, in which the proton polarizes its nearest fluorine atoms equally. For all RFF values, the fluorine charge decreases approaching the corresponding free molecule value as the protons are more asymmetric. As the F-F distance decreases, the equilibrium proton positions tend to become closer to the center of the F-F bond, and the fluorine charge becomes strongly more negative. 84a This should increase the magnitude of the dipole moment for F-H stretching resulting in an enhancement of the intensity of the vibration.
We next examine the stability of the structure that we optimized with respect to unit cell parameters (out-of- plane angles, chain angle, and RHF keeping RFF constant at the experimental value), against displacement of a specific proton. Figure 17 shows the variation in the crystal potential (relative to the equilibrium of the unit cell) due to the displacement R H = (t R FF -R HF ) of a specific proton from its equilibrium position, while all other protons are kept in their usual a.symmetric positions.
The proton that was initially at RH = O. 23 A in the perfect lattice tends to return to this position. The energy required to move this proton to RH = 0.23 A, thus forming an ionic Bjerrum defect composed of a symmetric (HFHr pair and a F-anion, is 83.90 kcal/mole. This defect is formed by rotation of a speCific HF moleCule in the crystal by 180 0 about its center or by the tunneling of a single proton to the opposite side of its potential well. The broken curve in Fig. 17 shows the potential energy of the crystal due to displacement of a specific proton while all other protons are kept in the symmetric positions, midway between two neighboring fluorine atoms.
Several conclusions may be drawn from these results:
(1) When all protons are in their asymmetric equilibriumpositions, the crystal is stable against displacement of a single proton.
(2) The displacement of a specific proton between its neighboring fluorine atoms in the F1-H'" F2 structure is critically dependent on the positions of all other protons in the crystal. This conclusion is validated by calculating the potential for a specific proton displacement, when the protons up to the Jth neighbors of the specific proton are in the equilibrium asymmetric position and all other protons (from the Jth to the 10th neighbors) are in a symmetric pOSition. The unbroken curve in Fig. 17 corresponds to J = 10 and the broken one to J = O. It is observed that starting for J greater than 2, the system exhibits an increasing asymmetry, resulting finally in the stable and strongly asymmetric Fig. 17) . Alternatively, as more neighboring molecules are situated in symmetric pOSitions around an asymmetric proton, the force constant determining its motion decreases. Collective proton displacements can thus occur in such a chain structure by successive polarization of each proton by its neighboring protons. This motion is probably very inefficient in HF crystals at low temperatures owing to the large energy involved in proton displacements in this strongly hydrogen-bonded system, but could probably take place in systems with weaker bonds.
(4) Theories that do not account for long-range proton coupling, like the methods employing phenomenological atom-atom potentials with either no proton-proton couplingl9.2o or with a strongly decaying (Lennard-Jones or Buckingham) potential, 24 are probably unsuitable for describing extended hydrogen-bonded structures exhibiting collective properties.
V. SUMMARY AND CONCLUSIONS
The small-periodic-cIuster method suggested permits both the calculation of the electronic structure of a perfect lattice and that of systems lacking full translational symmetry due to displacements of one or more atoms from substitutional sites. The method is thus capable of treating band structure as well as conformational aspects and point defect structure. The main conclusions that can be drawn from this work are as follows:
(1) Conventional tight-binding calculations employing unperturbed free-molecule charge densities or electrostatic potentials and neglecting crystal-field effects are inadequate for hydrogen-bonded solids such as HF, in view of the large charge residtribution accompanying the intra-and intermolecular rearrangements during the bond formation.
(2) In computing the interaction matric elements, one should employ at least 5-6 K-grid points in the BZ sums and more than 3-5 orders of neighbors in the lattice sums to obtain stable bands. Likewise, the importance of both intra-and intermolecular self-consistency in the calculations is demonstrated.
(3) Truncated-crystal models are inadequate for treating the electronic structure of such hydrogenbonded crystals, unless a very large number of molecules is employed. Edge effects, characterized by a strong charge inhomogeneity at the surface, propagate quite deep into the bulk of the cluster, thereby perturbing the perfect lattice properties to a significant extent. Thus, application of periodic boundary conditions cannot be avoided. Systems that exhibit smaller charge rearrangement upon formation from isolated molecules (molecular van der Waals solids) are probably more amenable to truncated-crystal models.
(4) The potential energy and electrostatic interactions of a proton between two neighboring electronegative atoms are critically dependent on the configuration of other protons. Phenomenological models employing atom-atom interactions with either no H-H potential or with a strongly decaying covalent H-H potential are likely to be unsuitable for such hydrogen-bonded system.
(5) The use of the semiempirical all-valence electron INDO method in conjunction with the small-periodiccluster representation is easy to implement in practice and yields, with reasonable computing time, a wealth of information regarding electronic energies, charges, etc. However, owing to the inherent apprOXimations underlying the INDO method, only semiquantitative information can be obtained on properties such as equilibrium conformation. If more accurate results are required, ab initio methods cannot be avoided.
The general aspects of the hydrogen bonds in solid HF (formation of disperse energy bands, intramolecular bond relaxation, decrease in stretching force constants, asymmetry of the proton potential, etc.) are clearly demonstrated. Further experiments on optical properties, photoelectron scattering, neutron diffraction, and dielectric relaxation would serve to further clarify these electronic and structural features of the hydrogen bond in solid HF. IF. Bassani, L. Pietronero, and R. Resta, J. Phys. C 6, 2133 (1973) .
