combining clean speech and the noise model. In order to address unknown time-varying background noise, an interpolation method of multiple environmental models is employed. To alleviate computational expenses due to multiple models, an Environment Transition Model is employed, which is motivated from Noise Language Model used in Environmental Sniffing. An environment dependent scheme of mixture sharing technique is proposed and shown to be more effective in reducing the computational complexity. A smaller environmental model set is determined by the environment transition model for mixture sharing. The proposed scheme is evaluated on the connected single digits portion of the CU-Move database using the Aurora2 evaluation toolkit. Experimental results indicate that our feature compensation method is effective for improving speech recognition in reallife in-vehicle conditions. A reduction of 73.10% of the computational requirements was obtained by employing the environment dependent mixture sharing scheme with only a slight change in recognition performance. This demonstrates that the proposed method is effective in maintaining the distinctive characteristics among the different environmental models, even when selecting a large number of Gaussian components for mixture sharing.
Introduction
The acoustic difference between train environments and the actual operating conditions for automatic speech recognition systems is one of the primary factors that drastically degrade recognition accuracy, and the presence of background noise is one major factor. Minimizing the mismatch between train and test (i.e., operating) conditions is one of most essential research issues in real-world speech recognition applications, where extensive research efforts have been taken by many groups during the last three decades. This is obviously true for in-vehicle speech systems which face the problem of robust speech recognition in order to address a range of severely changing background noise conditions.
The algorithms used to minimize the environmental mismatch can be generally categorized into two groups. One general class of algorithms focuses on migrating the input test data to be closer to the original training condition by compensating the speech signal or extracted features. Alternatively, the second category would concentrate on transforming the prior trained acoustic model to be closer to the test speech acoustics. Speech enhancement, feature processing such as-Cepstral Mean Normalization (CMN), and many types of feature compensation methods are examples of the first category [1]- [6] . Methods belonging to the second category are not directed at removing noise components, but generating a speech model which matches better the noisy environment during the training or decoding steps. The Maximum A Posteriori (MAP) [7] , [8] and Maximum Likelihood Linear Regression (MLLR) [9] , as well as EigMap [10] adaptation techniques are included in this category.
This paper investigates the performance of our feature compensation scheme in a real-life in-vehicle environment, with the goal of achieving robust performance with lower computational expenses. The CU-Move corpus has been built to develop reliable speech systems for in-vehicle and it contains a range of acoustic signals expected to be observed during real-life car-driving [11] . The corpus has been used for research in multi-sensor array processing for noise suppression and speech recognition in cars [12] . Therefore, performance evaluation on the CU-Move corpus can indicate the reliability and effectiveness of the targeted algorithm in actual in-vehicle conditions.
In this study, our previously proposed PCGMM (Parallel Combined Gaussian Mixture Model) based feature compensation method [13] is considered as a solution to address the background noise of in-vehicle conditions. PCGMM-based method employs model combination for noise-corrupted speech model and operates in the cepstral domain. By using model combination, the PCGMM scheme eliminates the prior training which requires a noisecorrupted speech database, which is an absolute requirement in conventional data-driven methods such as RATZ [14] and SPLICE [15] .
In this paper, we especially focus on the PCGMM method employing multiple environmental models [16] . Multiple model approach no longer requires a separate algorithm for silence detection which is indispensable in the single model approach for PCGMM. In order to reduce the computational expense due to the use of multiple models, we employ an Environment Transition Model for the multi-model approach, which is motivated from the Noise Language Model in our previous work [17] cedure (a total 39 dimensional feature vector).
Here, 8 different types of noise samples (a total of 2 hours) were used for training noise models. As discussed in Sect. 5, noise data were collected during a route driving in city and rural area aimed at obtaining all types of actual driving conditions, which are recorded separately from the CU-Move corpus with an identical recording setup [18] .
The performance of the baseline system (no compensation) is examined with comparison to several existing preprocessing algorithms in terms of environmental robustness for speech recognition. Spectral Subtraction (SS) and Cepstral Mean Normalization (CMN) were selected as conventional algorithms. They represent the most commonly used techniques for additive noise suppression and removal of channel distortion respectively. In spectral subtraction, the subtraction factor and flooring factor are set at 4.0 and 0.2 respectively, and background noise is estimated using the minimum statistics method with a time delay of approximately 250msec [25] . For cepstral mean normalization, the average value of the cepstrum over the current input utterance was subtracted from each frame.
As one of the data-driven methods, RATZ [14], [19] was evaluated for performance comparison.
Artificially generated noise-corrupted data using identical noise samples to the ones used for PCGMM in the next section were used for training the model for RATZ. The noise sample was randomly chosen from 8 types of noise described in Sect. 5 and added to the clean speech. The resulting training data for RATZ has an 8.30 dB SNR (i.e., NIST STNR) on average which is similar to the SNR of the test speech (8.48 dB). AFE (Advanced Front-End) algorithm developed by ETSI was also evaluated as one of the state-of-the-art methods, which contains an iterative Wiener filter and blind equalization [26] . We also evaluated another feature compensation method, VTS (Vector Taylor Series) for performance comparison where the noisy speech GMM is adaptively estimated using the EM algorithm over each test utterance [14] . Table 1 demonstrates performance of the baseline system and existing algorithms.
Evaluation of Basic PCGMM Methods
The performance of the PCGMM-based scheme was eval- distinctive property between thee different environment models. We obtained considerable reduction in computational expenses, by employing mixture sharing. In the case of mPCGMM-EI32+ETM, a 48.09% computational reduction was obtained while showing only a 1.51 % performance decrease. However, we see that mPCGMM-EI96+ETM suffers from a 7.74% loss in recognition performance while it obtains a significant advantage in computation (i.e., 73.56% reduction).
The next experimental results show that this problem can be addressed by employing environmental dependent (ED) style of mixture sharing technique. The mPCGMM-ED32{64,96}+ETM system configuration in Table 4 indicates the ED implementation of the mixture sharing method. In this case, the connected environmental models in the environmental transition model are only considered for mixture sharing. For example, if N4 was the highest score of the environment at the previous speech (or session), only N3, N4, N5, and NX are considered for mixture sharing at the current speech. The results of the ED method show considerably different fashion in the performance from the EI cases discussed so far. Here, mPCGMM-ED96+ETM shows only a 0.83% decrease in recognition performance with a 73.10% computational reduction. This indicates that the ED style of mixture sharing is significantly more effective in maintaining the distinctive characteristics between the different environmental models while sharing a large number of Gaussian components. Such computational savings can be useful for limited CPU based speech applications running on PDAs or cellphone platforms. 
