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RÉSUMÉ 
L'indexation de s documents multimédi a suscit e actuellement u n grand intérê t tan t su r l e plan 
expérimental qu e théorique. En particulier, la  détection d e mots clés dans des fichier s sonore s 
est u n secteu r e n plein e croissance . Cependant , malgr é le s progrè s réalisé s dan s l e domain e 
de l'indexatio n vocale , i l rest e beaucou p à  fair e notammen t pou r la  recherch e d e mot s clé s 
dans la  parole spontanée . 
Le travai l qu'o n présent e dan s c e manuscri t s'inscri t dan s l e cadr e d e l'indexatio n 
d'annotations vocale s dan s un context e de gestion documentaire . Tou t d'abord , o n présenter a 
quelques système s d e recoimaissance automatiqu e d e la  parole . E n s e basant su r de s critère s 
précis, o n a  identifi é deu x moteur s d e reconnaissanc e automatiqu e d e l a parol e qu i on t fai t 
l'objet d e nos expérimentations . 
Ensuite, o n proposera u n systèm e d e détection d e mots clé s dan s le s annotation s vocales . C e 
dernier ser a bas é su r le s deu x moteur s d e reconnaissanc e automatiqu e d e la  parol e qu'o n a 
choisi, à  savoir l e moteur de Dragon NaturallySpeaking e t celui de Microsoft . 
Pour teste r le s performance s de s deu x systèmes , o n a  construi t u n corpu s d'annotation s 
vocales. L'évaluation de s performances d e transcription a  été réalisée e n s e basant su r le tau x 
de mo t correc t e t l e tau x d e précision . D'autr e part , l'évaluatio n de s performance s 
d'indexation a  ét é réalisé e e n s e basan t su r le s courbe s RO C e t le s tau x d e rappe l e t d e 
précision. 
Les meilleur s résultat s on t ét é observé s ave c l e moteur d e reconnaissanc e d e Microsof t pou r 
le profi l san s apprentissage . Alor s qu e pou r l e profi l entraîné , l e moteur d e Drago n présent e 
les meilleure s performances . Afi n d'améliore r le s performances , o n propos e d'entraîne r l e 
modèle de langage avec un grand corpus de texte d'annotations écrites . 
Mots-clés: reconnaissanc e automatiqu e d e la  parole , indexatio n vocale , détectio n d e mot s 
clés, armotation vocale, parole spontanée . 
VOICE ANNOTATION S INDEXATIO N I N A CONTEXT O F DOCUMENTAR Y 
MANAGEMENT 
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ABSTRACT 
The inductio n o f multi-medi a document s arouse s currentl y a  grea t interes t o n th e 
expérimental a s wel l a s theoretica l level . Particularly , th e détectio n o f ke y word s i n soun d 
files i s a  secto r i n fu U progress . However , despit e th e progres s realize d i n th e fiel d o f voic e 
indexation, muc h t o b e don c remain s an d i n particula r fo r th e searc h o f ke y word s i n th e 
spontaneous speech . 
Our wor k presente d i n thi s manuscrip t register s withi n th e Framewor k o f th e voic e 
annotations indexatio n i n a  context o f documentary management . Firs t o f ai l w e wil l présen t 
some automati c speec h récognitio n Systems . Based o n sélectio n criterion , w e hâve identifie d 
two speec h récognition engines . They are the subjec t o f our experiments . 
Then, w e wil l propos e a  keyword détectio n syste m i n th e voic e annotations . Thi s latte r wil l 
be based o n th e two automati c spee d récognitio n engines whic h w e hâve chosen ; namel y th e 
engines o f Drago n Naturall y Speakin g an d th e on e o f Microsoft . I n orde r t o tes t th e 
performance o f the two Systems , we hâve built a  corpus o f voice annotations . The évaluatio n 
of th e transcriptio n performance s wa s realize d throug h bein g base d upo n th e percentag e o f 
correct word s an d tha t o f précision . O n th e othe r hand , th e évaluatio n o f th e indexatio n 
performances wa s realize d throug h bein g base d o n RO C curve s an d th e recal l an d précisio n 
rates. 
The bes t result s wer e observe d wit h th e Microsof t récognitio n engin e fo r th e profil e withou t 
training. Whil e fo r th e traine d profile , th e Drago n engin e présent s th e best performances . S o 
in order t o improve th e perfomiances, w e propose t o involve the model languag e wit h a  grea t 
corpus o f written annotation s text . 
Keywords: speec h récognition , voic e indexation , keywor d détection , voic e annotations , 
spontaneous speech . 
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INTRODUCTION 
La communicatio n humain e s e base su r diver s moyen s d e communicatio n comm e le s gestes , 
l'écriture, le s image s e t l a voix . Toutefois , la  parol e rest e la  faço n l a plu s efficac e pou r 
exprimer le s désir s e t transmettr e l a pensée . Ainsi , i l n'es t pa s surprenan t qu'o n cherch e 
depuis de s année s à  interagi r ave c le s machine s pa r l a voix . E n effet , le s activité s dan s l e 
domaine d e l a reconnaissanc e automatiqu e d e l a parol e on t début é depui s le s amiée s 195 0 
avec l'apparitio n d u premie r systèm e d e reconnaissanc e de s chiffres . L'idé e d e 
communication entr e l'homm e e t l a machine a  été introduit e a u gran d publi c pa r de s œuvre s 
de science-fictio n e t de s films  comm e «2001  :  l'odyssée  de  l'espace»  lanc é e n 1968 . 
Toutefois, le s premier s système s commerciau x on t v u l e jou r dan s le s année s 1970 , 
notamment ave c le s travau x d e DARP A su r l a reconnaissanc e automatiqu e d e la  parol e 
continue. Depuis , le s recherche s n e cessen t d e progresse r pou r produir e de s système s 
capables d e décoder la  parole. 
Les progrè s réalisé s dan s l e domain e d e la  reconnaissanc e automatiqu e d e l a parol e on t 
permis l'apparitio n d e nouveaux domaine s connexe s comm e l'indexatio n vocale . E n effet , la 
reconnaissance automatiqu e d e la  parol e es t un e technologie-cl é pou r l a recherch e d e mot s 
clés dan s le s document s audio . L e besoin d'accéde r pa r l e contenu au x document s sonore s a 
augmenté ave c l'explosio n de s nouvelle s technologie s d e l'informatio n qu i on t permi s la 
production d'un e grand e mass e d'information . Cec i a  donn é lie u à  plusieur s projet s e t 
réalisations comm e l'indexatio n e t l a classificatio n de s document s parlée , l'extractio n d e 
l'information, l a surveillance des appels téléphoniques, etc . 
Actuellement, l'indexatio n vocal e touch e différent s domaine s e t commenc e à  prendr e un e 
place dan s des système s d e gestio n tell e que le s progiciels d e gestio n documentaire . E n effet , 
l'entreprise Irosof t a  développ é l e progicie l Docuthèqu e qu i permet , entr e autres , d'ajoute r 
des annotation s repositionnable s à  tou t typ e d e document . Cett e fonctionnalit é peu t êtr e 
rénovée e n remplaçan t l'annotatio n textuell e pa r l'annotatio n vocale . Ainsi , o n étudier a la 
possibilité d e réalise r l a recherch e d e mot s clé s dan s ce s annotation s e n s e basan t su r le s 
techniques d e l'indexatio n vocale . E n effet , l'indexatio n peu t s e réalise r e n s e basan t su r l e 
résultat d e la  transcriptio n automatiqu e de s annotation s e n utilisan t u n moteu r d e 
reconnaissance automatiqu e d e la parole continue . 
L'indexation vocal e pose un rée l déf i lorsqu e l'on trait e la parole spontanée qu i s e caractéris e 
par le s disfluences ' e t agrammaticalité . E n effet pa r rapport à  la dictée vocale , le s annotation s 
vocales risquent  d'êtr e plu s spontanées , moin s formelles , plu s courtes , o u peut-êtr e d e styl e 
télégraphique, selo n l e locuteur . 
Dans c e cadre , c e mémoir e s'intéress e à  l'indexatio n de s annotation s vocale s dan s u n 
contexte d e gestio n documentaire . Notr e objecti f es t d e concevoi r e t d e développe r u n 
prototype d e systèm e d'indexatio n d'annotation s vocales . C e dernier ser a bas é su r un moteu r 
de reconnaissance automatiqu e d e la  parole continue . Tou t d'abord , o n a  mené un e étud e su r 
différents système s d e reconnaissance vocal e présents su r le marché. Cett e étude a  permis, e n 
se basan t su r quelque s critère s d e sélection , d'identifie r deu x moteur s d e reconnaissanc e 
automatique d e l a parole . Pou r l'évaluatio n de s performance s d e transcriptio n e t 
d'indexation, o n a  construi t u n corpu s d'annotation s vocales . Ainsi , la  performanc e d e 
transcription ser a mesuré e pa r l e tau x d e mo t correc t e t l e tau x d e précision . D'autr e part , 
l'évaluation de s performances d'indexatio n a  été réalisée e n se basant su r les courbes RO C e t 
les taux d e rappel e t de précision . 
Ce mémoir e comport e quatr e chapitres . Tou t d'abord , l e premie r chapitr e exposer a notr e 
problématique, le s objectif s à  atteindre ains i qu e le s défis . L e deuxièm e vole t d e c e chapitr e 
concernera le s diver s problème s d e la  reconnaissanc e vocale . Cett e parti e ser a suivi e pa r l a 
description d u processu s d e reconnaissanc e automatiqu e d e la  parole . Un e revu e su r le s 
différentes méthode s d'indexation vocal e fera l'obje t d e la demière partie de ce chapitre . 
^ Morphèmes spécifiques comme les répétitions les faux départs, mauvaises élocutions, etc. 
Le deuxièm e chapitr e couvrir a e n grand e parti e l a méthodologie e t le s outil s utilisé s pou r la 
réalisation d e notr e étude . Dan s u n premie r lieu , o n présenter a différent s système s d e 
reconnaissance automatiqu e d e l a parol e ains i qu e le s cntère s d e sélectio n utilisé s afi n 
d'identifier le s deux moteur s qu i on t fai t l'obje t d e nos expérimentations . Dan s u n deuxièm e 
lieu, o n présenter a le s différente s métrique s utilisée s pou r l'évaluatio n de s performance s d e 
transcription e t d'indexation . Dan s la  troisièm e parti e d e c e chapitre , o n détailler a l e 
processus expérimenta l ains i qu e l e corpu s d'annotatio n vocal e qu'o n a  utilis é dan s notr e 
étude. 
Au chapitr e 3 , on s'intéresser a au x différent s élément s qu'o n a  utilisés pou r la  mise e n plac e 
d'un systèm e d'indexatio n d'annotation s vocales . D e même , o n présenter a le s différente s 
fonctionnalités e t outils foumis pa r ce système. 
Quant a u dernier chapitre , i l sera entièremen t consacr é à  la présentation e t l'interprétation de s 
résultats d e no s expériences . E n effet , le s performance s d e transcriptio n e t d'indexatio n 
seront analysée s selo n différent s axe s d'analyse . Cec i permettr a d'étudier , entr e autres , le s 
différentes source s d'erreur s e t d'établi r la  relatio n entr e l e tau x d'erreu r e t la  performanc e 
d'indexation. O n s'intéresser a dan s la  demièr e parti e d e c e chapitr e à  l'amélioratio n de s 
performances d e transcription par l'entraînement d u modèle de langage . 
CHAPITRE 1 
REVUE D E L A LITTÉRATUR E 
Ce chapitr e es t un e introductio n a u domain e d e l'indexatio n vocal e comm e étan t un e 
composante d e l a reconnaissanc e automatiqu e d e l a parole . Dan s u n premie r temps , l e suje t 
de notr e étud e es t abord é :  indexatio n d'annotation s vocale s dan s u n context e d e gestio n 
documentaire. Plu s particulièrement , o n présenter a l a problématique , le s objectif s à  atteindr e 
ainsi qu e le s défis . O n exposer a dan s la  deuxièm e parti e le s diver s problème s d e l a 
reconnaissance automatiqu e d e l a parole . L a méthod e d'indexatio n qu'o n a  utilisé e s e bas e 
sur l a transcription fourni e pa r un système de reconnaissance automatiqu e d e la parole. Ainsi , 
les problème s rencontré s pa r u n te l systèm e fomien t u n gran d déf i pou r l'indexatio n vocale , 
notamment pou r l a recherch e d e mot s clé s dan s de s annotation s d e la  parol e spontanée . 
Ensuite, o n présenter a l e processu s d e la  reconnaissanc e automatiqu e d e la  parole . 
Finalement, o n décrir a le s principale s méthode s publiée s e t utilisée s dan s l e domain e d e 
l'indexation vocal e avec les références appropriées . 
1.1 Cadr e généra l 
1.1.1 Problématiqu e 
L'entreprise Irosof t a  développ é e t install é che z d e nombreu x client s l e progicie l 
Docuthèque, un e applicatio n d e gestio n documentair e dédié e à  la  gestio n de s document s e t 
des archive s électronique s e t papier, orienté e moyenne s e t grandes organisation s publique s e t 
privées. Parm i se s fonctionnalité s d e gestion , Docuthèqu e offr e de s annotation s écrite s 
repositionnables qu i peuven t êtr e ajoutée s pa r l'usage r au x textes , dossiers , pièce s 
justificatives, o u tou t autr e document . Dan s l e cadr e d e c e projet , d e recherch e e t d e 
développement, o n vis e à  rendr e Docuthèqu e plu s convivia l e n intégran t d e nouvelle s 
fonctionnalités issue s des technologies d e la langue . 
Le travai l qu'o n présent e dan s c e manuscri t s'inscri t dan s l e cadr e d e l'indexatio n 
d'annotations vocale s dan s u n context e d e gestio n documentaire . Étan t donn é qu e le s 
moteurs d e recherch e fonctionnen t qu'ave c d u texte , notr e travai l port e su r l'intérê t e t l a 
faisabilité d e l a détectio n d e mot s clé s dan s de s annotation s vocale s pa r l'utilisatio n d e l a 
reconnaissance vocale . L a reconnaissanc e vocal e es t utilisé e dan s u n context e origina l e t 
distinct de s applications de dictée vocale , d'IVR" ou d'indexation d e documents audi o par le s 
aspects suivant s :  le styl e d u contenu , l'indexatio n e n temp s réel , l e traitemen t de s requête s 
en temps constan t e t l'adaptation non-supervisé e a u contenu . 
Bien qu e l'indexatio n puiss e s'accommode r d'u n tau x d e reconnaissance nettemen t inférieu r 
à ce qui serai t nécessair e pou r de l a transcription e n texte, i l ser a difficile , dan s l e cadre de c e 
projet, d'atteindr e u n tau x d e reconnaissanc e suffisan t puisqu'o n trait e la  parol e spontanée . 
En effet , la  reconnaissanc e vocal e fonctionn e relativemen t bie n lorsqu e l e domain e es t 
restreint e t qu'u n corpu s d e texte s pertinent s d e grand e taill e es t disponibl e pou r 
l'entraînement d u modèl e d e langage . D e c e poin t d e vue , l e proje t présent e le s défi s 
techniques suivant s : 
• L'absenc e d e corpu s :  I l s'agi t d'un e contraint e nouvelle , qu i permettr a au x usager s 
d'ajouter de s annotation s vocale s à  de s document s e n utilisan t simplemen t la  parol e 
naturelle. Ainsi , o n n e dispos e d'aucu n corpu s préalabl e permettan t d'entraîne r de s 
modèles d e reconnaissanc e performant s n i d'estime r l a performance d e reconnaissanc e à 
laquelle on pourrait s'attendre . 
• Styl e d'annotatio n :  Par rappor t à  la dictée vocale , le s annotation s vocale s risquen t d'êtr e 
plus spontanées , moin s formelles , plu s courtes , o u d e styl e télégraphique , selo n l e 
locuteur. O n n'obtiendr a pa s u n modèl e d e langag e auss i prédicti f qu e dan s un e 
application d e dicté e vocale . Mêm e s i on disposai t d e suffisammen t d'annotation s écrite s 
^ Serveur vocal interactif (Interactive Voice Response) :  système de dialogue entre un utilisateur e t un serveur 
téléphonique. 
pour estime r u n modèl e d e langage , elle s auraien t auss i u n styl e tro p différen t de s 
annotations vocale s pour servi r de corpus d'entraînement . 
• L a simplicit é d'utilisatio n :  Ell e serai t compromis e s i o n exigeai t d e l'usage r qu'i l 
entraîne l e systèm e o u corrig e le s annotations . D u poin t d e vu e acoustique , i l doi t s'agi r 
soit d'u n systèm e indépendan t d u locuteur , san s adaptation , o u d'u n systèm e ave c 
adaptation non-supervisé e e t transparente pour l'utilisateur . 
• Couvertur e d u vocabulair e :  Pou r assure r un e bonn e performanc e lor s d e la  recherch e 
d'information, i l es t crucia l d'avoi r un e bonn e couvertur e d u vocabulair e spécialisé , 
particulier a u contexte d'utilisation , e t qui évolu e constamment . 
1.1.2 Objectif s à  atteindr e 
Notre objecti f principa l es t d e concevoi r e t développer u n prototype de systèm e d'indexatio n 
vocale basé su r un moteur d e reconnaissance automatiqu e d e la  parole. L e système permettr a 
de détecte r de s mot s clé s prononcé s dan s de s séquence s sonores . Ainsi , l e systèm e 
comprendra u n outi l d e transcription de s annotation s vocale s e n temps différés . Toutefois , la 
recherche peut s e réaliser égalemen t su r le résultat d e la reconnaissance vocal e en temps réel . 
En outre , l e prototyp e permettr a l'évaluatio n d e la  performanc e d e transcriptio n de s 
annotations vocale s e t cell e d e l'indexatio n e n s e basan t su r de s métrique s bie n connues . 
Ainsi, o n s e basera su r l e taux d e mots correc t e t l e taux d e précision pou r l'évaluatio n d e l a 
performance d e transcription . D'autr e part , o n utiliser a le s courb e RO C e t le s tau x d e rappe l 
et d e précisio n pou r l'évaluatio n d e la  performanc e d'indexation . E n plus , l e systèm e 
permettra d e présenter le s résultats d e l'évaluation afi n d e les analyser . E n outre , le moteur d e 
reconnaissance automatiqu e d e la  parol e doi t êtr e chois i d e sort e qu e so n intégratio n a u 
progiciel Docuthèqu e soi t possible . 
1.2 L e problème d e la reconnaissance vocal e 
La reconnaissance vocal e es t une technique qu i penne t d'analyse r u n signa l acoustique , capt é 
au moye n d'u n microphone , afi n d e l'exploite r pa r un e machine . Cec i perme t notammen t d e 
réaliser de s interface s homme-machin e garantissan t un e communicatio n vocal e entr e u n 
utilisateur e t un e machine . Cett e interactio n facilit e davantag e l'utilisatio n de s machine s 
comme le s ordinateurs , le s PDAs , e t le s téléphone s intelligent s qu i son t devenu s 
indispensable dan s l a vi e quotidienne . E n effet , l a communicatio n vocal e ave c ce s machine s 
est trè s util e lorsqu e le s main s o u le s yeu x son t occupés , o u lorsqu e l a personn e utilisan t la 
machine souffr e d'u n handicap . E n outre , l a parol e es t l e mod e d e communicatio n nature l 
entre le s humains , e t c'es t éviden t qu'i l rest e l e moye n préfér é d'interactio n ave c le s 
machines. Le s avantage s lié s à  l'utilisation d e l a reconnaissance vocal e on t incit é l'homm e à 
faire de s recherche s plu s approfondies . Le s travau x réalisé s pendan t de s siècle s on t donn é 
naissance à  plusieur s application s pratiques , souven t spectaculaires , bie n qu'encor e trè s 
limités. E n réalité , l a reconnaissance automatiqu e d e la  parol e es t un e tâch e trè s compliqué e 
qui soulèv e plusieur s difficultés . Ce s dernier s peuven t êtr e liée s au x niveau x linguistiques , 
variabilité intra-locuteu r e t interlocuteur , matériel , environnemen t e t phénomèn e d e 
confusion. 
1.2.1 Niveau x linguistique s 
Bien qu'ell e sembl e naturell e e t aisée , la  compréhensio n d e l a parol e nécessit e diverse s 
sources d'information . Ce s dernière s formen t l e «  lexique menta l » ^ qu i es t un e sort e d e 
dictionnaire menta l contenan t toute s le s connaissance s qu'u n individ u possèd e su r le s mot s 
d'une langu e (Gratalou p 2007) . Chaqu e sourc e d'infonnatio n es t un e disciplin e d e l a 
linguistique e t form e u n nivea u d'analyse . L a combinaiso n entr e celles-c i perme t d'attribue r 
une significatio n a u message verbal . O n peu t distingue r l e niveau phonétique , phonologique , 
lexical, syntaxique , sémantiqu e e t pragmatique . L e décodag e acoustico-phonétiqu e (DAP ) 
' Concept introdui t pa r Anne Treisman (Treisman 1960) . 
assure la  transfomiatio n d u signa l acoustiqu e contin u e n un e sort e d'unité s telle s qu e 
phonèmes, syllabes , etc . Cett e opératio n es t e n généra l décrit e comm e un e successio n 
d'étapes depui s l e niveau acoustiqu e jusqu'au nivea u sémantiqu e (Le a 1980 ; Haton, Bonnea u 
et al . 1990) . Pou r un e bonne reconnaissanc e vocale , o n doi t prendr e e n compt e le s différent s 
niveaux linguistiques . Cependant , i l exist e de s architecture s qu i n e permetten t pa s 
d'introduire d e faço n explicit e ce s connaissances . E n effet , ce s niveau x présenten t beaucou p 
d'informations qu i son t parfoi s difficile s à  modéliser . Pou r mieu x comprendr e ce s derniers , 
on va les étudie r plus en détails . 
1.2.1.1 Nivea u phonétiqu e 
Un trai t phonétiqu e es t souven t un e caractéristiqu e phonétiqu e d'u n phonème . Toutefois , c e 
terme peu t s'applique r à  tout so n d e quelqu e taill e qu'i l soit . E n effet , la  phonétiqu e analys e 
l'articulation, la  transmission , e t l a perceptio n de s son s dan s la  communicatio n verbale . O n 
parle de phonétique acoustique , articulatoir e e t auditive : 
• Phonétiqu e acoustiqu e :  étudi e le s propriété s physique s d e l'ond e a u cour s d e s a 
transmission d e son émetteu r à  son récepteur . 
• Phonétiqu e articulatoir e :  étudi e l'émissio n de s sons , selo n l'emplacemen t dan s 
l'appareil phonatoir e de l'émetteur e t selon l'obstacle rencontré . 
• Phonétiqu e auditiv e :  étudie l a perception de s son s e t l a faço n don t il s son t décodé s pa r 
le récepteur . 
Il exist e plusieur s type s d e trait s phonétique s pou r décrir e le s consonne s e t le s voyelle s 
notamment l e point d'articulation , l e mode d'articulation , la  nasalité, etc . Pour plus de détails , 
on peut consulte r le s articles suivant s (Lausanne 2010 ; Wikipédia 2010) . 
1.2.1.2 Nivea u phonologiqu e 
La phonologi e étudi e l e rôl e d e chaqu e son , d'un e langu e donnée , d u poin t d e vu e d e leu r 
contribution a u sens . E n d'autres termes , ell e étudie l'organisatio n de s son s d'un e langu e afi n 
de forme r u n énoncé . Contrairemen t à  l a phonétique , la  phonologi e nécessit e la 
compréhension d e la langue concernée pour l'étudier . Cec i permet notammen t d'identifie r le s 
différences d e prononciatio n qu i corresponden t à  de s différence s d e sen s (opposition s 
distinctives). 
1.2.1.3 Nivea u lexica l 
La lexicologi e étudi e l a natur e e t l'étymologi e de s mot s ains i qu e le s relation s sémantique s 
entre elles . L e lexique d'un e langu e constitue l'ensemble d e ses mots, ou plus courammen t l e 
vocabulaire. E n traitemen t automatiqu e d e l a parole , le s question s lexicale s n'on t pa s ét é 
abordées avan t la  réalisatio n d u proje t ARP A (Redd y 1976 ; Klat t 1977) . L a mis e e n plac e 
d'un véritabl e lexiqu e n'étai t pa s nécessair e ave c de s système s orienté s ver s d e petit s 
vocabulaires. L'informatio n lexical e perme t notammen t d'identifie r le s homophones" * qu i 
désignent l e rappor t entr e deu x mot s différent s a u nivea u d e la  graphi e mai s possédan t la 
même prononciation . Pou r résoudr e c e phénomène , le s moteur s d e reconnaissanc e d e l a 
parole, s e basen t su r l e context e d e la  phrase . L a reconnaissanc e ser a don c plu s pertinent e 






' Voir aussi l'homographie qu i désigne le rapport entre deux mots différents possédan t la même orthographe. 
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Il exist e de s ca s plu s complexes , pa r exemple , l'équip e d e LlMS l (Gauvain , Lame l e t al . 
1994) a  dénombré 3200 0 homophones possibl e pour la phrase «j'a i ma l au x pieds » , dont : 
Geai mâl e au pied ; 
Geais ma lo t pieds; 
J'aime all ô pillé; 
Jet malle s hop y  est. 
1.2.1.4 Nivea u syntaxiqu e 
La syntaxe étudi e la  façon don t le s mots s e combinent pou r forme r le s phrases. Ell e regroup e 
les principes e t les règles de construction de s phrases dan s un langage naturel . Chaqu e langu e 
impose ses contraintes syntaxiques . Voic i un exemple de bonne e t mauvaise syntax e : 
Bonne svntax e :  un moteur de reconnaissance vocal e performant . 
Mauvaise syntax e :  vocal moteur un reconnaissance performan t d e 
1.2.1.5 Nivea u sémantiqu e 
La sémantiqu e présent e de s outil s e t de s technique s pou r l'étud e d e significatio n de s mots . 
Ce niveau d'analys e me t e n jeu plusieur s niveau x d e données allan t d u sen s des mots , à  celu i 
des phrases , aux relations sémantique s entr e phrases dans le discours. 
1.2.1.6 Nivea u pragmatiqu e 
La pragmatiqu e s'intéress e à  l'usag e d u langag e dan s la  communication , o u d e l'usag e d u 
langage e n contexte . L'informatio n pragmatiqu e perme t d e comprendr e l a significatio n de s 
mots qu i n e peuvent êtr e compris qu'e n connaissan t l e contexte . Pa r exemple , «  la Bleu e »  au 
Québec désigne une bière alors qu'en Franc e c'es t la  carte de crédit Visa . 
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1.2.1.7 Discussio n 
Dans la  pratique , u n systèm e d e reconnaissanc e automatiqu e d e la  parol e modélis e pe u d e 
niveaux linguistiques . Ainsi , l e nivea u phonétiqu e es t exploit é dan s l e modèl e acoustique , 
notamment pou r la  modélisatio n de s chaîne s d e Marko v cachée . E n outre , le s niveau x 
syntaxique, sémantiqu e e t pragmatique son t utilisés dans le modèle de langage. Pa r contre , il s 
utilisent qu e de s modèle s statistique s qu i n'on t rie n à  voi r ave c l a grammair e qu e l'o n 
connaît. I l es t à  note r qu e certain s niveau x n e son t modélisé s qu e pou r certain s type s d e 
systèmes d e reconnaissanc e automatiqu e d e l a parol e bie n spécifiques . Pa r exemple , l e 
niveau sémantiqu e est , en général , limit é aux application s qu i nécessitent l'extractio n d u sen s 
de la  phrase , comm e le s application s d e répons e vocal e interacti f D e même , l e nivea u 
pragmatique es t utilis é pour de s système s spécifique s à  un domaine donn é e t ne s'adapt e pa s 
automatiquement comm e l'humai n peu t arrive r à  fair e lorsqu e l'o n chang e d e suje t d e 
discussion. D'autr e part , l a constructio n d'u n dictionnair e nécessit e l'utilisatio n d u nivea u 
lexical e t l e nivea u phonologique . L a modélisatio n d e ce s derniers , es t trè s important e dan s 
les systèmes de reconnaissance d e la parole continue à  grand vocabulaire . 
1.2.2 Variabilit é intra-locuteu r e t interlocuteu r 
La variabilit é interlocuteu r représent e le s caractéristique s propre s à  chaqu e personne . L a 
variabilité entr e le s locuteur s es t du e principalemen t à  deu x facteurs . D'un e part , ell e 
provient de s différence s physiologique s (dimensio n d u condui t vocal , fréquenc e d'oscillatio n 
des corde s vocales) , e t d'autr e par t à  l a différenc e d e styl e d e prononciatio n (héritag e 
linguistique, milie u socioculture l d e l'individu ) (Ezzaid i 2002) . D e nombreu x effort s on t ét é 
investis dan s l e bu t d e contrôle r certain s aspect s d e cett e variabilité . E n effet , l'étud e d e la 
variabilité interlocuteu r peu t améliore r le s performances d e la  reconnaissance vocal e jusqu' à 
16% (Tubach, Cholle t e t al . 1990) . 
La variabilit é intra-locuteu r es t la  différenc e d e prononciatio n d u mêm e mo t pa r l e mêm e 
locuteur. E n effet , l a voi x humain e peu t varie r a u cour s d u temp s o u selo n le s condition s 
12 
psychologiques e t physiologiques d u locuteur . E n d'autres tennes , cett e variabilit é dépen d d e 
l'état émotionnel , l e débi t d e locution , l e stress , l e sommeil , et c (Ezzaid i 2002) . L a pris e e n 
considération d e ce s variation s es t nécessair e surtou t ave c le s système s d e vérificatio n 
automatique d u locuteur . E n effet , cel a permettr a à  ce s système s d e diminue r l e nombr e d e 
faux-rejets san s augmente r la  quantit é d e fausses-acceptation s (T . Bânziger , G . Klasmeye r e t 
al. 2000) . 
1.2.3 Matérie l 
Une étap e trè s important e dan s la  reconnaissanc e vocal e es t l a conversio n d u signa l 
acoustique e n u n signa l électrique . Donc , i l es t impérati f d'utilise r u n microphone d e qualité , 
sinon o n aur a un e mauvais e recoimaissance . E n outre , l a performance d e reconnaissanc e es t 
aussi influencé e pa r la  technologie microélectronique . E n effet , l e traitement automatiqu e d e 
la parol e nécessit e un e grand e capacit é d e calcu l e t d e mémoire . Ce s exigences , liée s à  l a 
bonne reconnaissanc e vocale , peuven t s'absente r dan s certaine s situations . Pa r exemple , le s 
appareils mobiles , comm e le s téléphone s intelligents , fonctionnen t ave c de s ressource s 
limitées. E n plus , il s n e son t pa s équipé s d'u n microphon e d e bonne qualité . L a performanc e 
des systèmes d e reconnaissance d e la parole reste donc dépendante de ces facteurs . 
1.2.4 Environnemen t 
L'environnement es t un e variant e qu i peu t influence r significativemen t l a performanc e de s 
systèmes d e reconnaissance vocale . Des expérience s on t ét é réalisées pour étudie r l'influenc e 
du brui t su r l a performanc e d e la  reconnaissanc e vocale . L e résulta t montr e qu e le s 
performances d e reconnaissanc e vocal e s e dégraden t dan s le s milieu x bruité s (Pearc e an d 
Hirsch septembr e 2000) . Pou r résoudr e c e problème , certain s chercheur s on t travaill é a u 
niveau d u spectr e afi n d'estime r l e bruit dan s l e signal (Hirsc h an d Ehrliche r 1995) . D'autre s 
travaux on t ét é réalisé s pou r améliore r le s coefficient s spectrau x MFC C (Mel-Frequenc y 
Cepstral Coefficients ) (Ezzaid i 2002) . 
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1.2.5 Phénomène de confusion 
Le phénomèn e de confusion pos e un problème pou r certaine s architecture s de systèmes de 
reconnaissance vocale . Afi n d e mieux comprendr e c e phénomène, o n prendra l'exempl e 
analysé par le chercheu r Frederic k Jeline k dan s son livre «  Statistical Method s fo r Speech 
Récognition » (Jelinek 1997) . La Figure 1. 1 représente l'expression «  Bishop moves to king 
knight five  »  aligné e ave c so n signal temporel . C e signal a  été enregistré à  l'Universit é 
Stanford pour un projet de reconnaissance vocale (Reddy 1966) . 
^^X^UAA/'V'*'''**^'*''^'***' «tM"»»»'-~^-^.~-
^s}f^f^fj<^j^ff0<^^^ — r - — -
Le so n i  de 
bishoD 
'^^mNi 




>^\-^y-f\-^\-fy'l\'>i^y>/'^-N''^^ — — »-^ K^  - ^ 
•»* np r i ^ M ^ ftm  » m , «« t rpti » «l A ,  V* ^ P t i •i W r i V P I * 
I f r « r | i * 'n e t  rtm  n< « ' • « r j i * ••• « <fi< « vi« « «« M 
Figure 1.1 La phrase « Bishop moves to king knight five » 
alignée avec son signal. 
Tirée de Jelinek (1997, p. 2) 
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Jelinek remarqu e qu'aprè s avoi r align é l a phras e ave c so n signa l le s extrémité s d e chaqu e 
phonème son t fusionnée s ave c celu i qu i l e précèd e e t qu i l e suit . Pa r conséquent , l a 
prédiction d u phonèm e à  ce t endroi t ser a difficil e voir e impossible . E n outre , l e so n /  d e 
KING ressembl e beaucoup plus a u u  de MOVES qu'a u /  de BISHOP. Selo n l'auteur , cec i es t 
dû à  la  nasalit é d u ng  qu i sui t l e /  dan s KIN G e t l'influenc e d u m  qu i précèd e l e u  dan s 
MOVES. 
1.2.6 Discussio n 
La performanc e d e l a reconnaissanc e automatiqu e d e la  parol e dépen d énormémen t de s 
différents problème s cité s ci-haut . E n effet , ce s problème s expliquen t grandemen t le s 
performances d e la  reconnaissanc e automatiqu e d e la  parol e relativemen t faible . Toutefois , 
les travau x d e recherch e réalisé s jusqu' à maintenan t on t permi s d e surmonte r certain s 
problèmes. Pa r exemple , l a modélisation statistiqu e du modèle acoustique permet de résoudr e 
le phénomèn e d e confusio n (Jeline k 1997) . E n outre , l'évolutio n technologiqu e a  perm i 
d'augmenter l a capacit é d e calcu l e t d e fourni r u n matérie l plu s sophistiqu é e t pa r la  suit e 
améliorer le s performance s d e reconnaissanc e vocale . Cependant , le s autre s problème s 
posent encor e u n sérieu x déf i pou r le s chercheurs . E n effet , le s recherche s s e poursuiven t 
pour contrôle r le s différents aspect s de la  variabilité intra-locuteu r e t interlocuteur. D e même, 
plusieurs travau x on t v u l e jou r pou r fair e fac e a u problèm e de s environnement s bruité s 
(Hirsch an d Ehrliche r 1995 ; Ezzaid i 2002) . E n outre , la  difficult é d e modélise r tou s le s 
niveaux linguistique s ren d l a tâche de mettre de s système s d e reconnaissance automatiqu e d e 
la parole plus compliquée . 
1.3 Processu s d e reconnaissance automatiqu e d e la parole continu e 
Le processu s d e perceptio n d e l a parol e représent e l a faço n don t le s humain s son t capable s 
d'interpréter le s sons pour comprendr e l a parole. C e processus fai t l'obje t d e plusieurs étude s 
dans différent s domaine s comm e la  linguistique , la  psychologi e cognitive , la  perceptio n e n 
psychologie, etc . Le s chercheur s dan s ce s domaine s essaien t d e comprendre , entr e autres . 
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comment l'êtr e humai n analys e l'informatio n contenu e dan s l e signa l acoustiqu e pou r 
comprendre l e langag e parlé . Dan s l e mêm e volet , le s chercheur s dan s l e domain e d e 
traitement automatiqu e d e l a parol e essaien t d'exploite r l'informatio n acoustiqu e pour 
permettre à  des machines de reconnaître la parole. En effet, l e signal acoustique de la parole 
est riche  e n information s linguistique s relative s a u messag e qu e l e locuteu r veu t fair e 
parvenir. Cependant , le signal vocal doit subir quelques opérations avant qu'il soi t prêt à être 
exploité pa r un e machine . L a Figur e 1. 2 montr e le s étape s principale s d'u n systèm e d e 
reconnaissance automatiqu e d e l a parole depui s l a productio n d e l a parol e pa r u n locuteu r 
passant pa r l'obtentio n de s trame s acoustique s jusqu'à l a reconnaissanc e d e l a parole . Le s 
étapes à partir de la production de la parole jusqu'à l'extraction des paramètres sont détaillées 
à la fin du document (Voir annexe I, p. 96). 
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Figure 1.2 Encodage de la parole. 
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1.3.1 Modèl e acoustiqu e 
Les premier s système s d e reconnaissanc e automatiqu e d e la  parol e utilisaien t la  méthod e d e 
comparaison dynamiqu e (Dynami c Tim e Warping , DTW ) pou r compare r un e form e 
inconnue à  une form e d e référence. Cett e approche a  connu u n succè s pour l a reconnaissanc e 
de mots isolés . Cependant , ell e es t pe u efficac e pou r l a reconnaissance d e la  parole continu e 
et rest e limité e à  l'utilisatio n d'u n peti t vocabulaire . E n effet , l'utilisatio n de s forme s 
acoustiques pa r u n dictionnair e statiqu e rest e encor e sensibl e à  l'ensembl e de s variabilité s 
acoustiques. Néanmoins , cett e techniqu e es t plu s adapté e à  un context e d'utilisatio n mono -
locuteur e n envirormement pe u bruité (Linares 2003) . 
Ainsi, cett e méthod e a  ét é détrôné e pa r le s méthode s d e modélisatio n statistiqu e comm e le s 
modèles d e Marko v caché s (Hidde n Marko v Models , HMM) . Pou r plu s d e détai l su r le s 
méthodes d e modélisatio n (Voi r annex e II , p . 100) . Ce s méthode s utilisen t de s modèle s 
acoustiques afi n d e représente r mathématiquemen t le s forme s acoustiques . Cett e 
représentation sert , e n s e basant su r certain s algorithmes , à  identifier l e mot l e plus probabl e 
qui a  ét é prononcé . E n effet , la  reconnaissanc e revien t à  trouve r la  probabilit é d e 
vraisemblance pour un systèm e composé de : 
Entrée :  signal acoustique , A  ave c A  = x\, xo,  .. . ,  xj ;  -^ i 6 A 
Sortie :  séquence de mots, W ave c W  = vvi, W2.... ,  w„ ;  w , e W 
A es t la  séquenc e d e paramètre s qu i défini t l e signa l acoustiqu e e n aman t d u systèm e 
composé d e T  observations , e t W  représent e u n ensembl e d e n  mot s appartenan t à  u n 
vocabulaire bien connu . 
Pour chaqu e mo t dan s l'ensembl e d u vocabulair e l e systèm e doi t calcule r l a probabilit é 
d'avoir W  sachan t qu e la  séquenc e d e mot s A  es t prononcée . L a décisio n ser a e n faveu r d u 
mot qu i possèd e l a probabilité la  plus élevé e qu'o n not e W . Pa r la  suite , la  règle d e décisio n 
sera : 
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argmax argmax  P(W)P(A  l'W) 
W = P ( W | A ) = - ^ ^ ( 1 . 1 ) 
W W  P{A) 
Puisque l'objecti f es t d e détermine r l e mot W  (o u plu s précisémen t l a séquenc e d e mots) qu i 
maximise l e produi t P(W ) P(A|W) , o n peu t n e pa s calcule r P(A ) e t réduir e pa r l a suit e l e 
temps d e calcul . D e tout e faço n la  valeu r d e P(A ) n'influ e pa s l e résulta t final  puisqu'ell e 
garde la  même valeu r quelqu e soi t l a séquence de mots W . Donc pour un e probabilité aprior i 
P(W) l e mo t l e plu s probabl e dépen d seulemen t d e P(A|W) . Pa r la  suite , W  ser a calcul é 
comme suit : 
w = a r g m a x P ( W ) P ( A | W ) (1.2 ) 
w 
1.3.2 Modèl e d e langag e 
Le text e transcri t pa r u n systèm e d e reconnaissanc e automatiqu e d e l a parol e comport e 
toujours de s erreur s due s à  plusieur s cause s (voi r sectio n 1.2) . E n général , ce s erreur s n e 
causent pas de problèmes pour le s systèmes qu i nécessitent u n peti t vocabulaire . Dans c e cas , 
des méthode s simples , comm e l a comparaiso n dynamique , suffisen t pou r identifie r le s mot s 
dans l e flot  d e paroles . Cependant , le s système s fondé s su r u n gran d vocabulair e nécessiten t 
un modèl e d e langag e pou r aide r l e décodeu r à  choisi r l e mo t qu i s'adapt e l e mieu x à  l a 
forme acoustiqu e prononcée . D e poin t d e vu e théorique , o n parl e d e l a modélisatio n d e la 
probabilité aprior i P(W) . 
L'objectif principa l d u modèl e d e langag e es t d'identifie r à  tou t momen t d u processu s d e 
reconnaissance la  séquenc e d e mot s l a plu s adéquate . Toutefois , i l peu t servi r auss i pou r 
choisir l a structur e qu i correspon d mieu x à  la  phras e prononcée . Pou r montre r l'importanc e 
de ce modèle, prenons l'exemple présente r par Haton (Hato n 2006 ) : 
La phrase «  un portable maudit »  s'écrit phonétiquemen t :  [œportabknodi ] 
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La segmentatio n syllabiqu e d e cett e phras e donn e différent s mot s correspondan t à  l a 
prononciation d e chaqu e syllab e (voi r Tablea u 1-1) . Pa r conséquent , l a phras e prononcé e 
peut êtr e l'un e de s phrase s résultante s d u produi t cartésie n de s mot s obtenu s pa r l a 
segmentation : 
Un port tables maux di s 
Un porc table maux D i 
Uns porc tables maux di t 
Hein pores tables maux di s 
Etc 
Tableau 1- 1 Mot s possible extrait s d'une chaîn e phonétiqu e 


















Ports pore pores 
Malgré l e fai t qu e ce s phrases son t conforme s à  la form e phonétique , l e résulta t peu t êtr e trè s 
éloigné de ce qu'on a  prononcé, d'où l'importanc e d'u n modèl e de langage. 
La conceptio n d'u n modèl e d e langag e revien t à  modélise r la  probabilit é P(W) , o ù W  =  wi , 
wi, ... , W n est un e suit e d e mots appartenan t à  un vocabulair e bie n connu . L'utilisatio n d e la 
théorie de Bayes permet d e formuler la  probabilité P(W ) comm e sui t : 
Piw) =  YlP{w,  I  w,,..., w,_, ) (1.3) 
(=1 
Donc l a probabilité d e prononcé l e mot w , dépend d e l'historique de s mot s h, = Wi,...,w,. | qu i 
sont déj à prononcés . Plusieur s méthode s peuven t êtr e utilisées afi n d e modélise r l'histonque , 
comme pa r exempl e l e modèl e d e langag e trigramm e qu i es t un e méthod e basiqu e mai s 
performante. C e dernie r pren d e n compt e seulemen t le s deu x dernier s mot s qu i précèden t l e 
mot courant . Pou r plu s d e détail s su r l e modèl e trigramm e e t l'évaluatio n d'u n modèl e d e 
langage (Voi r annex e III , p . 123) . Un e autr e approch e peut-êtr e utilisée , à  savoi r la 
classification de s mots pa r équivalence qu i accord e à  chaque mot un e fonctio n grammaticale . 
Cependant, l e mêm e mo t peu t parfoi s désigne r u n verb e o u u n nom , c e qu i compliqu e la 
tâche e t nécessite l'analys e d u mot dans son contexte . 
Le modèl e d e langag e modélis e le s information s lexicale , syntaxiqu e e t sémantiqu e sou s 
fornie statistiqu e ave c un historiqu e tempore l d e troi s mots . Cependant , cec i es t trè s limitati f 
pour une grammaire comme celle du français o u de l'anglais . 
1.3.3 Recherch e d e la séquence la plus probabl e 
Pour qu'u n systèm e d e reconnaissanc e automatiqu e d e l a parol e puiss e transcrir e 
efficacement u n signa l acoustique , i l doi t utilise r de s techniques pou r recherche r l a séquenc e 
de mot s l a plus probable . E n effet , o n distingu e plusieur s algorithme s qu i peuven t accompli r 
cette tâche . Dan s c e qu i sui t o n v a présente r grossièremen t la  recherch e pa r l'algorithm e d e 
Viterbi e t la  recherch e pa r la  méthod e d e recherch e N-meilleurs . Pou r plu s d e détails , s e 
référer à  (Jelinek 1997 ; Haton 2006) . 
• L'algorithm e d e Viterbi es t capable de trouver l e chemin l e plus probable e n s e basant su r 
les modèles HMMs . Pou r chaqu e mot, l a probabilité d e l'ensemble de s chemin s possible s 
aboufissant à  c e mo t doi t êtr e trouvée . Pa r la  suite , i l fau t identifie r l e mo t don t 
l'ensemble de s chemin s correspondan t es t l e plu s élevé . Tou s le s chemin s possible s 
peuvent êtr e représentés pa r un graphe correspondant à  un grand ensembl e d e HMMs. 
• L a méthod e d e recherch e N-meilleur s effectu e la  recherch e d e l a mêm e faço n qu e 
l'algorithme d e Viterbi ave c une seule différence :  plutôt qu e de retenir un chemi n uniqu e 
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dans chaqu e treillis , la méthode N-meiUeurs découpe chaqu e éta t de treilli s e n N états , un 
pour le s N  meilleur s chemin s le s plu s probables . Cett e modificatio n d e l'algorithm e d e 
Viterbi perme t d'obteni r le s N  meilleur s séquence s d e mot s e n déterminan t le s N  plu s 
probables état s du dernie r nivea u d u treilli s e t par l'identificatio n de s chemins conduisan t 
à eux . 
La modélisatio n de s deu x modèles , acoustiqu e e t d e langage , n e suffi t pa s pou r avoi r un e 
bonne reconnaissanc e d e la  parole . E n effet , le s machine s on t besoi n d'un e phas e 
d'apprentissage pou r reconnaîtr e le s nouvelle s formes . Cett e phas e es t trè s important e pou r 
tout systèm e d e reconnaissanc e automatiqu e d e la  parole . Dan s l e cas d u modèl e acoustique , 
l'apprentissage s e bas e su r u n corpu s d e parol e pou r ajuste r le s paramètre s d u modèle . Un e 
bonne estimatio n d e ce s paramètre s maximiser a la  vraisemblanc e d e génératio n d'un e 
séquence d'observations . L e modèle d e langage peu t êtr e entraîn é e n s e basant su r u n corpu s 
de texte s distincts . C e dernie r ser t à  apprendr e l e maximu m possibl e d e constructio n 
langagière. Dan s le s deu x cas , l a taill e d u corpu s a  une grand e influenc e su r l a fiabilité  de s 
modèles concernés . Pou r l'apprentissag e d u modèl e d e langag e pa r exemple , l a taill e d u 
corpus peut atteindr e quelques milliards de mots. 
1.4 Revu e su r les méthodes d'indexatio n vocal e 
L'évolution d e l a reconnaissanc e automatiqu e d e la  parol e a  condui t à  l'apparitio n de s 
systèmes d'indexatio n de s document s audio . E n outre , cett e évolutio n a  permis d e passe r d e 
l'indexation de s documentaire s o u de s émissions d e radio (Renais , Abberley e t al . 2000), qu i 
sont généralemen t bie n structurés , à  l'indexation de s fichier s d e paroles spontanée . Parm i le s 
systèmes d'indexatio n d e fichiers  d e parol e spontané e o n trouv e le s système s d'indexatio n 
des e-mail s vocau x (Jones , Foot e e t al . 1994) , le s conférence s universitaire s (Park , Haze n e t 
al. 2005) , le s annotation s vocale s de s image s (Mills , Py e e t al . 2000) , etc . Ce s système s on t 
introduit d e nouveau x problème s comm e le s hésitations , le s fau x départs , la  mauvais e 
structuration de s phrases , etc . Cec i a  incit é le s chercheur s à  mettr e e n plac e d e nouvelle s 
techniques pou r fair e fac e à  ce s problèmes . Toutefois , le s différente s technique s dériven t d e 
trois approche s principale s d'indexatio n vocale . O n distingu e l a méthod e d e détectio n d e 
mots clés , l a détectio n d e mot s clé s su r flux  phonétiqu e e t l'indexatio n à  bas e d e l a 
reconnaissance à  grand vocabulaire . 
1.4.1 Détectio n d e mot s clé s 
La détectio n d e mot s clé s (Wor d Spotting , WS ) es t un e techniqu e d'indexatio n vocal e qu i 
consiste à  détecter dans un flux  d e parole des mots clés , généralement prédéfinis , e t de rejete r 
le rest e d e l a parole . E n d'autre s termes , ell e cherch e à  détecte r seulemen t le s mot s qu i on t 
une importanc e pou r l'interprétatio n sémantiqu e d e l a pliras e prononcé e e t qu i son t déj à 
modélisés dan s l e vocabulair e de s mot s clés . L a nécessit é d'un e tell e méthod e a  été mise e n 
évidence duran t u n proje t pou r l a reconnaissanc e d e mot s isolé s appliqué e à  l a téléphoni e 
(Wilpon, Rabine r e t al . 1990) . C e projet , ains i qu e d'autre s travaux , comm e ceu x d e Rose , 
ont fourn i un e solutio n acceptabl e pou r l a reconnaissanc e d e l a parol e spontané e (Ros e 
1995). 
Toutefois, l e problème d e l a détection d e mots clé s dan s u n flux  d e parole a  été traité depui s 
les année s 70 . E n effet , Christianse n e t Rushfort h on t propos é un e méthod e basé e su r l a 
comparaison entr e de s séquence s d e référence s (o ù chaqu e séquenc e représent e u n mo t clé ) 
et l e flux  d e parole continu e (Christianse n an d Rushfort h 1977) . Pou r cela , il s on t utilis é un e 
fenêtre d e taill e fix e qu i gliss e tou t a u lon g d u flux  d e parole . Chaqu e mo t d e référenc e es t 
alors compar é ave c cett e fenêtr e pa r u n algorithm e d'alignemen t temporel . U n mo t cl é es t 
détecté lorsqu e l a distanc e entr e la  fenêtr e glissant e e t l e mot d e référenc e es t suffisammen t 
faible pour plusieurs fenêtre s successives . 
La méthod e proposé e pa r Christianse n e t Rushfort h a  ét é amélioré e pa r l a modélisatio n de s 
mots poubelle s introduit e pa r Higgin s e t Wohlfor d (Higgin s an d Wohlfor d 1985) . E n effet , 
ces modèles on t pour rôle la modélisation de s mots hors vocabulaire (l e vocabulaire de s mot s 
clés), l e bruit , le s fau x départs , etc . Le s modèle s poubelle s peuven t êtr e utilisé s pou r 
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modéliser seulemen t un e parti e de s mot s hor s vocabulaire , comm e le s mot s d e liaiso n pa r 
exemple, ou pour modéliser tou s les mots possibles (Rose 1992) . 
Plusieurs méthode s d e modélisatio n statistique s on t ét é utilisée s pou r l a détectio n de s mot s 
clés. E n effet , le s modèle s d e Marko v caché s on t ét é introduit s pou r l a détectio n de s mot s 
clés émi s d e faço n quas i isolé e lor s d'appel s téléphonique s (Wilpon , Le e e t al . 1989) . Il s on t 
été ensuit e utilisé s pou r de s tâche s plu s complexe s telle s qu e l a détection de s mot s clé s dan s 
la parol e continu e (Ros e an d Pau l 1990) , la  catégorisatio n de s document s multimédi a 
(Wilcox an d Bus h 1992) , etc . D'autres chercheur s on t utilis é le s réseaux d e neurones comm e 
une techniqu e d e vahdatio n (Morgan , Scofiel d e t al . 1991) . Dan s c e cas , l e résea u d e 
neurones n e fai t pa s la  détection , mai s i l valid e o u no n la  présence d'u n mo t cl é détect é pa r 
un systèm e standard . Dan s d'autre s cas , le problème d e détection d e mots clé s a  été présent é 
comme un problème de classification (mo t clé correcte  o u incorrecte).  Ainsi , la  classificatio n 
est réalisée e n utilisant le s machines à  vecteur suppor t (Suppor t Vecto r Machine , SVM ) (Be n 
Ayed 2004) . 
La détection de s mots clé s a  été utilisée dan s différente s application s d'indexatio n vocale , o n 
peut cite r pa r exempl e l e projet Video  Mail Retrieval  (VMR ) réalis é dan s le s laboratoire s d e 
l'Université d e Cambridg e (Jones , Foot e e t al . 1994) . Ce dernier a  pour objecti f d e retrouve r 
les fichiers  audiovisuel s e n s e basan t su r de s méthode s d e recherch e documentair e e t de s 
techniques d'indexatio n vocale . L e systèm e réalis é s e bas e su r l a méthod e d e détectio n d e 
mot clé s ave c 3 5 mot s clé s prédéfinis . Chaqu e mo t cl é es t modélis e e n concaténan t l a 
séquence d e phonèmes approprié e obtenu s à  partir d'un dictiormair e phonétique. E n outre , un 
modèle bigramm e es t utilisé pou r l a modélisation d u débu t e t l a fin  d e chaqu e mo t clé , alor s 
que l a structur e intern e es t modélisé e pa r u n modèl e trigramme . Le s mot s qu i n e font  pa s 
partie d e l'ensembl e de s mot s clé s son t modélisé s pa r u n résea u monogramm e san s 
contraintes (fdler  model).  Deu x système s on t ét é réalisé s :  l e premie r es t dépendan t d u 
locuteur (Jones , Foot e e t al . 1994 ; Jones , Jone s e t al . 1996 ) e t l'autr e es t indépendan t d u 
locuteur (Foote , Jone s e t al . 1995) . L'évaluatio n d e ce s deu x système s a  montr é un e 
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amélioration d e l a valeu r d e mérite ^ (Figure-Of-Merit , FOM ) pou r l e systèm e dépendan t d u 
locuteur. L a moyenn e de s valeur s d e mérit e associé e à  c e dernie r fu t d e 81.14 % contr e 
69.89% pour le système indépendan t d u locuteur . 
Les recherche s s e poursuiven t pou r l'amélioratio n d e la  méthod e d e détectio n de s mot s clé s 
et pou r trouve r de s solution s pou r se s limite s (notammen t pou r l e vocabulair e d e mot s clé s 
prédéfinis). Pann i le s nouvelles méthode s o n peu t cite r le s travaux d e Gelin dan s l e cadre d e 
sa thès e (Geli n 1997) . C e dernie r a  propos é troi s méthode s différente s pou r traite r le s 
contraintes d e l'indépendance d u locuteu r e t du vocabulaire ains i qu e l a rapidité d e recherch e 
sur n'import e que l mo t clé . Ainsi , i l a  montré , entr e autres , qu e le s amélioration s apportée s 
par se s méthodes peuvent réduir e l e temps de gestion de s documents multimédias d e 80%. 
1.4.2 Détectio n d e mots clés sur flux  phonétiqu e 
La détectio n d e mot s clé s su r flux  phonétiqu e (Phon e Lattic e Scanning , PLS ) es t un e 
méthode d'indexatio n de s fichiers  audi o à  parti r de s transcription s phonétique s issue s d'u n 
Décodage Acoustico-Phonétiqu e (DAP) . Cett e méthode n e nécessit e pa s la  définition aprior i 
d'un vocabulair e d e mot s clé s comm e dan s la  méthod e d e détectio n d e mot s clés . Plu s 
encore, ell e perme t mêm e d e surmonte r l e problèm e de s mot s hor s vocabulaire , comm e le s 
noms propres , présent s dan s la  méthod e LV R (Larg e Vocabular y Récognition) . E n effet , 
cette méthode es t capabl e d e détecter n'import e que l term e e n s e basant su r s a représentatio n 
phonétique. 
En 1994 , Jame s e t Youn g on t propos é un e nouvell e méthod e rapid e pou r l'indexatio n de s 
fichiers vocau x san s limitatio n d e vocabulair e (Jame s an d Youn g 1994) . Cett e approch e 
consiste à  génére r e n temp s différ é u n treilli s d e phonème s pou r chaqu e fichie r audi o e n 
utilisant un e versio n modifié e d e l'algorithm e Viterbi . Chaqu e treilli s es t compos é d e 
^ Moyenne des probabilités de détection pour un taux de fausses alarmes par mot clé et par heure variant 
entre 0 et 10. 
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plusieurs hypothèse s d e séquence s phonétique s su r c e qu i a  ét é prononcé . L a détectio n de s 
mots clé s es t réalisée pa r comparaiso n dynamiqu e entr e l e mot recherch é e t le s séquence s d e 
phonèmes dan s l e treillis . Cett e conceptio n perme t un e recherch e rapid e puisqu e le s treilli s 
sont généré s e t sauvegardé s avan t l a phas e d e recherche . E n effet , l a recherch e d e 2 0 mot s 
clés par cette méthode es t 60 fois plus rapide que la recherche en temps réel . 
Chelba e t Acer o on t propos é un e nouvell e représentatio n d u treilli s (Positio n Spécifi e 
Posterio Lattices , PSPL ) permettan t d e surmonte r le s limite s d'un e méthod e d e recherch e 1 -
best (Chelb a an d Acer o 2005) . En effet , l a méthode PSP L retien t seulemen t le s information s 
sur la  position d e chaque mo t dan s l a phrase prononcée . Cec i penne t d'augmente r d e 20% la 
performance d e détectio n d e mot s clé s dan s le s documents . Cependant , la  performanc e d e 
cette méthode, par rapport à  la recherche dans des dormées textes , reste encore médiocre . 
La demièr e versio n d u proje t VMR , mentionn é dan s la  sectio n 1.4.1 , a  apport é plusieur s 
avantages pa r rappor t au x version s précédente s (Young , Brow n e t al . 1997) . E n effet , l e 
nouveau système , basé su r la  méthode PLS , es t indépendan t d u locuteu r e t i l permet d e fair e 
l'indexation de s fichier s audi o san s s e limite r à  u n vocabulair e d e mot s clé s prédéfinis . L e 
système génèr e u n treilli s d e phonème pour chaqu e message vocal , la  recherche d e mots clé s 
se fai t pa r l a suit e dans l e treillis. L a Figure 1. 3 représent e l e treillis d e phonème pou r l e mo t 
«manage», l e chemin correspondan t es t représenté e n gris . L'évaluation d u systèm e a  montré 
que la  moyenne des précisions es t de 0.5 lorsqu e le système es t dépendan t d u locuteu r e t 0.4 7 
lorsqu'il es t indépendan t d u locuteur . Cependant , ce s valeur s s e dégraden t dan s l e ca s o ù le s 
mots clé s son t limité s (3 5 mot s clé s dan s c e cas) . Pou r améliore r le s performances , Jones , 
Foote e t al . on t propos é d e combine r l a méthod e PL S ave c la  transcriptio n fourni e pa r u n 
moteur d e reconnaissance d e la parole grande vocabulaire (Jones , Foote e t al . 1996) . 
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Figure 1. 3 Treilli s phonétique d u mot "manage" . 
Tirée de Young, Brow n e t al . (1997, p.200) 
1.4.3 Reconnaissanc e d e la parole à  grand vocabulair e 
La méthod e Larg e Vocabular y Récognitio n perme t l'indexatio n de s fichiers  audi o e n s e 
basant su r l a transcription fourni e pa r un systèm e d e reconnaissance automatiqu e d e la  parol e 
continue. Contrairemen t à  l a méthode d e détectio n d e mots clés , la  méthode LV R utilis e de s 
systèmes à  gran d vocabulair e pou r transcrir e tou s le s mot s d e l'expressio n prononcée . L e 
résultat d e l a transcriptio n ser t pa r l a suit e pour recherche r n'import e que l mo t conten u dan s 
le vocabulaire . 
La société «  Dragon Syste m »  a utilisé cett e méthode pour identifie r de s sujet s prédéterminé s 
en se basant su r la  transcription de s phrases prononcées pa r un systèm e d e reconnaissance d e 
la parol e contenu e su r larg e vocabulair e (Gillick , Bake r e t al . 1993) . L'objecti f étai t 
d'identifier quell e catégori e (parm i di x catégories ) correspon d mieu x à  un e discussio n 
téléphonique d e 4, 5 minutes . E n s e basan t su r la  transcriptio n fourni e pa r u n systèm e d e 
reconnaissance d e la  parole continu e à  grand vocabulaire , 72.5 % des discussion s on t ét é bien 
classées. E n utilisan t l a méthod e d e détectio n d e mot s clés , pou r le s même s dormées , ave c 
4600 mots clé s prédéfinis, 74% ) des discussions on t ét é bien classées . Pour la  même méthode , 
mais ave c seulement 26 0 mots clé s prédéfinis, 70 % des discussions on t ét é bien identifiées . 
La précisio n d e transcriptio n automatiqu e de s texte s lu s peu t dépasse r 90% ) e n utilisan t u n 
système d e reconnaissanc e d e la  parol e continu e à  gran d vocabulaire . Cependant , pou r l a 
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parole spontané e la  perfomianc e s e dégrad e considérablement . Pa r exemple , un e expérienc e 
réalisée a u cour s d u proje t VM R pou r l a reconnaissance d e l a parole spontané e a  donné un e 
précision d e 53 % (Jones , Foot e e t al . 1996) . L a valeu r d e précisio n relativemen t faibl e n' a 
pas beaucou p d'importanc e dan s l e ca s d'indexatio n vocale . E n effet , l'évaluatio n de s 
systèmes d e recherche documentair e audi o a  montré qu e malgré la  mauvaise transcriptio n o n 
peut obteni r de s résultats d'indexation proch e de ceux obtenu s pa r des systèmes basés su r de s 
transcriptions textuelle s (Garofolo , Auzann e e t al . 2000) . E n outre , le s travau x d e Park , 
Hazen e t al . su r l'indexatio n de s conférence s universitaire s confinnen t qu e l a précisio n peu t 
être satisfaisant e mêm e ave c u n tau x d'erreu r élev é (Park , Haze n e t al . 2005) . Le s 
expériences qu'il s on t menée s montren t qu e la  précision attein t 92.9 % pour u n tau x d'erreu r 
de 52.6%o . D e même , l a précisio n augment e jusqu' à 95 % ave c un e adaptatio n d u modèl e 
acoustique. Cependant , l'adaptatio n d u modèl e d e langag e n' a pa s influenc é la  valeu r d e la 
précision. 
Malgré l a grand e taill e d u vocabulair e utilisé e pa r le s système s d e reconnaissanc e 
automatique d e la  parol e continue , l a méthod e LV R souffr e d u problèm e d e mot s hor s 
vocabulaire (Out-Of-Vocabulary , OOV) . Dan s l e ca s de s conférence s universitaire s pa r 
exemple, le s présentation s contiennen t beaucou p d e mot s technique s qu i n e son t pa s inclu s 
dans l e vocabulair e d u système . E n étudian t l'impac t d e l a taill e d u vocabulair e su r la 
précision, Park , Haze n e t al . on t montr é qu e l'augmentatio n d e la  taill e d u vocabulair e 
diminue l e tau x OOV , e t pa r la  suit e augment e l a précision , mai s diminu e auss i l e rappe l 
(Park, Hazen e t al . 2005). 
La méthod e LV R donn e de s résultat s satisfaisant s pou r l'indexatio n de s fichier s audio . 
Toutefois, l e résulta t peu t êtr e amélior é e n augmentan t l e tau x d e reconnaissanc e de s mot s 
(Park, Haze n e t al . 2005) . Cec i peu t s e réaliser , entr e autres , pa r l'intégratio n d e modèl e 
acoustique trigramme , l'adaptatio n e n temp s rée l e t l'amélioratio n d e l a modélisatio n d e la 
parole spontanée . 
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1.5 Conclusio n 
Dans c e chapitr e o n a  présenté l e cadr e généra l d e notr e suje t d'étude . Ainsi , o n a  décri t l a 
problématique, le s objectif s à  atteindr e ains i qu e le s défis . Afi n d e mieu x comprendr e l a 
difficulté d e l'indexatio n vocale , o n a  exposé le s principau x problème s d e l a reconnaissanc e 
automatique d e la  parole . O n a  décri t ensuit e la  structur e général e d'u n systèm e d e 
reconnaissance automatiqu e d e l a parole . O n a  tennin é c e chapitr e pa r un e revu e su r le s 
différentes approche s d'indexatio n vocale . Pou r chaqu e approche , o n a  domié le s différente s 
techniques utilisée s souven t e n citan t leur s avantage s e t leur s faiblesses . 1 1 est judicieux d e 
mentionner qu'aucun e de s approche s présentée s n'es t totalemen t satisfaisante . Pou r cett e 
raison le s recherche s commencen t à  s'oriente r ver s de s approche s hybride s pou r combine r 
entre plusieur s d'entr e elles . Toutefois , mêm e le s approche s hybride s présenten t de s 
limitations, ce qui incite les chercheurs à  explorer différente s directions . 
CHAPITRE 2 
METHODOLOGIE 
Ce chapitr e couvr e e n grand e parti e l a méthodologi e e t le s outil s utilisé s pou r la  réalisatio n 
de notr e étude . O n consacrer a la  premièr e parti e pou r décrir e quelque s système s d e 
reconnaissance vocal e présent s su r l e marché . O n sélectionnera , e n s e basan t su r quelque s 
critères, deu x moteur s d e reconnaissanc e automatiqu e d e la  parol e qu i feron t l'obje t d e no s 
expérimentations. Parm i ce s critère s o n peu t cite r la  taill e d u vocabulaire , la  possibilit é 
d'intégration d u moteu r d e reconnaissanc e à  un e application , l'adaptatio n pa r rappor t a u 
contexte de l'annotation vocale , etc . 
Dans l a deuxième partie , on présentera le s différentes métrique s utilisées pou r l'évaluatio n e t 
la comparaiso n de s performance s de s deu x moteur s d e reconnaissanc e qu'o n a  choisis . O n 
introduira tou t d'abor d l e Tau x d e Mot s clé s Correc t (TMC ) e t l e tau x d'erreu r (TE ) qu i 
serviront pou r l'évaluatio n e t l a comparaiso n d e la  performanc e d e reconnaissanc e de s deu x 
moteurs. Ensuite , on présentera différente s métrique s don t l e rappel, la  précision, la  F-mesur e 
et le s courb e RO C (Receive r Operatin g Characteristics ) qu i seron t utilisé s pou r évalue r e t 
comparer la  capacité de détection d e mots clés par les deux moteurs . 
Dans la  demièr e parti e d e c e chapitre , o n détailler a l e processus expérimenta l qu i représent e 
les différente s étape s d e notr e étude . Toutefois , l'aspec t pratiqu e e t le s détail s technique s n e 
feront pa s l'obje t d e c e chapitre . Il s seron t présenté s dan s l e chapitr e 3  qu i ser a consacr é 
entièrement à  ce sujet . 
2.1 Choi x d e la méthode d'indexatio n 
Chacune de s troi s méthode s d'indexatio n présentée s dan s l a sectio n 1. 4 présent e de s 
inconvénients. E n effet , l a méthod e d e détectio n d e mot s cl é s e bas e su r u n vocabulair e d e 
mots cl é prédéfinis. Pa r conséquent , chaqu e nouvea u mo t cl é doi t êtr e modélise à  partir d'u n 
dictionnaire phonétiqu e avan t d e réalise r la  recherche . L a détectio n d e mot s clé s su r flux 
29 
phonétique es t un e solutio n à  ce problème . E n s e basan t su r l a représentation phonétiqu e d u 
mot cl é recherché, cett e technique perme t l a détection d e n'importe que l term e dans l e treilli s 
de phonèmes . Cependant , l a performanc e d'indexatio n ave c cett e méthod e s e dégrad e e n 
utilisant u n nombr e limité s d e mot s clés . L a méthode d e reconnaissance d e l a parole à  gran d 
vocabulaire perme t l'indexatio n vocal e en se basant su r le résultat d e transcription obten u pa r 
un moteu r d e reconnaissanc e automatiqu e d e l a parole . Ainsi , ell e perme t la  recherch e d e 
n'importe que l mo t cl é conten u dan s l e vocabulair e d u système . Cett e techniqu e es t utilisé e 
dans plusieurs système s d'indexatio n vocale . 
Dans notr e étude , on a  utilisé la  méthode d e reconnaissance d e l a parole à  grand vocabulair e 
pour réalise r no s expérimentations . À  par t l a possibilit é d e détecte r n'import e que l mo t clé , 
cette méthod e perme t d e génére r l a transcriptio n de s fichier s audi o contrairemen t au x deu x 
autres méthodes . Cependant , l'utilisatio n d e cett e méthod e nécessit e un e bonn e gestio n de s 
erreurs de transcription afi n d'avoi r un e performance acceptable . 
2.2 Critère s de sélectio n 
Les système s d e reconnaissanc e automatiqu e d e la  parol e présenten t plusieur s 
caractéristiques e t i l es t souven t difficil e d e fair e un e comparaiso n entr e deu x systèmes . 
Toutefois, i l es t possibl e d e le s classe r suivan t de s critère s d e sélectio n permettan t d e donne r 
une vision plus représentative. Dan s notre étude, on a  besoin d'un systèm e capabl e de réalise r 
la transcriptio n d e la  parol e continue . U n te l systèm e doi t s e base r su r u n vocabulair e d e 
grande taille . E n outre , la  reconnaissanc e d e l a parol e es t utilisé e dan s u n context e 
d'annotation vocale , ainsi , l e système doi t êtr e capable de s'adapter à  un te l contexte . D'autr e 
part, l e moteur d e reconnaissance automatiqu e de la  parole doi t être accessible par un langag e 
de programmatio n pou r facilite r so n intégratio n à  Docuthèque . D e plus , i l doi t supporte r a u 
moins l e français comm e langu e de reconnaissance. Ainsi , la  sélection d u systèm e ser a basé e 
sur le s critère s suivant s :  langue , technologi e d'intégration , modèl e économique , taill e d u 
vocabulaire e t adaptabilité a u contexte de l'annotation . 
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2.3 Sélectio n d e systèmes d e reconnaissance vocal e 
2.3.1 Revu e sur le s systèmes d e reconnaissance vocal e 
2.3.1.1 lASR T 
ISIP (Institut e fo r Signa l an d Informatio n Processing ) (ISI P 2010 ) es t un e organisatio n 
fondée e n 1994 , ell e a  travaill é su r plusieur s projet s e n reconnaissanc e vocale . Ainsi , ell e a 
réalisé l e proje t Internet-Accessibl e Speec h Récognitio n Technolog y (lASR T 2010 ) dan s l e 
but d e mettre e n place un système de reconnaissance de la  parole open source . Ce système es t 
développé e n C+ + permettan t l'ajou t e t la  modificatio n d e se s composantes . Ainsi , i l es t 
possible d e l'exploite r pou r bâtir un e applicatio n d e reconnaissance vocal e e n C+ + o u mêm e 
en langag e Jav a pou r l'intégre r à  une page we b e n tan t qu e applet . E n outre , plusieurs outil s 
complémentaires son t foumi s ave c l e moteu r d e reconnaissanc e vocale . Toutefois , aucu n 
dictionnaire globa l n'es t fourni , i l es t nécessaire d'e n construir e u n pour fair e l'apprentissag e 
des modèle s acoustiques . D e même , l'adaptatio n pa r rappor t a u context e d e l'annotatio n 
vocale nécessit e la  constructio n d'u n dictionnair e incluan t le s terme s e t expression s 
spécifiques a u contexte de l'annotation . 
2.3.1.2 LumenVo x 
LumenVox es t un système de reconnaissance vocal e composé de trois modules : 
• Speech  Engine  :  c'es t u n moteu r d e reconnaissanc e vocal e multilingue , i l perme t la 
reconnaissance automatiqu e d e la parole de n'importe quell e source audio . 
• Speech  Tuner  :  ce module permet d'effectue r de s test s e t d'analyse r le s différentes étape s 
de la  recormaissance vocale . 
• Speech  Platform  :  c'est un e plateforme d e développement d e solutions d e reconnaissanc e 
vocale, foum i gratuitemen t ave c Speech  Engine.  Cett e plateforme incl u un e bibliothèqu e 
qui peu t êtr e enrichi e pa r d'autre s fonction s crée s pa r l'utilisateur . Ainsi , de s DL L 
peuvent être s développées ave c le langage C/C++ o u des ActivesX ave c Visual Basic . 
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La solutio n es t basé e su r un e architectur e client/serveu r pennettan t la  reconnaissanc e e n 
temps rée l e t indépendammen t d u locuteur . L e vocabulair e es t foum i a u moteu r d e 
reconnaissance sou s form e d e list e d e mots , prononciation s o u selo n l e standar d SRG S 
(Speech Récognitio n Gramma r Spécification) . Toutefois , l e systèm e es t orient é ver s de s 
applications IVR , i l n'es t pa s conç u comm e u n systèm e d e dicté e vocale . I l es t bas é su r u n 
vocabulaire d e petit e taill e (entr e 50 0 e t 1200 0 mots ) qu i n e perme t d e fair e n i l a dicté e n i 
l'AudioMining. 
2.3.1.3 ViaVoic e 
ViaVoice (IB M 2010 ) es t un e solutio n d e recormaissanc e vocal e développé e pa r IB M e t 
offerte a u gran d publi c e n 1993 . E n 2003 , IB M donn e le s droit s d e distributio n exclusif s à 
ScanSoft (avan t s a fusio n ave c Nuance) . ViaVoic e es t compatibl e ave c l e standar d JSAPI , 
donc i l es t facil e d'utilise r so n moteu r d e reconnaissanc e pou r développe r de s application s 
vocales. E n outre , l e ki t d e développemen t Embedded  Viavoice  Multiapplication  SPK 
permet à  plusieurs application s d'accéde r simultanémen t au x ressources d e la  reconnaissanc e 
vocale e t à  la synthèse vocale à  partir de périphériques embarqués . D'autres versions , comm e 
la versio n Pro  USB,  permetten t l e développemen t de s macro s exécutable s à  parti r d'autre s 
applications. D e poin t d e vu e adaptabilité , l e systèm e es t foum i ave c u n dictionnair e d e 
300 00 0 mot s ave c de s vocabulaire s spécialisé s pou r l e domain e juridiqu e e t médical . E n 
plus, l e systèm e s'adapt e a u fu r e t à  mesur e d e so n utilisation , i l es t don c possibl e qu'i l 
s'adapte plu s au contexte de l'annotation . 
2.3.1.4 VoiceObjec t 
Voxeo (Voxe o 2010 ) es t un e compagni e qu i foumi t de s solution s pou r développe r de s 
applications d e reconnaissanc e vocale . O n trouv e parm i se s produit s VoiceObjec t qu i 
regroupe plusieur s outil s permettan t l e développemen t e t l e tes t d'application s vocales . E n 
outre, VoiceObjec t peu t êtr e intégr é dan s F  IDE Netbean s pou r développe r de s application s 
vocales pa r l e langage Java . Cependant , so n moteu r d e reconnaissance vocal e n'es t pa s bas é 
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sur u n gran d vocabulair e e t n e peu t pa s êtr e adapt é à  u n context e d'annotatio n vocale . E n 
plus, i l n'es t pa s conç u comm e u n systèm e d e reconnaissanc e vocal e propremen t dit , mai s i l 
utilise cett e technologie afi n d e fourni r de s solution s e t des platefonnes d e développement d e 
solutions pour le s centres d'appels , agence s de voyages, réservations d e billets, etc. 
2.3.1.5 Winscrib e 
Winscribe es t une solutio n d e dictée vocale à  grand vocabulair e qu i permet la  reconnaissanc e 
en temps rée l o u en temps différé . L a compagnie travaille e n partenariat ave c Nuance, mais i l 
n'est pa s indiqu é s i c'es t l e moteu r d e reconnaissanc e d e Nuanc e qu i es t utilis é pou r 
Winscribe. C e dernie r s'intègr e à  plusieur s type s d e périphérique s tel s qu e le s téléphone s 
fixes e t portables, BlackBerry , PDAs , appareil s d e dictée portables, microphones d e bureaux , 
ordinateurs portable s e t VoIP . L a reconnaissanc e vocal e es t réalisé e e n premie r pla n (client ) 
et/ou e n arrière-pla n (serveur) . E n outre , de s fonctionnalité s d'accè s pa r Inteme t permetten t 
aux utilisateur s d e fair e leur s dictée s (grâc e à  leur s P C o u appareil s mobiles ) pui s le s 
envoyées pou r la  transcription . L e systèm e utilis e u n dictionnair e d e 30 0 00 0 mot s ave c u n 
certain nombre d e vocabulaires spécialisé s :  professionnels d e santés , radiologie, compagnie s 
financières e t d'assurance , professionnel s d u droit , etc . E n plus , u n dictionnair e individue l 
pour chaqu e utilisateu r es t ajouté . Toutefois , i l n'es t pa s possibl e d'utilise r u n langag e d e 
programmation pou r l'intégre r à  une application ni d'ajouter de s extensions . 
2.3.1.6 Sphin x 
Sphinx-4 (Walker , Lamer e e t al . 2004 ) es t u n systèm e d e reconnaissanc e vocal e ope n sourc e 
incorporant le s nouvelle s technique s d e l'éta t d'ar t d u domain e d e la  reconnaissanc e 
automatique d e l a parole . I l es t l e fmi t de s collaboration s entr e le s chercheur s d u group e 
Sphinx d u CM U (Camegi e Mello n University) , Laboratoire s Su n Microsystems , Mitsubish i 
Electric Researc h Lab s (MERE) , e t Hewlet t Packar d (HP) , ave c la  contributio n d e 
l'Université d e Californi e à  Sant a Cm z (UCSC ) e t l'Institu t d e Technologi e d u 
Massachusetts (MIT ) (CM U 2008) . Plusieurs autre s version s on t précédé celle-c i notammen t 
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Sphinx-3 (Vojtko , Koros i e t al . 2008) , i l diffèr e principalemen t d e ces antécédent s pa r l e fai t 
qu'il es t écn t entièremen t dan s l e langag e d e programmatio n Java . L e premie r objecti f d u 
développement d e Sphinx- 4 es t d'avoi r u n système de reconnaissance d e l a parole hautemen t 
flexible, modulair e e t paramétrable . E n effet , ce s caractéristique s permetten t d e fair e d e 
nouvelles recherche s e t teste r d e nouveau x algorithmes . E n outre , Sphinx- 4 penne t d e bâti r 
trois type s d'application s vocale s :  reconnaissance d e mots isolés , commande vocal e e t dicté e 
générale. Toutefois , l a qualit é de l a reconnaissance dépen d d e la  qualit é de s donnée s vocale s 
et de la  performance d e l'apprentissage . Ainsi , CMU a  développé u n module d'apprentissag e 
capable d'entraîne r de s modèle s acoustique s pou r l e systèm e Sphinx- 3 exploitabl e auss i pa r 
Sphinx-4. Pour la  description d e l'architecture d e ce système (Voi r annex e IV , p. 126) . 
2.3.1.7 HT K 
HTK (Hidde n Marko v Mode l Toolkit ) es t un e trouss e à  outil s pou r l a conceptio n e t la 
manipulation de s chaînes de Markov, développée a u département d'ingénieri e d e l'Universit é 
de Cambridge . L'infrastmctur e d e HT K es t conçu e dè s l e dépar t pou r répondr e à  des tâche s 
de reconnaissance vocale . Ell e a  évolué ce s demières année s pour touche r la  synthèse vocale , 
la reconnaissanc e de s caractère s e t l e séquençag e d e l'ADN . L a premièr e versio n d e HTK , 
réalisée pa r Stev e Young , a  vu l e jour e n 198 9 dan s l e group e Speech  Vision  and  Robotics. 
Elle représentait un e bibliothèque d e modules e t d'outils développé s e n langage C  et forman t 
la bas e de s version s ultérieures . Aujourd'hui , la  versio n 3. 4 foumi t de s outil s sophistiqué s 
permettant d e traiter un signa l acoustiqu e e t de l'analyser , entraîne r de s modèles HMMs , etc . 
Quelques extension s d e HTK on t ét é développées pa r le s chercheurs tel s que HDecode, HTS , 
MASV, etc . Pour plus de détail su r l'architecture d e ce système (Voi r annex e V, p. 133) . 
2.3.1.8 Systèm e d e reconnaissance vocal e de Microsof t 
Microsoft a  travaill é depui s 199 7 su r l'intégratio n d e la  technologi e d e la  reconnaissanc e 
vocale à  so n systèm e d'exploitation . À  l'époque , Bil l Gate s prévoyai t di x an s pou r qu e l a 
reconnaissance vocal e devienn e l e troisièm e moye n d'interactio n ave c l'ordinateu r (ave c l a 
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souris e t l e clavier) . E n 2007 , Microsof t a  intégr é l a reconnaissanc e vocal e à  so n nouvea u 
système d'exploitatio n Vist a pou r qu'ell e soi t accessibl e à  tout e applicatio n installé e su r l e 
système. Duran t ce s di x ans , Microsof t a  développ é plusieur s application s basée s su r l a 
reconnaissance vocal e tell e qu e Narrator^.  Avan t ça , ell e travaillai t e n collaboratio n ave c 
Camegie Mello n Universit y (CMU ) pou r l a mis e e n plac e d'u n moteu r d e reconnaissanc e 
vocale. E n effet , il s on t réuss i à  développe r quatr e version s d e moteu r d e reconnaissanc e e t 
leurs standard s associé s regroupé s dan s SAP I 4  (Speec h Applicatio n Programmin g 
Interface). Ensuit e Microsof t a  travaill é su r l e développemen t d e so n propr e moteu r d e 
recormaissance e t ell e a  réuss i à  mettr e e n plac e l a versio n SAP I 5. 3 qu i incl u l e français . 
Pour plus de détails su r ce standard, on peut consulte r (Microsof t 2010) . 
Le moteur d e reconnaissance vocale de Microsoft es t basé su r les modèles d e Markov cachés . 
Il es t compos é d e différent s module s incluan t plusieur s élément s d e Sphin x e t HTK . L a 






















Text .\ cnnalîsation 
Figure 2. 1 Architecture d u moteur de reconnaissance vocal e d e Microsoft . 
Tirée de Odel l e t Mukerjee (2007 , p.l 162) 
' Application basique de synthèse vocale pour l a lecture de documents texte. 
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Le systèm e commenc e pa r l e traitemen t d u signa l d'entré e dan s l e module  jront-end  pou r 
capter le s caractéristique s spectra l d e ce signal . Ainsi , chaque 1 0 ms une fenêtr e d e 25 ms es t 
appliquée a u signa l afi n d e génére r de s vecteur s MFCC . Ensuite , l e modul e Pecoder 
recherche l e mo t l e plu s proch e de s vecteur s obtenu s e n s e basan t su r l e modul e Acoustic 
model. E n s e basan t su r l e modul e Language  Model,  l e systèm e me t à  jour s l'expressio n 
générée e n choisissan t l e mot l e plus adapt é a u context e d e la  phrase . L e module Adaptation 
permet un e amélioratio n continuell e d u modèl e acoustiqu e e t l e modèl e d e langage . L e 
résultat fina l d e la  reconnaissance es t envoy é à  l'SAPI qu i l e passe à  son tou r à  l'applicatio n 
appropriée. Pou r consulte r l'architectur e détaillé e d u système , o n peu t consulte r (Odel l an d 
Mukerjee 2007) . 
2.3.1.9 Drago n NaturallySpeakin g 
Dragon NaturallySpeakin g es t u n logicie l d e reconnaissanc e vocal e qu i perme t au x 
utilisateurs d e crée r de s document s e t de s e-mails , rempli r de s formulaire s électronique s e t 
gérer leur s flux  d e travai l pa r voix . Cett e solutio n es t commercialisé e pa r la  sociét é Nuanc e 
(Nuance 2010 ) e n offran t différente s édition s orientée s métier . Dan s notr e étude , o n a  utilis é 
le moteu r d e recormaissanc e vocal e d e Drago n NaturallySpeakin g 1 0 Preferred . E n outre . 
Nuance offr e u n ki t d e développemen t logicie l (Softwar e Develope r Kit , SDK ) pou r 
l'intégration de s fonctionnalité s vocale s au x applications . L e produi t SD K d e Drago n inclu t 
trois éditions : 
• Drago n NaturallySpeakin g SD K Clien t (DSC) : pou r l e développemen t de s application s 
de reconnaissance vocal e e n temps réel . 
• Drago n NaturallySpeakin g SD K Serve r (DSS ) :  pour l e développement d'applicatio n d e 
reconnaissance vocal e en temps différé bas é sur une architecture client/serveur . 
• Drago n NaturallySpeakin g SD K AudioMinin g :  pou r l e développemen t d'applicatio n 
d'indexation vocale . 
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Dragon NaturallySpeakin g présent e plusieur s outil s permettan t l'adaptatio n d u modèl e 
acoustique e t du modèle de langage : 
• Outil s pou r l'amélioratio n acoustiqu e :  plusieurs outil s son t foumi s pou r l a vérification e t 
le réglag e d e paramètre s audio , l'optimisatio n acoustiqu e e t linguistique , l'apprentissag e 
supplémentaire, etc . 
• Outil s pou r l'amélioratio n d u vocabulair e :  ce s outil s permetten t d'ajoute r de s mot s 
uniques o u un e list e d e mot s a u vocabulaire . E n plus , d'autre s outil s permetten t d e 
scanner des documents e t analyser le s messages pour améliore r l e modèle de langage . 
D'autres outil s e t utilitaire s son t offert s pou r fair e la  transcriptio n de s fichier s sonores , la 
synthèse vocale , la création de commandes, etc . 
2.3.2 Grill e de comparaiso n 
Afin d'avoi r un e vu e comparativ e de s différent s système s détaillé s dan s l a sectio n 
précédente, o n a  représent é le s caractéristique s d e ce s système s pa r un e grill e d e 
comparaison. E n effet , l e Tableau 2- 1 représent e le s différent s système s ains i qu e les critère s 
de sélection déjà défini s (voi r section 2.2) . 
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Tableau 2-1 Grille de comparaison 
^ \ Critèr e 



















Anglais e t 
français 
Anglais 
Anglais e t 
français 
Selon l e 
dictionnaire 
construit 
Selon l e 
dictionnaire 
construit 
Anglais e t 
français 




Langage C+ + 
et langag e Jav a 
Langage C , C+ + 
et Visua l Basi c 
JSAPI 
Langage Jav a 
n/a 
Langage Jav a 
Langage C , 
C++,... 





Licence publiqu e 
Entre 245$ e t 
595$ U S pou r 
les version s 
standards san s 
SDK 
49.99 e t 189.9 9 
US 
VoiceObjects 
Developpers es t 
gratuit 
Selon le s 
fonctionnalités 
Licence BS D 
Licence non -
exclusive pour le s 
produits 
commerciaux 





Un dictionnair e 
doit êtr e construi t 
Entre 500 e t 
12000 mot s 
300 00 0 mot s 
n/a 
300 00 0 mot s 
Un dictionnair e 
doit êtr e construi t 
Un dictionnair e 

















2.3.3 Choi x du système 
Pour l a réalisatio n d e no s expérimentations , o n a  besoi n d'u n moteu r d e reconnaissanc e 
vocale foum i parm i le s différent s système s présenté s ci-dessus . O n remarque qu e plusieur s 
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systèmes n e réponden t pa s parfaitemen t à  nos critère s d e sélection . L e premier systèm e ISI P 
ne foumi t aucu n dictionnair e ave c so n moteu r d e reconnaissance . Dan s notr e étude , o n a 
besoin d'u n systèm e à  gran d vocabulaire , toutefois , i l es t trè s difficil e d e constmir e u n te l 
vocabulaire dan s l e cadr e d e c e travail . Le s deu x système s LumenVo x e t VoiceObjec t son t 
plus orienté s ver s le s applications IV R e t i l se base su r un vocabulair e d e petite taille . Pou r l e 
logiciel Winscnbe , l'entrepris e qu'i l l' a développ é es t u n partenair e d e Nuance , ains i i l es t 
fort probabl e qu'i l utilis e le s technologie s d e reconnaissanc e vocal e d e Nuance . E n c e qu i 
conceme le s deu x système s Sphin x e t HTK , o n trouv e qu'il s son t de s système s évolué s e t 
présentent beaucou p d'avantages . Toutefois , l'utilisatio n d e ce s deu x système s nécessit e 
aussi la  constructio n d'u n gran d vocabulaire . L e systèm e ViaVoic e répondan t auss i à  no s 
critères d e sélectio n mai s n'étan t plu s supporté , o n a  préfér é d e choisi r le s deu x système s 
restants, à  savoir Drago n NaturallySpeakin g e t celu i foum i pa r Microsoft . Ce s deux système s 
répondent parfaitemen t à  no s critères . E n effet , c e son t de s système s d e reconnaissanc e 
automatique d e la  parole continu e basé s su r u n gran d vocabulaire . E n plus , leur s moteur s d e 
reconnaissance son t accessible s pa r l e langag e d e programmatio n Jav a e t il s son t tou s le s 
deux compatible s ave c l e standar d JSAPI . E n outre , il s permetten t l'ajou t d e nouveau x 
termes e t expressions à  leurs dictionnaires . 
2.4 Système s d'évaluatio n 
Dans cett e section , o n présenter a le s différente s métrique s utilisée s dan s notr e étude . D'un e 
part, ce s métriques serviron t à  évaluer le s deux moteur s d e reconnaissance automatiqu e d e l a 
parole qu'o n a  utilisés . D'autr e part , elle s serviron t à  compare r leu r performanc e d e 
reconnaissance e t leurs capacités de détection de mots clés . 
2.4.1 Tau x d e reconnaissance d u système d e RA P 
Les système s d e reconnaissanc e automatiqu e d e la  parol e peuven t êtr e classifié s suivan t 
différents critères . Néanmoins , l e critèr e d e comparaiso n l e plu s significati f es t l e tau x d e 
reconnaissance. C e demie r var i selo n le s erreur s qu'u n systèm e d e reconnaissanc e 
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automatique d e la  parole peu t commettre . L'estimatio n d e ce s erreur s penne t l'évaluatio n d e 
la performanc e d'u n systèm e d e reconnaissanc e vocal e donn é e t de le comparer à  d'autre s 
systèmes. O n distingue troi s type s d'erreur s pouvan t êtr e commise s pa r u n système de 
reconnaissance automatiqu e de la parole continue : 
• Erreu r d'omissio n (D ) :  le mot prononcé n'es t pa s recormu pa r l e système. 
• Erreu r d'insertio n (I ) :  un mot n'es t pa s prononcé, mais reconnu pa r le système. 
• Erreu r d e substitution (S) : le mot prononcé es t reconnu comm e un autre mot . 
Dans notr e étud e o n a utilis é l'outi l d'évaluatio n HResults  foum i ave c l e systèm e de 
reconnaissance automatiqu e d e l a parol e HT K (Young , Odel l e t al. 1995) . Ce t outi l perme t 
l'estimation d e ce s troi s erreur s e n s e basan t su r u n algorithm e d e comparaiso n dynamique . 
Ainsi, le Taux de Mots Correc t (TMC ) (Wor d Correc t Rate , WCR) es t calculé comme sui t : 
TMC= 100 % X ^^^- ^ (2.1) 
où N  est le nombre tota l d e mots dan s la  transcription original e (transcriptio n manuell e 
produite pa r un humain) . 
Cependant, la  métrique TM C n e tient pa s compt e de s erreur s d'insertion . O n peu t alor s 
estimer l e Taux d e Précision (TP ) (Percen t Accuracy , PA ) calcul é comme sui t : 
TP=iOQo/^x'-^^ (2.2 ) 
La pris e e n compte de s erreur s d'insertio n perme t auss i d'estime r l e Taux d'Erreu r (TE ) 
(Word Erro r Rate , WER) qu i s'écri t sou s la forme suivant e : 
TE=\-TP=\QQ%x ^^^  (2.3 ) 
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On remarqu e qu e l e tau x d'erreu r es t plus sévèr e qu e l e taux d e mots correc t puisqu'i l tient 
compte de s erreurs d'insertion . Toutefois , dan s l e cas d'un systèm e d e détection d e mots clés , 
on peu t obteni r u n taux d'erreu r supérieu r à  1 , ou encor e u n tau x d e mots correct s inférieu r à 
0. Cec i es t observabl e dan s de s ca s extrême s o ù l e nombr e d'insertio n es t plu s gran d qu e l e 
nombre de mots à  reconnaître. 
2.4.2 Le s métriques d e performance d e l'indexatio n 
La majorit é de s métrique s utilisée s pou r représente r l a performanc e d'u n systèm e son t 
dérivées d e la  matrice d e confusion (voi r Figure 2.2) . Cette demière, appelée auss i tablea u d e 
contingence, es t un e matric e o ù chaqu e colonn e représent e l e nombr e d'occurrence s d'un e 
classe réell e e t chaqu e lign e représent e l e nombr e d'occurrence s d'un e class e estimée . L e 
problème d e détection d e mots clé s peut êtr e considéré comm e un problème d e classification . 
Ainsi, o n considèr e le s deu x classe s Correct e e t Incorrect e {C,  / } , chaqu e instanc e d e 
l'ensemble de s données es t alor s libell é C  ou I . L'évaluation d e la  performance d'u n systèm e 
de détection d e mots clés peut êtr e dégagée par l'analyse d e la matrice d e confusion. E n effet , 
elle perme t notammen t d e savoi r combie n d'instance s Correct e son t faussemen t classée s 








Classe réell e 
C I 
Vrai Positi f 
Faus Négati f 
Faux Positi f 
Vrai Nég*atif 
P N 
Figure 2.2 Matrice d e confusion . 
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Comme représenté e dans la  Figure 2.2 i l y a quatre types de sorties : 
• Vra i Positi f (Trae Positive) :  si l'instance es t Correcte e t es t classée Correcte . 
• Fau x Négati f (False Négative) :  si l'instance es t Correcte mai s elle est classée Incorrecte . 
• Vra i Négati f (Tme Négative) :  si l'instance es t Incorrecte e t es t classée Incorrecte . 
• Fau x Positi f (False Positive) :  si l'instance es t Incorrecte mais elle es t classée Correcte . 
Dans notr e étude , on a  utilisé l e taux d'erreu r e t le taux d e mots correct s pour l a comparaiso n 
de deu x système s d e reconnaissanc e vocale . Cependant , pou r l'évaluatio n d e la  performanc e 
de détectio n d e mot s clés , o n a  utilis é d'autre s métrique s :  l e rappel , l a précisio n e t la  F -
mesure. 
• L e rappe l :  l e rappe l es t l e nombr e d e mot s clé s correctemen t détecté s a u regar d d u 
nombre de mots clés à  détecter . 
, _ nombre  de  mots  clés  correctement  détectés  (' 2 4' ) 
nombre de  mots  clés  à détecter 
Le rappel peu t êtr e calculé à  partir de la matrice de confusio n 
_ ,  Vrai  Positif 
Rappel - Vrai Positif  +Faux  Négatif 
La précisio n :  la précisio n es t l e nombr e d e mot s clé s correctemen t détecté s pa r rappor t 
au nombre total de mots clé s détectés . 
r, ,  .  .  nombre  de  mots  des  correctement  détectés  /- o ç \ 
Précision =  •  {^•~>) 
nombre total  de  mots  clés  détectés 
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La précision peu t êtr e calculée à  partir de la matrice de conftasio n 
_ ,  .  .  Vrai  Positif 
rrecision ~ Vrai Positif  +Faux  Positif 
• F-mesur e :  la  F-mesur e combin e l a valeu r d u rappe l es t cell e d e l a précisio n e n un e 
mesure unique . 
F-mesure =  — i Î  (/^-^J 
Rappel Précision 
2.4.3 Courb e Rappel/Précisio n 
Pour tou t système , le s métriques d e rappel e t de précision changen t continuellement , e t d'un e 
façon générale , l'augmentatio n d e l'un e de s métrique s entraîn e la  diminutio n d e l'autre . 
Ainsi, on a  tracé de s courbes rappel/précisio n pou r le s deu x moteur s e t selo n le s deux profil s 
afin d'étudie r l'évolutio n d e la  précisio n e n fonctio n d u rappel . U n systèm e qu i aurai t u n 
rappel e t une précision égau x à  1 , signifie qu'i l détect e tous les mots clés , et rien  que les mot s 
clés. Dan s c e cas , o n aura , comm e courbe , un e droit e horizontal e don t l'ordomi é es t égal e à 
1, toutefois , c e ca s es t quasimen t impossibl e à  atteindre . L a Figur e 2. 3 illustr e l'allur e 








Figure 2.3 Ca s idéal e t cas typiqu e 
d'une courb e rappel/précision . 
Dans l a littérature , o n parl e d e la  courb e rappel/précisio n interpolé e o ù la  précisio n es t 
calculée pou r de s valeur s standardisée s d u rappe l d e 0  à  100 % pa r pa s d e 10% . Pou r notr e 
étude, l a courb e rappel/précisio n es t obtenu e e n moyennan t le s valeur s de s précision s pou r 
chaque nivea u i  du rappe l pou r tou s le s mots . D e même , cett e courb e es t tracé e pou r chaqu e 
mot cl é séparément e n se basant su r le même principe . 
2.4.4 Les courbes RO C 
Le graph e RO C (Receive r Operatin g Characteristics ) es t un e techniqu e permettan t d e 
visualiser e t d'analyse r le s performance s de s modèle s d e classificatio n afi n d e le s compare r 
et les classifie r selo n leur s performances . 
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2.4.4.1 L'espac e d u graphe RO C 
Dans cett e section , o n présenter a l'espac e de s courbe s RO C e n s e basan t su r l'articl e d e 
(Fawcett 2006) . Comm e représent é pa r la  Figur e 2.4 , l e graph e RO C es t un e courb e o ù 
l'abscisse représent e l e taux d e Faux Positi f e t l'ordonnée représent e l e taux d e Vrai Positi f 
La lign e diagonal e ( y =  x ) désign e un e stratégi e d e prédiction s aléatoire . E n effet , s i la 
performance d'u n modèl e d e classificatio n es t représenté e su r cett e ligne , cel a signifi e qu'i l 
prédit l e même nombre de Vrai Positi f que de Faux Positi f 
La régio n au-dessou s d e cett e lign e représent e l e modèl e d e classificatio n qu i a  un e 
performance plu s mauvais e qu e cell e d'u n modèl e aléatoir e puisqu'i l produi t plu s d e Fau x 
Positif qu e d e Vra i Positi f Cependant , de s information s utile s peuven t être s dégagée s d e 
cette situatio n e n s e basan t su r l e fai t qu e la  courb e RO C es t symétriqu e pa r rappor t à  la 
diagonale (Flach and Wu 2003) . 
La performanc e d'u n modèl e d e classificatio n situé e dan s l a régio n d e performanc e 
conservative montr e qu e c e modèl e génèr e pe u d e Fau x Positi f L e point (0,0 ) représent e la 
stratégie d e n e jamais classe r un e instanc e comm e positiv e mai s toujour s comm e négative . 
Dans c e cas , l e modèl e n e class e aucu n Vra i Positi f e t aucu n Fau x Positi f L a stratégi e 
inverse es t représenté e pa r l e poin t (1,1 ) o ù l e modèl e n e class e aucun e instanc e comm e 
négative. 
La performanc e d'u n modèl e d e classificatio n situé e dan s la  régio n d e performanc e libéral e 
signifie qu e c e demie r possèd e u n bo n tau x d e Vra i Positi f mai s i l comme t auss i quelque s 
Faux Positi f 
Finalement, la  performanc e optimal e es t représenté e pa r l e poin t (0,1 ) qu i signifi e qu e l e 
modèle classe correctemen t toute s les instances . 
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Figure 2.4 Le graphe ROC. 
Tirée de Hamel (2008, p. 7) 
2.4.4.2 Utilisatio n des courbes ROC 
Comme mentionné dans le paragraphe précédent, la courbe ROC permet la représentation du 
taux d e Fau x Positi f e n fonctio n d u tau x d e Vra i Positi f D'autre s représentation s peuven t 
être utiles pour l'évaluation d'un système de détection de mots clés. En effet, dan s le cas d'un 
tel système on peut représenter le taux de Faux Négatif en fonction d u taux de Faux positif 
En outre, la courbe ROC sert auss i à  représenter l e taux de Faux Positi f en fonction d u taux 
de Vra i négati f Comm e o n peu t l e remarquer , ce s courbe s permetten t d'analyse r l e 
comportement d'un système de détection de mots clés suivant différents axes . 
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2.5 Corpu s d e donnée s 
Le context e d e la  reconnaissanc e automatiqu e d e la  parol e spontané e es t u n context e trè s 
particulier dan s c e domaine . Ainsi , o n n e dispos e d'aucu n corpu s préalabl e permettan t 
d'estimer l a performanc e d e reconnaissanc e à  laquell e o n pourrai t s'attendre . O n a  décid é 
alors d e constmir e notr e propr e corpu s d'annotation s vocales . Pou r réalise r cett e tâche , o n a 
fait appe l à  1 5 locuteur s ( 3 femme s e t 1 2 hommes) , don t 1 2 participant s parlen t l e françai s 
comme langu e matemelle . Parm i l'ensembl e de s participants , 1 0 personne s parlen t l e 
français québécoi s e t 3  personnes parlent l e fi-ançais intemational^. 
Le corpu s d e donnée s texte s employ é pou r l'annotatio n es t l e corpu s de s loi s d u Canada . C e 
demier es t foumi pa r Irosof t pou r une utilisation restreinte pour la  recherche. 
Avant d e procéde r à  cett e expérience , u n formulair e d e consentemen t es t remi s à  chaqu e 
participant. C e formulaire a  pour but de donner une idée générale de la nature de la recherch e 
et d e c e qu'entraîn e la  participation de s locuteurs . Un e copi e d e c e formulair e es t jointe à  c e 
document (Voi r annex e VI , p. 140) . L'expérience a  eu lieu dans un environnemen t d e bureau 
calme, e t l e signa l es t acqui s pa r u n microphon e à  réductio n d e bmi t (livr é ave c Drago n 
NaturallySpeaking). Tou s le s fichiers  son t enregistré s ave c un e fréquenc e d'échantillonnag e 
de 44, 1 kHz , e t le s amplitude s son t codée s su r 1 6 bits ave c u n seu l cana l d'enregistrement . 
Chaque séanc e d'enregistrement es t d'une duré e d'une heure . Duran t cett e séance , le locuteu r 
doit choisi r un document, à  partir du corpu s texte , e t le lire. Durant la lecture, le locuteur peu t 
choisir n'importe quelle s zones de texte e t l'armoter vocalemen t d'un e faço n naturell e (parol e 
continue e t spontanée) . L'annotatio n vocal e ains i qu e l e text e annoté , son t enregistré s e t 
ajoutés à  la  bas e d e données . L e locuteu r répèt e ce s opération s e n choisissan t d'autre s 
documents jusqu'à l a fin de la séance. 
~' Langue française excluant les réglonalismes lexicaux et syntaxiques. 
47 
Comme résultat , o n a  obtenu 65 3 annotation s vocales , pou r un e duré e total e d e 3  heures. L a 
durée moyenn e d'un e annotatio n es t d e 1 6 secondes . L a phas e d e l'annotatio n vocal e es t 
suivie pa r un e étap e d e raffinemen t qu i consist e à  élimine r le s fichier s corrompus . Pa r 
conséquent, l e nombre final  de s annotation s es t pass é à  617 annotations . I l es t à  noter qu'o n 
a obtenu peu de donnée mais ça correspond à  la réalité applicative . 
2.6 Processu s expérimenta l 
L'indexation d'annotation s vocale s es t basée , dan s notr e étude , su r l e résulta t d e la 
transcription obtenu e à  parti r d'u n moteu r d e reconnaissanc e automatiqu e d e l a parol e 
continue basée su r un grand vocabulaire . Ainsi , on a  fixé les objectifs suivant s : 
• Évalue r e t compare r l a performanc e d e la  reconnaissanc e vocal e d e deu x moteur s d e 
reconnaissance automatiqu e d e la  parole continue . Le s deux moteur s qu'o n a  choisis son t 
celui d e Drago n NaturallySpeakin g e t celu i d e Microsof t livr é ave c l e systèm e 
d'exploitation Vista . Pou r accompli r cett e tâche , o n s'es t bas é su r l e tau x d e 
reconnaissance d u système de RAP. 
• Analyse r le s résultat s d e la  transcription de s deu x moteur s afi n d e détermine r le s source s 
d'erreurs e t les causes possibles de la mauvaise transcription . 
• Compare r e t analyse r la  performanc e d e détectio n d e mot s clé s pa r le s deu x moteurs . 
Pour atteindr e ce t objectif , o n a  utilis é l e rappel , la  précisio n e t l a F-mesur e comm e 
métriques d'évaluation . 
• Étudie r la  relation entr e la  bonne détectio n de s mot s clé s e t le s fausse s alarmes . Dan s c e 
cas, on a  utilisé les courbes ROC . 
• Étudie r l'influenc e d e l a performanc e d e la  reconnaissanc e vocal e su r cell e d e 
l'indexation vocale . 
Afin d'atteindr e ce s objecfifs , i l es t nécessair e d e passe r pa r plusieur s étape s comm e l a 
transcription, l'indexation , l e calcu l de s métriques , etc . L a Figur e 2. 5 es t un e schématisatio n 
des étapes depui s l'annotatio n vocal e par un locuteur jusqu'à l'analys e de s données . 
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Figure 2.5 Processus expérimental. 
2.6.1 Annotation vocale 
L'annotation vocal e consiste à lire un document et de l'annoter vocalemen t comme expliqué 
dans l a sectio n 2.5 . Cette étap e a  comm e premie r objecti f l a constmctio n d'u n corpus 
d'annotations vocale s pou r teste r le s performance s d'u n systèm e d e reconnaissanc e 
automatique d e la parole . Toutefois , i l est possible d'annote r u n document pou r réalise r 
simplement l a transcriptio n de s annotations obtenues , e t par la suit e l'indexatio n d e ce s 
demières. 
2.6.2 Apprentissag e 
Avant de commencer l a séance de l'enregistrement, chaqu e participan t doi t passe r par une 
phase d'apprentissage d'un e durée de 20 minutes. Cette étape conceme la création d'un profi l 
pour l e locuteur , pui s l'entraînemen t de s deux moteur s d e reconnaissance d e la parole . 
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L'apprentissage s e fai t e n lisan t à  voix haut e quelque s paragraphe s afi n qu e l e moteur adapt e 
ses modèle s à  la voix d u locuteur . Le s modèles acoustique s entraîné s von t êtr e utilisé s pa r la 
suite dans la phase de transcription automatiqu e de s annotations . 
2.6.3 Transcriptio n 
On distingue deux types de transcription : 
• L a transcriptio n manuell e :  chaque annotatio n vocal e es t transcrit e manuellemen t pa r u n 
humain. Cec i consist e à  écouter l'annotatio n vocal e e t écrire , dans u n fichier  texte , ce qu i 
a ét é dit . O n a  essay é d e transcrir e l e plu s fidèlement  possibl e le s annotation s vocales . 
Toutefois, l e context e es t parfoi s u n pe u fiou  (annotatio n trè s courte ) o u l'expressio n 
n'est pa s tro p claire , dans c e cas i l es t difficile d e détermine r l e mot exact . E n outre , on a 
remarqué qu e parfoi s le s locuteur s utilisaien t de s terme s anglophone s o u de s terme s 
québécois qu i n'appartiennen t pa s à  l a langu e française . Ce s terme s son t considéré s 
comme des mots hors vocabulaire . 
• L a transcriptio n automatiqu e :  chaque annotatio n vocal e es t transcrit e automatiquemen t 
par le s deu x moteur s d e reconnaissanc e vocale . Chaqu e moteu r transcri t l'annotatio n 
deux foi s :  la première foi s ave c un profi l san s apprentissag e e t la  deuxièm e foi s ave c l e 
profil d e chaqu e locuteur . Pa r l a suite , on pourr a évalue r e t compare r l a performance de s 
deux moteurs selo n l e profil san s apprentissage e t celui ave c apprentissage . 
Par conséquent , o n a  obten u pou r chaqu e annotatio n vocal e u n fichie r contenan t s a 
transcription manuell e e t quatr e fichiers  résultant s d e l a transcriptio n automatiqu e de s deu x 
moteurs (voi r Figure 2.6) . 
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Figure 2.6 Organisation de s fichiers  résultant s de la transcription . 
2.6.4 Normalisatio n 
La phas e d e normalisatio n consist e à  préparer tou s le s fichier s obtenus , pa r le s transcription s 
manuelles e t automatiques , à  la  phas e d e l'évaluation . E n effet , chaqu e fichie r doi t subi r le s 
opérations suivante s : 
• Converti r tou s les nombres e n lettres (exemple 200 0 devient :  deux milles) . 
• Elimine r le s caractères spéciau x e t les ponctuations . 
• Élimine r l e résulta t d e l a prononciatio n de s commande s vocale s (ca s d e Drago n 
N aturall ySpeaking). 
• Converti r tous les caractères en minuscules . 
• Mettr e chaque mot d u fichier e n une ligne. 
2.6.5 Évaluatio n 
La phas e d'évaluatio n consist e à  comparer , e n s e basan t su r l'algorithm e d e comparaiso n 
dynamique, le s fichier s transcrit s pa r u n humai n e t le s fichier s transcrit s automatiquement . 
Ceci revien t à  calcule r l e tau x d'erreu r e n utilisan t l'outi l HResults  foum i ave c l e moteur d e 
reconnaissance vocal e HTK . Dan s cett e étape , le taux d'erreu r es t calcul é pour chaqu e fichie r 
séparément. Dan s la  phase d'analyse , la  moyenne pondéré e des tau x d'erreu r es t calculé e pa r 
locuteur, pa r moteu r e t profi l e t pa r dialecte . O n a  choisi l a moyenne pondéré e parc e qu'ell e 
est plu s significativ e qu e l a moyenn e arithmétique , puisqu'ell e pren d e n considératio n l e 
nombre de mots dans le fichier . 
2.6.6 Indexatio n 
La phas e d'indexatio n consist e d'un e par t à  identifie r le s fichier s sonore s qu i contiennen t l e 
mot cl é recherché , e t d'autr e par t à  évalue r l a performanc e d e cett e recherche . Ainsi , o n a 
calculé l a matrice d e confusio n pou r chaqu e mo t clé , e t à  partir d'ell e o n a  calculé l e rappel , 
la précisio n e t la  F-mesure . Ce s troi s métrique s seron t pa r la  suit e recalculée s pou r tou s le s 
locuteurs o u bien pour chaque locuteu r selo n le besoin. 
2.6.7 Analys e 
L'analyse e t l'interprétatio n de s donnée s nécessiten t un e organisatio n de s valeur s de s 
différentes métrique s calculée s précédemment . Ainsi , o n regrouper a le s résultat s dan s de s 
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tableaux selo n de s axe s d'analys e bie n déterminés . E n outre , pou r facilite r davantag e 
l'analyse, o n présentera le s résultats pa r des courbes selo n plusieur s critères . 
2.7 Conclusio n 
Dans c e chapitr e o n a  exposé différent s système s d e reconnaissance vocale . Ainsi , o n a  fixé 
des critère s d e sélectio n permettan t d'identifie r le s moteur s d e reconnaissanc e vocal e qu i 
répondent l e mieu x à  no s condition s expérimentales . O n a  décid é d'exploite r l e moteu r d e 
reconnaissance vocal e d e Drago n NaturallySpeakin g e t celu i d e Microsof t livr é ave c l e 
système d'exploitatio n Vist a pou r la  réalisatio n d e notr e étude . L a deuxièm e parti e d e c e 
chapitre a  ét é consacr é à  la  présentatio n de s différente s métrique s utilisée s dan s l e cadr e d e 
cette étud e pou r évalue r e t compare r la  performanc e de s deu x moteur s d e reconnaissanc e 
vocale. O n a  tennin é c e chapitr e pa r la  descriptio n d e notr e processu s expérimental . C e 
demier englob e toute s le s étapes nécessaires pou r l'analys e de s performances d e transcriptio n 
et d'indexatio n de s deu x moteurs . Toutefois , o n n' a pa s abord é le s aspect s pratique s qu i 
feront l'obje t d u chapitre suivant . 
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CHAPITRE 3 
PRÉSENTATION D U SYSTÈM E 
Ce chapitre couvr e les différents élément s qu'on a  utilisés pour la mise en place d'un systèm e 
d'indexation d'annotation s vocales . C e systèm e es t développ é d'un e par t pou r évalue r e t 
comparer l a performanc e d e reconnaissanc e vocal e e t cell e d e l'indexatio n vocal e d e deu x 
moteurs d e reconnaissanc e automatiqu e d e la  parole . D'autr e part , pou r permettr e à 
l'utilisateur d e fair e l a recherche d e mots clé s dans de s fichier s sonores . E n outre , i l peut êtr e 
utilisé comm e u n outi l d e démonstratio n de s fonctionnalité s d e l a technologi e d e 
recormaissance vocale . 
On présenter a dan s u n premie r temp s la  base d e donnée s qu'o n a  constmi t pou r conteni r le s 
données utilisée s pa r notr e application . D e même , o n exposer a l e modèle relationne l afi n d e 
décrire le s différente s table s e t leur s attribut s ains i qu e le s interaction s entr e elles . Dan s u n 
deuxième temps , on abordera les éléments exteme s indispensable s a u bon fonctionnemen t d e 
notre application . Ainsi , o n présenter a l'interfac e d e programmatio n d'applicatio n d e 
reconnaissance vocal e (SAPI) , e t l'AP l Jav a pou r le s application s vocale s (JSAPI) , qu i 
forment le s élément s d e bas e d e communicatio n d e notr e systèm e ave c le s moteur s d e 
recoimaissance vocale . O n exposera pa r la  suite les deux type s d e grammaires supportée s pa r 
JSAPI. L a demière parti e d e c e chapitr e ser a concemé e à  décrire le s principaux élément s e t 
fonctionnalités d e l'application développée . 
3.1 Bas e de donnée s 
L'étude préalabl e d e notr e proje t d e développemen t a  dévoil é l a nécessit é d e 
l'implémentation d'un e bas e de données pou r l e stockage de s données d'un e faço n stmcturé e 
et ave c moin s d e redondance . E n effet , l'analys e de s performance s de s deu x moteur s d e 
reconnaissance vocal e nécessite la  manipulation d'un e grand e quantit é d e données . E n outre , 
ces demier s son t diversifié s e t proviennent d e plusieur s sources . Ainsi , tou t a u lon g d e notr e 
processus d'expérimentation , la  bas e d e donnée s es t alimenté e d e différent s type s 
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d'information telle s qu e le s référence s de s annotation s vocales , le s transcriptions , l a duré e 
d'annotation, le s valeur s de s mesures , etc . Cec i permettr a u n accè s simpl e e t rapid e à 
l'information tou t en assurant la validité et la cohérence des données. L'utilisation d'une base 
de donnée s présent e u n autr e avantag e dan s l e cadr e d e notr e étude . E n effet , ell e perme t 
l'automatisation d e certaine s tâche s comm e l a transcriptio n automatique , l'évaluatio n e t 
l'indexation d e toutes les annotations vocales . Ainsi, i l suffir a d e cliquer su r un seul bouton 
pour déclencher l'exécution de ces tâches. 
Pour la création e t la gestion de notre base de données, on a utilisé le système de gestion de 
base d e données HSQLD B (HSQLD B 2010) . C e demier es t écri t entièremen t e n Java e t i l 
offre u n moteur de base de données rapide et léger. En outre, ce système est disponible sous 
une licence BSD^ et il est facile de l'intégrer à  l'application. 
Comme représenté e pa r l e modèl e relationne l (voi r Figur e 3.1) , notr e bas e d e donnée s 
contient 1 5 tables . O n peu t remarque r qu e ce s table s stocken t toute s le s information s 
indispensables aux calculs des métriques, et par la suite l'analyse des résultats. 
i Mrt M 
fmtt 









Figure 3.1 Schéma relationnel. 
^Berkeley Software Distribution: une licence libre utilisée pour l a distribution de logiciels. 
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3.2 SAPI 
L'interface d e programmatio n d'applicatio n d e reconnaissanc e vocal e (Speec h Applicatio n 
Programming Interface , SAPI ) es t u n ensembl e d e classe s e t fonction s développée s pa r 
Microsoft, qu i perme t d'inclur e de s fonctionnalité s d e l a technologi e d e la  reconnaissanc e 
vocale à  un e applicatio n informatique . E n effet , l e SAP I jou e l e rôl e d'intermédiaire , e n 
foumissant un e couch e d'interfaçage , entr e l e moteu r d e reconnaissanc e vocal e (et/o u l e 
synthétiseur) e t l'application . Différente s version s on t ét é développées , l a plu s récent e es t 
SAPI 5. 3 (Microsof t 2010 ) qu i présent e un e nouvell e architectur e .  E n effet , contrairemen t 
aux version s précédente s qu i permetten t un e interactio n direct e entr e l'applicatio n e t l e 
moteur de reconnaissance, l e SAPI 5  communique ave c l'application pa r l'intermédiaire d'u n 
composant (SAP I Runtime ) qu i propos e u n ensembl e d'interface s pou r assure r cett e 
opération. Pou r élimine r la  dépendanc e d e l'applicatio n à  u n moteu r d e reconnaissanc e 
particulier, l e SAP I pass e pa r un e composant e appelé e Device-Drive r Interfac e (DDI ) pou r 




SAPI Runtim e 
Récognition 
Engine TT'6 Engine 
Figure 3.2 Architecture d e base de SAPI 5 . 
Notre applicatio n doi t communique r ave c deu x moteur s d e reconnaissanc e vocal e qu i s e 
basent su r deu x architecture s différentes . E n effet , l e moteu r d e Drago n NaturallySpeakin g 
^ Les quatre premières versions sont développées par Microsoft e n se basant sur les travaux de CMU (Carnegie 
Mellon University) . 
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est compatibl e ave c SAP I 4 , alor s qu e celu i d e Microsof t es t bas é su r SAP I 5 . Ainsi , o n a 
alors décid é d'utilise r un e autr e AP I nomm é JSAP I (Jav a speec h API ) (SU N Microsystem s 
1998) qui v a assure r l a communication entr e notre applicatio n e t les deux autre s SAP I (SAP I 
4 e t SAPI5 ) e t pa r l a suit e ave c le s deu x moteur s d e reconnaissance . Contrairemen t à  SAPI , 
JSAPI n'es t qu'un e définitio n d'interface s permettan t l a communicatio n ave c le s moteur s d e 
reconnaissance vocal e e t leur s intégration s à  de s application s développée s e n langag e Java . 
Son utilisatio n nécessit e l'implémentatio n e t l e développemen t de s interface s déj à définis . 
Ainsi, différente s compagnies , tel s qu e sourceforce , IBM , Festival , Clou d Garden , etc. , on t 
implémenté, généralemen t e n partie, ce standard . 
3.3 Grammair e 
Le contrôl e d e l'activit é d'u n moteu r d e reconnaissanc e automatiqu e d e la  parol e pa r un e 
application commenc e pa r l e contrôl e d e s a grammaire . Cett e demièr e représent e l'ensembl e 
de tou s le s mots , o u expression s d'un e faço n plu s générale , qu i composen t l e dictionnair e e t 
qui peuven t êtr e prononcé s pa r l e locuteur . E n plus , i l défini t la  manièr e don t ce s mot s 
doivent êtr e prononcé s e t le s règle s d'utilisatio n d e la  grammair e appropriée . D'u n poin t d e 
vue technique, un e grammaire es t un objet d e JSAPI qu i constitue une composante principal e 
du processu s d e reconnaissanc e automatiqu e d e la  parole . JSAP I support e deu x type s d e 
grammaire :  grammair e d e dicté e {dictation  grammar)  e t grammair e régulièr e {regular 
grammar). 
3.3.1 Grammair e d e dicté e 
Ce typ e d e grammair e es t adopt é pa r le s application s vocale s utilisan t u n gran d vocabulair e 
comme le s application s d e dicté e vocale . E n outre , la  grammair e d e dicté e n'impos e pa s 
beaucoup d e contrainte s su r c e qu i peu t êtr e prononcé . Cependant , cett e fiexibilité  nécessit e 
une grande capacité de traitement e t tend à  générer plus d'erreurs pa r rapport à  l'autre typ e d e 
grammaire. E n plus , la  grammair e d e dicté e gèr e beaucou p plu s d e mot s entraîné s su r d e 
grands corpu s d e données acoustique s e t textuelles e n s e basant su r des modèle s statistiques . 
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La construction d e ce type de grammaire es t une opération trè s complexe e t souvent n e se fai t 
pas pa r l e développeu r d e l'applicatio n vocale . Le s système s d e reconnaissanc e automatiqu e 
de la parole qui support e l a grammaire de dictée l'incluen t à  leurs moteurs d e reconnaissance . 
Toutefois, le s développeurs peuven t optimise r la  grammaire pa r l'ajou t d e nouveaux mots . 
3.3.2 Grammair e régulièr e 
La grammair e régulièr e o u encor e la  grammair e d e command e e t de contrôl e (command  and 
control grammar)  es t un e représentation textuell e des mots qu i peuvent êtr e prononcés. Cett e 
grammaire es t utilisé e principalemen t pa r le s application s d e command e vocal e basée s su r 
des moteur s d e reconnaissanc e vocal e qu i n e supporten t pa s u n gran d vocabulaire . 
Contrairement à  la  grammair e d e dicté e qu i support e le s deu x version s d e SAPI , la 
grammaire régulière es t supportée seulemen t par SAPI 5 . 
L'implémentation d e l a grammair e régulièr e nécessit e l a définitio n d e certaine s règle s e t 
l'utilisation d'un e syntax e bie n définie . Jav a Speec h Gramma r Forma t (JSGF ) représent e le s 
spécifications d e cett e grammair e e n adaptan t l e styl e e t le s convention s d u langag e d e 
programmation Java . Pour la  description détaillé e d e JSGF on peut s e référer à  (Sun 1998) . 
La grammaire régulièr e es t utilisée principalement pou r les systèmes d e commande vocale , et 
par la  suit e n e fer a pa s l'obje t d e notre étude . Pa r contre , l a grammair e d e dicté e correspon d 
parfaitement à  no s condition s d'expérimentations . Ainsi , ell e ser a exploité e pou r l e 
développement d e notre système . 
3.4 Applicatio n 
On a  développ é u n système , e n langag e d e programmatio n Java , qu i englob e le s différente s 
étapes d e notr e processu s expérimental . C e systèm e permet , entr e autres , l'évaluatio n e t l a 
comparaison de s performance s d e transcriptio n e t d'indexatio n d e deu x moteur s d e 
reconnaissance d e l a parole . Comm e représent é dan s la  sectio n 2.5 , notr e processu s 
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expérimental commenc e pa r l a constmctio n d'u n corpu s d'annotatio n vocal e e n utilisan t de s 
textes extrait s d u corpu s de s loi s d u Canada . Aprè s leu r raffinement , le s annotation s vocale s 
sont transcrite s pa r u n humai n pui s pa r le s deu x moteur s d e reconnaissanc e vocal e selo n u n 
profil san s apprentissage e t un autre avec apprentissage . Ensuite , les différentes transcription s 
ont ét é normalisée s afi n d e calculer , pa r la  suite , le s métrique s liée s a u tau x d e 
reconnaissance e n utilisan t l'outi l HResults . L'étap e d'indexatio n perme t notammen t d e 
calculer de s métrique s pou r l'évaluatio n de s performance s d e détectio n d e mot s clé s e n s e 
basant su r le s matrice s d e contingences . L a demièr e étap e consist e à  organise r le s résultat s 
dans de s tableau x e t trace r de s courbe s pou r facilite r l'analys e e t l'interprétatio n d e ce s 
résultats selo n différent s axe s d'analyse . Tou t a u long de ce processus, la  base de données es t 
alimentée pa r le s donnée s e t le s résultat s obtenus . L a communicatio n d e notr e systèm e ave c 
les deu x moteur s d e reconnaissanc e es t assuré e pa r JSAP I qu i interagi t ave c SAP I 4  (pou r 
Dragon NaturallySpeaking ) e t SAP I 5  (pou r Microsoft) . L a Figur e 3. 3 représent e 
l'architecture d e notre système . 
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Figure 3.3 Architecture du système développé. 
3.4.1 Fenêtr e principale 
Afin d e bien gérer les modules de notre application, on a crée une fenêtre principal e souven t 
connue sous l e nom de document à  multiple interfac e (Multipl e Document Interface , MDI) . 
Ceci perme t d e mieu x gére r le s autre s fenêtre s enfant s d e l'applicatio n tou t e n permettan t 
l'échange d e données entr e ces fenêtres. E n outre, la fenêtre MD I inclut une barre de menu 
facilitant ains i la navigation dan s l'application, e t une barre d'état affichan t de s information s 
jugées importantes. La Figur e 3.4 montre la fenêtre MDI de notre application. 
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Figure 3.4 Fenêtre MDI . 
3.4.2 Fonctionnalité s principale s 
La fenêtr e principal e de notre applicatio n regroup e un ensemble d'outil s e t de fonctionnalité s 
qui peuven t êtr e utilisé s indépendammen t d e notr e processu s expérimental . E n d'autre s 
termes, ce s outil s peuven t êtr e utilisé s pou r exécute r de s tâche s générale s telle s qu e 
l'enregistrement d e séquence s audio , lectur e d e fichie r audio , reconnaissanc e vocale , etc. 
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Figure 3.5 Fonctionnalités principales du système. 
La premièr e partie , permet l'allocatio n d e ressources pou r deu x moteur s d e reconnaissanc e 
vocale. En plus, le nom, le profil e t l'état d e chaque moteur sont affichés dan s cette zone. À 
un instant donné, un moteur doit être dans un seul état des quatre états suivants : 
• ALLOCATE D :  cet éta t signifi e qu e les ressources (processeur , mémoir e e t disque dur ) 
sont réservées pour le moteur concerné. En outre, un accès exclusif a u microphone e t au 
haut parleur est accordé au moteur. 
• DEALLOCATE D :  dans l e ca s o ù l'applicatio n n' a plu s besoi n d u moteur , c e demie r 
passe à  l'éta t Deallocated . Cel a signifi e qu e toute s le s ressource s accordée s a u moteu r 
seront libérées pour être utilisées par d'autres applications . 
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• ALLOCATIN G RESOURCE S :  cet éta t signifi e qu e le s ressource s son t e n trai n d'êtr e 
allouées a u moteur . Cett e opération es t u n pe u lente , ell e peu t prendr e quelque s seconde s 
ou mêm e quelques minutes . 
• DEALLOCATING_RESOURCE S :  ce t éta t signifi e qu e le s ressource s accordée s a u 
moteur son t e n trai n d'êtr e libérées . Pou r l e bo n déroulemen t d e cett e opération , i l fau t 
s'assurer qu e le moteur n'es t plu s utilisé par l'application . 
11 existe d'autre s sous-état s qu i faciliten t l a synchronisatio n entr e le s différent s moteur s e t 
permettent un e bonn e utilisatio n d e leur s fonctionnalités . E n effet , dan s l e ca s o ù l e moteu r 
est à  l'éta t Allocated , i l peu t passe r dan s l'u n o u l'autr e d e ce s sous-état s :  PAUSED , 
RESUMED, PROCESSING , LISTENING , SUSPENDED , COMMITTED , FOCUS_ON , 
FOCUS_OFF. 
En cliquan t su r l e bouto n ALLOCATE , un e nouvell e fenêtr e s'affich e e t l'utilisateu r peu t 
choisir parm i le s différent s moteur s d e reconnaissanc e vocal e installé s su r l a machin e (voi r 
Figure 3.6) . Ainsi , le s ressource s son t allouée s a u moteu r chois i e t seron t libérée s 
automatiquement à  la fin  de la  transcription d'u n fichie r audi o o u l'arrê t d e la  reconnaissanc e 
en temps réel . L'utilisateur peu t utiliser deux moteurs d e reconnaissance e n même temps . 
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Y Recognize r 
NoAMi Dragon French NaturallySpeaking, SAPI4, Dragon Systems, Inc. 
Microsoft English (U.S.) v6.1 Recognizer, SAPI5, Microsoft 
Microsoft English Recognizer v5.1, SAPI5, Microsoft 
LOGTI 
Default Speech Profile 
* ' SAP I Developer Sample Engine, SAPI5, Microsoft 
LOGTI 
Default Speech Profile 
l 
l 
Figure 3.6 Choix du moteur de reconnaissance vocale et du profil. 
La deuxièm e parti e perme t d'enregistre r de s séquence s audi o e t d e le s sauvegarde r su r l e 
disque dur. L'utilisateur peu t choisir entre différentes combinaison s de paramètres. En outre, 
un outi l de lecture de fichiers audi o est ajout é dan s cette zone graphique . H peut être utilis é 
notamment pour écouter les enregistrements avant de les sauvegarder sur le disque dur. Pour 
nos enregistrements , o n a  fixé la fréquence d'échantillonnag e à  44,1 kH z e t le s amplitude s 
sont codées sur 1 6 bits avec un seul canal d'enregistrement. Cependant , les systèmes de RAP 
utilisés déciment le s données acoustiques à  des fréquences d'échantillonnage s qu i leurs son t 
propres. Ainsi , une conversion doi t avoi r lieu pour diminuer l a fréquence d e 44.1 kHz à  16 
kHz. 
La demièr e parti e d e cett e fenêtr e es t réservé e à  l a transcriptio n de s fichier s audio . Ainsi , 
l'utilisateur doi t identifie r u n moteur de reconnaissance (o u deux a u maximum) pui s choisi r 
le fichie r audi o à  transcrire. Le résulta t d e la transcription es t affich é dan s le s zones texte s 
créés à  ce t effet . D e même , l'utilisateu r peu t effectue r l a reconnaissanc e d e l a parol e e n 
temps réel. 
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3.4.3 Annotatio n vocale 
Pour la constmction de notre corpus vocal , on a développé une interface graphiqu e qui sert à 
l'affichage de s documents à  partir d u corpus texte . En lisan t l e document, l'utilisateu r peu t 
choisir n'import e quell e zon e text e pou r l'annote r vocalement . Pou r c e faire , i l suffi t d e 
sélectionner l a parti e à  annote r pou r déclenche r l'enregistremen t d e l a parol e (voi r Figur e 
3.7). Pou r arrête r l'enregistremen t e t termine r l'annotation , i l suffi t d e désélectionne r l e 
texte. Pa r conséquent , un e fenêtr e graphiqu e es t affiché e pou r indique r à  l'utilisateu r s'i l 
accepte o u no n l a sauvegard e d e cett e annotation . E n ca s d'acceptation , l'annotatio n e t l e 
texte annoté son t sauvegardés e t toutes les données liées à  cette opération son t ajoutées à  la 
base de données. La barre d'état en bas de la fenêtre MDI indique la durée de la session ains i 
que la durée totale des annotations pour l'utilisateur courant . 
VUce Annotation EwaluaUo n Vie w Table imkoaitkin  SiaUsltcs  Tool s 
Q A-SJHi m 
DAenasiaiion du pm d e gros moym 
(2) En déterminant le pnx de gros moyen d'un produit agncolc, le mmistrc. avec rapprolialicm du gouverneur en consal, peut ooger que Uiut otcédeal su r le paiemoil rmtrai a le s trais au compte de ventes d'une ou 
plusieurs classes soi l appliqué ârmconire de tout défiai au compte de ventes de toute autre ou toutes autres classes du produit en questioa 
S R . ch . A-6,ar t 3 
E>isconliDuaUon delalivrasoc 
4. (1) Une eiUaue conclue aux termes du paragraphe XO peut renfermer une stipulation autorisant le ministre, o i o y e ^ ^ 
agncolc à une associalton coopâative. unconditioEineur ouunor^nismedevHite. avec celle conséquence que le mioistrc ne peut are tenu responsable à l'égard d'un produit agricole livré à l'assodattoo coopérative, au 
conditionneur ou à f organisme de vente ^ ès ce t ordre. 
Approbahon des paianents aux producteurs pnmaires 
(2) a  ne peut être fait, aux producteurs primaires , de paiement rubséquen l au paiement aasai, i  mom s que le ministre n'ait au prtelablc approuvé ce paiemait subséquent-
Lâ détisiOQ du massif e est dé&mtive 
(3) En cas de désaccord quan t au pnx de gros moyen stipulé dans une cniœie conclue aux leimes d u paragraphe 3(1), la décision d u ministre est déandv t 
Le plan profite aux producteurs primaires 
(<1) Aucune Œlente ne peut are conclue aux termes du paragraphe 3(1), àmoms que le plan coopératif ne s'applique à une proportion des producteurs primaire s ffan g les lîmitix: d'une ceilame étmdue géographique ou à 
une proportion d'un produit agncole obtenu dans cette étendue géographique, telle que, de l'avis d u ministre, l'écoulement du produit agricole selon le plan coopératif profitera au x producteurs pnnaires 
Sf l ,ch . A-6,ar t 3 , 1984 , ch 40 , art 3 . 
DISPOSITIONS GÉNÉRALES 
Pouvoirs du ministre 
5.(1) A  regard d e toute entente prévue par la présente loi, le ministre, avec f approbation du gouverneur en conseil, peutpreicnre 
a) les vanalions du montant du paiemeol cmtial pour la classe fondamentale applicable i d'autre s classes d'un prodml agricole, 
b) le monlant maximal admissible, ai vertu de f entente, pour les frais de condilionnemml, de cooservatton ou de vente relatifs à  f écoulement d'un produit agncolc 
c) toute autre chose pjgee nécessaire 4 f application de la présente loi 
Idem 
Amwrtaltons t&fc54 7 Seasto n 65:11:68 4 
Figure 3.7 Annotation vocale. 
65 
3.4.4 Gestio n de la base de données 
Le modul e d e gestio n d e l a bas e d e donnée s perme t principalemen t l a consultatio n de s 
données d e l a base . Ainsi , le s donnée s son t affichée s dynamiquemen t dan s de s table s e t 
l'utilisateur peut consulter les informations e t supprimer les lignes de la table concemée. Vue 
la grand e quantit é d e donnée s à  ajouter , le s nouvelle s entrée s son t ajoutée s à  l a tabl e pa r 
programmation. Pa r exemple, une fonction es t créée pour ajoute r de s mots clés à  la base de 
données à partir d'un fichier texte. 
3.4.5 Module s d'évaluation e t analyse de données 
Comme pou r l a transcriptio n automatiqu e de s annotation s vocales , l'évaluatio n de s 
performances d e reconnaissance peut se faire par fichier ou pour tous les fichiers de la base 
de données . Ainsi , pour chaqu e fichier,  les métrique s liée s a u taux d e reconnaissance son t 
calculées e n comparant dynamiquemen t l a transcription original e e t la transcription obtenu e 
par le s moteur s d e reconnaissance . D e même , le s différente s métrique s d'évaluatio n d e 
l'indexation son t calculée s e t ajoutées à  la base de données. Plusieurs autre s classe s on t ét é 
implémentées dans le but de représenter les données dans des tableaux e t par des courbes. La 
Figure 3. 8 montr e l'ongle t contenan t le s mesure s d e tau x d e transcriptio n selo n différent s 
axes d'analyses. 
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Figure 3.8 Génération des taux de reconnaissance vocale. 
3.4.6 Recherch e de mots clés 
La phas e d'indexatio n perme t d e calcule r le s différente s métrique s indispensable s à 
l'évaluation d e l a performanc e d e détectio n d e mot s clé s dan s le s fichier s sonores . Ce s 
mesures formen t d'un e par t l a bas e d'u n systèm e d e comparaiso n entr e l e moteu r d e 
reconnaissance Drago n et celui de Microsoft. D'autr e part, elles servent à  étudier l'influenc e 
de la performance d e transcription automatiqu e sur celle de l'indexation. L'application qu'o n 
a développé e perme t d e calcule r ce s métrique s e t d e présente r le s résultat s sou s form e d e 
tableaux e t d e courbe s afi n d e facilite r l'analys e e t l'interprétation . E n plus , ell e inclu t u n 
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outil d'indexatio n permettan t l a recherch e d e mot s clé s dan s le s annotation s vocale s e n s e 
basant sur leur transcription automatique (voir Figure 3.9). 
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Figure 3.9 Recherche de mot clé. 
L'utilisateur peu t saisir n'importe quel mot clé dans la zone de texte et appuyer sur le bouton 
recherche (o u simplemen t su r l a touche entrer ) pou r affiche r toute s le s annotations vocale s 
contenant c e mot . D e même , tou s le s fichiers  de s transcription s originale s e t ceu x de s 
transcriptions automatiques sont affichés ave c le nombre de mots clés dans chaque fichier. 
Les fichiers  d e transcriptio n automatiqu e qu i n e contiennen t pa s l e mo t cl é n e son t pa s 
affichés. Cependant , leur s nom s son t remplacé s pa r l a chaîne d e caractère «  — »  indiquant 
que l e mot clé est prononcé dan s l'annotation vocale , mai s non reconn u pa r l e système. Le 
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résultat d e la  recherch e es t mi s à  jour à  chaqu e nouvea u choi x d e paramètres . Ce s demier s 
pennettent d'identifie r l e moteur d e reconnaissance e t l e profi l {Pefault  o u Trained)  su r les -
quels la  recherch e ser a réalisée . E n cliquan t su r l e no m d e fichier,  celui-c i s'ouvr e 
permettant ains i à  l'utilisateur d e lire la transcription o u d'écouter l'annotatio n vocale . 
Au cour s d e la  saisi e de mot clé , le champ de saisi e propose à  l'utilisateur l e mot cl é conten u 
dans l a bas e d e donnée s e t commençan t pa r le s caractère s déj à saisis . Ce t affichag e 
dynamique ten d à  aide r l'utilisateu r à  identifie r l e mo t cl é désiré , e t ren d ce t outi l plu s 
convivial. I l es t toutefoi s possibl e d e cherche r de s mot s clé s no n contenu s dan s l a bas e d e 
données. Dan s c e cas , l e systèm e ajout e automatiquemen t l e nouvea u mo t cl é à  l a bas e d e 
données e t effectu e l a recherch e su r l'ensembl e de s aimotation s vocale s afi n d'affiche r l e 
résultat. 
Pour chaqu e mo t clé , l e rappel , l a précision e t la  F-mesur e son t affiché s permettan t ains i d e 
comparer l a performanc e d'indexatio n pou r chaqu e moteu r d e reconnaissance . E n outre , l e 
comportement d u système pour cett e requête es t décri t par la  courbe rappel/précision . 
3.5 Conclusio n 
Dans c e chapitre , o n a  présenté l'applicatio n infomiatiqu e qu'o n a  développé e ains i qu e le s 
modules inteme s e t exteme s qu i la  composent . Ainsi , on a  décnt, e n s e basan t su r l e modèl e 
relationnel, le s tables de la base de données constmit e e t l'interaction entr e elles . On a  expos é 
par la  suit e le s interface s AP I utilisée s pou r assure r l a communicatio n d e l'applicatio n ave c 
les moteur s d e reconnaissance . I l es t à  note r qu e quelque s fonctionnalité s on t ét é utilisée s 
seulement pa r l e moteu r d e reconnaissanc e Microsoft . Cec i es t d û principalemen t à 
l'incompatibilité d e SAP I 4 (supporté par Dragon NaturallySpeaking) ave c JSAPI . 
Dans la  demièr e parti e d e c e chapitre , o n a  détaill é l'architectur e d e notr e systèm e e t le s 
différentes fonctionnalité s qu'i l présente . C e demie r perme t d e fair e exécute r deu x moteur s 
de reconnaissanc e vocal e e n parallèle . Cependant , i l es t judicieux d e mentionne r qu e cett e 
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technique n' a pa s fonctionn é pou r l e moteur d e Drago n NaturallySpeakin g e n parallèl e ave c 
celui d e Microsof t install é su r Vista . E n effet , o n n' a pa s réuss i à  fair e fonctionne r l e moteu r 
de Dragon , pa r notr e application , su r Vist a malgr é qu'i l es t bie n install é su r c e systèm e 
d'exploitation. Pa r conséquent , o n a  réalis é l a transcriptio n pa r l e moteu r d e Drago n su r l e 
système d'exploitatio n XP , alor s qu e l a transcriptio n pa r l e moteu r d e Microsof t es t réalisé e 
sur Vista . Toutefois , l'exécutio n d e deu x moteur s e n parallèl e peu t s e fair e su r Vist a s i o n 
utilise de s moteur s d e reconnaissanc e vocal e qu i traiten t u n vocabulair e anglais . D e même , 
on peu t utilise r le s deu x moteur s e n parallèl e su r Window s XP , sau f qu e l e seu l moteu r d e 
reconnaissance développ é pa r Microsof t qu i support e l e françai s es t foum i ave c l e systèm e 
d'exploitation Vista . 
CHAPITRE 4 
ANALYSE E T INTERPRÉTATIO N 
Ce chapitr e es t entièremen t consacr é à  la  présentatio n e t l'interprétatio n de s résultat s d e no s 
expériences. Tou t d'abord , o n présenter a le s résultat s d e transcriptio n e t d'indexatio n vocal e 
en employan t tou t l e corpu s vocal . O n étudiera , pa r un e première expérience , le s résultat s d e 
transcnption selo n différent s axe s d'analys e afi n d e détecte r le s source s d'erreur s possibles . 
De même , le s résultat s d'indexatio n son t analysé s afi n d e compare r le s performance s d e 
détections d e mots clé s pa r le s deux moteur s utilisés . Par l a suite , o n établir a l e lien entr e le s 
perfonnances d e transcription e t celles d'indexation . 
Ensuite, o n étudier a le s cause s de s mauvaise s performance s d e transcription s observée s lor s 
de la  premièr e expérience . O n pos e comm e hypothès e qu e l a parol e spontané e es t la  sourc e 
principale de s mauvais tau x de transcription . 
On s'intéresser a dan s l a demièr e parti e d e c e chapitr e à  l'amélioratio n de s performance s d e 
transcription pa r l'entraînemen t d u modèl e d e langage . Ainsi , o n essayer a d'adapte r l e 
modèle de langage du moteur de reconnaissance d e Dragon par différents type s de textes . 
4.1 Expérienc e 1 
Dans cett e premièr e expérience , o n a  utilis é tou t l e corpu s d'annotation s vocale s qu'o n a 
constmit antérieurement . Le s annotafions son t d'une par t transcrite s par un humain, e t d'autr e 
part pa r le s deu x moteur s d e reconnaissanc e vocale . L'évaluatio n d e la  performanc e d e 
reconnaissance s e fait su r la  base de ces transcriptions aprè s leur normalisation. A u total , on a 
2468 transcription s automatique s générée s pa r le s deu x moteur s d e reconnaissanc e vocal e 
pour l e profi l ave c apprentissag e e t san s apprenfissage . L e nombr e tota l d e mot s dan s le s 
transcriptions pa r u n humai n es t 1867 8 mots . Dan s c e qu i suit , o n procéder a à  l'analys e e t 
l'interprétation de s résultats d e la transcription e t de l'indexation de s annotations vocales . 
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4.1.1 Résulta t d e l'évaluation d e la transcription automatiqu e 
Le résulta t d e l'évaluatio n (pa r annotation ) d e l a transcriptio n automatiqu e (représent é e n 
partie par l e Tableau 4-1 ) montre que le Taux d e Mots Correc t (TMC ) e t l e Taux d e Précisio n 
(TP) varien t entr e 0% e t 100 . 
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On remarqu e qu e 1.9 % de s transcription s automatique s son t 100% o correcte s ave c un e 
précision égal e à 100%o. 
Exemple : 
Transcription manuell e :  « Loi sur le mariage civi l » 
Transcription automatiqu e :  « loi su r le mariage civi l » 
Toutefois, o n remarqu e qu e l a majorit é de s transcription s automatiques , présentan t de s tau x 
de 100%) , contiennen t seulemen t quelque s mot s (73% o de s annotation s vocale s contiennen t 
moins d e 1 0 mots) . O n remarqu e auss i qu e plu s d e l a moiti é d e ce s transcription s son t 
générées pa r l e moteu r d e Drago n ave c l e profi l entraîné . Quoique , c e demie r es t incapabl e 
de donne r l e tau x lOOV o ave c l e profi l san s apprentissage , contrairemen t à  celu i d e 
Microsoft. 
D'autre part , 5.26% ) de s transcription s automatique s son t entièremen t incorrecte s e t 
généralement ave c un TP éga l à  0%o. 
Exemple : 
Transcription manuell e :  « un centre de règlement de s différends sportif s » 
Transcription automatiqu e :  « les récentes d e l'examen de s différentes porte s » 
Ces tau x d e transcriptio n son t obtenus , dan s 90 % de s cas , ave c de s annotation s vocale s 
contenant moin s d e 1 0 mots . L e moteu r d e Drago n génèr e beaucou p plu s d e transcriptio n 
présentant u n TM C éga l à  0%  qu e celu i d e Microsof t (74.6 % de s ca s son t généré s pa r 
Dragon). Toutefois , o n remarqu e qu e 76.9% o des TM C nul s son t obtenu s pa r l e profi l san s 
apprentissage. 
D'un autr e côté , 2.4% o de s transcnption s automatique s présenten t u n T P négati f pou r de s 
TMC, généralement , inférieur s à  35%) . Les valeur s négative s son t obtenue s dan s l e ca s o ù l e 
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nombre d'insertion s es t plu s gran d qu e l e nombr e d e mot s dan s l e fichier.  Cec i peu t s e 
produire ave c le s fichier s qu i contiennen t seulemen t quelque s mot s comm e ave c ceu x qu i 
contiennent u n nombr e importan t d e mots . O n remarqu e auss i qu e 88% o d e ce s ca s son t 
générés par l e moteur de Microsoft , don t 83% ) avec le profil san s apprentissage . 
Performance d e transcription pa r profi l 
L'analyse d e l'ensemble de s transcriptions montr e un e différence important e entr e les valeur s 
des moyenne s d u TM C e t celle s d u T P pou r l e profi l san s apprentissag e e t celu i ave c 
apprentissage (voi r Tablea u 4-2) . E n effet , o n constat e u n écar t d e 17.81% o de TM C entr e l e 
profil ave c apprentissag e e t celu i san s apprentissage . Pou r l e tau x d e précision , ce t écar t es t 
de 18.39%o , en faveur d u profi l ave c apprentissage pou r le s deux taux . 
Tableau 4-2 Moyennes pondérée s 
du TMC e t TP par profi l 
TMC 
TP 
Sans apprentissag e 
43.27% 
35.17% 
Avec apprentissag e 
61.08% 
53.56 % 
Performance d e transcription pa r moteur e t par profi l 
Afin d e compare r l a perfomiance d e transcription de s deu x moteur s d e reconnaissance , o n a 
calculé le s moyenne s de s TM C e t T P pou r le s deu x profils . D'aprè s l e Tablea u 4-3 , o n 
remarque qu e le s deu x tau x son t meilleur s ave c l e profi l entraîn é pou r le s deu x moteurs . E n 
outre, la  moyenne du TMC d u moteur de Microsoft es t meilleure de 6%) par rapport à  celle du 
moteur d e Drago n pou r l e profi l san s apprentissage . Pou r l e mêm e profil , la  valeu r d e la 
moyenne d u tau x d e précisio n es t presqu e identiqu e pou r le s deu x moteurs . Pou r l e profi l 
avec apprentissage , l e moteu r d e Drago n présent e le s meilleur s résultat s pou r l e TM C e t l e 
TP. E n outre , l'écar t de s moyennes entr e le s deu x moteur s es t plu s importan t pou r l e taux d e 
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précision qu e pou r l e tau x d e mo t correc t (7.35 % pou r T P contr e 2.64% o pou r TMC) . D'un e 
façon générale , o n constat e qu e l a performance de s deu x moteur s es t relativemen t faible . E n 
effet selo n l a publicit é d e Nuance , l a précisio n d e transcriptio n fourni e pa r Drago n peu t 
atteindre 99% ) pour la  dicté e de s document s e t de s e-mails . O n essayer a d e comprendr e le s 
sources de cette mauvaise transcription pa r l'expérience 2 . 
Tableau 4-3 Moyennes pondérées d u TMC e t TP par moteur e t profi l 
Dragon 
Microsoft 







Avec apprentissag e 
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Performance d e transcription pa r dialecte e t par profi l 
Notre corpu s voca l es t constmi t pa r 1 2 personnes parlan t l e Irançais québécois e t 3  personnes 
parlant l e trançai s intemational . 1 1 es t clai r qu e l e nombr e de s participant s parlan t l e françai s 
international es t relativemen t petit . Toutefois , o n a  essayé d'avoi r un e idée , mêm e partielle , 
sur l'influenc e d u dialecte su r la  transcription pa r nos deux moteurs . Le Tableau 4- 4 présent e 
les moyennes d e TMC e t de TP calculées selo n le profil e t le dialecte des locuteurs . 
Tableau 4- 4 Moyennes pondérée s d u TMC e t TP par dialecte e t profi l 
^ ^ Taux 
Québécois 
International 















On remarqu e qu e l a transcnptio n automatiqu e de s annotation s vocale s effectuée s pa r de s 
locuteurs parlan t l e françai s intemationa l es t plu s approprié e qu e celle s réalisée s pa r de s 
locuteurs parlan t l e françai s québécois . C e résulta t es t vra i quelqu e soi t l e typ e 
d'apprentissage e t pour l e taux d e mots correc t e t l e taux d e précision. Cependant , l'écar t de s 
moyennes diminu e e n passan t d u profi l san s apprentissag e à  celu i ave c apprentissage . E n 
effet, l'écar t pass e d e 11.6% ) pour l e TM C ave c l e profi l san s apprentissag e à  5.18% ) ave c 
celui entraîné . D e même , l'écar t d e T P pass e d e 8.61% o avec l e profi l san s apprentissag e à 
1.1 %o avec le profil entraîné . 
Performance d e transcription pa r locuteur, pa r moteur e t par profi l 
Les moyenne s de s TM C e t T P pou r chaqu e locuteu r son t principalemen t exploitée s pou r 
étudier l'influenc e d e la  performance d e transcription su r cell e d e l'indexation . Toutefois , o n 
peut le s utilise r pour détecte r quelque s anomalie s e t essaye r d e comprendr e le s source s d e l a 
mauvaise transcription . L e Tableau 4- 5 représent e le s moyennes de s TMC e t TP pour chaqu e 
locuteur, par moteur e t selon l e profil . 
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Tableau 4-5 Moyennes pondérées du TMC et TP par locuteur, par moteur et par profi l 


























































































































































L'analyse de s résultat s d u Tablea u 4- 5 n e perme t pa s d'établi r un e relatio n entr e le s 
différents locuteurs . En effet, le s valeurs de TMC et de TP varient largemen t d'un locuteu r à 
un autre . O n remarqu e u n gran d écar t entr e le s meilleure s valeur s e t le s plu s faibles . Pa r 
exemple, pour l e moteur de Microsoft ce t écar t es t égal à  44.67% pour l e TP avec l e profi l 
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sans apprentissage . Ce t écar t es t u n peu moins importan t ave c l e moteur d e Dragon . E n effet , 
l'écart maxima l es t éga l à  36.69%o pour l e taux de précision e t avec le profil entraîné . 
D'autre part , o n constat e qu e l e fai t qu'u n utilisateu r présent e l e meilleu r résulta t ave c u n 
moteur donn é n e lu i garanti t pa s l e meilleu r résulta t ave c l'autr e moteur . Pa r exemple , l e 
locuteur H 8 présent e le s meilleure s valeur s d e TM C e t d e T P pou r le s deu x profil s ave c l e 
moteur d e Microsoft . Cependant , ave c l e moteur d e Drago n i l partage le s meilleur s résultat s 
avec les locuteurs H l e t H4. 
D'un autr e poin t d e vue , o n remarqu e qu e la  performanc e d e transcriptio n d'u n mêm e 
locuteur peu t augmente r o u bie n diminue r e n passan t d u moteu r d e Microsof t à  celu i d e 
Dragon. Toutefois , la  différenc e d e la  performanc e entr e le s deu x moteur s es t parfoi s 
flagrante pou r certain s locuteur s surtou t ave c l e profi l san s apprentissage . Pa r exemple , la 
moyenne d e TM C pou r l e locuteu r F I a  chut é d e 48.6% o ave c l e moteu r d e Microsof t à 
27.36% ave c celu i d e Dragon. 
Discussion 
Il est à  noter qu e les valeurs de s TMC son t toujours meilleure s pa r rapport à  celles de s TP v u 
que c e demie r pren d e n compt e le s insertions . A  par t ça , o n n e peu t pa s établi r un e relatio n 
entre ce s deu x métriques . Ainsi , o n remarqu e qu e l e T P peu t augmente r mêm e s i l e TM C 
diminue, comm e dan s l e ca s d u locuteu r H1 4 (e n comparan t le s deu x moteurs) . Cec i peu t 
s'expliquer pa r la  différence d e capacité de gestion des erreurs par les deux moteurs . 
En c e qu i concem e la  transcription , o n a  idenfifi é plusieur s source s d'erreur s causan t la 
dégradation d e la performance d e transcription : 
• Mauvais e prononciatio n :  la mauvaise prononciation d'u n mo t génèr e habituellemen t un e 
erreur de substitution . 
78 
• Répétition : u n mo t es t prononc é plu s qu'un e foi s consécutivement . Cec i peu t engendre r 
la modification d u context e d e l a phrase, e t par l a suit e l a génération d'erreur s d'insertio n 
et/ou de substitution . 
• Troncatio n :  l a productio n d'u n mo t s'arrêt e avan t l a fin.  Dan s l e meilleu r cas , l e mo t 
tronqué es t remplac é pa r u n autr e mot (erreu r d e substitution) . I l es t possibl e auss i qu e l e 
mot tronqu é soi t remplac é pa r u n group e d e mots . Dan s c e cas , o n aur a un e erreu r d e 
substitution e t une ou plusieurs erreur s d'insertion . 
• Hésitatio n :  le s hésitation s corresponden t à  certaine s production s d u locuteu r traduisan t 
son incertitud e à  c e qu'i l v a prononce r (euh , eh , hum , etc.) . Parfoi s le s hésitation s son t 
ignorées pa r le s moteur s d e reconnaissance . Cependant , elle s conduisen t généralemen t à 
des erreurs de substitution e t d'insertion . 
• (Auto)-correctio n :  l e locuteu r cherch e à  rectifie r un e erreu r dan s l'énonc é qu'i l es t e n 
train d e produire . C e phénomène peu t cause r la  modification d u context e d e la  phrase, e t 
par la  suite la génération d'erreur . 
• Allongemen t d'un e unit é phonétiqu e :  le locuteu r allong e un e unit é phonétiqu e plu s qu e 
la normale. Cec i peut cause r une erreur de substitution et/o u d'insertion . 
On remarque qu e dan s plusieur s cas , une erreu r d e substitutio n engendr e un e autr e erreu r d e 
substitution. E n effet , l e moteu r d e reconnaissanc e automatiqu e d e la  parol e cherch e l e mo t 
qui convien t plu s a u context e d e l a phrase . Ainsi , s i l a premièr e erreu r chang e l e contexte , 
alors ell e v a influence r l e mo t suivan t celu i qu i a  caus é cett e erreur . L'exempl e suivan t 
illustre cette situation : 
Expression prononcé e :  Bon, donc l e gouvemement.. . 
Expression reconnu e :  Dans banqu e l e gouvemement.. . 
Dans ce t exemple , l e mo t «  Bon »  a  ét é reconn u «  Pans » , c e qu i a  diminu é la  probabilit é 
d'avoir «Pans  donc  » . E n effet , la  probabilit é d'avoi r «Pans  banque  »  es t supérieur e à  l a 
probabilité d'avoi r «Pans  donc  ».  O n peu t simule r c e ca s e n faisan t l a recherch e de s deu x 
expressions dan s le moteur d e recherche Googl e : 
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« Dans banque  »  :  45 50 0 résultats . 
« Pans donc  »  :  28 80 0 résultats. 
De même , un e erreu r d'insertio n peu t engendre r d'autre s erreur s d'insertion s et/o u d e 
substitutions. Prenon s ce t exemple : 
Expression prononcé e :  Faciliter eu h l'apphcation.. . 
Expression reconnu e :  Faciliter heure s d'application.. . 
Dans ce t exemple , l'hésitatio n a  caus é un e erreu r d'insertio n e t a  chang é pa r la  suit e l e 
contexte d e la phrase. Ainsi , i l est plus probable d'avoi r l'expressio n «  heures d'application » 
que l'expression «  heures l'application » . 
4.1.2 Résultat d e l'indexation vocal e 
L'analyse principal e d e l a performanc e d'indexatio n vocal e es t réalisé e su r l a bas e de s 
métriques d e rappe l e t d e précision . Pou r cett e expérience , o n a  utilis é u n ensembl e d e 8 7 
mots clés , don t 5 4 mot s on t ét é prononcé s dan s le s annotation s vocales . Chaqu e mo t cl é 
représente un e requêt e exécuté e su r l'ensembl e de s annotations . Ains i pou r chaqu e mo t clé , 
les métrique s d e rappe l e t d e précisio n son t calculées . L e Tablea u 4- 6 représent e le s 
moyennes d e rappe l e t d e précision , d e tou s le s mot s clés , pour le s deu x moteur s e t selo n l e 
profil. 
Tableau 4-6 Moyermes d u Rappel e t précision par moteur e t par profi l 
Dragon 
Microsoft 















On remarqu e qu'i l y  a  un e différence , relativemen t importante , entr e le s résultat s obtenu s 
avec l e profi l san s apprentissag e e t ceu x ave c l e profi l entraîn e notammen t pou r le s valeur s 
du rappel . Pou r l e moteur d e Dragon , l'écar t entr e le s deu x profil s es t d e 0.2 8 alor s qu'i l es t 
égal à  0.1 5 pou r l e moteu r d e Microsoft . Toutefois , e n comparan t le s résultat s d'indexatio n 
des deu x moteur s o n constat e qu e le s valeur s son t trè s proches . L a seul e différenc e 
remarquable es t observabl e a u nivea u d u rappe l ave c l e profi l san s apprentissage . Ainsi , l e 
moteur d e Microsof t foumi t u n rappe l supérieu r d e 0.1 2 pa r rappor t à  celu i d e Dragon . 
Toutefois, l e moteur d e Dragon foumi t le s meilleurs résultat s dan s tous le s autres cas avec u n 
écart maximal d e 0.02 . 
De même , o n peu t analyse r le s résultat s d'indexatio n e n s e basan t su r la  métriqu e F-mesur e 
qui combin e l e rappe l e t la  précision . Comm e présenté e pa r l e Tablea u 4-7 , l a valeu r d e F -
mesure d u moteu r d e Microsof t es t supérieur e à  cell e d u moteu r d e Drago n d e 0.0 9 pou r l e 
profil san s apprentissage . Cependant , l e moteur d e Dragon présent e un e F-mesur e supérieur e 
de 0.02 pa r rapport a u moteur d e Microsoft pou r le profil ave c apprentissage . 
Tableau 4-7 Moyermes d u F-mesur e 












En comparan t la  performanc e d'indexatio n pa r rappor t à  cell e d e transcription , o n constat e 
que l e résulta t d e l'indexatio n es t asse z satisfaisan t vu e l a performance , relativemen t faible , 
de la  transcription . E n outre , o n remarqu e qu e chaqu e moteu r gard e so n ran g pou r le s deu x 
cas. Pa r exemple , pou r l e profi l san s apprentissag e Microsof t présent e l e meilleu r résulta t 
dans l e ca s d u TMC , e t u n T P nettemen t moin s bo n qu e celu i d e Dragon . Pou r l e mêm e 
profil, Microsof t présent e l e meilleu r résulta t pou r l e rappe l ave c un e précisio n nettemen t 
moins bonn e qu e cell e d e Dragon . O n peu t voi r cec i comm e un e conséquenc e normale . 
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puisque l a bonne transcriptio n condui t à  une bonne performanc e d e détection d e mot s clés. 
Cependant, o n v a voi r dan s un e sectio n ultérieur e qu'i l exist e de s ca s oî i l a performanc e 
d'indexation diminu e même avec la diminution du taux d'erreur . 
Courbe rappel et précision 
La Figure 4.1 illustre les quatre courbes moyennes rappel/précision pou r les deux moteurs et 
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Figure 4.1 Courbes rappel/précision. 
Pour le profil san s apprentissage, on remarque que la courbe d e Microsoft es t généralemen t 
au-dessus de celle de Dragon. Ceci indique que le système de Microsoft es t plus performan t 
que celu i d e Drago n dan s l e ca s d e c e profil . E n outre , l a différenc e d e précisio n es t 
relativement importante entre les deux moteurs pour le rappel 0.4 et 0.6. Dans le cas du profi l 
avec apprentissage, le rapport entre le rappel e t la précision es t pratiquement identiqu e pour 
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les deux moteurs . Toutefois, l a seule différence d e précision remarquabl e es t observé e ave c 
un rappel de 0.4. 
Graphe Roc 
La capacit é d e détectio n de s mot s clé s pa r u n systèm e peu t êtr e représenté e pa r l e graph e 
ROC, où l'abscisse représente le taux de Faux Positif et l'ordonnée représente le taux de Vrai 
Positif Ainsi , on a calculé ces deux taux pour chaque système sur l'ensemble de s mots clés. 
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• Microsof t Trained 
• Microsof t Default 
Dragon Trained 
• Drago n Default 
0.05 0.1FP rate 
Figure 4.2 Taux de Vrai positif 
en fonction du taux de faux positif. 
On remarque que les quatre points sont situés dans la région de performance conservativ e du 
graphe ROC. En effet, l e taux de faux positi f est infiniment faibl e pa r rapport au taux de vrai 
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positif e t ç a pou r le s quatr e cas'" . Cec i indiqu e qu e le s deu x système s génèren t pe u d e fau x 
positif ave c l e profi l san s apprentissag e e t celu i entraîné . Cependant , o n remarqu e un e 
importante différenc e entr e l e taux d e vra i positi f d u profi l san s apprentissag e pa r rappor t a u 
taux d u profi l ave c apprentissage . E n effet , l e résulta t ave c l e profi l entraîn é s e rapproch e 
plus d u poin t optima l (0,1 ) ave c un e légèr e différenc e entr e l e moteu r d e Drago n e t celu i d e 
Microsoft. E n outre , l e moteu r d e Microsof t présent e u n tau x d e vra i positi f plu s importan t 
que celui de Dragon ave c le même profil . 
Le graph e RO C es t utilis é égalemen t pou r représente r la  performanc e d e classificatio n de s 
documents non pertinent s par rapport au x documents pertinent s no n retoumés pa r l e système . 
Comme représent é pa r la  Figur e 4.3 , l e tau x d e fau x négati f es t relativemen t faibl e pou r le s 
deux système s e t ave c le s deu x profils . E n effet , l e taux d e fau x négati f l e plus importan t es t 
égal à  0.0 2 obten u pa r l e moteu r d e Drago n ave c l e profi l san s apprentissage . E n outre , o n 
constate qu e l e taux d e vra i positi f ten d ver s 1  pour le s quatr e cas , cela signifi e qu e le s deu x 
systèmes classen t bie n le s documents non pertinents comm e tels . 






• Microsof t Trained 
• Microsof t Default 
Dragon Trained 
• Drago n Default 
0.05 0.1FN rate 
Figure 4.3 Taux de vrai négatif 
en fonction du taux de faux négatif . 
Rapport entre la performance de transcription et la performance d'indexatio n 
Afin d'étudie r l e rappor t entr e l a performanc e d e transcriptio n automatiqu e e t cell e d e 
l'indexation, o n a  calculé le s moyennes de s rappel s e t de s précisions pou r chaqu e locuteu r 
sur l'ensemble de s mots clés. De même, la moyenne des taux d'erreur pou r chaque locuteu r 
est calculé e afi n d e trace r de s courbes représentan t d'un e par t l e rappel pa r rappor t a u taux 
d'erreur, e t d'autre par t la précision en fonction d u taux d'erreur (voi r Figure 4.4). L'analys e 
des résultats obtenus des deux moteurs et avec les deux profils montr e que le rappel diminu e 
considérablement e n augmentant l e taux d'erreur . Pa r exemple, pour le moteur de Microsof t 
et ave c l e profi l san s apprentissag e l e rappe l diminu e d e 0.8 2 à  0.4 quan d l e taux d'erreu r 
augmente d e 0. 4 à  0.85. Toutefois , o n remarqu e qu e l e rappe l peu t augmente r d e nouvea u 
même s i l e tau x d'erreu r augmente . C e ca s es t observ é quan d l a différenc e entr e le s tau x 
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d'erreurs es t faible . Pa r exemple , l e rappe l pass e d e 0.5 8 à  0.71 alor s qu e l a l e tau x d'en'eu r 
augmente d e 0.6 5 à  0.68 (courb e (a ) profi l san s apprentissage) . Cett e légèr e différenc e peu t 
être expliqué e pa r le s erreur s d e transcriptio n automatiqu e elles-mêmes . E n d'autre s termes , 
si l e moteu r fai t de s erreur s d e transcriptio n a u nivea u de s mot s clé s recherchés , alor s l e 
rappel ser a plu s faibl e pa r rappor t à  celu i obten u ave c u n tau x d'erreur s touchan t plu s le s 
mots non recherchés même s i ce demier es t plus élevé . 
Les fait s présenté s ci-dessu s son t auss i observé s dan s l e ca s du rappor t entr e l e taux d'erreu r 
et la  précision . Quoique , l a différenc e de s écart s es t moin s important e qu e celle s observée s 









. Defaui t 
Trained 
0.5. 
I I  1  I  1  1 I  1  1  I  > 




I I  1  I  I  I  1  1  ^ 









I I  I  I I  1  I  I  I  1  ^  l  I  I I  1  I  I  I I  I I  ^ 
05 1  WE R 0. 5 1  WE R 
. Defaui t 
.Trained 
- 4 ^ ^ 
j çL M. 
Figure 4.4 Rapport entre TE et la performance d'indexation . 
4.2 Expérienc e 2 
Cette expérienc e a  pour objecti f d'étudie r e t d e comprendr e l a caus e de s mauvai s tau x d e 
transcription qu'o n a  obtenu s lor s d e l a premièr e expérience . O n peu t pose r comm e 
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hypothèse qu e le s mauvai s tau x d e transcriptio n son t un e conséquenc e d e la  parol e 
spontanée. O n a  donc fai t un e second e expérienc e qu i consistai t à  fair e relir e le s annotation s 
par deu x locuteurs . Ainsi , o n s e retrouvai t no n pa s ave c d e la  parol e spontané e mai s d e la 
parole lue de la parole spontanée . 
Le corpu s d e tes t utilis é dan s cett e expérienc e es t form é de s annotation s vocale s de s deu x 
locuteurs H l e t H2 . L e nombr e d'annotation s pou r le s deu x locuteur s es t éga l à  6 0 
annotations totalisan t 2 5 minutes . Chaqu e locuteu r doi t relir e le s transcription s originale s d e 
ses annotation s obtenue s lor s d e la  phas e d e constmctio n d u corpu s initial , ave c le s deu x 
moteurs. 1 1 es t à  noter qu e l e participant répèt e exactemen t c e qu i a  été prononcé incluan t le s 
répétitions, le s mot s tronqué s e t le s mauvaise s prononciations . L e résulta t obten u es t 
considéré comm e u n ca s d e transcription d e lectur e d e la  parole spontané e (LPS) , alor s que , 
le résulta t d e la  transcriptio n d e l a premièr e expérienc e es t considér é comm e u n ca s d e 
transcription d e la parole spontané e (PS) . 
4.2.1 Résultats 
Cette expérienc e es t réalisé e seulemen t ave c l e profi l entraîn é de s deu x locuteur s H l e t H2 . 
Le résultat de s deux locuteur s ensembl e pour la  transcription d e PS e t LPS son t donné s par l e 
Tableau 4-8 . 
Tableau 4-8 Taux d e transcription globa l 
pour la  PS e t LP S 
TMC 
TP 
Parole spontané e 
59.09 % 
51.2% 
Lecture de la 
parole spontané e 
78.43 % 
75.18% 
On remarqu e qu e l e résulta t d e la  transcriptio n d e LP S es t beaucou p supérieu r a u résulta t 
obtenu pa r l a transcriptio n d e PS . E n effet , o n constat e un e amélioratio n d e 19,34% o pour l e 
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TMC, et une amélioration de 23.98% pour le TP. Ce résultat peut être confirmé pa r l'analys e 
des taux de transcription, de chaque moteur séparément, données par le Tableau 4-9. 
Tableau 4-9 Taux de transcription par moteur pour PS et LPS 
Dragon 
Microsoft 














Comme o n peu t l e constater , le s tau x d e transcriptio n d e l a parol e spontané e son t 
considérablement amélioré s pou r le s deu x moteurs . Toutefois , l'amélioratio n de s résultat s 
obtenus par le moteur de Dragon est plus importante que celle du moteur de Microsoft . 
D'un autr e poin t d e vue , o n remarqu e qu e l a différenc e d e performance s entr e le s deu x 
locuteurs es t relativemen t important e pou r l a transcriptio n d e l a parol e spontané e (voi r 
Tableau 4-10). Cependant, cette différence es t moins remarquable dans le cas de la lecture de 
la parol e spontanée . E n effet , le s résultat s d u locuteu r H 2 s e son t beaucou p plu s amélioré s 
par rapport à ceux de H1. 
Tableau 4-10 Taux de transcription 
par moteur et par locuteur pour PS et LPS 


































4.2.2 Discussio n 
Tous le s résultats obtenus dan s cette expérience montrent qu e la perfonnance d e transcriptio n 
de LP S es t meilleur e qu e cell e d e PS . O n rappell e qu e cett e expénenc e consist e à  relir e 
fidèlement le s transcription s originale s de s annotation s obtenue s lor s d e la  constmctio n d u 
corpus initial . I l es t à  note r qu e la  parol e es t préparé e mai s l e text e n e l'es t pas , puisqu'i l 
résulte d e l a transcriptio n d e la  parol e spontanée . Toutefois , contrairemen t à  la  parol e 
spontanée, l e locuteu r n'improvis e pa s c e qu'i l v a prononce r e n lisan t l e texte . Pa r 
conséquent, le s phrases prononcées seron t plus longue s e t plus significatives . Cec i n'expliqu e 
que partiellemen t l a différenc e d e perfonnanc e entr e P S e t LPS . E n effet , dan s l e ca s d e la 
parole spontané e l e locuteur fai t beaucou p d'hésitations . Ce s demière s n e son t pa s marquée s 
dans l a transcription originale , e t par l a suite elles son t ignorée s dans le cas de la  lecture de l a 
parole spontanée . S i elle s son t prononcées , ce s hésitation s causen t généralemen t de s erreur s 
d'insertion. 
D'autre part , contrairemen t à  LPS , dan s l e ca s d e P S o n rencontr e souven t l e phénomèn e 
d'allongement de s unités phonétiques . Dan s c e cas, le moteur d e reconnaissance automatiqu e 
de l a parol e peu t foumi r comm e résulta t u n mo t (souven t un e erreu r d e substitution ) e t un e 
erreur d'insertion . Pa r exemple , s i l e locuteu r prononc e «par  unnne  maladie  »,  l e moteu r 
peut reconnaître «par  il  ne maladie ». 
4.3 Expérienc e 3 
Cette expérienc e a  pour objecti f d'améliore r la  performanc e d e transcriptio n e n adaptan t l e 
modèle d e langag e a u context e d e l'annotation . E n d'autre s termes , o n entraîner a l e modèl e 
de langag e ave c de s texte s qu i son t e n relatio n ave c l e context e d e l'annotation . Dan s u n 
premier lieu , o n utiliser a tou t l e corpu s de s loi s d u Canad a pou r entraîne r l e modèl e d e 
langage. Cec i permettr a a u système , d'un e part , d'ajoute r le s mot s qu i apparaissen t dan s ce s 
documents e t qu i n e son t pa s contenu s dan s so n vocabulaire . D'autr e part , l e modèl e d e 
langage s'adapter a a u styl e d'écritur e employ é dan s ce s documents . Dan s u n deuxièm e lieu . 
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on entraîner a l e système ave c seulement le s documents d u corpu s de s loi s du Canad a qu i son t 
utilisés dan s la  phas e d'annotation . Dan s cett e expérience , o n s e limit e qu'a u locuteu r H l e t 
H2, e t ave c seulemen t l e moteu r d e reconnaissanc e d e Drago n ave c l e profi l entraîn é pou r 
réaliser la  transcription. Le s résultats de ces deux tests son t présentés dan s l e Tableau 4-11 . 
Tableau 4-1 1 Résulta t d e l'adaptation ave c les documents d u corpu s 
Adaptation ^^__——^"^ ^ 
^^^^^"^^ Taux 
Sans adaptatio n 
Tout l e corpus de s lois d u 
Canada 









Comme o n peu t l e remarquer , la  performanc e d e transcriptio n a  baiss é e n utilisan t tou t l e 
corpus de s loi s du Canada. Pa r contre , on constate une importante amélioratio n dan s le cas d e 
l'apprentissage ave c seulemen t le s document s utilisé s pou r l'annotation . 1 1 est à  noter qu e l e 
nombre de s document s annoté s es t trè s peti t pa r rappor t a u nombr e de s document s 
constituant l e corpus . Ainsi , o n peu t conclur e qu e l a pertinenc e de s document s utilisé s pou r 
entraîner l e modèle de langage es t plus importante que la taille du corpus d'entraînement . 
Les document s d u corpu s de s loi s d u Canad a présenten t de s texte s structuré s e t préparés . 
Toutefois, l'adaptatio n d u modèl e d e langag e ave c ce s document s (ca s de s document s 
annotés) a  condui t à  un e amélioratio n d e performanc e d e transcription . Ainsi , o n a  pos é 
comme hypothès e qu e la  performanc e s'amélior a davantag e e n entraînan t l e modèl e d e 
langage ave c de s texte s résultan t d e la  parol e spontanée . O n a  alor s répét é la  mêm e 
expérience, mai s cett e fois-c i ave c le s transcriptions manuelle s de s armotations . E n effet , o n 
a utilisé dan s un premier tes t toute s le s transcriptions manuelle s de s annotation s réalisée s pa r 
tous le s locuteurs . Dan s l e deuxièm e test , o n a  utilis é le s même s annotation s mai s san s 
inclure celle s de Hl e t H2. Les résultats obtenus son t présentés dan s le Tableau 4-12 . 
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Tableau 4-1 2 Résulta t d e l'adaptatio n 
avec les transcriptions manuelle s 
Adaptation ^ — — ^ ^ " 
— Taux 
Sans adaptatio n 
Transcriptions manuelle s d e tou s 
les locuteurs (inclu s H l e t H2 ) 
Transcriptions manuelle s 









Les résultat s d e ce s deu x test s montren t qu e le s performance s d e transcriptio n son t 
améliorées dan s le s deu x cas . E n effet , o n constat e qu e l e TMC s'es t amélior é d e 18,24% o et 
le T P d e 20.4% o lorsqu'o n a  utilis é le s transcription s manuelle s d e tou s le s locuteurs . D e 
même, o n constat e un e amélioratio n d e 4.32% ) pou r l e TM C e t d e 5.43% ) pou r l e T P 
lorsqu'on a  adapté l e modèle d e langage ave c les transcriptions manuelle s san s celle de Hl e t 
H2. D'autr e part , o n remarqu e qu e le s résultat s obtenu s ave c le s transcription s manuelle s d e 
tous le s locuteur s son t meilleur s qu e le s résultat s obtenu s e n exemptan t le s transcription s d e 
Hl e t H2 . Ainsi, on peu t constate r qu e le s performances d e transcription peuven t s'améliore r 
considérablement e n adaptan t l e modèl e d e langag e ave c le s donnée s propre s d e chaqu e 
locuteur. 
Afin d e confirme r c e qu'on vien t d e constater , d'autre s annotation s vocale s on t ét é produite s 
par l e locuteu r Hl . A u total , o n a  obten u 2 6 annotation s d'un e duré e total e d e 1 3 minutes . 
Ensuite, o n a  utilisé le s transcription s manuelle s d e ce s annotation s pou r entraîne r l e modèl e 
de langage . O n a  effectué pa r l a suit e la  transcription de s premières annotation s générée s pa r 
le locuteu r H l (pa s celle s utilisée s pou r l'apprentissage) . L e Tablea u 4-1 3 présent e le s 
résultats d e transcriptions d e ce test. 
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Tableau 4-13 Résultat de l'adaptation du modèle de langage de Hl 
Adaptation ^  "" ^ 
____——"' Taux 
Sans adaptatio n 
Transcriptions manuelle s 







Comme o n peu t l e constater , l a performanc e d e transcriptio n es t amélioré e e n adaptan t l e 
modèle de langage avec les transcriptions manuelles des annotations de Hl. On insiste ici sur 
le fait que l'adaptation es t réalisée avec peu de données. Le corpus d'apprentissage es t form é 
de transcription s manuelle s d e 1 3 minute s d'annotations . O n suppos e alor s qu'u n 
apprentissage ave c u n gran d corpu s d e texte s résultan t d e l a transcriptio n manuell e de s 
annotations faite s pa r un locuteur donné, améliora le s perfonnances d e transcription pou r ce 
demier. D e même , le s performance s d e transcriptio n pou r u n locuteu r donné , peuven t 
s'améliorer à  force d'utiliser l e système. 
4.4 Conclusion 
Dans c e chapitre , o n a  présenté le s différente s expérience s qu'o n a  réalisées ains i qu e le s 
résultats obtenu s pa r chacun e d'entr e elles . O n a  constat é qu e le s meilleur s résultats , d e 
transcription e t d'indexation, on t été observés avec le moteur de reconnaissance de Microsof t 
avec le profil san s apprentissage. Dans les mêmes conditions, mais avec le profil entraîné , le 
moteur de Dragon foumit le s meilleurs résultats. De façon globale , le moteur de Dragon offr e 
les meilleures performances . 
D'autre part , on a remarqué que les moteurs de reconnaissance automatique de la parole sont 
plus performant s ave c l a parole lu e que l a parole spontanée . Toutefois , o n a  prouvé qu e l a 




Le travai l d e c e mémoir e a  consist é principalemen t à  une étud e portan t su r l'indexatio n de s 
annotations vocale s dan s u n context e d e gestio n documentaire . O n s'es t intéress é à 
l'indexation à  base de la reconnaissance à  grand vocabulaire . E n d'autres tennes , l a détectio n 
de mot s clé s es t réalisé e e n s e basant su r l e résultat d e la  transcription foumi e pa r u n moteu r 
de reconnaissance automatiqu e de la parole continue . 
Dans l a littérature , l'indexatio n à  base d e la  reconnaissance à  grand vocabulair e a  donné lie u 
à une grande variét é de réalisation. E n effet , cett e technique es t utilisée pour l a catégorisatio n 
des discussion s téléphonique s (Gillick , Bake r e t al . 1993) , l'indexatio n de s conférence s 
universitaires (Park , Haze n e t al . 2005) , etc . Outr e la  détection d e mots clé s dan s le s fichier s 
sonores, cett e méthod e perme t d e foumi r la  transcriptio n d e ce s fichier s ave c un e précisio n 
qui peut dépasse r 90% ) dans certains contextes . 
Cependant, la  performanc e d e transcriptio n s e dégrad e considérablemen t dan s l e ca s d e la 
parole spontanée . Le s travau x qu'o n a  menés dan s c e mémoir e on t confirm é l e lie n entr e la 
parole spontané e e t le s mauvai s tau x d e transcription . E n effet , l a transcriptio n d e la  parol e 
lue de texte spontanée a  donné une amélioration d e 19,34% o pour l e TMC, e t une amélioratio n 
de 23.98% o pour la  T P pa r rappor t à  la  transcriptio n d e l a parole spontanée . Cett e différenc e 
de performanc e es t causé e principalemen t pa r l e phénomèn e d'allongemen t de s unité s 
phonétiques e t le s hésitation s observé s fréquemmen t dan s l e ca s d e l a parol e spontanée . E n 
effet, l'hésitatio n engendr e de s erreur s d'insertion e t change souven t l e contexte d e la  phrase , 
ce qu i produi t e n plu s de s erreur s d e substitution . Ainsi , o n envisag e d e modélise r le s 
hésitations afi n d e le s détecte r e t pa r l a suit e le s éliminer . Cec i permettr a d e diminue r l e 
nombre d'erreur s e t par la  suite augmenter le s taux d e transcription . 
D'une faço n plu s générale , i l exist e diver s phénomène s qu i son t à  l'origin e de s erreur s d e 
transcription. E n effet , l'analys e de s résultat s d e transcriptio n a  permis d'identifie r plusieur s 
sources d'erreur s comm e la  mauvais e prononciation , la  répétition , l a troncation , l'hésitation . 
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r(auto)-correction e t l'allongemen t de s unité s phonétiques . Chacu n d e ce s phénomène s 
entraine la  génératio n d'un e o u plusieur s erreur s d e transcription . Pir e encore , i l es t possibl e 
que l'erreu r généré e chang e l e context e d e l a phrase , c e qu i entrain e la  génératio n d'autre s 
erreurs. U n bo n traitemen t d e ce s phénomène s condui t à  un e bonn e gestio n de s erreur s d e 
transcription, e t par la suite une bonne performance d e transcription . 
En établissan t l e lien entr e la performance d e transcription e t la performance d'indexation , o n 
a constat é qu e l'augmentatio n d u tau x d'erreu r entrain e l a dégradatio n d e la  performanc e 
d'indexation. Toutefois , mêm e ave c u n mauvai s tau x d e transcriptio n o n a  p u avoi r un e 
bonne performance d e détection d e mots clés . En effet , pou r un taux d'erreu r d e 50. 1 l%o on a 
obtenu u n rappe l d e 0.7 9 e t une précision d e 0,9 6 ave c l e moteur d e Microsof t ave c l e profi l 
entraîné. 
D'autre part , l a comparaison de s performances d u moteur d e reconnaissance d e Drago n ave c 
celui d e Microsof t montr e qu e c e demie r es t plu s performan t dan s l e ca s d u profi l san s 
apprentissage. Pou r l e profil ave c apprentissage , l e moteur d e Drago n présente le s meilleure s 
performances d e transcriptio n e t d'indexation . Toutefois , la  différenc e d e performanc e entr e 
les deu x moteur s es t minimal e surtou t pou r l'indexation . À  par t le s performance s d e 
transcription, l e systèm e d e Drago n présent e de s outil s no n foumi s pa r Microsoft , te l qu e 
l'outil d e transcriptio n de s fichier s audio . Toutefois , l e moteu r d e reconnaissanc e d e 
Microsoft es t foum i gratuitemen t ave c l e systèm e d'exploitation . E n s e basan t su r ce s 
différences, l'utilisateu r pourr a choisi r entr e l'un o u l'autre selo n se s besoins. 
Visant à  améliore r la  performanc e d e transcription , o n a  entraîn é l e modèl e d e langag e d e 
Dragon ave c diverse s sorte s d e textes . Dan s u n premie r lieu , o n a  utilis é le s document s d u 
corpus employ é pou r réalise r l'annotation . O n a  constat é qu e l e tau x d e transcriptio n 
augmente e n utilisan t seulemen t le s document s d u corpu s qu i on t ét é annotés . Toutefois , l a 
performance d e transcription s e dégrade e n utilisant tou t l e corpus pou r fair e l'apprentissage . 
Ainsi, o n assum e qu e la  pertinence de s document s es t plus important e qu e l a taille d u corpu s 
pour fair e l'adaptation . Ainsi , o n suggèr e d e prépare r u n gran d corpu s d e document s 
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pertinents a u contexte d e l'annotation pou r l'utiliser à  l'adaptation. Dan s un deuxième lieu , l e 
modèle d e langage es t entraîn é par le s transcriptions manuelle s de s annotation s vocales . O n a 
remarqué qu e le s tau x d e transcriptio n on t augment é considérablemen t notammen t dan s l e 
cas o ù le s transcriptions de s locuteur s concemé s pa r cett e expérienc e son t utilisées . E n effet , 
l'utilisation de s transcription s manuelle s d'u n locuteu r donn é pou r entraîne r so n profi l 
permet d'adapte r l e modèl e d e langag e à  l a faço n d e parie r d e c e locuteur . Pa r conséquent , 
cette adaptation perme t a u système de s'adapter a u contexte de l'annotation . 
ANNEXE I 
ETAPES DE TRAITEMENT ACOUSTIQUE 
A.l Production de la parole 
La productio n d e l a parol e es t un e opératio n complex e qu i impliqu e l a coordinatio n d e 
plusieurs organe s d e notr e systèm e phonatoir e (voi r Figure- A I-l) . E n effet , le s poumon s 
agissent comme un générateur d'air pour alimenter le larynx. Ce demier se situe au niveau du 
cou, son mouvement entraîne la production des sons implosifs ou bien des éjectifs. L e larynx 
comprend le s corde s vocale s don t l a vibratio n a u contac t d e l'ai r produi t l e son , plu s 
particulièrement le s voyelles. Finalement, l'ai r pass e par l e conduit voca l e t la cavité nasale 
pour arrive r au x organe s d'articulatio n (langue , lèvre , mâchoires , etc. ) qu i produisen t l e 
signal acoustique. Pour plus de détails, on peut consulter (Calliope 1989). 
\ Palai s ilïiiS ; 
^ liri^ . 
Pharvîw ^JL^iM  Langu e ( 
/mm 
'i'\ i  •  ^  '  '  \  \  Poun w 
Diaphragme -K;-—«" ^ : _ ' . -. >.f 
Figure-A I-l Schém a des organes impliqués 
dans la production de la parole. 
Tirée de BIGOT (1998) 
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A.2 Filtrag e 
Après so n acquisitio n pa r u n microphone , l e signa l acoustiqu e doi t subi r u n filtrage 
analogique pou r élimine r le s fréquence s no n perceptible s pa r l'oreille . E n effet , l'oreill e 
humaine es t censé e percevoi r de s fréquence s comprise s entr e 2 0 H z e t 2 0 00 0 Hz . Ainsi , 
toutes le s fréquence s e n dehor s d e cett e band e passant e doiven t êtr e éliminées . Cett e 
opération peu t s e réaliser e n appliquan t u n filtre  qu i ne laisse pas passer le s information s no n 
significatives. E n outre , d'autre s filtres  peuven t êtr e appliqué s pou r traite r l e phénomèn e d e 
masquage temporel . C e demier , s'aperçoi t lorsqu'u n so n d e fort e intensit é masqu e u n autr e 
de faibl e intensité . Dan s c e cas , c'es t mieu x d e ne pas code r l e son faibl e puisqu e l'oreill e n e 
va pas le percevoir . 
Le filtrage  analogiqu e perme t d e réduir e la  quantit é d'information s à  code r san s modifie r 
l'information pertinent e d u signal . Cec i es t trè s util e pou r l a transmissio n d u cod e audi o vi a 
des canaux à  bande passant e limitée . E n effet , dan s certaine s architecture s d e reconnaissanc e 
automatique d e la  parole, l e signal trait é es t transmis à  un serveu r pour réalise r l'opératio n d e 
reconnaissance. 
A.3 Conversio n analogiqu e numériqu e 
Cette étap e consist e à  converti r l e signa l analogiqu e e n u n signa l numériqu e exploitabl e pa r 
une machine . L a numérisatio n e t l e résulta t d e deu x opération s successive s su r l e signa l 
d'entrée, soi t l'échantillonnage e t la quantification : 
• L'échantillonnag e consist e à  capture r à  temp s régulie r de s valeur s d u signa l analogiqu e 
(continu) afi n d e l e transforme r e n u n signa l numériqu e (discret) . Cett e conversio n es t 
nécessaire puisqu e le s ordinateur s n e peuven t pa s traite r u n signa l continu . L a fréquence 
d'échantillonnage es t déterminé e pa r l e théorèm e d e Shannon " pou r qu e l e signa l soi t 
correctement échantillonné . 
• L a quantificatio n penne t l'approximatio n de s valeur s instantanée s d u signa l pa r de s 
valeurs discrètes . L e signa l quantifi é ser a plu s fidèl e a u signa l origina l e n augmentan t l e 
nombre de s valeur s instantanées . D e même , o n peu t perdr e de s information s utile s s i c e 
nombre de valeurs es t petit . 
A.4 Extractio n de s paramètre s 
Cette étape pennet d e transformer l e signal numéris é e n une suite de vecteurs d e coefficients . 
Il s'agi t d'extrair e l e minimum d'information s nécessaire s à  une bonn e reconnaissanc e d e l a 
parole. Le s coefficient s le s plus utilisé s dans la  reconnaissance automatiqu e d e la  parole son t 
les MFCC (Me l Frequenc y Cepstm m Coefficients) . Comm e représenté e pa r la  Figure- A 1-2 , 
l'extraction d e ces paramètres es t une suit e d'étapes . Brièvement , l e processus commenc e pa r 
une étap e d e préaccentuatio n afi n d e ressorti r le s haute s fréquences . L e signa l es t ensuit e 
segmenté en fenêtre d e 30 ms toutes les 1 0 ms. Un transformé d e Fourier rapide (Fas t Fourie r 
Transform, FFT ) es t appliqu é à  chacun e de s trame s obtenues . Ensuite , u n ban c d e filtres 
triangulaires su r l'échell e d e Mel s es t crée . Ce s filtres  son t appliqué s pou r mieu x simule r l e 
fonctionnement d e l'oreille . Aprè s la  conversion de s trames e n échelle d e Mel , o n obtien t le s 
coefficients MFC C pa r l'applicatio n d'un e DC T (Discrèt e Cosinu s Transform) . Finalement , 
on appliqu e l a méthod e suppressio n d e l a moyenn e cepstral e (Cepstra l Mea n Subtraction , 
CMS). 
" Théorèm e de Shannon :  toutes les fréquences du signal inférieures à la moitié de la fréquence 
d'échantillonnage seraien t correctement restituées . 
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} ^  MFC C 
Figure-A 1-2 Étape d'extraction de s MFCC . 
Tirée de (Unjung 2010 ) 
ANNEXE I I 
QUELQUES METHODE S D E MODELISATIO N 
B.l Comparaiso n dynamiqu e 
La comparaison dynamiqu e es t une approche géométrique qu i permet d e comparer un e form e 
inconnue à  une form e d e référence . Ell e s e bas e su r u n princip e trè s simpl e utilis é ave c le s 
premiers système s d e reconnaissance de s mots isolés . L e schéma d e fonctionnemen t d e cett e 












Apprentissage \ - • h Dictionnaire 
Figure-B II- l Schém a d e fonctionnement d e la comparaiso n dynamique . 
La mis e e n ouvr e d'u n systèm e d e reconnaissanc e d e l a parol e basé e su r cett e approch e 
nécessite l a constmction d'u n dictionnaire . E n effet , l e locuteu r doi t prononce r tou s le s mot s 
constituant l e vocabulaire à  reconnaître pou r crée r le s forme s d e références . L'apprentissag e 
dans cett e méthod e es t trè s simple , ell e consist e à  répéte r la  prononciatio n de s mot s pa r l e 
même locuteu r plusieur s fois . Ainsi , chaqu e mo t prononc é ser a représent é pa r plusieur s 
formes, chacun e d'ell e modélis e pa r un e séquenc e d e vecteurs . Ce s demier s son t obtenu s 
dans l a phas e d'extractio n de s paramètre s basé e su r de s technique s d e traitemen t d u signal . 
En phase de reconnaissance, l e système calcul e la  distance'^ qu i sépar e l e mot prononc é ave c 
toutes le s références dan s l e dictionnaire, celu i l e plus proche représente l e mot cherché . 
• Exemple de distance utilisée :  distance euclidienne, distance de Malhabolis, etc. 
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Une difficult é majeur e résid e dan s l e fai t qu'u n mêm e mo t prononc é pa r u n locuteu r donn e 
deux spectrogramme s différents . E n effet , la  variabilit é intra-locuteur , associé e à  d'autre s 
facteurs, agi t à  c e nivea u e t engendr e de s différence s no n linéaire s dan s l e temp s rendan t 
difficile l a comparaiso n de s formes . Pou r fair e fac e à  c e problème , Vintsju k (VINTSJU K 
T.K. 1968 ) a  introduit la  technique d'alignement tempore l dynamiqu e (DTW : Dynami c Tim e 
Warping). Ce t algorithm e es t fond é su r la  programmatio n dynamiqu e désigné e pou r l a 
première foi s pa r Bellma n (Bellma n 1957) . L'algorithm e réalis e u n alignemen t tempore l e n 
recherchant, parm i tou s le s alignement s possibles , celu i qu i correspondan t à  l'alignement d e 
coût minimal . La Figure-B II- 2 représente le s vecteurs de s paramètres d e la fomie acoustiqu e 
de référenc e 1  (i=l, .. . ,  1 ) alignés, su r un e matrice , ave c le s vecteur s de s paramètre s d e la 
forme inconnue . 
Figure-B II- 2 Algorithme d'alignemen t 
temporel dynamiqu e (DTW) , 
La recherch e s e fai t o n calculan t l a distanc e d(i,j ) entr e deu x vecteur s mi s e n 
correspondance : 
gii -  1,  j)  +  d(i,  j) 
g(i, j) =  min \  5( i -  1 , ; • - 1 ) +  2d(i,  j)  (AIl.l ) 
g(i, ;  -  1 ) +  dit,  j) 
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La distance optimale entr e les deux forme s es t alors donnée pa r 
D= ^^^-^  (AII.2 ) 
(/ + /) 
Ce processu s perme t no n pa s seulemen t d e détermine r la  distanc e entr e deu x formes , mai s 
aussi d e cherche r l e chemi n optimal . Cett e fonctionnalit é peu t êtr e utilisé e dan s la  phas e 
d'apprentissage e n appliquant de s techniques d'agrégation (To u and Gonzale z 1974) . 
L'approche d e comparaiso n dynamiqu e a  conn u u n succè s pou r l a reconnaissanc e d e mot s 
isolés. Cependant , ell e es t pe u efficac e pou r la  reconnaissanc e d e l a parol e continu e e t rest e 
limitée à  l'utilisation d'u n peti t vocabulaire . E n effet , la  modélisation de s forme s acoustique s 
pour constmir e l e dictionnaire reste encore sensibl e à  l'ensemble de s variabilités acoustiques . 
Néamnoins, cett e techniqu e es t plu s adapté e à  u n context e d'utilisatio n mono-locuteu r e n 
environnement pe u bruité (Linare s 2003) . 
B.2 Modèle s neuromimétique s 
Les modèle s neuromimétiques' ^ son t utilisé s depui s un e dizain e d'année s pou r résoudr e le s 
problèmes lié s à  la reconnaissance automatiqu e d e la  parole . Cependant , ce s modèles on t ét é 
utilisés depui s longtemp s pou r la  classificatio n e t l a reconnaissance de s forme s (Mende l an d 
Fu 1970) . L e modèl e connexionnist e es t inspir é de s neurone s biologiques . E n effet , i l es t 
composé d e plusieur s cellule s simple s mai s fortemen t interconnectée s le s un s de s autres . 
Chaque cellul e élémentair e es t appelé e neuron e ca r ell e imit e l e fonctionnemen t d'u n 
neurone biologique . L a sorti e d e chaqu e cellul e es t un e fonctio n no n linéair e d e l a somm e 
pondérée d e toute s se s entrée s (Hato n 2006) . L a Figure- B II- 3 illustr e l e principe basique d e 
fonctionnement d'u n neuron e artificie l : 
" Désigné s aussi par les réseaux de neurones artificiels, modèle connexionniste ou encore Paralle l Distribute d 








Figure-B II- 3 Princip e de base d'un neuron e artificiel . 
B.2.1 Typologie s d e réseaux d e neurones artificiel s 
La faço n don t le s différente s cellule s son t interconnectée s es t un e caractéristiqu e trè s 
importante dan s le s modèle s connexionnistes . Pou r la  reconnaissanc e automatiqu e d e l a 
parole o n distingu e essentiellemen t troi s topologie s d e réseau :  perceptrons multicouche , le s 
réseaux récurrent s e t les cartes auto-organisatrices . 
B.2.1.1 Le s perceptron s 
Le perceptron es t l a topologie de réseau d e neurones artificiel s la  plus simpl e caractérisé e pa r 
une classification linéaire . Ce type de réseau neuronal es t un réseau san s contre-réactio n e t n e 
contient aucu n cycle . L e modèle utilis é es t un réseau multicouche s e t i l représente l a versio n 
évoluée de s perceptron s monocouch e invent é pa r Rosenblat t (Rosenblat t 1962) . L e 
perceptron multicouch e es t form é d e couche s reliée s entr e elle s pa r l'intermédiair e de s 
neurones qu i le s composent Figure- B 11-4. 
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Figure-B II- 4 Structure d'u n perceptio n 
à trois couches . 
L'apprentissage dan s u n perceptro n multicouch e es t d e typ e supervis é c'est-à-dir e qu e l'o n 
procède pa r correctio n d'erreur . Pou r un e form e d'entré e donnée , o n impos e un e répons e e n 
sortie d u résea u afi n d e calcule r l'erreu r commis e pa r l e réseau . Ainsi , pou r chaqu e vecteu r 
d'entrée o n calcul e l'erreu r d e sorti e pa r rappor t à  une sorti e désirée . Cett e opératio n perme t 
de recalcule r le s poid s e n fonctio n d e l'erreu r e t pa r la  suit e constmir e de s paramètre s plu s 
représentatifs. Plusieur s travau x on t ét é réalisé s pou r propose r d e nouvelle s méthode s 
d'attribution d e poids plus sophistiquées (Karoui a 1996) . 
D'une faço n générale , pou r l'apprentissag e d e typ e supervis é o n distingu e deu x type s 
d'erreur correspondan t à  deux critère s d'optimisation : 
• L e critèr e d e moindre s carrés : fond é su r l'utilisatio n d'un e distanc e euclidienn e entr e le s 
formes. 
• L e critèr e d'entropi e croisée : le s sortie s d u résea u son t considérée s comm e de s 
distributions d e probabilité su r les variables d'entrée . 
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B.2.1.2 Le s réseaux récurrent s 
Les entrée s d'u n neuron e dan s le s réseau x récurrent s peuven t êtr e auss i bie n de s entrée s qu e 
des sortie s d'autre s neurones . Dan s l a reconnaissanc e automatiqu e d e la  parol e o n utilis e 
souvent ce s réseau x e n le s constmisan t à  parti r de s perceptrons . Ainsi , le s neurone s d e la 
couche caché e réactiven t le s entrée s afi n d e prendr e e n compt e l'écoulemen t temporel . 
Comme illustr é par la Figure-B II- 5 l'état d'u n neuron e es t une fonction d u vecteu r d'entrée à 
l'instant /  et de l'état d u réseau à  l'état t-1. 
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Figure-B II- 5 Principe d'u n résea u récurrent . 
Les réseau x récurrent s présenten t un e limitatio n dan s la  reconnaissanc e automatiqu e d e l a 
parole dan s l e ca s d'u n gran d vocabulaire . Pou r résoudr e c e problème , Che n propos e 
d'utiliser un e architectur e hiérarchiqu e e n modélisan t de s sous-réseau x récurrent s pou r 
l'identification de s syllabes constituan t u n mot (Che n 1995) . 
106 
B.2.1.3 Le s cartes auto-organisatrice s 
La cart e auto-organisatrice'" * est une autr e topologie d e réseau d e neurone s artificie l inventé e 
par l e statisticie n Kohone n (Kohone n 1982) . C e modèl e es t inspir é d e l'organisatio n 
neuronale d u cervea u de s vertébré s o ù de s stimul i d e mêm e natur e exciten t un e régio n d u 
cerveau bie n particulière . Le s unité s d u résea u son t interconnectée s latéralemen t selo n un e 
stmcture no n hiérarchique . Cett e demière , s e compos e habituellemen t d e deu x couche s d e 
neurones, un e couch e d'entré e e t un e autr e représentan t un e cart e d e paramètres . Cett e 
stmcture perme t au x cellule s d e recevoi r le s donnée s d'un e par t d e la  couch e d'entrée , e t 
d'autre par t de s cellules voisines de la deuxième couche . 
L'apprentissage dan s le s carte s auto-organisatrice s es t d e typ e no n supervisé . Plusieur s 
modèles on t ét é proposés pou r c e type d'apprentissage . Pa r exemple , o n peu t utilise r l a règl e 
d'apprentissage d e Hebb, qu i suggèr e qu e lorsqu e deu x neurone s son t excité s conjointement , 
cela renforce l e lien qu i le s réunit (Heb b 1949) . Cette règle vient à  attribuer u n poids for t à  la 
connexion entr e deu x cellule s s i elle s son t simultanémen t actives , e t u n poid s faibl e dan s l e 
cas contraire . 
Afin d e mieu x adapte r l'approch e connexionnist e à  la reconnaissance d e l a parole , plusieur s 
méthodes on t ét é proposées . O n peu t citer , à  titr e d'exemple , le s réseau x multicouche s à 
retard, le s classifieur s dynamique s e t le s modèle s biologique s qu i son t l e frui t d e 
l'avancement de s recherches e n neurophysiologie . 
B.2.2 Avantage s de s modèle s neuromimétique s 
Les modèle s neuromimétique s présenten t plusieur s avantage s supplémentaire s dan s l a 
reconnaissance automatiqu e d e la  parole. Voic i quelque s point s fort s mentionné s dan s (Boit e 
1987; Haton 2006) : 
• Désignée aussi par le terme anglais selforganizing map  (SOM), ou encore carte de Kohonen 
107 
• Ce s modèle s s e caractérisent pa r u n apprentissag e discriminan t permettan t l'amélioratio n 
de l a reconnaissanc e d'un e class e d e formes , e t l e reje t de s autre s classes . E n outre , il s 
peuvent êtr e interprété s comm e un e généralisatio n no n linéair e de s fonction s 
discriminantes. C e demie r poin t leu r perme t d'obteni r u n bo n résulta t d e classificatio n 
par rapport à  d'autres approche s de classification . 
• L'entraînemen t es t bas é su r un e modélisatio n no n paramétriqu e c e qu i perme t d'estime r 
des distribution s statistique s d e n'import e quell e forme . E n effet , c e modèle n e nécessit e 
pas d'hypothèses su r les propriétés statistique s de s données e n entrée . 
• Plusieur s vecteur s acoustique s peuven t êtr e foumi s facilemen t à  l'entré e d u résea u d e 
neurones. 
• L'implémentatio n d e modèl e sou s form e logiciell e o u matériell e es t facilité e pa r ce s 
stmctures parallèles régulières . 
B.3 Machin e à  vecteur suppor t 
Les machine s à  vecteur s d e suppor t (Vapni k 1998 ) (e n anglai s Suppor t Vecto r Machine , 
SVM) son t un e généralisatio n de s classifieur s linéair e destiné e à  résoudre de s problème s d e 
discrimination'^ e t d e régression"' . Le s SV M permetten t d e crée r un e surfac e d e décisio n 
entre deu x classe s définie s dan s u n mêm e espace . E n effet , un e fi^ontière  d e décisio n es t 
constmise afi n d e séparer linéairemen t le s deux classe , le critère d'optimisatio n es t la  largeu r 
de la  marge entr e le s deu x classes . Dan s l e cas d'u n problèm e linéairemen t séparabl e (l e ca s 
le plus simple) , l e choix d e l'hyperplan séparateu r pos e un problème. I I existe une infinit é d e 
plans séparateurs , d'o ù la  nécessit é d'identifie r u n seu l qu i maximis e la  marg e entr e le s 
échantillons e t l'hyperplan séparateur . 
L'utilisation de s machine s à  vecteur s d e suppor t dan s la  recormaissanc e automatiqu e d e l a 
parole es t efficace dan s certains cas . En effet , ell e était parmi le s techniques utilisées dans ce s 
" Décide r à quelle classe appartient u n échantillon. 
'^ Prédire la valeur numérique d'une variable. 
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demières année s pou r l'identificatio n d u locuteur , la  reconnaissance de s forme s acoustiques , 
la détectio n d e mot s clé s ains i qu e pou r la  conceptio n de s forme s acoustique s hybride s 
(Haton 2006) . 
B.4 Modèle s d e Marko v 
Les signau x acoustique s s e caractérisen t pa r u n aspec t no n statiormair e à  variatio n semi -
continue rendan t trè s difficil e la  séparatio n de s forme s à  reconnaître . Pou r certain s système s 
de reconnaissance vocale , te l qu e l a reconnaissance d e la  parole continue , ce t aspec t pos e u n 
problème majeu r puisqu e le s forme s à  reconnaîtr e n'on t pa s d e frontière s apparentes . Le s 
modèles d e Marko v caché s (Hidde n Marko v Models , HMM ) représenten t la  meilleur e 
solution à  ce problème. E n effet , ce s modèles son t capable s d e modéliser mathématiquemen t 
les variabilité s temporelle s pa r de s paramètre s d e transitions . E n outre , le s paramètre s de s 
distributions d e sorti e pennetten t d e modélise r le s variabilité s spectrale s (Alan i an d Guelli f 
1994). Le s HMM s on t ét é introduit s à  l a reconnaissanc e automatiqu e d e l a parol e dan s le s 
années 70 par Bake r (Bake r 1975 ) et Jelinek (Jelinek 1997) . 
Les modèle s d e Marko v caché s doiven t leur s succè s à  leur s conception s su r de s base s 
mathématiques solides . Un e tell e conceptio n penne t la  modélisatio n de s processu s 
stochastiques pou r traite r le s problèmes à  informations incertaine s o u incomplètes . U n HM M 
représente u n ensembl e d e séquence s d'observation s don t l'éta t d e chaqu e observatio n n'es t 
pas observé . E n effet , l e modèle d e Markov cach é es t u n processu s doublemen t stochastiqu e 
dans leque l le s observation s son t un e fonctio n aléatoir e d e l'état , e t don t l'éta t chang e à 
chaque instan t e n fonctio n de s probabilité s d e transition issue s d e l'éta t précéden t (Lub a an d 
Younes 2005) . Dan s cett e section o n v a présenter le s différents aspect s théorique s de s HM M 
en se basant principalement su r (Alani an d Guelli f 1994 ; B. Roe 1994 ; Jelinek 1997 ; Peinado 
2006) . 
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B.4.1 Formulatio n mathématiqu e 
Pour concevoi r u n systèm e d e reconnaissanc e d e l a parole , o n a  besoi n d'un e fonnulatio n 
mathématique permettan t la  discussion e t la mise en évidence du problème . 
Le système es t composé de : 
Entrée :  signal acoustique , A ave c A  =  xi, xy,  ...  ,  XT ',  x/  e  A 
Sortie :  séquence de mots, W ave c W  =  wy, vv^ , ••• , w,, ;  w,  ^w 
A es t la  séquenc e d e paramètres , qu i défini t l e signa l acoustiqu e e n aman t d u système , 
composée d e T  observations , e t W  représent e u n ensembl e d e n  mot s appartenan t à  u n 
vocabulaire bien connus . 
Pour chaqu e mo t dan s l'ensembl e d u vocabulair e l e systèm e doi t calcule r la  probabilit é 
d'avoir W  sachan t qu e A  es t prononcé . L a décisio n ser a e n faveu r d u mo t qu i possèd e l a 
probabilité la plus élevée qu'on l e note W. Par la suite, la règle de décision ser a : 
arg max ârgmax  P(JV)P(A  \W)  r  \u n\ 
W= P(W|A) = ^  ^  ^ — ^ (A1I.3 ) 
W W  P{A) 
Puisque l'objecti f es t d e détermine r l e mot W  (o u plus précisément l a séquenc e d e mots ) qu i 
maximise l e produi t P(W ) P(A|W) , o n peu t n e pa s calcule r P(A ) e t réduir e pa r l a suit e l e 
temps d e calcul . D e toute faço n la  valeur d e P(A) n'infiue pa s l e résultat final  puisqu'ell e es t 
la même valeu r pou r tou s le s mot s d e W . Don c pou r un e probabilit é aprior i P(W ) l e mot l e 
plus probable dépend seulemen t d e P(A|W). Par la suite , W sera calculé comme suit : 
W = arg max P(W) P( A |  W) (A n 4 ) 
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B.4.2 Processu s acoustiqu e dan s l e cas des HMM s 
La Figure- B II- 7 représent e u n schém a simplifi é d u processu s acoustiqu e dan s l e ca s d'un e 
modélisation ave c les HMMs. L e signal acoustiqu e e n provenance d'u n microphon e es t trait é 
dans l e modul e Traitement  de  signal  qu i génèr e à  de s intervalle s d e temp s régulier s de s 
vecteurs d e paramètre s a, . Chaqu e vecteu r représent e de s échantillon s d u signa l d'entré e 
obtenus aprè s un e successio n d'étape s e t d e méthode s permettant , entr e autres , d e réduir e l e 
nombre d e paramètres . L e Comparateur  compar e l e vecteu r O j avec chacu n de s élément s d e 
l'ensemble R = {pi , P2, ,  Pk} qui contien t de s vecteurs prototypes sauvegardé s dan s l e module 
de stockage Prototype. 
f "^ 
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Figure-B II- 7 Processu s acoustiqu e dan s l e cas des HMMs . 
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Les élément s d e R  son t de mêmes types que les vecteurs o , ce qui permet a u Comparateur  d e 
calculer l a distanc e entr e a , e t le s élément s d e R . L e vecteu r qu i possèd e la  distanc e 
minimale ser a retenu e t son index ser a le symbole acoustiqu e J  le plus probable . 
K 
x, = J= ar g mi n d(cr , ,  p^) (AII.5 ) 
La comparaiso n entr e a , e t le s vecteur s d e l'ensembl e R  repos e su r l'idé e d'agrégation . E n 
effet, l'algorithm e Vector  Quantization  o u encor e K-means  Clustering  es t utilis é afi n 
d'identifier l e vecteur de R l e plus proche du vecteur réel . 
B.4.3 Princip e d u modèle d e Markov caché e 
Afin d e modélise r la  probabilit é P(A|W ) o n a  besoi n d'u n modèl e pou r représente r le s 
données. L e modèle d e Markov cach é es t l e modèle statistiqu e l e plus utilis é pou r modélise r 
P(A|W). C'es t u n processus doublemen t stochastiqu e don t un e composant e es t une chaîn e d e 
Markov no n observable . L'intéressan t dan s une chaîn e d e Markov es t qu e la  probabilité pou r 
chaque événemen t d e s e produir e n e dépon d qu e d u résulta t d e l'événemen t qu i l e précède . 
Ainsi, s i XI , X2 , ... , X n es t un e séquenc e d e variable s aléatoire s prenan t se s valeur s d'u n 
ensemble fini  %=  {1,2,... , N} alor s : 
n 
P ( X i , X 2 , . . . , X n ) = n P ( X . I ^ i - i ) (AII.6 ) 
/ = ] 
Le modèle de Markov es t un processus stochastiqu e représent é par les paramètres suivant s : 
• N , le nombre des état s du modèle : 
S =  (Si , S2 , . . . , SN } 
• T , l e nombre des symboles observation s distinct s 
0 = {Oi,02 , . . . , O T } 
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B, la  matric e de s probabilité s d e transitions . Ell e représent e l a distributio n de s 
probabilités de s observations associée s ave c la transition d e l'état S t à l'état S(+i . 
B ^  bj{k)  =  P(o,  \q,  =  s,)  (An.7 ) 
avec j = l , 2 , . . . , N ;  k=l ,2 , . . . , T 
A, Une distribution d e probabilité de transition : 
A =  a,^  =  P{q,^,  =  s^  \q,  =  s,)  ^^jjg ^ 
7 = 1 
avec l < i < N 
n , un e distribution de s probabilités initiale s des états : 
^ , =  ^ ( ^ 1 =  s,) 





avec l < i < N 
Les distributions d e probabilité A, B, H constmisent l e modèle HMM désign é par X: 
1={A,B,U}. 
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Le modèl e HM M peu t êtr e utilis é comm e u n générateu r pou r donne r un e suit e 
d'observations. L a Figure-A 1-8 montre un exemple de génération d e six observations , de oi 
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Figure-A 1-8 Génération d'observation par un HMM 
Tirée de Young, Odell et ail. (1995, p. 4) 
la séquence d'observation 0 = 01,0 2 ...,05 peut êtr e générée par différentes séquence s d'état s 
Q. Ainsi , l a probabilité P(0 | X)  doit êtr e calculée pour toute s le s séquence s Q=qi,q2 , .-• , qe 
possibles. 
Dans le cas général , la séquence d'observation 0 = 01,02,..o j la plus probable générée par le 
modèle X,  en s e déplaçan t parm i le s état s Q = qi,q 2 ...,qT , es t calculé e e n multiplian t le s 
valeurs d e probabilité s d e transition s ai j par le s probabilité s d'observation s bj(ot) . Cec i es t 
donné par la formule suivante : 
P(0,Q\ X)  =  b,,(Ox)  b,2(02),  .. . ,  b,T{OT) (AIL 12) 
Toutefois, seulement la séquence d'observations O  est connu alors que la séquence d'états es t 
cachée, pou r cett e raiso n l e modèl e es t appel é modèl e d e Marko v caché . L a séquenc e 
d'observations sachan t un modèle de Markov sera alors calculée comme suit : 
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(AII.13) 
Cependant, c'es t mieu x d e n e pa s utilise r cett e formul e puisqu'ell e consomm e beaucou p d e 
mémoire e t effectu e tro p d e calcul . E n effet , ave c T observations e t N état s dans le modèle, i l 
existe N^ séquence s d'état s possible , c e qu i nécessit e enviro n 2TN ^ opérations . C e problèm e 
peut êtr e résolu e n utilisant l'algorithm e Forwar d qu i sera détaillé dans ce qui suit . 
Le modèl e HM M peu t êtr e représent é auss i sou s form e d'u n treilli s o ù chaqu e nœu d es t un e 
observation généré e dépendammen t d e la  transition entr e les état s (voi r Figure-B II-9) . Ainsi, 
la probabilité P(oi , 02 , ... , Ox ) peut êtr e calculé e e n mettan t e n évidenc e l'évolution , dan s l e 
temps, du processus pou r génére r la  séquence oi , 02 , ... , Oj.  Schématiquement chaqu e nivea u 
représente une observation, ains i i l aura autant de niveaux que de différentes observations . 
63(04) 
Speech 
^ Fram e 
(Time) 
Figure-B II- 9 Représentation d'HM M sou s form e d e treillis . 
Tirée de Young, Odel l e t ail . (1995, p. 10 ) 
La probabilité P  (oi , 02 , ... , o j ) es t égale à  la somme de tous le s chemins (depui s l'éta t initia l 
So = 1  jusqu'à l'éta t final)  dan s le treillis. 
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B.4.4 Le s problème s fondamentau x d'u n HM M 
Le modèle d e Markov cach é présente trois problèmes fondamentau x a u nivaux d e son design . 
La résolutio n d e ce s problème s perme t l'applicatio n de s HMM s dan s de s application s 
réalistes d e reconnaissance automatiqu e de la parole. 
B.4.4.1 Évaluatio n d u modèl e 
Étant donné e un e suit e d'observation s 0 = 01,02,..oj , commen t peut-o n évalue r l e modèle X= 
{A, B , H } afi n d e détermine r parm i plusieurs , l e mieu x adapt é pou r génére r cett e suit e 
d'observation. À  par t l a méthod e direct e utilisan t la  formul e AI L 13, d'autre s méthode s 
peuvent êtr e utilisées pour calcule r P(0 | X)  : 
L'algorithme Forwar d 
L'algorithme Forwar d calcul e le s probabilité s partielle s at(i ) d e chaqu e état , cett e demièr e 
correspond à  la probabilité d e tous le s chemin s précédan t menan t à  cet éta t (Figure- B 11-10) . 
Les probabilité s partielle s corresponden t à  la  probabilit é d'atteindr e le s état s concemé s e n 
parcourant tou s les chemins possibles . 
Figure-B H-1 0 Algorithm e 
Forward. 
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La somm e d e ce s probabilité s con-espon d à  l a probabilit é d e l a séquenc e d'observatio n 
sachant l e modèle HM M e n question. Le s étapes de l'algorithme Forwar d son t : 
1) Initialisatio n : 
« i ( i ) ==^ ,b , (o , ) (AIL 14) 
2) Inductio n : 
«,+iG) Z^.^i)^'/ 
i=l 
b j ( o , „ ) (AIL 15) 
3) Terminaiso n : 
p(0| A) = £ « , ( /) 
! = 1 
(AIL 16) 
avec l < i < N , l < j < N , l < t < T - l 
L'algorithme Backwar d 
L'algorithme d e Backwar d s e base su r l e même princip e qu e l'algorithm e Forwar d sau f qu e 
les probabilités partielle s seron t calculée s dans la  direction invers e Figure-B II- 11. 
>S) 
^-'•'"'^ ^tu(^i) 






^ i s V V 
^.wO'J 
Figure-B II- l 1 Algorithm e 
de Backward . 
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Voici le s étapes de cet algorithme : 
1) Initialisation : 
A ( 0 =1 (AII.17 ) 
2) Inductio n : 
/^.(i) =  Z  «,jb,( o ,+,)/?,„ (7) (AII.18 ) 
3) Terminaiso n : 
P{0\X) =  Y,n,bfo^)P,{i) (AIL19 ) 
avec l < i < N , l < j < N , t= T -  1 , T - 2, .. . , 1 
Une autr e méthode peu t êtr e utilisée pour résoudre c e problème e n s e basant su r l'algorithm e 
de Viterbi . C e demie r v a êtr e présent é dan s l e paragraphe suivan t comm e un e solutio n pou r 
le deuxième problème d'un HMM . 
B.4.4.2 Estimatio n d e la suite d'états caché s 
Dans la  reconnaissanc e automatiqu e d e l a parol e i l es t importan t d'associe r à  un e séquenc e 
d'observations un e séquenc e d'état s étan t donn é u n modèl e HMM . L'algorithm e d e Viterb i 
vient pou r fair e fac e à  c e problèm e d e décodag e e n cherchan t la  séquenc e d'état s qu i 
maximise l a probabilité P(0,Q | X).  En effet , ce t algorithm e fonctionn e d e la  même faço n qu e 
l'algorithme Forwar d ave c la  seul e différenc e qu e c e premie r remplac e l a sommatio n de s 
probabilités partielle s pa r l a probabilit é maximale . L'idé e d e bas e es t d e cherche r pou r 
chaque éta t s  d u nivea u /  d u treilli s l a séquenc e la  plu s probabl e Si(s) , ... , s,.|(s ) menan t à 
l'état s,  pui s cherche r la  séquenc e l a plu s probabl e Si+i(s) , ... , Sk(s ) suivan t l'éta t s. 
Finalement, détermine r l'éta t 5  dans l e nivea u i  don t l a séquenc e complèt e Si(s) , ... , s,.i(s) . 
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Si=s, Si+i(s) , ... , Sk(s ) présent e l a probabilit é l a plu s élevé . Tou t c e calcu l peu t êtr e réalis é 
d'une faço n récursiv e e n se basant su r l'algorithme d e Viterbi . 
Soit: 
S J (/) :  la probabilité maximale d'une séquenc e a u temps t  allant à  l'état Sj . 
V^  ( ( 7 ) -l a variabl e contenant l e chemin l e plus cour t correspondan t a u nœud qt=Si . 
L'algorithme d e Viterbi fonctiomie comm e sui t : 
1) Initialisatio n : 
^i( i ) = ^ , ^ ( o , ) (AII.20) 
^,(0 = 0 (AIL21) 
2) Recursio n : 
^ ' ^ ^ "  "jax[^,_,( /)a,^J&,(o, ) 
y/,()) =  argma x [s,_,(i)a-j\ 
l < i < N 
(AII.22) 
(AII.23) 
3) Terminaiso n : 
P* =  max [Sj.  (/)] 
l < i < N (AII.24) 
q,' =  argma x \8-^{i)\ 
l < i < N 
(AII.25) 
4) Meilleur e séquence 
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<!,' =  V ^ , + i ( ^ , l i ) (A1I.26) 
B.4.4.3 Apprentissag e 
Le modèl e HM M doi t passe r pa r un e phas e d'apprentissag e a u cour s d e laquell e le s 
paramètres du modèle X= {A , B, 0} seron t entraînés afin de maximiser la probabilité P(0|A.). 
On a  donc besoin d'échantillon s d e données, cec i es t nécessaire pour constmir e u n modèl e 
permettant un e représentation d e nouvelles données de mêmes types . Les éléments de bases 
de ce modèle sont la stmcture de transitions et les paramètres statistiques du HMM. La bonne 
connaissance d e l a situatio n e t l'intuitio n son t le s deu x facteur s qu i permetten t l a bonn e 
conception de ces éléments et l'estimation de s valeurs des paramètres initiaux, car il n'exist e 
aucune méthode universelle pour le faire. Après l'estimation initial e des paramètres, on peut 
utiliser l'algorithme Baum-Welch . Comme le montre la Figure-B 11-12 , ce demier s e sert de 




^ 3 I , ^ I 
a (±) l^..jj'' 
V-1 •t+1 t+2 
Figure-B 11-12 Algorithme Baum-Welch. 
Soit À  l e modèle optimisé de X qui donnera une bonne représentation statistique des données 
A 
O observées . I I es t judicieu x d e dir e qu'i l n'es t pa s éviden t d'avoi r de s paramètre s ^ 
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optimaux, mai s plutô t satisfaisants , ca r cec i dépen d fortemen t d e la  représentativit é de s 
données d'entraînement . Pou r utilise r l'algonthm e Baum-Welch , définission s l a probabilit é 
de transiter de i  vers j a u temps t  sachant l'observatio n O  et le modèle X  par : 




À partir de l'équation A1I.2 7 on pourra ré-estime r le s paramètres comm e sui t : 
• Probabilit é de s états initiaux : 
Probabilité d e transition : 







(=1 >= 1 
(AII.28) 
• Probabilit é d'observation : 
T-\ A ' 
Z Z^,(7, o 






1) Initialisatio n :  estimer le s paramètres initiau x d e X= (A, B, H ) 
2) Calcule r le s probabilités : 
^'(''•^^ (AII.30 ) 
^ ' W (AIL31 ) 
^ • ( 0 (AII.32 ) 
3) Ré-estime r le s paramètres . 
4) Répéte r le s étapes 2 et 3 jusqu'à l a convergence . 
B.4.5 Modèl e acoustiqu e composit e 
Dans l e paragraphe précédant o n a  vu que chaque unité acoustique peut êtr e modélisée par u n 
HMM. Dan s l a pratique , chaqu e mo t w , v a êtr e modélis e e n concaténan t plusieur s petit s 
modèles HMM s afi n d e forme r u n modèl e globa l représentan t l a séquenc e d e mot s W . l a 
méthode l a plu s utilisé e pou r concevoi r u n modèl e acoustiqu e d e tout e la  séquenc e d e mot s 
est l e modèle acoustiqu e phonétique (Jeline k 1997) . La Figure-B 11-1 3 illustre un ca s généra l 








HMM composite pour le texte W = w. 
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Figure-B 11-1 3 HMM composite . 
Le modèle acoustique phonétique peut êtr e représenté comm e une succession d'étape s : 
1) Crée r u n dictionnair e phonétiqu e pou r l e vocabulair e e n questio n mettan t ains i e n 
évidence l a correspondanc e entr e chaqu e mo t e t un e séquenc e d e symbole s bie n 
déterminée. 
2) Associe r pou r chaqu e symbol e d e l'alphabe t phonétiqu e u n modèl e élémentaire  HM M 
commençant pa r un éta t initia l e t se terminant pa r un état final. 
3) Concaténe r le s différents modèle s élémentaire s HM M pour former u n mot . 
4) Pou r avoi r u n modèl e composit e d e la  transcriptio n W  à  parti r de s donnée s acoustique s 
A, i l fau t concaténe r le s différent s mot s w , généré s e t insére r entr e eu x u n modèl e 
élémentaire HMM représentan t u n silence . 
5) Utilise r l'algoritlim e Baum-Welc h pou r estime r le s paramètre s statistique s d u modèl e 
HMM. 
L'étape 5  nécessit e beaucou p plu s d'attentio n e t doi t êtr e étudié e plu s e n profondeur , pou r 
plus de détails voi r (Jelinek 1997) . 
ANNEXE II I 
MODELE D E LANGAG E 
C l L e modèl e d e langage trigramm e 
Il es t trè s difficil e voi r impossibl e d'évalue r l a probabilité P  (w,[ wi, ... , W|.i ) pour n>3 , donc 
il fau t cherche r un e faço n réalisabl e pou r calcule r l a probabilit é d e prononce r l e mo t W i 
sachant u n historiqu e donné . D e tout e façon , s i o n pren d e n compt e tou t l'historiqu e o n 
risque d'avoi r un e probabilit é trè s faibl e o u mêm e nulle . Cependant , o n peu t utilise r u n 
modèle trigramm e qu i pren d e n compt e just e le s deu x demier s mot s qu i précéden t l e mo t 
actuel. L a probabilité P(W ) ser a calculée alor s comme sui t : 
P{w) =  YlP{w,  lw,_ , ,w,_ , ) (AIILl ) 
1=1 
et 
P ( w 3 I  W,, W, ) =  '  -  ^ ^ (AIII.2 ) 
c(w^,w,) 
Même cett e méthod e d e calcu l peu t donne r de s probabilité s nulle s en-ca s o ù l e trigramm e 
n'existe pa s dan s l e corpus d'entraînement . E n effet , un e étud e mené e pa r de s chercheur s d e 
IBM e n 197 0 montre que 23% des trigrammes qu i on t appa m dan s la  phase de test, n'existen t 
pas dan s l e corpu s d'entraînemen t (Jeline k 1997) . Donc , la  meilleure faço n ser a d'introduir e 
différents modèle s e n même temps :  trigrammes, bigrammes, unigrammes : 
P{W^ I  W,,W,) =  XJ{W^  I  W , , ^ ,) +  ^ 2 / ( ^ 3 I  w ,) +  A , / ( W 3 ) ,ATTT•5 ^ 
avec À^  +  Àj  +  À^  =  l 
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Plusieurs méthodes , te l qu e l a techniqu e d e lissag e linéair e (deleted  interpolation),  peuven t 
être utihsées pou r calcule r le s poids X\,  Xi et Xi..  Cett e méthode consist e à  diviser le s donnée s 
d'entraînement e n deu x portion s inégales . L a première , qu i es t l a plu s grande , ser a utilisé e 
pour estime r la  fréquenc e relativ e f ( |  ). Alors qu e l a deuxième n e nécessit e pa s beaucoup d e 
données relativemen t à  la première, e t elle est utihsée pour estimer le s poids A-j. 
Cette technique introdui t de nouvelles probabilités d e transitions d'o ù le s relations : 
X\ =  A,' 4 A . 1 
X, =  ^ 4 *  ^ 2 ( A i n . 4 ) 
A,3 =  A , 3 
avec A,'2=l-A' i Q\X\=\-X'i 
Les valeur s d e A' i peuven t êtr e ensuit e évaluée s pa r l'algorithm e d e Bau m e n mettan t e n 
évidence le s transitions nulles . Pour plus de détails se référer à  (Jelinek 1997) . 
C.2 Évaluatio n d'u n modèl e d e langag e 
La meilleur e faço n pou r évalue r u n modèl e d e langag e es t d e l e teste r dan s u n systèm e d e 
reconnaissance automatiqu e d e la  parole . Cependant , cett e approch e es t trè s difficil e es t 
nécessite l'entraînaien t d u modèl e d e langag e à  teste r ains i qu e l e modèl e acoustique . Pou r 
éviter cett e méthode , o n peu t utilise r l a perplexit é pou r mesure r la  qualit é d'u n modèl e d e 
langage. L e calcu l d e cett e demièr e peu t s e fair e pa r la  formul e suivant e donné e pa r Jeline k 
(Jelinek 1997) : 
1 ^ 
PP^(T)= 2"^^ '°^ '^^" '*" " (AIIL33 ) 
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PPM(T) représente la qualité de prédiction d'un événemen t e  par le modèle M sur le corpus T 
contenant N  mots . Plu s cette valeur es t petite , plus l a capacit é d e prédiction d u modèl e d e 
langage es t bonne . De s expérience s on t montr é qu e lorsqu e l a taill e d u corpu s 
d'apprentissage augment e l a perplexit é décroî t d e manièr e uniform e (Chen , Gauvai n Jean -
Luc et al. 2001). 
ANNEXE I V 
ARCHITECTURE D E SPHINX- 4 
L'architecture d e Sphinx- 4 (Walker , Lamer e e t al . 2004 ) peu t êtr e décrit e comm e étan t u n 
ensemble d'élément s interagissan t le s uns avec les autres . Chaque élément , o u module , opèr e 
d'une faço n indépendant e e t s e comport e comm e u n peti t systèm e qu i reçoi t le s donnée s 
comme entré e pou r le s traite r e t ensuit e foumi r u n résultat . Cett e vu e orienté e obje t ajout e 
une grand e flexibilité  a u systèm e globa l e n permettan t le s chercheur s d e traite r chaqu e 
module à  par t e t d e l e modifie r san s influence r le s autre s modules . Sphinx- 4 comport e troi s 
modules principau x :  L e Front-En d (FrontEnd),  l e Décodeu r (Pecoder)  e t la  Bas e d e 
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Figure-D IV-1 : Architecture d e Sphinx-4 . 
Tirée de Walker e t al . (2004, p. 2) 
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Comme représent é pa r l a Figure- D IV-1 , chaqu e modul e reçoi t e n entré e de s donnée s e t 
foumit e n sorti e un résulta t qu i v a servi r comme une entrée pour un autr e module. E n effet , l e 
module Front-En d acquier t l e signal acoustiqu e de l'applicatio n d e l'utilisateur pou r l e traite r 
et foumi r un e séquenc e d e paramètres . L e modul e base  de  connaissances  compren d troi s 
éléments coopéran t ensembl e afi n d e produir e l e graph e recherch é {SearchGraph).  L e 
troisième module , l e décodeur, utilis e l e graph e e t le s paramètres foumi s pa r le s deu x autre s 
modules pou r le s traite r e t ensuit e génére r u n résulta t à  l'application . Ce s troi s modules , 
décrits ci-dessus , constmisen t l a bas e d u systèm e Sphinx-4 . Cependant , d'autre s élément s 
accomplissent de s tâche s secondaire s nécessaire s à  l'administration , la  configuratio n e t l e 
contrôle d u système . E n effet , de s contrôle s peuven t être s exercé s su r chaqu e modul e à  tou t 
moment d u processus. E n outre , les différents paramètre s d u systèm e peuvent êtr e ajustés pa r 
le gestionnaire d e configuration {ConfigurationManager)  d'un e faço n dynamiqu e e t en temp s 
réel. Par exemple , i l es t possible de changer l a configuration pa r défau t d u module Front-En d 
en changean t l a sorti e de s paramètres . Pa r l a suite , c e demie r a u lie u d e produir e de s 
coefficients Mel-Frequenc y Cepstra l Coefficien t (MFCC) , i l produir a de s coefficient s 
Perceptual Linea r Prédictio n (PLP ) san s modifie r l e cod e sourc e d u système . Sphinx- 4 
foumit auss i u n ensembl e d'outil s permettan t d e fair e de s calcul s statistique , calcu l d e l a 
vitesse d'exécution , la  consommatio n d e l a mémoire , etc . Ce s outil s peuven t être s utilisé s 
d'une faço n dynamiqu e a u cour s d e l'exécutio n d u système , permettan t ains i d e gagne r d e 
temps. E n effet , a u cour s d u processu s d e reconnaissance , l e décodeu r peu t envoye r de s 
événements à  l'applicatio n alor s qu'i l es t e n trai n d e travaille r su r l a recherche . Ce s 
événements permetten t à  l'applicatio n d e bie n supervise r l e processu s d e reconnaissanc e e t 
d'interagir ave c l e décodeu r avan t mêm e la  fin  d u processus . L e systèm e foumi t égalemen t 
des utilitaire s qu i soutiennen t l'applicatio n a u nivea u d u traitemen t de s résultat s d e l a 
recormaissance. 
D.l L e module Front-En d 
La foncfio n principal e d u modul e Front-En d es t d e traite r le s signau x d'entrée s afi n d e 
foumir un e séquenc e d e paramètres . E n effet , c e modul e a  ét é développ é d e faço n à  lu i 
128 
permettre de décoder simultanémen t différent s type s de paramètres tel s que MFCC, PLP ou 
même des paramètres du signal vidéo. Comme illustré par la Figure-D IV-2, le module Front-
End es t compos é d'un e o u plusieur s chaîne s d e communication s appelée s PataProcessor. 
Ces demiers sont reliés les uns avec les autres par des objets appelés Pata qu i encapsulent les 
données traitée s ains i qu e de s marqueur s indiquan t le s donnée s d e classificatio n de s 
événements notamment le détecteur du point final. 
: Inpu t 
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« 
Figure-D IV-2: Chaîne de communication dans le module Front-End. 
Tirée de Walker et al. (2004, p. 3) 
Cette conception présente beaucoup d'avantages : 
• E n plus de la possibilité de traiter simultanémen t plusieur s types d'entrés, e t par la suit e 
foumir différent s type s de paramètres, le nombre de flux parallèle est arbitraire. 
• L a communication entr e le s différent s élément s d e ce module a  été conçu e pour qu e l e 
PataProcessor demand e le s données, d e l'élément précédant , qu'e n ca s d e besoin (pull 
design ) . 
La Figure- D IV- 3 montr e plu s clairemen t l e processu s d e traitemen t d e donnée s e t 
d'extraction des paramètres acoustiques dans ce module. 
" Contrairemen t à  pull design, Pus h design perme t au DataProcessor de diffuser ses données de sortie dès 
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Figure-D IV-3 : Traitement de s données e t extraction de s paramètres . 
Tirée de Gouvea, Kwo k e t al . (2002 ) 
Le Front-En d reçoi t e n entré e de s donnée s brute s qu i seron t analysée s e t traitée s pou r 
foumir e n sorti e de s paramètre s acoustiques . E n effet . L e Pata  Framer  détect e le s flux  d e 
données afi n d e le s encapsule r dan s de s package s annoté s Pata  Frame.  Ce s demiers , 
contiennent de s information s conceman t le s paquet s d e donnée s tell e qu e l a natur e de s 
données, s i c'es t u n segmen t d e début o u d e fin,  etc . Des techniques d e traitement d u signa l 
sont implémentée s à  l'intérieu r d u PataProcessor  e t son t appliquée s su r le s données . Ce s 
implémentations son t de s techniques de : fenêtrag e d u signal , d e pré-emphase . Transformé e 
de Fourier Discrèt e (FFT) , etc. Une phase d'extraction d e paramètres succèd e l a fin  de cett e 
phase d e traitement . E n effet , la  composant e Feature  Extractor  extrai t le s paramètre s 
acoustiques (Feature)  nécessaire s à  l'accomplissement d u travail du décodeur . 
D.2 Le module bas e de connaissance s 
Le modul e bas e d e connaissanc e génèr e u n graph e (SearchGraph)  qu i ser a utilis é pa r l e 
module décodeu r afi n d e détermine r le s expression s prononcées . C e demie r lu i envoi e de s 
feedbacks lu i permettan t ains i d e s'ajuste r e n s e basan t su r le s résultat s d e recherche s 
successives. I l es t possible que la  génération d u graphe soi t fait e pa r un sous-modul e conten u 
dans l e modul e décodeu r (Paul , Phili p e t al.) . Cependant , l e princip e rest e l e mêm e e t l e 
résultat es t obten u e n exploitan t le s donnée s contenue s dan s l e modul e Base  de 
Connaissances qu i es t composé de ces trois éléments : 
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• Modèl e d e Langage :  il permet d e modéliser c e qui peu t êtr e di t dan s un contexte bie n 
déterminé e n foumissan t un e stmctur e représenté e pa r u n certai n nombr e 
d'implémentations. 
• Dictionnair e :  l e dictionnair e foumi t l a prononciatio n d e chaqu e mo t conten u dan s l e 
module Modèl e d e Langage . Le s prononciation s placen t le s mot s dan s un e séquenc e 
d'unités contenues dans le Modèle Acoustique. 
• Modèl e Acoustiqu e :  le Modul e Acoustiqu e perme t d e fair e un e correspondanc e entr e 
une unit é d e l a parol e prononcé e e t u n modèl e d e Marko v cach é (HMM ) à  parti r de s 
paramètres foumis par le module Front-End. 
D'une faço n générale , l e modul e Base  de  Connaissance  transfonne chaqu e mot , conten u 
dans le vocabulaire actif , en une séquence de sous-unité de mot dépendamment d u contexte. 
Le Modèle Acoustique reçoit ensuite ces unités avec leurs contextes associés et foumit par la 
suite le graphe HMM correspondant à  ces unités. En se basant sur le modèle de langage et le 
modèle HMM, il est possible de constmire le graphe représentant l'expression prononcée . La 
Figure-D IV-4 illustre un exemple de graphe résultant d u module Base de Connaissance  qui 
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Figure-D IV-4: Exemple d'un graphe résultant du module Base de connaissance. 
Tirée de Walker et al. (2004, p. 5) 
Chaque nœud dans le SearchGraph, appelé SearchState, peut être un nœud émetteur ou non-
émetteur dépendamment des caractéristiques acoustiques . Le s mots dans les rectangle s (voir 
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Figure-D IV-4 ) son t de s composant s d u modèl e d e langage . Ce s mot s son t fragmenté s e n 
quelques unité s pou r fonné s l e dictionnaire , ceux-c i son t représentée s pa r le s lettre s dan s le s 
cercles sombres . De s HMM s élémentaire s modélisan t ce s unité s contenue s dan s l e 
dictionnaire représentan t ains i l e modèl e acoustique . Le s modèle s HMM s son t représenté s 
dans la  mémoir e comm e de s stmcture s statique s dan s l a majorit é de s système s d e 
reconnaissances vocales . Cependant , Sphinx- 4 représent e le s HMM s élémentaire s comm e 
étant de s graphe s d'objets . Chaqu e nœu d correspon d don c à  u n éta t d u modèl e HM M e t 
chaque ar c représent e l a probabilit é d e transitio n d'u n éta t à  un autr e dan s c e modèle . Cett e 
conception perme t d'implémente r u n modèl e acoustiqu e flexible  qu i peu t foumi r de s HM M 
avec différentes typologies . 
D.3 L e décodeu r 
En s e basan t su r le s paramètre s acoustique s foumi s pa r l e modul e Front-End , l e graph e 
résultant d u modul e bas e d e connaissanc e e t le s feedbac k échangé s ave c l'application , l e 
module décodeu r génèr e l e résulta t d e la  reconnaissanc e d e l'expressio n prononcée . L e 
résultat (Resuit  su r la  Figure- D IV-1 ) es t obten u suit e à  de s recherch e pou r détermine r l a 
séquence d e mo t la  plu s probabl e qu i peu t correspondr e au x vecteur s d e paramètre s 
acoustique. C e modul e es t compos é d e plusieur s élément s don t principalemen t l e 
SearchManager. C e demie r pilot é pa r l e décodeur , génèr e à  chaqu e étap e d u processu s u n 
objet Resuit  qu i contien t tou t le s chemin s qu i mènen t à  un éta t no n émetteur . Ce t obje t peu t 
être traité ensuit e pa r le s utilitaires afi n d e détermine r le s score s d e confidenc e pa r exemple . 
SearchManager es t implémenté e n se basant su r le principe de jeton comme décri t par Youn g 
(Young, Russel l e t al . 1989) . Dans Sphinx-4 , un jeton es t représenté par un obje t associ é ave c 
un nœu d SearchState  e t contien t :  l'ensemble de s score s acoustiqu e e t de langag e d u chemi n 
à u n poin t donnée , un e référenc e d u nœu d SearchState,  un e référenc e à  l'entré e de s 
paramètres acoustique s e t d'autre s information s pertinentes . L e SearchManager  peu t 
constmire plusieur s jeton s a u cour s d u processus , ce s demier s seron t ajouté s à  un e list e 
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appelée ActiveList  e n utilisan t l e composan t Prruner''\  L e composan t Scorer  communiqu e 
avec l e SearchManager  afi n d e lu i foumir , su r demande , de s information s su r l a valeu r d e 
densité des états . En effet , c e demier peut calcule r l e score d'un éta t donné à  un instan t donn é 
en accédant a u vecteur de paramètres . 
Son implémentation es t simplifiée par l'utilisation d u Garbage Collector de la plateforme Java. Ce dernier 
peut nettoyer u n chemin simplement en enlevant l e jeton terminal de la liste ActiveList. 
ANNEXE V 
ARCHITECTURE DE HTK 
E.l Vue générale 
Cette section est conservée pour la présentation de l'architecture d e HTK en se basant su r la 
le manuel d'utilisation d e HTK (Young, Odell et al. 1995). 
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Figure-E V-1: Architecture de HTK. 
Tirée de Young et al. (1995, p. 15) 
Comme représent é pa r l a Figure- E V-1 , le systèm e HT K es t compos é d'un e vingtain e d e 
modules encapsulant des fonctions e t des fonctionnalités différentes . Le s interactions avec le 
milieu extérieur sont assurées par des liens entre HTK et les données et modules extemes. En 
effet, le s interactions avec le système d'exploitation son t gérées par le module HShell , alors 
que le s entrées/sortie s graphique s son t dirigée s pa r l e modul e HGra f D'autre s module s 
foumissent de s interface s d e gestio n e t d e manipulation s :  HLabe l pou r le s fichier s 
d'étiquettes, HLM pour le s fichiers du modèle de langage, HNet pour l e réseau, HDic t pou r 
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les dictionnaires , HV Q pou r le s V Q codebook  e t HMode l pou r l a définition de s HMMs . E n 
outre, toute s le s entrées/sortie s d e natur e vocal e son t gérée s pa r l e modul e HWav e e t 
paramétrés vi a HParm . Toutefois , le s flux  d e donnée s audi o direct s son t transmi s pa r l e 
module HAudio . Comm e l e modul e HLabel , HWav e support e différent s type s d e fichiers 
permettant l a communicatio n ave c d'autre s systèmes . De s utilité s pou r la  manipulatio n de s 
HMMs son t regroupée s dan s l e modul e HUtil , alor s qu e le s outil s e t le s support s 
d'entraînements son t foumi s pa r HTrai n e t HFB . E n outre , l e modul e HAdap t renforc e le s 
différents outil s d'adaptation d e HTK. L e demier modul e Hre c es t l e plus importan t puisqu'i l 
contient le s fonctions principale s du processus d e reconnaissance . 
L'exécution de s outil s d e HT K s e fai t d'un e faço n traditionnell e ave c de s ligne s d e 
commandes sou s DOS . Ainsi , l e paramétrag e de s outil s es t garant i pa r le s argument s qu i 
peuvent modifie r l e fonctionnemen t d e l'outil . E n effet , chaqu e command e nécessit e u n (o u 
plusieurs) argument(s ) principa l (s ) e t peut êtr e complété e pa r des argument s optionnels . Ce s 
demiers son t désigné s pa r de s lettre s e n majuscule s pou r dir e qu'il s on t l e mêm e 
fonctionnement pou r toute s le s commandes . D'un e faço n générale , le s argument s optionnel s 
sont suivi s par leur s valeur s e t son t séparé s pa r un espace . Cependant , i l y  des argument s qu i 
ne nécessiten t pa s d e valeurs , ca r il s agissen t comm e u n drapea u pou r activ é o u désactiv é 
quelques fonctionnalité s d e l'outil e n question . 
Il exist e u n autr e moye n pou r l e paramétrag e de s outil s qu i s e résument dan s le s fichier s d e 
configurafions. Ce s demier s son t utilisé s principalemen t pou r l e contrôl e d u comportemen t 
des module s d e bibliothèque s don t tou s le s outil s d e HT K dépendent . Pa r exemple , l a 
commande Hfo o perme t l e chargemen t de s paramètre s contenu s dan s l e fichie r d e 
configuration config . E n outre , l'optio n - C perme t d e charge r d e multiple s fichier s d e 
configuration. 
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E.2 Étape s de reconnaissance d e la parole dan s HT K 
Le processu s d e reconnaissanc e d e l a parol e continu e dan s HT K compren d 4  phase s 
principales. L a Figure- E V- 2 illustr e ce s 4  phase s ains i qu e le s outil s utilisé s dan s chacun e 
d'entre elles . 
E.2.1 Phas e d e préparation de s donnée s 
Cette phase concem e la  préparation e t l'organisation de s données qu i von t êtr e utilisées pou r 
l'entraînement e t le test du système . Ainsi , toute s le s données doiven t êtr e convertie s dan s u n 
format uniqu e e t leur s transcription s associée s doiven t êtr e bie n échiquetées . Le s donnée s 
vocales peuven t êtr e obtenue s à  partir de s base s d e donnée s appropriée s o u bie n e n utilisan t 
l'outil HSla b qu i perme t l'enregistremen t e t l'étiquetag e manue l de s signau x acoustiques . 
L'outil HCop y perme t d e rassemble r plusieur s type s d e fichier  e n u n seu l fichier . Pa r 
exemple, différent s fichier s audio , u n fichie r d e configuratio n e t u n autr e d e scrip t peuven t 
êtres rassemblé e dan s u n seu l fichie r MLF . L'outi l HLîs t es t exploit é principalemen t pou r 
examiner l e conten u de s fichiers  vocaux . HLE d es t u n outi l utilis é pou r manipule r e t 
convertir rapidemen t e t efficacemen t le s fichiers  d'étiquetages . De s statistique s conceman t 
ces demier s peuven t être s réalisée s pa r l'outi l HLStats . Finalement , le s V Q codebook  qu i 
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Figure-E V-2: Processus de reconnaissance de la parole continue 
dans HTK. 
Tirée de Young et al. (1995, p. 17) 
E.2.2 Phas e d'entraînemen t 
Cette phase assure la définition de s topologies nécessaires à  la modélisation de chaque HMM 
du modèle acoustique du système. Par défaut l a distribution standard de HTK inclut plusieurs 
prototypes d e HM M e t d e script s qu i permetten t d e génére r l a majorit é de s topologie s 
automatiquement. Toutefois , i l es t possibl e d e défini r un e topologi e selo n le s besoin s e t l a 
sauvegarder dans un fichier texte afin de les manipuler ultérieurement. 
La Figure-E V- 3 illustre l e processus d'entraînemen t ains i qu e les différent s outil s d e HTK 
nécessaires a u bon déroulemen t d e cette phase. L'entraînement d u système es t un processus 
récursif qu i début e pa r l a créatio n d'u n ensembl e initia l d e modèles . À  ce niveau, l e choi x 
d'outils qu i seront utilisés dépend des données existantes. En effet, s i les données ne sont pas 
étiquetées l'outi l HComp V ser a utilisé afin d'initialise r tou s les modèles. Cette initialisatio n 
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rend identique s tou s les modèles e t affecte à  leurs moyenne e t variance le s valeur s de ceux d u 
système global . Dan s l e ca s o ù le s donnée s son t entièremen t étiquetée s e t le s extrémité s d e 
chaque mo t son t bie n définies , le s outil s HIni t e t HRes t seron t utilisé s afi n d e génére r 
individuellement chaqu e modèl e HMM . E n effet , HIni t foumi t de s estimation s de s 
paramètres de s modèles d'un e faço n itérative s e n utilisant le s algorithmes k-mean s e t Viterbi . 
Ensuite, l'algorithm e Baum-Welc h es t utilis é pa r l'outi l HRes t afi n d e ré-estime r le s 
paramètres. 
Après la  génératio n d'u n premie r ensembl e d e données , l'outi l HERes t doi t êtr e utilis é afi n 
de ré-estime r le s paramètres . L'algorithm e Baum-Welc h es t utilis é cett e foi s aussi , mai s la 
ré-estimation correspon d à  l'ensemble d e tou s le s modèles HMM s simultanément . Ainsi , le s 
modèles HMM s de s phonème s correspondan t à  une expressio n donné e son t relié s ensemble . 
Puis l'algorithm e forward-backwar d es t utilis é pou r calcule r le s variable s statistique s 
notamment la  moyenn e e t l a variance , qu i seron t utilisée s pa r la  suit e pou r la  ré-estimatio n 
des paramètres de s modèles HMMs . 
La constmctio n d'u n systèm e d e reconnaissanc e d e la  parol e pou r u n context e donn é ave c 
HTK nécessit e l'utilisatio n d e l'outi l HHE d à  la fin  de cette phase. Ce t outi l perme t d e clone r 
les modèle s HMM s déj à généré s pui s le s modifier , e n ajoutant/suppriman t de s transitions , 
pour enfi n ré-estime r d e nouvea u le s paramètre s pou r u n context e donné . L e problèm e 
principal dan s c e ca s es t l'insuffisanc e de s données . Cependant , l'outi l HSmout h présent e 
une solution à  ce problème par l'application d'u n lissag e à  la distribution . 
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Figure-E V-3: Phase d'entraînement dans HTK. 
Tirée de Young et al. (1995, p. 18) 
E.2.3 Phas e de reconnaissance 
Cette phas e représent e l a reconnaissanc e d e l a parol e propremen t dit e e t ell e exploit e 
quelques oufils de HTK notamment HVite, HLRescore et HDecode. 
HVite :  cet outi l prend comm e entrée un réseau d e mots (modèl e d e langage) décrivan t 
les relation s possible s entr e le s mots , u n dictionnair e définissan t l a prononciatio n d e 
chaque mot et un modèle acoustique. HVite commence par convertir le réseau de mots en 
un réseau de phonèmes puis cherche et attache la définition d e HMM à chaque phonème 
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correspondant. Un e bonn e reconnaissanc e vocal e nécessit e l a constructio n d e grand s 
dictionnaires résultant s d e plusieur s source s e t subissan t plusieur s transfonnations . L a 
constmction d e ce s dictionnaire s e t u n processu s relativemen t difficil e qu i nécessit e 
l'utilisation d'u n gestionnair e d e dictionnair e comm e HDMan . D'autre s outil s tel s qu e 
HBuild, HPars e e t HSGen son t très utile s pour l a création e t la  manipulation de s modèle s 
de langage . 
• HLRescor e :  ce t outi l es t développ é pou r l a manipulatio n de s treilli s généralemen t 
générés pa r HVite . I l perme t d e cherche r l e meilleu r chemi n dan s l e treillis , enrichi r l e 
treillis par de nouveaux modèle s d e langage, converti r l e treillis en un réseau d e mots, etc. 
• HDecod e :  c'es t u n décodeu r développ é comm e extensio n à  HT K adapté e pou r le s 
systèmes d e reconnaissance d e la  parole gran d vocabulaire . I l fonctionne pratiquemen t d e 
la mêm e faço n qu e l'outi l HVit e e n s e basant su r u n ensembl e d e modèle s HMM s e t u n 
dictionnaire. 
E.2.4 Phas e d'analys e 
Cette phas e s'assur e d e l a qualit é d e l a reconnaissanc e vocal e e t évalu e la  performanc e d u 
système. L a façon la  plus ordinair e es t de soumettre l e système à  des tests pour transcrire de s 
fichiers vocaux . Ensuite , la  transcriptio n résultant e d u systèm e doi t êtr e comparé e ave c l a 
transcripfion exact e du fichier  transcrit . Cett e opération es t réalisable pa r l'outi l HResult s qu i 
permet l'évaluatio n d e la performance de s systèmes d e reconnaissances d e la parole . 
ANNEXE V I 
FORMULAIRE D E CONSENTEMEN T 
Titre d u projet :  Indexation d'annotation s vocale s dans un contexte de gestion documentair e 
Étudiant chercheu r :  Ouali, Chahi d 
Directeur d e recherche :  Dumouchel, Pierr e 
Superviseur :  Sévigny, Marti n 
Avant d'accepte r d e participe r à  cett e recherche , veuille z prendr e l e temp s d e lir e le s 
renseignements qu i suivent . C e formulair e d e consentemen t vou s expliqu e le s but s d e c e 
projet d e recherch e e t se s procédures . I l indiqu e le s coordonnée s d e la  personn e ave c qu i 
communiquer a u besoin . Nou s vou s inviton s à  poser toute s le s question s qu e vou s jugere z 
utiles à  la personne qu i vous présente c e document. 
Pourquoi faisons-nou s c e projet? 
Nous metton s e n œuvr e c e proje t afi n d'évalue r le s performance s d e quelque s moteur s d e 
reconnaissance d e l a parol e dan s u n context e d'annotation s vocales . Nou s voulon s auss i 
étudier l'impac t de s résultat s foumi s pa r ce s moteur s d e reconnaissanc e d e l a parol e su r le s 
performances d'indexatio n d e fichiers sonores . 
Comment allons-nou s nou s y  prendre ? 
L'expérience aur a lie u dan s un e sall e d e réunio n d e l'entrepris e Irosof t e t ser a divisé e e n 
deux parties . L a premièr e partie , d'un e duré e d e 1 0 minutes , concem e la  créatio n d e votr e 
profil pui s l'entraînemen t d e deux moteur s d e reconnaissance d e la parole. Duran t cett e étap e 
vous lise z quelques paragraphe s afi n qu e le moteur d e reconnaissance d e la parole adapt e se s 
modèles à  votr e voix . L a deuxièm e partie , d'un e duré e d'un e heure , concem e 
l'enregistrement d e plusieur s fichier s audio . Duran t cett e étap e vou s consultere z de s texte s 
extraits d u corpu s de s loi s d u Canad a e t vous annotere z vocalemen t de s partie s d e ce s textes . 
Vos annotation s seron t pa r l a suit e enregistrée s e t transcrite s manuellemen t e t transcrite s 
automatiquement pa r le s moteurs d e reconnaissance d e la parole. 
Participation volontaire e t retrait préventi f 
Votre participatio n dan s cett e recherch e doi t êtr e volontaire . Vou s ête s libr e d e vou s retire r 
en tou t temp s pa r avi s verbal , san s préjudic e e t san s devoi r justifie r votr e décision . S i vou s 
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vous retire z d e la  recherche , le s renseignement s personnel s e t le s donnée s d e recherche vou s 
concemant e t qui auron t ét é recueillis a u moment d e votre retrai t seron t détmits . 
Confidentialité e t vie privé e 
Dans cett e étud e nou s n e vou s demanderon s aucun e informatio n personnell e permettan t d e 
vous identifier . Votr e nom , préno m e t signature dan s ce formulair e n e von t pa s être s utilisés . 
Un cod e es t attribu é à  chaqu e participan t permettan t d e l'identifie r e t d e l'associe r à  se s 
enregistrements. 
Risques relié s à  votre participatio n 
Les risques  anticipé s son t minimau x pou r votr e participatio n à  c e proje t d e recherche . Vo s 
risques s e limiten t à  un engagemen t volontair e d e votr e temp s d'un e duré e maximal e d e 9 0 
minutes. 
Utilisation de s donnée s 
II est anticip é qu e vo s annotation s vocale s seron t transcrite s manuellemen t pa r u n humai n e t 
automatiquement pa r de s moteur s d e reconnaissanc e d e l a parole . E n outre , le s résultat s (e t 
non vo s données ) d e cett e recherche peuven t être s partagés dan s de s article s publié s o u dan s 
des présentations à  des conférences . 
Remerciements 
Votre collaboratio n es t trè s précieus e pou r cett e recherch e e t o n vou s remerci e vivemen t d' y 
participer. 
CONSENTEMENT 
Votre signatur e attest e qu e vou s ave z clairemen t compri s le s renseignement s conceman t 
votre participatio n a u proje t d e recherch e e t indiqu e qu e vou s accepte z d' y participer . Vou s 
ne deve z jamais hésite r à  demande r de s éclaircissement s o u d e nouveaux renseignement s a u 
cours d u projet . Pou r tou t renseignemen t su r l e proje t d e recherche , veuille z communique r 
avec : 
Chahid Oual i :  chahid.ouali(a)gmail.coin ,  (514) 584 640 3 
Je sui s d'accord qu e mes enregistrements vocau x seron t utilisé s dan s cett e recherche . 
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Nom :  Préno m 
Signature date : 
IMPORTANT :  Un exemplaire du formulaire d e consentement sign é doit être remis au participant . 
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