Abstract: A comparative study of eight different risk calculation methods has been performed on the occurrence probability of inadequate capacity of a culvert to pass floods. The five basic risk calculation methods used in this study are the mean-value first-order second-moment method, advanced first-order second-moment method, point estimate method, Latin hypercube sampling method, and Monte Carlo simulation. Two options each for the point estimation and Monte Carlo methods are also investigated. Building upon the first four basic calculation methods, three additional methods are suggested. They are the first-order second-moment mixed mode method, generalized mixed mode method, and significant component method. Within each of the first four basic methods risks are calculated, whenever possible, using two definitions of failure parameter, i.e., ͑1͒ the performance function Z directly as a function of all the contributing variables; and ͑2͒ separate calculations of loading and resistance ͑capacity͒. Logic trees are presented to illustrate possible causes of culvert failure, the ways to account for component factors such as those from hydraulics and hydrology and to combine the component risks for total risk. Risk of inadequate flow capacity for a five-foot diameter culvert is evaluated as an example. Three sets of uncertainty data for the random variables are used; the first set data is adopted from a study in the literature, in which uncertainties from loading dominate. The second set of data is hypothetical with resistance uncertainties as the major contribution to failure; whereas in the third set, loading and resistance have about equal contributions of uncertainties. The relative errors of computed risks with respect to Monte Carlo simulation results are compared. The results show that for conditions similar to those tested, most of the methods are computationally simpler than the Monte Carlo simulation, and can be used for risk calculation. Cautions to some of the methods are remarked.
Introduction
Uncertainties are inevitable in water engineering projects. Causes of the uncertainties include human ignorance and natural complexity of the system. Development of reliability-based analysis methods for engineering applications can be found elsewhere ͑Ang and Tang 1984; Kececioglu 1991; Yen and Tung 1993; Ayyub and McCuen 1997͒ . Several applications of the methods to hydraulic design have been reported in the literature ͑Tang and Yen 1972; Yen and Tung 1993; Vrijling 1993; Meching 1995; Ayyub and McCuen 1997͒. To evaluate the failure risk of culverts, Mays ͑1979͒; Yen et al. ͑1980͒; and Tung and Mays ͑1980͒ applied the first-order second-moment method. Various other methods such as the point estimate method, direct integration method, and Latin hypercube sampling method, as well as the Monte Carlo simulation method, can also be applied. No comparative study has been reported in the literature to show the differences of risks evaluated from different methods in water resources engineering.
The objective of this paper is to compare the risk calculated by different and combinations of methods. This will be done by considering the probability of a culvert failing to have adequate capacity to passing peak discharges from a watershed. The example culvert and watershed are adapted from . Five existing methods, namely, the mean-value first-order secondmoment method ͑MF͒, advanced first-order second-moment method ͑AF͒, two options of the point estimate method ͓Rosen-bluth's ͑1975͒ two-point technique, PE-R, and Li's ͑1992͒ threepoint technique, PE-Li͔, Latin hypercube sampling method ͑LH͒, two options of Monte Carlo simulation ͑with random sampling, MC-RN, and with Latin hypercube sampling, MC-LH͒ are studied. Furthermore, three variations of combining the aforementioned methods are investigated: The first-order second-moment mixed mode method ͑FMIX͒, the generalized mixed mode method ͑GMIX͒, and the significant component method ͑SC͒.
Definition of Culvert Failure
The circumstances that constitute failure of hydraulic structures, including culverts, can be defined differently depending on the viewpoint of the analyst and purpose for the analysis. Failure may range from structural collapse to insufficient capacity to pass floods. Structural ͑or hardware͒ failure of culverts may be caused by one or more of the following reasons: Geotechnical, structural, flooding, erosion, and other causes such as earthquake. Formal calculation of the failure risk can be determined by incorporating the fault tree analysis ͑Henley and Kumamoto 1981; Ang and Tang 1984; Yen and Tung 1993͒ . Fault tree can also be used for qualitative analysis of the events, or combination of events that can lead to failure of a system ͑Ang and Tang 1984; Yen and Tung 1993͒ . In order to avoid potential confusion with qualitative ''fault tree analysis,'' the diagram used herein for systematic qualitative description of the possible failure modes will be referred to as ''logic tree.'' Fig. 1 is an example logic tree showing possible events that could result in the structural failure of a culvert. However, flooding due to inadequate capacity of the culvert to pass floods is a performance failure that may not and often does not involve structural failure. Fig. 2 illustrates an example logic tree for hydrologic failure of a culvert due to flooding from rainfall. Flooding may also be caused by ice blockage or melting of snow as shown in Fig. 2 . This paper is focused on the failure caused by rain-induced flooding, and addresses only the discharges determined from rainfall-runoff simulation, as illustrated in Fig. 2 , excluding the most right-hand portion.
For a culvert for which the runoff or loading Q L is produced by rainstorms, the failure occurs when the loading exceeds the carrying capacity or the resistance Q C of the culvert, that is Q L ϾQ C . The risk of failure is then the probability ( P) of the event
The complement of risk is reliability, i.e.
Mathematically, the relationship between the loading and resistance can be expressed by a performance function Z, defined here as
The failure risk of Eq. ͑1͒ is then the probability of ZϽ0, i.e.
Riskϭ P͑ZϽ0 ͒
If the probability distribution function of Z is normal, the risk can be computed from
in which ⌽ϭstandard cumulative normal probability function and Z and Z ϭexpected value and standard deviation of Z, respectively, which can be computed from various methods or from available data. The complement of risk is the reliability given by ⌽͑␤͒, in which the reliability index ␤ is
which is the reciprocal of the coefficient of variation of Z. There are two ways to determine E(Z) and Z for calculating the risk with Eq. ͑4͒. One way is considering all the loading and resistance parameters together to determine E(Z) and Z directly as indicated in Eq. ͑3͒. This option is referred to herein as the direct Z-function option. In this option, the normal probability distribution is assumed only for Z and no distribution assumption is needed for either loading or resistance.
The other option is to estimate loading and resistance separately for the calculation of E(Z), Z , and risk. From Eq. ͑3͒, the expected value of performance function Z can be rewritten as
The corresponding variance of Z is
in which ϭcorrelation coefficient. If the loading and resistance are uncorrelated
This option is referred to as the ͑L/R͒ option in this paper. In this option, Q L and Q C are each assumed log-normally distributed. 
Methods for Uncertainty Analysis
In recent years, many methods have been developed for reliability analysis of engineering problems ͑Henley and Kumamota 1981; Ang and Tang 1984; Yen and Tung 1993; Harr 1996͒ . The bestknown method is the Monte Carlo simulation, which requires a large number of computations to achieve the needed accuracy. Fig. 1 indicates possible joint work of hydrologists, hydraulicians, as well as geotechnical and structural engineers, and Fig. 2 suggests joint work of hydrologists with hydraulic engineers. For large projects, it is likely that component risks are evaluated by different teams following either disciplinary lines or failure mode lines. Yen and Tung ͑1993͒ suggested that it is possible to use different methods by different teams and then combine the results to determine the total risk. Thus, two mixed mode methods, namely, five options of the first-order second-moment mixed mode method ͑FMIX͒ and ten options of the generalized mixed mode method ͑GMIX͒ are evaluated in this study.
A precise risk calculation requires consideration of all the contributing factors, large or small, inclusively. This is a tall order that is seldom, if ever, fulfilled. There are always factors that are ignored, forgotten, or unknown. Hopefully, in practice, the major factors are accounted for and a significant part of the uncertainty is considered. For this purpose, a sensitivity analysis approach, denoted as the significant component ͑SC͒ method, is also investigated.
First-Order Second-Moment Method
The first-order second-moment method ͑FOSM͒ was first introduced into hydraulic system design by Tang and Yen ͑1972͒. The essence of the FOSM method is a Taylor series expansion of the performance function Z neglecting terms higher than first order. The FOSM method can be divided into the mean-value first-order ͑MF͒ and advanced first-order ͑AF͒ methods. The former expands the performance function at the means of individual variables, whereas the AF method expands the performance function at the likely failure point on a failure surface. The mean and variance of the performance function Z for the MF method is
and 
where Xϭvector of random variables; C i 's and C j 'sϭvalues of the partial derivatives ‫ץ‬G/‫ץ‬X i and ‫ץ‬G/‫ץ‬X j , respectively; r X i X j ϭcorrelation coefficient between variables i and j, r X i X j ϭ1 if i ϭ j; and X i and X j ϭstandard deviations for variables X i and X j , respectively. For the AF method, the expected value of Z approximated at the failure point x i * is
and the standard deviation of Z is computed from the variance of Eq. ͑11͒ with the sensitivity coefficients C i and C j evaluated at the failure point. The () * indicates the failure mode and () will be for the mean mode. The reliability index for this method is then
In Eq. ͑13͒, G(x i *) is supposed to be equal or close to zero on the failure surface. However, the location of the failure point x i * is unknown a priori and hence iterations are required to solve the problem. Yen et al. ͑1986͒ presented a flowchart describing the details for this algorithm. The MF is relatively simple and can account for the various sources of uncertainties. However, this method is limited to evaluating the risk based on the mean values of the variables and hence it is inaccurate if the system is significantly nonlinear. More often, failure events occur at extreme conditions, e.g., high floods, heavy rain, or large earthquakes, rather than near the mean of the loading and resistance. The risk value estimated from this method may differ considerably from actual risk and it depends on the definition of Z. Conversely, the AF method is generally regarded as a better method to yield fairly consistent risk values. More details of the FOSM methods can be found in Yen et al. ͑1986͒ and Halder and Mahadevan ͑2000͒.
Point Estimate Method
The PE method was proposed by Rosenbluth ͑1975͒ and later modified by Rosenbluth ͑1981͒; Harr ͑1989͒; and Li ͑1992͒.
Rosenbluth's Two-Point Estimate Technique
Rosenbluth ͑1975͒ proposed the point estimate method, Rosenbluth's two-point estimate technique ͑PE-R͒, to evaluate risks based on the first-and second-moments of input random variables. This method is based on Taylor's series expansion about the means of input random variables. For symmetric random variable, the kth moment of the performance function about the origin is estimated from the probabilities and the values of input random variables one standard deviation away from the mean. For a case of N random variables that are correlated, the kth moment of Z about the origin can be approximated by
where the subscript ␦ (iϭ1,2,...,N) ϭsign indicator and can only be ϩ or Ϫ representing the input variable having the value of i ϩ i or i Ϫ i , respectively. The weighting factor p (␦ 1 ,␦ 2, ... , ␦ N ) can be determined by
where r X i X j ϭcorrelation coefficient between input variables X i and X j . The first and second moments represent the mean and variance of Z. The number of terms in computing the kth moment of Z is 2 N for N input random variables. The method is simple and straightforward when the number of random variables involved is small. However, it becomes very cumbersome when the number of random variables gets large and it is impossible to manually formulate all the terms. Later, Rosenbluth ͑1981͒ improved his method to account for asymmetry of the random variables.
Harr ͑1989͒ modified the method by applying the principal component matrix theory to reduce the computational effort. By rotating the correlation matrix to the directions of the principal components and assuming the principal components will account for the majority of the information, the amount of computation can be reduced from 2 N to 2 N. For a design problem such as that discussed later in this study, with all the random variables assumed to be independent, Harr's principal component method yielded the same results as the PE-R method.
Li's Three-Point Estimate Technique
Li's ͑1992͒ three-point estimation method ͑PE-Li͒ was claimed to require less computations and able to achieve higher accuracy if the first four moments of the random variables can be accurately determined. This method utilizes the first four moments of individual random variable and the correlation among variables. The kth moment for a multivariate model ZϭG(X) can be estimated by
in which, Xϭa vector of random variables; Z ϭG(X );
)/2; and and ϭkurtosis and skewness, respectively.
The mean and the variance can be estimated from Eq. ͑16͒ with kϭ1 and kϭ2, respectively, so the risk can be further computed ͑Zoppou and Li 1993͒. The computation effort is reduced from 2 N of PE-R to (N 2 ϩ3Nϩ2)/2 and a supposedly higher accuracy of risk and reliability can be achieved if the third and fourth moments can be evaluated accurately. When only the first two moments are considered, then ␣ ϩ ϭ␣ Ϫ ϭ1 and p iϪ ϭp iϩ ϭ0.5, and the computation will be reduced to 2Nϩ1, which is about the same as Harr's method.
Latin Hypercube Sampling
The Latin hypercube sampling ͑LH͒ is a stratified sampling scheme developed by McKay et al. ͑1979͒. The LH selects M different values from each of the N variables in the following manner. The range of each variable is divided into M nonover-lapping intervals on the basis of equal probability. One random value is selected from each interval based on the probability density function of the variable. The M values from each variable are paired in a random fashion to form a M by N matrix, i.e., M N tuplets. The performance function Z is computed from the N randomly permutated variables in each interval. The sampling technique can be used to obtain the mean as well as its variance from the sampled points statistically or used for Monte Carlo simulation with large number of samples.
It has been shown ͑McKay et McKay 1988͒ that the estimation of the mean and distribution function of the output from the LH scheme is unbiased. This property will reduce the number of computer runs to achieve the same precision as a conventional Monte Carlo method would. The LH technique also ensures that the entire range of each variable is sampled.
Monte Carlo Simulation
Monte Carlo simulation is a technique that uses random samples of the independent variables to obtain solutions of problems. Simple random number sampling and Latin hypercube sampling are among the possible many sampling techniques that can be used with Monte Carlo simulations. With a normal distribution assumed for each variable in this study, the following expression is used for random number sampling and transformation:
in which and ϭmean and the standard deviation of random variable, respectively, and Rϭrandom number generated from the standard normal distribution. The Monte Carlo method is used in such a way that each computer run generates a random sample for each of the stochastic variables and the corresponding performance function Z is computed. The risk for the system is the probability of negative Z values out of the total number of runs.
First-Order Second-Moment Method Mixed Mode Method
Yen and Tung ͑1993͒ suggested that in the reliability analysis of a system consisting of many variables, different methods could be used to evaluate the uncertainties of different variables. For many engineering problems involving multiple random variables, failures are often resulted from extreme values of a few variables, with the remaining variable near the mean values. The first-order second-moment mixed mode method ͑FMIX͒ investigated in this study evaluates risk or reliability calculated based on the failure point modes of some random variables and the mean modes of the others. The performance function Z can be expressed by using the first-order terms in the Taylor series expansion with L variables expanded around their failure points and the other M variables around the means. Thus
The expected value of Z is
The variance of Z is computed as (20) where L and M ϭnumber of random variables with mean mode and failure mode, respectively, and NϭLϩM .
Generalized Mixed Mode Method
It is easy to understand that even a simple engineering design project could involve efforts of experts from multiple disciplines. As shown in Fig. 1 , the calculation of failure risk or reliability of a simple culvert design would require knowledge and coordination of geotechnical and structural engineering experts in addition to hydrologists and hydraulic engineers. The generalized mixed mode method proposed in this study provides a means to integrate the contributing events analyzed by different experts to estimate the total risk or reliability. The GMIX method will be examined herein by computing the carrying capacity and the discharge with different methods ͑e.g., MF and PE, respectively͒. The combined total risk of inadequate capacity of the culvert is then the prob- ability of carrying capacity computed from the MF less than the discharge from the PE. The essence of GMIX introduced in this paper is to use different existing methods to compute the statistics of loading and resistance in the performance function Z separately, and then combine both according to their probabilistic properties for reliability index as in Eqs. ͑7͒ and ͑8͒ or ͑9͒, i.e., following the loading and resistance ͑L/R͒ option. For example, assuming loading and resistance are independent and evaluated separately, the mathematical expressions of the generalized mixed mode with MF and PE for the expected value and variance of Z in this example are
The GMIX method can also be applied by integrating the probabilities from individual unionized or intersected events. Note that a special case of GMIX is the FMIX method with the loading and resistance computed separately using different FOSM methods, i.e., with loading from the AF and resistance from MF, FMIX͑AFL/MFR͒, or vice versa FMIX͑MFL/AFR͒. 
Significant Component Method
The SC scheme proposed in this study can be viewed as an approximate variation of the existing methods for the fact that this method can utilize any of the aforementioned existing methods to compute the failure risk. The essence of this method is to apply any of the existing methods to the subset of variables that account for a majority ͑e.g., at least 90%͒ of the total uncertainty. Theoretically, the significant variables can be determined based on the relative weight of the coefficient of variation, ⍀ϭ/. One expression used by Yen et al. ͑1993͒ to compute the relative weight ( j ) for each parameter from the sensitivity coefficient and coefficient of variation is
in which ␣ j ϭ(‫ץ‬G/‫ץ‬X j ) 2 ( j 2 /Ḡ 2 )ϭweighing factor of the j component variable and Ḡ ϭexpected value of function G. In practice, it is rarely possible to consider all the variables and the significant variables are usually selected through experience. The computational effort can be greatly reduced if fewer variables can represent most of the total uncertainty for the problem. For example, rainfall intensity, runoff coefficient, Manning's roughness, and correction factors for both rational formula and Manning's formula account for about 95% of the uncertainty in the example culvert to be discussed. Hence, only five out of a total eight variables need to be used for computation with PE-R and thus the amount of computation is reduced from 2 8 ϭ256 to 2 5 ϭ32. Using the SC method requires considerable understanding of the problem so that the significant variables can be properly selected.
Example Culvert for Comparative Calculation
The 5-ft diameter pipe analyzed in Yen et al. ͑1993͒ is adopted in this study as an example to compare the different risk calculation methods. In their analysis, the risk or probability of inadequate flow carrying capacity of the 5-ft pipe having to pass the floods from the ten-acre area drained by the culvert was determined by using the MF method. In this study, the risk is investigated by applying all the methods shown in Table 2 . In the original analysis, a ten-year service period was considered. With the design rainfall duration of 30 min, the ten-year return period rainfall intensity was 3.15 in./h. The incoming peak flow into the culvert was estimated with the rational formula, Q P ϭCiA, where Q P is the peak discharge and C is the runoff coefficient of the area A drained. During the T-year service period, the culvert will handle not only the design flow, if it ever occurs, but also runoff from rainstorms, heavy and light, having different durations and with variable spatial and temporal distributions of rainfall. Details on accounting for these uncertainties to determine the modified rainfall intensity i T for computing the loading Q L following the idea of rainfall-runoff simulation branch of the logic tree in Fig. 2 can be found in Yen et al. ͑1993͒. By using the rational formula, Q L is computed as
where L ϭmodel correction factor to the rational formula. The flow delivery system for the culvert was simplified as a single pipe and its capacity Q C was estimated by Manning's formula with a model correction factor C Q C ϭ C 0.463 n d
in which nϭManning's coefficient; dϭpipe diameter; and S ϭslope of culvert pipe. The performance function Z for this example culvert can be expressed as Eq. ͑3͒ for the direct (Z) function option or in terms of loading and resistance for the ͑L/R͒ option as
The values of the parameters in Eqs. ͑24͒ and ͑25͒ together with their uncertainties used by Yen et al. ͑1993͒ are listed as Case 1 in Table 1 . For this case, the uncertainty contributions from loading and resistance are 78 and 22%, respectively, of the total uncertainty. To illustrate the relative effects of uncertainties from loading and resistance, two other hypothetical sets of uncertainty data, listed as Cases 2 and 3 in Table 1 , are chosen in such a way that in Case 2 the uncertainties for loading and resistance are reversed for Case 1, i.e., loading is 22% and resistance is 78% of the total uncertainty; whereas in Case 3, loading and resistance contribute about equal uncertainty to the system. It is assumed that the change of uncertainty for the runoff coefficient and catch- Fig. 3 . Symbols of methods for evaluation of risk ment area in the rational formula and culvert slope in the Manning formula are small so they are kept the same in all three cases. For computational simplicity and easy comparison, the random variables are assumed to be independent of each other and to have normal probability distributions.
Versions of Risk Methods Tested
The 28 different versions of risk calculation methods listed in Table 2 are applied to compute the probability of inadequate culvert flow capacity and the results are compared. The MF, AF, PE ͑Rosenbluth and Li versions͒, LH, and MC shown in Table 2 and Fig. 3 are the existing basic methods. The SC method is an approximation of the existing methods. The relationship among the methods and versions is shown in Fig. 3 . Two versions of random number sampling are applied to the MC simulations, namely, direct random number generation of the variates ͑MC-RN͒ and Latin hypercube stratified sampling ͑MC-LH͒. In each of the three MC simulation cases, ten million sampling runs were performed with the eight variables listed in Table 1 (C,i,A, L ,n,d,S, C ). The number of simulation runs required to achieve a specified accuracy level for MC-LH is approximately one order less than for MC-RN.
For each of the other five basic methods, the risk can be computed according to two different definitions of risk, i.e., with the variables considered collectively through a direct (Z) function as defined in Eq. ͑3͒, or by computing the loading and resistance ͑L/R͒ separately as defined in Eq. ͑7͒. Both options have been computed as listed in Tables 2 and 3. Likewise, FMIX versions are tested with a direct (Z) function as well as computing loading and resistance ͑L/R͒ separately, applying the AF to the loading parameters and the MF to the resistance parameters or vice versa. Furthermore, in Case 1, as well as in many real situations, rain intensity i is the major contributor to the total uncertainty, where failures usually occur at extreme rains. Hence, in the FMIX method a direct (Z) option of applying AF only to the variables related to i is also tested.
For the GMIX method, ten versions are tested with loading and resistance computed separately using different methods as shown in Table 2 and Fig. 3 .
Any one of the basic risk calculation methods can be applied to the SC approximation. As a demonstration in this study, the SC method was applied only using the PE-R method with the uncertainties of two variables, the slope S in the resistance, and the drainage area A in the loading ignored. Table 2 for acronym definitions.
The 28 versions of risk calculation methods shown in Table 2 have been applied to the example culvert cases in Table 1 to calculate the risk of inadequate flow capacity. The results are shown in Table 3 in terms of computed expected values of performance function Z, the standard deviation, reliability index, and risk. For easy visual comparison, the computed risks are also plotted in Fig. 4 . Table 4 shows the calculated expected values and variances of loading and resistance that are used to obtain the values in Table 3 . These expected values are determined either through direct application of the performance function Z ͓AF͑Z͒, MF͑Z͒, PE-R͑Z͒, LH͑Z͒, FMIX͑Z͒Ai, FMIX͑Z͒AL and FMIX͑Z͒AR͔ or through separate computation of loading and resistance ͑L/R version of AF, MF, PE-R, and LH͒. Values of PE-Li are not shown because in this example they are essentially the same as PE-R. The values of the mixed mode versions based on separate computation of loading and resistance ͑L/R͒ are not listed because they can be obtained from values in Table 4 . For instance, the expected value of Q L for AFL is 3.3211 from the L part of AF͑L/R͒ and the expected value of Q C for MFR is 4.3629 from the R part of MF͑L/R͒. Hence, the expected value of Q L and Q C for FMIX͑AFL/MFR͒ are 3.321 and 4.3629, respectively. Likewise, those for GMIX͑LHL/PER͒ are 3.3018 and 4.3571 from the L part of LH͑L/R͒ and the R part of PE-R͑L/R͒, respectively.
Discussion
As shown in Fig. 4 , the calculated risks of inadequate culvert capacity for the three test cases given in Table 1 
The computed relative errors are presented in Table 5 and plotted in Fig. 5 for visual comparison. For Cases 1 and 3, all computational versions yield a failure risk higher than that of the reference MC-RN except FMIX͑Z͒AL applied to Case 1.
Figs. 4 and 5 show that MC-LH yields essentially the same results as MC-RN even though it is computationally more efficient because of its sampling scheme. It is well known that the advanced first-order second-moment method yields accurate results ͑Yen et al. 1986; Meching 1995; Haldar and Mahadevan 2000͒. Figs. 4 and 5 reveal that this is indeed the case when all the variables are simultaneously considered directly in the performance function Z in locating the failure point in the computational procedure, i.e., for the version AF(Z). However, this accuracy assessment of AF may not hold if some of the variables are not considered in locating the failure point. In fact, the worst results among all cases and computational versions tested in this study is the AF͑L/R͒ result from Case 3 for which the computed risk is 3ϫ10
Ϫ4 as compared to 4ϫ10 Ϫ5 for the MC-RN, or a relative error of almost 650%.
In general, all the versions involving AF in the ͑L/R͒ option yield relatively inaccurate results, because with only a subset of the variables accounted for in the location of the failure point its location is often determined in error. The results from Case 3 have the largest relative error because both loading and resistance each have one variable that contribute about 30% of the total uncertainty ͑Table 1͒. Thus, both loading and resistance converge to the failure point significantly different than if loading and resistance were computed together. In contrast, the contribution to the overall uncertainty is relatively uniformly distributed among the loading variables in Case 2. This results in the failure point for loading being closer to the mean than for any of the other AF͑L/R͒ cases, and thus the smaller error. This finding has significant implication to large, complicated projects that require teamwork among engineers of different disciplines. Good results can still be obtained if the direct (Z) option rather than the ͑L/R͒ option is used. This requires sufficient knowledge of the failure modes and mean modes of the variables. For example, inadequate capacity of culverts is most likely to result from runoff ͑loading͒ produced by extreme rainstorms rather than from average rainfall. Thus, one can expect reasonably good results from FMIX versions in which the failure point is determined for the loading parameters while the resistance is calculated near the mean. This is illustrated from the results of FMIX(Z)Ai and FMIX(Z)AL for Case 1 in Fig. 5 . Conversely, FMIX(Z)AR shows less satisfactory results because little is gained by applying AF to resistance ͑R͒ variables for which the expected failure point occurs mostly around mean values. As expected, the MF method yields identical results for direct (Z) or separate ͑L/R͒ failure definition options. The PE-R and PE-Li also yield essentially the same results for (Z) and ͑L/R͒ options. With the independent and normal distribution assumption for all random variables Li's three-point estimate method becomes essentially the same as the two-point Rosenbluth's point estimate ͑Table 3͒. All these basic versions, as well as LH͑L/R͒, yield reasonable risk estimations for practical applications. Why LH͑Z͒ yields higher risks than the corresponding ͑L/R͒ values remains to be investigated.
The GMIX methods involving mixed combination of PE-R, LH, and MF methods also provide reasonable results except the two versions involving MF for loading. This latter deficiency is due primarily to the failure point far away from the mean of loading for which MF is not a good approximation if the relationship is nonlinear.
Computationally, the MF and PE-R methods are the simplest. The AF and LH are also efficient but the AF may not be easily applicable to large, complicated, multidisciplinary projects. The PE-Li requires use of the skewness coefficient which is rather difficult to determine with sufficient accuracy in many practical situations. The computational efforts of the mixed mode methods depend on the basic methods adopted for the mixed mode. MC is the most computation demanding method among the methods investigated.
Conclusions
This paper compares the accuracy and efficiency of 28 versions of risk calculation methods through their application to an example culvert. If one order of magnitude is considered as acceptable tolerance of error when the risk is far less than unity ͑about 10 Ϫ4 for the cases tested͒, all the methods can be regarded as acceptable. Among the basic methods shown in Table 2 , the advanced first-order ͑AF͒ method is the most accurate, as has been suggested by many investigators ͑Ang and Tang 1984; Yen et al. 1986; Meching 1995; Haldar and Mahadevan 2000͒. However, this is true only when the risk is evaluated based on the failure definition of performance function Z in Eq. ͑3͒ and with all the variables considered in locating the failure point ͓direct (Z) option͔. The AF method provides the poorest results among the methods tested if the loading and resistance are calculated separately ͑L/R͒ as indicated in Eq. ͑26͒.
Conversely, the computationally simpler mean-value firstorder ͑MF͒ method usually gives less accurate, but acceptable, results compared to AF(Z). Rosenbluth's two-point estimation method and Li's three-point estimation method yield better results than MF but are inferior to AF(Z). These three methods are insensitive to the computational procedure according to the definition of failure, ͑L/R͒ or ͑Z͒. Li's method requires the use of a skewness coefficient, whose accuracy is often doubtful in practice because of insufficient accuracy of measured data or computational roundoffs.
Direct application of the Latin hypercube sampling ͑LH͒ method for risk calculations gives results similar to the PE and MF methods, but requires greater computational effort. The LH method shows sensitivity to the risk calculation the direct (Z) or the ͑L/R͒ option. More study on this is desirable.
In view of possible teamwork for large projects, mixed modes of the basic methods are also investigated. In general, the mixed mode methods are slightly less accurate than the corresponding basic methods. In this study the generalized mixed mode methods are conducted with the loading and resistance computed separately and then combined according to Eq. ͑26͒, ͓͑L/R͒ option͔. Those GMIX with AF applied only to the variables for either L or R generally yield poor results. Those mixed modes with MF applied to variables for which failures tend to occur at extreme rather than mean conditions, such as floods, also give less accurate results. A special case of the mixed mode that applies to the first-order methods is to calculate the risk according to the Z function of Eq. ͑3͒ for definition of failure. In this FMIX͑Z͒ method relatively good results can still be obtained if AF is properly applied to those significant variables for which failure tends to occur at converges to extreme rather than mean values.
This study confirms that all of the risk calculation methods described herein, when applied appropriately, can determine the risk of engineering projects with acceptable accuracy. This study also confirms that the AF method can provide the most accurate risk calculation from among these methods when properly applied. However, when the AF method is applied to different groups of variables separately and the results combined to estimate the overall risk, as in the ͑L/R͒ option, the AF method provides the least accurate risk calculation among all methods. The accuracy of mixed mode methods, in which different risk calculation methods applied to different groups of variables, varies with the methods used in the variable to which they applied. The challenge to the analyst is to formulate the problem properly so that all the significant parameters in the analysis are accounted for in the realistic and appropriate manner. Since each problem is unique, the selection of appropriate methods cannot be distilled to a recipe; however, results from this study may shed some light on the selection of methods as follows: ͑1͒ the direct (Z) instead of ͑L/R͒ option should be used as much as possible; ͑2͒ when the distributions of important variables are unknown and computation time is limited, use MF or PE instead of MC methods; ͑3͒ use PE-Li only if data accuracy is sufficient to obtain the third and fourth moments; ͑4͒ use AF(Z) if failures occur with some variables at extreme values; and ͑5͒ do not use the ͑L/R͒ option with the AF method, either in a mixed-mode method or using AF separately for L and R. Further analysis and development of new risk calculation methods are also desirable.
