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Abstract
In earlier papers, it has been shown how formal series like those used nowadays
to investigate the properties of numerical integrators may be used to construct high-
order averaged systems or formal first integrals of Hamiltonian problems. With
the new approach the averaged system (or the formal first integral) may be written
down immediately in terms of (i) suitable basis functions and (ii) scalar coefficients
that are computed via simple recursions. Here we show how the coefficients/basis
functions approach may be used advantageously to derive exponentially small error
bounds for averaged systems and approximate first integrals.
Keywords and sentences: Averaging, high-order averaging, quasi-stroboscopic aver-
aging, highly oscillatory problems, Hamiltonian problems, formal series, first-integrals,
near-integrable systems
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1 Introduction
This is the third and final paper of a series that explores the use within the method of
averaging [13], [17], [1], [2] of the formal series expansions used nowadays to analyze
numerical integrators (specially geometric numerical integrators) [12], [18], [14], [11].
While the preceding parts [5], [6] of the series were devoted to the explicit construction
of high-order averaged system and formal integrals, the present contribution focuses on
the derivation of error bounds.
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Given a time-dependent, oscillatory dynamical system, the aim of the method of
averaging is to approximate it by a simpler autonomous system (the averaged system).
Standard approaches [13], [17] find the sought averaged problem after performing a se-
quence of changes of variables. Each of these intermediate transformations decreases
the size of the time-dependence of the vector field; the composition of all intermediate
changes of variable provides the overall change that relates the given problem to the re-
sulting high-order averaged problem. Accordingly, in the standard derivations of error
bounds, it is necessary to monitor carefully the effect of each intermediate transforma-
tion, a fact that complicates the analysis. The alternative technique introduced in [5],
[6] yields at once the averaged system and the overall change of variables without any
need to perform a sequence of intermediate transformations. More precisely, shown
in [5], [6] is how to write averaged systems and changes of variables in terms of two
kinds of elements:
1. Scalar coefficients that are universal, i.e. independent of the given oscillatory
vector field. These coefficients may be computed by means of simple recursions.
2. Basis functions constructed in an explicit, systematic way in terms of the Fourier
coefficients of the oscillatory vector field.
In this paper we show how the derivation of error bounds may be advantageously per-
formed by exploiting the coefficients/basis functions structure. The article addresses
two related problems: averaging oscillatory vector fields (Section 2) and constructing
approximate first integrals of Hamiltonian problems (Section 3).
While it is well known that it is not possible to remove completely via changes
of variables the time-dependence of a system subject to oscillatory forcing, Neishtadt
[15] showed that, if the forcing is periodic, an averaged system may be constructed that
approximates the given system with an error that is exponentially small (relative to the
perturbation parameter). This result plays a crucial role in the theory of the numerical
integration of Hamiltonian problems [18], [11], as it is the key to the backward error
analysis that explains the success of symplectic methods. In [7] bounds similar to those
in [15] were derived by bounding separately the coefficients and basis functions of the
expansion of the averaged vector field. Simo´ [19] extended Neishtadt’s result to the
case where the time-dependence is quasi-periodic; this extension is far from trivial due
to the presence of the small denominator phenomenon. In Theorem 2.7 below, we
provide, by applying the coefficients/basis functions approach, bounds similar to those
in [19]. The method used here makes it possible to keep track of all constants that
appear in the bounds and pinpoints clearly the role played by the different hypotheses
(see Section 2.3).
First integrals of Hamiltonian problems are considered in Section 3. The derivation
of formal integrals of Hamiltonian system, particularly so within the field of Celestial
Mechanics, is a task with a long history and closely related both to averaging and to
the theory of normal forms [17], [1]. Different techniques are available. Since the
work of Siegel it is known that, generally speaking, the series that express those for-
mal invariants are divergent. However it is also well understood that it is possible to
truncate the formal series to obtain approximate invariants that may provide much help
in the analysis of the underlying dynamics. We refer to [8], [10] for a discussion of
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these issues. In [6] Section 5, we showed how to construct formal invariants via the
novel approach to averaging. Here we focus on the approximate invariants obtained
by truncating the formal series; in Theorem 3.5 we establish that, under suitable hy-
potheses, the time-derivative of those truncations may actually be exponentially small.
As a consequence the variation undergone by a truncation may remain bounded over
exponentially long time intervals (Corollary 3.6). Again the coefficients/basis func-
tions methodology results in simple proofs where track may be kept of all intervening
constants.
Before closing the introduction, it is perhaps relevant to mention that it is of course
possible to implement numerically the method of averaging, see [3], [4] and their ref-
erences.
2 Averaging of quasi-periodically forced problems
In this section we consider problems of the form
d
dt
y = ǫf(y, tω), (1)
y(0) = y0 ∈ RD, (2)
where ǫ is a small parameter, the smooth function f = f(y, θ) is 2π-periodic in each
of the components θj , j = 1, . . . , d, of θ, i.e. θ ∈ Td, and ω ∈ Rd is a constant vector
of angular frequencies. When d = 1 the vector field in (1) depends periodically on t,
while for d > 1 the dependence is generically quasi-periodic.
In Section 2.1 we summarize the methodology introduced in [6] for the construction
of the quasi-stroboscopic averaged system corresponding to (4); error estimates are
then derived in Section 2.2 and illustrated in Section 2.3 by means of an example. In
Section 2.1 we work with formal (not necessarily convergent) series in powers of ǫ and
the vector ω is assumed to be non-resonant, i.e. k ·ω 6= 0 for k ∈ Zd\{0}; of course, if
the problem (1) is resonant it may be re-written in non-resonant form by lowering the
number d of frequencies ωj . Section 2.2 operates under stronger hypotheses on f and
ω to be presented there.
2.1 The averaged system
Let the Fourier series for f be
f(y, θ) =
∑
k∈Zd
eik·θfk(y), (3)
(fk and f−k are conjugate so that f takes values inR
D). As shown in [6], the expansion
in powers of ǫ of the solution of (1)–(2) involves the Fourier coefficients fk and may
be rearranged in different ways corresponding to different choices of basis functions.
Specifically elementary differentials, word basis functions and iterated commutators
were considered in [6]. For the purposes of this paper, word-basis functions, as in [6]
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Section 3, provide the most convenient choice. Then (see [7] for a derivation different
from the one presented in [6]):
y(t) = y0 +
∞∑
n=1
ǫn
∑
k1,...,kn∈Zd
αk1···kn(t) fk1···kn(y0), (4)
where the coefficients αk1···kn(t) are given by
αk1···kn(t) :=
∫ t
0
eikn·ωtndtn
∫ tn
0
eikn−1·ωtn−1dtn−1 · · ·
∫ t2
0
eik1·ωt1dt1. (5)
and the word-basis functions fk1···kn(y) are defined recursively as
fk1···kn(y) := ∂yfk2···kn(y)fk1(y). (6)
Of much importance is the fact that the coefficients depend on ω and are independent
of f and the word-basis functions are independent of ω and depend on f .
The notation in (4)–(6) and expressions that will be needed later may be simplified
by using words k1 · · ·kn, made of letters kr, r = 1, . . . , n, n = 1, 2, . . . , taken from
the alphabet Zd. The set of words with n letters will be represented byWn. If k ∈ Zd
and n = 1, 2, . . . , then kn means k · · ·k ∈ Wn. Two words w = k1 · · ·kn and w′ =
k
′
1 · · ·k′m may be concatenated to give rise to a new wordww′ = k1 · · ·knk′1 · · ·k′m ∈
Wn+m. It is also convenient to introduce an empty word ∅ such that ∅w = w∅ = w
for each w. The set of all words (including the empty word) will be denoted byW . For
k ∈ Zd, |k| means the sum-norm of k; for w = k1 · · ·kn we define |w| =
∑
j |kj |.
With this notation the coefficient of ǫn in (4) is simply∑
w∈Wn
αw(t) fw(y0). (7)
Following the terminology of [7], we then say that (4) is the word series associated
with the coefficients αw(t) defined in (5) for w 6= ∅ (α∅(t) = 1 as the coefficient of y0
in (4) is unity).
It turns out that for each w ∈ W
αw(t) = γw(t, tω),
where γw(t, θ) is a suitable polynomial in the variables t, e
iθ1 , . . . , eiθd , e−iθ1 , . . . ,
e−iθd . The (f -independent) coefficients γw(t, θ), w ∈ W , may be computed recur-
sively, see [6] Proposition 4.1 or [7] Proposition 2, and are used to define three new
families of coefficients (w ∈ W , t ∈ R, θ ∈ Td):
α¯w(t) := γw(t, 0), (8)
β¯w :=
d
dt
α¯w(t)
∣∣∣∣
t=0
, (9)
κw(θ) := γw(0, θ). (10)
After these preliminaries, we may write the following averaging result (see [7],
Theorem 2.1) that expresses formally the oscillatory solution y(t) in terms of the solu-
tion Y (t) of an averaged autonomous problem:
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Theorem 2.1 The solution of (1)–(2) may be written as
y(t) = U(Y (t), tω, ǫ),
where U is the change of variables parameterized by θ ∈ Td
y = Y + ǫUˇ(Y, θ, ǫ); Uˇ(Y, θ, ǫ) := u1(Y, θ) + · · ·+ ǫn−1un(Y, θ) + · · · (11)
with
un(Y, θ) :=
∑
w∈Wn
κw(θ) fw(Y ), n = 1, 2, . . . (12)
and
Y (t) = y0 +
∞∑
n=1
ǫn
∑
w∈Wn
α¯w(t) fw(y0) (13)
is the solution with initial condition Y (0) = y0 of the autonomous (averaged) system
d
dt
Y = ǫF (Y, ǫ), F (Y ) := F1(Y ) + ǫF2(Y ) + · · ·+ ǫn−1Fn(Y ) + · · · , (14)
with
Fn(y) :=
∑
w∈Wn
β¯w fw(Y ), n = 1, 2, . . . (15)
Thus the vector field ǫF in the averaged system (14), the averaged solution Y (t) in
(13) and the change of variables U in (11) are the word series that correspond to the
coefficients β¯w, α¯w(t) and κw(θ) defined in (9), (8) and (10) respectively. These coef-
ficients may be computed recursively as described in [6], Section 4, and are universal
in the sense that they are completely independent of the vector field f of the oscillatory
problem (1) being averaged. For instance the β¯w may be computed from the relations
β¯k = 0,
β¯0 = 1,
β¯r+1
0
= 0,
β¯0rk =
i
k · ω (β¯0r−1k − β¯0r ),
β¯kl1···ls =
i
k · ω (β¯l1···ls − β¯(k+l1)l2···ls),
β¯0rkl1···ls =
i
k · ω (β¯0r−1kl1···ls − β¯0r(k+l1)l2···ls),
where r, s ≥ 1, k ∈ Zd\{0}, and l1, . . . , ls ∈ Zd. These relations clearly bear out the
small denominator phenomenon: if d > 1, there are (large) values of |k| for which the
the denominator k · ω is arbitrarily small.
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2.2 Error bounds
Our aim is the derivation of error bounds that are exponentially small as ǫ→ 0. Bounds
of size O(ǫN ) with N large but fixed require weaker hypotheses and have been known
since the work of Perko [16]. In this subsection we assume that d > 1, i.e. that (1) is
quasi-periodic. In the periodic case, the derivation of exponentially small error bounds
by using word series has been carried out in [7] and uses assumptions weaker than
those required here.
Assume that (1) is to be studied in a domain K ⊂ RD with closure K¯. If ‖ · ‖
denotes both a norm in CD and the associated norm for D ×D complex matrices, for
ρ ≥ 0 we consider the set Kρ ⊂ CD given by
Kρ = {y + z ∈ CD : y ∈ K¯, ||z|| ≤ ρ},
and for vector or matrix-valued bounded functions φ defined in Kρ we write
‖φ‖ρ = sup
y∈Kρ
‖φ(y)‖.
We shall work under the following assumption on f :
Assumption A. There exist R > 0, µ > 0 and an open set U ⊃ KR, such that, for
each θ ∈ Td, f(·, θ) may be extended to a map U → CD that is analytic at each point
y ∈ KR. Furthermore the Fourier coefficients fk of f have bounds
∀k ∈ Zd, ‖fk‖R ≤ ake−µ|k|, ak ≥ 0, (16)
where the ak are such that
M :=
∑
k∈Zd
ak <∞.
Remark 2.2 Under Assumption A, the Fourier series (3) converges absolutely and
uniformly for y ∈ KR, θ ∈ Tdµ, where
T
d
µ = {ζ = θ + iη ∈ Cd : θ ∈ Td, η ∈ Rd, |η1| ≤ µ, . . . , |ηd| ≤ µ},
and, accordingly, f may be extended to a function analytic at each (y, θ) ∈ KR × Tdµ.
Note that also
∀θ ∈ Td, ‖f(·, θ)‖R ≤M.
Conversely, suppose that, for a suitable µ′ > 0, f may be extended to a function
analytic at each (y, θ) ∈ KR × Tdµ′ . In that case, ‖fk‖R ≤ M ′e−µ
′|k|, where M ′ is
the maximum of ‖f‖ in KR × Tdµ′ , and Assumption A is satisfied for any µ < µ′ after
taking ak = M
′ exp
(− (µ′ − µ)|k|).
The exponential decay in (16) is used to overcome the effect of the small divisors;
this will be clearly illustrated in the example presented in Section 2.3. In the periodic
case, treated in [7], it is possible to allow µ = 0 in Assumption A; in that scenario f
need not be analytic with respect to θ.
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An additional hypothesis required to deal with small denominators is the assump-
tion that the vector ω ∈ Rd, d > 1, satisfies a strong non-resonance condition
∀k ∈ Zd\{0}, |k · ω| ≥ c|k|−ν (17)
for some constants c > 0 and ν ≥ 1. It is well known that, for fixed ν > d − 1, the
measure of the set of vectors ω ∈ Rd that do not satisfy (17) for any c > 0 is zero.
It may be proved (similarly to Theorem 3.1 of [7]) that, if f satisfies Assumption
A and ω is strongly non-resonant, then for each ρ ∈ [0, R), n = 1, 2, . . . , y0 ∈ Kρ, the
series (7) converges absolutely and uniformly. Furthermore the expansion in powers of
ǫ in (4) converges for y0 ∈ Kρ and ǫt sufficiently small.
In the following two propositions we derive bounds for the coefficients and word-
basis functions respectively. While the strong non-resonance condition makes it pos-
sible to estimate the coefficients from above in spite of the small divisors, the bounds
here, that grow with |w|, are considerably worse than those obtained in [7] Proposition
5 for the periodic case, that are independent of |w|.
Proposition 2.3 Assume that ω ∈ Rd, d > 1, satisfies the strong non-resonance con-
dition (17). Then
1. The coefficients κw in (10) satisfy |κw(θ)| ≤ 2nc−n|w|νn for w ∈ Wn, n =
1, 2, . . . , and θ ∈ T.
2. For w ∈ Wn, n = 1, 2, . . . , and θ ∈ T, |(ω ·∂θ)κ(θ)| ≤ 2n−1c−(n−1)|w|ν(n−1).
3. The coefficients β¯w in (9) satisfy |β¯w| ≤ 2n−1c−(n−1)|w|ν(n−1), for w ∈ Wn,
n = 1, 2, . . .
Proof: By induction in the recursions for γw(t, θ) and β¯w given in [6] Proposition 4.1
and Theorem 4.2. 
Proposition 2.4 If f satisfies Assumption A, then, for 0 ≤ ρ < R, n = 1, 2, . . . and
w ∈ Wn, the following bounds hold:1
‖fw‖ρ ≤ (n− 1)
n−1
(R− ρ)n−1 awe
−µ|w| (18)
and
‖∂yfw‖ρ ≤ n
n
(R− ρ)n awe
−µ|w|. (19)
Here aw = ak1 · · · akn if w = k1 · · ·kn.
Proof: Use Cauchy estimates as in the proof of Proposition 6 of [7]. 
We now investigate the convergence of the series (12) and (15). It is at this point
that we exploit the exponential factor exp(−µ|k|) in Assumption A to overcome the
growth with |w| of the bounds in Proposition 2.3. Note that the leading term in (20) is
1Throughout the paper it is understood that for n = 1 the expression (n − 1)a(n−1), a > 0 takes the
value 1.
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(n− 1)(ν+1)(n−1); a lower value of ν in (17) (corresponding to vectors of frequencies
ω ‘further away’ from resonance) leads to a better error estimate. In the periodic case,
see [7], the term (n − 1)(ν+1)(n−1) is replaced by (n − 1)n−1. Similar comments are
valid for (21)–(23).
Proposition 2.5 Suppose that f satisfies the requirements in Assumption A and ω ∈
R
d, d > 1, satisfies the strong non-resonance condition (17). For n = 1, 2, . . . , 0 ≤
ρ < R, y ∈ Kρ, θ ∈ T, the series in (15) and (12) are absolutely and uniformly
convergent. Furthermore, the functions Fn(y), un(y, θ) defined by those series satisfy
||Fn||ρ ≤ ML
n−1(n− 1)(ν+1)(n−1)
(R− ρ)n−1 , (20)
||un(·, θ)||ρ ≤ L
nnνn(n− 1)n−1
(R− ρ)n−1 , (21)
||(ω · ∂θ)un(·, θ)||ρ ≤ ML
n−1(n− 1)(ν+1)(n−1)
(R− ρ)n−1 , (22)
||∂yun(·, θ)||ρ ≤ L
nn(ν+1)n
(R− ρ)n , (23)
where
L =
2M νν
c µν eν
. (24)
Proof: We only prove (20), since the cases of (21)–(23) are similar. From (15), Propo-
sition 2.3 and (18)
‖Fn‖ρ ≤
∑
w∈Wn
|β¯w|‖fw‖ρ ≤ 2
n−1c−(n−1)(n− 1)n−1
(R− ρ)n−1
∑
w∈Wn
awe
−µ|w||w|ν(n−1).
The maximum of e−µxxν(n−1) for x > 0 is achieved at x = ν(n−1)/µ, and therefore,
e−µ|w||w|ν(n−1) ≤ (ν(n− 1)/µ)ν(n−1) exp (− ν(n− 1)),
so that
‖Fn‖ρ ≤
(
2 νν
c µν eν
)n−1
(n− 1)(ν+1)(n−1)
(R− ρ)n−1
∑
w∈Wn
aw.
Since ∑
w∈Wn
aw =
( ∑
k∈Zd
ak
)n
= Mn,
the result follows. 
The bounds (20) and (21) are too weak to imply the convergence of the series
(11) and (14) and in fact it is well known that those series are typically divergent (see
Section 2.3). The next proposition studies polynomial truncations of the change of
variables (11).
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Proposition 2.6 Suppose that f satisfies the requirements in Assumption A and ω ∈
R
d, d > 1, satisfies the condition (17). For N = 1, 2, . . . consider the change of
variables
y = Y + ǫUˇ (N)(Y, t, ǫ)
with
Uˇ (N)(y, θ, ǫ) := u1(y, θ) + ǫu2(y, θ) + · · ·+ ǫN−1uN (y, θ)
(the functions un are as in the preceding proposition). Assume that ǫ ∈ C satisfies:
|ǫ| ≤ ǫ0, ǫ0 = ǫ0(N) := R
4LNν+1
, (25)
then:
1. For each θ ∈ T, the mapping Y ∈ KR/2 7→ Y + ǫUˇ (N)(Y, θ, ǫ) is analytic and
takes values in KR.
2. For each θ ∈ T, ‖(ω · ∂θ)Uˇ (N)(·, θ, ǫ)‖R/2 ≤ 3M/2.
3. For each θ ∈ T and Y ∈ KR/2, the Jacobian matrix I + ǫ∂Y Uˇ (N)(Y, θ, ǫ) is
invertible and
‖(I + ǫ∂Y Uˇ (N))−1‖ ≤ 2.
Proof: The sums
bN :=
N∑
n=1
nn
2nNn
, b∗N :=
N∑
n=1
(n− 1)n−1
2n−1Nn−1
< 1 + bN , N = 1, 2, . . . ,
will appear in the proof. It is readily shown that bN ≤ 1/2 and therefore b∗N < 3/2
(see [7] Lemma 4.3).
By (21) with ρ = R/2 and (25):
‖ǫUˇ (N)(·, t, ǫ)‖R/2 ≤ R
4
N∑
n=1
nνn(n− 1)n−1
2n−1N (ν+1)n
≤ R
4N
b∗N ≤
3R
8N
≤ R
2
,
so that y ∈ KR for Y ∈ KR/2.
The bound in the second item is proved in an analogous way by using (22) and (25).
For the third item, (23) and (25) yield ‖ǫ∂Y Uˇ (N)(Y, t, ǫ)‖ ≤ bN ≤ 1/2; the result
then follows from the well-known estimate ‖(I +A)−1‖ ≤ (1− ‖A‖)−1. 
The next theorem is the main result of this section. Note that the exponentially
small term exp(−K|ǫ|−1/(ν+1)) in (26) increases with ν; again the estimates deterio-
rate if ω is closer to resonance. In the periodic case, the bound for R(N) in (26) is of
the form C exp(−K/|ǫ|).
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Theorem 2.7 Suppose that f satisfies the requirements in Assumption A and ω ∈ Rd,
d > 1 , satisfies the strong non-resonance condition (17). The application of the change
of variables in Proposition 2.6 subject to (25) to the initial value problem (1)–(2) results
in a problem
d
dt
Y = ǫ
(
F (N)(Y, ǫ) +R(N)(Y, t, ǫ)
)
, Y (0) = y0,
where
F (N)(y, ǫ) = F1(y) + ǫF2(y) + · · ·+ ǫN−1FN (y)
(the functions Fj are as defined in Proposition (2.5)). The remainder R
(N) possesses
the bound
‖R(N)(·, t, ǫ)‖R/2 ≤ 5|ǫ/ǫ0|
N
1− |ǫ/ǫ0| M.
In particular, assume that for given ǫ, with |ǫ| ≤ R/(4eL) (L is given in (24)), N
is chosen as the integer part of the real number
(
R/(4eL|ǫ|))1/(ν+1) ≥ 1. Then the
following exponentially small estimate holds true:
‖R(N)(·, θ, ǫ)‖R/2 ≤ 5e
2
e− 1 M exp
(
− K|ǫ|1/(ν+1)
)
, K =
(
R
4eL
)1/(ν+1)
. (26)
Proof: It is very similar to that of Theorem 3.4 in [7]. 
Remark 2.8 It is possible to relax Assumption A and still obtain exponentially small
error estimates. For instance, one may assume, instead of (16),
∀k ∈ Zd, ‖fk‖R ≤ ake−µ|k|α , ak ≥ 0,
with 0 < α ≤ 1. All the results above may be easily adapted to this weaker hypothesis;
in (26), the exponential term would be of the form exp(−K|ǫ|−1/(ν′+1)) with ν′ =
ν/α ≥ ν.
2.3 An example
In this subsection we illustrate, by means of an example, some aspects of the analysis
above. In particular, we shall show that the construction of the formal averaged system
(29)–(30) cannot be carried out in general if, as a function of θ, f in (1) is only of class
Cℓ, ℓ = 0, 1, . . . and that, under assumption (A), the bound in Proposition 2.5 reflects
in general the true growth of ‖Fn‖ as a function of n.
Consider the system with D = 2, y = (y1, y2):
dy1
dt
= ǫ,
dy2
dt
= ǫA(tω)g(y1), (27)
where A is a real-valued function defined on Td, ω ∈ Rd is non-resonant and g is a
smooth real-valued function of a real variable. The solutions of (27) are easily written
down in terms of a quadrature, but we do not need them here.
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If
A(θ) =
∑
k∈Zd
eik·θAk, (28)
is the Fourier expansion of A, then the Fourier coefficients fk in (3) are
f0(y) =
[
1
A0 g(y
1)
]
, fk(y) =
[
0
Akg(y
1)
]
, k 6= 0.
In view of (6), for words w ∈ Wn+1, n = 1, 2, . . . , the basis function fw vanishes
identically except in cases where w = 0nk, k ∈ Zd. For these words, f0nk =
[0, Akg
(n)(y1)]T . Furthermore, from the recurrence relations for the coefficients, β¯0 =
1, κ0(θ) = 0, and for k 6= 0, β¯k = 0, κk(θ) = i/(k · ω)(1 − eik·θ), β¯0nk =
−(i/(k ·ω))n and κ0nk = (i/(k ·ω))n+1(1− eik·θ). Thus the change of variables and
averaged system are, respectively,
y1 = Y 1,
y2 = Y 2 +
∞∑
n=1
ǫnin

∑
k 6=0
(
1
k · ω
)n
(1− ei tk·ω)Ak

 g(n−1)(Y 1),
and
dY 1
dt
= ǫ, (29)
dY 2
dt
= ǫA0 g(Y
1)−
∞∑
n=2
ǫnin−1

∑
k 6=0
(
1
k · ω
)n−1
Ak

 g(n−1)(Y 1). (30)
For reasons of brevity in what follows we shall confine the attention to (29)–(30), the
discussion of the change of variables is similar and leads to the same conclusions.
2.3.1 Convergence of the inner sums
For (30) to make sense as a formal series in powers of ǫ it is necessary that all the inner
sums ∑
k 6=0
(
1
k · ω
)n−1
Ak, n = 2, 3, . . . (31)
be convergent. In view of the presence of the (possibly small) denominators k ·ω, such
requirement is much stronger than the convergence of the Fourier series (28). This will
be illustrated in the case where the vector of frequencies has
d = 2, ω1 = φ, ω2 = 1, (32)
where φ = (1 +
√
5)/2 is the golden ratio. It is well-known that ω satisfies the strong
non-resonance condition (17) with c = 1, ν = 1. We denote by Fj the j-th Fibonnacci
number (F0 = 0, F1 = 1, Fj+2 = Fj+1 + Fj , j = 0, 1, . . . ), and for given ℓ =
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0, 1, . . . , we define a function A as follows. If k = ±(Fj ,−Fj+1), j = 0, 1, . . . , we
set in (28) Ak = |k|−(ℓ+1); all the remaining Ak, k ∈ Z2 are taken to be zero. Then
A(θ) = 2
∞∑
j=0
cos(Fjθ1 −Fj+1θ2) F−(ℓ+1)j+2
is a function of class Cℓ of the variable θ ∈ T2, as one sees by considering the series
obtained by differentiating term by term. However, for n odd, the inner sum (31) is
given by
2
∞∑
j=0
∣∣∣∣ 1ω1Fj − ω2Fj+1
∣∣∣∣
n−1
F−(ℓ+1)j+2 .
It is elementary to show, by using the closed-form expression for Fj as a function of j,
that ∣∣∣∣ 1ω1Fj − ω2Fj+1
∣∣∣∣ ≥ φ2 (Fj + Fj+1) = φ2Fj+2, j = 0, 1, . . . (33)
and therefore (31) is divergent for n − 1 ≥ ℓ + 1. This shows that the construction of
the formal averaged system (29)–(30) cannot be carried out in general if, as a function
of θ, f in (1) is only of class Cℓ, ℓ = 0, 1, . . .
2.3.2 Growth of the functions Fn
We now keep ω as in (32) but change our choice of A. We take Ak = exp(−µ′|k|),
µ′ > 0, for k = ±(Fj ,−Fj+1), j = 0, 1, . . . , and Ak = 0 for all other k ∈ Z2; with
this exponential decay of the Ak the inner series (31) are convergent. We consider in
K = {|y1| < 1/2} ⊂ R2, the system (27) with g(y1) = 1/(1 − y1); in R2 or C2
we employ the maximum norm. Since |g(y1)| ≤ 2/(1 − 2R) for |y1| ≤ 1/2 + R,
0 < R < 1/2, Assumption A holds for any µ, 0 < µ < µ′, by taking a0 = 1,
ak = (2/(1 − 2R)) exp(−(µ′ − µ)|k|) if k = ±(Fj ,−Fj+1) and ak = 0 for the
remaining k. Then
M = M(µ′, µ,R) = 1 +
4
1− 2R
∞∑
j=0
exp
(− (µ′ − µ)Fj+2)
and the bound (20) yields, for ρ = 0,
‖Fn‖0 ≤MLn−1(n− 1)2(n−1), n = 1, 2, . . . , (34)
with L = 2M/(Rµe).
To investigate the sharpness of this estimation, we note that from (29)–(30)
‖Fn‖0 ≥
∑
k 6=0
∣∣∣∣ 1k · ω
∣∣∣∣
n−1
|Ak| |g(n−1)(1/2)|, n = 2, 3, . . .
Now
|g(n−1)(1/2)| = 2n(n− 1)!,
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while for n odd, from (33),
∑
k 6=0
∣∣∣∣ 1k · ω
∣∣∣∣
n−1
|Ak| = 2
∞∑
j=0
∣∣∣∣ 1ω1Fj − ω2Fj+1
∣∣∣∣
n−1
exp(−µ′Fj+2)
≥ 2
∞∑
j=0
(
φ
2
)n−1
Fn−1j+2 exp(−µ′Fj+2).
If n is so large that (n− 1)/µ′ ≥ 1 = F2, there exist a unique integer jn such that
Fjn+2 ≤
n− 1
µ′
< Fjn+3 ≤ 2Fjn+2
and we may estimate the last series as follows:
∞∑
j=0
(
φ
2
)n−1
Fn−1j+2 exp(−µ′Fj+2) ≥
(
φ
2
)n−1
Fn−1jn+2 exp(−µ′Fjn+2)
≥
(
φ
2
)n−1(
n− 1
2µ′
)n−1
e−(n−1).
Putting everything together, we see that, for n odd and sufficiently large,
‖Fn‖0 ≥ 4
(
φ
2µ′e
)n−1
(n− 1)n−1(n− 1)!; (35)
this shows that the series (30) is divergent for ǫ 6= 0. Note that here each of the factors
(n−1)n−1, (n−1)! on its own prevents the convergence of (30). The factor (n−1)n−1
originates from the function A, is related to the small denominators and would not be
present in a periodic problem. The factor (n − 1)! is introduced by our choice of g; it
would not be present if we had set, e.g., g(y1) = cos(y1).
By Stirling’s formula, the right-hand side of (35) may be bounded from below by
an expression of the form Mˆ Lˆn−1(n − 1)2(n−1), which only differs from the bound
(34) in the values of the constants Mˆ and Lˆ. We conclude that, for the problem at hand,
the estimate (20) captures the essence of the behaviour of ‖Fn‖0 as a function of n.
3 Nearly conserved quantities in autonomous Hamilto-
nian problems
In this section we consider canonical Hamiltonian systems
d
dt
x = J−1∇H(x, ǫ), x ∈ RD, (36)
where D is even, J is the skew-symmetric D × D matrix that defines the canonical
symplectic form and the smooth Hamiltonian functionH may be written in the form
H(x, ǫ) :=
d∑
j=1
ωjIj(x) + ǫK(x), (37)
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with ω ∈ Rd, d = 1, 2, . . . , a non-resonant vector of angular frequencies. It is assumed
that:
1. The functions Ij , j = 1, . . . , d, are in involution: {Ij , Ik} = 0 for all j, k. Here
{·, ·} denotes the Poisson bracket
{F,G} := −∇FTJ−1∇G.
2. The flows Ψ
[j]
t , j = 1, . . . , d, of the Hamiltonian systems
d
dt
x = J−1∇Ij(x),
are 2π-periodic.
Note that, in the unperturbed, ǫ = 0, case the solution flow of system (36) is
explicitly given by Ψtω with
Ψθ = Ψ
[1]
θ1
◦ · · · ◦Ψ[d]θd , θ ∈ Td
(the maps in the right-hand side commute with each other). As discussed in [6], the for-
mat (36)–(37) includes many perturbations of integrable Hamiltonian problems. How-
ever here, as distinct from the situation in the theory of integrable systems, the number
d of ‘actions’ Ij does not necessarily coincide with the number of D/2 of degrees of
freedom. While the hypothesis that the flow Ψ
[j]
t has a constant (amplitude indepen-
dent) period is usually associated with linear problems, there are examples of nonlinear
isochronous Hamiltonians, see [9] and its references.
3.1 Formal conserved quantities
The problem at hand may be recast in the form (1) by performing the canonical, time-
dependent change of variables x = Ψtω(y). The corresponding (pulled-back) vector
field is Hamiltonian with f(y, θ) = J−1∇yK(Ψθ(y)). Furthermore each Fourier co-
efficient fk in (3) is also a Hamiltonian vector field and its Hamiltonian Hk(y) is the
corresponding Fourier coefficient ofK(Ψθ(y)):
K(Ψθ(y)) =
∑
k∈Zd
eik·θHk(y). (38)
As discussed in [6], Section 3, the stroboscopically averaged system (14) is once more
Hamiltonian and given by
d
dt
Y = ǫJ−1∇K˜(Y, ǫ) (39)
with
ǫK˜ :=
∞∑
n=1
ǫnK˜n, K˜n :=
1
n
∑
w∈Wn
β¯w Bw. (40)
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Here, β¯w is the universal coefficient in (9) and Bw denotes the iterated Poisson bracket
Bw := {{· · · {{Hk1 , Hk2}, Hk3} · · · }, Hkn}, w = k1 · · ·kn ∈ Wn.
(For words with one letter, Bk = Hk.)
In the unpertubed, ǫ = 0, case the functions Ij have been assumed to be conserved
quantities in involution of (36). It is proved in [6], Section 5.3, that, in the perturbed
case there exists a formal decomposition
H(x, ǫ) =
d∑
j=1
ωj I˜j(x, ǫ) + ǫK˜(x, ǫ), (41)
where the I˜j , j = 1, . . . , d are formal first integrals in involution of both (36) and (39).
The power-series I˜j is given by
I˜j(x, ǫ) := Ij(x) +
∞∑
n=1
ǫn I˜j,n(x), I˜j,n(x) :=
1
n
∑
w∈Wn
β[j]w Bw(x), (42)
where the coefficients β
[j]
w are universal (i.e. independent of the functions Ij , K in the
given Hamiltonian (37)) and may be computed recursively by means of the following
formulae ([6], Theorem 5.7):
β
[j]
k
=
k · ej
k · ω ,
β
[j]
0r
= 0,
β
[j]
0rk
=
i
k · ωβ
[j]
0r−1k
,
β
[j]
kl1···ls
=
i
k · ω (β
[j]
l1···ls
− β[j](k+l1)l2···ls),
β
[j]
0rkl1···ls
=
i
k · ω (β
[j]
0r−1kl1···ls
− β[j]
0r(k+l1)l2···ls
).
Here r, s ≥ 1, k ∈ Zd\{0}, l1, . . . , ls ∈ Zd and ej denotes the j-th coordinate vector.
Note once more the presence of small denominators for d > 1.
There are two sources of analytical concern in (42). The first is the convergence of
the series that define the coefficients I˜j,n, the second the convergence of the series in
powers of ǫ for I˜j . These difficulties are addressed next.
3.2 Approximate conservation
We focus on the quasi-periodic, d > 1, situation and leave the case d = 1 for Remark
3.7.
We study (36) in a domain K ⊂ RD and consider the sets Kρ ⊂ CD introduced in
the preceding section. Some results below become somewhat simpler if the norm ‖ · ‖
in CD is assumed to be the standard Euclidean norm for which J is an isometry. We
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hereafter work under this assumption. For bounded, scalar-valued functions defined in
Kρ, the notation ‖ · ‖ρ refers to the familiar sup-norm.
We work under the following hypothesis:
Assumption B. There exist R > 0, µ > 0 and an open set U ⊃ KR, such that, for each
θ ∈ Td, K(Ψθ(·)) may be extended to a map U → C that is analytic at each point in
KR. Furthermore the Fourier coefficients Hk in (38) have bounds
∀k ∈ Zd, ‖Hk‖R ≤ ake−µ|k|, ak ≥ 0,
where the ak are such that
M :=
∑
k∈Zd
ak <∞.
Note that, in particular,K(y) = K(Ψ0(y)) is assumed to be analytic.
The convergence of the series for I˜j,n in (42) will be proved by estimating sepa-
rately the coefficients β
[j]
w and the iterated Poisson brackets Bw. For the coefficients
we have:
Proposition 3.1 Assume that ω ∈ Rd, d > 1, satisfies the strong non-resonance con-
dition (17). Then, for w ∈ Wn:
|β[j]w | ≤ 2n−1c−n|w|νn+1 ≤ 2n−1c−n|w|ν(n+1).
Proof: For the first inequality, use induction in the recursions for β
[j]
w given above. The
second is trivial since ν ≥ 1. 
The estimation of the iterated brackets relies on the Cauchy estimates provided in
the following Lemma:
Lemma 3.2 Assume that ρ ≥ 0, δ > 0, n = 1, 2, . . . and that F , G, F1,. . .Fn are
complex analytic functions in Kρ+δ . Then
‖∇F‖ρ ≤ δ−1 ‖F‖ρ+δ,
‖{F,G}‖ρ ≤ δ−1‖∇F‖ρ ‖G‖ρ+δ,
and
‖{{· · · {{F1, F2}, F3} · · · }, Fn}‖ρ ≤ (n− 1)
2(n−1)
δ2(n−1)(n− 1)!‖F1‖ρ+δ · · · ‖Fn‖ρ+δ.
Proof: For the first inequality use the standard Cauchy estimate for the function τ ∈
C 7→ F (x + τv) ∈ C where v ∈ CD, ‖v‖ = 1, x ∈ Kρ (cf. the proof of Lemma
4.2 in [7]). For the second consider analogously the function τ ∈ C 7→ G(x −
τJ−1∇F (x)) ∈ C. The third inequality is trivially true for n = 1. If n > 1, con-
sider the radii ρk = ρ+ kδ/(n− 1), k = 0, . . . , n− 1. Then
‖{{· · · {{F1, F2}, F3} · · · }, Fn}‖ρ0
≤ n− 1
δ
‖{{· · · {{F1, F2}, F3} · · · }, Fn−1}‖ρ1 ‖∇Fn‖ρ0 ,
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and iterating
‖{{· · · {{F1, F2}, F3} · · · }, Fn}‖ρ0
≤ (n− 1)
n−1
δn−1
‖F1‖ρn−1‖∇F2‖ρn−2 · · · ‖∇Fn‖ρ0 .
The proof concludes by noting that, for k = 2, . . . , n,
‖∇Fk‖ρn−k ≤
n− 1
(k − 1)δ ‖Fk‖ρn−1 .

Proposition 3.3 Suppose that Assumption B holds and ω ∈ Rd, d > 1, satisfies the
strong non-resonance condition (17).
1. For n = 1, 2, . . . , the series for K˜n in (40) is absolutely and uniformly conver-
gent in Kρ, 0 ≤ ρ < R.
2. Similarly the series for I˜j,n(x), j = 1, . . . , d, in (42) is absolutely and uniformly
convergent in Kρ and
‖I˜j,n‖ρ ≤
2n−1Mn(n− 1)2(n−1)(ν(n+ 1))ν(n+1)
cn(R− ρ)2(n−1)µν(n+1)eν(n+1)n! .
Proof: It follows the pattern of that of Proposition 2.5 and will not be given. 
Since the bounds we have just obtained for the coefficients I˜j,n(x) are too weak to
establish the convergence of the series in powers of ǫ in (42), we have to resort to using
the polynomial truncations
I˜
(N)
j (x, ǫ) := Ij(x) +
N∑
n=1
ǫn I˜j,n(x), x ∈ K¯, N = 1, 2, . . . (43)
For these we have the following result:
Lemma 3.4 Suppose that Assumption B holds and ω ∈ Rd, d > 1, satisfies the strong
non-resonance condition (17). For j = 1, . . . , d, N = 1, 2, . . . , x ∈ Kρ, 0 ≤ ρ < R,
{H, I˜(N)j } = ǫN+1{K, I˜j,N}.
Proof: According to the first item in Proposition 3.3, we may define, for x ∈ Kρ,
ǫK˜(N)(x, ǫ) :=
N∑
n=1
ǫnK˜n(x).
Then, the decomposition (41) implies that, as a function of ǫ,
d∑
k=1
ωk I˜
(N)
k (x, ǫ) + ǫK˜
(N)(x, ǫ), (44)
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is the N -degree leading polynomial in the power series for H. Since (37) shows that
H is actually a polynomial of the first degree in ǫ, then H and (44) must coincide and,
accordingly,
{H, I˜(N)j } =
{
d∑
k=1
ωk I˜
(N)
k + ǫK˜
(N), I˜
(N)
j
}
. (45)
From the formal result in [6] mentioned above, {I˜k, I˜j} = 0, {K˜, I˜j} = 0 and there-
fore the right-hand side of (45) is O(ǫN+1). The left-hand side of (45) is a polynomial
of degree ≤ N + 1 (bracket of a linear polynomial and a polynomial of degree ≤ N ).
We conclude that the polynomial {H, I˜(N)j } coincides with its leading ǫN+1 term, i.e.
with the bracket of the leading terms ǫK ofH and ǫN I˜j,N of I˜(N)j . 
We are now in a position to give the main result in this section:
Theorem 3.5 Suppose that Assumption B holds, ω ∈ Rd, d > 1, satisfies the strong
non-resonance condition (17). Then:
1. For j = 1, . . . , d, N = 1, 2, . . . , x ∈ K,
|{H, I˜(N)j }| ≤ C|L|N+1|ǫ|N+1(N + 1)(1+ν)(N+1) (46)
with
C =
R2c
64e2M
‖K‖R/2, L = 8Mν
ν
cR2µνeν−1
.
2. Assume that |ǫ| is such that L−1/(ν+1)|ǫ|−1/(ν+1)e ≥ 2 and choose N as the
integer part of L−1/(ν+1)|ǫ|−1/(ν+1)e− 1. Then for j = 1, . . . , d, x ∈ K:
|{H, I˜(N)j }| ≤ C ′ exp
(
− K|ǫ|1/(ν+1)
)
, (47)
where
C ′ = Ceν+1, K =
ν + 1
eL1/(ν+1)
.
Proof: From Lemmas 3.4 and 3.2
|{H, I˜(N)j }| = |ǫN+1{K, I˜j,N}| ≤
4
R2
|ǫ|N+1 ‖K‖R/2 ‖I˜j,N‖R/2,
a result that combined with Proposition 3.3 leads to
|{H, I˜(N)j }| ≤ C|Lǫ|N+1
4(N − 1)2(N−1)
eN−1N !
(N + 1)ν(N+1).
The bound (46) is then a consequence of the inequality
4(N − 1)2(N−1)
eN−1N !
≤ (N + 1)N+1,
valid for N ≥ 1.
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The proof of the second item is an elementary computation. 
Since {H, F} is the rate of change of F along solutions of (36), the theorem implies
that I˜
(N)
j is approximately conserved by the flow of the given system over exponen-
tially long time intervals:
Corollary 3.6 Assume that ǫ and N are as in the second item of Theorem 3.5. Choose
δ > 0 arbitrarily small and set
T :=
δ
C ′
exp
(
K
|ǫ|1/(ν+1)
)
.
Then for any solution x(t) of (36) that remains in K for 0 ≤ t ≤ T :
| I˜(N)j (x(t), ǫ)− I˜(N)j (x(0), ǫ) |≤ δ, 0 ≤ t ≤ T, j = 1, . . . , d.
Remark 3.7 When d = 1 small denominators are not present and one obtains bounds
of the form (46)–(47) with ν = 0, even if Assumption B is weakened to have µ = 0.
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