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Deep learning has been immensely successful at a variety of tasks, ranging from classification
to artificial intelligence. Learning corresponds to fitting training data, which is implemented by
descending a very high-dimensional loss function. Understanding under which conditions neural
networks do not get stuck in poor minima of the loss, and how the landscape of that loss evolves as
depth is increased remains a challenge. Here we predict, and test empirically, an analogy between
this landscape and the energy landscape of repulsive ellipses. We argue that in fully-connected deep
networks a phase transition delimits the over- and under-parametrized regimes where fitting can or
cannot be achieved. In the vicinity of this transition, properties of the curvature of the minima of
the loss (the spectrum of the hessian) are critical. This transition shares direct similarities with the
jamming transition by which particles form a disordered solid as the density is increased, which also
occurs in certain classes of computational optimization and learning problems such as the perceptron.
Our analysis gives a simple explanation as to why poor minima of the loss cannot be encountered in
the overparametrized regime. Interestingly, we observe that the ability of fully-connected networks
to fit random data is independent of their depth, an independence that appears to also hold for
real data. We also study a quantity ∆ which characterizes how well (∆ < 0) or badly (∆ > 0) a
datum is learned. At the critical point it is power-law distributed on several decades, P+(∆) ∼ ∆θ
for ∆ > 0 and P−(∆) ∼ (−∆)−γ for ∆ < 0, with exponents that depend on the choice of activation
function. This observation suggests that near the transition the loss landscape has a hierarchical
structure and that the learning dynamics is prone to avalanche-like dynamics, with abrupt changes
in the set of patterns that are learned.
PACS numbers: 64.70.Pf,65.20.+w.77.22.-d
I. INTRODUCTION
Deep neural networks are now central tools for a vari-
ety of tasks including image classification [1, 2], speech
recognition [3] and the development of artificial intelli-
gence that can for example master the game of Go be-
yond human level [4, 5]. A neural network represents
a (very high-dimensional) function f that depends on a
large number of parameters N [2]. These parameters
are learned so as to correctly classify P training data by
minimizing some loss function L, generally via stochas-
tic gradient descent (a kind of noisy version of gradient
descent). There is great flexibility in the network archi-
tecture, loss function and minimization protocol one can
use. These features are ultimately selected to optimize
the classification of previously unseen data, or general-
ization. Although the current progress in designing [6, 7]
and training [8] networks that generalize well is unde-
niable, it remains mostly empirical. A general theory
explaining and fostering this success is lacking, and cen-
tral questions remain to be clarified. First, since the loss
∗ These two authors contributed equally.
function is generally not convex, why doesn’t the learn-
ing dynamics get stuck in poorly performing minima with
high loss? In other words, under which conditions can
one guarantee that training data are well fitted? Sec-
ond, what are the benefits of deeper networks? On the
one hand it is often argued, and proved in some cases,
that the advantage of deep networks stems from their en-
hanced expressive power, i.e. their ability to build com-
plex functions with a much smaller number of parame-
ters than needed for shallow networks [9–13]. Indeed if
deep networks are able to fit data with less parameters,
then they are likely to generalize better. On the other
hand, one can handcraft neural networks that fit even
structure-less, random data with a rather small number
of parameters N ∼ P [14–17]. These results for the static
capacity of networks appear to be independent of depth
[16, 17]. Yet, it is unclear whether such parsimonious
solutions can be found dynamically in practice simply by
descending the loss function, and whether depth can help
finding them. More generally, how is the loss landscape
affected by depth?
Complex physical systems with non-convex energy
landscapes featuring an exponentially large number of
local minima are called glassy [18]. Does the landscape
of deep learning fall into a known class of glassy systems?
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2Along this line, an analogy between deep networks and
mean-field glasses (p-spins) has been proposed [19], in
which the learning dynamics is expected to get stuck in
the highest minima of the loss, which are the most abun-
dant. Yet, several numerical and rigorous works [20–23]
(the latter focusing on shallow and very overparametrized
networks) suggest a different landscape geometry where
the loss function is characterized by a connected level
set. Furthermore, studies of the Hessian of the loss func-
tion [24–26] and of the learning dynamics [27, 28] support
that the landscape is characterized by an abundance of
flat directions, even near its bottom, at odds with tradi-
tional glassy systems.
In the last decade several works have unveiled an anal-
ogy between the physical phenomenon of jamming [29,
30] and phase transitions taking place in certain classes of
computational optimization and learning problems [31–
33], in particular the perceptron [33, 34] — the simplest
neural network performing linear classification. In this
work we push this analogy further and show that the
geometry of the training loss landscape and the train-
ing dynamics of fully connected deep neural networks is
affected by a jamming transition similar to that of repul-
sive ellipses [30]. As illustrated in Fig. 2, jamming occurs
in packings of particles interacting through a finite-range
potential U , when the particle density φ reaches some
critical value φc. At that point, particles can no longer
be accommodated without touching each other and the
system becomes a solid with singular landscape proper-
ties, embodied for example in the spectrum of the Hessian
of U [35, 36], that at the transition displays many (al-
most) flat directions. Particles of different shapes, such
as spheres and ellipses, can lead to different jamming sce-
narios [37–40].
FIG. 1. N : degrees of freedom, P : training examples.
Here we show that for two commonly used loss
functions (cross-entropy and quadratic hinge), fully-
connected deep networks undergo a jamming transition
too, below which all data are correctly fitted and above
which they are not, both for real data (images) and ran-
dom data [41]. In both cases the transition appears to
be solely controlled by the number of parameters of the
network N , independently of depth. For random data,
the transition takes place as the quantity P/N increases
toward some critical value P/N∗. For the hinge loss, us-
ing results from the jamming literature we argue that
P/N∗ ≥ C0 where C0 is a constant that we can measure
a posteriori once learning took place. To hold, this re-
sult requires the network output to remain sensitive to
all its weights during training, as we observe empirically
in the examples we study. This view supports that the
dynamics cannot get stuck in poor minima in the over-
parametrized regime where networks tend to operate, be-
cause there are not enough constraints to form minima in
that regime. We also find that the jamming transition is
sharp and the landscape appears to fall in the same uni-
versality class independently of depth (as long as at least
one hidden layer is present). Differently from the (non-
convex) perceptron, that was proven to lie in the same
universality class as spherical particles [33, 34], we show
that deep networks instead jam in a manner similar to
ellipses. From our analysis we deduce the singular prop-
erties of the spectrum of the Hessian of the loss, which
indeed must display many flat directions. We find em-
pirically that other key quantities (the fraction of data
which are almost correctly or almost incorrectly classi-
fied) display power-law behaviours on several decades,
with new exponents. In glassy systems, such power-laws
reveal properties that cannot be reached by studying the
Hessian, in particular the fact that the dynamics occurs
via broadly distributed avalanches [42–44], indicative of
a hierarchical organization of the landscape [45]. This
observation thus suggests that these properties also char-
acterize deep networks near the transition. Note that in
this work we focus on training and the ability of deep
neural networks to fit a dataset. The implications and
the relations with generalization between jamming and
generalization are investigated in [46, 47].
II. ANALOGY BETWEEN JAMMING AND
DEEP LEARNING
A. Jamming
Understanding the energy landscape — in particular
the properties of the Hessian, referred to as vibrational
properties in this context — in disordered systems of
interacting particles is a long-standing and practically
important problem [48]. It was realized that for purely
repulsive, finite-range particles, such properties are sin-
gular near the jamming transition where the system be-
comes a solid [35, 36], allowing one to develop and test
theories for the vibrations of glasses, that turn out to ap-
ply in a broader class of systems where the interactions do
not necessarily have finite range [29]. Here we shall fol-
low the same strategy for deep networks, where the role of
the “interaction potential” is played by the choice of loss
function. Finite-range interactions are mimicked by the
hinge loss, for which we predict a sharp transition when
3(a) (b) (c) (d)
(e) (f) (g) (h)
FIG. 2. Sketch of the jamming transition for repulsive spheres and ellipses. (a,b,c,d) Both systems transition from a fluid to
a solid as the density passes some threshold, noted φS for spheres and φE for ellipses. (e) For denser packings, the potential
energy U becomes finite. (f) The ratio N∆/N between the number of particles in contact N∆ (corresponding to unsatisfied
constraints) and the number of degrees of freedom N jumps discontinuously to a finite value, which is unity for spheres but
smaller for ellipses. (g,h) This difference has dramatic consequence on the energy landscape, in particular on the spectrum
of the Hessian. In both cases, the spectrum becomes non-zero at jamming, but it displays a delta function with finite weight
for ellipses (indicating strictly flat directions), followed by a gap with no eigenvalues, followed by a continuous spectrum (h,
full line). For spheres, there is no delta function nor gap (g, full line). As one enters the jammed phase, in both cases a
characteristic scale λ ∼ √U appears in the spectrum (g and h, dotted lines).
going from an overparametrized to an underparametrized
regime. At the transition, the Hessian is singular and
displays an abundance of low-energy modes. For other
types of losses — such as for the commonly used cross-
entropy loss defined below — the transition exists but its
effects on the spectrum are expected to be less sharp (see
discussion below).
We start by recalling some results on the jamming
transition. We will first discuss the case of spherical par-
ticles, since it has been studied thoroughly and is easier
to formalize. The behavior of elliptical particles will be
discussed later on. Consider spheres of radius R at po-
sitions {ri}, corresponding to a total number of degrees
of freedom N˜ . We denote by rij = ||ri − rj || the dis-
tance between particles i and j, and define their overlap
∆ij = 2R − rij . Two particles are said to be in contact
if ∆ij > 0, and N∆ denotes the number of such contacts.
We label by µ all the possible pairs of particles (ij) and
by m the sets of contacts. We consider the following
potential energy:
U =
∑
µ∈m
1
2
∆2µ. (1)
We denote by N the effective number of degrees of free-
dom which affect the variables ∆µ. It is in general smaller
than N˜ because of (i) global translations or rotations of
the system and (ii) “rattlers”, i.e. particles which make
no contact with the others, whose degrees of freedom are
irrelevant as far as the solid phase is concerned.
As the jamming transition is approached from above
(large density φ), U → 0 as sketched in Fig. 2, implying
that ∆µ → 0 ∀µ ∈ m. As argued in [49], for each µ ∈ m
the constraint ∆µ = 0 defines a manifold of dimension
N − 1. Satisfying N∆ such equations thus generically
leads to a manifold of solutions of dimension N − N∆.
Imposing that solutions exist thus implies that, at jam-
ming, one has
N∆ ≤ N . (2)
Note that this argument implicitly assumes that the N∆
constraints are independent. In disordered systems this
assumption is generally correct in practice, but it may
break down if symmetries are present, which is the case
e.g. in crystals where Eq. (2) can be violated.
An opposite bound can be obtained for spheres by con-
siderations of stability, by imposing that in a stable min-
imum the Hessian must be positive definite [35]. The
Hessian is an N ×N matrix which can be written as [50]
HU =
∑
µ∈m
∇∆µ ⊗∇∆µ +
∑
µ∈m
∆µ∇⊗∇∆µ ≡ H0 +Hp ,
(3)
whereH0 andHp correspond to the first and second sum,
respectively. H0 is positive semi-definite, since it is the
sum of N∆ matrices of rank unity; thus rk(H0) ≤ N∆,
implying that the kernel of H0 is at least of dimen-
sion N − N∆. On the other hand for spheres — but
not for ellipses, and this will have major consequences
4— Hp is negative definite, which simply stems from
the fact that the second-order contribution of the dis-
placement to the distance between two points is always
positive - a straightforward application of the Pythago-
ras theorem. It is easy to show [35] that any non-zero
vector |u〉 belonging to the kernel of H0 must satisfy
〈u|HU |u〉 = 〈u|Hp|u〉 < 0 [51]. Thus stability requires
that rk(H0) = N , implying that N∆ ≥ N . Together
with Eq. (2) that leads to N∆ = N : as spheres jam the
number of degrees of freedom and the number of con-
straints (stemming from contacts) are equal, as empir-
ically observed [52]. This property is often called iso-
staticity: when it holds, mean-field arguments [53–55]
predict that the density of vibrational modes D(
√
λ) dis-
plays a plateau up to vanishingly small λ, as observed
numerically [35, 36] and sketched in Fig. 2G.
However, for ellipses [37] (and as we shall see, for deep
networks), this argument breaks down because Hp is not
negative definite. Whether such a matrix has positive
eigenvalues or not plays a role of utmost importance in
the selection of the universality class of the jamming tran-
sition, and it has major consequences on the singularity
of the landscape, as it can be evinced from the spectrum
of the Hessian matrix. Indeed, for ellipses stability and
jamming can, and generically do, occur at:
N∆/N < 1, (4)
a situation that is referred to as hypostatic. The den-
sity of vibrational modes at jamming must then display
a delta function in zero of magnitude 1 − N∆/N , corre-
sponding to the kernel of H0 (Hp vanishes at jamming
since ∆µ → 0 ∀µ ∈ m). Mean-field arguments applied
to hypostatic materials [40, 56] predict that at larger λ,
the spectrum presents a gap before becoming continuous
again, as sketched in Fig. 2H. Away from jamming the
effects of Hp kick in and broaden the delta function by an
amount proportional to the typical value of the overlap
∆ ∼ √U , as sketched in Fig. 2H.
We now show that even in the hypostatic case, stability
can be constraining. Let us denote by E− the vector
space spanned by the negative eigenvalues of Hp, whose
dimension very close to jamming is denotedN−. Stability
then imposes that the intersection of the kernel ofH0 and
E− is zero, which is possible only if
N∆ ≥ N−. (5)
Finally, another key structural property of the jam-
ming transition is contained in the distribution P+(∆)
of positive overlaps, sometimes referred to as forces (the
force between two particles is ∆ when ∆ > 0), and the
distribution P−(∆) of gaps (∆ < 0) between particles.
It was shown that even if a packing of spherical particles
is linearly stable, paths in the phase space that lower
the energy are easily found unless both distributions are
critical, with P+(∆) ∼ ∆θ and P−(∆) ∼ (−∆)−γ , with
γ ≥ (1−θ)/2 [42, 57], as numerically confirmed in [58, 59].
For a broad class of dynamics, this bound must be sat-
urated [43], a scenario referred to as marginal stability
which implies that the dynamics proceeds via power-
law distributed events (called avalanches) in which the
set of constraints change. Calculations in infinite di-
mensions [45, 60] showed that marginal stability is as-
sociated with a hierarchical organization of minima of
the energy (a phenomenon referred to as replica symme-
try breaking [61]), and exponents were found to follow
γ = 0.41269 . . . and θ = 0.42311 . . . which appear accu-
rate even in finite dimensions [57, 62].
B. Deep Learning
Set-up: We consider a binary classification prob-
lem, with a set of P distinct training data denoted as
{xµ, yµ}µ=1,...,P . The vector xµ is the datum itself, which
lives in dimension d (e.g. it could be an image), and
yµ = ±1 is its label. A network architecture corresponds
to a function f(x; W), where W denotes the vector of
parameters and f(x; W) corresponds to the output of
the network shown in Fig. 3. In this scheme, each neu-
ron sums the activity of all the neurons in the previ-
ous layer with some weights, sketched as connections
in Fig. 3 (each connection thus corresponds to one pa-
rameter W
(i)
α,β). Next, a bias B
(i)
α is added to this sum
(one additional parameter per neuron) to obtain the so-
called pre-activation (a
(i)
α in the picture and in the equa-
tions). The neuron activity is then a non-linear function
ρ of that pre-activation: in what follows we will deal
mainly with ρ(a) = aθ(a) — the so-called rectified lin-
ear unit — but we will also present some results with
ρ(a) = tanh(a). The computation is done iteratively
from the first layer (close to the input x) to the last one
(the output f(x; W)):
f(x; W) ≡ a(L+1), (6)
a
(i)
β =
∑
α
W
(i)
α,β ρ
(
a(i−1)α
)
−B(i)β , (7)
a
(1)
β =
∑
α
W
(1)
α,β xα −B(1)β . (8)
In our notation the vector W contains all the pa-
rameters, including the biases. W is learned by min-
imizing a cost function, which can generically be writ-
ten L(W) = 1P
∑P
µ=1 ` (yµ, f(xµ; W)). A widely chosen
kind of loss is the cross entropy, `(y, f) = log
(
1 + e−yf
)
.
Another common choice is the hinge loss, defined as
`(y, f) = 12∆(y, f)
2θ(∆(y, f)) = 12 max(0,∆(y, f))
2,
where we have introduced the data overlap
∆(y, f) ≡ − yf, (9)
with  > 0 being a constant. In what follows we choose
 = 1/2 without loss of generality [63]. These loss func-
tions take such a simple form only for a binary classifi-
cation task, with labels y = ±1, where `(y, f) ≡ `(y · f);
the two loss functions are compared in Fig. 4. In the
5FIG. 3. Architecture of a fully-connected network with L hidden layers of constant size h. Points indicate neurons, connections
between them are characterized by a weight. Biases are not represented here.
Particles vs Neural networks
positions of particles (N degrees of freedom) ↔ parameters of the network (N degrees of freedom)
pairs of particles (ij) ↔ patterns µ
energy U ↔ loss L
long range interaction ↔ (for instance) cross-entropy
finite range interaction ↔ hinge loss
particle density φ ↔ number of data divided by the number of parameters P/N
separate two particles ↔ fit a datum
force distribution ↔ density of unsatisfied patterns P+(∆)
gap distribution ↔ density of satisfied patterns P−(∆)
TABLE I. Correspondence between the jargon of particle systems and that of neural networks.
hinge loss, the condition ∆µ = ∆ (yµ, f(xµ; W)) < 0 en-
sures that the datum µ is satisfied — that is, correctly
classified by a margin . The data which do not respect
this margin will be referred to as unsatisfied (not to be
confused with misclassified data, for which yµf(xµ) < 0)
— the number of such data will be denoted as N∆. With
this definition, L is formally identical to U in Eq. (1)
as already noted for the perceptron [55], and it can be
written as L(W) = 1P
∑
µ∈m
1
2∆
2
µ, where m is the set
of unsatisfied patterns. The correspondence between in-
teracting particles and neural networks is summarized in
Table I.
Performance of the hinge loss and its extension
to multi-class problems: This section can be skipped
at a first reading. We tested in the context of image clas-
sification that the hinge loss performs as well as the cross
entropy on a state-of-the-art architecture [64]: we ran the
implementation [65] for CIFAR-10 and we retrained it by
replacing the cross entropy by the hinge loss. To com-
pare the two losses in a standard setting we adapted the
hinge loss for multiple classes, although in what follows
we only study binary classification. To predict the label
of an input xµ among 10 possible labels c = 0, . . . , 9, the
network’s last layer returns as output a list of 10 values
fµ,c: each fµ,c can be interpreted as the probability that
c is the predicted label. Let tµ,c be the true target labels:
for each µ, tµ,c is equal to 1 if c is equal to the label of
xµ and −1 otherwise. Multiclass hinge loss can then be
written as
L = 1
10P
∑
µ,c
(− tµ,cfµ,c)2θ(− tµ,cfµ,c). (10)
We obtained an error of 3.72% by running their original
code (they report on github an error of 3.68%) and 3.61%,
3.65%, 3.82% in three runs with the hinge loss.
Effective number of parameters: Following the ar-
gument developed after Eq. (1), we expect that at the
transition point where the loss becomes non-zero, Eq. (2)
will hold true and N∆ ≤ N . (Related arguments were
recently made for a quadratic loss [23]. In this case, we
expect that the landscape will be related to that of floppy
spring networks, whose spectra were predicted in [56]).
Just as is the case for the jamming of particles, here we
must pay attention to the effective number of degrees
of freedom that do affect the output, Neff(W). in the
space of functions going from the neighborhoods of the
training set to real numbers, we consider the manifold of
functions f(x; W) obtained by varying W. We denote
by Neff(W) the dimension of the tangent space of this
manifold at W. We discuss in Appendix A how Neff(W)
can be measured. In general we have Neff(W) ≤ N . Sev-
6FIG. 4. Cross entropy and hinge loss functions. If the network
classifies two classes with labels y = ±1 then the loss can be
written as `(y, f) = `(yf). The plot shows the two cases
studied in this work, namely the cross-entropy and the hinge
loss; for the latter, a parameter  = 1
2
has been used.
eral reasons can make Neff(W) strictly smaller than N ,
including:
• The signal does not propagate in the network, i.e.
f(x; W) = C1 where C1 is a constant for all x
in the neighborhood of the training points xµ. In
that case, the manifold is of dimension unity and
Neff(W) = 1. This situation will occur for a poor
initialization of the weights as discussed in [66], or
for example if all biases are too negative on the neu-
rons of one layer for ReLU activation function. It
can also occur if the data xµ are chosen in an adver-
sarial manner for a given choice of initial weights.
For example, one can choose input patterns so as
to not activate the first layer of neurons (which is
possible if the number of such neurons is not too
large). Poor transmission will be enhanced (and
adversarial choices of data will be made simpler) if
the architecture presents some bottlenecks. In the
situation where Neff(W) = 1, it is very simple to
obtain local minima of the loss at finite loss values,
even when the model has many parameters.
• The activation function is linear, then the output
function is an affine function of the input, leading
to Neff ≤ d+ 1. Dimension-dependent bounds will
also exist if the activation function is polynomial
(because the output function then is also restricted
to be polynomial).
• Symmetries are present in the network, e.g. the
scale symmetry in ReLU networks. It will reduce
one degrees of freedom per node.
• Some neurons are never active e.g. in the ReLU
case, their associated weights do not contribute to
Neff .
Thus there are N − Neff directions in parameters space
that do not affect the function. These directions will
lead to zero modes in the Hessian at any minima of the
loss. In what follows we consider stability with respect to
the Neff directions orthogonal to those, which thus affect
the output function. Our results on the impossibility to
get stuck in bad minima are expressed in terms of Neff .
However, as reported in Appendix A, we find empirically
that for a proper initialization of the weights and rect-
angular fully connected networks, Neff ≈ N (the differ-
ence is small and equal to the number of hidden neurons,
and only results from the symmetry associated with each
ReLU neuron). Henceforth to simplify notations we will
use the symbol N to represent the number of effective
parameters. In the following sections, the Hessians are
computed with respect to all the N parameters.
Constraints on the stability of minima: Let us
suppose (and justify later) that for a fixed number of
data P , if N is sufficiently large then gradient descent
with proper weights initialization leads to L = 0, whereas
if N is very small after training L > 0. Consider that N
is increased from a small value. At some value N∗ the
loss obtained after training will approach zero [67], i.e.
limN→N∗ L = 0. In analogy with the behavior of pack-
ings of particles, we refer to this point as the jamming
transition. At the transition the stability constraint de-
veloped in Eq. (5) above also applies if the derivative of
f(x; W) is continuous, which holds true if the non-linear
function ρ is smooth. Thus we have:
P ≥ N∆ ≥ N− , (11)
since P ≥ N∆ (the number of unsatisfied patterns is
obviously smaller than the total number of patterns).
We shall assume that the fraction N−/N ≡ C0 of neg-
ative eigenvalues of Hp does not vanish in the large N
limit. In Appendix B we provide an argument support-
ing this result in the case of a specific non-linear function
(ReLU) and random data, that yields C0 = 1/2 inde-
pendently of depth. It implies that unlike for spheres,
but just like ellipses, Hp is not negative definite: we are
therefore in the hypostatic scenario where one expects
N∆ < N
∗ at jamming, a point at which the spectrum
must display a fraction of flat directions, as well as stiff
ones, as described in Fig. 2H.
Moreover from this assumption and Eq.11, we obtain
that stability cannot be obtained for N ≥ P/C0. For
larger N , the dynamics cannot get stuck in a bad mini-
mum, because in this over-parametrized regime there are
not enough constraints to form them. It implies for the
jamming transition that:
N∗ ≤ P/C0. (12)
Notice that this bound is expected to be valid for any
monotonic cost function, as for instance the cross entropy
(the Hessian can always be decomposed as in Eq. (3)).
However, the spectrum of the Hessian would be different
[68].
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FIG. 5. Jamming transition with random data. (a) N∗ vs number of data P for different learning times as indicated in legend,
where t = 106 steps and a cross-entropy loss function is used. The curves at small times (orange and green) are shown as
diverging to indicate the absence of the transition. The dotted black line toward which the dynamics appear to converge has
slope 1, supporting N∗ ∼ P at long times. Here L = 5 and d = 25. (b) N∗ vs number of data P after t = 106 for various
depths L and input dimensions d as indicated in legend, using the same loss function. The transition shows little dependency
on L and d. (c) Same plot as (b) for a network with hinge loss, with d = h and t = 2 · 106. In the three plots (a,b,c), the black
line indicates the theoretical upper bound: P/N∗ = 1/2−Nc/N derived for the hinge loss.
Smooth vs non-smooth output function: In our
numerical study below, we consider the most common
choice for the non-linear function ρ, namely the recti-
fied linear unit (ReLU): ρ(a) = aΘ(a) = max(0, a). In
that case, as stated above we expect for random data the
spectrum of Hp to be symmetric (a fact that appears to
also hold true for the image dataset we use, see below),
thus N−/N = 1/2. Yet, with the ReLU, f(x; W) is not
continuous and presents cusps, so that the Hessian needs
not be positive definite for stability and Eq. (11) needs
to be modified. Introducing the number of directions
Nc presenting cusps, stability implies N∆ ≥ N− − Nc
leading to C0N
∗ ≤ P + Nc. Empirically we find that
Nc/N
∗ ∈ [0.21, 0.25] both for random data and images
as reported in Appendix C, implying that:
N∗ ≤ 4P. (13)
For comparison, below we also present results for net-
works with tanh activation functions. In that case the
landscape is smooth and the system ends up in min-
ima without negative eigenvalues. For such networks the
spectrum of Hp is not exactly symmetric, and we observe
C0 = N−/N ≈ 0.43.
Main results: Overall, our analysis supports that
1. In the case of hinge loss there is a sharp transi-
tion for N∗ ≤ P/C0 (N∗ < 4P with the ReLU),
below which the loss converges to some non-zero
value (under-parametrized phase) and above which
it becomes null (over-parametrized phase).
2. At that point the fraction N∆/N of unsatisfied con-
straints per degree of freedom jumps to a finite
value, see Fig. 6 (a,b).
3. Unlike for spheres or the perceptron, isostaticity
N∆/N = 1 cannot be guaranteed. Instead one ex-
pects generically N∆/N < 1 as for ellipses.
4. We are thus in the hypostatic universality class,
where the scaling properties of the spectrum of the
Hessian near jamming are prescribed in Fig.2.
In the next sections, we confirm these predictions in nu-
merical experiments and observe the generalization prop-
erties at and beyond the transition point.
III. FOR RANDOM DATA THE TRANSITION
OCCURS FOR N ∼ P
We begin the numerical study of the transition between
the overparametrized and underparametrized regime in
the case of random data, taken to lie on the d-dimensional
hyper-sphere of radius
√
d, xµ ∈ Sd with random label
yµ = ±1. The source code used to generate the simu-
lations described in this section and the following ones
is available at https://github.com/mariogeiger/nn_
jamming. We proceed as follows: we build a network
with a number of weights N large enough for it to be
able to fit the whole dataset without errors. Next, we
reduce the number of weights by decreasing the width h
while keeping the depth L fixed, until the network cannot
correctly classify all the data anymore within the chosen
learning time. We denote this transition point N∗.
We have noticed (data not shown) that the precise
location of the transition point P/N∗ has a mild de-
pendence on the dynamics (ADAM versus regular SGD,
choice of batch size, learning rate schedule, etc. . . ): the
same holds true for the jamming of repulsive particles,
where the choice of the dynamics affects the precise value
of the critical density φc, but not the critical behaviour
close to this point.
8Cross-entropy loss: We first consider the cross-
entropy loss — the results are qualitatively similar to
those with the hinge loss. As initial condition for the dy-
namics we use the default initialization of pytorch [69].
The system then evolves according to a stochastic gradi-
ent descent (SGD) with a learning rate of 10−2 for 5 ·105
steps and 10−3 for 5 · 105 steps; the batch size is set to
min(P/2, 1024); only in this case, with the cross-entropy
loss, batch normalization is also used. In Fig. 5 (a) we
show how N∗ depends on the total learning time: the
larger is the learning time the more the asymptotic rela-
tionship N∗ vs P is consistent with an asymptotic linear
behaviour. Note that for large P and small times, errors
are always present and the transition cannot be found.
In Fig. 5 (b) we show N∗ versus the number of data P
after t = 106 steps for several depths L and input dimen-
sions d (we checked that t = 106 is enough to get con-
vergence to the conjectured asymptotic linear behaviour
for all depths investigated). It is noteworthy that (i)
the points always lie below the theoretical upper bound
P/N∗ = 1/2 − Nc/N , and (ii) the transition does not
appear to depend on L and d. Surprisingly, this result
indicates that in the present setup the ability of fully
connected networks to fit random data is independent of
the depth. As we shall see, we observe the same inde-
pendence on depth for the image data studied below.
Hinge loss: In order to test the dependence of our
results on the specific choice of the loss function, we per-
formed the same experiment using the hinge loss. In this
case we used an orthogonal initialization [70], no batch
normalization and t = 2 · 106 steps of ADAM [71] with
batch size = P and a learning rate starting at 10−4, pro-
gressively divided by 10 every 250k steps. The location
of the transition is shown in Fig. 5 (c): results are very
similar to that of the cross-entropy loss.
Hinge v.s. cross-entropy loss from a concep-
tual perspective: As shown above, both losses appears
to lead to similar performances. As shown in this sec-
tion, both of them also displays a transition where all
data are fitted. Yet, the nature of this transition is
harder to investigate for the cross-entropy. Indeed in
that case the total loss is never zero, except if the out-
put and therefore the weights diverge. Thus in the over-
parametrized phase, the learning dynamic never settles,
and the weights slowly drift to infinity. In practice, users
stop learning at finite times (which is not needed for the
hinge loss where the dynamics really stops in the over-
parametrized regime when the loss vanishes). Working
at finite time however blurs true critical behavior near
jamming, as discussed in [47].
IV. THE TRANSITION IS HYPOSTATIC
From the analysis of Section II, the number of con-
straints per parameter N∆/N is expected to jump dis-
continuously at the transition. To test this prediction we
consider several architectures, both with N ≈ 8000 and
d = h but with different depths L = 2, L = 3 and L = 5.
The vicinity of the transition is studied by varying P
around the transition value. We used the hinge loss with
the same gradient descent dynamics as described above,
for a duration of 107 steps. Fig. 6 (a) reports the ratio
N∆/N as a function of the ratio P/N and of the learning
time, as detailed in caption. It is clear that in the range
where N∆/N has reached a stationary value (i.e. for
P/N < 2.8 and P/N > 2.9), a jump has occurred from
0 to N∆/N ≈ 0.75, a result consistent with the bound
of Eq. (5) implying N∆/N ≥ (N− −Nc)/N ' 0.25. For
P/N ∈ [2.8, 2.9], the dynamics has not yet converged
and the data are somewhat scattered. This observation
is presumably the signature of the usual slowing down
that occurs near critical points.
Fig. 6 (b) shows the same quantity N∆/N , now plotted
as a function of the loss L. Strikingly, all the scatter is
gone, and one observes a clear discontinuous behaviour
for L → 0. Interestingly, this state of affairs is very sim-
ilar to the jamming transition of particles, for which the
noise in the data due to finite size effects is quite strong
when quantities are expressed in terms of the density φ
(analogous to P/N) but very small when quantities are
expressed in terms of potential energy U (analogous to
L) [52].
For the sake of completeness we also show the number
of misclassified data as a function of the loss in Fig. 6 (c).
The number of misclassified data increases monotonically
— and initially very slowly — with the loss. Indeed,
close to the jamming threshold in the underparametrized
phase, if 0 < ∆µ <  the pattern µ is well classified
but the corresponding gap ∆µ is positive: unsatisfied
constraints do not lead to misclassification right away.
In Fig.6 (d) we show that N∆/N vs the loss L exhibits
a sharp transition also for networks with tanh activation
functions.
V. SPECTRUM OF THE HESSIAN OF THE
LOSS NEAR JAMMING
The Hessian is a key feature of landscapes, as it charac-
terizes its curvature, and it is also a central aspect of the
theoretical description above. In this section we system-
atically analyze the spectra of H, H0 and Hp. To test the
predictions on the singularity of the Hessian matrix, we
need to focus on the underparametrized data points near
the transition. These points are contained in the black
rectangle on the left side of Fig. 6 (b). The networks that
we use are relatively small, but, for reference, it would
be possible to compute the spectrum of the Hessian also
for large networks, as discussed e.g. in [72, 73]. The set-
ting is as above: the network uses the hinge loss and is
trained with ADAM with full batches (batch size = P ),
orthogonal initialization and no batch normalization.
Relu networks: At the end of each run, we compute
the hessian H of the loss L, as well as the two terms H0
and Hp contributing to it, as defined in Eq. (3). Fig. 7
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FIG. 6. Behaviour near the transition for random data. (a) Number of unsatisfied constraints N∆ per parameter N as a function
of P/N . Collections of vertical points correspond to the same run, but with different learning times from green (short time,
starting at 3 · 105 steps) to blue (107 steps). The data support a discontinuous jump in this quantity at some P/N ∈ [2.8, 2.9]
at asymptotically long times. Indeed, outside that range the learning dynamics appear to have converged to zero for r < 2.8,
and to some value > 0.7 for P/N > 2.9. In the interval P/N ∈ [2.8, 2.9], data are still evolving in time. (b) N∆/N vs L follows
a curve with almost no scatter for all L = 2, 3, 5. This is similar to the jamming transition where finite size noise is eliminated
when quantities are plotted against the potential energy, rather than the packing fraction [30]. The black rectangle on the left
side of the plot (small loss L and finite ratio N∆/N) marks the points in the underparametrized phase that are close to the
transition. (c) Relationship between the number of misclassified data (data points with negative yµf(xµ)) and L, displaying a
smooth behavior. (d) N∆/N vs L for a network with L = 3, but with tanh activation functions rather than ReLUs.
(a) shows the positive part of the spectrum of Hp for dif-
ferent values of the loss, illustrating that the dependence
on the latter is very significant. In Fig. 7 (b) we confirm
that the spectrum of Hp collapses when the eigenvalues
are re-scaled by L1/2, as expected from Section II. The
key observation is that these spectra are symmetric, as
argued in Appendix B. We also don’t observe any ac-
cumulation of eigenvalues at λ = 0, except for the triv-
ial zero modes stemming from the scaling symmetry of
ReLU neurons (whose number is the total number of hid-
den neurons, much smaller than the number of weights).
Fig. 7 (c) shows the spectrum ofH0 at the end of training
for runs close to the jamming transition. As expected it
is semi-positive definite, with a delta peak at λ = 0 cor-
responding to N − N∆ modes. It is followed by a gap
and a continuous spectrum, as predicted near the jam-
ming transition of particles if N∆ < N [56] (which occurs
for elliptic particles [40]). As the loss increases, N∆ in-
creases and the gap is reduced. Finally in Fig. 7 (d), the
spectrum of H is shown. Interestingly the spectrum of
the Hessian is not positive definite, but present some un-
stable modes. This phenomenon stems from our choice
of ReLU activation function, which leads to cusps in the
landscape as quantified in the C. Such cusps can stabi-
lize directions that would be unstable according to the
Hessian.
Tanh networks: On the contrary, networks with tanh
activation functions exhibit a smooth landscape, and in
principle the loss is able to reach minima without any
negative eigenvalues, since there are no cusps that could
possibly stabilize them. Indeed, when minimizing a tanh-
network with P = 11000 random patterns and N = 2232
parameters, we observe that after 10 million ADAM steps
there remain only 11 negative eigenvalues (between −5 ·
10−5 and −2 · 10−8), and after 100 million ADAM steps
only 6 were left (between −4 · 10−6 and −2 · 10−8). For
comparison, in ReLU networks the number of negative
eigenvalues at the end of training is about 10%N .
In Fig. 7 (e-g) we show the spectrum of the matrices
H0,Hp and H = H0 + Hp, for a tanh-network at jam-
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FIG. 7. The data shown in this figure concern the underparametrized points close to the transition for random data, which in
Fig. 6 (b) are enclosed in a black rectangle. (a) Positive part of the spectrum ofHp for ten distinct runs in the underparametrized
phase close to the transition. The associated loss value grows from black (low) to yellow (high). (b) These spectra collapse
when plotted in terms of λ/
√L as expected. Lighter colors correspond to higher losses. Note that they appear symmetric, in
agreement with our hypothesis estimating the number of negative modes (an argument that explains this fact can be found in
Appendix B). Colors are as in (d): L = 2 (blue), L = 3 (red) and L = 5 (green). (c) The spectrum of H0 contains a delta
function in zero of weight N −N∆, followed by a gap, followed by a continuous spectrum, as expected for hypostatic systems.
(d) The spectrum of the total Hessian H has a similar shape, excepted that the delta function is blurred. Note that H has
negative eigenvalues. These directions may in fact be stabilized by the Nc cusps of the linear rectifier, or alternatively may
indicate that the learning dynamics did not converge to a local minimum yet. The thickness of each line correspond to the
standard deviation. (e-g) Spectrum of the matrices Hp,H0 and H = H0 +Hp for tanh networks, respectively. Notice that the
spectrum of Hp is no longer symmetric, compared to the ReLU case: the faction of negative eigenvalues is C0 ≈ 0.43.
ming. The matrix H0 is qualitatively similar to what was
observed in ReLU-networks: it presents a delta peak in 0
and a gapped bulk of positive eigenvalues. The matrixHp
appears quite different, since it is no longer symmetric:
the number N− of negative eigenvalues is approximately
0.43N — therefore C0 = 0.43 instead of C0 = 0.5. The
total Hessian H is not gapped in the present case, even
though it displays two peaks. In order to clearly have a
gap we would have to sample points closer to jamming
(with a smaller loss, since Hp is proportional to
√L close
to jamming).
Overall, as we move from the under-parametrized
phase to the over-parametrized one the situation is as
follows:
1. N below N∗: There are many constraints with re-
spect to the number of variable N , H0 is almost full
rank and can easily compensate the negative eigen-
values of Hp. The spectrum of Hp is symmetric.
2. N approaching N∗ from below: The rank of H0
decreases but it does not go below C0N since it
has to compensate the vanishingly small negative
eigenvalues of Hp.
3. As N is large enough, the dynamics finds a global
minimum at L = 0 and Hp vanishes.
VI. DISTRIBUTION OF GAPS REVEALS NEW
SINGULAR BEHAVIOUR
We now study the distribution of gaps ∆ < 0 and
overlaps ∆ > 0, which play an important role near jam-
ming. Positive ∆’s are associated with unsatisfied pat-
terns — which increase the loss of the system — whereas
negative ∆’s correspond to satisfied patterns — which
are correctly classified with a margin  and do not con-
tribute to the loss. The latter offer an important measure
not only at the jamming transition, but also in the over-
parametrized regime, where they signal how much room
is left around a minimum of the loss to fit additional
patterns. In Fig. 8 (a,b) we show the two distributions
for different depths L = 2, 3, 5 (positive ∆’s have been
rescaled by L1/2). Remarkably, they behave as power
laws for about two decades, P+(∆/
√L) ∼ (∆/√L)θ
and P−(∆) ∼ |∆|−γ , with novel exponents θ ≈ 0.3
and γ ≈ 0.2 that appear to differ from those found for
the jamming of particles (which are θ ≈ 0.42311 . . . and
γ ≈ 0.41269 . . . ). For comparison, in Fig. 8 (c,d) we show
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the distribution of the same variables for tanh-networks,
that also display power-law behaviors but with different
exponents θ ≈ 0.2 and γ ≈ 0.16.
In the case of spheres, the two exponents are related
by an inequality that happens to be saturated [42, 57].
The inequality comes from arguments on the stability of
jammed packings, and the fact that it is saturated (which
can be proven for certain dynamics [43]) implies that such
systems are marginally stable: they display an abundance
of low-energy excitations and are prone to avalanche dy-
namics and crackling response when perturbed [43], a
property associated with a hierarchical organization of
the loss landscape [44, 45]. The presence of such power
laws for deep networks thus suggests they are marginally
stable as well, and that the learning dynamics may occur
by avalanches where the unsatisfied constraints change
by bursts. This will be subject of detailed studies in a
future paper.
VII. IMAGE DATA: MNIST
We now consider a dataset called MNIST, which con-
sists of a collection of black and white pictures of 28×28
pixels depicting handwritten digits from 0 to 9. The
labels yµ in principle would be the digits themselves
(yµ ∈ {0, . . . , 9}), but to compare more directly with our
previous experiments we gathered all the digits into two
groups (even and odd numbers) with labels yµ = ±1. The
architecture of the network is as in the previous sections:
the d inputs are fed to a cascade of L fully-connected
layers with h neurons, that in the end result in a single
scalar output. The loss function used is the hinge loss.
If we kept the original input size of 28× 28 = 784 then
the majority of the network’s weights would be necessar-
ily concentrated in the first layer (the width h cannot be
too large in order to be able to compute the Hessian).
To avoid this issue, we opted for a reduction of the in-
put size. We performed a principal component analysis
(PCA) on the whole dataset and we identified the 10
dimensions that carry the most variance; then we used
the components of each image along these directions as
a new input of dimension d = 10. This projection hardly
diminishes the performance of the network (we find the
generalization accuracy to be larger than 90% at the jam-
ming transition in Fig. 10 for P ≥ 104).
In Fig. 9 we show that a jamming transition is also
found for real data with a discontinuous behavior of
N∆/N . Fig. 9 (a) shows the number of unsatisfied pat-
terns per parameter N∆/N increasing P at fixed N , and
in Fig. 9 (b) the same quantity is plotted against the loss.
As for random data, the latter is less noisy. In Fig. 9 (c)
we show that the number of misclassified data (i.e. the
number of patterns with yµf(xµ) < 0) grows smoothly
with the loss. These plots depict the same scenario as
we found for random data, namely the one presented in
Fig. 6 (a-c), except for the magnitude of the density of
constraints at the transition with N∆/N ≈ 0.5 rather
than N∆/N ≈ 0.7 as observed before. Hence, the number
of unsatisfied patterns at the transition is not universal.
Also the spectrum of the Hessian matrix is similar to
that of random data. In Fig. 9 (e-h) we show the positive
part of the spectrum of Hp, the total spectrum of Hp, the
spectrum of H0 and the spectrum of the total Hessian H,
respectively. As with random data: the matrix Hp has
a symmetric spectrum and the matrix H0 has a finite
number of zero modes and a gapped continuous distribu-
tion of modes at high energy. The spectrum of the total
Hessian is again similar to that of H0, where the delta
function in zero has been smeared.
The distribution of gaps (negative ∆’s) is plotted in
Fig. 9 (d), suggesting a power law with an exponent
γ = 0.25 that is slightly larger than the value found for
random data, γ ≈ 0.2. It is unclear whether this differ-
ence is significant. We observed that the distribution of
overlaps (positive ∆’s) has large sample to sample varia-
tions (not shown), and the acquisition of enough statistics
to measure it extensively will be done elsewhere.
A key difference between random and structured data
however is the location N∗ of the transition, shown in
Fig. 10 versus the number P of patterns. For a fixed
number P of MNIST pictures we ran several simulations
with networks of different sizes, and found in this way the
lowest value N∗ for which all patterns could still be clas-
sified correctly. In the figure we present the results for
two network architectures of different depths L = 1, 3, 5
(the width h was varied in order to control the network
size). Key results are that (i) N∗ is essentially indepen-
dent of depth, especially at larger P and (ii) the minimum
number of parameters N∗ to fit the data is significantly
smaller than for random data, a difference that seems
to increase with P . The behavior of N∗ in the (hypo-
thetical) limit P → ∞ could be indeed different from
the linear scaling of random data: a sub-linear scaling or
even a finite asymptotic value are possible alternatives.
More generally, how the data structure affects the loca-
tion of the transition N∗(P ) is an important question for
the future.
VIII. CONCLUSION
By slightly changing the loss function — i.e. by consid-
ering the hinge loss rather than the commonly used cross
entropy, a change that does not degrade performance —
we could recast the problem of minimizing the loss func-
tion of deep networks into a constraint satisfaction prob-
lem with continuous degrees of freedom. This kind of
problem has been abundantly studied in physics, in par-
ticular in the context of the jamming of particles, and
some theoretical tools developed in that field readily ap-
ply to deep networks. In particular from this analogy one
predicts a sharp transition as the number of parameters
is reduced, separating a region where all constraints can
be satisfied (that is, all the data are perfectly fitted) and
the loss is zero after learning, and a region where the ratio
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FIG. 8. (a) Distribution of re-scaled overlaps z ≡ ∆/√L > 0 near threshold, supporting that P+(z) ∼ zθ with an exponent
θ ≈ 0.3 that does not vary with L in the range probed. (b) The distribution of gaps P−(∆) ∼ |∆|−γ for ∆ < 0, with γ ≈ 0.2,
which again does not vary with L. (c-d) Distribution of overlaps and gaps for tanh-networks. The exponents in this case are
different: θ ≈ 0.2, γ ≈ 0.16.
of the number of unsatisfied constraints to the number of
parameters is of order one. This ratio jumps discontinu-
ously at the transition, where it attains a value smaller
than one. Near that point, the spectrum of the Hes-
sian is singular, reminiscent of a critical behavior. One
key finding is that deep learning falls into the hypostatic
universality class, similar to that of ellispes. We also
observe a scaling behavior and new exponents character-
izing how well constraints are satisfied or not (through
the distributions P−(∆) and P+(∆), respectively). This
bears comparison with the known behavior of packings
of particles — where such singularities signal marginal-
ity and avalanche-type response — and of the perceptron
(the simplest, shallow, neural network), that lie in the
same universality class. Yet there is no theory so far to
explain these exponents for deep networks. These results
also shed light on some aspects of deep learning:
Not getting stuck in poor minima of the loss: Our anal-
ysis supports that in the overparametrized regime, the
dynamics does not get stuck in poor minima because
the number of constraints to satisfy (data to fit) P is
too small to hamper minimization: the system is in an
easy satisfiable phase. In particular assuming that a cer-
tain operator (namely the matrix Hp) has a fraction of
negative eigenvalues (which we could show in the case
of the ReLU activation function and random data, and
confirm numerically) implies that no poor minima exist
if P/N < P/N∗ = O(1). Here N is the number of ef-
fective degrees of freedom of the network, which in all
the cases we studied is essentially equal to the number of
parameters. This argument does not rule out the possi-
bility that, with a very poor choice of initial condition, a
poor minimum of the loss can be found. This is the case
in particular if the network does not propagate the sig-
nal (then N = 1 in our formalism, independently of the
number of parameters). Presumably usual tricks used to
train deep networks (batch normalization, residual links,
proper weight initialization, ...) ensure that the sensitiv-
ity of the network to its parameters is preserved during
training so that N is indeed similar to the number of pa-
rameters, a hypothesis that would be useful to test in a
broader setting.
In the under-parametrized phase the network gets
stuck at a positive loss, either because the ground state
is no longer at zero loss or because the system is trapped
in an excited local minimum. The fact that the jamming
transition itself depends on the dynamics (as is the case
for the jamming of particles) suggests that in the under-
parametrized case the network is in a local minimum.
Role of depth: We observed that depth is not helpful
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FIG. 9. Results with the MNIST dataset, keeping the first 10 PCA components. d = 10, h = 30 and L = 5 (N = 3900),
varying P = 1, . . . , 70k. (a) The number of unsatisfied patterns N∆/N jumps discontinuously when r = P/N is increased. (b)
The same quantity is less noisy when plotted against the loss. (c) The number of misclassified data is a smooth function of the
loss. (d) Distribution of the negative gaps (∆ < 0), with a tentative exponent γ = 0.25. In the second row (e-h), the Hessian
of the runs contained in the rectangle of plot (b) are shown: (e) positive part of the spectrum of Hp, in logarithmic scale; (f)
the total spectrum of Hp appears to be symmetric; (g) the spectrum of H0 presents a delta function in zero and a gapped
continuous spectrum at high frequencies; (h) the spectrum of the total Hessian H resembles that for random data: the delta
function in the spectrum of H0 is smeared.
to fit random data in fully connected networks: increas-
ing depth and reducing width so that the total number
of weights is fixed does not allow to fit the data with less
parameters. We have also observed that this finding con-
tinues to hold in a realistic case based on MNIST. This
may seem to clash with mathematical results, such as [9–
11, 13], which establish that depth enhances expressivity.
However, we tackle the question of expressivity for realis-
tic data and learning protocols, which is quite different.
Our results, that need confirmation by further studies
on a broader range of data, point toward a negative an-
swer for fully connected networks. It may be that the
added expressive power of deep networks is only useful
for architectures exploiting the symmetry and hierarchy
in the data (e.g. as in convolutional networks). Alterna-
tively, depth may play a role in accelerating the learning
dynamics [74].
Reference point for network architectures: key prop-
erties of deep networks, including the learning dynam-
ics and the generalization power, are believed to be af-
fected by the landscape geometry. We have argued that
there exists a critical line N∗(P ) where the landscape
is singular (with both flat and stiff directions), suggest-
ing that it will be a useful reference point to study dy-
namics and generalization. Concerning the former, our
observations suggest that learning near threshold may
occur by avalanches, that is, by abrupt changes in the
set of data that are correctly classified. In practice,
networks are generally trained in the overparametrized
regime N  N∗. It would be interesting to investigate
whether the learning dynamics, at intermediate times
where many data are not fitted yet, resembles the dy-
namics near threshold and displays bursts of changes in
the constraints. Concerning the latter, we have studied
the effect of jamming on generalization since this article
was first written, as appears in [46, 47].
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The manuscript [75], which appeared at the same time
than ours, shows that the critical properties of the jam-
ming transition found for the non-convex perceptron [34]
hold more generally in some shallow networks. This uni-
versality is an intriguing result. Understanding the con-
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FIG. 10. Results with the MNIST dataset, keeping the first
10 PCA components (see main text), with d = 10 and varying
P and h. The plot shows the number of parameters N∗ at
the jamming transition. For comparison, we also show the
theoretical upper bound (solid curve) and the results found
with random data (black points). The maximum number of
steps is 2 · 106.
nection with our findings, which show instead a jamming
transition similar to that of ellipses, is certainly worth
future studies.
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Appendix A: Effective number of degrees of freedom
Due to several effects discussed in the main text, the
function f(x; W) can effectively depend on less vari-
ables that the number of parameters, and thus reduce
the dimension of the space spanned by the gradients
∇Wf(x; W) that enters in the theory. For instance,
there could be symmetries that reduce the number of
effective degrees of freedom (e.g. each ReLU activation
function has one of such symmetries, since one can rescale
inputs and outputs in such a way that the post-activation
is left invariant); another reason could be that a neuron
might never activate for all the training data, thus ef-
fectively reducing the number of neurons in the network;
furthermore, we expect that the network’s true dimension
would also be reduced if its architecture presents some
bottlenecks, is poorly designed or poorly initialized. For
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example if all biases are too negative on the neurons of
one layer in the Relu case, the network does not transmit
any signals, leading to N = 1 and to the possible absence
of unstable directions even if the number of parameters
is very large.
It is tempting to define the effective dimension by
considering the dimension of the space spanned by
∇Wf(xµ; W) as µ varies. This definition is not practical
for small number of samples P however, because this di-
mension would be bounded by P . We can overcome such
a problem by considering a neighborhood of each point
xµ, where the network’s function and its gradient can be
expanded in the pattern space:
f(x) ≈ f(xµ) + (x− xµ) · ∇xf(xµ), (A1)
∇Wf(x) ≈ ∇Wf(xµ) + (x− xµ) · ∇x∇Wf(xµ). (A2)
Varying the pattern µ and the point x in the neighbor-
hood of xµ, we can build a family M of vectors:
M = {∇Wf(xµ) + (x− xµ) · ∇x∇Wf(xµ)}µ,x . (A3)
We then define the effective dimension N as the dimen-
sion of M . Because of the linear structure of M , it is
sufficient to consider, for each µ, only d+ 1 values for x,
e.g. x − xµ = 0, eˆ1, . . . , eˆd, where eˆn is the unit vector
along the direction n. The effective dimension is there-
fore
N = rk(G), (A4)
where the elements of the matrix G are defined as
Gi,α ≡ ∂Wif(xµ) + eˆn · ∇eˆn∂Wif(xµ), (A5)
with α ≡ (µ, n). The index n ranges from 0 to d, and
eˆ0 ≡ 0.
In Fig. 11 we show the effective number of parame-
ters N versus the total number of parameters N˜ , in the
case of a network with L = 3 layers trained on the first
10 PCA components of the MNIST dataset. There is
no noticeable difference between the two quantities: the
only reduction is due to the symmetries induced by the
ReLU functions (there is one such symmetry per neu-
ron. Indeed the ReLU function ρ(z) = zΘ(z) satisfies
Λρ(z/Λ) ≡ ρ(z).) We observed the same results for ran-
dom data.
Appendix B: sp(Hp) is symmetric for ReLu
activation function and random data
We consider Hp = −
∑
µ yµρ (∆µ) Hˆµ, where Hˆµ is the
Hessian of the network function f(xµ; W) and ρ is the
Relu function. We want to argue that the spectrum of
Hp is symmetric in the limit of large N .
FIG. 11. Results with the MNIST dataset, keeping the first
10 PCA components. d = 10 and L = 3, varying P and h.
Effective N vs total number of parameters N˜ . N is always
smaller than N˜ because there is a symmetry per each ReLU-
neuron in the network.
We do two main hypothesis: First, the trace of any
finite power of Hp is self-averaging (concentrates) with
respect to the average over the random data:
1
N
tr(Hˆpn) = 1
N
tr(Hˆpn).
Second,
1
N
∑
µ1,··· ,µn
yµ1ρ(∆µ1) · · · yµnρ(∆µn)tr(Hˆµ1 · · · Hˆµn) =
1
N
∑
µ1,··· ,µn
yµ1ρ(∆µ1) · · · yµnρ(∆µn)tr(Hˆµ1 · · · Hˆµn)
The first hypothesis is natural since Hˆp is a very large
random matrix, for which the density of eigenvalues is ex-
pected to become a non-fluctuating quantity. The second
hypothesis is more tricky: it is natural to assume that the
trace concentrates, however one also need to show that
the sub-leading corrections to the self-averaging of the
trace can be neglected.
Using these two hypothesis and the result, showed be-
low, that
tr(Hˆµ1 · · · Hˆµn) = 0 (B1)
for all n odds, one can conclude that all odds traces of
Hˆp are zero. This implies that the spectrum of Hˆp is
symmetric, more precisely that the fractions of negative
and positive eigenvalues are equal.
In order to show that the statement (B1) above holds,
let us argue first that tr(Hˆnµ) = 0 for any odd n.
tr(Hˆnµ) =
∑
i1,i2,...,in
Hˆµi1,i2Hˆµi2,i3 · · · Hˆµin,i1 , (B2)
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FIG. 12. Density of the pre-activations for each layers with L = 5 and random data, averaged over all the runs just above the
jamming transition with that architecture. Black: distribution obtained over the training set. Blue: previously unseen random
data (the two curves are on top of each other except for the delta in zero). The values indicate the mass of the peak in zero,
which is only present when the training set is considered.
where the indices i1, . . . , in stand for synapses connect-
ing a pair of neurons (i.e. each index is associated with a
synaptic weight W
(j)
α,β : we are not writing all the explicit
indexes for the sake of clarity). The term of the hessian
obtained when differentiating with respect to weights
W
(j)
α,β and W
(k)
γ,δ reads
Hˆµ;(jk)αβ;γδ =
∑
pi0,...,piL
θ(aµL,piL) · · · θ(a
µ
1,pi1
)xµpi0 ·
· ∂
W
(j)
α,β
∂
W
(k)
γ,δ
[
W (L+1)piL W
(L)
piL,piL−1 · · ·W (1)pi1pi0
]
. (B3)
where we denoted with a the inputs in the nodes of the
network. Our argument is based on a symmetry of the
problem with random data: changing the sign of the
weight of the last layer W (L+1) −→ −W (L+1) and chang-
ing the labels yµ −→ −yµ leaves the loss unchanged. We
will show that this symmetry implies that tr(Hˆnµ) aver-
aged over the random labels is zero for odd n.
In fact, note that the sum in Eq.B3 contains a weight
per each layer in the network, with the exception of the
two layers j, k with respect to which we are deriving.
This implies that any element of the hessian matrix where
we have not differentiated with respect to the last layer
(j, k < L+1) is an odd function of the last layer W (L+1),
meaning that if W (L+1) −→ −W (L+1), then the sign of
all these Hessian elements is inverted as well.
If in the argument of the sum in Eq. (B2) there is
no index belonging to the last layer, then the whole
term changes sign under the transformation W (L+1) −→
−W (L+1). Suppose now that, on the contrary, there are
m terms with one index belonging to the last layer (we
need not consider the case of two indices both belonging
to the last layer because the corresponding term in the
Hessian would be 0, as one can see in Eq. (B3)). For each
index equal to L + 1 (the last layer), there are exactly
two terms: Hˆµj,L+1HˆµL+1,k (for some indexes j, k). Since
j, k cannot be L + 1 too, this implies that the number
m of terms with an index belonging to the last layer is
always even. Consequently, when the sign of W (L+1) is
reversed, the argument of the sum in Eq. (B2) is multi-
plied by (−1)n−m (once for each term without an index
belonging to the last layer), which is equal to −1 if n
is odd. The same symmetry can be used to show that
a matrix made of an odd product of matrices Hˆµ, such
as HˆµHˆµ′Hˆµ′′ , must also have a symmetric spectrum,
concluding our argument.
Appendix C: Density of pre-activations for ReLU
activation functions
The densities of pre-activation (i.e. the value of the
neurons before applying the activation function) is shown
in Fig. 12 for random data. It contains a delta distribu-
tion in zero. The number Nc of pre-activations equal to
zero when feeding a network L = 5 all its random dataset
is Nc ≈ 0.21N , corresponding to the number of directions
in phase space where cusps are present in the loss func-
tion. For MNIST data we find Nc ≈ 0.19N . By taking
L = 2 and random data we find Nc ≈ 0.25N . In these
directions, stability can be achieved even if the hessian
would indicate an instability. For this reason, instead of
N− in Equation 11 one should use N/2−Nc ≈ 0.25N .
