Two previously proposed training sequence optimization techniques for channel estimation are compared. One method is based on a frequency-domain based channel estimation method (FD) and the other is based on a time-domain channel estimation technique (TD). The FD method produces a lower complexity search strategy but does not always result in the optimal training sequences in terms of the mean-squared channel estimation error. A proof of the superiority of the TD method over the FD method is presented in this paper. Based on the proof, an alternative search criterion is proposed, which, in general, provides equivalent or better performance than the FD method while still enjoying the low search complexity.
Introduction
A preamble training sequence is often used to estimate the channel impulse response in digital communication systems 5] . Much e ort has been devoted to nding optimum sequences for channel estimation 1, 4, 6, 7, 9, 10] . This paper provides a rigorous comparison between two previously proposed training sequence optimization techniques. The rst method, denoted the time-domain (TD) method was introduced in 1]. The objective was to determine a training sequence which optimized the mean-squared estimation error for a least-squares type channel estimator. A disadvantage of the the TD method was that the search scheme employed to determine optimal sequences of length N was an exhaustive search over the 2 N possible sequences. Thus, the determination of long training sequences incurred high computational complexity, although e cient algorithms can be found to reduce some of the computational load involved 9]. In contrast, a recently proposed method based on frequency domain techniques invites a lower complexity search strategy. This technique, which we shall call the frequency domain (FD) method was introduced in 10]. A gain loss factor (GLF) was proposed, which facilitates the search process by focusing on a small subset of all the possible sequences. However, it was observed in 10], for periodic training sequences, the FD method did not always nd the optimal training sequence in terms of the mean-squared channel estimation error (MSE).
In the current work, we rigorously show that in fact, the FD method can never outperform the TD method. From our proof of this performance inequality, we conjecture an alternative cost function to optimize. We show that this new criterion o ers a search complexity that is comparable to that of the FD method while achieving the optimal MSE in most cases. In addition, the new criterion has connections to previously proposed methods based on optimizing sequence autocorrelation functions 3]. This paper is organized as follows. In Section 2 we summarize the two channel estimation techniques and describe a performance metric for determining optimal training sequences. The proof of superiority of the TD method over the FD method is provided in Section 3. The new search criterion is presented in Section 4. Final conclusions are drawn in Section 5. In Appendix A, the details of the proof of the proposition found in Section 3 are provided.
Channel Estimation Schemes
The objective is to estimate a complex-valued L-tap channel 
The vector n is additive white noise with variance 2 which is independent of the transmitted sequence and the channel. 1 jB 2 n j : (6) Notice that in (5) , only the rst L inverse DFT bins are employed for channel estimation while in (3) all the N samples are optimally combined to obtain the L channel coe cient estimates. This observation provides an explanation as to why the FD method is inferior to the TD method in terms of MSE performance. A theoretical proof will be presented in the next section which will lead to a new search method. It is worthwhile to point out that the discarded N ? L output bins can be used to estimate the noise variance, 2 , which may be helpful in some applications such as turbo coding 8].
The FD method proposes sequence design through the optimization of the gain loss factor which is de ned to be 10] GLF = MSE 2 N L : (7) From this de nition, we arrive at the GLFs for the TD and FD methods, respectively
and
1 jB 2 n j : (9) Note that the smaller the GLF, the better performance of the associated training sequence. Ideally, the GLF is equal to 1.
Comparison of the TD and FD Methods
In this section, we provide a theoretical comparison of the two training sequence optimization Multiplying both sides of Equation (1) bound for that of the TD method. Recall that it is desirable to have the GLF be as small as possible. An important property of the GLF for the TD method is that it increases monotonically with L.
We next provide a key proposition which will enable us to relate the GLF for the TD method to that of the FD method. 
where bxc denotes the largest possible integer smaller than x, f l is the (l + 1) th row of matrix F and c l ; l = 1; :::; m are constants. The interpretation of Condition 2 above is that the DFT of the desired sequence is \ at" modulo a contribution which lies in the null-space of F. Equation (17) suggests that the frequency spectra of optimum sequences are not necessarily at. Note that for certain values of L and N, truly white binary sequences may not exist. Therefore seeking such white sequences, versus seeking sequences which diagonalize A L , may result in non-minimum MSE.
An Alternative Search Criterion
From Corollary 1, for L < N, in order to have GLF FD = GLF TD , A N has to be diagonal. In such an ideal case, both GLF FD and GLF TD equal 1. In searching for the optimum sequences in terms of MSE TD , as given in Equation (4), we wish to design a criterion to minimize the e ect of the o -diagonal elements of A N . This cost criterion is considered in 3] for determining spreading sequences and is alternatively denoted the mean square autocorrelation criterion or in an equivalent form, Golay's merit factor. In this current work, we combine this criterion with a rejection method for reducing the search space. Since A N is a Toeplitz matrix, an alternative search criterion is developed to minimize the sum of the squares of the rst row of A N with A N (1; 1) removed, i.e., 
Given the form of the alternative search criterion, we can exploit the methods in 10] to facilitate the search for the optimum sequence. We denote the Hamming weight of the sequence c as W, . In contrast, the new criterion performs well in that region, but may fail to achieve the optimum sequences when L approaches N.
As pointed out in 10], the performance gap between the TD method and the FD method is restricted to a small amount of dB in terms of channel MSE. The sequences obtained from the new method can be expected to be quite close that of the optimum sequences resulted from the TD method. Thus, instead of using the TD method, in practical situations where N is reasonably large (say, N > 25), we can adopt the FD method or the new criterion to search for the optimum sequences in terms of MSE TD , which results in a much lower search complexity. Our simulation results also indicate that as L grows, the weight distribution of the optimum sequences (that is the Hamming weight of c) concentrates at small number of key values. Therefore, we conjecture that a desirable search criterion should be either implicitly or explicitly connected to the weights of the sequences. This is an avenue for future research.
Conclusions
In this paper, we have investigated the comparison of two previously proposed training sequence optimization schemes: one based on a time-domain criterion and the other on a frequency domain criterion. We have proven that the time-domain method achieves superior mean-squared channel estimation error versus the frequency domain technique. However, this superiority is achieved with a signi cant search complexity. Based on our proof of the superiority of the TD method over the FD method, we propose an alternative search criterion, which, in general, provides equivalent or better performance than the FD method while still enjoying the low search complexity. 
Equality is achieved only when y is a zero vector, which then implies that r must also be a zero vector, and thus A L+1 is a diagonal matrix. 
