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Avui en dia, les empreses tenen la necessitat d'oferir el màxim nombre de serveis a través d'Internet, 
al menor cost possible i a la vegada amb el màxim rendiment per tal de maximitzar els beneficis. 
L'objectiu d'aquest projecte és aconseguir implementar un servidor amb serveis habituals avui en 
dia a Internet i  capacitat  d'execució d'aplicacions paral·leles, sota la tecnologia de virtualització 
Linux Containers. 
Aquest projecte presenta l'elecció d'un seguit de serveis habituals avui en dia a Internet. Durant 
l'execució del projecte s'han triat SSH, FTP, Web i DNS. Amb ells es dissenya un servidor que 
utilitza la tecnologia de virtualització Linux Containers per oferir-los, amb una posterior validació 
del correcte funcionament d'aquests. Per tal de poder comparar aquest entorn amb altres entorns 
habituals en què s'ofereixen serveis, prèviament es realitza el mateix en un entorn natiu, és a dir, en 
un entorn en què s'ofereixen els serveis directament en la màquina física, i en un entorn que usa un 
altre tipus de tecnologia de virtualització, que és l'anomenada Full Virtualization.
Un cop s'han implementat  i  validat  els  serveis oferts,  es realitza una comparació en termes de 
rendiment, seguretat i costos entre els tres entorns implementats i s'analitzen els resultats obtinguts. 
Durant el projecte s'han aprofitat els tres entorns per realitzar l'avaluació del rendiment d'un seguit 
d'aplicacions paral·leles, els NAS benchmarks, i poder comparar millor els entorns.
També es realitza el disseny d'un gestor dinàmic de càrrega que és capaç de balancejar la càrrega de 
treball segons les necessitats de cada un dels entorns virtuals en l'entorn de Linux Containers.
Finalment, a partir de les comparacions realitzades entre els tres entorns s'extreu la conclusió de que 
l'entorn de Linux Containers és el més adient dels analitzats per a una empresa que vulgui oferir un 
seguit de serveis ja que és el que ofereix una millor relació en termes de rendiment, seguretat i 
costos.
Abstract
Nowadays, companies have the need to provide the maximum number of services over the Internet, 
at  the lowest  possible  cost,  as well  as at  the maximum performance,  in order to  maximize the 
benefits. The objective of this project is to achieve the implementation of a server offering common 
services on the Internet and the ability to execute parallel applications, under the Linux Containers 
virtualization technology.
This project presents the selection of a set of common services on the Internet. During the execution 
of the project, SSH, FTP, Web and DNS have been chosen.  A server that uses the Linux Containers 
virtualization  technology  has  been  designed  to  offer  them,  with  subsequent  validation  of  their 
correct operation. In order to be able to compare this environment with other environments in which 
services  are  offered,  previously  the  same is  performed  in  a  native  environment,  that  is,  in  an 
environment in which services are offered directly on the physical machine, and in an environment 
that uses another type of virtualization technology, which is called Full Virtualization.
Once the services have been implemented and validated, a comparison in terms of performance, 
security and costs is done between the three implemented environments and the obtained results are 
analyzed. During the project, we have taken advantage of having the three environments in order to 
do the evaluation of the performance of a range of parallel applications, the NAS benchmarks, to be 
able to compare better the environments.
The  design  of  a  dynamic  load  manager,  which  is  able  to  balance  the  load  of  the  processors 
according to the needs of each of the virtual environments in the Linux Containers environment, is 
also performed.
Finally, the comparisons made between the three environments draw the conclusion that the Linux 
Containers environment is the most suitable of those tested for a company that wants to offer a set 
of services, as it is the one that offers a better relationship in terms of performance, security and 
costs.
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Glossari d'abreviatures i termes
BIND: Berkeley Internet Name Domain (consultar secció 4.2)
Capabilities: permisos que permeten a un procés efectuar operacions sobre un determinat objecte 
(processos, fitxers, etc...)
Cgroups: Control groups (consultar secció 3.1)
Chroot: És una operació que invoca un procés i que  permet canviar el directori arrel del sistema 
d'aquest procés i dels seus fills per un que es desitgi. Al realitzar això s'impedeix que aquest procés i 
els seus fills accedeixin a un nivell superior a l'arrel definida amb chroot. L'entorn “virtual” que es 
crea a partir de la nova arrel s'anomena gàbia chroot
Core: Nucli d'un processador
CPU: Central Processor Unit. Component en una computadora que processa dades i interpreta les 
instruccions dels programes
DHCP: Dynamic Host Configuration Protocol. Protocol de xarxa que permet als clients d'una xarxa 
configurar de manera automàtica les seves direccions IP
DNS: Domain Name System (consultar secció 4.2)
FTP: File Transfer Protocol (consultar secció 4.2)
Full Virtualization: Virtualització completa o virtualització tradicional (consultar secció 2.1)
Gateway: Una porta d'enllaç o gateway és normalment un equip informàtic configurat per a fer 
possible que les màquines d'una xarxa local connectades a ell tinguin accés a l'exterior
GID: Group Identifier. Nombre que identifica un grup d'usuaris dins un sistema
Guest: Equip virtual. És una de les màquines virtuals que s'executen en una màquina física
IX
Host: Equip físic que pot contenir una o més màquines virtuals
HTTP: Hypertext Transfer Protocol. Protocol usat per accedir a la Web. S'encarrega de processar i 
donar respostes a les peticions Web (consultar secció 4.2)
Informació d'accounting: conjunt d'informació relativa a l'ús de recursos de la màquina (consum 
de CPU, memòria RAM, xarxa, disc, ...)
IP:  Internet  Protocol.  Protocol  per  a  la  comunicació  en  xarxa  a  través  de  paquets  commutats, 
principalment usat a Internet. Aquests paquets són coneguts com a datagrames
Kernel: Nucli  del  Sistema Operatiu.  Proveeix  els  serveis  mes bàsics  del  sistema.  Gestiona  els 
recursos i dóna accés a ells de forma eficient i segura a través de les crides a sistema
LC:  Linux  Containers.  Tecnologia  de  virtualització  a  nivell  de  Sistema  Operatiu.  Serveix  per 
executar múltiples sistemes Linux (contenidors) aïllats entre ells en una sola màquina
LXC: Linux Containers (LC)
Multicore: Multinucli. Processador amb més d'un nucli
MV: Màquina  Virtual.  Software  que  imita  el  comportament  d'una  màquina  física,  permetent 
executar programes com si es tractés d'una màquina real
Overhead: Sobrecost afegit en el temps d'execució d'una tasca
PID: Process Identifier. Nombre únic que serveix per identificar un procés dins un sistema
Repositori: Lloc  on s'emmagatzemen paquets  de  software  que estan  disponibles  per  a  la  seva 
descàrrega per a instal·lar en un sistema
Scheduler: Planificador. Component del Sistema Operatiu que s'encarrega de repartir el temps de 
processador entre els processos que estan disponibles per a la seva execució
Script: Conjunt de comandes que permeten l'automatització de tasques en un ordinador
X
SO: Sistema Operatiu. Programa i eines que actuen com a intermediaris entre l'usuari i el hardware.  
Ofereix els recursos a l'usuari de manera eficient i segura
SSH: Secure Shell (consultar secció 4.2)
UID: User Identifier. Nombre que identifica un usuari dins un sistema
Virtualització: metodologia  que  consisteix  en  dividir  els  recursos  físics  d’un  ordinador  en 
múltiples entorns d’execució virtuals (consultar secció 2.1)
Virtual Bridge:  Pont de xarxa virtual. Dispositiu software assignable a una interfície física que 
permet la interconnexió de màquines virtuals per tal de formar una xarxa virtual i tenir accés des de 
l'exterior i cap a l'exterior d'aquesta xarxa
VM: Virtual Machine (veure MV)
Xarxa  virtual: Representació  lògica  d'una  xarxa  física.  Permet  tenir  diferents  xarxes  virtuals 




Avui en dia hi ha gran quantitat de serveis informàtics que s'ofereixen des de diferents servidors. 
Les empreses han de poder proporcionar aquests serveis de manera que el cost d'oferir-los sigui el 
mínim possible, mantenint, a la vegada, la seguretat i la integritat dels serveis i un control òptim 
sobre ells.
És aquí quan entra l'objecte d'aquest projecte, que és el desenvolupament d'un servidor basat en 
Linux Containers (LC), que ens permetrà oferir diversos serveis en un mateix ordinador, respectant 
a la vegada la seguretat necessària i la possibilitat del control dels diferents recursos.
Per  tal  d'avaluar  el  rendiment  obtingut  amb entorns  basats  en  LC,  s'implementen  i  validen els 
mateixos serveis en un entorn natiu i un altre de virtualització completa.
A més, també es realitza la implementació d'un gestor dinàmic de càrrega per als Linux Containers 
que s'encarrega de moure el diferent nombre de CPUs (Central Processor Unit) disponibles entre les 
diferents instàncies de màquines virtuals sota LC segons les necessitats de processament que tinguin 
aquestes.
1.1 Abast
El projecte es centra en l'oferiment dels diferents serveis en un servidor usant els Linux Containers, 
aplicant el correcte aïllament necessari entre els serveis, habilitant la comunicació entre ells quan 
sigui necessària. També es vol aconseguir una bona gestió dels recursos per tal de poder oferir-los 
d'una manera el més econòmica possible i segura, mantenint a la vegada la qualitat dels serveis.
Aquest projecte no està enfocat a la implementació dels Linux Containers, sinó a l'ús d'aquests en el 
servidor per tal d'oferir serveis amb les avantatges que comporten els Linux Containers.
1
1.2 Objectius
En aquesta secció, presentem l'objectiu general i els objectius específics del projecte. 
Objectiu general
L'objectiu principal del projecte és el de dissenyar un servidor que ofereixi els serveis d'Internet més 
habituals com Web, Correu,  DNS, bases de dades, i  suport  per executar aplicacions paral·leles, 
centrant-se principalment en el disseny d'aquest, usant el que s'anomenen Linux Containers com a 
base d'entorns virtuals on executar els diferents serveis. 
Objectius específics
– Instal·lar un sistema Linux amb el suport de Linux Containers
– Crear i gestionar contenidors per tal d'executar aplicacions en el seu interior
– Seleccionar i configurar els dispositius necessaris dins de cada contenidor
– Pantalla i consola
– Discos i sistema de fitxers
– Xarxa i comunicacions
– etc.
– Definir els serveis que haurà d'oferir l'ordinador com a servidor
– Seleccionar, distribuir i instal·lar les aplicacions servidores
– Validar i avaluar l'entorn desenvolupat i la seva utilitat
– Analitzar els avantatges i la seguretat dels Linux Containers respecte els entorn natiu (sense 
utilitzar cap tecnologia de virtualització) i Full Virtualization
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– Dissenyar  i  implementar  un  gestor  de  càrrega  bàsic  per  a  l'entorn  de  LXC (s'ha  afegit 
respecte la planificació inicial)
1.3 Planificació inicial
Recordem que el  projecte  inicialment  es  dividia  en diferents  fases,  on a  cada fase  s'havien  de 
realitzar un seguit d'activitats. Tot això es mostra a continuació d'una manera resumida: 
– En la primera fase,  es realitza un estudi del funcionament dels Linux Containers, a més 
d'escollir els serveis que s'oferiran, i el hardware i el software més adients per tal d'oferir-los
– En  una  segona  fase,  s'instal·la  i  configura  l'entorn  i  serveis  escollits  anteriorment, 
comprovant-ne el correcte funcionament
– En  una  tercera  fase,  s'instal·len  i  configuren  els  serveis  elegits,  però  ara  dins  un 
virtualitzador tradicional (usant Full Virtualization)
– En una quarta fase, s'instal·len i configuren ara els serveis sota Linux Containers
– Com a última fase, es preparen i realitzen un seguit d'experiments per analitzar el rendiment, 
seguretat i costos dels serveis oferts, extraient-ne conclusions
Tot seguit s'explica en detall cadascuna de les fases del projecte, indicant les seves tasques.
Fase I: Estudi previ
En aquesta fase es realitzarà un estudi del funcionament i característiques dels Linux Containers, els 
serveis que es seleccionaran per oferir, a més de l'elecció de l'entorn de treball (tant en hardware 
com en software) més adequat per a l'oferiment d'aquests serveis.
– Estudi del funcionament dels Linux Containers mirant com es poden usar per a donar suport 
a la virtualització i isolació dels processos i serveis. 20 hores
– Seleccionar les eines i serveis que oferirà el servidor. Entre ells, seran necessaris DNS i 
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Web. 15 hores
– Seleccionar un conjunt d’aplicacions paral·leles, en format font o binari, que ens serveixi per 
a realitzar les proves de paral·lelisme. 15 hores
– Anàlisi del SO i sistemes de fitxers més adients segons els serveis que s'ofereixin i per a 
utilitzar Linux Containers. 25 hores
– Selecció d’un virtualitzador tradicional per a la comparativa posterior. 15 hores
– Estudi de quines característiques ha de tenir l'equip de sobretaula (hardware) més adient 
segons els serveis oferts. 10 hores
Fase II: Instal·lació bàsica
En aquesta fase es procedirà a realitzar la instal·lació del SO i dels sistemes de fitxers escollits en la 
fase prèvia, a més de la instal·lació, configuració i aplicació de polítiques de seguretat i finalment 
provar el seu correcte funcionament.
– Instal·lació del  SO i creació dels sistemes de fitxers necessaris  per a la  instal·lació dels 
serveis seleccionats. 10 hores
– Instal·lació dels serveis escollits a oferir. 25 hores
– Implementació de les polítiques de seguretat adients per als serveis. 20 hores
– Test del correcte funcionament dels serveis. 15 hores
– Instal·lació de les aplicacions paral·leles seleccionades. 10 hores
– Test de l’execució correcta d’aplicacions paral·leles. 10 hores
Fase III: Instal·lació amb un virtualitzador tradicional
En aquesta fase es realitzarà la instal·lació del virtualitzador tradicional que s'ha escollit prèviament 
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i s'hi instal·laran els serveis escollits configurant-los i aplicant-hi les polítiques de seguretat adients 
per a finalment testejar que el seu funcionament sigui el correcte.
– Instal·lació del virtualitzador tradicional + SO escollit anteriorment. 10 hores
– Instal·lació dels serveis en el virtualitzador tradicional. 20 hores
– Implementació polítiques de seguretat adients per als serveis. 10 hores
– Test del correcte funcionament dels serveis. 10 hores
– Instal·lació de les aplicacions paral·leles seleccionades. 10 hores
– Test de l’execució correcta d’aplicacions paral·leles. 5 hores
Fase IV: Instal·lació sota Linux Containers
En aquesta fase es procedirà a adaptar/reinstal·lar en cas que sigui necessari els serveis per tal de 
que funcionin sota linux containers i es provarà que funcionin correctament.
– Implementació dels serveis per tal que funcionin sota Linux Containers. 20 hores
– Test del correcte funcionament dels serveis sota Linux Containers. 10 hores
– Instal·lació de les aplicacions paral·leles seleccionades. 5 hores
– Test de l’execució correcta d’aplicacions paral·leles. 5 hores
Fase V: Avaluació
En aquesta fase es prepararan els experiments necessaris per tal de realitzar una comparació a tres 
bandes: comparar la instal·lació estàndard amb la instal·lació amb un virtualitzador tradicional i 
amb la instal·lació dels serveis sota Linux Containers. La comparació es realitzarà en termes de 
cost, rendiment i seguretat. Finalment s'elaboraran les conclusions.
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– Preparació dels experiments a realitzar per a l’avaluació del projecte. 10 hores
– Avaluació del rendiment a l’utilitzar un entorn estàndard. 15 hores
– Avaluació del rendiment a l’utilitzar un virtualitzador tradicional. 10 hores
– Avaluació del rendiment a l'utilitzar Linux Containers. 10 hores
– Comparació de rendiment entre les tres versions. 5 hores
– Anàlisi dels costos en els tres entorns i comparativa. 5 hores
– Anàlisi de la seguretat aconseguida en els 3 entorns i comparativa. 10 hores
– Elaboració de les conclusions del projecte. 5 hores
Fase VI : Documentació i fites
– Preparació de la fita de seguiment. 10 hores
– Elaboració de la documentació. 25 hores
– Preparació de la defensa del projecte. 15 hores
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1.3.1 Diagrama de Gantt Inicial
A continuació es mostra el diagrama de Gantt que resulta de la planificació inicial presentada:
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Figura 1.1 Diagrama de Gantt de la planificació inicial
1.4 Pressupost inicial
1.4.1 Identificació dels costos
En aquesta secció s’identifiquen els diferents costos d’aquest projecte.
En quant al hardware:
– Equips  de sobretaula  multinucli  (incloent  pantalla,  perifèrics,  xarxa...):  serà  necessari  un 
equip on es treballarà per desenvolupar el servidor, i un altre equip on es realitzaran les 
proves adients. Cal aclarir que tot i que és cert que hi ha tres recursos humans (Analista, 
Programador i Documentador), en general no treballaran alhora sinó que s’intercalaran en el 
temps, per tant amb dos equips ja és suficient
– Router: dispositiu necessari per obtenir l'accés a Internet
En quant al software:
– Llicències de software: totes aquelles llicències de software que s'utilitzin en la realització 
del projecte per tal de poder portar-lo a terme
En quant al local:
– Lloguer de local: s'haurà de llogar un petit local on treballar durant la duració del projecte
– Llum: el consum d'electricitat per a l'ús dels equips de sobretaula, il·luminació del local i 
altres dispositius electrònics.
– Aigua: despeses relacionades amb la petita cuina i bany que tenim al local
– Gas: despeses degudes a l’ús de la calefacció
– Connexió a Internet: quota mensual d'Internet necessària per a obtenir accés a Internet
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En quant al personal:
– Cost d'un Programador: sou del Programador, afegint-hi altres costos com seguretat social, 
etc.
– Cost  d'un  Documentador:  sou  del  Documentador,  afegint-hi  altres  costos  com seguretat 
social, etc.
– Cost d'un Analista: sou de l'Analista, afegint-hi altres costos com seguretat social, etc.
1.4.2 Estimació dels costos
Aquí es  realitza una estimació dels  costos  prèviament  identificats.  En els  casos  en què  aplica, 
s’entén que ja s’ha inclòs l’IVA.
En quant al hardware:
– Equips de sobretaula multinucli (incloent pantalla, perifèrics, xarxa...): el preu d'adquisició 
estimat és sobre uns 750 - 1500 euros aproximadament cadascun. 1500 - 3000 euros en total 
però el cost que volem imputar al projecte ha de ser l'amortitzat, que calculem de la següent 
manera, si prenem un període d'amortització de 3 anys: 
40 hores/setmana * 52 setmanes * 3 anys = 6240 hores
3000 euros / 6240 hores = 0.5 euros/hora aproximadament
 Es fa servir els equips 75 dies, 5 hores al dia en total de la duració del projecte,  
per tant cost = 75*5*0.5 = 187.5 euros
– Router: es calcula que tindrà un cost d'adquisició aproximat d'uns 150 euros en total però el 
cost que volem imputar al projecte ha de ser l'amortitzat, que calculem de la següent manera, 
si prenem un període d'amortització de 3 anys:
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40 hores/setmana * 52 setmanes * 3 anys = 6240 hores
 150 euros / 6240 hores = 0.025 euros/hora aproximadament
Es fa servir els equips 75 dies, 5 hores al dia en total de la duració del projecte,
per tant cost = 75*5*0.025 = 9.375 euros
En quant al software:
– Llicències de software: en el nostre cas aquest cost serà zero ja que utilitzarem software 
lliure   i  gratuït,  com  el  SO,  basat  en  Linux,  i  l'ús  de  Linux  Containers  entre  altres 
programaris de suport, llibreries i aplicacions
En quant al local:
– Lloguer del local: 550 euros/mes. Cost total en tres mesos: 550*3 = 1650 euros
– Llum: 60 euros/mes. Cost total en tres mesos: 60*3 = 180 euros
– Aigua: 20 euros/mes. Cost total en tres mesos: 20*3 = 60 euros
– Gas: 30 euros/mes. Cost total en tres mesos: 30*3 = 90 euros
– Connexió a Internet: 60 euros/mes. Cost total en tres mesos: 60*3 = 180 euros.
En quant al personal:
– L'Analista treballa en les tasques (segons el diagrama de Gantt):
1, 2, 3, 4, 5, 6, 13, 24, 28, 29, 30, 31
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En total treballa: 33 dies (5h/dia -> 33*5=165 hores en total)
33 dies – 5 dies fita de seguiment = 28 dies a 5h/dia. Se li ha de sumar 5 dies a 2h/dia (per la 
fita de seguiment)
En total treballarà: 28*5 + 5*2 = 150 hores
Sou 30 euros/hora (equivalents a un sou anual brut de 37590 euros, que suposarien 62400 
euros de cost per l’empresa)
Cost total segons les hores treballades: 30*150 = 4500 euros
– El Programador treballa en les tasques (segons el diagrama de Gantt):
7, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 25, 26, 27
En total treballa: 47 dies (5h/dia-> 47*5=235 hores en total)
Cost 20 euros/hora (equivalents a un sou anual brut de 25000 euros, que suposarien 41500 
euros de cost per l’empresa)
Cost total segons les hores treballades: 235*20 = 4700 euros
– El Documentador treballa en la tasca 32 (segons el diagrama de Gantt)
En total treballa unes 40 hores
Cost 25 euros/hora (equivalents a un sou anual brut de 31325 euros, que suposarien 52000 
euros de cost per l’empresa)
Cost total segons les hores treballades: 25*40 = 1000 euros
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Pressupost necessari aproximat:
Realitzant la suma de tots els costos relacionats anteriorment, dóna un  pressupost necessari de: 
12556.88 euros.
1.5 Estructura del document
Aquest document s'organitza en dotze seccions (o capítols) diferents. A continuació s'explica de 
manera resumida el contingut de cada una d'aquestes seccions:
Primer de tot es realitza una introducció (secció 1) introduint el tema del projecte i definint  l'abast, 
l'objectiu principal d'aquest que és el d'aconseguir oferir un seguit de serveis utilitzant la tecnologia 
de virtualització anomenada Linux Containers, i objectius específics derivats de l'objectiu principal. 
Desprès es realitza un repàs de l'estat de l'estat de l'art en la matèria a tractar (secció 2).
Un cop definits els objectius, l'abast del projecte i explicat l'estat de l'art es procedeix a explicar el  
funcionament  de  la  tecnologia  de  virtualització  dels  Linux  Containers,  explicant-ne  les  seves 
característiques i com es gestionen (secció 3).
Posteriorment  es  passa a  realitzar  la  tria  i/o  instal·lació  d'un seguit  de característiques  que  són 
comunes als tres entorns (secció 4) sota els que es vol oferir els serveis: l'usuari administrador que 
s'usarà en cada un dels entorns (anomenat maik),  els propis serveis a oferir, les eines comunes, un 
conjunt d'aplicacions paral·leles de test, un Sistema Operatiu i de fitxers i el hardware que s'utilitza 
per implementar aquests entorns.
A continuació  s'explica  com s'ha  realitzat  la  instal·lació  i  oferiment  dels  serveis  i  aplicacions 
paral·leles triats, sota l'entorn natiu (secció 5), és a dir, directament situats a la màquina sense l'ús de 
cap tipus de virtualització. A més també es mostren un seguit d'exemples per comprovar que el 
funcionament de tots els serveis i de les aplicacions paral·leles és correcte.
Seguidament es passa a realitzar la instal·lació i oferiment dels serveis i aplicacions paral·leles triats 
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però ara sota un entorn que usa la tecnologia de virtualització de tipus Full Virtualization (secció 6). 
En aquest cas es realitza la tria justificada d'un virtualitzador que usa aquesta tecnologia i s'explica 
com es realitza  l'oferiment dels serveis en aquest entorn, proporcionant també un seguit d'exemples 
per comprovar el correcte funcionament dels serveis.
En la secció  7 es passa a abordar l'oferiment dels diferents serveis triats sota l'entorn de Linux 
Containers, que és l'objectiu principal que es vol assolir, explicant com s'instal·len i gestionen els 
Linux Containers per tal de que ofereixin els serveis desitjats. De la mateixa manera que amb els 
dos  altres  entorns  anteriors,  es  mostra  un  seguit  d'exemples  per  tal  de  comprovar  el  correcte 
funcionament dels serveis a oferir en aquest entorn.
Un  cop  s'ha  aconseguit  implementar  i  oferir  els  diferents  serveis  en  els  tres  entorns  planejats 
inicialment, es passa a realitzar la comparació dels tres entorns en termes de rendiment, costos i  
seguretat (secció 8).
A més, com a afegit respecte la planificació inicial s'ha realitzat la implementació bàsica d'un gestor 
dinàmic de càrrega (secció 9) que mou els diferents cores disponibles a la màquina host entre els 
diferents Linux Containers actius segons la necessitat de CPU que tingui cada un d'ells, intentant 
realitzar un balanceig de càrrega.
En la  secció  10 es  parla  de la  gestió  del  projecte.  Els  temes  tractats  en aquesta  secció  són la 
planificació  final  realitzada  tenint  en  compte  els  desviaments  produïts  respecte  la  planificació 
inicial,  el càlcul del pressupost necessari en base a la planificació final obtinguda, a més d'altres 
temes  com  la  viabilitat  econòmica-financera,  lleis  i  regulacions  i  l'impacte  social  i  ambiental 
produït.
Finalment es presenten les conclusions del projecte (secció 11) i s'esmenta possible treball futur a 
realitzar en base a aquest projecte (secció 12).
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2 Estat de l'art
En aquesta secció presentem el resultat de la cerca bibliogràfica feta referent a diversos aspectes 
relacionats amb el projecte: 
2.1 Virtualització i eines relacionades
En aquest projecte, el que es vol realitzar és oferir un seguit de serveis virtualitzant-los sota Linux 
Containers.
La virtualització es podria definir com un marc o una metodologia que consisteix en dividir els 
recursos físics d’un ordinador en múltiples entorns d’execució (representacions virtuals), mitjançant 
alguns conceptes com el particionat de software, hardware, compartició de temps, simulació parcial 
o total de la màquina, emulació, i altres mecanismes[1][2][3].
Actualment  hi  ha  tres  tipus  de  virtualització  amb  què  es  virtualitzen  servidors:  virtualització 
completa, paravirtualització i virtualització a nivell de Sistema Operatiu (també coneguda com a 
virtualització de contenidors) que ara s’expliquen[4]:
• En la  virtualització  completa  (Full  Virtualization),  també coneguda com a  virtualització 
tradicional,  s’usa  el  que  s’anomena un  hypervisor o  monitor  de  màquina  virtual  que  fa 
d’intermediari entre els sistema operatius virtuals i el hardware físic. Algunes instruccions 
protegides han de ser capturades i tractades per el hypervisor perquè el hardware físic no és 
de  cap  sistema  operatiu  virtualitzat  en  concret,  sinó  que  aquests  comparteixen  aquest 
hardware a través de l’hypervisor. El gran avantatge que té aquest mètode és que no cal 
modificar els sistemes operatius virtuals. Per contra, com a desavantatge, és que l’hypervisor 
intervé  molt  en  la  mediació  entre  els  SO  virtuals  i  el  hardware.  Algunes  eines  que 
proporcionen aquest tipus de virtualització són VMWare[5], Virtualbox[6] i KVM[7].
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Figura 2.1 Logotip de KVM
• En la paravirtualització també s’usa l’hypervisor com a intermediari per accedir de manera 
compartida al hardware però en aquest cas s’introdueix codi conscient de la virtualització als 
SO virtualitzats. Això té el desavantatge que cal modificar els sistemes operatius virtuals. 
L’avantatge que té és que a diferència de amb la virtualització completa,  ara no fa falta  
capturar  instruccions  protegides  ja  que  els  propis  SO  guest  cooperen  en  el  procés  de 
virtualització. Això fa que el rendiment sigui superior al de la virtualització completa ja que 
l’hypervisor intervé menys. Algunes eines que proporcionen aquest tipus de virtualització 
són Xen[8] i UML[9].
• En la virtualització a nivell de sistema operatiu el que es fa és virtualitzar servidors amunt 
del propi sistema operatiu natiu. En aquest tipus de virtualització només es suporta un sol 
sistema operatiu i simplement s’aïllen els servidors uns dels altres on cada un és com una 
instància diferent de l’espai d’usuari del sistema operatiu. Això el que fa és que s’obté un 
rendiment molt elevat, però com a contrapartida requereix canvis en el kernel del sistema 
operatiu. Algunes eines que proporcionen aquest tipus de virtualització són OpenVZ[10], 
Linux-V Server[11] i Linux Containers[12].
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Figura 2.2 Logotip de Xen
Figura 2.3 Logotip de Linux V-
Server
Per tant, la virtualització que s’usarà en el nostre servidor és la virtualització a nivell de sistema 
operatiu ja que és la que es fa servir en Linux Containers, i per a realitzar una comparació amb un 
virtualitzador tradicional (virtualització completa) es seleccionarà un virtualitzador compatible amb 
Linux i gratuït com podria ser Virtualbox o KVM.
2.2 Serveis d’Internet
Un servidor d’Internet ofereix una sèrie de serveis, útils per a publicar i intercanviar informació 
entre l’empresa i el client. Entre altres destaquem:
Domain Name System (DNS)[13][14] és el servei que permet a una organització publicar els noms 
dels ordinadors que ofereixen servei a Internet, a la pròpia xarxa. És un servei distribuït que forma 
una  jerarquia  de  dominis  i  noms a  nivell  mundial.  Cada organització  és  responsable  d’oferir  i 
mantenir actualitzada la seva informació. La implementació de DNS més habitual és el BIND [15].
El servei de Web [16] és el que permet a les organitzacions proporcionar tot tipus d’informació 
sobre elles  mateixes  i  que els  usuaris  puguin interactuar  amb els  seus  sistemes,  com a usuaris 
enregistrats, o no. Permet implementar sistemes de cerca de productes, venda i pagament, a través 
de transaccions electròniques. Un dels servidors més populars que implementen el servei de Web és 
Apache [17].
El correu electrònic (e-mail) [18] és el servei d’Internet que permet als usuaris de les organitzacions 
intercanviar missatges de text, amb la possibilitat d’associar-hi fitxers. Hi ha diversos servidors que 
implementen  el  servei  de  correu  electrònic.  Se'n  pot  trobar  una  llista  en  aquesta  pàgina  de  la 
Wikipedia [19].
2.3 Usos de Linux Containers
Un dels usos més importants  dels  Linux Containers  és el  de la  virtualització de servidors.  Els 
avantatges de virtualitzar servidors és que permet la unió de diversos servidors virtuals en una sola 
màquina física, cosa que permet reduir costos i augmentar l’eficiència [20]. A més, proporciona 
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mecanismes de protecció i aïllament entre els servidors virtuals.
També es solen usar Linux Containers per a la virtualització d'aplicacions. La virtualització d'una 
aplicació inclou la creació d'un entorn separat on l’aplicació té accés limitat a l'ús dels recursos del 
sistema que altres aplicacions usin i també té accés exclusiu a alguns dels seus propis recursos. La 
virtualització d'aplicacions s'usa per a aconseguir resoldre conflictes amb una aplicació en concret, 
migrar processos en execució, aïllar aplicacions d'altres aplicacions, aïllar aplicacions que no són de 
confiança i suportar entorns d'aplicacions portables [21][22].
Un altre  ús és el  de la  creació de capes  de compatibilitat  al  nivell  de sistema operatiu  per  tal  
d'emular l'execució de binaris per a altres sistemes operatius [22]. Un exemple d'això és el programa 
Wine, que emula aplicacions de Windows en sistemes de tipus Unix[23].
2.4 Consolidació de serveis
Hi  ha  diversos  treballs  que  presenten  diferents  opcions  de  consolidació  de  serveis  usant 
virtualització. La consolidació de serveis consisteix en ajuntar els serveis que s’oferirien des de 
diverses  màquines  individualment,  en  una  sola  màquina  física,  usant  màquines  virtuals, 
habitualment una per servei. Entre d’altres treballs, destaquem aquests dos:
[24] presenta un model analític per a la planificació i distribució de serveis en servidors consolidats. 
El model permet predir el rendiment i el consum aconseguits per la solució proposada. Els autors 
demostren que la consolidació de serveis pot arribar a reduir en un 50% la infraestructura física i el 
consum, alhora que millora fins a 1,7 vegades la utilització dels processadors, sense perjudicar la 
qualitat dels serveis.
[25] presenta l’avaluació del rendiment del producte OpenVZ, quan s’utilitza per oferir serveis de 
Web. Els autors demostren que el rendiment del servei no empitjora pel fet d’usar diversos servidors 
aïllats mitjançant virtualització, enlloc d’un sol servidor sobre la màquina física.
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2.5 Comparació del producte amb l’estat de l’art
No s'ha trobat cap treball  previ  que ofereixi un servidor  sencer sota Linux Containers amb els  
serveis habituals i per això creiem que la nostra proposta és un projecte interessant que pot donar 
beneficis  a l'empresa.  No obstant,  en els  documents consultats hem trobat possibles solucions i 
idees que podem utilitzar, adaptant-les al nostre projecte, com per exemple anàlisis de rendiment 
benchmarks realitzats  a virtualitzadors o la consolidació de servidors en OpenVZ adaptant-la a 
Linux Containers entre d'altres.
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3 Estudi i funcionament dels Linux 
Containers
Per  tal  d'oferir  diferents  serveis  usant  la  tecnologia  de  virtualització  de  Linux  Containers  és 
necessari saber quines són les seves característiques. A més, també és necessari conèixer el seu 
funcionament  per  tal  de  treballar  amb  ells  i  gestionar-los.  Tot  seguit  s'expliquen  les  seves 
característiques i com fer-ne ús d'ells.
3.1 Característiques
LXC (Linux  Containers)  és  una  mètode  de  virtualització  a  nivell  de  Sistema Operatiu  (també 
coneguda  com  a  virtualització  de  contenidors)  que  permet  executar  diferents  sistemes  Linux 
/aplicacions dins de diferents entorns virtuals, anomenats contenidors, aïllats entre ells en una sola 
màquina host que els controla. El projecte LXC consisteix en una modificació del kernel de Linux i 
un conjunt d'eines en l'espai d'usuari per tal de gestionar d'una manera més senzilla la manipulació 
dels contenidors.
Un Linux Container és una “entitat” (un entorn virtual) que aïlla alguns recursos del host, per a 
assignar-los a l'aplicació/sistema que s'hi executi a dins del contenidor. De manera més senzilla, es 
pot considerar com una instància d'una màquina virtual tot i que realment no és una maquina virtual 
pròpiament dita sinó un entorn virtual que te el seu propi espai de procés i de xarxa entre altres.
Les aplicacions/sistemes que s'executen dins el contenidor usen els recursos assignats al contenidor. 
Els recursos que usarà un contenidor s'especifiquen mitjançant un fitxer de configuració. Cal afegir 
però,  que també es poden canviar els  recursos assignats en temps d'execució del contenidor en 
qualsevol moment.
LXC es basa en dos conjunts de característiques importants del kernel de Linux: cgroups i kernel 
namespaces.
Cgroups és una funcionalitat del kernel de Linux que es va incorporar en la versió 2.6.27 del kernel 
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(sense aïllament de la part de xarxa) i a partir de la versió 2.6.29 amb aïllament de xarxa. Cgroups 
permet controlar els diferents recursos disponibles (CPU, memòria, disc, ...) d'un grup de processos. 
La  interfície  de  cgroups  consisteix  en  un  sistema  virtual  de  fitxers  format  per  un  conjunt  de 
pseudofitxers  que  es  poden  consultar  i  modificar  per  tal  de  controlar  els  diferents  recursos 
disponibles.  En  el  cas  de  LXC,  cada  contenidor  té  el  seu  propi  cgroup  al  que  pertanyen  els 
processos de dins el contenidor. Els cgroups s'organitzen jeràrquicament, de manera semblant als 
processos. Es poden tenir cgroups “fills” que hereten alguns atributs dels seus “pares”.
Per altre banda, els kernel namespaces el que fan és particionar estructures essencials del kernel de 
Linux  per  tal  de  crear  entorns  virtuals.  Els  diferents  tipus  d'espai  de  noms  (namespaces)  que 
proporcionen diferents tipus d'aïllament dels recursos són:
• pid (processos):  aïllament  de  processos.  Permet  tenir  un  mateix  PID  en  dos
processos en dos namespaces diferents
• net (xarxa): aïllament  de  xarxa.  Permet  tenir  diverses  interfícies  de  xarxa,
amb el mateix nom, en diferents namespaces
• mnt: aïllament  de  punts  de  muntatge  de  sistemes  de  fitxers.  Permet
reutilitzar  un  mateix  punt  de  muntatge  de  forma  independent
entre diferents namespaces
• user: aïllament  dels  usuaris  i  grups.  Permet  utilitzar  un  mateix  UID
o  GID  entre  diferents  namespaces  representant  usuaris
diferents
• uts: aïllament d'identificadors de sistema




Per tal de poder utilitzar un contenidor típicament ha de crear-se prèviament. Això es fa mitjançant 
la comanda lxc-create que ens proporcionen els Linux Containers. Aquesta comanda pren el nom 
que es vol assignar al contenidor a ser creat i de manera opcional un fitxer de configuració (explicat 
a la secció 3.4) i/o una plantilla (explicat a la secció 3.3).
La sintaxis de la comanda típicament és la següent:
lxc-create -n nom_contenidor -f arxiu_configuracio -t plantilla
Si  es  desitja  també  es  pot  realitzar  l'execució  d'un  contenidor  anomenat  “volàtil”  que  permet 
començar l'execució d'un contenidor sense haver-lo de crear prèviament, amb la contrapartida de 
que al finalitzar-ne la seva execució les seves dades no queden guardades a disc i per tant no es pot 
reutilitzar.
Destrucció d'un contenidor:
Quan  es  té  un  contenidor  de  tipus  persistent  creat  es  pot  eliminar-lo  mitjançant  una  comanda 
anomenada lxc-destroy,  indicant el nom del contenidor a destruir. La destrucció d'un contenidor 
fa que s'elimini, incloent totes les dades que hi hagi a dins guardades.
La sintaxis de la comanda és la següent:
lxc-destroy -n nom_contenidor
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Cicle de vida d'un contenidor:
Un cop el contenidor ha estat creat ja sigui de manera persistent o volàtil, té un cicle de vida que 
passa per un seguit de diferents estats il·lustrats a continuació, amb la següent explicació de cada un 
d'aquests estats.
Estats:
• Aturat (Stopped): És l'estat en què es troba el contenidor un cop creat o bé l'estat en el que 
passa a estar el contenidor quan abans s'estava executant i s'atura l'execució d'aquest quedant 
completament aturat. En el cas de tenir un contenidor volàtil no entra en aquest estat mai.
• Començant (Starting): Quan es dona l'ordre d'iniciar l'execució del contenidor, mitjançant 
una comanda dissenyada per a tal efecte,  és quan el  contenidor passa de l'estat  Aturat a 
aquest estat de Starting. En aquest estat es produeix la inicialització del contenidor per a 
posteriorment entrar a l'estat de Running. En cas de que es produeixi un error inicialitzant el 
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Figura 3.1 Diagrama d'estats d'un Linux Container
contenidor, en comptes de passar a l'estat de Running passa a un estat anomenat Aborting.
• Abortant (Aborting): És l'estat en el que entra el contenidor quan es produeix un error en 
la  inicialització  d'aquest.  En aquest  estat  s'avorta  l'execució  del  contenidor  per  a  passar 
posteriorment a l'estat de Stopping.
• Executant (Running): Quan ha finalitzat la inicialització del contenidor correctament, entra 
en l'estat anomenat Running que és quan ja té processos en execució a dins seu. Quan l'últim 
procés de dins el contenidor finalitza la seva execució aleshores passa a entrar en l'estat de 
Stopping.
• Aturant (Stopping): Estat en el que es troba el contenidor un cop ha finalitzat l'execució de 
l'últim  procés  de  dins  seu.  Aquí  s'inicia  l'aturada  completa  del  contenidor  per  a 
posteriorment passar a estar en l'estat de Stopped.
Iniciant un contenidor:
Quan el contenidor s'acaba de crear o es troba en estat  d'aturat aleshores es pot inicialitzar. La 
inicialització es pot dur a terme de dues maneres depenent de si la necessitat que es té és la de 
virtualitzar una aplicació o virtualitzar un sistema sencer.
Per a virtualitzar una aplicació la comanda més adient per a inicialitzar un contenidor és la comanda 
lxc-execute, que pren com a paràmetre de manera obligatòria l'aplicació que es desitja executar 
dins el contenidor. Al fer servir aquesta comanda es crea un procés intermedi anomenat lxc-init que 
és el que s'encarrega de llançar la comanda especificada. Això permet executar serveis (daemons) 
dins el contenidor. Per tant la situació que es té dins el contenidor són 2 processos: un anomenat 
lxc-init amb PID 1 i l'altre és l'aplicació a executar amb PID 2.
La sintaxis de la comanda lxc-execute és la següent:
lxc-execute -n nom_contenidor
Per a virtualitzar un sistema la comanda més adient per a iniciar l'execució d'un contenidor és la 
comanda lxc-start. Normalment a aquesta comanda no se li introdueix cap aplicació a executar i 
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el que fa és executar el procés init (/sbin/init) dins el contenidor amb PID 1, a més de llegir el fitxer  
de configuració del contenidor que s'ha indicat prèviament en el moment de la creació.
La sintaxis de la comanda lxc-start és la següent:
lxc-start -n nom_contenidor
Aturant un contenidor: 
Un cop un contenidor  està  en  execució (té  processos  a  dins  executant-se)  es  pot  donar  l'ordre 
d'aturar-lo  per a que finalitzi  la  seva execució.  Hi ha dos maneres de finalitzar l'execució d'un 
contenidor:
Es pot realitzar una aturada “suau” del contenidor mitjançant la comanda lxc-shutdown, que el que 
fa és enviar un SIGPWR signal al contenidor especificat per tal de demanar una aturada “neta”. És 
la comanda que s'hauria de fer servir per a realitzar una aturada normal del contenidor.
La sintaxis de la comanda lxc-shutdown és la següent:
lxc-shutdown -n nom_contenidor -w
En cas que el contenidor no respongui, sigui inaccessible o no es pugui aturar per ell mateix, es 
proporciona la comanda lxc-stop que atura tots els processos del contenidor de manera forçada.
La sintaxis de la comanda lxc-stop és la següent:
lxc-stop -n nom_contenidor
Accedint a un contenidor:
Habitualment necessitarem una manera de poder instal·lar/eliminar aplicacions i serveis de dins dels 
contenidors,  afegir/esborrar/gestionar  usuaris  i  grups,  configurar  aplicacions  i  serveis  instal·lats, 
etc...
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Per tal de poder gestionar aquests continguts de dins del contenidor mentre aquest s'està executant, 
LXC proporciona la comanda lxc-console per obtenir un terminal dels del contenidor.
La sintaxis de la comanda lxc-console és la següent:
lxc-console -n nom_contenidor
Tot i proporcionar-se la comanda explicada prèviament, també és possible accedir a un contenidor 
realitzant una connexió SSH, que és el que s'ha fet normalment en aquest projecte.
3.3 Plantilles
A l'hora de crear  un contenidor  normalment  se li  passa com a argument  una plantilla.  Aquesta 
plantilla és un script que executa LXC al crear el contenidor. Aquest script s'ha d'encarregar de 
muntar l'estructura del sistema de fitxers, descarregar i instal·lar el Sistema Operatiu que es desitja 
usar, instal·lar diferents paquets, crear els usuaris per al nou sistema, configurar la xarxa i altres 
configuracions  típiques  en  un  sistema  a  més  d'altres  opcions  pròpies  de  LXC  com  l'accés  a 
dispositius.
LXC proporciona un conjunt de plantilles predefinides, una de les quals és una instal·lació d'una 
versió minimalista d'Ubuntu.
Per tal d'usar les plantilles és necessari disposar del paquet debootstrap que permet instal·lar un 
sistema base en un subdirectori d'un sistema ja instal·lat. Aquest programa el que fa és accedir a 
repositoris per baixar els fitxers necessaris.
3.4 Fitxers de configuració
En la creació d'un contenidor també s'especifica habitualment un fitxer de configuració que conté 
un seguit de sentències que defineixen diferents recursos de sistema a ser assignats pel contenidor.  
Per defecte els PIDs dels processos, el System V IPC (ipc) i el punt de muntatge són virtualitzats i  
aïllats. Tots els altres recursos són compartits entre els contenidors a no ser que siguin explícitament 
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definits en aquest fitxer de configuració.
Totes les sentencies en el fitxer de configuració tenen la forma clau = valor. 
El llistat d'opcions possibles es troba en una de les pàgines de manual de LXC (man lxc.conf per  
consultar-les).
3.5 Xarxa
En LXC, cada contenidor té una interfície de xarxa virtual. El fitxer de configuració permet definir 
quin tipus de virtualització de xarxa es vol utilitzar en el contenidor. Els tipus de virtualització de 
xarxa disponibles a LXC són:
• empty: “no hi ha xarxa”, només es crea una interfície de loopback
• veth: Virtual Ethernet, associa la interfície virtual del contenidor a un bridge virtual
• vlan: Connectar a una VLAN a través d'una interfície VLAN
• macvlan: múltiples LAN virtuals amb diferents adreces mac
• phys: associar una interfície física directament a un contenidor
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4 Selecció de característiques comunes 
als tres entorns
Al realitzar l'oferiment dels serveis en diferents entorns hi ha un seguit de característiques que són 
comunes a aquests. Es necessita crear un usuari administrador i decidir un conjunt de serveis que 
són els mateixos en els tres entorns. També va ser necessari utilitzar un seguit d'eines comunes a 
tots ells i la selecció d'un conjunt d'eines paral·leles de test a més del hardware més adient per situar 
els serveis triats.
4.1 Usuari administrador
Per cada un dels entorns , particularment per cada una de les instal·lacions en cada entorn, es crea 
un usuari que tindrà les funcions d'administrador, amb permisos de superusuari anomenat maik.
4.2 Selecció de serveis a instal·lar
Per a poder fer comparacions de rendiment, seguretat i costos dels Linux Containers i comparar-ho 
amb altres implementacions s'han escollit un seguit de serveis que són habituals, es fan servir avui 
en dia a Internet i es solen oferir per part de les empreses ja sigui als seus propis empleats o a  
clients.
Els serveis que s'han seleccionat són:
• FTP (File Transfer Protocol): És un protocol de transferència de dades entre computadors 
en xarxa. Funciona en un model client/servidor. Hi ha diversos tipus de servidors FTP com 
wu-ftpd, proftpd, vsftpd, … . En aquest treball es fa servir vsftpd que és una implementació 
que afegeix més seguretat al protocol FTP.
• SSH (Secure Shell): És un servei que serveix per accedir a màquines remotes a través d'una 
xarxa,  que  permet  controlar  per  complet  una  computadora  mitjançant  un  intèrpret  de 
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comandes i també pot redirigir la imatge per poder executar programes gràfics. A més de la 
connexió a altres dispositius, també permet copiar dades d'una maquina a una altre. Tot això 
es  realitza de manera segura ja  que usa tècniques  de xifrat.  Per a crear  aquest  servidor 
s'usarà OpenSSH, que és un paquet d'eines que fan servir el protocol SSH.
• Web:  És un servei  que permet  a les organitzacions proporcionar  informació sobre elles 
mateixes  i  que  els  usuaris  puguin  interactuar  amb  els  seus  sistemes,  com  a  usuaris 
enregistrats o no. Permet implementar sistemes de cerca de productes, venda i pagament a 
través  de  transaccions  electròniques  o  simplement  mostrar  contingut  d'interès.  Un  dels 
servidors  més  populars  que  implementen  el  servei  Web  és  Apache,  que  és  el  que 
s'instal·larà.
• DNS (Domain Name System): És un servei que permet a una organització posar noms als 
ordinadors  que ofereixen serveis a Internet, a la pròpia xarxa, estalviant-se així el fet de 
tenir que referir-se a la màquina en qüestió a través de la IP, passant a fer servir un nom. És 
un  servei  distribuït  que  forma una  jerarquia  de dominis  i  noms a  nivell  mundial.  Cada 
organització és la responsable de mantenir la informació del seu domini i de els servidors 
que mantenen els seus subdominis.
En el cas d'aquest treball, es crearà un servidor DNS primari que mantingui un domini propi 
d'una empresa, com per exemple “tfgmiq.com”. Per a crear aquest servidor es farà servir un 
dels servidors DNS més usats a Internet anomenat BIND (Berkeley Internet Name Domain).
4.3 Selecció i instal·lació d'eines
Per tal d'instal·lar els serveis, utilitzar els diferents scripts creats, compilar determinats programes i 
realitzar altres tasques d'utilitat han estat necessàries un seguit d'eines explicades a continuació:
• GCC: És un conjunt d'eines de compilació per a compilar programes en C,C++ i altres 
llenguatges, a més de llibreries per a aquests llenguatges.
• Make:  Eina que controla la generació d'executables i altres fitxers d'un programa a partir 
dels fitxers de codi del programa.
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• bc:  Programa que permet realitzar operacions aritmètiques (amb nombres enters i reals) i 
que suporta programació senzilla. Útil per a fer operacions matemàtiques en scripts.
• ps2pdf: Programa que permet convertir un fitxer de tipus PostScript (.ps) a un fitxer de 
tipus Portable Documant Format (PDF).
• jgraph: Programa que genera gràfiques en format .ps a partir d'una descripció de la gràfica 
en un llenguatge propi.
Per  a  instal·lar  GCC i  make es va descarregar  el  paquet  build-essentials  que els  instal·la  entre 
d'altres. Per a obtenir les altres eines es van baixar dels repositoris d'Ubuntu els paquets anomenats 
bc, ps2pdf i jgraph respectivament.
Aquestes eines es van descarregar i instal·lar en cada un dels tres entorns a analitzar i avaluar, és a 
dir, per l'entorn natiu es van instal·lar directament en la màquina host, per a l'entorn de virtualització 
tradicional es va fer la instal·lació de les eines en cada una de les màquines virtuals creades i en 
l'entorn de Linux Containers es va realitzar la instal·lació dins de cada un dels contenidors.
4.4 Selecció d'aplicacions paral·leles de test a instal·lar
Per analitzar el rendiment dels Linux Containers en tasques amb diversos processadors i comparar-
lo  amb altres entorns s'han seleccionat un seguit  d'aplicacions  que realitzen paral·lelització que 
s'instal·laran en cada un dels entorns a analitzar:
NAS Parallel Benchmarks: són un petit conjunt de programes designats per a ajudar a avaluar el 
rendiment de supercomputadors paral·lels. Els programes que formen part d'aquest benchmark són:
• IS:  Ordenació d'enters, accés aleatori a memòria
• EP: Embarrassingly Parallel
• CG: Gradient conjugat, accés a la memòria i comunicació irregulars
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• MG: Multi-Grid  en  una  seqüència  de  malles,  comunicació  de  llarga  i  curta  distància, 
intensiu en memòria
• FT: transformada de fourier 3D discreta , comunicació de tothom a tothom
• BT: Block Tri-diagonal solver
• SP: Scalar Penta-diagonal solver
• LU: Lower-Upper Gauss-Seidel solver
Cada un d'aquests programes del benchmark té diferents versions amb diferents mides de problema. 
Aquestes versions que defineixen la mida del problema s'anomenen classes i hi ha les classes S, W, 
A, B i C per cada un dels programes previs.
En el cas d'aquest projecte per cada programa s'executarà les classes A i C. Aquestes classes tenen 
una mida estàndard de problema essent la mida de problema de la classe C setze vegades major al  
de la classe A aproximadament.
4.5 Elecció del Sistema Operatiu i Sistemes de Fitxers més 
adequats
Per  a  instal·lar  els  Linux  Containers,  els  virtualitzadors  tradicionals  i  els  serveis  seleccionats 
prèviament  es  necessita  disposar  d'un  Sistema  Operatiu  i  d'un  Sistema  de  Fitxers.  Totes  les 
implementacions dels serveis, eines i programes descrits prèviament funcionen sota Linux, per tant 
s'ha escollit un SO Basat en Linux.
S'ha decidit triar com a SO Ubuntu Desktop 12.04 LTS en la versió de 64 bits. S'ha escollit aquest 
SO ja que està basat en Linux, té una comunitat d'usuaris i desenvolupadors molt gran que pot ser 
d'ajuda per a trobar solucions a problemes, i a més és fàcil i ràpid de configurar podent-se centrar 
directament en l'objecte d'aquest projecte. Es fa servir la versió de 64 bits ja que es disposa de una 
quantitat elevada de memòria RAM en l'equip que s'utilitza en aquest projecte (més de 4GB) .
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El sistema de fitxers que s'ha seleccionat és EXT4 ja que és un dels més actuals, més usats, i dona  
un bon rendiment.
4.6 Estudi de les característiques del hardware necessari
El hardware necessari depèn de la quantitat de serveis que s'ofereixin en la màquina en qüestió. A 
més, suposadament tindrà uns requisits diferents si s'instal·len aquests serveis nativament, que si 
s'instal·len dins un virtualitzador tradicional cada un, o dins un Linux Container. Així doncs, es 
podrà determinar quin hardware és el necessari sabent quin cost aproximat en recursos té cada tipus 
de servei (en termes de memòria necessària, processador, espai en disc, …), del número de serveis 
que es vulguin instal·lar a la màquina, etc... En resum, l'ideal seria adquirir un hardware adequat a  
les necessitats particulars que es tinguin.
En el cas d'aquest treball, s'ha fet servir un equip amb les següents característiques:
• Processador: Intel Core i7 930
◦ 4 Cores físics, 2 thread/core
◦ caché d'instruccions i caché de dades L1: 32 KB per core
◦ caché L2 : 256KB per core
◦ caché L3: 8MB per core
• Tarjeta Gràfica (GPU): ATI 5850HD 
◦ 1GB memòria GDDR5
◦ PCI-e x16
◦ 256 bits d'ample de bus
• Memòria RAM: 3x4GB G.Skill DDR3-1333. Total: 12GB  735MHz
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• Disc Dur: WDC 1TB, 7200RPM SATA-III 3.5''
• Placa base: Gigabyte GA-X58A-UD3R v1, Socket 1366
Amb aquestes especificacions de hardware en tenim més que suficient per a utilitzar els serveis 
indicats a la secció 4.2 de manera concurrent degut a que aquests no fan un ús intensiu de la CPU ni 
de la memòria RAM. També serà possible amb aquest hardware crear diverses màquines virtuals 
que puguin contenir aquests serveis ja que al disposar de 12GB de RAM és possible assignar 2GB 
per màquina. Si hi ha 4 màquines a la vegada executant-se (una per servei)  es consumeix un total 
de 8GB de RAM i encara es disposa de 4GB més lliures.
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5 Entorn Natiu
En aquesta secció s'explica com s'ha procedit a instal·lar i configurar els serveis, eines i aplicacions 
paral·leles de test directament (sense utilitzar cap tipus de tecnologia de virtualització) sobre l'equip 
indicat a la secció 4.6 a més de mostrar el correcte funcionament de tots aquests.
5.1 Instal·lació i configuració dels serveis
El contingut dels serveis com poden ser les dades dels usuaris que utilitzen els servidors de FTP i 
SSH, i el contingut del servidor web es va decidir crear-los en la carpeta /srv, creant un directori per 
cada tipus de servei formant així una estructura jeràrquica amb diferents nivell de directoris. En el 
cas de FTP i SSH cada usuari  té el  seu propi subdirectori.  Realitzant aquesta organització dels  
directoris  es  facilita  l'administració  de  les  dades  per  cada  servei  a  més  de  poder  gestionar  els 
permisos i proteccions dels fitxers i directoris de cada servei, i a nivell de cada usuari del servei en 
el cas dels serveis de FTP i SSH.
L'estructura de directoris resultant de l'organització jeràrquica planificada es pot veure il·lustrada a 
continuació:
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Figura 5.1 Estructura de directoris dels serveis en l'entorn natiu
5.1.1 Instal·lació del servidor SSH
Es va decidir utilitzar una implementació de SSH anomenada OpenSSH i per instal·lar-la es va 
descarregar i instal·lar dels repositoris que proporciona Ubuntu el paquet anomenat openssh-server.
Un cop instal·lat el servidor, es va decidir crear un usuari anomenat ssh_user1 designat a utilitzar el 
servidor de SSH. També es va crear un grup anomenat sshaccounts al que han de pertànyer tots els 
usuaris designats a utilitzar el servidor SSH de la màquina per tal de que els usuaris que utilitzin 
aquest servei puguin ser gestionats a nivell de grup.
Finalment es van prendre un seguit de mesures destinades a configurar i millorar la seguretat del 
servidor SSH tal com està explicat a la secció 5.2.1
5.1.2 Instal·lació del servidor FTP
Es  va  decidir  utilitzar  una  implementació  de  FTP  anomenada  vsftp  i  per  instal·lar-la  es  va 
descarregar dels repositoris que proporciona Ubuntu el paquet anomenat vsftpd.
Un cop instal·lat el servidor, es va decidir crear un usuari anomenat ftp_user1 designat a utilitzar el 
servidor de FTP. També es va crear un grup anomenat ftpaccounts per tal de que els usuaris que 
utilitzin FTP puguin ser gestionats a nivell de grup.
Finalment es van prendre un seguit de mesures destinades a configurar i millorar la seguretat del 
servidor FTP tal com està explicat a la secció 5.2.2.
5.1.3 Instal·lació del servidor Web
Es va decidir utilitzar una implementació de servidor Web anomenada Apache2 i per instal·lar-la es 
va descarregar dels repositoris que proporciona Ubuntu el paquet anomenat apache2.
Finalment es van prendre un seguit de mesures destinades a configurar i millorar la seguretat del 
servidor Web tal com està explicat a la secció 5.2.3.
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5.1.4 Instal·lació del servidor DNS
Es va decidir utilitzar una implementació de servidor DNS anomenada BIND i per instal·lar-la es va 
descarregar dels repositoris que proporciona Ubuntu el paquet anomenat bind9.
El mode de funcionament triat pel servidor DNS és el de servidor DNS primari (també anomenat 
mestre) que ens permet que el nostre servidor es comporti com un autèntic servidor DNS per a la 
nostre  xarxa  local  i  re-enviarà  a  servidors  DNS externs  les  peticions  de  la  resta  de  direccions 
d'Internet. Amb aquest mode de funcionament podem assignar un nom fictici als equips de la nostra 
xarxa. Per a aquest entorn es va decidir crear un domini de noms fictici anomenat “tfgmiq.com” i es 
va  introduir  resolució  de  noms  per  cada  un  dels  serveis  oferts  quedant  de  la  següent  manera 





Finalment es van prendre un seguit de mesures destinades a configurar i millorar la seguretat del 
servidor DNS tal com està explicat a la secció 5.2.4.
5.2 Implementació de les polítiques de seguretat dels serveis
A continuació s'expliquen les polítiques de seguretat aplicades a cada un dels serveis en l'entorn 




Per a millorar la seguretat del servidor SSH es van aplicar un seguit de polítiques de seguretat, 
implementades al fitxer de configuració de SSH /etc/ssh/sshd_config, especificades a continuació:
– Canviar el port per defecte que usa SSH (port 22) per un altre port específic. En aquest cas 
el port escollit va ser el 3001. Amb això s'aconsegueix dificultar a possibles intrusos no 
autoritzats l'accés al servidor SSH i evitar scripts que realitzin atacs automatitzats al port per 
defecte de SSH.
– Això s'aconsegueix posant al fitxer al fitxer de configuració del servidor SSH la línia: 
Port 3001
– Denegar l'accés com a root al servidor de SSH per tal que no es puguin executar comandes 
amb privilegis amb l'usuari root. 
– Això  es  realitza  afegint  al  fitxer  de  configuració  de  SSH  la  línia  següent: 
PermitRootLogin no
– Limitar l'accés al servidor a només els usuaris que designi l'administrador del servidor. En el 
cas  de l'entorn de prova només es volia  permetre  l'accés  a  l'usuari  ssh_user1 i  al  propi 
administrador anomenat maik, tots dos pertanyents al grup sshaccounts.




Les polítiques de seguretat preses, implementades al fitxer de configuració de FTP /etc/vsftp.conf, 
van ser: 
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– Canviar el port per defecte de FTP per un d'específic, el 3002.
– Desactivar l'accés anònim de FTP. 
– Això  es  realitza  posant  al  fitxer  de  configuració  de  FTP  la  sentència 
anonymous_enable=NO
– Habilitar l'accés als usuaris de la màquina servidora de FTP. 
– Això es realitza posant al fitxer de configuració de FTP la sentència local_enable=YES 
– Donar permís d'escriptura als usuaris 
– Això es realitza posant al fitxer de configuració de FTP la sentència write_enable=YES
– Limitar l'accés FTP a uns usuaris en concret i a un grup en concret afegint les següents 
opcions al fitxer de configuració:
– userlist_enable=YES # Habilitar la llista d'usuaris permesos
– userlist_deny=NO # Denegar l'accés  a tots  els  usuaris excepte als  
#  situats a la llista
– userlist_file=/etc/vsftpd.user_list #  Fitxer  amb  els  noms  dels  usuaris  als  que  es
# vol  permetre l'accès  a FTP.  En el  cas  d'aquest
# entorn es va afegir l'usuari ftp_user1 i  l'usuari
#  maik (administrador)
– Limitar l'accés dels usuaris permesos únicament al seu home evitant l'accés a altres comptes 
d'usuari que no siguin la seva i altres parts del sistema mitjançant chroot. 




Les mesures de seguretat preses van ser:
– Canviar el port per defecte de Web del 80 a un específic, el 3003.
– Situar el contingut de la pàgina web a una carpeta específica, /src/web
5.2.4 DNS
Les mesures de seguretat preses van ser:
– Canviar el port per defecte de DNS del 53 a un específic, el 3004.
5.3 Instal·lació i configuració d'un virtual bridge
En aquest projecte es vol connectar els servidors de cada entorn en una xarxa pròpia. Una manera 
d'aconseguir aquest propòsit, i fet que només es disposa d'una interfície física, la de la màquina 
host, és el de crear un virtual bridge, que permet crear una xarxa virtual entre les diferents màquines 
afegint totes les interfícies virtuals i una de física al virtual bridge per tal de tenir totes les màquines  
(físiques o virtuals) connectades entre elles i poder donar sortida a l'exterior a través de la interfície 
física. A més, el virtual bridge ens proporciona un aïllament de xarxa entre les diferents interfícies 
que s'hi connecten.
Per  tal  de  poder  crear  un  virtual  bridge  és  necessari  el  paquet  anomenat  bridge-utils.  Un cop 
instal·lat  el  paquet  es  pot  crear  un virtual  bridge  usant  la  comanda brctl  que  permet  gestionar 
bridges. A continuació es mostren les comandes que s'han executat per crear i configurar el virtual 
bridge per a aquest projecte:
brctl addbr br0  # afegeix un bridge anomenat br0
brctl setfd br0 0 # posa el temps de retràs de transmissió a 0
brctl addif br0 eth0 # afegeix la interfície física eth0 al bridge
ifconfig br0 up # s'engega el bridge
ifconfig eth0 0.0.0.0 # es treu la IP de la interfície física del host
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dhclient br0 # DHCP per a assignar IP al bridge
Amb l'anterior s'aconsegueix configurar un virtual bridge afegint-hi la interfície física eth0, usada 
en l'entorn natiu. Per afegir més interfícies (ja sigui virtuals o físiques) es tracta d'anar realitzant 
successives crides de la comanda brctl addif:
brctl addif br0 nominterficie.
5.4 Instal·lació de les aplicacions paral·leles de test
Per  a  obtenir  el  conjunt  d'aplicacions  paral·leles  de  test  NAS Benchmarks  2.3  es  va  baixar  el  
software de la web https://www.nas.nasa.gov/cgi-bin/software/start seleccionant  l'opció NPB- NAS 
Parallel Benchmarks, concretament la versió anomenada NPB 2.3.
Per a compilar aquesta suite de benchmarks es van realitzar un seguit de canvis en el makefile per a 
l'interès del projecte:
• Habilitar la compilació del codi en OpenMP per tal d'executar-lo aprofitant el paral·lelisme 
afegint l'opció de compilació -fopenmp.
• Augmentar la màxima mida permesa de quantitat de dades per tal de poder executar els 
programes de benchmark de la classe C, que és una classe que necessita reservar molt espai 
en  memòria.  Això  s'aconsegueix  afegint  l'opció  de  compilació  -mcmodel=medium  que 
provoca que les dades més grans que un determinat llindar es guardin en una secció data o 
bss amplia i que permet reservar més de 2GB de dades.
Aquesta suite de benchmark també permet automatitzar quins programes es compilaran. El mètode 
per automatitzar-ho és afegir en un fitxer anomenat suite.def el nom dels programes seguit de la 
classe a la que pertanyen. Tal com s'explica a la secció 4.4 es va decidir compilar i executar tots els 
programes de la classe A i la classe C .
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5.5 Resum
Tots  els  serveis  en aquest  entorn usen l'adreça IP privada 192.168.1.128 i  pertanyen al  domini 
tfgmiq.com. Els serveis oferts, amb els ports que utilitzen, el nom de les màquines dins el domini 
especificat i els usuaris i grups permesos en l'entorn natiu són: 
Nom de la 
màquina






ssh SSH 3001 ssh_user1 maik sshaccounts
ftp FTP 3002 ftp_user1 maik No aplica
web Web 3003 No aplica maik No aplica
ns DNS 3004 No aplica maik No aplica
Taula 1: Resum de l'entorn natiu
En el cas d'aquest entorn tots els serveis estan situats directament dins la màquina host i fan servir la 
mateixa interfície de xarxa, la interfície física eth0 del host, tal i com es mostra a la Figura 5.2.
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Figura 5.2 Resum de connexions en l'entorn 
natiu
Pel que fa a l'arquitectura d'aquest entorn, tots els serveis s'executen de manera nativa en el sistema 
host, utilitzant tots ells el mateix Sistema Operatiu i Hardware físic. Això es pot observar de manera 
gràfica a la Figura 5.3.
Observar que en un entorn final de producció els serveis a oferir estarien situats cada un en una 
màquina diferent i no en un sol host.
5.6 Validació del correcte funcionament dels serveis i 
aplicacions paral·leles
Aquí es mostren diferents situacions d'exemple a l'utilitzar cada un dels diferents serveis instal·lats i 
alguns exemples de l'execució d'aplicacions paral·leles, explicant que succeeix en cada situació per 
tal de validar que el funcionament dels serveis i les aplicacions paral·leles de test és correcte i és 
l'especificat prèviament en aquest entorn.
Validació del funcionament del servidor SSH:
A la Figura 5.4 es pot veure com es realitza una connexió de manera satisfactòria al servidor SSH 
utilitzant un usuari permès, l'adreça IP correcte i el port correcte. També es mostra com en establir 
la connexió, l'usuari ssh_user1 està situat al directori /srv/ssh/ssh_user1 de la màquina nativa, tal 
com surt descrit a la Figura 5.1 .
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Figura 5.3 Resum de l'arquitectura de l'entorn natiu
Com es pot veure a la figura Figura 5.5, no s'accepta la connexió SSH usant el port 22 ja que el port 
de connexió ha estat canviat pel 3001 tal com s'explica a la secció 5.2.1 .
Com  es  pot  veure  a  la  Figura  5.6,  no  s'accepta  la  connexió  tot  i  introduir  correctament  la 
contrasenya ja que l'usuari amb el que es vol loguejar no està inclòs a la llista d'usuaris acceptats pel 
servidor SSH tal com està especificat a la Taula 1.
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Figura 5.4 Connexió satisfactòria al servidor SSH en l'entorn natiu
Figura 5.5 Connexió incorrecte al servidor SSH utilitzant el port estàndard en l'entorn natiu
Figura 5.6 Connexió incorrecte al servidor SSH utilitzant un usuari no permès en  
l'entorn natiu
Validació del funcionament del servidor FTP:
A la Figura 5.7 es pot observar com es realitza de manera satisfactòria una connexió al servidor FTP 
al utilitzar un usuari permès i el port específic triat tal com s'explica a la secció 5.2.2. També es pot 
veure com l'usuari està dins una gàbia chroot ja que al mostrar el directori inicial posa que està 
situat a l'arrel ( / ) , tot i que realment està situat al directori /srv/ftp/ftp_user1 de la màquina host,  
com està explicat a la Figura 5.1.
A la Figura 5.8 es pot veure que al usar el port estàndard de FTP (22) i no el seleccionat (3002) , es 
denega la connexió al servidor FTP.
45
Figura 5.7 Connexió satisfactòria al servidor FTP en l'entorn natiu
Figura 5.8 Connexió incorrecte al servidor FTP a l'utilitzar el  
port estàndard en l'entorn natiu
Com es pot veure a la figura Figura 5.9, no s'accepta la connexió al servidor ja que l'usuari amb el 
que es vol  loguejar  no està  inclòs  a la  llista  d'usuaris  acceptats  pel  servidor  FTP tal  com està  
especificat a la Taula 1.
Validació del funcionament del servidor Web:
A la  Figura 5.10 es pot veure com el navegador d'Internet carrega la pàgina web d'exemple que hi 
ha al servidor Web.
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Figura 5.9 Connexió incorrecte al servidor FTP utilitzant un 
usuari no permès en l'entorn natiu
Figura 5.10 Carrega satisfactòria de pàgina web en l'entorn natiu
A la figura Figura 5.11 podem veure com es poden realitzar peticions dels continguts que conté el 
servidor Web mitjançant la comanda wget.
Validació del funcionament del servidor DNS:
Tal com es veu a la Figura 5.12 es pot realitzar satisfactòriament una resolució de noms utilitzant el 
servidor DNS propi de l'entorn natiu.
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Figura 5.11 Petició satisfactòria de contingut web en l'entorn natiu
Figura 5.12 Execució de la comanda ping en l'entorn natiu
A la Figura 5.13 es veu la resposta que dona el servidor DNS instal·lat a l'entorn al demanar una 
resolució de noms de la màquina  “web.tfgmiq.com”. Cal  aclarir  que en aquest entorn,  a l'estar 
situats tots els serveis dins la mateixa màquina, tots els noms de màquina (un per cada servei) són 
noms canònics (alias) de l'adreça IP de la màquina física.
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Figura 5.13 Execució de la comanda dig contra el servidor DNS en l'entorn natiu
Validació del funcionament de les aplicacions paral·leles de test:
A la Figura 5.14 es pot veure una execució correcte de l'aplicació mg usant la classe A, executant-se 
amb 1 thread.
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Figura 5.14 Execució correcte de l'aplicació mg.A amb 1 thread en l'entorn natiu
La Figura 5.15 mostra l'execució correcte de l'aplicació mg de la classe A amb 8 threads. Veiem que 
en aquest cas l'aplicació mg s'executa més ràpid que la versió amb 1 thread de la Figura 5.14.
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Figura 5.15 Execució correcte de l'aplicació mg.A amb 8 threads en l'entorn natiu
6 Entorn de virtualització tradicional
Desprès de realitzar l'oferiment dels serveis dins el host es va procedir a realitzar l'oferiment dels 
serveis sota un entorn que utilitzés la tècnica de virtualització completa. En aquesta secció es mostra 
quins criteris es van utilitzar per a triar un software de virtualització completa, com s'instal·la aquest 
software,  la instal·lació,configuració i  validació dels serveis i aplicacions paral·leles sota aquest 
entorn i un resum.
6.1 Selecció d'un virtualitzador tradicional
Com a part d'aquest treball,  es va decidir que s'instal·larien els serveis també dins de màquines 
virtuals  que  usen  virtualització  tradicional  (també  anomenada  virtualització  completa  o  full 
virtualization)  per  així  comparar  el  rendiment,  seguretat  i  costos  respecte  a  fer-ho  amb Linux 
Containers o de manera nativa.
Diem virtualitzador tradicional a un programa que realitza virtualització de tipus completa. Aquest 
tipus de virtualització és on a la màquina virtual se li permet instal·lar un Sistema Operatiu “guest”, 
al qual no fa falta realitzar-li modificacions, i aquesta màquina virtual s'executa de forma aïllada. 
Típicament es poden executar diverses instàncies de màquines virtuals a la vegada com és en el cas 
d'aquest  treball.  Hi  ha  un  element  anomenat  hypervisor  que  fa  de  mediador  entre  el  sistemes 
operatius  virtuals  i  el  hardware  físic,  és  a  dir,  els  diferents  Sistemes  Operatius  virtualitzats 
comparteixen el mateix hardware a través de l'hypervisor que el gestiona.
Alguns dels diferents virtualitzadors que fan servir virtualització completa avui en dia al mercat 
són:
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Nom Creador CPU Amfitriona CPU Guest Host OS's Guest OS's Llicència
VMWare 
Player






SCO, BeOS, Haiku, 









Virtualbox Oracle x86, x86-64x86, 
(x86-64 only on 




x86, x86-64 Windows, Linux DOS, Linux, Mac 















64, with x86 
virtualization, 
s390, PowerPC

















No host OS Linux PowerPC, 












Z/VM IBM z/Architecture z/Architecture, 




No host OS, 













Taula 2: Virtualitzadors tradicionals disponibles al mercat [26]
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Les màquines virtuals més adients per al nostre cas són Virtualbox, VMWare Player o KVM degut a 
que tenen les següents característiques que ens són d'interès per al nostre entorn de treball i segons 
els requisits definits:
• Suport per a l'arquitectura x86 i x86-64
• Funcionen sota Linux
• Poden virtualitzar SO basats en Linux
• Bon rendiment
• Projectes molt madurs i amb una gran comunitat de gent al darrere
La tria es va centrar finalment entre Virtualbox i KVM, que fan servir llicència de software GPL2 
(codi lliure), descartant VMWare Player ja que té llicència propietària i un dels requisits del projecte 
era que els programes fossin de codi lliure i gratuïts.
Finalment es va decidir triar KVM i no Virtualbox com el virtualitzador  a utilitzar en l'entorn de 
virtualització tradicional degut a una sèrie de raons exposades a continuació:
• Drivers incorporats en el codi font del kernel oficial
• Més ràpid que Virtualbox virtualitzant sistemes basats en Linux
• Més petit i lleuger que Virtualbox
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6.2 Instal·lació del virtualitzador tradicional
Per a utilitzar un virtualitzador de virtualització completa és necessari que el processador suporti 
aquest  tipus  de virtualització,  i  a  més,  que tingui  habilitada  aquesta  opció  en la  BIOS.  Es  pot 
comprovar  el  suport  d'aquest  tipus  de  virtualització  per  part  del  processador  amb  la  següent 
comanda:
egrep -c '(vmx|svm)' /proc/cpuinfo
Si la sortida d'aquesta comanda és 0 significa que la CPU no suporta virtualització completa. 
Si la sortida és 1 o més significa que la CPU sí suporta virtualització completa.
En el cas del hardware provat la sortida és: 8
Per tant podem afirmar que l'entorn suporta la virtualització completa.
Havent comprovat que es suportava la virtualització completa, es va instal·lar KVM descarregant i 
instal·lant el paquet anomenat qemu-kvm dels repositoris d'Ubuntu. També es va instal·lar el paquet 
libvirt que és un conjunt d'eines destinades a gestionar les característiques de les màquines virtuals.
És important el fet d'utilitzar un gestor d'entorns virtuals, que és una aplicació o plataforma que 
permet gestionar un conjunt de màquines virtuals proporcionant algunes operacions bàsiques com la 
creació, destrucció, accés, arrancar, aturar o modificar els recursos assignats a una màquina virtual. 
Per tal de gestionar les màquines virtuals de KVM d'una manera més còmode es va instal·lar un 
gestor d'entorns virtuals anomenat virt-manager, que proporciona una interfície gràfica per gestionar 
les màquines virtuals en KVM a través de libvirt.
6.3 Configuració del virtualitzador tradicional i de les 
màquines virtuals
La idea en el cas de l'entorn de virtualització tradicional és la de crear tantes màquines virtuals com 
serveis es vulguin oferir per tal de tenir cada un dels serveis separat dels altres. Això fa doncs que 
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s'haguessin de crear 4 màquines virtuals diferents.
Es va descarregar una CD de instal·lació minimalista d'Ubuntu 64 bits que ocupa tant sols 30MB, el 
suficient  per  un  entorn  bàsic  per  als  servidors.  La  imatge  mínima  es  va  obtenir  de  l'adreça 
http://archive.ubuntu.com/ubuntu/dists/precise/main/installer-
amd64/current/images/netboot/mini.iso
i es va instal·lar en cada una de les màquines virtuals.
Procés de creació d'una màquina virtual en KVM:
Els passos necessaris per a instal·lar una màquina virtual amb full virtualization en KVM mitjançant 
la interfície gràfica virt-manager són els següents:
• Seleccionar l'opció “Crear una màquina virtual” des del virt-manager
• Donar nom a la màquina virtual i seleccionar el mètode d'instal·lació del Sistema Operatiu. 
En el cas d'aquest projecte es fa mitjançant una imatge .iso
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Figura 6.1 Etapa 1 de 5 d'instal·lació d'una MV en KVM
• Seleccionar la localització de la imatge .iso i especificar el tipus de Sistema Operatiu i la 
versió d'aquest. En el nostre cas el tipus seleccionat és Linux i la versió Ubuntu 12.04 LTS
• Triar quants processadors  i quanta memòria RAM assignar a la màquina virtual a crear. En 
el cas d'estudi s'escull 2048MB de RAM i 2 CPUs per  cada màquina virtual creada.
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Figura 6.2 Etapa 2 de 5 d'instal·lació d'una MV en KVM
Figura 6.3 Etapa 3 de 5 d'instal·lació d'una MV en KVM
• Assignar la mida de disc desitjada a la màquina virtual. En el nostre cas es va decidir triar 
15GB d'espai en disc per cada màquina virtual creada.
• Finalment, seleccionar quin dispositiu de xarxa fa servir la màquina virtual, quin tipus de 
arquitectura es vol que tingui, l'adreça MAC de la màquina i quin tipus de virtualització es  
vol fer servir (Figura 6.5). 
Es va triar una arquitectura de 64 bits (x86_64) i es va activar full virtualization seleccionant 
l'element anomenat kvm dins l'opció “tipo de virtualización”.
Per tal  de connectar totes les màquines virtuals  entre elles  i  que es tingui accés des de 
l'exterior i cap a l'exterior es va connectar la interfície virtual de la màquina virtual al bridge 
(amb nom br0) creat prèviament tal i com s'explica a la secció 5.3.
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Figura 6.4 Etapa 4 de 5 d'instal·lació d'una MV en KVM
Instal·lació del SO Dins una màquina virtual KVM.
El procés d'instal·lació del Sistema Operatiu dins la màquina virtual és exactament igual que amb 
una màquina física amb la diferència de que es fa servir una imatge .iso com a CD de instal·lació en 
cada una de les màquines virtuals.
6.4 Instal·lació dels serveis
6.4.1 Instal·lació del servidor SSH
La  instal·lació  del  servidor  de  SSH  es  va  realitzar  creant  una  màquina  virtual  amb  nom 
ubuntu1_ssh, adreça IP estàtica 192.168.1.171 i instal·lant el servei de SSH de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins la màquina virtual indicada.
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Figura 6.5 Etapa 5 de 5 d'instal·lació d'una MV en KVM
6.4.2 Instal·lació del servidor FTP
La  instal·lació  del  servidor  de  FTP  es  va  realitzar  creant  una  màquina  virtual  amb  nom 
ubuntu2_vftp, adreça IP estàtica 192.168.1.172 i instal·lant el servei de FTP de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins la màquina virtual indicada.
6.4.3 Instal·lació del servidor Web
La  instal·lació  del  servidor  de  Web  es  va  realitzar  creant  una  màquina  virtual  amb  nom 
ubuntu3_web, adreça IP estàtica 192.168.1.173 i instal·lant el servei de la mateixa manera que en 
l'entorn natiu amb la diferència que el servei s'instal·la dins la màquina virtual indicada.
6.4.4 Instal·lació del servidor DNS
La instal·lació del servidor de DNS es va realitzar creant una màquina màquina virtual amb nom 
ubuntu4_dns, adreça IP estàtica 192.168.1.174 i instal·lant el servei de la mateixa manera que en 
l'entorn natiu amb la diferència que el servei s'instal·la dins la màquina virtual indicada.
Per a aquest entorn es va decidir crear un domini de noms fictici anomenat  “tfgmiq.com” i es va 
introduir  resolució  de  noms  per  cada  un  dels  serveis  oferts  quedant  de  la  següent  manera 






6.5 Implementació de les polítiques de seguretat dels serveis
A continuació s'expliquen les polítiques de seguretat aplicades a cada un dels serveis en l'entorn Full 
Virtualization. Els fitxers de configuració que s'han modificat per a cada servei es poden consultar 
en el material adjunt.
6.5.1 SSH
Per a millorar la seguretat  del servidor SSH es van aplicar un seguit  de polítiques de seguretat 
especificades a continuació:
– Canviar el port per defecte que usa SSH (port 22) per un altre port específic. En aquest cas 
el port escollit va ser el 4001. Amb això s'aconsegueix dificultar a possibles intrusos no 
autoritzats l'accés al servidor SSH i evitar scripts que realitzin atacs automatitzats al port per 
defecte de SSH.
– Això s'aconsegueix posant al fitxer al fitxer de configuració del servidor SSH la línia: 
Port 4001
També es van prendre les mateixes mesures explicades a la secció 5.2.1 que en resum són:
• Denegar l'accés com a root al servidor SSH
• Limitar l'accés al servidor SSH només als usuaris i grups designats explícitament
6.5.2 FTP
Les polítiques de seguretat preses van ser: 
– Canviar el port per defecte de FTP per un d'específic, el 4002.
Les mateixes mesures de seguretat que es van prendre en l'entorn natiu explicades en la secció 5.2.2 
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que en resum són:
• Desactivar l'accés anònim de FTP
• Habilitar l'accés als usuaris de la màquina servidora de FTP
• Donar permís d'escriptura als usuaris autoritzats
• Limitar l'accés al servidor FTP a un conjunt d'usuaris i grups designats explícitament
• Limitar l'accés als usuaris del servidor FTP únicament al seu directori home evitant l'accés 
altres zones de disc mitjançant el sistema de chroot.
6.5.3 Web
Les mesures de seguretat preses van ser:
– Canviar el port per defecte de Web del 80 a un específic, el 4003.
– Situar el contingut de la pàgina web a una carpeta específica, /var/web.
6.5.4 DNS
Les mesures de seguretat preses van ser:
– Canviar el port per defecte de DNS del 53 a un específic, el 4004.
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6.6 Resum
Totes les màquines virtuals pertanyen a la xarxa 192.168.1.0/24 i pertanyen al domini tfgmiq.com. 
Els serveis amb els ports que utilitzen, el nom de la màquina virtual associada a cada servei amb la 
seva corresponent adreça IP, i els usuaris i grups permesos en l'entorn de virtualització tradicional 
són: 
Nom de la 
màquina






Nom de la 
màquina 
virtual
sshvirt SSH 4001 192.168.1.171 ssh_user1 maik sshaccounts ubuntu1_ssh
ftpvirt FTP 4002 192.168.1.172 ftp_user1 maik No aplica ubuntu2_vftp
webvirt Web 4003 192.168.1.173 No aplica maik No aplica ubuntu3_web
nsvirt DNS 4004 192.168.1.174 No aplica maik No aplica ubuntu4_dns
Taula 3: Resum de l'entorn Full Virtualization
Com es pot veure a la  Figura 6.6, Cada servei està situat en una màquina virtual diferent.  Les 
interfícies virtuals de les màquines virtuals estan connectades a un bridge virtual i a totes aquestes 
màquines  s'accedeix  mitjançant  la  interfície  física  eth0  del  host  que dona entrada  i  sortida  als 
serveis de l'entorn.
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Figura 6.6 Resum de connexions de l'entorn Full  
Virtualization
La  Figura 6.7 mostra com cada servei s'executa dins la seva màquina virtual corresponent. Cada 
màquina virtual té el seu propi Sistema Operatiu amb el seu propi kernel i cada una d'elles executa 
un servei triat diferent. Totes les MV són controlades per l'hypervisor, que fa d'intermediari entre el 
Sistema Operatiu host i els SO de les màquines virtuals.
6.7 Validació del correcte funcionament dels serveis i 
aplicacions paral·leles de test
Aquí es mostren diferents situacions d'exemple a l'utilitzar cada un dels diferents serveis instal·lats i 
alguns exemples de l'execució d'aplicacions paral·leles, explicant que succeeix en cada situació per 
tal de validar que el funcionament dels serveis i les aplicacions paral·leles de test és correcte i és 
l'especificat prèviament en aquest entorn.
Validació del funcionament del servidor SSH:
A la Figura 6.8 es pot veure com es realitza una connexió de manera satisfactòria al servidor SSH 
utilitzant un usuari permès, l'adreça IP correcte i el port correcte. També es mostra com en establir 
la connexió l'usuari ssh_user1 està situat al directori /srv/ssh/ssh_user1 de la màquina virtual, tal 
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Figura 6.7 Resum de l'arquitectura de l'entorn Full Virtualization
com surt descrit a la Figura 5.1.
Com es pot veure a la figura Figura 6.9, no s'accepta la connexió SSH usant el port 22 ja que el port 
de connexió ha estat canviat pel 4001 tal com s'explica a la secció 6.5.1.
Com  es  pot  veure  a  la  Figura  6.10,  no  s'accepta  la  connexió  tot  i  introduir  correctament  la 
contrasenya ja que l'usuari amb el que es vol loguejar no està inclòs a la llista d'usuaris acceptats pel 
servidor SSH tal com està especificat a la Taula 3.
64
Figura 6.8 Connexió satisfactòria al servidor SSH en l'entorn Full Virtualization
Figura 6.9 Connexió incorrecte al servidor SSH utilitzant el port estàndard en l'entorn  
Full Virtualization
Figura 6.10 Connexió incorrecte al servidor SSH utilitzant un usuari no permès  
en l'entorn Full Virtualization
Validació del funcionament del servidor FTP:
A la Figura 6.11 es pot observar com es realitza una connexió de manera satisfactòria al servidor 
FTP a l'utilitzar un usuari permès i el port específic triat tal com s'explica a la secció 6.5.2. També 
es pot veure com l'usuari està dins una gàbia chroot ja que al mostrar el directori inicial posa que 
està situat a l'arrel ( / ) , tot i que realment està situat al directori /srv/ftp/ftp_user1 de la màquina 
virtual, com està explicat a la Figura 5.1.
A la Figura 6.12 es pot veure que al usar el port estàndard de FTP (22) i no el seleccionat (4002) , es 
denega la connexió al servidor FTP.
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Figura 6.11  Connexió satisfactòria al servidor FTP en l'entorn Full  
Virtualization
Figura 6.12 Connexió incorrecte al  
servidor FTP a l'utilitzar el port estàndard  
en l'entorn Full Virtualization
Com es pot veure a la figura Figura 6.13, no s'accepta la connexió ja que l'usuari amb el que es vol 
loguejar no està inclòs a la llista d'usuaris acceptats pel servidor FTP tal com està especificat a la 
Taula 3.
Validació del funcionament del servidor Web:
A la  Figura 6.14 es pot veure com el navegador d'Internet carrega la pàgina web d'exemple que hi 
ha al servidor Web.
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Figura 6.13 Connexió incorrecte al servidor FTP 
utilitzant un usuari no permès en l'entorn Full  
Virtualization
Figura 6.14 Carrega satisfactòria de pàgina web en l'entorn Full  
Virtualization
A la figura  Figura 6.15 podem veure com es pot realitzar peticions dels continguts que conté el 
servidor Web mitjançant la comanda wget.
Validació del funcionament del servidor DNS:
Tal com es veu a la  Figura 6.16 es pot realitzar satisfactòriament una resolució de noms de la 
màquina virtual que conté el servei SSH utilitzant el servidor DNS propi.
67
Figura 6.15 Petició satisfactòria de contingut web en l'entorn Full Virtualization
Figura 6.16 Execució de la comanda ping en l'entorn Full Virtualization
A la Figura 6.17 es veu la resposta que dona el servidor DNS instal·lat a l'entorn al demanar una 
resolució de noms de la màquina virtual “ftpvirt.tfqmiq.com”
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Figura 6.17 Execució de la comanda dig contra el servidor DNS en l'entorn  
Full Virtualization
Validació del funcionament de les aplicacions paral·leles de test:
A la Figura 6.18 es pot veure una execució correcte de l'aplicació mg usant la classe A, executant-se 
amb 1 thread.
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Figura 6.18 Execució correcte de l'aplicació mg.A amb 1 thread en 
l'entorn Full Virtualization
La Figura 6.19 mostra l'execució correcte de l'aplicació mg de la classe A amb 8 threads. Veiem que 
en aquest cas l'aplicació mg s'executa més ràpid que la versió amb 1 thread de la Figura 6.18.
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Figura 6.19 Execució correcte de l'aplicació mg.A amb 8 threads en 
l'entorn Full Virtualization
7 Entorn de Linux Containers
En aquesta secció s'explica el que és l'entorn objectiu d'aquest projecte, el dels Linux Containers. 
S'explica com es van instal·lar i configurar els Linux Containers, com es van instal·lar i configurar 
els serveis dins aquest entorn, es mostra un resum d'aquest entorn i finalment es mostra el correcte 
funcionament dels serveis i aplicacions paral·leles de test en aquest entorn.
7.1 Instal·lació dels Linux Containers
Per  instal·lar  els  Linux Containers,  cal  descarregar  la  implementació  d'aquests  del  lloc  oficial, 
http://linuxcontainers.org/downloads/lxc-0.9.0.tar.gz ,  descomprimint  el  contingut  a  /usr/local/src 
per tal de compilar-lo posteriorment.
Un cop es té el codi cal executar la configuració (./configure). Quan es va realitzar aquest pas a la 
màquina utilitzada en el  projecte va donar un seguit  d'errors degut a que faltaven per instal·lar 
diversos paquets per tal de poder compilar. 
Els paquets necessaris eren:
• docbook2: Necessari per tal de generar les pàgines de manual de LXC.
• Libcap-dev: Necessari per a compilar aplicacions que usen les “capabilities”
Posteriorment es va fer un make i un make install per tal de compilar i instal·lar Linux Containers.
Per defecte s'instal·len a /usr/local els següents continguts de LXC:
• /usr/local/bin: Comandes de LXC
• /usr/local/include: Capceleres de LXC
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• /usr/local/lib i /usr/local/lib/lxc: Llibreries de LXC
• /usr/local/share/lxc i /usr/local/doc/lxc: Fitxers de suport de LXC
• /usr/local/etc/lxc: Fitxers de configuració de LXC
• /usr/local/var/lib/lxc:  Contingut  dels  SF  dels  Linux  Containers.  Un
 directori per cada contenidor creat
Un cop instal·lat, LXC proporciona una eina que permet comprovar si es compleixen tots els 
requisits necessaris per a utilitzar Linux Containers. La comanda s'anomena lxc-checkconfig i a 
l'executarla mostra un seguit de camps indicant en cada camp si la característica necessària està 
habilitada o no.
En el cas de la màquina que s'ha fet servir per al projecte hi havia una línia que indicava que 
faltaven característiques relacionades amb cgroups i és perquè faltava muntar els cgroups. Per 
solucionar-ho es va instal·lar un paquet anomenat cgroup-lite, que instal·la una tasca upstart que 
configura i monta els cgroups quan el sistema arranca.
Si es té tot  el necessari  per a fer funcionar els  Linux Containers la sortida de la comanda lxc-
checkconfig hauria de ser similar a la següent, amb tots els camps amb el valor “enabled”:
Kernel configuration not found at /proc/config.gz; searching... 
Kernel configuration found at /boot/config-3.2.0-52-generic 
--- Namespaces --- 
Namespaces: enabled 
Utsname namespace: enabled 
Ipc namespace: enabled 
Pid namespace: enabled 
User namespace: enabled 
Network namespace: enabled 
Multiple /dev/pts instances: enabled 
--- Control groups --- 
Cgroup: enabled 
Cgroup clone_children flag: enabled 
Cgroup device: enabled 
Cgroup sched: enabled 
Cgroup cpu account: enabled 
Cgroup memory controller: enabled 
Cgroup cpuset: enabled 
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--- Misc --- 
Veth pair device: enabled 
Macvlan: enabled 
Vlan: enabled 
File capabilities: enabled 
Note : Before booting a new kernel, you can check its configuration 
usage : CONFIG=/path/to/config /usr/local/bin/lxc-checkconfig 
7.2 Configuració dels Linux Containers
Un cop instal·lat LXC es va procedir a instal·lar i configurar diferents Linux Containers. Com en el 
cas de l'entorn de virtualització tradicional, es vol crear un entorn virtual per cada servei a oferir. 
L'equivalent en aquest entorn és el de crear un Linux Container per cada servei, tenint per tant  
quatre contenidors en total.
Per a crear un contenidor amb un Sistema a dins és necessari proporcionar un nom al contenidor, i 
el més important i adient, una plantilla i un fitxer de configuració per a aquest.
Plantilles LXC:
Per tal de realitzar la instal·lació del Sistema Operatiu es van aprofitar les plantilles predefinides que 
proporciona LXC. Una d'aquestes plantilles és una instal·lació minimalista d'Ubuntu i és la que es 
va prendre com a base.
Es va decidir crear quatre plantilles(consultables al material adjunt), una per cada contenidor creat, 
utilitzant la plantilla predefinida d'Ubuntu com a base afegint alguns elements i/o modificant-ne 
d'altres.
Els canvis/afegits que s'han realitzat a la plantilla de cada contenidor són:
• Configuració estàtica de la interfície de xarxa del contenidor
• Configuració estàtica dels servidors de noms a utilitzar dins el contenidor
• Paquets a instal·lar en el contenidor a l'hora de la instal·lació
73
Fitxers de configuració LXC:
Cada Linux Container conté un fitxer de configuració en el qual s'hi indiquen els diferents recursos 
del sistema que se li assignen al contenidor en qüestió. Per a aquest projecte es van crear quatre 
fitxers de configuració(consultables al material adjunt), un per cada contenidor.
El que s'ha afegit al fitxer de configuració de cada contenidor és:
• Nom de host del contenidor
• Aïllament de xarxa utilitzant l'opció veth descrita a la secció 3.5 indicant que s'utilitza com a 
bridge el creat a la secció 3.5.
• Adreça IP estàtica de la interfície de xarxa virtual del contenidor
• Gateway de la xarxa a la que pertany el contenidor
• Adreça MAC de la interfície de xarxa virtual del contenidor
• Nom de la interfície de xarxa virtual del contenidor que es veurà des de fora d'aquest
Com que  es  vol  que  tots  els  contenidors  estiguin  en  una  mateixa  xarxa  i  que  aquests  siguin 
accessibles des de l'exterior i cap a l'exterior s'han d'afegir les interfícies virtuals dels contenidors al 
virtual bridge que hi ha creat al  sistema host (com s'ha indicat,  això es realitza en el  fitxer de 
configuració). A més, el bridge a utilitzar en el fitxer de configuració de cada un dels contenidors ha 
de ser el mateix en tots ells.
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7.3 Instal·lació dels serveis
7.3.1 Instal·lació del servidor SSH
La  instal·lació  del  servidor  de  SSH  es  va  realitzar  creant  un  Linux  Container  amb  nom 
container1_ssh, adreça IP estàtica 192.168.1.161 i instal·lant el servei de SSH de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins el contenidor indicat.
7.3.2 Instal·lació del servidor FTP
La  instal·lació  del  servidor  de  FTP  es  va  realitzar  creant  un  Linux  Container  amb  nom 
container2_vftp, adreça IP estàtica 192.168.1.162 i instal·lant el servei de FTP de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins el contenidor indicat.
7.3.3 Instal·lació del servidor Web
La  instal·lació  del  servidor  de  Web  es  va  realitzar  creant  un  Linux  Container  amb  nom 
container3_web, adreça IP estàtica 192.168.1.163 i instal·lant el servei Web de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins el contenidor indicat.
7.3.4 Instal·lació del servidor DNS
La  instal·lació  del  servidor  de  DNS  es  va  realitzar  creant  un  Linux  Container  amb  nom 
container4_dns, adreça IP estàtica 192.168.1.164 i instal·lant el servei de DNS de la mateixa manera 
que en l'entorn natiu amb la diferència que el servei s'instal·la dins el contenidor indicat.
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7.4 Implementació de les polítiques de seguretat dels serveis
A continuació s'expliquen les polítiques de seguretat aplicades a cada un dels serveis en l'entorn 
Linux Containers. Els fitxers de configuració que s'han modificat per cada servei es poden consultar 
en el material adjunt.
7.4.1 SSH
Per a millorar la seguretat  del servidor SSH es van aplicar un seguit  de polítiques de seguretat 
especificades a continuació:
– Canviar el port per defecte que usa SSH (port 22) per un altre port específic. En aquest cas 
el port escollit va ser el 8001. Amb això s'aconsegueix dificultar a possibles intrusos no 
autoritzats l'accés al servidor SSH i evitar scripts que realitzin atacs automatitzats al port per 
defecte de SSH.
– Això s'aconsegueix posant al fitxer al fitxer de configuració del servidor SSH la línia: 
Port 8001
També es van prendre les mateixes mesures explicades a la secció 5.2.1 que en resum són:
• Denegar l'accés com a root al servidor SSH
• Limitar l'accés al servidor SSH només als usuaris i grups designats explícitament
7.4.2 FTP
Les polítiques de seguretat preses van ser: 
– Canviar el port per defecte de FTP per un d'específic, el 8002.
Les mateixes mesures de seguretat que es van prendre en l'entorn natiu explicades en la secció 5.2.2 
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que en resum són:
• Desactivar l'accés anònim de FTP
• Habilitar l'accés als usuaris de la màquina servidora de FTP
• Donar permís d'escriptura als usuaris autoritzats
• Limitar l'accés al servidor FTP a un conjunt d'usuaris i grups designats explícitament
• Limitar l'accés als usuaris del servidor FTP únicament al seu directori home evitant l'accés 
altres zones de disc mitjançant el sistema de chroot.
7.4.3 Web
Les mesures de seguretat preses van ser:
– Canviar el port per defecte de Web del 80 a un específic, el 8003.
– Situar el contingut de la pàgina web a una carpeta específica, /var/web.
7.4.4 DNS
Les mesures de seguretat preses van ser:
– Canviar el port per defecte de DNS del 53 a un específic, el 8004.
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7.5 Resum
Tots els Linux Containers pertanyen a la xarxa 192.168.1.0/24 i pertanyen al domini  tfgmiq.com. 
Els serveis amb els ports que utilitzen, el nom del Linux Container associat a cada servei amb la 
seva corresponent adreça IP, i els usuaris i grups permesos en l'entorn de Linux Containers són: 
Nom de la 
màquina








sshlxc SSH 8001 192.168.1.161 ssh_user1 maik sshaccounts container1_ssh
ftplxc FTP 8002 192.168.1.162 ftp_user1 maik ftpaccounts container2_vftp
weblxc Web 8003 192.168.1.163 No aplica maik No aplica container3_web
nslxc DNS 8004 192.168.1.164 No aplica maik No aplica container4_dns
Taula 4: Resum de l'entorn Linux Containers
Com es pot veure a  la  Figura 7.1,  Cada servei  està situat en un Linux Container diferent.  Les 
interfícies virtuals dels contenidors estan connectades a un bridge virtual i a tots aquests contenidors 
s'accedeix mitjançant la interfície  física eth0 del host  que dona entrada i  sortida als  serveis de 
l'entorn.
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Figura 7.1 Resum de connexions de l'entorn Linux Containers
La  Figura 7.2 mostra com cada servei s'executa dins el seu contenidor corresponent. Cada 
contenidor virtual té el seu propi Sistema Operatiu, però en aquest cas, tots els contenidors 
comparteixen el kernel del host i no hi ha cap tipus d'hypervisor que faci d'intermediari com en el 
cas de l'entorn de Full Virtualization.
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Figura 7.2 Resum de l'arquitectura de l'entorn Linux Containers
7.6 Validació del correcte funcionament dels serveis i 
aplicacions paral·leles de test
A continuació es mostren diferents situacions d'exemple a l'utilitzar cada un dels diferents serveis 
instal·lats i alguns exemples de l'execució d'aplicacions paral·leles, explicant que succeeix en cada 
situació per tal de validar que el funcionament dels serveis i les aplicacions paral·leles de test és 
correcte i és l'especificat prèviament en aquest entorn.
Validació del funcionament del servidor SSH:
A la Figura 7.3 es pot veure com es realitza una connexió de manera satisfactòria al servidor SSH 
utilitzant un usuari permès, l'adreça IP correcte i el port correcte. També es mostra com a en establir  
la connexió l'usuari ssh_user1 està situat al directori /srv/ssh/ssh_user1 del Linux Container, tal com 
surt descrit a la Figura 5.1 .
Com es pot veure a la figura Figura 7.4, no s'accepta la connexió SSH usant el port 22 ja que el port 
de connexió ha estat canviat pel 8001 tal com s'explica a la secció 7.4.1.
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Figura 7.3 Connexió satisfactòria al servidor SSH en l'entorn LXC
Figura 7.4 Connexió incorrecte al servidor SSH utilitzant el port estàndard en  
l'entorn LXC
Com  es  pot  veure  a  la  Figura  7.5,  no  s'accepta  la  connexió  tot  i  introduir  correctament  la 
contrasenya ja que l'usuari amb el que es vol loguejar no està inclòs a la llista d'usuaris acceptats pel 
servidor SSH tal com està especificat a la Taula 4.
Validació del funcionament del servidor FTP:
A la Figura 7.6 es pot observar com es connecta de manera satisfactòria al servidor FTP a l'utilitzar 
un usuari permès i el port específic triat tal com s'explica a la secció 6.5.2. També es pot veure com 
l'usuari està dins una gàbia chroot ja que al mostrar el directori inicial posa que està situat a l'arrel  
( / ) , tot i que realment està situat al directori /srv/ftp/ftp_user1 de la màquina, com està explicat a  
la Figura 5.1 .
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Figura 7.5 Connexió incorrecte al servidor SSH utilitzant un usuari  
no permès en l'entorn LXC
Figura 7.6 Connexió satisfactòria al servidor FTP en l'entorn LXC
A la Figura 7.7 es pot veure que al usar el port estàndard de FTP (22) i no el seleccionat (8002) , es 
denega la connexió al servidor FTP.
Com es pot veure a la figura Figura 7.8, no s'accepta la connexió ja que l'usuari amb el que es vol 
loguejar no està inclòs a la llista d'usuaris acceptats pel servidor FTP tal com està especificat a la 
Taula 4.
Validació del funcionament del servidor Web:
A la  Figura 7.9 es pot veure com el navegador Web carrega la pàgina web d'exemple que hi ha al  
servidor Web.
82
Figura 7.7 Connexió incorrecte al  
servidor FTP a l'utilitzar el port  
estàndard en l'entorn LXC
Figura 7.8 Connexió incorrecte al servidor FTP utilitzant un 
usuari no permès en l'entorn LXC
A la figura Figura 7.10 podem veure com es poden realitzar peticions dels continguts que conté el 
servidor Web mitjançant la comanda wget.
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Figura 7.9 Carrega satisfactòria de pàgina web en l'entorn LXC
Figura 7.10 Petició satisfactòria de contingut web en l'entorn LXC
Validació del funcionament del servidor DNS:
Tal com es veu a la Figura 7.11 es pot realitzar satisfactòriament una resolució de noms del Linux 
Container que conté el servei SSH utilitzant el servidor DNS propi.
A la  Figura 7.12 es veu la resposta que dona el servidor DNS instal·lat a l'entorn al demanar una 
resolució de noms del contenidor “weblxc.tfqmiq.com”
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Figura 7.11 Execució de la comanda ping en l'entorn LXC
Figura 7.12 Execució de la comanda dig contra el servidor DNS en l'entorn  
LXC
Validació del funcionament de les aplicacions paral·leles de test:
A la Figura 7.13 es pot veure una execució correcte de l'aplicació mg  usant la classe A, executant-
se amb 1 thread.
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Figura 7.13 Execució correcte de l'aplicació mg.A amb 1 thread en l'entorn LXC
La Figura 7.14 mostra l'execució correcte de l'aplicació mg de la classe A amb 8 threads. Veiem que 
en aquest cas l'aplicació mg s'executa més ràpid que la versió amb 1 thread de la Figura 7.13.
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Figura 7.14 Execució correcte de l'aplicació mg.A amb 8 threads en l'entorn LXC
8 Comparació dels tres entorns
En aquesta secció es disposa a realitzar una comparació dels tres entorns en què s'han instal·lat els 
serveis seleccionats per tal de veure quines diferències hi ha entre l'entorn dels Linux Containers i 
els altres dos entorns i es descriuen els resultats obtinguts.
8.1 Comparació del rendiment de CPU
Per a comparar el rendiment de CPU dels entorns s'han executat les aplicacions paral·leles del NAS 
Benchmarks  de  les  classes  A i  C  calculant-ne  el  temps  d'execució  i  el  Speed-Up  obtingut  al  
augmentar el nombre de processadors. S'ha executat  cada programa 5 vegades i realitzat la mitjana 
aritmètica de les mostres obtingudes per tal de reduir la variabilitat en les mesures. Els scripts que 
duen a terme l'execució dels programes i calculen els resultats es poden consultar al material adjunt.
A continuació es poden veure els resultats d'alguns dels programes executats separats en tres casos: 
un amb una alta escalabilitat, un altre amb una escalabilitat mitjana i un altre sense escalabilitat. Per 
cada  programa  es  mostra  el  temps  d'execució  i  el  Speedup  corresponent.  Els  resultats  de  les 
execucions dels programes restants es poden consultar a l'Annex A.
8.1.1 Escalable
Tant en el cas del programa ep.A (figures 8.1 i 8.2) com en el del ep.C (figures 8.3 i 8.4) ,  és a dir 
independentment de la mida del problema, s'observa una escalabilitat molt alta . Es veu com el 
temps d'execució es redueix significativament en tots dos casos a mesura que s'augmenta el nombre 
de threads i que les gràfiques de Speedup son gairebé lineals, cosa que indica que el programa ep és 
molt escalable ja que pot aprofitar molt bé el paral·lelisme degut a que en aquest programa no hi ha 
o hi ha molt poques dependències (o comunicacions) entre les tasques paral·leles.
També  s'observa  que  la  diferència  de  rendiment  entre  els  tres  entorns  analitzats  és  gairebé 






Figura 8.1 ep.A temps d'execució Figura 8.2 ep.A SpeedUp
Figura 8.3 ep.C temps d'execució Figura 8.4 ep.C SpeedUp
8.1.2 Escalabilitat intermitja
Tant en el cas del programa bt.A (figures 8.5 i 8.6) com en el del bt.C (figures 8.7 i 8.8) , és a dir 
independentment de la mida del problema, s'observa una escalabilitat  intermitja. Es veu com el 
temps d'execució es redueix significativament fins a 4 threads. D'allà en endavant el fet d'augmentar 
el  nombre  de  threads  no  resulta  en  una  millora  de  rendiment,  es  veu  inclús  que  empitjora 
lleugerament respecte execucions amb un menor nombre de threads, segurament degut als costos 
afegits de creació/destrucció/sincronització dels threads (overhead).
També s'observa que la diferència de rendiment entre els tres entorns analitzats no és gaire notòria.  
Sembla doncs que en el cas particular del programa bt el fet d'afegir una capa de virtualització no 





Figura 8.5 bt.A temps d'execució Figura 8.6 bt.A SpeedUp
Figura 8.7 bt.C temps d'execució Figura 8.8 bt.C SpeedUp 
8.1.3 No escalable
Pel  que s'observa en les  gràfiques  del  programa  is,  l'escalabilitat  d'aquest  programa és  gairebé 
inexistent,  aconseguint  un speedup de 2.5 en el  millor  dels  casos.  A diferència  dels programes 
analitzats anteriorment aquí sí que sembla que la mida del problema afecta en l'escalabilitat del 
programa. S'observa que al augmentar la mida del problema augmenta l'escalabilitat. Tot i així el 
programa segueix sent molt poc escalable.
En  quant  a  la  diferència  entre  els  entorns,  sembla  ser  que  en  aquest  cas  el  fet  d'utilitzar  Full 
Virtualization produeix un empitjorament significatiu del rendiment i en canvi el rendiment amb 





Figura 8.9 is.A temps d'execució Figura 8.10 is.A SpeedUp
Figura 8.11 is.C temps d'execució Figura 8.12 is.C SpeedUp
8.2 Comparació del rendiment d'entrada/sortida
Per a  comparar  el  rendiment  d'entrada/sortida dels  tres entorns s'ha utilitzat  alguns dels  serveis 
implementats prèviament en cada un dels entorns. S'ha provat amb els serveis SSH, FTP i Web.  Es 
mesura el temps d'execució al realitzar un SSH Get (copiar arxiu de la màquina de l'entorn a avaluar 
al host),  un SSH Put (copiar arxiu de la màquina host a la de l'entorn a avaluar), un FTP Get, un  
FTP Put i un Web Get. Això s'ha realitzat per cada un dels entorns i s'ha provat amb quatre mides de 
fitxers:  512MB,  1024MB,  2048MB,  4096MB.  L'execució  per  cada  mida  s'ha  fet  5  vegades  i 
realitzat  la  mitjana  aritmètica  de les  mostres  obtingudes  per  tal  de  reduir  la  variabilitat  en  les 
mesures.  Els  scripts  que  duen a  terme l'execució  dels  serveis  i  calculen  els  resultats  es  poden 
consultar al material adjunt.
A continuació es poden veure els  resultats  de cada un dels serveis provats,  mostrant els  temps 
d'execució obtinguts en cada un dels entorns.
SSH Get i SSH Put:
Pel que s'observa en les gràfiques del testeig de SSH,  Figura 8.13 i  Figura 8.14, a l'utilitzar un 
mètode de virtualització el rendiment d'entrada/sortida empitjora respecte un entorn natiu com és 
lògic ja que el fet de tenir present una capa de virtualització afegeix un overhead. També es pot 
veure que amb l'entorn de Full Virtualization s'obté un pitjor rendiment d'entrada/sortida que amb 
LXC quan es tracta amb fitxers d'una mida gran (cas del SSH put). Hem intentat veure la desviació 
de temps entre l'entorn Full Virtualization i els altres calculant la desviació estàndard de les mesures 
obtingudes en cada experiment i s'ha observat que aquesta en el cas de 4GB no és especialment més 
gran que en les altres mides de fitxer. També s'ha intentat veure la causa d'aquest increment de 
temps obtenint traces de la duració de les crides a llibreria usant l'eina ltrace i de les crides a sistema 
usant strace. La utilització d'aquestes eines altera els temps d'execució que s'obtenen de manera que 
els nous resultats obtinguts amb les traces no permeten veure quina és la raó en les diferències de 
temps en el cas de Full Virtualization. Deixem aquest tema com a treball futur ja que l'estudi de 
l'entorn Full Virtualization no entra en l'abast del projecte sinó que l'important en el nostre cas és 
veure la diferència que hi ha entre els entorns, fet que s'ha aconseguit observar satisfactòriament.
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FTP Get i FTP Put:
En el cas del rendiment de FTP (figures  8.15 i  8.16 ), també es pot observar que es produeix un 
empitjorament en el rendiment d'entrada/sortida respecte l'entorn natiu a l'utilitzar un mètode de 
virtualització. A més, com ja succeeix amb el cas de SSH put, l'entorn de Full Virtualization és el  
que obté un pitjor rendiment en el cas de mides grans de fitxer (cas FTP Get amb mida de fitxer de 
4GB).  S'ha  realitzat  el  mateix  estudi  que  en  el  cas  anterior  de  SSH Put,  però  ni  la  desviació 
estàndard, ni les traces justifiquen aquest increment de temps.
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Figura 8.13 SSH get comparació
Figura 8.14 SSH put comparació
Figura 8.16 FTP put comparació
Figura 8.15 FTP get comparació
Web Get:
A l'analitzar el rendiment del servei Web (Figura 8.17) s'observa un empitjorament del rendiment 
molt considerable en l'entorn de Full Virtualization respecte els altres, que es fa més notori a mesura 
que augmenta la mida de fitxer. En canvi la pèrdua de rendiment de l'entorn LXC respecte un natiu 
és pràcticament inapreciable. S'ha realitzat l'estudi fet en els casos anteriors. La desviació estàndard 
no ens explica la diferència de temps entre la versió Full Virtualization i les altres, però observant 
les traces obtingudes amb strace es veu que el tamany de bloc usat per la comanda wget en l'entorn 
Full Virtualization és cinc vegades més petit que en els altres dos entorns fent que el rendiment 
obtingut d'entrada/sortida sigui molt menor.
8.3 Comparació de la seguretat
En tots tres entorns la seguretat aconseguida mitjançant la configuració dels serveis és igual ja que 
sigui quin sigui l'entorn els fitxers de configuració tenen les mateixes opcions. 
Les diferències en termes de seguretat ens venen donades doncs per l'aïllament que proporciona 
cada un dels entorns i de quina manera afecta als serveis situats en ells.
Quan es tenen els serveis en un entorn natiu. si aquests es troben situats en la mateixa màquina com 
és en el cas d'aquest projecte (a l'estar en una fase de desenvolupament) l'aïllament entre ells és 
inexistent.  En cas  de  tenir  situat  cada  servei  en una  màquina  física  diferent,  que  és  el  que  es  
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Figura 8.17 Web get comparació
realitzaria en fase de producció, s'aconsegueix aïllar els serveis entre ells però els costos de realitzar 
això són molt més elevats que tenir-los situats en una sola màquina.
Quan es tenen els serveis en un entorn de Full Virtualization, la virtualització ens permet tenir cada 
un dels serveis en una instància d'una màquina virtual diferent produint-se un aïllament entre ells ja 
que cada un està situat en un Sistema de Fitxers diferent, i tenen un Sistema Operatiu diferent amb 
un kernel diferent. El fet de tenir aquest aïllament entre les màquines virtuals significa que ninguna 
d'elles  pot  accedir  ni  veure els  recursos  de les  altres  guanyant  així  seguretat.  Un altre  aspecte 
important a remarcar és que si per algun motiu una de les màquines virtuals deixa de funcionar, ja  
sigui  per un atac extern  o un error en el  funcionament  o de configuració,  les  altres màquines 
virtuals i el host continuaran executant-se sense veure's afectades. A més també es produeix un 
aïllament de la xarxa al fer servir cada màquina virtual una interfície virtual pròpia.
Quan es tenen els serveis cada un en un Linux Container diferent es produeix un aïllament entre els 
contenidors de la mateixa manera que amb les màquines virtuals de virtualització completa. Ara bé, 
al compartir tots ells un mateix kernel, si la seguretat del kernel queda compromesa (que és el host),  
la de les màquines virtuals també passarà a estar-ho.
8.4 Comparació dels costos
La diferència de costos entre els tres entorns ens vindrà donada principalment pel cost del hardware 
necessari per poder oferir el nombre de serveis que es desitgin.
Si es té cada un dels serveis escollits corrent en una màquina física directament, com seria el cas de 
l'entorn natiu en la fase de producció d'aquest projecte, els costos en hardware són considerablement 
alts ja que per cada servei que es vulgui tenir s'ha de comprar nou hardware.
Per altre banda, com ja s'ha vist en aquest projecte, tant en el cas de l'entorn de Full Virtualization  
com en el  dels Linux Containers és possible situar diversos serveis en una sola màquina física 
(consolidació de servidors) estalviant-nos per tant costos considerables en hardware al poder crear 
una instància d'una màquina virtual o contenidor per cada servei que es vulgui oferir dins d'una sola  
màquina host.
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Un altre factor a considerar és el fet d'ajustar els recursos disponibles a la demanda de cada un dels 
serveis en un determinat moment. En el  cas d'un servei corrent directament sobre una màquina 
física no hi ha cap tipus de control sobre els recursos hardware que s'assignen a aquest servei a part  
del que realitza el Sistema Operatiu. Per altre banda, quan s'usa un mètode de virtualització com 
Full  Virtualization  o  LXC  a  cada  entorn  virtual  creat  se  li  poden  assignar  diferents  recursos 
hardware del host com poden ser el nombre de CPUs, memòria RAM, dispositius, espai en disc, 
etc...
Una diferència notòria que hi ha entre l'entorn de virtualització tradicional i LXC és que la gestió 
dels recursos en LXC es pot realitzar d'una manera bastant senzilla i eficaç mentre els contenidors 
s'estan executant podent ajustar així les necessitats hardware de cada servei segons la demanda que 
hi hagi en cada moment a més de poder-los controlar-los jeràrquicament gràcies a l'ús dels cgroups. 
En el cas de Full Virtualization no és possible canviar els recursos assignats a una màquina virtual 
mentre s'està executant, cal realitzar un reinici d'aquesta per fer efectius els canvis. A més a més, 
amb el mètode de Full Virtualization no es té un control dels recursos a un nivell tant precís com en  
LXC.
Una altre diferència notòria que hi ha entre l'entorn de virtualització tradicional i LXC és que LXC 
és un sistema de virtualització molt lleuger, més que el de virtualització completa i per tant es poden 
tenir més instàncies d'entorns virtuals  (es poden oferir més serveis)  amb un mateix hardware que 
no pas en l'entorn de virtualització completa. Per tal d'il·lustrar aquest fet es mostra a continuació 
una comparativa en el consum de memòria RAM entre cada un dels serveis situat en un Linux 
Containers i cada un dels serveis situat en una màquina virtual de tipus Full Virtualization:
Servei Consum de memòria RAM en 
l'entorn Full Virtualization
Consum de memòria RAM en 
l'entorn LXC
SSH 217 MB De 3.03 MB a 53.9 MB
FTP 203 MB  De 2.78 MB a 23.4 MB 
Web 222 MB De 3.11 MB a 27.9 MB
DNS 231 MB De 2.65 MB a 46.2 MB
Taula 5: Comparació del consum de RAM entre LXC i Full Virtualization
97
98
9 Disseny del gestor dinàmic de càrrega 
per als Linux Containers
Com a afegit respecte la planificació inicial es va decidir realitzar la implementació d'un gestor 
dinàmic de càrrega de CPU per a l'entorn de virtualització de Linux Containers. A continuació 
s'explica com va ser possible realitzar-lo i una explicació resumida del funcionament d'aquest.
9.1 Estudi de la informació d'accounting disponible
Tal com s'explica a la secció 3.1 els Linux Containers fan ús de cgroups. L'ús de cgroups ens permet 
limitar, consultar i aïllar l'ús de recursos (CPU, memòria, entrada/sortida de disc, etc...) d'un grup de 
processos.
El funcionament del control dels cgroups es basa en un conjunt de pseudofitxers que es poden 
consultar i modificar per tal de controlar els diferents recursos disponibles. Aquests fitxers es troben 
situats en el punt de muntatge del sistema virtual de fitxers cgroups. En el cas d'aquest projecte el 
punt de muntatge dels cgroups es va realitzar a /sys/fs/cgroup.
L'organització  dels  recursos  dels  cgroups  es  separa  en  diferents  subsistemes.  Un  subsistema 
representa un tipus de recurs. Cada subsistema té el seu propi directori dins el punt de muntatge de 
cgroups (/sys/fs/cgroup/nomdelsubsistema) . Els subsistemes disponibles que hi ha són:
• blkio:  Subsistema  d'entrada/sortida.  Permet  configurar  el  límit  d'entrada/sortida  dels 
dispositius de bloc com poden ser disc durs, SSD, USB, ...
• cpu: Subsistema de CPU. Permet usar l'scheduler a nivell de tasques d'un cgroup
• cpuacct: Subsistema d'informació de recursos de CPU. Aquest conté informació sobre l'ús 
de recursos de la CPU usades per les tasques d'un cgroup
• cpuset: Subsistema de conjunt de CPUs. Permet controlar les CPUs assignades a un conjunt 
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de tasques pertanyents a un cgroup
• devices: Subsistema de dispositius. Permet denegar o permetre l'accés a dispositius per part 
de les tasques d'un cgroup
• freezer: Permet suspendre o reprendre l'execució de les tasques d'un cgroup
• Memory: Subsistema de memòria.  Permet controlar la memòria usada per les tasques d'un 
cgroup a més de poder consultar recursos de memòria que s'estan usant
• perf_event: Subsistema que serveix per a poder monitoritzar els processos que hi ha en el 
cgroup amb l'eina perf
Cada cgroup que es crea en el la màquina host té el seu propi directori dins de cada subsistema. En 
el cas de LXC es crea de manera automàtica un cgroup anomenat lxc al qual pertanyen tots els 
Linux Containers que es vagin creant. És a dir, tots els Linux Containers pertanyen a aquest mateix 
cgroup. A més, cada contenidor que es crea té associat el seu propi cgroup que és fill del cgroup lxc 
i per tant es poden controlar els recursos que reben els processos de dins de cada contenidor.
Per  exemple,  si  es  volguessin  controlar  els  recursos  de  memòria  d'un  contenidor  anomenat 
contenidor1  s'haurien  de  modificar/consultar  els  fitxers  situats  al  directori  /sys/fs/cgroups/
memory/lxc/contenidor1.
Donat que es va estar testejant el rendiment de les aplicacions paral·leles en LXC es va buscar quina 
informació sobre les CPUs es pot consultar i modificar per part dels cgroups. Es va veure que els 
següents fitxers podrien ser útils:
• Del subsistema cpuacct:
◦ cpuacct.usage: dona el temps de CPU total consumit, en nanosegons, per part de totes 
les tasques del cgroup
◦ cpuacct.usage_percpu: dona el temps de CPU total consumit per cada una de les CPUs 
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en un sistema multicore (en nanosegons)  per part de les tasques del cgroup
◦ cpuact.stat: dona el temps de CPU consumit per part de les tasques del cgroup separat 
per temps de CPU consumit en mode usuari i en mode sistema
• Del subsistema cpuset:
◦ cpuset.cpus: llista  de  CPUs,  separades  per  comes,  que  poden  usar  les  tasques  del 
cgroup. Es poden representar rangs de CPUs amb el caràcter “-”
9.2 Implementació del gestor dinàmic de carrega
Donat  que gracies  als  cgroups es  pot  obtenir  informació de l'ús  de CPU de  cada  contenidor  i  
modificar  les  CPUs que pertanyen a  un contenidor,  es  va pensar  que  seria  factible  realitzar  la 
implementació d'un gestor dinàmic de càrrega que repartís els diferents cores disponibles en un 
sistema multicore segons les necessitats de cada contenidor.
El gestor de càrrega ha estat implementat usant el llenguatge C i el codi es pot consultar adjuntat en 
aquest treball. Els fitxers adjuntats que contenen el codi del gestor dinàmic de càrrega són:
• container_list.h  i  container_list.c:  fitxers de capçalera i  implementació que representen 
una llista de contenidors actius i que conté un seguit d'operacions que se'ls hi pot realitzar. A 
més també conté el codi de la lògica de balanceig del gestor dinàmic de càrrega.
• container_entity.h i  container_entity.c:  fitxers  de  capçalera  i  implementació  que 
representen un Linux Container amb informació i operacions que se l'hi poden realitzar com 
pot ser consultar les CPUs assignades, el consum de CPU, etc...
• main.c: Programa principal que conté el bucle que va obtenint els Linux Containers que hi 
ha actius cada cert temps, actualitzant-ne el seu estat i executant l'avaluació de la càrrega per 
tal de fer balanceig quan sigui necessari.
El pseudocodi del que realitza el gestor de càrrega dinàmic implementat està exposat a continuació:
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Obtenir Linux Containers actius
Realitzar repartiment inicial dels cores de l'equip entre els 
Linux Containers actius equitativament
mentre 1
Actualitzar estat dels Linux Containers actius
      Mostrar informació dels Linux Containers actius
Gestionar la càrrega de CPU dels Linux Containers actius
Obtenir Linux Containers actius
Espera de temps (variable)
Fimentre
El que fa cada una de les parts importants del pseudo-codi queden explicades a continuació:
Obtenir Linux Containers Actius:
Es llegeix quins contenidors estan actius mirant quins directoris hi ha creats al directori de lxc dels 
cgroups. Un cop obtinguda la llista de contenidors actius es reserva espai en memòria per a les 
estructures de dades que es fan servir per mantenir la informació de cada un dels contenidors actius. 
Finalment  s'emmagatzemen  en  un  vector  d'estructures  les  diferents  estructures  pertanyents  als 
contenidors actius.
Actualitzar estat dels Linux Containers actius:
Per cada contenidor actiu s'actualitzen les dades útils per al correcte funcionament del gestor de 
càrrega dinàmic llegint aquesta informació del directori de cgroups que disposa cada contenidor 
actiu, que conté la informació en pseudofitxers. S'actualitza informació com l'ús de CPU i la llista 
de cores que té assignats el contenidor en qüestió en aquell moment. 
Mostrar informació dels Linux Containers actius:
Es mostra per pantalla informació de cada contenidor per tal de poder realitzar el seguiment de 
l'estat de cada contenidor.
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Els camps que es mostren per cada contenidor són:
• Nom del contenidor
• Ús actual de CPU
• Llista de cores assignats
Gestionar la càrrega dels Linux Containers actius:
Es transfereix un core de la màquina host d'un contenidor a un altre en cas que sigui necessari fer un 
balanceig de càrrega.
L'intercanvi  de  cores  es  realitza  sempre  entre  dos  contenidors  sigui  quin  sigui  el  nombre  de 
contenidors actius. S'agafa de tota la llista de contenidors actius el que té més càrrega i el que en té 
menys i s'analitza si s'ha de balancejar la càrrega.
Un contenidor es considera que té una càrrega alta quan l'ús de CPU entre dues execucions de la 
funció d'avaluació de la gestió de càrrega és del 90% o més.
Com a decisió de disseny es va decidir que entre dos contenidors s'ha de balancejar la càrrega 
bàsicament en dues situacions:
• Un dels contenidors actius està amb una càrrega considerada alta i un dels altres no. En 
aquest cas un dels cores del contenidor que no té una carrega alta passa a pertànyer al que la 
té. Una excepció a aquesta situació és el cas en el que el contenidor que té poca càrrega li 
queda nomes un sol core i per tant no se li treu el que li resta.
• Dos contenidors o més demanen càrrega i un dels contenidors té més cores assignats que 
l'altre. En aquest cas un dels cores del contenidor que té major nombre de cores assignats 
que l'altre passa a formar part de la llista de cores del contenidor que en té un nombre 
menor. Una excepció a aquesta situació és el cas que el contenidor que té menys cores que 
l'altre només li queda un sol core i per tant no se li treu el que li resta.
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Espera de temps:
Es realitza una espera de temps entre iteració i iteració del bucle principal del programa. Aquesta 
espera de temps és variable:
• Si en la iteració actual no s'ha produït un balanceig de càrrega es realitza una espera de 10 
segons fins a tornar a executar el gestor de càrrega (fins que es realitza la següent iteració).
• Si en canvi s'ha produït un balanceig de càrrega en l'actual iteració aleshores l'espera de 
temps es redueix fins a només 1 segon. Aquesta decisió és deguda a que quan es realitza un 
balanceig de càrrega és probable que el contenidor que necessitava més recursos de CPU 
encara en segueixi necessitant més i per tant reduïm l'espera de l'avaluació d'aquest fet al 
reduir el temps d'espera a un segon. 
9.3 Test del correcte funcionament del gestor de carrega
Per a comprovar el correcte funcionament del gestor de càrrega es van realitzar diferents scripts que 
feien  que  un  determinat  nombre  de  contenidors  actius  executessin  programes  que  feien  un  ús 
intensiu de CPU utilitzant paral·lelisme, mentre el gestor de càrrega estava actiu a la vegada per 
comprovar si aquest efectuava canvis en la gestió de cores assignats a cada un dels contenidors tal 
com s'havia dissenyat.
Tot seguit es mostra un exemple d'una seqüència d'execució amb contenidors actius. Recordem que 
l'equip en el qual es realitza l'execució té disponibles 8 cores de CPU.
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9.3.1 Cas d'exemple amb dos Linux Containers actius
En aquest cas d'exemple hi ha dos contenidors actius inicialment i la seqüència d'execució és la 
següent:
Container 1 demana carrega
espera de temps
Container 2 demana carrega
Container 1 allibera carrega
espera de temps
Container 1 demana carrega
espera de temps
Container 2 allibera carrega
espera de temps
Container 1 allibera carrega
A continuació es mostren alguns casos particulars d'aquesta execució:
A la  Figura 9.1 es pot veure l'estat inicial de l'execució d'exemple. Hi ha dos contenidors actius, 
container2_vftp amb els cores 0,1,4,5 assignats i container1_ssh amb els cores 2,3,6,7 assignats. És 
a dir, s'ha realitzat una repartició inicial dels cores disponibles realitzada equitativament entre els 
contenidors actius.
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Figura 9.1 Situació inicial del cas d'exemple del gestor dinàmic de  
càrrega
La situació que succeeix a la Figura 9.2 és que el contenidor anomenat container1_ssh comença a 
executar un programa que fa servir intensivament la CPU mentre que el contenidor container2_vftp 
no  i  per  tant  el  gestor  de  càrrega  comença  a  actuar  transferint  cores  del  container2_vftp al 
container1_ssh fins que al container2_vftp només li queda un sol core i container1_ssh té tots els 
altres.
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Figura 9.2 Situació amb container1_ssh carregat del cas  
d'exemple del gestor dinàmic de càrrega
La  situació  que  hi  ha  a  la  Figura  9.3 és  la  inversa  a  la  de  la  Figura  9.2.  Inicialment  el 
container2_vftp té tots els cores assignats menys un. Aleshores, container2_vftp comença a fer un 
ús intensiu de la CPU i per tant el gestor de càrrega actua i transfereix totes les CPU menys una del 
container1_ssh al container2_vftp com es veu al final.
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Figura 9.3 Situació amb container2_vftp carregat del  
cas d'exemple del gestor dinàmic de càrrega
Per últim, la situació que es presenta en la Figura 9.4 és en la que tots dos contenidors comencen a 
fer un ús intensiu de la CPU. Com que l'ideal en aquest cas és que el nombre de cores disponibles es  
divideixi  equitativament  entre  els  dos  contenidors,  el  gestor  de  càrrega  detecta  que  hi  ha  un 
desequilibri i transfereix cores del  container2_vftp al  container1_ssh fins que tenen quatre cores 
assignats cada un com es mostra al final.
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Figura 9.4 Situació amb tots dos contenidors carregats en el cas d'exemple  
del gestor dinàmic de càrrega
10 Gestió del projecte
En aquesta secció es tracta com s'ha dut a terme la gestió del projecte mostrant la planificació i 
costos obtinguts finalment. A més a més també es parla de la viabilitat econòmica-financera del 
projecte, les lleis i regulacions que l'afecten i l'impacte social i ambiental d'aquest.
10.1 Planificació final
La planificació final ha sofert una serie de canvis des de la planificació inicial i la planificació de 
seguiment. S'han afegit noves tasques des de l'inici i modificat el temps necessari per tal de dur-ne a 
terme unes altres.
Durant la realització de la instal·lació dels diferents serveis en els diferents entorns ens vam donar 
compte que la instal·lació i selecció dels diferents serveis i característiques comunes dels entorns es 
podia  a  dur  a  terme  en  un  període  de  temps  més  curt  que  el  planificat  inicialment.  Com  a 
conseqüència, el temps de les tasques d'instal·lació i configuració de serveis es van veure reduïdes.
En canvi, el temps necessari per a comprovar el correcte funcionament dels entorns es va veure 
considerablement augmentat. Això és degut al temps que es va haver d'invertir en la realització de 
diferents scripts per realitzar les diferents proves. A més, el testeig de les aplicacions paral·leles de 
test i dels serveis tardaven un temps bastant alt en completar-se. 
Quan es va fer la reunió de seguiment i es va avaluar aquest fet es va veure que les tasques que  
s'havien de realitzar fins a aquell punt segons la planificació inicial s'havien dut a terme amb un 
temps menor al planificat i per tant es va decidir afegir noves tasques al projecte que no es trobaven 
entre els objectius del projecte.
Es va voler realitzar la implementació d'un gestor dinàmic de càrrega per a l'entorn dels Linux 
Containers  ja  que  es  va  veure  que  podia  ser  possible  realitzar-lo  i  així  es  realitzava  treball 
d'implementació a nivell de codi i tractant temes de la gestió de recursos del S.O. i “baix nivell” 
assegurant a la vegada que estava relacionat amb el projecte i l'especialitat cursada.
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Aquesta nova feina que es volia dur a terme va fer que apareguessin noves tasques a la planificació:
– Estudi de la informació d'accounting disponible que ens proporcionen els Linux Containers 
per tal de que sigui possible realitzar el gestor dinàmic
– Implementació del gestor dinàmic de càrrega de LC
– Test del correcte funcionament del gestor dinàmic de càrrega
– Anàlisi de rendiment dels LC amb el gestor dinàmic de càrrega 
Cal aclarir que l'última de les tasques anteriors no s'ha pogut portar a terme per falta de temps i 
queda per a realitzar en treball futur. Això no ha afectat als objectius del projecte ja que tota la part 
del gestor de càrrega és un afegit respecte els objectius i la planificació definits inicialment.
Tot seguit es pot veure a la Figura 10.1 el diagrama de Gantt amb les noves tasques afegides i amb 
els canvis temporals que han succeït a cada una d'elles a conseqüència de l'explicat anteriorment.
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10.1.1 Diagrama de Gantt final
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Figura 10.1 Diagrama de Gantt de la planificació final
10.2 Costos finals
Els costos associats al hardware, software i al local de treball no varien respecte a la planificació 
inicial ja que en el cas del hardware no ha fet falta cap adquisició nova. Al tractar el software, com 
que és lliure i gratuït tampoc varien els seus costos i finalment els costos associats al local tampoc 
varien ja que s'ha fet servir el local el mateix temps que abans (3 mesos). 
Com a conseqüència dels canvis respecte la planificació inicial que s'han produït, els costos finals 
associats  al  personal  han  canviat  ja  que  els  diferents  recursos  humans  han  dedicat  un  nombre 
diferent  d'hores  cada  un al  planificat  inicialment  degut  a  algunes  desviacions  en les  hores  que 
s'havia planificat que treballava cada recurs i també com a conseqüència d'haver afegit el disseny i 
implementació del gestor dinàmic de càrrega.
A continuació es mostra el càlcul actualitzat dels costos per cadascun dels costos identificats (que 
són els mateixos que a la secció 1.4.1) :
En quant al hardware:
– Equips de sobretaula multinucli (incloent pantalla, perifèrics, xarxa...): el preu d'adquisició 
estimat és sobre uns 750 - 1500 euros aproximadament cadascun. 1500 - 3000 euros en total 
però el cost que volem imputar al projecte ha de ser l'amortitzat, que calculem de la següent 
manera, si prenem un període d'amortització de 3 anys: 
40 hores/setmana * 52 setmanes * 3 anys = 6240 hores
 3000 euros / 6240 hores = 0.5 euros/hora aproximadament
 Es fa servir els equips 75 dies, 5 hores al dia en total de la duració del projecte,  
per tant, cost = 75*5*0.5 = 187.5 euros
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– Router: es calcula que té un cost d'adquisició aproximat d'uns 150 euros en total però el cost 
que volem imputar al projecte ha de ser l'amortitzat, que calculem de la següent manera, si 
prenem un període d'amortització de 3 anys:
40 hores/setmana * 52 setmanes * 3 anys = 6240 hores
 150 euros / 6240 hores = 0.025 euros/hora aproximadament
 Es fa servir els equips 75 dies, 5 hores al dia en total de la duració del projecte,
per tant cost = 75*5*0.025 = 9.38 euros
En quant al software:
– Llicències de software: en el nostre cas aquest cost és de 0 euros ja que s'utilitza software 
lliure   i  gratuït,  com  el  SO,  basat  en  Linux,  i  l'ús  de  Linux  Containers  entre  altres 
programaris de suport, llibreries i aplicacions.
En quant al local:
– Lloguer del local: 550 euros/mes. Cost total en tres mesos: 550*3 = 1650 euros
– Llum: 60 euros/mes. Cost total en tres mesos: 60*3 = 180 euros
– Aigua: 20 euros/mes. Cost total en tres mesos: 20*3 = 60 euros
– Gas: 30 euros/mes. Cost total en tres mesos: 30*3 = 90 euros
– Connexió a internet: 60 euros/mes. Cost total en tres mesos: 60*3 = 180 euros
Total cost del local = 2160 euros.
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En quant al personal:
– L'Analista treballa en les tasques (segons el diagrama final de Gantt):
1, 2, 3, 4, 5, 6, 13, 24, 28, 29, 30, 31, 34
En total ha treballat 29 dies (5h/dia -> 29*5 = 145 hores en total)
El sou de l'analista és de 30 euros/hora (equivalents a un sou anual brut de 37590 euros, que
 suposen 62400 euros de cost per l’empresa)
Per tant, el cost total segons les hores treballades és: 30*145 = 4350 euros
– El Programador treballa en les tasques (segons el diagrama final de Gantt):
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 20, 21, 22, 23, 25, 26, 27, 32, 33
En total ha treballat 51 dies (5h/dia -> 51*5 = 255 hores en total) 
El sou del programador és de  20 euros/hora (equivalents a un sou anual brut de 25000
euros, que suposarien 41500 euros de cost per l’empresa)
Cost total segons les hores treballades: 255*20 = 5100 euros
– El Documentador treballa en les tasques  19 i 35 (segons el diagrama final de Gantt).
En total ha treballat unes 50 hores.
Cost 25 euros/hora (equivalents a un sou anual brut de 31325 euros, que suposarien 52000
euros de cost per l’empresa).
Cost total segons les hores treballades: 25*50 = 1250 euros
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10.2.1 Pressupost final necessari







Taula 6: Resum de costos finals
La desviació produïda en els costos és deguda als canvis succeïts en les hores que treballa cada 
recurs de personal respecte la planificació inicial, en particular degut a l'afegit de noves tasques i a 
algunes desviacions prèviament justificades. Aquesta desviació en els costos de personal és d'un 
increment de 500 euros respecte la planificació inicial.
Realitzant  la  suma  de  tots  els  costos  relacionats  actualitzats,  dóna  un  pressupost  necessari  de 
13056.88 euros.
10.3 Valoració de la viabilitat econòmica-financera
Creiem que el projecte és viable financerament ja que no cal obtenir una gran suma de diners per 
dur-lo a terme. Veiem diverses opcions. Si volem crear una empresa de nou, es pot demanar un 
préstec o una ajuda que cobreixi els costos durant els 3 mesos que dura el projecte per començar a 
tirar-lo endavant.  Si pensem en realitzar-lo en una empresa ja existent,  podem utilitzar part  del 
pressupost dedicat a nous projectes que teníem pre-assignat durant el 2013.
Pensem que el projecte serà viable econòmicament, ja que estimem que poden haver-hi bastants 
empreses interessades en el nostre producte degut a que avui en dia s'ofereixen molts serveis per 
Internet i de molts tipus i aquestes estarien interessades en disminuir el nombre d’equips sobre els 
que oferir els seus serveis (disminució de costos). Es podria treure benefici venent a les empreses la  
instal·lació i configuració d'aquests serveis sota Linux Containers en els seus servidors. En cas que 
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l'empresa no disposi del servidor podem oferir-li un amb els serveis implementats, cobrant-li al 
client els costos del servidor. El risc econòmic creiem que no és gaire gran ja que no és un projecte 
que  requereixi  una  gran  inversió  inicial.  Amb unes  10  empreses  com a  clients  creiem que  ja 
podríem  recuperar  la  inversió  inicial,  amb  el  que  els  hi  cobraríem  de  suport.  Per  això  els 
demanaríem uns 2000 euros per la instal·lació i configuració inicials i 2000 euros anuals addicionals 
de suport.
10.4 Llei i regulacions
Com que es fa la suposició de que aquest servidor que usa la tecnologia dels Linux Containers per 
oferir els diferents serveis es vendria  a empreses, la nostre empresa tindrà dades personals dels 
clients als que oferirem el nostre producte i també dades personals dels propis treballadors de la 
nostre empresa.
Per tant, s'ha de complir amb la Llei Orgànica de Protecció de Dades (LOPD) que resumidament 
el que s'ha de fer per complir-la és:
• Informar a les persones afectades quines dades personals s'agafen, com s'utilitzaran i obtenir 
el seu consentiment
• Implementar  les  mesures  de  seguretat  oportunes  per  a  protegir  les  dades  (protegir  amb 
contrasenyes, còpies de seguretat, etc...)
• Enregistrar i notificar aquesta informació a la Agencia Espanyola de Protecció de Dades 
(AEPD)
També s'ha buscat informació sobre la  Llei de Serveis de la Societat de la Informació  (LSSI) 
però entenem que aquesta llei no aplica en el cas d'aquest projecte ja que no es pretén muntar un 
comerç electrònic.
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10.5 Impacte social i ambiental
Aquest projecte beneficiarà de forma indirecta la societat,  en el  sentit  que millorarà els  serveis 
d’Internet oferts per les empreses. Aquestes veuran reduïts els costos derivats de la instal·lació i 
manteniment dels seus serveis, degut a la reducció dels servidors físics que hauran d’usar, ja que els 
haurem ajuntat en un sol ordinador amb el suport dels Linux Containers. Així podran dedicar-se 
millor al desenvolupament i producció dels seus productes, la qual cosa tindrà un impacte positiu en 
la societat.
Creiem que  aquest  projecte  és  sostenible  mediambientalment  ja  que  l'únic  que  afecta  al  medi 
ambient en el nostre cas és el CO2 generat degut a l'ús dels equips, altres aparells electrònics, la 
il·luminació del local i la calefacció, és a dir degut al consum elèctric i de gas. Aquests consums 
seran els normals i habituals d'un local petit. Per la mateixa raó, les instal·lacions dels clients, pel 




Podem concloure que s'ha aconseguit assolir satisfactòriament l'objectiu principal del projecte que 
és el de dissenyar un servidor basat en Linux Containers que ofereixi un seguit de serveis habituals 
avui en dia (secció 7),  proporcionant un seguit d'exemples per provar-ne el correcte funcionament 
(secció 7.6).
També s'ha assolit la consecució dels objectius específics derivats de l'objectiu principal. S'ha triat, 
instal·lat, configurat i ofert diferents serveis en els servidors sota cada un dels entorns implementats 
(seccions  5,  6 i  7).  També s'ha validat el  correcte funcionament  dels serveis sota  cada un dels 
entorns. Un altre dels objectius específics de gran importància també s'ha dut a terme, que és el de 
comparar i avaluar entre ells els tres entorns testejats en termes de seguretat, costos i rendiment 
(secció 8) amb l'objectiu de veure quins aspectes diferencien l'entorn de Linux Containers respecte 
els altres. 
S'ha après a crear i gestionar diferents contenidors per tal d'executar aplicacions en el seu interior 
essent capaços de seleccionar i configurar els dispositius necessaris dins de cada contenidor essent 
capaços de configurar la xarxa.
De les  comparacions entre  els  tres  entorns  (secció  8)  es  pot  concloure que el  fet  d'utilitzar  un 
servidor  basat  en Linux Containers no fa que el  rendiment  dels  serveis oferts  i  les  aplicacions 
paral·leles empitjori significativament respecte un entorn en el que s'instal·len de manera nativa a la 
màquina. De fet, l'empitjorament que es produeix és gairebé inapreciable. En canvi en l'entorn de 
Full Virtualization el rendiment d'alguns serveis es veu penalitzat com en els casos de realitzar FTP 
Get, SSH Put i Web Get. El rendiment de les aplicacions paral·leles és similar en els tres entorns tot  
i que sí que s'aprecia un lleuger empitjorament del rendiment de Full Virtualization respecte l'entorn 
dels Linux Containers.
A l'hora de comparar la seguretat, sembla que la seguretat obtinguda en utilitzar l'entorn de Linux 
Containers  és  una mica inferior  a  l'obtinguda utilitzant  un entorn de Full  Virtualization i  al  de 
l'entorn natiu en estat de producció (en el que cada un dels serveis es situa en una màquina física 
diferent).  No obstant,  quan ens centrem en la  comparació dels  costos veiem que l'ús de Linux 
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Containers és el més adequat ja que permet oferir diversos serveis en servidors virtuals dins una 
sola màquina física estalviant-nos així cost en hardware. Si bé l'entorn de Full Virtualization també 
permet això, no es pot oferir una quantitat tant elevada de serveis com en l'entorn de LXC ja que els  
recursos hardware que són utilitzats per crear una màquina virtual en l'entorn de Full Virtualization 
són més elevats que en l'entorn de LXC. L'entorn més costós de situar-hi els serveis és el natiu, en 
el que es necessita tantes màquines físiques com serveis es vulguin implementar.
Per tant, a l'haver realitzat les diferents comparacions es pot concloure que l'entorn més indicat per 
oferir  un seguit  de serveis és el  de Linux Containers ja que el  fet  d'usar la seva tecnologia de  
virtualització no produeix un empitjorament significatiu del rendiment respecte una versió nativa, i 
a la vegada és l'opció més barata en termes de costos mantenint a la vegada un nivell considerable 
de seguretat gràcies a la creació d'entorns virtuals (contenidors) aïllats entre ells on s'hi poden situar  
els diferents serveis.
S'ha après la importància que té l'etapa de testeig dels entorns i que ocupa un espai considerable de 
temps, més del planificat inicialment.
Per últim, s'ha aconseguit realitzar una implementació bàsica d'un gestor de càrrega dinàmic que 
transfereixi cores d'un contenidor a un altre en l'entorn de LXC segons les necessitats de CPU que 
tinguin aquests intentant aconseguir un balanceig de càrrega (secció 9).
En  conclusió,  s'ha  desenvolupat  un  projecte  que  permet  a  les  empreses  oferir  els  serveis  que 
habitualment ofereixen a un cost menor que si s'utilitza un entorn natiu sense pràcticament veure's  
reduït  el  rendiment  d'aquests  serveis  i  assolint  un aïllament  bastant  notable entre  ells  cosa que 
proporciona seguretat. A més, el fet de realitzar l'agregació de servidors en una màquina física fa 
que es redueixi l'impacte ambiental essent sostenible mediambientalment.
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12 Treball futur
El  projecte  realitzat  ha  complert  amb  els  objectius  planificats  inicialment  i  altres  d'afegits 
posteriorment. Tot i així encara hi ha feina que es pot realitzar en base al que s'ha après i realitzat.
Primerament, es pot avaluar l'efectivitat que té el gestor dinàmic de càrrega, implementat a la secció 
9,  avaluant què succeeix amb el rendiment quan s'executen els contenidors amb el gestor dinàmic 
de càrrega executant-se de fons i quan ho fan sense utilitzar-lo.
Una altre possibilitat és la d'intentar realitzar una aplicació gràfica que permeti gestionar els Linux 
Containers permetent realitzar la creació/destrucció d'aquests i altres funcionalitats, a més de  poder 
gestionar  els  recursos  de  cada  un  dels  contenidors  instal·lats,  incloent  la  gestió  de  manera 
jeràrquica, aprofitant la funcionalitat de cgroups que ens permet realitzar-ho.
També  es  pot  contribuir  a  millorar  les  eines  de  l'espai  d'usuari  de  Linux  Containers,  ja  que 
actualment LXC es troba en fase de desenvolupament i hi ha eines que tenen bastant marge de 
millora i altres que no han estat encara totalment desenvolupades.
Un altre possible camí de treball  que es pot  seguir  és el  d'intentar  configurar i  executar Linux 
Containers  en   sistemes  Android  ja  que  aquests  utilitzen  un  kernel  de  Linux,  creant  diferents 
instàncies d'espai d'usuari d'Android aïllades entre elles, utilitzant un dels models comercials de 
gamma mitja-alta que l'utilitzen, i analitzar com afecta això al rendiment de les aplicacions i serveis 
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Gràfiques de rendiment de les aplicacions paral·leles
Aquí es poden veure els resultats de les execucions realitzades dels programes restants de la suite 
NAS Benchmarks instal·lada en cada un dels entorns. Tots aquests programes tenen una escalabilitat 




Figura A.1 cg.a temps d'execució Figura A.2 cg.a SpeedUp
Figura A.4 cg.c SpeedUp
Figura A.3 cg.c temps d'execució
Ft.A  (no escalable)
Ft.C
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Figura A.6 ft.a SpeedUp
Figura A.8 ft.c SpeedUp
Figura A.5 ft.a temps d'execució




Figura A.9 lu.a temps d'execució Figura A.10 lu.a SpeedUp




Figura A.13 mg.a temps d'execució Figura A.14 mg.a SpeedUp
Figura A.16 mg.c SpeedUp




Figura A.18 sp.a SpeedUp
Figura A.19 sp.c temps d'execució
Figura A.20 sp.c SpeedUp
Figura A.17 sp.a temps d'execució
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Annex B
Justificació de les competències tècniques associades al 
projecte
En aquest apartat es justifiquen les competències tècniques que es van seleccionar a l'hora
d'inscriure el  projecte.  A continuació es  mostra  cada una de  les  competències  tècniques
triades amb la seva corresponent justificació:
• CEC2.1:  Analitzar,  avaluar,  seleccionar  i  configurar  plataformes  hardware  per  al 
desenvolupament i l'execució d'aplicacions i serveis informàtics. [Una mica] 
Durant  el  projecte  s'han  seleccionat  quatre  serveis  d'Internet,  una  sèrie  d'aplicacions 
paral·leles i una plataforma hardware on executar-los. S'ha configurat la plataforma usant 
diferents tècniques (nativament, amb virtualització i amb Linux Containers) per tal que els 
serveis funcionin correctament i s'ha avaluat el seu rendiment. Justifiquem així el treball 
realitzat en aquesta competència.
• CEC2.2:  Programar considerant  l'arquitectura hardware,  tant  en assemblador  com en alt 
nivell. [Bastant] 
La  programació  del  gestor  dinàmic  de  càrrega,  en  el  llenguatge  C,  que  distribueix  els 
diferents cores de la màquina sobre la que s'executa segons la càrrega de CPU que té cada un 
dels Linux Containers presents al sistema justifica aquesta competència tècnica.
• CEC2.3: Desenvolupar i analitzar software per a sistemes basats en microprocessadors i les 
seves interfícies amb usuaris i altres dispositius. [Bastant]
S'han desenvolupat un conjunt de scripts per a realitzar l'avaluació del rendiment dels
diferents entorns, executant aquests scripts. També s'ha desenvolupat el gestor dinàmic de
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càrrega, executant-lo per tal d'analitzar i comprovar-ne el seu correcte funcionament amb
diferents casos.
• CEC2.4: Dissenyar i implementar software de sistema i de comunicacions. [En profunditat] 
S'ha dissenyat i implementat el gestor dinàmic de càrrega, que permet moure processadors 
entre els contenidors de Linux Containers. En un producte basat en aquest projecte, aquest 
gestor formaria part del software de sistema, usant la interfície del Sistema Operatiu que 
afegeixen els Linux containers per fer el control dels recursos.
• CEC2.5: Dissenyar i implementar sistemes operatius. [Bastant] 
S'han estudiat els Linux Containers, s'han instal·lat i configurat en el nostre sistema, per tal 
de poder usar les característiques de virtualització que ofereixen. El disseny i implementació 
del gestor dinàmic de càrrega i el seu ús juntament amb Linux Containers també contribueix 
a la feina feta en aquesta competència.
• CEC4.1: Dissenyar, desplegar, administrar i gestionar xarxes de computadors. [Una mica] 
S'ha realitzat la interconnexió de les màquines (ja sigui virtuals o físiques) dels entorns en
diferents xarxes virtuals, realitzant la configuració d'aquestes xarxes per cada un del entorns
implementats. 
• CEC4.2:  Demostrar comprensió, aplicar i gestionar la garantia i la seguretat dels sistemes 
informàtics. [En profunditat] 
A l'hora d'oferir els serveis s'han realitzat un seguit de canvis en la configuració d'aquests per 
tal de millorar la seguretat del sistema. S'han creat usuaris i grups específics per cada un dels 
serveis oferts per tal de gestionar-los millor i  de manera més segura. A més a més, s'ha 
comparat  la  seguretat  obtinguda en els  tres  entorns  per  tal  de veure  les  diferències  que 
presenten en la seguretat que ofereixen.
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