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AN OBSERVATION ON THE UNIFORM PRECONDITIONERS FOR THE
MIXED DARCY PROBLEM
TRYGVE BÆRLAND, MIROSLAV KUCHTA, KENT-ANDRE MARDAL, AND TRAVIS THOMPSON
Abstract. Preconditioners for porous media flow problems in mixed form are frequently based
on H(div) preconditioners rather than the pressure Schur complement. We show that when the
hydraulic conductivity, K, is small the pressure Schur complement can also be utilized for H(div)-
based preconditioners. The proposed approach is based on the operator preconditioning framework.
We construct the preconditioner by considering the mapping properties of the continuous operator,
where the main challenge is a K-uniform inf-sup condition.
Keywords. Uniform preconditioner, Mixed Darcy problem, Uniform inf-sup condition, Operator
preconditioning framework, Robust mixed method.
1. Introduction
In this paper we will consider the mixed formulation of the Darcy problem of the form
1
K
u−∇p = f , in Ω,(1)
∇ · u = g, in Ω,(2)
equipped with suitable boundary conditions. The variables u and p represent the fluid flux and
pressure, respectively, and K = κ/µf denotes the hydraulic conductivity where κ is the material
permeability and µf the fluid viscosity. In this manuscript we pursue two purposes. The first
purpose is to establish a uniform-in-K inf-sup condition for (1)-(2).
Our second, and primary, purpose is the construction of some efficient block-diagonal precon-
ditioners, for (1)-(2), exhibiting robustness for K ∈ (0, 1). These two objectives are connected.
Indeed the operator preconditioning framework [13] utilizes the former stability result to provide
for the latter robust, block-diagonal preconditioner realization.
In general, the framework approach is predicated on establishing a well-posedness result for the
continuous problem in K-weighted Sobolev spaces. For basic linear systems of the form
(3)
[
A BT
B 0
] [
x
y
]
=
[
c
d
]
,
there are, generally speaking, two common approaches for constructing block-diagonal precondi-
tioners; one may utilize a Schur complement for the first unknown or, alternatively, the second
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unknown. That is, the structural options for the preconditioner are:
(4)
[
A−1 0
0 (BA−1BT )−1
]
and
[
(A+BTB)−1 0
0 X?
]
.
The first approach results in three distinct, unit-sized eigenvalues [14] for any 0 < K <∞. On the
other hand, to the authors knowledge, only partial explanations have been offered for the second
approach for the mixed Darcy problem. In [1],H(div) preconditioners were constructed and applied
to (1)-(2) in the case K = 1 for which X coincides with the inverse of a potentially diagonalized
mass matrix. The same authors also developed multilevel methods for weighted H(div) spaces in
[2], but did not discuss the corresponding appropriate scaling for a Darcy problem. In [15] the
consequences of K-scaling, also of spatially varying K, were studied for both approaches; it was
shown that the eigenvalues of the preconditioned system were affected significantly by K and good
results were obtained only when a proper rescaling was used.
If we now consider a scaled version (3) we arrive at a system with the general form
(5)
[
αA BT
B 0
] [
x
y
]
=
[
c
d
]
.
In [10, 18, 19] it was suggested that problems of the form of (5) may be preconditioned efficiently
by a scaling of the second structural option of (4); that is, preconditioners structurally based on
(6) B1 =
[
(αA+ αBTB)−1 0
0 α
]
.
This view was advanced in the aforementioned work, to develop preconditioners for the Biot and
Brinkman problems, where the Darcy part was preconditioned by the approach of (6). The Brezzi
conditions for the Darcy problem in the weighted norms corresponding to the choice of (6), that is
1√
K
H0(div)×
√
KL20, follows directly from the unscaled version by a simple scaling. Furthermore,
the approach is closely related to the augmented Lagrangian approach which was investigated in
[3, 8] and used successfully for the Oseen and Maxwell type problems, respectively.
Given the form of (6) we are motivated to ask the following question: is the α-scaling of BTB,
in the top-left block, necessary? The motivation for this question comes from considering (1)-(2)
as part of a multi-physics problem. For instance, as a single-physics problem, the isolated case of
K → 0, in (1)-(2), is not necessarily intrinsically interesting; a simple scaling resolves the issue
of a vanishing K. However, in a multi-physics setting, solution algorithms are often constructed
via decomposition into single-physics subproblems. Thus, requiring a certain scaling of one of the
single-physics sub-problems, as we see here with the Darcy problem, may enforce an undesired
scaling on other single-physics problems within the multi-physics system.
To investigate this question we consider an alternative to (6); namely
(7) B2 =
[
(αA+BTB)−1 0
0 I + (B(αA)−1BT )−1
]
.
In the current work we construct block preconditioners based on the operator preconditioning
framework [1, 13]. In the continuous case, for the Darcy problem, the preconditioner takes the
particular form, of (7), given by
B =
[
(K−1 −∇∇·)−1 0
0 (I)−1 + (−∇·(K∇))−1
]
.
It will be shown that preconditioners based on B are robust with respect to both the mesh size
and the permeability K. We will also consider permeabilites with jumps and anisotropy in our
numerical experiments where we compare our proposed approach, (7), to the previous approach of
(6). The remainder of this manuscript is organized as follows: Section 2 introduces the necessary
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notation and basic results; Section 3 discusses the continuous uniform stability (inf-sup) condition
and the resulting continuous preconditioner; Section 4 addresses the corresponding discrete case
of each; in Section 5 numerical experiments of the discrete preconditioners are advanced; finally,
Section 6 offers concluding remarks. We remark, in closing, that the theory of Sections 3-4 assume
K ∈ (0, 1) is an arbitrary, but fixed, constant for simplicity; in the numerical experiments of Section
5 we explore the implications for spatially varying K.
2. Preliminaries
Let Ω be a bounded, connected Lipschitz domain in Rn, n = 2, 3. Then L2 = L2(Ω) denotes the
space of square integrable functions, whereas Hk = Hk(Ω) denotes the Sobolev space of functions
with all derivatives up to order k in L2. The spaces L2/R andH1/R contain functions in L2 andH1,
respectively, with zero mean value. Vector valued functions, and Sobolev spaces of vector valued
functions, are denoted by boldface. The space H(div) contains functions in L2 with divergence in
L2 and the subspace of functions u ∈ H0(div) are those with zero normal trace. The notation (·, ·) is
used for the L2 inner product of both scalar and vector fields as well as the duality pairing between
a space X and its dual space X ′. The norm corresponding to the L2 inner product is expressed
with the canonical double-bar ‖·‖L2 . For α > 0, a fixed real value, the notation ‖f‖2αL2 = α2 (f, f)
and αL2 = αL2(Ω) signifies the usual L2 space equipped with the corresponding weighted inner
product denoted by (f, g)α = α
2 (f, g).
For two Hilbert spaces, X and Y , we denote by L(X,Y ) the space of bounded linear maps from
X to Y , with the standard operator norm
‖T‖L(X,Y ) = sup
x∈X
‖Tx‖Y
‖x‖X
, T ∈ L(X,Y ).
In the subsequent analysis we employ both the intersection and sum of two Hilbert spaces X
and Y . These composite spaces are formally defined as follows: Let X and Y be two Hilbert spaces
both contained in some larger Hilbert space; the intersection space X ∩ Y and sum space X + Y
are also Hilbert spaces and their respective norms are
‖z‖2X∩Y = ‖z‖2X + ‖z‖2Y
and
‖z‖2X+Y = infz=x+y
x∈X,y∈Y
‖x‖2X + ‖y‖2Y .
In addition, if X ∩ Y is dense in both X and Y , then
(8) (X + Y )′ = X ′ ∩ Y ′.
Lastly, suppose that {X1,X2} and {Y1, Y2} are pairs of Hilbert spaces such that both elements of
each pairing are contained in a larger Hilbert space. If T is a bounded linear operator from Xi to
Yi for i = 1, 2, then
(9) T ∈ L(X1 ∩X2, Y1 ∩ Y2) ∩ L(X1 +X2, Y1 + Y2),
and in particular
‖T‖L(X1+X2,Y1+Y2) ≤ max
(
‖T‖L(X1,Y1) , ‖T‖L(X2,Y2)
)
.
Cf. [4, Ch. 2] for a further discussion of summation and intersection spaces.
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3. Continuous stability and preconditioning
The weak formulation of (1)–(2) reads: Find u ∈ V, p ∈ Q such that
a(u,v) + b(v, p) = (f ,v), ∀v ∈ V,(10)
b(u, q) = (g, q), ∀q ∈ Q.(11)
where,
a(u,v) =
(
K−1u,v
)
and b(u, q) = (∇·u, q) .
We recall that K ∈ (0, 1) is considered an arbitrary but fixed constant. The corresponding coeffi-
cient matrix reads,
(12) A
[
u
p
]
:=
[
K−1 −∇
∇· 0
] [
u
p
]
=
[
f
g
]
.
Below we show that the Brezzi conditions are satisfied uniformly in K in the following spaces for
u and p, respectively:
V = K−1/2L2 ∩H0(div), Q = L2/R+K1/2(H1/R).
In particular, we will establish the existence of an inf-sup condition for b(v, q), for the pair of
spaces V and Q, that is independent of the choice of K ∈ (0, 1). We remark that the below analysis
is similar to [12], although the Sobolev spaces and bilinear forms involved are different. We now
verify all of the requisite Brezzi conditions for (10)–(11). Towards this end let
Z = {u ∈ V | b(u, q) = 0, ∀q ∈ Q}.
Then clearly,
a(z, z) = ‖z‖2
K−1/2L2
= ‖z‖2V, ∀z ∈ Z
and hence coercivity of a(·, ·) over Z is established. Furthermore, the boundedness of a(·, ·) follows
from
a(u,v) = (u,v)K−1/2 ≤ ‖u‖V‖v‖V ∀u,v ∈ V.
The boundedness of b follows from a decomposition argument. Let q = q0 + q1, q0 ∈ L2/R and
q1 ∈ H1/R then
b(v, q) = (∇ · v, q0)− (v,∇q1)
= (∇ · v, q0)−
(
K−1/2v,K1/2∇q1
)
≤ ‖∇ · v‖L2 ‖q0‖L2 + ‖v‖K−1/2L2 ‖∇q1‖K1/2L2
≤
((
K−1v,v
)
+ ‖∇ · v‖2L2
) 1
2
(
‖q0‖2L2 + (K∇q1,∇q1)
) 1
2
.
Taking the infimum over all decompositions of q yields the desired bound.
To establish the uniform inf-sup condition we will demonstrate the existence of a linear operator
SS which satisfies the following properties:
SS ∈ L(Q′,V),(13)
‖SS‖L(Q′,V) is independent of K,(14)
∇·SSg = g, for any g ∈ Q′.(15)
Suppose first that such an operator SS exists satisfying conditions (13)–(15); define the constant
CSS = ‖SS‖L(Q′,V). Under these assumptions the inf-sup condition follows directly. To see this,
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take any p ∈ Q; it follows that:
sup
v∈V
(∇·v, p)
‖v‖
V
≥ sup
g∈Q′
(∇·SSg, p)
‖SSg‖
V
(16)
≥ C−1S sup
g∈Q′
(g, p)
‖g‖Q′
= C−1S ‖p‖Q .
Note that the inf-sup stability constant, above, is independent of K. We now show that such
an operator SS can be realized as the solution of a suitable Poisson problem. Moreover, the K-
independence of the operator norm will follow from a suitable scaling between the primal and mixed
formulations of the problem. Towards this end let g ∈ (H1/R)′ and define φ ∈ H1/R to be the
solution of the homogeneous Neumann problem, i.e.,
(17) (∇φ,∇ψ) = − (g, ψ) , ∀ψ ∈ H1/R.
Now define SS by SSg = ∇φ; then (17) implies
(18) SS ∈ L((H1/R)′,L2).
Furthermore (17), when interpreted in the weak sense, provides the identity (15); that is∇·SSg = g
where ∇· : L2 → (H1/R)′. For a second perspective, for establishing the operator SS, we now
assume that g ∈ L2/R. Consider then a mixed formulation of (10)–(11), with K = 1, given by:
find (r, φ) ∈ H0(div)× L2/R such that
(19)
(r, s) + (∇· s, φ) = 0, ∀s ∈ H0(div)
(∇· r, ψ) = (g, ψ) , ∀ψ ∈ L2/R.
The above problem is classical; as a result of its well-posedness we define SSg = r. It is a
straightforward exercise to establish that, for g ∈ L2/R, the above definition of SSg coincides
with that of (17). Moreover we have that ∇·SSg = g, from the second equation of (19), and
(20) SS ∈ L(L2/R,H0(div)).
The primary observation, then, is that a scaling argument now reveals that SS ∈ L(Q′,V) with
operator norm independent of K. To see this, first scale (18) by K−1/2; i.e. (18) implies
SS ∈ L(K−1/2(H1/R)′ , K−1/2L2).
Combine the above with (20) and use (9) to get
SS ∈ L
(
K−1/2(H1/R)′ ∩ L2/R , K−1/2L2 ∩H0(div)
)
= L(Q′,V),
for any K > 0. Note that in the above we have used (8), and reflexivity, to establish that
Q′ =
(
L2/R+K1/2
(
H1/R
))′
= L2/R ∩K−1/2 (H1/R)′ .
In particular note that the operator norm, of SS, is independent of K; this follows since the
operator norms related to (18), both before and after rescaling, and (20) are independent of K.
We have shown that SS, defined by (18)–(20), satisfies the properties (13)–(15). Thus, the desired
uniform inf-sup condition is established pursuant to the discussion preceding (16).
With a K-uniform stability established, the framework put forth in [13] suggests that an efficient
preconditioner for A can be constructed from preconditioners for the operators realizing the V-
and Q-norm. Preconditioners for the V inner product are well-known, cf. e.g. [2, 9, 11]. For the
Q-norm, we begin by recalling that
(21) ‖q‖2Q = inf
φ∈H1∩L2/R
(
‖q − φ‖+K ‖∇φ‖2
)
,
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where the infimum on the right hand side is attained with φ satisfying
(φ,ψ) +K (∇φ,∇ψ) = (q, ψ) , ∀ψ ∈ H1/R.
That is, φ = (I −K∆)−1q and q − φ = −K∆φ. The Q-norm can then be characterized by
‖q‖2Q = ((−K∆)φ, (I −K∆)φ)
=
(
(−K∆)(I −K∆)−1q, q) .
Thus, the canonical preconditioner BQ : Q′ → Q is given by
BQ =
[
(−K∆)(I −K∆)−1]−1 = I + (−K∆)−1.
Hence, the operator B : V′ ×Q′ → V ×Q defined as
(22) B =
[
(K−1I −∇∇·)−1 0
0 I + (−K∆)−1
]
provides a robust preconditioner for (10)–(11) in the sense that the condition number of BA is
bounded uniformly in K.
4. Discrete Stability and preconditioning
In this section we describe the construction of a preconditioner for discretizations based on Brezzi-
Douglas-Marini (BDM) and Raviart-Thomas (RT) elements [5, 16]. Again we assume K ∈ (0, 1)
is an arbitrary but fixed constant. The discrete approach reflects many aspects of the continuous
setting of section 3. However, due to the discontinuous polynomial nature of the pressure elements,
we first define a discrete H1-norm to establish the Q-norm in the discrete case.
Let Th be a shape regular simplicial mesh defined on the bounded, Lipschitz domain Ω and
let r ≥ 0. Let Vh be the H(div)-conforming discrete space given by either the RT elements of
order r or the BDM elements of order r + 1. Define Qh to be the usual corresponding space of
discontinuous, piecewise polynomials of order r. Consider the discrete mixed Darcy problem given
by: find uh ∈ Vh and ph ∈ Qh such that
a(uh,v) + b(v, ph) = (f ,v), ∀v ∈ Vh,(23)
b(uh, q) = (g, q), ∀q ∈ Qh.(24)
The discrete Qh-norm will be defined in terms of a discrete gradient which is the negative L
2-
adjoint of the ∇· operator on Vh. First, ∇h : Qh → Vh is defined by
(25) (∇hq,v) = − (q,∇·v) .
It is well-known, [6, 7], that with these particular choices of Qh and Vh, there is an h-independent
constant β > 0 such that
(26) sup
v∈Vh
(q,∇·v)
‖v‖
H(div)
≥ β ‖q‖
L2
for every q ∈ Qh. It follows that ∇h is injective and we can define the discrete H1-norm on Qh via
‖q‖1,h = ‖∇hq‖L2 .
We denote the space H1h as the set Qh equipped with the norm ‖·‖1,h and the space L2h as the set
Qh equipped with the usual L
2-norm. With these notations in hand, the discrete analogue of the
Q-norm, given by (21), is defined as
(27) ‖q‖2Qh = infφ∈Qh
(
‖q − φ‖2L2 +K ‖φ‖21,h
)
.
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Defining H0,h(div) and L
2
h analogously to L
2
h, we obtain
Vh = K
−1/2L2h ∩H0,h(div) and Qh = L2h +K1/2H1h,
and it is under these norms that we will show K-robust stability of (23)–(24).
Boundedness and coercivity of a(·, ·) and boundedness of b(·, ·) follows from the same arguments
put forth in section 3. Verifying a K-independent inf-sup condition will therefore conclude the
argument. To accomplish this, a left-inverse of ∇h will be constructed, satisfying appropriate
bounds, allowing for a similar argument to that of section 3 for the operator SS. Let Zh denote
the discrete kernel of the ∇· operator; i.e. the set of vh ∈ Vh for which
(28) (∇·vh, qh) = 0, ∀ qh ∈ Qh
From (26) it follows, [7], that ∇h : Qh → Z⊥h is a linear bijection. Furthermore every v ∈ Vh can
be uniquely decomposed as
(29) v = ∇hr + v˜,
where r ∈ Qh, with ∇hr ∈ Z⊥h , and v˜ ∈ Zh. Since the spaces considered for Vh satisfy the relation
∇·Vh ⊂ Qh it follows that ∇· v˜ = 0, for every v˜ ∈ Zh, and the decomposition (29) is orthogonal
with respect to both the H(div) and L2 inner products.
We now define the lifting operator Θh : Vh → Qh by Θhv = r, according to (29). It is evident
that Θh∇h is the identity operator on Qh and that Θhv˜ = 0 for all v˜ ∈ Zh. Moreover, the inf-sup
condition (26) and the H(div)-orthogonality of (29) implies that
‖Θhv‖ ≤ β−1 sup
w∈Vh
(Θhv,∇·w)
‖w‖
H(div)
= β−1 sup
w∈Vh
(∇hΘhv,w)
‖w‖
H(div)
≤ β−1 sup
w∈Vh
(v,w)
‖w‖
H(div)
= β−1 ‖v‖
H0,h(div)′
,
which means that Θh ∈ L(H0,h(div)′, L2h). From the L2-orthogonality of (29) we also have that
‖Θhv‖1,h ≤ ‖v‖, which implies that Θh ∈ L(L2h,H1h). From these bounds on Θh, together with (9),
we deduce that
(30) Θh ∈ L
(
K1/2L2h +H0,h(div)
′,K1/2H1h + L
2
h
)
= L(V′h, Qh).
Since Θh∇h is the identity on Qh, we get from (30) that for every q ∈ Qh,
‖q‖Qh ≤ C ‖∇hq‖V′h
= C sup
v∈Vh
(q,∇·v)
‖v‖
Vh
,
where C = max(1, β−1) and is thus independent of h.
We now consider the construction of suitable preconditioners for (23)–(24) that are robust in
both K and h. If we define Ah as the coefficient matrix characterizing the left-hand side of (23)–
(24), the above analysis implies that Ah is a homeomorphism from Vh×Qh to its dual. Moreover,
the norms on Ah and its inverse are bounded independently of K and h. Using an argument
analogous to the one we made to define B in section 3, we define the canonical preconditioner
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Bh : V
′
h ×Q′h → Vh ×Qh as
(31) Bh =
[(
K−1Ih −∇h∇·
)−1
0
0 Ih + (−K∇·∇h)−1
]
.
For simplicity, a small liberty has been taken for the notation of Ih in (31). Specifically, Ih in the
top left block of (31) signifies the identity Ih : Vh → Vh while the use of the same symbol in the
bottom right block signifies the identity on Qh; recall that the discrete gradient, ∇h, is defined by
(25).
5. Numerical Experiments
Let Ω be a triangulation of the unit square such that the unit square is first divided in N ×N
squares of length h = 1/N . Each square is then divided into two triangles. Below we will consider
the case of homogeneous Dirichlet conditions for the flux; fluxes will be discretized by zero’th order
RT elements. In addition, we approximate the pressure in the space of piecewise constants and
compute the eigenvalues of the preconditioned system. Order-optimal multilevel methods for both
H(div) and H1 problems are well-known; thus, we consider preconditioners based simply on exact
inversion. It was shown in [17] that the following local −∆h operator is spectrally equivalent to
−∇·∇h for discontinuous Lagrange elements of arbitrary order:
(−∆hp, q) =
∑
T∈Th
∫
T
∇p · ∇q dx+
∑
Ei∈EI
∫
Ei
{{h}}−1 [[p]][[q]] dS +
∑
Ei∈ED
∫
Ei
h−1pq dS ∀p, q ∈ Qh.
Here, Th is a triangulation of the domain Ω; internal faces are signified by the set EI whereas
ED denotes faces at the boundary associated with a pressure Dirichlet condition. Furthermore
{{f}} = 12 (f |T+ + f |T−) and [[f ]] = f |T+ − f |T− are respectively the average and jump value of f
from the two elements T± that share the internal facet. In Table 1 we compare the discrete versions
of the following two preconditioners
B1 =
[
( 1K (I −∇∇·))−1 0
0 (KI)−1
]
,
and
B2 =
[
( 1K I −∇∇·)−1 0
0 (I)−1 + (−K∆)−1
]
.
Table 1 shows that both B1 and B2 yield robust results for any K ∈ (0, 1), but that B1 is usually
somewhat better. This is somewhat surprising since the opposite is the case in simple tests with
random matrices. Numerical experiments (not reported here) confirm that the robust behaviour
applies also to Neumann conditions and BDM elements.
Finally, we, consider a case where a jump is present in the (scalar) coefficient, K, and the
permeability is given by an anisotropic matrix. These cases are not covered by the theoretical
analysis and it is as such interesting to compare the alternative preconditioners. To this end let Ω
be a unit square and
(32) K =
{
1 x < 12
K0 otherwise
, K = Rθdiag(1,K0)R
T
θ ,
where K0 ∈ (0, 1] and Rθ is a matrix of rotation by angle θ. Homogeneous Dirichlet conditions for
the normal flux shall be imposed on the left and right edges. As in the previous experiments we
consider a uniform triangulation of the domain and finite element discretization in terms of zero’th
order RT and piecewise constant elements.
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K
h
2−2 2−3 2−4 2−5
B1
1 1.1 1.1 1.1 1.1
1−2 1.1 1.1 1.1 1.1
1−4 1.1 1.1 1.1 1.1
1−6 1.1 1.1 1.1 1.1
1−8 1.1 1.1 1.1 1.1
B2
1 1.1(2.4) 1.1(1.4) 1.1(1.4) 1.1(1.4)
10−2 2.3(2.3) 2.3(2.3) 2.3(2.3) 2.3(2.3)
10−4 2.9(2.6) 3.1(2.6) 3.1(2.6) 3.0(2.6)
10−6 3.0(2.6) 3.3(2.6) 3.5(2.6) 3.5(2.6)
10−8 3.0(2.6) 3.3(2.6) 3.5(2.6) 3.6(2.6)
K0
h
2−2 2−3 2−4 2−5
1 1.1 1.1 1.1 1.1
1−2 1.1 1.1 1.1 1.1
1−4 1.1 1.1 1.1 1.1
1−6 1.1 1.1 1.1 1.1
1−8 1.1 1.1 1.1 1.1
1 1.1(1.4) 1.1(1.4) 1.1(1.4) 1.1(1.4)
10−2 2.5(2.1) 2.4(2.1) 2.4(2.1) 2.4(2.1)
10−4 3.4(2.6) 3.2(2.6) 3.1(2.6) 3.1(2.6)
10−6 3.4(2.6) 3.5(2.6) 3.4(2.6) 3.4(2.6)
10−8 3.4(2.6) 3.5(2.6) 3.5(2.6) 3.5(2.6)
Table 1. Condition numbers of the operators B1A and B2A. (left) K is constant.
(right) K is discontinuous given by (32). Condition number of using the exact Schur
complement (i.e. not −∆h) is shown in the braces.
Varying the magnitude of the K0 Table 1 shows that both preconditioners are practically unaf-
fected by the presence of the considered discontinuity. We remark that the pressure preconditioner
in the discrete B2 operator is discretized as follows
(−div(K∇hp), q) =
∑
E∈EI
∫
Ei
1
{{h}}
1
{{K−1}} [[p]][[q]]dS +
∑
E∈ED
∫
Ei
K
h
pqdS ∀p, q ∈ Qh.
Note in particular that K is averaged using the harmonic mean. Table 2 shows the condition
numbers of the preconditioned problems with matrix valued permeability. Here the preconditioners
B1 and B2 are generalized as
B1 =
[
(K−1I −∇∇·K−1)−1 0
0 (kI)−1
]
and B2 =
[
(K−1I −∇∇·)−1 0
0 I−1 + (−∇·(k∇))−1
]
with k = 1/
∑
i λi(K)
−1 and λi(K) the i-th eigenvalue of the permeability matrix. The precondi-
tioner B1 is robust with respect to the conditioning of K; in particular the simple scaling of the
pressure mass matrix is sufficient. This stands in contrast to the case of preconditioner B2; here,
the same scaling yields h independent condition numbers only for relatively large K0.
In order to recover the mesh and parameter robustness attributes for B2 we approximate the
operator −∇·(K∇h) as the exact Schur complement of Ah. That is, an exact inverse of K−1Ih on
Vh is used in the construction of the preconditioner; c.f. Table 2. We remark that [15] discussus
a construction based on a diagonalized mass matrix. In particular, for K diagonal, a Jacobi
preconditioner is shown to yield bounds independent of K.
6. Conclusion
In this paper we have introduced a new preconditioner for the Darcy problem and shown that
for K ∈ R+ the preconditioner is stable as K → 0. The preconditioner is of the form
B2 =
[
αA+BTB 0
0 (I + (B(αA)−1BT )−1)−1
]
We have compared it with a simpler approach where a scaling is introduced on the divergence term,
i.e. the preconditioner of the form:
B1 =
[
αA+ αBTB 0
0 1α
]
.
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θ K0
h
2−3 2−4 2−5 2−6
0
1 1.4 1.4 1.4 1.4
10−2 1.4 1.4 1.4 1.4
10−4 1.4 1.4 1.4 1.4
10−6 1.4 1.4 1.4 1.4
10−8 1.4 1.4 1.4 1.4
pi/4
1 1.4 1.4 1.4 1.4
10−2 1.4 1.4 1.4 1.4
10−4 1.4 1.4 1.4 1.4
10−6 1.4 1.4 1.4 1.4
10−8 1.4 1.4 1.4 1.4
θ K0
h
2−3 2−4 2−5
0
1 1.1 (1.1) 1.1 (1.1) 1.1 (1.1)
10−2 3.4 (2.4) 3.4 (2.4) 3.4 (2.4)
10−4 13.3(2.6) 21.0(2.6) 27.7(2.6)
10−6 14.4(2.6) 27.2(2.6) 52.8(2.6)
10−8 14.5(2.6) 27.3(2.6) 53.5(2.6)
pi/4
1 1.1 (1.1) 1.1 (1.1) 1.1 (1.1)
10−2 3.9 (1.9) 4.2 (1.7) 4.3 (1.5)
10−4 11.5 (2.6) 19.3 (2.6) 27.9(2.6)
10−6 12.5 (2.6) 25.0 (2.6) 50.2(2.6)
10−8 12.5 (2.6) 25.1 (2.6) 50.9(2.6)
Table 2. Condition numbers of the operators B1A and B2A with permeability
matrix K in (32). Numbers in parentheses denote the condition number of B2A
when using the exact Schur complement to approximation −∇·(K∇).
The preconditioners were tested with both constant and small permeabilities, i.e. from 10−8 to 1
and permeabilities that contain jumps and anisotropy of similar sizes. Both preconditioners work
well; though B1 appears to result in a smaller condition number. B1 has the advantage of performing
better, directly, in the case of matrix-valued K. However, B2 may be of interest in multi-physics
codes where scaling of the BTB component is not desired; in this case, significantly improved
condition numbers have been observed when using the exact Schur complement to approximate
−∇·(K∇) in the presence of matrix-valued K. That is, in the presence of anisotropy, a crucial
component is a to find a proper local operator representing B(αA)−1BT .
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