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ABSTRACT 
Studying the electronic band structure is necessary to understand the physics behind electron 
transport in devices made of the material under consideration. Graphene has been in the limelight 
of ground breaking research in the recent past and will continue to be in the future, as scientists 
around the world have been giving special attention to this remarkable material in pursuit of 
advancement in the semiconductor device industry by making use of many of its fascinating 
properties. 
Although several different approaches have been proposed for the calculation of the band 
structure, the empirical methods have proven to be more convenient, since one can arrive at a 
reasonable result close to what has been found experimentally without a huge computational trade-
off by varying some relevant parameters. Moreover, a method based on a plane wave basis has 
been found to be extremely compatible with advanced methods for device modeling and simulation 
such as a semi-classical Monte Carlo. The purpose of this study is to extract fitting parameters for 
the calculation of band structure of graphene using the empirical pseudopotential method, which 
can be used for further research, such as theoretical modeling and simulation of graphene-based 
devices. Since various methods have been proposed for the calculation of these pseudopotentials, 
the effect of different pseudopotentials on the band structure of bilayer graphene will also be 
briefly discussed.  
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
When we study electron transport in materials, it is important for us to study the 
variation of their energy within the solid. We know that the energy levels a bound 
particle is allowed to occupy are always discrete, and its variation inside the solid is 
unique to each material. We would like to group these discrete energy levels in 
momentum space to arrive at what has been called the ‘Band Structure’. We will 
achieve this by solving the Schrödinger wave equation in the presence of the periodic 
potential of the lattice. Various methods have been proposed over the years to compute 
Band Structure of electrons. These methods are broadly classified into two categories 
[1]. The first category includes ab-initio methods such as Hartree-Fock and Density 
Functional Theory, where the many-body system is defined at the atomic level and the 
ground state energy is calculated. The second category consists of empirical methods 
such as the k.p method [2], empirical tight-binding [3], and local empirical 
pseudopotential method [5], and non-local Empirical Pseudopotential Method [6]. 
Here, we will use the empirical pseudopotential method [19], which will be described 
in detail in Chapter 2, where we will consider a plane-wave basis and certain fitting 
parameters will be varied to arrive at a result close to the observed experimental data 
from angle resolved photoemission spectroscopy [18]. 
The concept of pseudopotentials was introduced by Fermi to study high-lying 
atomic levels [7] and used later by Hellman [8] to calculate energy levels of alkali 
metals. We will study and compare the effect of two different types of pseudopotentials 
on the band structure. These are the “norm-conserving” pseudopotentials [10-11] and 
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“ultrasoft pseudopotentials” [12-14] from Quantum Espresso [15]. We will also use a 
functional form for the pseudopotential for Carbon given by Kurokawa [16]. 
The pseudopotential is an attempt to replace the complicated effects of the 
motion of the core (i.e. non-valence) electrons of an atom and its nucleus with an 
effective potential, or pseudopotential. Then, the Schrödinger equation contains a 
modified effective potential term instead of the Coulombic potential term for core 
electrons normally found. The pseudopotential is an effective potential constructed to 
replace the atomic all-electron potential (full-potential) such that core states are 
eliminated from the calculations and the valence electrons are described by pseudo-
wavefunctions with significantly fewer nodes. This allows the pseudo-wavefunctions 
to be described with fewer Fourier modes, thus making plane-wave basis sets practical 
to use. In this approach, usually only the chemically active valence electrons are dealt 
with explicitly, while the core electrons are 'frozen', being considered together with the 
nuclei as rigid non-polarizable ion cores that make up the pseudopotential. First-
principles pseudopotentials are derived from an atomic reference state, which requires 
that all pseudo and all electron valence eigenstates have the same energy outside a 
chosen core cut-off radius rc. 
The motivation behind the introduction of the concept of pseudopotentials is the 
sharp reduction in the size of the basis set needed for computing the band structure. 
However, we end up approximating the system by a one-electron picture. We also 
assume that the overlap between the core and valence wavefunction is not significant. 
Pseudopotentials will be described in detail in Chapter 2. 
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Figure 1.1: Comparison of a wavefunction in the Coulomb potential of the nucleus (blue) to the one in 
the pseudopotential (red). The real and pseudo wavefunctions and potentials match above a certain cutoff 
radius, rc. [9] 
 
The material we will be studying is graphene, a two-dimensional allotrope of 
carbon, where the sp2 hybridized atoms are arranged to form a honeycomb lattice, with 
a bond length of 0.142 nanometers, which we will call the lattice constant. The crystal 
structure of Graphene will be explained in Chapter 3, where we will discuss the 
honeycomb lattice and some fabrication techniques. A single sheet of graphene forms 
the basic structure of various other allotropes of carbon, such as carbon nanotubes, 
buckyballs, graphite, charcoal, etc. Graphene has been observed to have many 
extraordinary properties. It is 100 times stronger than steel, is an excellent conductor of 
heat and electricity, and is nearly transparent. Scientists have theorized about graphene 
for decades, forming a theoretical description of its composition, structure and 
properties. 
A story worth mentioning is the isolation of graphene by two scientists, Andre 
Geim and Konstantin Novoselov at the University of Manchester [34], who were 
playing with flakes of graphite in an attempt to investigate its electrical properties when 
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they decided to see if they could make thinner flakes with the help of sticky scotch tape. 
The tape was used to peel off layers of graphite, when they realized that by repeatedly 
sticking and peeling back the scotch tape, they could get down to the thinnest of all 
possible layers, the one atom thick graphene sheet. This was a material with unique and 
immensely interesting properties. Geim and Novoselov [44] found a way to transfer the 
ultra-thin graphene layer from scotch tape to a silicon wafer, the material of 
microprocessors. With this accomplished, they studied many interesting properties, 
including a strange quantum state where electrons appeared to have no mass. They were 
awarded the Nobel Prize in Physics in 2010 for “Groundbreaking experiments 
regarding the two-dimensional material graphene”. 
One of the most useful properties of graphene is that it is a zero-overlap semimetal 
(where both electrons and holes are charge carriers) with very high electrical 
conductivity. We know that carbon has 4 valence electrons, out of which three are 
bound in sigma bonds, leaving one electron in the third dimension that contributes to 
electronic conduction. These highly mobile “pi” electrons are located above and below 
the graphene sheet. The electronic properties of graphene depend on the bonding and 
anti-boding (valence and conduction bands) of these pi-orbitals. 
 
1.2 Need for Band Structure and Pseudopotentials 
Since we are concerned with the study of electron transport, it is important for us to 
study the energy levels that can be occupied by the electrons inside the solid. The band 
structure of a material can be used to predict its electrical and optical properties. 
Accurate knowledge of the band structure is important for further studies and 
simulations of devices made of the material. For example, various full-band Monte 
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Carlo simulations use pseudopotential form factors because they are more convenient 
to use and arrive at reasonably accurate band structures. These are defined by a plane-
wave basis, and the pseudopotential form factors are the Fourier coefficients of the 
pseudopotential. The purpose of our study is to obtain information on the results yielded 
by the different form factors, so that they may be incorporated appropriately in 
simulations for further research.  
It has been observed that electrons behave differently at the six corners of the 
Wigner-Seitz cell of graphene (which are popularly known as Dirac points). It is known 
that for an infinitely large graphene sheet, the valence and conduction bands cross each 
other, and the material behaves like a metal with zero bandgap. The Fermi velocity of 
the electrons at the Dirac point has also observed to be very high. Using the empirical 
pseudopotential method, we would like to study the variation of gaps at various high 
symmetry points and the Fermi velocity for different pseudopotential form factors we 
obtain from Quantum Espresso. 
 
1.3 Advantages of Empirical Pseudopotential Method 
One main advantage of using the empirical pseudopotential method is that we only need 
to consider the valence electrons, since the bound electrons are treated as if they are 
part of a “core”, which is massive and stationary. In essence, we study the effect of the 
core on the valence electrons, which is the combined effect of the nucleus and the bound 
electrons on the valence electrons. 
The effects of the core electrons in a solid was replaced by an effective potential, 
forming the basis for the “pseudopotential”- a concept introduced by Fermi in 1934. 
The empirical pseudopotential method is based on the orthogonalized plane wave 
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(OPW) method introduced by Herring [4], where the crystal wave function is defined 
to be orthogonal to the core states. The crystal wave function is expanded as a linear 
combination of Bloch functions and core states. From the matrix form of the 
Schrödinger wave equation, we know that while the wave function is the eigenvector 
of the Hamiltonian, the energy is its eigenvalue. We form the Hamiltonian unique to 
the graphene system considered and compute the eigenvalues at certain points on the 
momentum space to obtain the band structure. Since we are considering momentum 
space, we can infer that if we ignore the effects of the interactions between the atoms, 
each energy level is a parabola (since E=p2/2m, where p is the momentum and m is the 
mass of the particle). However, the effect of each of the cores present in the system 
opens gaps at points where the parabola cross. We are also aware that the effect of the 
“pseudopotential” depends on the distance from the core to the point under 
consideration in momentum space. So based on the distance from each core, we assign 
empirical values for the potential experienced by an electron at this point. We can vary 
these empirical values around to fit the experimental data. We have also used the results 
for ultrasoft and norm-conserving pseudopotentials from Quantum Expresso and a 
functional form and studied their effects in Chapter 5, where we will look at some 
results and discuss scope for further study in this field. 
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CHAPTER 2 
BAND STRUCTURE AND PSEUDOPOTENTIALS 
2.1 Introduction 
In this chapter, we will discuss the theory and formulation of the empirical 
pseudopotential method [5,6,19] for graphene. First, we will discuss the effect of a 
lattice on free electrons, followed by the muffin-tin pseudopotentials [25] and the cut-
off radius, followed by the single-electron band structure, such as tight-binding method, 
augmented plane wave method [27] and orthogonalized plane wave method [4], which 
will eventually lead to the empirical pseudopotential method. 
  
2.1.1 Free electrons and electrons in a lattice 
Elements exist in nature in various forms, such as atoms, ions, molecules and lattices. 
Carbon has an atomic number 6, making it a non-metallic tetravalent group-14 element. 
We are interested in studying the behavior of electrons in graphene’s honeycomb 
lattice. We are familiar with the expression 𝐸 =
𝑝2
2𝑚
, where E is the energy of an 
electron, p is its momentum and m is its mass. Since momentum is directly proportional 
to the wave vector k, E(k) is parabolic with respect to k. However, this expression holds 
provided the electron under consideration is a “free electron” not under any external 
potential. In the presence of a periodic lattice, the electron is subjected to a periodic 
potential caused by the atoms in the lattice that distorts the parabolic variation of energy 
with respect to the wave vector.  This leads to what has been called the “Band structure”, 
which we intend to study. 
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There have been many methods and approximations that have been used to 
study effect to the atoms in the lattice on the electrons that have led to the empirical 
pseudopotential method. We will discuss the muffin tin approximation [25] in the next 
section. 
 
2.1.2 Muffin-tin approximation 
This is an approximation proposed by John C. Slater [25] that makes a compromise 
between accuracy and efficiency in order to tackle the expensive nature of 
computational problems. The effective potential is represented by spherically 
symmetric potentials in the region around the atomic nuclei called the muffin-tin region 
and a constant potential in the interstitial region. The muffin-tin region is spherical 
around the nucleus with a radius ro called the core radius. Wavefunctions are created 
by matching the solutions for the Schrödinger wave equation within the muffin-tin 
region with plane wave solutions in the interstitial region. This forms the basis for the 
augmented plane wave method [27], which we will discuss in the upcoming sections. 
Figure 2.1 depicts the muffin-tin regions and the interstitial region for a system of four 
atoms. The nucleus of each ion in the lattice is situated at the center of each solid circle. 
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.  
Fig 2.1 Pictorial depiction of muffin-tin regions and interstitial region [28] 
 
2.2 Single electron band structure 
In this section, we will discuss various methods used for calculating the single-electron 
band structure of a crystal. Here, we do not consider the electron-electron interaction in 
the crystal, which becomes more complicated due to various reasons such as the non-
periodic nature of the potential due to electron-electron interactions, the difficulty in 
computing the wave function for every single electron in the system, etc. The electron-
electron interaction is assumed to be much weaker than the electron-ion interaction and 
can be ignored because electrons with parallel spins tend to stay away from each other 
due to Coulomb repulsion in order to have the least energy in the system. In the 
upcoming sub-sections, we will discuss various methods that have been used. We will 
start with the tight binding method and then discuss augmented plane wave, 
orthogonalized plane wave and pseudopotentials. 
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2.2.1 Tight-Binding method 
In this model [3], we assume that the ionic potential is so strong that when an electron 
travels close to the ion, it is “captured” by it and stays captured for a long period of time 
before tunneling out and being captured by the next ion. When the electron is 
“captured” or tightly bound to an ion, it orbits around the ion and its state function is 
that of an atomic orbital. First, we construct a wavefunction from the linear combination 
of atomic orbitals, 
( ) ( ),nk kj n j
j
r c r r      (2.1) 
where 
.1
,j
ik r
kjc e
N
  where N is the normalization factor. We may note here that the 
wavefunction constructed is also a Bloch function. Plugging this into the Schrödinger 
equation, we get 
   
2
2
2
8
( ) ( ( )) ( ) ( ), ( ) ( ) ( ),hbk bk bk bk bn nkm
n
H r V r r r where r k r

                (2.2) 
where b is the band index, n labels the atomic orbitals and ( )bn k  are the coefficients 
we solve for. 
We express this in matrix notation and solve for eigenvalues of the Hamiltonian. 
After we “block-diagonalize” it, an element for a specific k is of the form 
1 1
( ) ( )n m n j
m j
r r H r r
N N
    .  (2.3)  
The sum over m and j are over the entire lattice. By solving for the eigenvalues, we 
obtain the electronic band structure of the crystal. 
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2.2.2 Augmented plane wave model [27] 
This method was developed by Slater in 1937 and uses the muffin-tin approximation. 
As we mentioned earlier in this chapter, the effective crystal potential is assumed to be 
constant in the interstitial region between the individual ions. The wavefunction for the 
wave vector k is taken to be 
 
𝜓(𝑟) = {
𝑎𝑡𝑜𝑚𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, |𝑟 − 𝑅| < 𝑟𝑜
𝑒𝑖𝑘.𝑟 , |𝑟 − 𝑅| ≥ 𝑟𝑜
. 
 
(2.4) 
The wavefunction outside the core is a plane wave because the potential is constant 
there. The wavefunction inside the core is calculated by solving the appropriate free-
atom Schrödinger wave equation. The boundary condition here is that the atomic 
function has to be chosen such that it joins continuously to the plane wave at the surface 
of the muffin-tin sphere. 
 
2.2.3 Orthogonalized plane wave method 
This method is due to Herring, 1940 [4]. Here, the valence states of the electron are 
built orthogonal to the core states. The core states are generally taken from tight binding 
calculations using atomic orbitals. Let us see how the orthogonalized plane wave states 
are constructed with respect to the core states. 
,OPWk K c c
c
K k k K           (2.5) 
where c are core wavefunctions and 
OPW are orthogonalized plane wavefunctions and 
the sum runs over all core states. 
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The orthogonalized plane wavefunctions satisfy the Schrödinger equation with 
the potential 
    ( ) .OPW c c c
c
V V          (2.6) 
The orthogonalized plane wave technique forms the basis for the pseudopotential 
approach, which we are interested in. We will give a brief description of what 
pseudopotentials are in the next sub-section and proceed to explain our method in the 
subsequent sections. 
 
2.2.4 Pseudopotentials 
The fundamental idea of the pseudopotential [23] is to replace the coulomb potential 
due to the nucleus and core states by an effective ionic potential acting on the valence 
electrons. It replaces the atomic all-electron potential with an effective potential such 
that the core states no longer exist and the valence states are represented by a pseudo-
wavefunction that can be described with fewer Fourier modes, thus reducing the 
computational expense with the use of a plane wave basis. In this approach, we are 
concerned with only the valence electrons, while the core electrons are considered 
“frozen”, the effects of which are accounted for within the pseudopotential. First 
principle pseudopotentials are calculated from an atomic reference state, and the pseudo 
and all-electron valence eigenstates have the same density outside a cut-off radius rc. 
Pseudopotentials with larger cut-off radius converge more rapidly, but are less accurate. 
The main advantage of using pseudopotentials is that the size of the basis set is 
considerably reduced, making it computationally inexpensive. We can reduce the 
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system to a one-electron picture that simplifies the process and we can include many 
other effects, such as spin-orbit interaction and relativistic effects.  
Many methods have been proposed for computing the pseudopotentials over the 
years, such as norm-conserving pseudopotentials [10,11], ultrasoft pseudopotentials 
[12,13,14], etc. We have used fitting parameters to account for the pseudopotential, that 
is, an empirical method for our study, which we will discuss later in this chapter. 
In the next section, we go beyond Hartree and briefly discuss a few key concepts 
from “Density Functional Theory (DFT)” that are important in understanding the 
concept of pseudopotentials. 
 
2.3 Introduction to Density Functional Theory 
Density Functional Theory (DFT) [24] focuses on the charge density of the system as 
the most relevant physical quantity. Its computational simplicity and the vast success 
in describing the electronic properties of materials have made it a common first-
principles tool for predicting the properties of materials. We will briefly go through the 
“Hohenberg-Kohn theorem” [20], “Kohn-Sham equations”[22], “Local density 
approximation” [31] and the infamous “Bandgap problem” [31] in an attempt to gain 
some understanding of the concept of pseudopotentials. 
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2.3.1 Hohenberg-Kohn Theorem [20,29] 
In a system of N interacting electrons under an external potential V(r), if the system has 
a non-degenerate ground state, one would guess that there is only one ground-state 
charge density n(r) that corresponds to a given V(r). However, in 1964, Hohenberg and 
Kohn demonstrated the contrary, that there is only one external potential V(r) that yields 
a given ground-state electron density n(r) [20,29]. 
To prove this, let us consider a many-electron Hamiltonian H=T+U+V, with 
ground state wavefunction ψ. T is the kinetic energy, U is the electron-electron 
interaction and V is the external potential. The charge density can be defined as 
2
2 3 2( ) ( , , ,..., ... .N Nn r N r r r r dr dr     (2.7) 
We now consider a different Hamiltonian H`=T+U+V` with ground state wavefunction 
ψ`. Assuming the ground state charge densities are the same, 
` ` ' ` ` ,E H H H V V            (2.8) 
that is,  
` ( ( ) `( )) ( ) .E E V r V r n r dr      (2.9) 
This inequality holds because ψ and ψ` are eigenstates of different Hamiltonians. By 
reversing the two sets of quantities, we arrive at an absurd result, thus proving the 
theorem by reductio ad absurdum. 
A consequence of this theorem is that the ground state energy E is uniquely 
determined by the ground state charge density. That is, E is a functional of n(r). 
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   ( ) ( ) ( ) ( )E n r T U V F n r n r V r dr       . (2.10) 
F[n(r)] is a universal functional of charge density n(r) for which the variational 
principle that the ground-state energy is minimized by the ground-state charge density 
holds. 
 
2.3.2 Kohn-Sham Equations 
In order to obtain the orbitals that give the ground state energy of a system, we utilize 
the Hohenberg-Kohn theorems [20] to minimize the total energy with respect to the 
orbitals. 
 
* * *
( )
( )
( ) ( ) ( ) ( ) ( ) ( )
e s ext Hartree xc
i i
i i i
E T E E E n r
r
r r n r n r n r r
     
 
     
 
     
 
  (2.11) 
and 
 
2 [ ]1 ( ')( ) ( ) ' [ ] ( ) ( ) ( ).
2 ' ( )
xc
i ext xc i i i
nn r
r V r dr n n r r r
r r n r

    

 
       
 
  (2.12) 
We can see that both these equations both these equations resemble the Schrödinger 
equation 
 ˆ[ ] ( ) ( ).eff i i iT V r r      (2.13) 
The difference is that Veff, which is the sum of VH, Vxc and Vext is dependent of the 
density, and thus, on the orbitals. Thus, any change in the orbitals affects the potential 
on which they depend. This problem is solved by self consistently solving the Kohn-
Sham equations. 
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The sum of the Kohn-Sham eigenvalues can be obtained by premultiplying equation 
(2.69) by 
*( )i r , integrating over space and summing over i. The result thus obtained 
is, 
 
2
( ) ( ')
( ) ' ( ) ( ( ))
'
( ) .
i s ext ext
xc
n r n r
T drn r V drdr drn r n r
r r
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  (2.14) 
This differs from the total energy functional derived previously by 
 
21[ ] ( ) .
2
xc
i tot H
i
E E n E drn r
n



        (2.15) 
Thus, the eigenvalues do not yield accurate results for the energy [32]. Fascinatingly 
though, the Kohn-Sham equations [22] are proven to yield quite accurate descriptions 
of band structures and bonding characters. 
 
2.3.3 Local Density Approximation (LDA) 
The local density approximation [31] is an approximation to the exchange correlation 
energy functional in DFT that depend on the electronic density at each point in space. 
For a spin-unpolarized system, the LDA for the exchange correlation energy is written 
as 
  ( ) ( ) ,LDAxc xcE n n r n dr     (2.16) 
where n is the electronic density, εxc the exchange correlation energy per particle 
corresponding to the charge density n, which is a linear combination of exchange and 
correlation energy, 
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.xc x c        (2.17) 
2.3.4 The Bandgap problem 
If one electron in state v  is removed from the system,  
1 .N N vE E      (2.18) 
If one electron is added to the system in the state c,  
1 .N N cE E       (2.19) 
The bandgap is defined as the difference [31]  
1 1 2 .g c v N N NE E E E          (2.20)  
In DFT, the conduction band electron energies are not accurate because the 
Kohn-Sham equations fail to accurately reproduce the bandgaps in solids. This problem 
is also present in the LDA and is common to Hartree-Fock with Slater’s approximation 
to local exchange.  
This “bandgap problem” [31] is believed to be caused by the dependence of the 
exact energy functional upon the number of electrons, which the approximate 
functionals have been unable to reproduce. 
 
2.4 Empirical Approaches 
Although the various approximations that have been used for calculating the effective 
potential experienced by an electron in the lattice simplify and reduce the computational 
expense, most of them yield considerable offsets when compared with experimental 
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data from methods such as “Angle resolved photoemission spectroscopy (ARPES) 
[18]”. In order to tackle this issue, various “empirical” methods have been used that use 
fitting parameters that can be varied to arrive at results that suit our interests. These 
methods are especially useful when the results are used for simulating semiconductor 
devices that are aimed to be as realistic as possible. We will discuss the semi-empirical 
tight binding method briefly and then proceed to discuss the empirical pseudopotential 
method in detail. 
 
2.4.1 Semi-empirical tight binding method 
This method is due to Slater and Koster (1954) [51], where the Hamiltonian is 
simplified and parameterized before the calculation. The calculation is done in two 
steps, where we first calculate the “electronic part” using Hψ = Eψ, and then the 
“repulsive terms” are added to compute the total energy. Sutton et al. (1988) showed 
that the total energy can be split into a band structure term and a sum of pair-like terms. 
A basis set consisting of atomic-like orbitals for each atom in the system is first defined 
and then the Hamiltonian is parametrized in terms of interactions between orbitals. 
Generally, the orbitals are assumed to be orthogonal and interaction between orbitals 
are allowed to be non-zero only within a certain distance, because 3 point integrals (and 
higher) are ignored. In the next sub-section, we will discuss the formulation of the 
empirical pseudopotential method which is of interest to us. 
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2.4.2 Empirical Pseudopotential Method 
In this sub-section, we will discuss the theory and implementation of Empirical 
Pseudopotential Method (EPM) [5,6,7,8,19,26], which we will use to calculate the band 
structure of graphene, the results for which will be discussed in the fourth chapter. 
We shall now briefly discuss Orthogonalized Plane Wave technique due to 
Herring [4,49] again, since it forms the basis of the Empirical Pseudopotential Method. 
We consider a core radius for each atom, outside which no potential is used. This is 
accomplished by using a plane wave basis for the wave function, which is constructed 
orthogonal to the core states. The OPW wave function is given by 
 
,
, ,OPW
t j
t j t j  k k ,  (2.21) 
where the overlap of the plane wave with the core wavefunction is 
 
* 31, ( ) it jt j e d
 


k r
k r r r .  (2.22) 
The volume over which the wave function is defined is denoted by Ω. We will use the 
following notation for the projection operator over the set of core states in future 
discussions- 
 
,
, ,
t j
t j t j P .  (2.23) 
Equation (2.21) now becomes 
  1OPW P   k   (2.24) 
and the set of Orthogonalized plane waves can be expressed as 
  1k ka P  
k
k .  (2.25) 
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We would like to use these wavefunctions to find a solution of the Schrödinger 
equation. We define the plane wave sum as a pseudo wave function ϕ, 
 ka 
k
k .  (2.26) 
The projection operator outside the core region is by definition zero, and the total wave 
function can be expressed as 
   01 ,     ,k P r r       (2.27) 
where r0 is the radius of the core region. Substituting this in the Schrödinger equation, 
we get 
      
2
2
0
1 ( ) 1 1
2
P V r P E P
m
         ,  (2.28) 
which can be expanded to yield 
 
2 2
2 2
0 0
( ) ( ) .
2 2
V r P V r P EP E
m m
               (2.29) 
 We now define the pseudopotential as 
 
2
2
0
( ) ( ) ( ) ,
2
W r V r V r P EP
m
 
 
     
 
  (2.30) 
where the pseudo wave functions can satisfy the relation 
 
2
2
0
( ) .
2
W r E
m
        (2.31) 
We can write the pseudopotential that is smoothed in the core region by its interaction 
with the core wave functions in the form 
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  (2.32) 
 
2.4.2.1 Local Pseudopotentials 
The modified version of the Schrödinger equation can be incorporated self consistently 
with a Poisson solver after determining charge densities and iterated as an ab initio 
approach [50], but this approach cannot treat the excited states of the conduction band 
effectively. Hence, we will use an empirical method to adjust the pseudopotential 
values to fit experimental measurements of high-symmetry points in the Brillouin zone 
[5,52-56]. This approach is known as the empirical pseudopotential method (EPM). 
Since the plane wave basis moves everything into the momentum representation, which 
is essentially the Fourier transform space, we are interested in the Fourier transform of 
the pseudopotential.  
Around a particular atom at site rj, the potential can be written as 
 
( )
( ) ( ) j
i
j jW V e
 
 
G r r
G
r r G .  (2.33) 
The reciprocal transform yields 
 ( ) 3
1
( ) ( )j
i
j jV e W d
  
 
 
G r r
G r r r .  (2.34) 
Ω is the atomic volume. The reciprocal lattice vectors of the crystal are represented by 
G. Now, we can work with the Honeycomb lattice of Graphene. Here, the mid-point 
between two atoms is taken to be the origin. Thus, equation (2.33) takes the form 
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W W V e V e e   
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     G τ G τ G r
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r r G G ,  (2.35) 
where  
  0 0,1 .
2
a
    (2.36) 
a0 is the lattice constant of the honeycomb lattice. Now, we define the symmetric and 
anti-symmetric potentials as 
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Hence, 
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  (2.38) 
Since all the atoms in the honeycomb lattice of graphene are made up of Carbon, V1=V2. 
This sets the antisymmetric component of the pseudopotential, VA(G) to zero. 
Using these results, we modify equation (2.35) as 
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  (2.39) 
Now, we go back to the Schrödinger wave equation and develop its matrix 
representation. At a particular momentum k, the wave functions within the first 
Brillouin zone assume the form 
 .c  G
G
k k G   (2.40) 
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This modifies equation (2.31) as 
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Premultiplying by the adjoint state given by 
 ,k G   (2.42) 
equation (2.41) becomes 
 
2
2
0
( ) ( ) 0.
2
c E W r
m
 
   
       
   
 G GG
G
k G k G k G   (2.43) 
The Hamiltonian matrix is of the form described above (without the E component), with 
the first term in the summation (and a scalar value from the second term which we will 
discuss below) corresponding to the diagonal elements and the second term 
corresponding to the off-diagonal elements. We will calculate the eigenvalues of this 
matrix to compute the energy, which becomes the electronic band structure when we 
sweep over a range of k values. 
It can be seen that without the second term, the Hamiltonian will essentially be 
a diagonal matrix, and we know that the eigenvalues of a diagonal matrix are the 
diagonal elements themselves. These elements have a square term, which tells us that 
they are parabolic in nature. This leads us to believe that the energy levels vary 
parabolically without the presence of the off-diagonal elements, which is exactly what 
we expect in the absence of the lattice interactions. The off diagonal elements can be 
calculated as 
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  (2.44) 
We thus choose the Fourier coefficient corresponding to the distance between G and 
G` as the off-diagonal elements. However, when G=G`, Vc(0) is a scalar term that 
corresponds to an energy shift in the overall spectrum, which is chosen such that the 
top of the valence band lies at E=0. 
As we can see, equation (2.43) requires infinite reciprocal lattice vectors for an 
exact solution, which is unrealistic. We thus use a large enough set of reciprocal lattice 
vectors that will result in a reasonably accurate convergence. I have used 54 reciprocal 
lattice vectors in each 2 dimensional plane of the honeycomb structure, and we will see 
in the next chapter that this yields reasonably accurate results. The magnitude of (G-
G’)2 that are relevant take values of 1/n, 4, (4n+1)/n 12,(12n+1)/n 16, (16n+1)/n, where 
n is the ratio of the lattice constant to the distance between two layers. Typically, values 
of Fourier components for (G-G’)2>16 do not have a great impact on the band structure.
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CHAPTER 3 
GRAPHENE 
 
3.1 Introduction 
Study of the electrical properties of Graphene [30] is a rapidly growing field in today’s 
condensed matter physics. Graphene is the first pure 2D crystal to be observed in nature. 
This is very fascinating as we may recall the Mermin-Wagner theorem [33], which 
states that continuous symmetries cannot be spontaneously broken at finite 
temperatures in systems with sufficiently short-ranged interactions in dimensions d ≤ 
2. Graphene is also an ideal candidate for the study of quantum-field theoretical models, 
since the electrons follow a relativistic behavior and can be regarded as massless 
charged fermions in 2D space. 
One of the first publications in this field was in 2004 by the Manchester group 
led by Andre Geim [34] that showed the possibility of an electric field effect in 
graphene, that is, the possibility to control carrier density in the graphene sheet by 
applying a simple gate voltage. This may be attributed to the pi-electrons in graphene, 
which carry most of the current in a device. In order to understand the electronic 
behavior, it is important to understand the sp2 hybridization in graphene and study the 
band structure of electrons, where we express energy in terms of wave vector. 
Calculating the band structure will be the first step towards simulating electron 
transport in devices. In this section, we will briefly discuss the electronic and physical 
properties of graphene. We described the method we use to compute the band structure 
in Chapter-2, which will be extended to the specific case of graphene. We will describe 
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our algorithm in Chapter-4. Fig 3.1 [58] shows that there has been a steep rise in the 
study of graphene over a period of ten years, between 2004 and 2013. 
 
Fig 3.1: Scholarly output (articles only) between 2004-13 with ‘graphene’ in the title [58]. 
3.2 Hybridization in Carbon 
Carbon is the sixth element in the periodic table, whose atom is built of 6 protons, N 
neutrons and 6 electrons. N=6 and 7 form the two stable isotopes 12C and 13C 
respectively and N=8 forms the radioactive 14C. It is the elementary building block of 
all organic matter on earth and is responsible for almost all life on the planet. The 
isotope 12C with a nuclear spin S=0 is the most common isotope of carbon, comprising 
99% of all carbon atoms found in nature and 13C with a nuclear spin S=1/2 constitutes 
the remaining 1%. The radioactive isotope 14C β-decays into 14N and we find only traces 
of it in nature (10-12 of all Carbon atoms). Although 14C may be rare, it is very important 
in the study of historical dating (radiocarbon dating) due to its half life of 5700 years 
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that corresponds to a convenient time scale in the study of human history. Measuring 
the 14C concentration of an organic material allows us to trace its biological activity up 
to 80,000 years in history. 
In the atomic ground state, the six electrons occupy the states 1s2,2s2, and 2p2, 
where two electrons occupy the first shell 1s which is close to the nucleus and is not 
important in the study of atomic interactions, since it does not partake in bonding. the 
remaining four electrons occupy the outer shell of 2s and 2p and bond with neighboring 
atoms if conditions are favorable. Since the three 2p orbitals (2px, 2py, and 2pz) are 
about 4eV higher than the 2s orbital, it is energetically favorable for two electrons to 
occupy the 2s orbital and the remaining two electrons to occupy the 2p orbitals. 
However, if the interaction with a nearby atom is favorable and the gain in energy from 
the chemical bond formed is larger than 4eV, one electron from the 2s orbital may get 
excited into the 2p orbitals in order to form the covalent bond. The ground state and 
excited state are depicted in Fig 3.2. 
 
Fig 3.2: Electronic configurations of ground state (left) and excited state (right). 
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3.2.1 sp1 Hybridization in Carbon 
In sp1 (or sp) Hybridization, the 2s  state mixes with the 2p orbitals. For 
example, let us consider the 2 xp  state. The new state is obtained from the symmetric 
and antisymmetric combinations, 
 
1 1
( 2 2 ), ( 2 2 )
2 2
x xsp s p sp s p     . (3.1) 
The other states, namely 2 yp  and 2 zp  remain unaffected by this superposition. The 
electronic density of the hybridized orbitals formed is elongated in the +x and –x 
directions for the sp  and sp  states respectively. This hybridization plays a crucial 
role where the sp-hybridized orbitals formed are required to form a strong covalent 
bond (σ-bond) and the remaining two 2p orbitals interact in the form of weak π-bonds. 
Acetylene, the chemical formula for which is H C C H    is one such example. 
We will see that in the sp2 hybridization which is observed in graphene, the 2 zp  state 
forms a π-bond and remains unaffected by the covalent bonds (σ-bonds) formed by the 
rest of the states formed by superposition of the 2s , 2 xp  and 2 yp  states. The 
electrons in the π-bonds formed by the 2 zp  states constitute the major current in 
graphene based devices and move about in the region above and below the 2D graphene 
sheet. Fig 3.3 (a) and (b) show the schematic view of sp hybridization. 
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Fig 3.3: (a) Electronic densities in 2s  and 2 xp  states, and the formation of sp  and sp  
states; (b) σ-bond in acetylene molecule. 
 
3.2.2 sp2 Hybridization in Carbon  
In sp2 hybridization, the superposition takes place between the 2s and two 2p orbitals. 
We consider the 2s , 2 xp  and 2 yp  states and obtain the planar sp
2-hybridized states 
given by 
 
2
1
2
2
2
3
1 2
2 2 ,
33
1 2 3 1
2 2 2 ,
3 2 23
1 2 3 1
2 2 2 ,
3 2 23
y
x y
x y
sp s p
sp s p p
sp s p p
 
 
    
 
 
     
 
  (3.2) 
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where 2 2 21 2 3,sp sp and sp  denote the three states that arise due to the superposition. 
These orbitals are in the xy plane and have a mutual inclination of 120o with each other. 
One example of sp2 hybridization, other than graphene, is the benzene molecule, which 
was analyzed by August Kekule in 1865 [35,36]. The molecule consists of a hexagon 
with carbon atoms at the corners forming σ-bonds with other carbon atoms, and a σ-
bond with a hydrogen atom outside the hexagon. Apart from the six σ-bonds, the 2pz 
orbitals form three π-bonds, resulting in double bonds that alternate with the σ-bonds 
forming the hexagon. Since a double bond is stronger than a single bond, we may expect 
the structure to be unstable. A C=C double bond has a distance of 0.135nm and a C-C 
single bond has a distance of 0.147nm. However, the distance between the carbon atoms 
is found to be 0.142nm, which is close to the average of a single and a double bond. 
This was explained by Linus Pauling in 1931 within a quantum mechanical treatment 
of benzene [37]. The ground state is the superposition of the two configurations of the 
double bonds. That is, the bond between two carbon atoms in the benzene ring exhibits 
both the properties of a single and a double bond. The two configurations of alternate 
double bonds are called canonical structures, and together get superimposed on each 
other to form ‘pseudo’ double bonds, as depicted in Fig 3.4, leading to a structure 
similar to a snake catching its tail. We may note that the lattice constant in graphene is 
the same as the observed distance between carbon atoms in benzene, which is 0.142nm. 
However, an infinite sheet of graphene does not have carbon atoms that bond with 
hydrogen molecules that result in a benzene-like configuration. This may be observed 
in graphene nanoribbons, where the carbon atoms at the edges may bond with hydrogen 
atoms. We will describe the crystal structure of graphene in the upcoming section. 
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Fig 3.4: (a) Schematic depiction of the sp2 hybridization; (b) Benzene Molecule (C6H6); (c) Ground 
state of the Benzene ring as a superposition of the two configurations; (d) Graphene structure, where 
the Carbon atoms at the neighboring hexagons replace the Hydrogen atoms in the Benzene ring to form 
the σ-bonds. 
The hexagonal sheet of graphene is the basic constituent of any graphitic 
compound. It is very similar to the benzene structure, except that the hydrogen atoms 
are replaced by the carbon atoms in the neighboring hexagons to form the σ-bond [43]. 
Although this has always been the case, research on the graphene sheet has always been 
on the theoretical level and experimental measurements have only been possible after 
2004. The longest known allotrope of graphene is 3D graphite, which was discovered 
in a mine near Borrowdale, Cumbria, England in the 16th century. Since it was dark and 
soft, graphite was thought of as a special type of lead. This error propagates to the 
present in the term “lead pencil”, and the German term for pencil, “bleistift”, “Blei” 
being the German name for lead. The Swedish-German pharmacist, Carl Wilhelm 
Scheele discovered in the middle of the 18th century that graphite was composed of 
carbon, and the German chemist Abraham Gottlob Werner coined the term “graphite” 
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in 1789, which was derived from the Greek word ‘γραφειν’ (graphein), which means 
‘to draw’. 
Graphite is formed when multiple layers of graphene are stacked one on top of 
another, and these are kept together by a weak van der waals interaction. This is why 
when one rubs a piece of graphite across a paper, the graphene sheets at the surface get 
exfoliated and stick to the surface of the paper. 
Robert Curl, Harold Kroto and Richard Smalley [38] discovered zero 
dimensional allotropes of graphene (fullerenes) in 1985. C60, which is in the form of a 
soccer ball (also called buckyball or buckminsterfullerene) is a well-known allotrope 
of this kind. It is formed when some of the hexagons in the graphene sheet are replaced 
by pentagons, causing the sheet to curl in, giving it a spherical structure. Japanese 
theoretician Eiki Ozawa [39] predicted their existence in 1970. 
1D allotropes, called carbon nanotubes are formed by rolling up graphene 
sheets. They may be single walled or multi walled, depending upon the number of 
sheets rolled up together. This discovery, although attributed to Sumio Ijiama [40] in 
1991, has invoked doubts, owing to papers published by material scientists [41] prior 
to 1991, such as the 1952 publication by Soviet scientists Raduskevich and 
Lukyanovich [42] that contained a transmission electron microscope image showing 
Carbon nanotubes. Fig 3.5 shows graphite, Buckminsterfullere and carbon nanotubes, 
which are graphitic allotropes that have been found in nature. 
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Fig 3.5: (a) Piece of Graphite found in nature; (b) Structure of Graphite; (c) Structure of a C60 
Buckyball molecule; (d) Structure of a Carbon nanotube; (e) Optical image of a Carbon nanotube. 
 
3.3 Crystal Structure of Graphene 
The Carbon atoms in graphene form a honeycomb lattice due to their sp2 hybridization. 
Since two neighboring sites are not equivalent, the honeycomb lattice is not a Bravais 
lattice. As illustrated in Fig 3.6, sub lattices A and B atoms each sit at corners of a 
triangle, and the honeycomb lattice can be visualized as a non-rectangular 
parallelepiped Bravais lattice with a two-atom basis (A and B). The distance between 
two carbon atoms forming a σ-bond is 0.142nm, which is the same as in benzene and 
roughly the average between single bond (C-C) and double bond (C=C). 
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Fig 3.6: (a) The Honeycomb Lattice; (b) The Reciprocal Lattice 
In Fig 3.6 (a), the vectors δ1, δ2 and δ3 connect the carbon atoms that share a 
covalent bond, separated by a distance of a = 0.142nm, where “a” is the lattice constant. 
Vectors 1 2a and a  are the basis vectors of the triangular Bravais lattice. Panel (b) shows 
the reciprocal lattice of the triangular lattice, whose primitive lattice vectors are 
and* *1 2a a .  The hexagon that is shaded has the same area as the first Brillouin zone, 
and corresponds to the shaded region and  , K, K’, M, M’ and M’’ are the high 
symmetry points. In fact, K and K’ are inequivalent crystallographic points, although 
they are connected by mirror symmetry in the actual Brillouin zone. The darker part of 
the shaded region has been defined such that no points are counted twice. Strictly 
speaking, the Wigner-Seitz cell can thus be regarded as the darker part of the shaded 
region.  
The three vectors that connect the carbon atoms are given by 
    1 2 3ˆ ˆ ˆ ˆ ˆ3 , 3 ,
2 2
a a
x y x y ax        .  (3.3) 
The lattice vectors defining the triangular Bravais lattice are given by 
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  3ˆ ˆ ˆ3 3 .
2
a
ax and x y  1 2a a   (3.4) 
We now note that 1 2 3a a a  = 0.24nm. The area of the unit cell, Auc = 
2
1 3
2
a
 = 
0.051nm2. Thus, the density of carbon atoms, nc = 2/Auc = 39nm
-2 = 3.9*1015cm-2. Since 
there is one π-electron per carbon atom that is not involved in a covalent σ-bond, the 
valence electron density is the same as the density of Carbon atoms. That is, 
 
15 23.9 10 .Cn n cm
     (3.5) 
However, this density is not the same as the carrier density in graphene. 
The reciprocal lattice defined with respect to the triangular Bravais lattice is 
spanned by the vectors 
 
ˆ2 4
ˆ ˆ.
33 3
y
x and x
aa
  
   
 
* *
1 2a a   (3.6) 
All sites in the reciprocal lattice represent equivalent wave vectors. Any vibrational 
lattice excitation or an electronic wave packet propagating on the lattice with a wave 
vector differing by a reciprocal lattice vector essentially has the same phase due to the 
relation  
 2 ij
*
i ja .a   (3.7) 
The first Brillouin zone represents a set of inequivalent points in the reciprocal space, 
where the six corners of the reciprocal lattice are represented by two sets of inequivalent 
points K and K’, which are given by 
 
2 2 2 1
`
3 33 3
K x and K x y
a a
    
      
   
  (3.8) 
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The other two important high symmetry points are  
 
2 3 1
0,
3 2 2
and M x y
a
  
     
 
. (3.9) 
 
3.4 Fabrication of Graphene 
In this section, we shall briefly discuss two techniques used to fabricate Graphene, 
namely exfoliation of graphene from bulk graphite and graphitization of epitaxially 
grown SiC crystals. 
 
3.4.1 Exfoliated Graphene 
This technique was developed by the Manchester group and consists of peeling layers 
of graphene from bulk graphite [44]. We have noticed in the past that graphite has 
interesting properties, that is, when rubbed against a surface, a few layers of graphene 
stick to it- the density of which depends upon the force we provide.  This property of 
graphite results from the weak Van der Waals force that binds the individual layers of 
graphene to form the bulk material. Samples of graphene can be prepared by peeling a 
piece of graphite on thin folded scotch tape. The graphite flakes become thinner and 
thinner each time the tape is peeled away. The tape with the thin graphene sheets stuck 
to it resulting from several iterations of peeling away is glued to a silicon dioxide (SiO2) 
substrate prepared by surface etch that is a mix of hydrochloric acid and hydrogen 
peroxide. When the scotch tape is peeled away, the graphene sheets remain on the 
substrate. Atomic force microscopy (AFM) is generally used to identify single sheets 
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of graphene deposited randomly on the substrate. However, AFM scanning capacity is 
limited to a very small area, and one needs to make an educated guess regarding which 
area of the substrate has the highest probability of having a monolayer of graphene. The 
Manchester group [44] had used a 300nm SiO2 substrate, since it was found to yield 
sufficient optical contrast so that they could locate areas with high probabilities of 
monolayers by optical means. Raman Scattering [59] is also used to determine the 
number of layers. 
 
Fig 3.7: Graphene-SiO2-Si back gate system, which is a capacitor whose charge density can be controlled 
by a gate voltage.  
The 300nm thick insulating layer of silicon dioxide is on top of a positively 
doped metallic silicon substrate that acts as a back gate. This system has a capacitance 
defined by 
 0 ,
g
AQ
C
V d
 
    (3.10) 
  
38 
 
where A is the total surface area, Vg is the gate voltage, and the capacitor charge Q = 
en2DA. The thickness of the insulating layer, d = 300nm and the dielectric constant of 
SiO2 is 3.7. The 2D carrier density is given by 
 
10 2 10
2 7.2 10 .D gn V with cm V
ed
 
       (3.11) 
 
The gate voltage Vg can be varied roughly between -100V and 100V. Electrical 
breakdown takes place outside this region. 
 
3.4.2 Epitaxial Graphene 
The Atlanta group led by Walt de Heer and Claire Berger [45,46] proposed a method 
to grow graphene layers epitaxially. Epitaxially grown hexagonal (4H or 6H) SiC 
crystals were exposed to temperatures close to 1300C, so that the less tightly-bound Si 
atoms evaporate from the surface and the remaining Carbon atoms form a hexagonal 
‘graphitic’ layer. The physical properties of the resulting graphitic layer depend upon 
the SiC surface chosen for this process. For example, the process is slow in the Si-
terminated (0001) surface and offers higher control over the number of graphitic layers 
formed. However, the mobility of electrons is low and this surface is generally not 
preferred if we want to make transport measurements. However, the process is much 
faster in the C-terminated (0001)  surface, but offers less control on the number of 
layers formed, yet results in higher mobility and hence is preferred for transport 
measurements. 
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Fig 3.8: (a) Schematic view of epitaxially grown graphitic layers on SiC substrate. The first layer is 
0.2nm thick for Si-terminated surface and 0.17nm thick for C-teminated surface. It is tightly bound to 
the SiC substrate and graphene layers form 0.38nm for Si-terminated and 0.39nm for C-terminated 
surface on top of this layer, with a spacing of 0.39nm from each other. (b) AFM image of epitaxially 
grown graphitic layers on top of a carbon terminated silicon carbide substrate. 
 
Unlike exfoliated graphene, the SiC substrate is the mother compound from 
which the epitaxially grown graphene layers are formed. The first layer formed at a 
distance of 0.2nm from the Si-terminated surface or 0.17nm from the C-terminated 
surface is tightly bound to the SiC substrate. It is on top of this layer that the other 
graphitic layers are formed. The distances mentioned in Fig 3.8 (a) were confirmed by 
X-ray measurements [47]. 
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CHAPTER 4 
THE METHOD AND RESULTS 
In this chapter, we will discuss the basic structure of the code and how it works, 
followed by our results.  
 
4.1 The Empirical Pseudopotential Method 
We have implemented the empirical pseudopotential method as discussed in subsection 
2.4.2, where we solve for eigenvalues of the Hamiltonian in the matrix form of the 
Schrödinger equation for each wave vector. As we have already discussed, the 
empirical pseudopotential method revolves around the values of |k+G|2 that contribute 
to the diagonal elements of the Hamiltonian and |G-G`|2, which contribute to its off-
diagonal elements. 
We have an input stack in the form of a Microsoft excel sheet containing values 
for the wave vector (k values) and the reciprocal lattice (G values). The input stack also 
contains the pseudopotential form factors that were used to account for the effect of the 
individual cores cores in the vicinity of the electron in the lattice. Ultrasoft 
pseudopotentials and norm-conserving pseudopotentials were obtained from Quantum 
Espresso [15]. However, Quantum Espresso gives us the pseudopotential in real space, 
so we had to Fourier transform it into momentum space to obtain the correct form 
factors. The excel sheet was read into the Matlab workspace in the form of separate 
arrays.  
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The program sweeps over the wave vector, where for each value of the wave 
vector, a sweep was done over the reciprocal lattice vectors and |k+G|2 and |G-G’|2 
were calculated, and the Hamiltonian was computed. Then we solved for the 
eigenvalues of the Hamiltonian for each combination of |k+G|2 and |G-G’|2 and they 
were plotted against the wave vector. The program is depicted in the form of a flow 
chart in the next page. 
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Fig 4.1: Flow Chart of the Empirical Pseudopotential Method 
Now that the method used has been explained, we shall discuss the results in the next 
section.  
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4.2 Results 
We shall now discuss the effect of different types of pseudopotentials on the band 
structure of graphene and the fermi velocity. First, we look at the results from ARPES 
(angle resolved photoemission spectroscopy) [18] and then compare it to our results.  
 
4.2.1 Form Factors adjusted to fit experimental data 
The main purpose of this thesis was to extract empirical pseudopotential form factors 
that would generate a band structure that would be close to the experimentally realized 
band structure. We will compare this with Angle Resolved Photoemission 
Spectroscopy (ARPES) results. First, let us take a look at the ARPES data in Fig 4.2 
[18]. 
 
Fig 4.2: ARPES data [18] for the valence band in Graphene 
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With respect to the value at the Dirac point, the bottom of the valence band at the Γ 
point has been reported to be at approximately -8.3eV, and the M point is at 
approximately -3eV. 
Figure 4.3 shows the results obtained by varying the fitting parameters for a 
single sheet of graphene that gave the closest fit to the experimental data. The 
conduction and valence bands meet at the Dirac point (K point) and the bottom of the 
valence band at the Γ-point is 7.8 eV below its value at the Dirac point. The dip at M is 
2.7 eV. 
 
Fig 4.3: Single Layer Graphene (M-Γ-K-M). 
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Figure 4.4 shows results for the same system, but this time around a different 
contour, which is K-Γ-M-K`. The valence and conduction bands meet at both the Dirac 
points, K and K`. Since Fig 4.4 and Fig 4.3 are results for the same system, the gaps at 
the respective high-symmetry points are the same. The Fermi velocity for single layer 
graphene was calculated to be 7.65x105m/s. This is also very close to the expected value 
of 8x105m/s. 
 
 
Fig 4.4: Single Layer Graphene (K-Γ-M-K’) 
Figure 4.3 and Fig 4.4 were shown just to see the π and π* bands alone, and one 
important feature of graphene along with the σ-singlet is the energy levels in the valence 
band that behave the same way as the conduction band around the Γ-point. These are 
shown in the following figures. 
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Figure 4.5 shows results for the electronic band structure of bilayer Graphene 
with a layer separation of 10 times the lattice constant (1.42nm). The gap at the M-point 
with respect to the Dirac point was found to decrease to 2.5eV as the extra layer was 
added. We can also see the σ-bands in this figure. 
The pseudopotential form factors corresponding to the neighboring atoms in the 
lattice were the same for Fig 4.3 and 4.4, but for calculating the electronic band structure 
of bilayer graphene (results shown in Fig 4.5), three more Fourier components of the 
pseudopotential were added to account for the neighboring atoms in the other layer. 
The Fermi velocity for bilayer graphene was calculated to be 7.43x105m/s. 
 
Fig 4.5: Bilayer Graphene (Layer separation of 1.42nm) 
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Figure 4.6 shows results for three layers of graphene. The dip at the M point 
decreased further to 2.3eV. Three more Fourier components were added to account for 
the interaction between the layers. The Fermi velocity for three layer graphene was 
calculated to be 7.02x105m/s. 
 
Fig 4.6: Three Layers of Graphene 
Figure 4.7 shows results for four layers of graphene. Addition of the fourth layer 
did not affect the band structure of three layer graphene. The dip at M point with respect 
to the Dirac point was the same as three layer graphene (2.3eV), and the Fermi velocity 
was calculated to be 7.02x105m/s, which was the same for three layer graphene. 
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Fig 4.7: Four Layers of Graphene 
Figure 4.8 shows the valence and conduction bands around the Dirac point (K 
point). The two bands meet, producing zero band gap, which is characteristic of 
graphene. The two bands vary linearly close to the Dirac point, such that the effective 
mass of the electron, which is defined by the curvature of the band is zero at the Dirac 
point. Note that the energy around the Dirac point is symmetric. Here, the Fermi 
velocity is theoretically expected to be close to 8x105ms-1. 
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Fig 4.8: Linear variation at the Dirac point (Single Layer graphene) 
We now look at the value of each pseudopotential form factor that has been used 
in the calculation of the electronic band structure for graphene. In this notation, V1 
corresponds to the nearest neighbor in the plane above/below, V2 corresponds to the 
nearest neighbor in two planes above/below, V4 corresponds to the nearest neighbor in 
the same plane, V5 corresponds to the second nearest neighbor in the plane 
above/below, V6 corresponds to the second nearest neighbor in two planes 
above/below, V12 corresponds to the second nearest neighbor in the same plane, V13 
corresponds to the third nearest neighbor in the plane above/below, V14 corresponds to 
the third nearest neighbor in two planes above/below, V16 corresponds to the third 
nearest neighbor in the same plane, V17 corresponds to the fourth nearest neighbor in 
the plane above/below, V18 corresponds to the fourth nearest neighbor in two planes 
above/below. 
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Fig 4.9: Pseudopotential Form Factors calibrated with ARPES data 
Figure 4.10 shows values of Fermi velocity measured for single layer, bilayer, 
three layer and four layer graphene. It was observed that the addition of layers tends to 
slightly decrease the Fermi velocity. 
 
Fig 4.10: Fermi Velocity at the Dirac Points 
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4.2.2 Results for Kurokawa Pseudopotentials 
In this section, we will see the effect on the band structure of bilayer graphene when 
we use the functional form for the pseudopotentials given by Kurokawa et al. [16]. 
The pseudopotential has the form [57] 
 
 
 
2
2
1.781 0.354 1.424
.
1 exp 0.354 0.938
ps
q
V
q


 
  (4.1) 
Functional forms are very useful when we study the variation of electronic band 
structure with the system undergoing changes in structure cause by various factors like 
temperature, stress, strain, etc. The form defined by (4.1) was used to compute specific 
Fourier components, the results for which are shown in Fig. 4.11. 
Figure 4.11 shows results for the electronic band structure of bilayer graphene 
computed using the functional form of carbon pseudopotentials suggested by Kurokawa 
et al. (4.1). The results were very similar to the calculations using the Fourier 
components suggested in Fig. 4.9, including the Fermi velocity that was measured to 
be 7.59x105m/s. 
The gap at M point was 2.5eV below the value at the Dirac point. 
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Fig 4.11: Bandstructure of Bilayer graphene using the functional form of Kurokawa Pseudopotentials. 
 
4.2.3 Results for Norm-Conserving Pseudopotentials from Quantum Espresso 
In order to achieve optimum smoothness and accuracy, Hamann, Schluter and Chiang 
[10,11] proposed four criteria, which the pseudopotential should obey in the reference 
configuration, which are (i) All-electron and pseudo wavefunctions agree for the 
reference configuration, (ii) All-electron and pseudo wavefunctions agree beyond a 
certain cut-off rc, (iii) Real and pseudo norm squares agree when integrated over R for 
R<rc, and (iv) logarithmic derivatives and the energy derivative of the logarithmic 
derivative agree for R< rc. 
Many versions of norm-conserving pseudopotentials are widely used 
throughout the scientific community, and it was very convenient to take the source code 
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from Quantum Espresso [15] to extract them. In this section, we will see the effect of 
Norm-Conserving pseudopotentials that we downloaded from Quantum Espresso [15] 
on Bilayer Graphene.  
Figure 4.12 shows the electronic band structure for bilayer graphene obtained 
by using the Fourier components of the norm-conserving pseudopotentials from 
Quantum Espresso. It was observed that the valence band at M was only 2.05eV below 
the Dirac point, which is lesser than the effect of the Fourier components from Fig. 4.9 
and the Kurokawa pseudopotentials. The Fermi velocity was calculated to be 
7.1x105m/s, which is also a little lower than our previous results. This could be a direct 
consequence of the fact that the code for calculating these “norm-conserving” 
pseudopotentials that was obtained from Quantum Espresso did not have a non-local 
term in the calculation. 
 
Fig 4.12: Electronic Band Structure of Bilayer Graphene using Norm-Conserving Pseudopotentials 
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4.2.4 Vanderbilt Ultrasoft Pseudopotentials 
In 1990, Vanderbilt [12,13,14] proposed a method for generating pseudopotentials by 
relaxing the norm-conservation constraints mentioned above, which is done by 
introducing a generalized orthonormality condition and ensuring that the number of 
electrons in the system is preserved. 
This method requires a much smaller number of plane waves since it requires a 
smaller plane wave cutoff, which is why they are called ultrasoft pseudopotentials. 
These are one of the most popular pseudopotentials today and were obtained from 
Quantum Espresso [15]. 
Figure 4.13 shows the electronic band structure obtained from using the Fourier 
components computed from the ultrasoft pseudopotentials from Quantum Espresso. 
Although these results suggest that the gap at the M point (2.25eV) is lesser than the 
results obtained by using the Fourier components from Fig. 4.9 and more the Kurokawa 
pseudopotentials, the Fermi velocity was calculated to be considerable higher, at 
7.605x105m/s. This may be because of the lower plane wave cut-off and relaxing the 
norm-conservation constraints. 
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Fig 4.13: Electronic Band Structure of Bilayer Graphene using Vanderbilt Ultrasoft Pseudopotentials. 
 
4.3 Self-consistent calculations 
 Let us now look at results from self-consistent calculations using the norm-
conserving and ultrasoft pseudopotentials from Quantum Espresso. 
 
Fig. 4.14: Self-consistently calculated band structure of graphene [60] using norm-conserving 
pseudopotentials from Quantum Espresso 
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Fig. 4.15: Self-consistently calculated band structure of graphene [60] using norm-conserving 
pseudopotentials from Quantum Espresso 
 Now, lets us take a look at the band structure of single layer graphene. Looking 
at the Fig. 4.2, one could argue that the energy around the Dirac point is not symmetric. 
This was because we had equal number of data points between the high-symmetry 
points. In Fig. 4.16, the band structure has been re-plotted to show that the energy is in 
fact symmetric around the Dirac point, which is consistent with Fig. 4.8. 
 
Fig.4.16: Replotted band structure of single layer graphene 
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CHAPTER 5 
CONCLUSION AND FUTURE WORK 
The main purpose of this thesis was to extract Fourier components that accurately 
reproduce the experimental data, and to analyze the effects of different types of 
pseudopotentials on the electronic band structure of graphene, which would make it 
easier to choose between the many options available to us when we try to theoretically 
model and simulate electron transport in graphene-based devices. Figure 4.9 gives a list 
of Fourier components that have yielded the best results for the electronic band structure 
of one, two, three and four layers of graphene. 
The Kurokawa pseudopotentials, the ultrasoft pseudopotentials and the norm-
conserving pseudopotentials also yield convincing results, each finding their use based 
on their nature and formulation. 
Future work may include: 
1. Using the knowledge we have gathered to build more complex models to study 
electron transport in graphene-based devices. 
2. Creating our own pseudopotential solvers. 
3. Relativistic effects known to play a major role in graphene, especially close to 
the Dirac points. Studying these effects on the pseudopotentials could be very 
useful. 
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