Signal to noise ratios (SNRs) are universal metrics for the performance analysis of communication systems. In underwater acoustic orthogonal frequency division multiplexing (OFDM) systems, compared with the time domain input SNR (ISNR), the pilot SNR (PSNR) and effective SNR (ESNR) are demonstrated to be more effective in system performance indication, especially the ESNR. In this paper, for a typical underwater acoustic OFDM system with orthogonal matching pursuit (OMP) based sparse channel estimation, we derive formulas with a closed form for evaluating the ESNR, which avoids the requirement of successful data decoding in conventional ESNR calculation. The derivation is also extended to PSNR easily. We find out that the ESNR is mainly determined by five parameters: the number of deterministic pilots, the number of dominant paths, the inter-carrier interference (ICI), the total channel power and the ISNR; while the PSNR is only determined by the ICI, the total channel power and the ISNR. Simulations and experimental data decoding are carried out to validate the correctness of the theoretical analysis in this paper.
causes inter-carrier interference (ICI), which ultimately affect the performance of OFDM systems. In this regard, a good performance metric for underwater acoustic OFDM systems should include the impact of Doppler effect.
In wireless communication systems, a performance metric is necessary to measure their reliability. Especially, in adaptive communication systems, the decoding performance in the receiver needs to be feedbacked to the transmitter. Therefore, an accurate and efficient performance metric is critical. For single carrier underwater acoustic communication systems, several performance metrics have been proposed. In [8] , the mean square error (MSE) between the estimated symbols and the original symbols is adopted as the performance metric for a coherent quadrature phase-shift keying (QPSK) system. In [9] , the combination of achievable information rate with independent identically distributed (i.i.d.) Gaussian inputs and post-equalization signal to noise ratio (SNR) is proposed as the performance metric for a phase-shift keying (PSK) based adaptive modulation and coding (AMC) system. Recently, for a multiple-input multipleoutput (MIMO) single carrier underwater acoustic communication system, the bit error rate (BER) along with MSE of the estimated symbols are adopted to measure the performance of the system with different Turbo equalization schemes [10] .
In underwater acoustic OFDM systems, different SNR values have been adopted as the performance metrics. In addition to the straightforward time domain input SNR (ISNR), the pilot SNR (PSNR) defined in the frequency domain (after fast Fourier transform (FFT) demodulation) is introduced in [11] . Since it is defined as the ratio between the signal power measured on pilot subcarriers and the power on null subcarriers, it captures the ICI in OFDM systems, and hence it can reflect the level of the Doppler effect. Furthermore, in [12] , the effective SNR (ESNR) computed after channel estimation and successful data decoding is proposed. It is shown to be a more consistent decoding performance indicator than the ISNR and PSNR, and it is selected as the performance metric for the underwater acoustic AMC OFDM system in [12] . Since then, the ESNR has been widely adopted in various underwater acoustic communication and network systems.
In [13] , a dynamic node cooperation strategy is proposed for underwater data collection network, where the relay nodes participating the cooperation are selected by the destination based on the channel quality, which is measured by the ESNR. In [14] , the ESNR is adopted to represent the long-term statistical information of the channel, and serve as the performance metric in the proposed adaptive orthogonal frequency division multiple access (OFDMA) system for downlink underwater acoustic communications. Further, the ESNR with statistical distribution modeled by Nakagamim, is adopted for power allocation in a proposed superposition coding system for downlink underwater acoustic OFDM [15] . Recently, in a learning based adaptive modulation strategy for underwater acoustic communications [16] , the ESNR is utilized to represent the channel state and guide the selection of modulation schemes.
On one hand, the calculation of ESNR according the definition in [12] requires the data symbols to be decoded successfully, which is not always the real case. On the other hand, since the ESNR is related with channel estimation performance, different channel estimation schemes could bring different ESNR results. In this paper, targeting at a typical practical underwater acoustic OFDM system which adopts orthogonal matching pursuit (OMP) algorithm for sparse channel estimation, we carry out systematic study on the relationship between the ESNR and related system parameters. The result is also extended to PSNR. It is well known that underwater acoustic communication channels are usually sparse, and compressed sensing techniques have been widely adopted for the channel estimation in underwater acoustic communication systems [17] [18] [19] . Among the compressed sensing techniques, OMP [20] is a greedy algorithm featured with low computational complexity, which is very popular in both radio [21] , [22] and underwater acoustic communications [23] [24] [25] .
The contributions of this paper include:
• We build a closed form relationship between the ESNR and related system parameters. Analysis results show that when the dominant paths can be accurately estimated, the ESNR is decided by four parameters: 1. the ISNR; 2. the number of dominant paths; 3. the ICI; 4. the number of pilots. With this closed form expression of ESNR, it is possible for the transmitter to predict the ESNR value calculated in the receiver side, without the requirement of successful data decoding.
• We extend the derivation to the PSNR. Hence, the nature of the SNR metrics in the target typical underwater acoustic OFDM system can be better understood, such as what are the deciding factors for them, how are they different from each other, etc.
• Our analysis is verified by both simulations and sea trial data decoding.
The remaining part of this paper is organized as follows: In Section II, the system model is introduced, and then the mathematical analysis of SNR metrics are presented in Section III. Section IV and Section V report the simulation results and the sea trial results, respectively. At last, Section VI concludes the paper.
Notation: An upper-(lower-) case bold letter denotes a matrix (column vector); a[m] denotes the mth element of vector a; A[m, n] denotes the (m, n)th element of matrix A; a {S} denotes the subvector of a containing a's elements with indices in set S; A {S 1 ,S 2 } denote the submatrix of A containing A's rows with indices in set S 1 and the columns with indices in set S 2 ; a denotes the l 2 norm of vector a; (·) H denotes the Hermitian of (·); (·) + denotes the pseudo-inverse of (·); C K denotes the set of length K complex column vectors; C K ×K denotes the set of size K × K complex matrices.
II. SYSTEM MODEL A. CHANNEL INPUT-OUTPUT MODEL
In this paper, a cyclic prefix (CP)-OFDM system is considered. It has in total K subcarriers, among which there are N D data subcarriers, N P pilot subcarriers and N Z null subcarriers. Assume the transmitted symbol and the subcarrier frequency of the kth subcarrier are s[k] and f k respectively, where f k = f c + k T , with f c to be the carrier frequency and T to be the OFDM symbol duration. Further, denote the duration of cyclic prefix as T cp . Then, the continuous time baseband transmit signal is:
As described in [5] , usually in the receiver side of an underwater acoustic OFDM system, the main Doppler effect caused by the relative motion between the transmitter and receiver will be compensated first. Then, the equivalent discrete time baseband channel can be modeled as: a maximum of L candidate sampled delay taps, each associated with a delay value τ l , a small residual Doppler scaling factor α l , and a complex path amplitude β l , l = [0, 1, . . . , L − 1]. Based on this channel model, in the receiver side, the discrete signal after downshifting and sampled at the rate of B = K /T is:
Here, v(n) is the additive noise at the nth sample time. Assume the CP length is larger than the maximum channel delay spread, so as to eliminate inter-symbol interference (ISI). After CP removal, and carrying out the FFT demodulation, the frequency domain measurement at the mth subcarrier is:
where w[m] is the noise in the frequency domain, and ρ l m,k = 
Here, {z, s, w} ∈ C K denote the observation vector, the transmitted symbol vector and the additive noise vector (assumed to be white Gaussian), respectively. The definitions for the elements in matrices l and l are shown in the following:
l ∈ C K ×K is the matrix representing the ICI. From (5), it can be observed that | l [k, m]| is smaller when |k-m| is larger. As a result, the interference between subcarriers with long distance away is very small, and can be ignored. In Fig. 1 , the ICI pattern corresponding to a small residual Doppler scaling factor value is shown to demonstrate the above phenomenon. Then, l (also H) is often modeled as a banded matrix, with only Q off-diagonals are retained, and the band width Q depends on the residual Doppler scaling factor α l . In (4), l ∈ C K ×K is a diagonal matrix representing the impact of the lth path delay on the transmitted symbol in the frequency domain.
B. CHANNEL ESTIMATION FORMULATION
The transmitted symbol vector s can be divided into data symbol vector s D and pilot symbol vector s P :
s D (s P ) ∈ C K only has non-zero elements in data (pilot) positions. Substituting Equation (6) into Equation (4), the channel input-output relationship can be written as:
where A P = ( 0 0 s P , . . . , L−1 L−1 s P ) Denote the set of N P pilots' location indices as P = {p 0 , p 1 , . . . , p N P −1 }, then the received signal at pilot subcarriers can be expressed as:
In typical underwater acoustic communication systems, the dominant Doppler scale is caused by the direct transmitter/receiver motion, resulting in a common main Doppler scaling factor on all the paths. Hence, after the main Doppler scale compensation, the residual Doppler scaling factors on each path should be small [5] . Moreover, for the consideration of practical system implementation, it is not desirable to carry out two dimensional (time delay and Doppler scale) search in the channel estimation, due to the complexity limit. In the following, it is demonstrated that a one dimensional (time delay only) search is indeed feasible for the channel estimation problem in Equation (8), when the residual Doppler scales on each path are small. For the case of large Doppler spread, dedicated receivers such as [26] have been proposed, which is beyond the scope of this paper.
In Fig. 1 and 2, the ICI pattern and the diagonal elements l [k, k] in l matrix corresponding to a residual Doppler scaling factor α l = 1.5 × 10 −5 are plotted, respectively. It can be observed that, for a small residual Doppler scaling factor, the ICI are only limited to few neighboring subcarriers, and the diagonal elements l [k, k] are approximately the same regardless of subcarrier index k. Here, it is denoted
Furthermore, define the ICI depth D I as the maximum range that a subcarrier can effectively interfere another, and the pilot spacing D P as the minimum pilot separation. In this paper, since the residual Doppler is small, it is assumed that D I < D P 2 , which means there is no ICI between pilot subcarriers. Denote b d = γ c b, and i D = A D b as the contribution from data subcarriers. Then, Equation (8) can be rewritten as:
where A PR = ( 0 s, . . . , L−1 s) .
Here, A PR is the K × L full dictionary matrix corresponding to the L candidate path delays and the total K subcarriers. Focusing on the N P rows of pilot subcarriers, and treating i {P,:} D + w {P,:} in Equation (9) as the equivalent additive noise on pilot subcarriers, A {P,:} PR is the N P × L practical dictionary matrix known at the receiver, which is utilized to estimate the equivalent path amplitude vector b d . After the estimation ofb d , the estimated channel can be reconstructed as:
and the reconstructed frequency domain observation vector iŝ z = A PRbd .
C. SNR METRICS FOR UNDERWATER ACOUSTIC OFDM
In this subsection, the definitions of 3 popular SNR metrics for underwater acoustic OFDM systems are reviewed.
ISNR (γ I ): is the time domain signal to noise power ratio. In the receiver, after synchronization, the signal portion and noise portion of the received waveform can be distinguished. Denote y as the received samples containing the signal and η as the received samples without signal. The ISNR is defined as:
PSNR (γ P ): is defined in the frequency domain. It treats the power on pilot subcarriers as the signal power, and the power on null subcarriers as the noise power. Denote N as the set of null subcarriers' location indices, with the frequency domain observation signal z in Equation (4), the PSNR is calculated as:
ESNR (γ E ): measures SNR of the reconstructed signal on data subcarriers. Denote D as the set of data subcarriers' location indices, with the estimated channelĤ, the ESNR is defined as:
III. MATHEMATICAL ANALYSIS OF SNR METRICS
In this section, the relationship between ESNR, PSNR and other system parameters (ISNR, ICI, etc.) are derived, based on the OMP sparse channel estimation.
A. THE OMP BASED CHANNEL ESTIMATION
Since underwater acoustic communication channels usually have sparse impulse responses, with most energy concentrated in a few path delays, compressed sensing techniques, especially OMP in this paper can be adopted to solve the channel estimation problem in Equation (9).
In Equation (9), consider the received signal at pilot subcarriers z {P,:} as the observation vector, and A {P,:} PR (which corresponds to the N P rows of the pilot position of the full dictionary matrix A PR ) as the practical dictionary matrix, OMP algorithm can identify the path delays through iterations. At the end of OMP channel estimation, the path amplitudes are estimated through the least squares (LS) as:
where In the following of this paper, ESNR and PSNR are derived based on Equation (13) . Indeed, the derivation and analysis in this paper are not limited to OMP channel estimation, but are applicable to all the cases when the channel estimation estimates the path delays first, and then utilizes LS to estimate the path amplitudes.
B. THE DERIVATION OF ESNR
In this paper, to simplify the analysis of SNR metrics, following five assumptions are made:
• Assumption 1: The real propagation channel is S-sparse, with the set of dominant paths S = {s 1 , s 2 , · · · , s S } and S L. Furthermore, the S dominant paths are independent to each other with E{b[l]} = 0, ∀l ∈ [0, 1, . . . , L − 1]; E{|b[n]| 2 } = σ 2 n , n ∈ S and n∈S σ 2 n = P H . • Assumption 2: The noise at different subcarriers is independent and follows Gaussian distribution with zero-mean and variance of σ 2 w . • Assumption 3: Since the residual Doppler is limited in practical systems, we assume that n , ∀n ∈ S is Q-banded, Q = 2D I + 1, that is, signal on a subcarrier is only affected by its adjacent Q subcarriers. We further assume the interval between two pilot subcarriers is no less than Q, i.e. 2D I + 1 ≤ D P , which means not only that there is no ICI between two pilots but also that the ICI at two pilot subcarriers come from non-overlapping data subcarriers.
• Assumption 4: The transmitted data (pilot) symbols are independent and random, with zero mean and unit power.
• Assumption 5: By adopting OMP algorithm with high delay resolution, the support of the S dominant paths can be correctly estimated, that is,Ŝ = S. Hence, we consistently use S to represent the set of dominant paths for both the real and the estimated channel in the following. According to the definition of ESNR in Equation (12) and the estimated channel coefficient vector based on OMP algorithm in Equation (13), the term inside the expectation of the numerator of ESNR is:
where
is the submatrix corresponding to the S columns of dominant paths, and N D rows of data subcarriers in the full dictionary matrix A PR . Then, the definition of ESNR can be rewritten as:
Here z D = z {D} denotes the received signal at the data subcarriers.
Under the assumption that the support of the S dominant paths can be accurately estimated, the numerator of the ESNR is approximately the reconstructed signal's power, while the denominator is the power of the reconstruction error (which mainly consists of the ambient noise and ICI, as well as some minor components corresponding to the estimation error of strong paths and the missed weak paths). In this paper, it is further assumed that the numerator and denominator of the ESNR are independent from each other, so we can analyze them separately. The simulation and field data decoding results presented in later sections justify the validity of our assumption.
Next, similar as the concepts in [22] , the numerator and denominator of the ESNR are derived respectively. , ignoring the weak paths and extending z P according to (9) , the numerator of the ESNR can be derived as:
Note that in above Equation (16), the cross terms can be derived to be approximately 0, and hence they are ignored. Utilizing the fact that |γ c | 2 is close to 1, and with the VOLUME 7, 2019 five assumptions, (16) can be derived to be:
Here V ICI is a measure of the ICI in the target OFDM system. In this paper, it is approximated as the average power calculated at the null subcarriers in the frequency domain (power of ICI and ambient noise, the denominator in Equation (11)) minus the average power calculated in the time domain received samples without valid signal (power of ambient noise, the denominator in Equation (10)).
2) THE DENOMINATOR OF ESNR From Equation (15), the denominator of ESNR is:
Here, A S f (shown in (41)) is the N D × S interference matrix on data subcarriers corresponding to the dominant paths, and w D = w {D} is the subvector corresponding to the N D rows of data subcarriers in the noise vector w.
Based on the fact that the two noise vectors w D and w P in Equation (19) are independent from each other, Equation (19) can be derived as:
Plug in (17) and (20) into (15), we arrive at the closed form expression of ESNR in (21) .
The detailed derivation processes of the ESNR are attached in Appendix A.
C. THE DERIVATION OF PSNR
Denote z N = z {N} as the received samples at null subcarriers. According to the equivalent channel input-output relationship in Equation (4), the denominator of PSNR in Equation (11) is:
On the other hand, from Equation (8), we have:
Indeed, the two ICI terms in the denominator (22) and numerator (23) have different meanings. In the denominator (22) , V ICI stands for the real power of inter-carrier interference with contributions from all the paths; while in the numerator (23) , as stated in the derivation for the ESNR, V ICI is an approximate for v k terms defined in (33). Here, for the simplicity of notation and calculation, the same V ICI value is used for both the denominator and numerator.
With (22) and (23), the closed form expression of PSNR is:
It is assumed that the transmitted symbols have unit power, and |γ c | 2 ≈ 1, we can further use ISNR γ I in the time domain to approximate P H /σ 2 w . Then the ESNR and PSNR can be written as:
From the analytical expressions of ESNR and PSNR in Equation (25), we can have the following observations:
• Observation 1: In case the dominant paths can be accurately estimated, the ESNR is indeed similar as PSNR, and both of them capture the influence of the ISNR and ICI. The difference is that ESNR also includes the impact of channel estimation related parameters (number of dominant paths S and pilots N P ). and γ P ≈ γ I , which means PSNR is indeed the same as ISNR.
• Observation 3: If V ICI is significant, and γ I is large enough, then γ E ≈ ( P H V ICI + S N P )/(1 + S N P ), γ P ≈ P H V ICI , both ESNR and PSNR are limited by ICI.
IV. SIMULATION RESULTS
To validate the derivations and analysis in the previous section, simulations of a typical underwater acoustic CP-OFDM system are carried out, in which equispaced pilots are adopted without loss of generality. 3 channel settings corresponding to the cases of no Doppler effect with fewer and larger number of paths, independent and random Doppler scales in different paths are considered, in order to comprehensively test the performances in different channel conditions. The main parameters for the simulations are listed in Table 1 .
In Fig. 3 , the simulated and derived PSNR values in channel settings 2 and 3 are presented. It can be observed that in both scenarios with and without Doppler, the derived PSNR values match the simulated PSNR values very well. The gaps between them are very small.
Regarding the ESNR, the comparison between simulated and derived values corresponding to the channel settings 2 and 3 are given in Fig. 4 . To guarantee the accurate estimation of the dominant paths as much as possible, oversampling factor λ = 16 is selected for the time delay resolution in the OMP channel estimation. Fig. 4 shows that in both cases of with and without Doppler, the derived and simulated ESNR values are close to each other (around 0.5 ∼ 1 dB gap). The small gap between them are mainly caused by the nonperfect channel estimation, which is slightly more severe in the existence of Doppler. When there is no Doppler (channel setting 2), the derived ESNR is a linear function of ISNR. However, the simulated ESNR is bounded by the channel estimation error in high SNR region, that is why the gap between the simulated and derived values is a little bit larger as the SNR grows in channel setting 2. When there is residual Doppler (channel setting 3), both the simulated and derived ESNR values are limited by the ICI in high SNR region.
Next, to evaluate how the oversampling factor λ influences the simulated ESNR values in practical systems, which is equivalent to see the impact of channel estimation accuracy on the ESNR performances, simulations corresponding to different λ values are carried out. In the simulations, channel setting 3 is adopted, and the results are shown in Fig. 5 . It can be observed that the larger λ is, the more accurately channels are estimated, and the simulated ESNR values are closer to the theoretically derived values.
To compare the ESNR and PSNR in system decoding performance indication, block error rate (BLER) performances corresponding to the system parameters in Table 1 and rate 11 16 low density parity check (LDPC) channel coding are further simulated. First, Fig. 6 shows the results when oversampling factor λ = 1 (the case when the channel can not be accurately estimated). Fig. 6 (a) demonstrates that the decoding performances corresponding to PSNR in different channel settings are inconsistent, while the curves corresponding to ESNR in Fig. 6 (b) are close to each other. The reason is clear: in case the channel could not be accurately estimated, PSNR is not as robust as ESNR in decoding performance indication, since PSNR ignores the channel estimation error while ESNR takes that into account.
In Fig. 7 , OMP with λ = 16 is adopted, to simulate the case when the channel can be more accurately estimated. As can be observed from Fig. 7 (a) and (b), in this case, the BLER curves in different channel settings are all very close to each other, whether corresponding to PSNR or ESNR. Hence, it confirms with our observation for PSNR and ESNR from (25) , when the dominant paths can be accurately estimated, PSNR and ESNR perform similar to each other, and both of them can serve as consistent performance indicators.
V. SEA TRIAL RESULTS
In addition to simulation results, data sets recorded from two sea trials are decoded to further verify the analysis of the SNR metrics in this paper. The two experimental settings are as follows. receiver. Fig. 8 presents one estimated channel scattering function plot in LIS13, which shows that the channel energy are quite concentrated in a small delay spread, and there are around 3 clusters of paths. Furthermore, a distinct common Doppler shift can be observed for all the paths.
• Sea trial YS17: In October 2017, an experiment was carried out in the Yellow Sea, near Qingdao, China. During the experiment, the transmitter was about 3.5 km away from the receiver and the depth of the transmitter was about 3 m. From the estimated channel scattering function plot in Fig 9, it can be observed that the channel has two distinct clusters, and a small common Doppler shift. Table 2 gives out the system parameters for the OFDM signals transmitted in the two sea trials. It should be noted that in sea trial LIS13, nonuniform pilot structure is adopted, while in YS17, uniform pilot structure with 3 different pilot numbers is adopted. In the following, the results corresponding to two sea trials are introduced, respectively. In this section, boxplots are utilized to better illustrate the distributions of SNR values.
A. RESULTS OF LIS13
In order to generate PSNR and ESNR performance curves corresponding to different ISNRs, Gaussian noise is added artificially into the original recorded data, which have relatively high SNR values. Fig. 10 presents the performance of PSNR in sea trial LIS13, with (a) and (b) show the values of PSNR corresponding to the ISNR, and the gap between the derived and test (calculated from the data) PSNR, respectively. From Fig. 10 (a) , it can be observed that in the ISNR range of 10 to 20 dB, the derived PSNR and test PSNR match each other well with their mean value curves almost overlap. The information is further confirmed in Fig. 10 (b) , which shows that the mean value of the gap between the derived PSNR and test PSNR is around 0, and the root mean square error (RMSE) of the gap is less that 1 dB. Since the Doppler is common in all paths (as shown in Fig. 8 ), it can be effectively compensated in practical OFDM systems. Therefore, the ICI is very limited and it is why the PSNR looks like a linear function of ISNR.
The ESNR performances in LIS13 is presented in Fig. 11 . Similar as in the simulations, oversampling factor λ = 16 is adopted in the OMP channel estimation. From Fig. 11 (a) , it can be observed that the derived ESNR is a linear function of ISNR, since the ICI is almost ignorable. However, the test ESNR is bounded as the ISNR increases, which is caused by the inaccurate practical channel estimation (the phenomenon shown in the high SNR range of channel setting 2 in Fig. 4 is magnified). The two major reasons that lead to this limit of channel estimation performance are: 1. The practical underwater acoustic channels are much more challenging than the simulated channels. Strong paths arrive in dense clusters (as shown in Fig. 8) , which makes them difficult to be separated and accurately estimated; 2. The nonuniform pilot structure brings worse estimation accuracy, due to the higher correlation between the columns in the dictionary matrix. Hence, as also demonstrated in Fig. 11 (b) , the gap between the derived and test ESNR is small in low SNR region, and it is larger in high SNR region. The value varies from less than 1 dB to about 2.5 dB.
B. RESULTS OF YS17
The ISNRs of the recorded data from sea trial YS17 are mostly distributed between 14 and 18 dB, with a mean value around 16 dB. Since uniform pilot structure with 3 pilot numbers is adopted, we focus on analyzing the impact of pilot number (which decides the channel estimation accuracy) on the performances of SNR metrics in practical systems. Fig. 12 (a) gives out the performance of the gaps between the derived and test PSNR corresponding to the 3 pilot numbers. It can be observed that, the number of pilots has little influence on the general distribution of the PSNR gaps. Again, this is consistent with the fact that PSNR is a performance metric which is insensitive to the channel estimation performance. However, as shown in Fig. 12 (a) , increasing the number of pilots does reduce the outlier points, because the term P H in the derived expression for PSNR (25) can be accurately estimated more consistently.
The results of ESNR is presented in Fig. 12 (b) . Obviously, with the increase of pilot number, the channel can be more accurately estimated and the test ESNR is closer to the derived ESNR. The average gap between the derived and test ESNR reduces from around 2 dB in the case of 128 pilots, to around 1 dB in the case of 512 pilots. By comparing the ESNR results in two sea trials, it can also be observed that the derived ESNR is closer to the test ESNR when uniform pilots are adopted, in which case the channel estimation performance is better.
Generally speaking, although in field data decoding, the derived ESNR values are not as close to the real calculated ESNR as in the cases of simulations, a gap around 1 to 2 dB is still acceptable. First, in AMC applications, the modulation and coding pairs are usually separated by a certain SNR distance (around 2 dB in [12] ); Second, in practical underwater acoustic communication systems, ESNR values in low to middle SNR range are more useful, since high order modulation and coding pairs are much less used. In low to middle SNR range, the derived ESNR is indeed closer to the real calculated values. 
VI. CONCLUSION
In this paper, the two popular SNR metrics in OFDM systems, ESNR and PSNR are analyzed based on OMP channel estimation for a typical underwater acoustic OFDM system. The relationship between the ESNR, PSNR and system parameters such as ICI, ISNR and so on are built. Simulations and field experimental data decoding results validate our analysis, which mainly includes: 1) In case the dominant paths of the channel can be accurately estimated, ESNR is determined by five parameters: ISNR, ICI, the number of the pilots, the total channel power and the number of dominant paths. Meanwhile, PSNR can be expressed by ISNR, the total channel power and ICI. The ESNR and PSNR indeed perform similar to each other, and both of them can serve as good system decoding performance indicators. 2) In case there is strong residual ICI, both ESNR and PSNR are limited by it in the high SNR region. When there is no ICI, both ESNR and PSNR are linear functions of the ISNR. However, the practical calculated ESNR is limited by the nonperfect channel estimation, which enlarges the gap between the derived and calculated ESNR in high SNR region. 3) In practical underwater acoustic communication systems, although the gap between the derived ESNR and the real calculated ESNR is a little bit larger than in the case of simulations (especially in high SNR regions), the derived ESNR values can still be adopted to predict the real calculated ESNR, due to the gaps between the work modes in AMC systems and the focused SNR range in practical applications.
The better understanding of SNR metrics in OFDM systems could benefit the applications such as AMC, channel estimation evaluation and improvement, etc.
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APPENDIX A DERIVATIVE PROCESS OF ESNR
As stated in Section III, the derivation of the ESNR is separated into two parts: the numerator and denominator.
A. DERIVATION OF THE NUMERATOR OF ESNR
The numerator of the ESNR is:
The index set of the S strong paths is S, and the set of the complementary L − S non-dominant paths isS = L \ S, in which L = {n|0 ≤ n ≤ L − 1} denotes the set of indices for all possible channel delay taps. In addition to b d and b, the dictionary and data subcarrier interference matrices A PR and A D can also be categorized into these two groups, which are denoted as A S PR , A S D b S , and AS PR , AS D bS. Then the term (A S PR ) + z P in the numerator of the ESNR can be written as:
Because the energy of the paths in the complementary setS is very small, their contributions to the system can be ignored. Plug in Equation (27) into the numerator calculation in Equation (26) , and further ignore the cross terms related with noise which lead to zero expected output, only three terms with significant values need to be considered.
In the following, the three terms are analyzed one by one. 1) Note that |γ c | 2 ≈ 1, we have:
2) The second multiplication in the first term of (28):
Look at the term (A S PR ) + A S D in above equation. (A S PR ) + consists of only pilot subcarriers, while A S D consists of only data subcarriers. Since the pilot and data symbols are independently distributed with zero mean, the expectation value of (A S PR ) + A S D is 0. Hence, the two cross terms in the denominator (28) are 0.
3) The second multiplication in the second term of (28):
With the assumption that the ICI depth D I < D P 2 , the rows of the A S D matrix (the interference from data subcarriers on pilot subcarriers) are independent from each other. Then, define:
as the aggregate power of inter-carrier interferences from adjacent data subcarriers on the kth pilot subcarrier p k , corresponding to the S strong paths. Here, the set B − (D I , p k , K ) is defined as the set of indices within the D I interference range of p k :
Then the term in Equation (32) will become:
Here, the assumption that the ICI at different pilot subcarriers are approximately the same is made. Hence, the ICI terms V k in the diagonal matrix is approximated by one common value V ICI , and the diagonal matrix is replaced by V ICI I N P , where I N P is an identity matrix of size N P × N P . As described in Section III, in this paper, V ICI is estimated as the difference between the average power on null subcarriers and the average power of the ambient noise measured in the time domain. It should be noted that V ICI is most likely less than V k , since the latter is the power of the coherent sum of ICI from different paths. With the above approximation, the term can be further derived to be:
According to the definition of A S PR , we have: 
To further derive (43), first, consider the two noise terms w D and w P . Under Assumption 2 that the noises at different subcarriers are independent and have zero mean, all the cross terms related with w D and A D PR (A S PR ) + w P in (43) will have zero expected values. While w D and A D PR (A S PR ) + w P will lead to mean square values of:
Then, in (43), the left terms to analyze are:
which will be analyzed one by one in the following. 1) For the first term in (45):
Similar as in the derivation for the numerator, here it is assuemd that the ICI at different data subcarriers are approximately the same. In this paper, the uniform ICI value V ICI is adopted for both pilot and data subcarriers. 2) The second term in (45) has been analyzed in (34), which is:
3) For the last term in Equation (45), the expression inside the expectation calculation can be sorted as:
First, the expectation of T 2 = (A S PR ) + A S D has been illustrated to be 0 in the derivation for the numerator.
Second, the (i, j)th element of T 1 is shown in (49), as shown at the top of this page. Since the ICI are from neighboring subcarriers other than the target subcarrier itself, and the transmitted symbols are independent and random with zero mean value, we also have the expectation of T 1 equal to 0. Hence, the last term in Equation (45) 
