Abstract. Construction site layout planning is one of the managerial aspects of the construction industry and has a signi cant impact on performance of the sites. Since many objectives are involved in real site layout optimization, multi-objective algorithms are required. In this study, multi-objective versions of two meta-heuristics, CBO and ECBO, are developed, and their applicability and performances are checked within a case study. The quality of the results obtained veri es the ability of these algorithms to nd the optimal Pareto front in this problem. Another tool utilized in this study is Data Envelopment Analysis (DEA) which, by calculating the e ciency of optimal Pareto front layouts, can help decision-makers select the nal layout among the candidates. It should be mentioned that the DEA has previously been used in models with multiple inputs and outputs.
Introduction
There are numerous managerial aspects in the construction industry, one of which is the Construction Site Layout Planning (CSLP). A proper site layout has considerable impacts on nancial issue, construction quality, productivity, security, safety, and environmental e ects [1] . This is why so many endeavors have been made in this eld.
Construction site layout planning comprises three steps. First, the type and number of facilities, which are required for construction activities and services, should be determined. In the second step, the sizes of these facilities should be estimated. In the third step, optimum locations for the facilities must be found to satisfy the considered objectives during the project lifetime [2] . This paper is focused on the latter step. In the previous researches, construction site layout models have been often optimized for singleobjective functions such as minimizing the frequency of trips made by construction personnel [3, 4] and minimizing the total transportation costs of resources between facilities [5, 6] . However, in fact, there are different factors with in uence on planning a proper layout; hence, the problem requires to be formulated as a multi-objective optimization. Xu and Li [7] maximized the distance between high risk and high protection facilities to decrease the corresponding accident. Yahya and Saka [8] considered a safety and environmental function that is constructed by a closeness relationship weight matrix. Hammad et al. [9] proposed a function which calculates the noise levels produced by various activities at multiple receivers in the vicinity of a construction site. Khalafallah and El-Rayes et al. [10] presented three distinct criteria: safety of crane, control of hazardous material, and travel routes intersection criteria. Afterwards, they were aggregated and formed as a safety index for evaluating the safety performance of construction sites.
The CSLP optimization has always been a challenging problem and is known to be an NP-Complete problem; besides, it becomes more complicated in large-scale sites. Thus, meta-heuristic algorithms are preferred to be utilized instead of exact optimization methods [11] . Literature reviews show that many papers have been published which concern the application of Genetic Algorithms (GA) [3, 6, 12] , Ant Colony Optimization (ACO) [13, 14] , Simulated Annealing (SA), Particle Swarm Optimization (PSO) [4, 7, 15, 16] , Particle-Bee Algorithm (PBA) [17] , Harmony Search (HS) [18] , and Colliding Bodies Optimization (CBO) [19] for solving single-objective CSLP problems.
In the case of multi-objective, researchers have also utilized some algorithms for obtaining an optimal set of solutions called Pareto front for multiobjective CSLP problems such as Multi-Objective Particle Swarm Optimization (MOPSO) [7] , Nondominated Sorting Genetic Algorithm (NSGA-II) [10] , Multi-Objective Arti cial Bee Colony (MOABC) [8] , and Multi-Objective Ant Colony Optimization algorithm (MOACO) [20] . Xu and Li [7] applied the MOPSO to optimize the dynamic site layout of Longtan hydropower project under fuzzy random environment. El-Rayes et al. [10] optimized their trade-o model between safety and cost by NSGA-II. Ning et al. [20] designed a decision-making system for solving dynamic, unequal-area, and multi-objective CSLP problems. The optimization phase of this system was executed by a modi ed pareto-based ant colony optimization algorithm. In addition, Yahya and Saka [8] compared the performances of the MOABC via Levy ights and basic MOABC and Max-Min Ant System (MMAS) for dynamic and multi-objective problems. After generating the optimal Pareto front by various methods, project managers have to select one layout from alternatives for implementation in the site. The intuitionistic fuzzy TOPSIS method is a tool employed to evaluate and select a construction site layout [20] . Azadeh et al. [21] employed Data Envelopment Analysis (DEA) for calculating the e ciency of the considered maintenance workshop layout of a gas transmission unit; then, these alternative layouts were ranked and the most e cient layout was speci ed.
In this paper, the multi-objective versions of two recently developed meta-heuristic algorithms, known as Colliding Bodies Optimization (CBO) and Enhanced Colliding Bodies Optimization (ECBO), are developed and employed for solving multi-objective construction site layout problems. The CBO has been developed by Kaveh and Mahdavi [22] and ECBO by Kaveh and Ilchi Ghazaan [23] . Data Envelopment Analysis (DEA) is a nonparametric and linear programming method for calculating the e ciency of the units with multiple inputs and outputs. In order to determine the e ciency of di erent layout alternatives, DEA is applied to our model. The performance and applicability of the mentioned meta-heuristic algorithms and DEA technique are demonstrated within a case study, and results are compared with those of the MOPSO. The rest of this paper is organized as follows: in Section 2, our methodology, which includes optimization algorithms and DEA method, is described in detail. In Section 3, the case study and corresponding results are explained; nally, the concluding remarks are presented in Section 4.
2. Methodology 2.1. Optimization meta-heuristic algorithms As mentioned in the previous section, in this research, multi-objective versions of two recently developed meta-heuristic algorithms have been used: CBO and ECBO. This section elaborates on colliding bodies optimization and its concept. In the following, some changes are applied to the structure of the CBO, and the multi-objective version of algorithm is developed.
The ECBO algorithm, together with some modi cations, improved the basic CBO to make it faster in convergence speed and to obtain a better solution. Moreover, this modi cation is implemented on a multiobjective CBO and rendered enhanced multi-objective CBO.
2.1.1. Colliding bodies optimization Colliding Bodies Optimization (CBO) is a recently developed population-based meta-heuristic algorithm [22] . This algorithm is inspired by nature, speci cally from one-dimensional collisions between bodies. The collision process is based on laws from the physics. These laws and theories of algorithm are explained in the following section. All of the explanations about this method are extracted from Ref. [22] .
One-dimensional collision laws In nature, collisions between bodies occur based on two laws of physics: the laws of conservation of momentum and energy. These two laws are conserved in an isolated system while the collision is happening. The following equations express the aforementioned conservations: 
where " is the Coe cient Of Restitution (COR) and indicates the ratio of the relative velocity of separation to the relative velocity of approach between two colliding bodies. Depending on the type of the collision, elastic or inelastic collision, the value of " can be one " = 1 or between zero and unity 0 < " < 1 .
The CBO algorithm mechanism The CBO starts with a population of random Colliding Bodies (CB). Each CB is known as a solution candidate and has speci c mass. The mass of CBs can be speci ed according to their tness values by the following formula:
; k = 1; 2; :::; n;
where t(i) represents the tness values of the ith CB, and n is the number of colliding bodies. The CBs are sorted out due to their tness values in an ascending order and divided into two equal groups: stationary and moving groups. The lower and upper halves of the CBs represent stationary and moving groups. The moving CBs move toward stationary CBs, and a collision occurs between pairs of CBs.
The initial velocities of stationary and moving CBs are speci ed by: i = 0; i = 1; 2; :::; n 2 ;
i = x i n 2 x i ; i = n 2 + 1; n 2 + 2; :::; n;
where i and x i are the velocity and location vector of the ith CB in this group, respectively; x i n 2 is the ith CB pair location of x i in the previous group. After the collision, the velocities of the stationary and moving CBs ( 0 i ) are evaluated by: i 0 = (m i+ n 2 + "m i+ n 2 ) i+ n 2 m i + m i+ n 2 ; i = 1; 2; :::; n 2 ; (8) i 0 = (m i "m i n 2 ) i m i + m i n 2 ; i = n 2 + 1; n 2 + 2; :::; n;
where iter and iter max are the current iteration number and the total number of iteration for optimization process, respectively, and " is the Coe cient Of Restitution (COR). In addition, updated locations of the CBs are calculated as follows:
x new i = x i + rand i 0 ; i = 1; 2; :::; n 2 ;
x new i = x i n 2 + rand i 0 ; i = n 2 +1; n 2 + 2; :::; n; (12) where x new i , x i , and 0 i are the new locations, previous locations, and the velocity after the collision of the ith CB, respectively. rand represents a random vector uniformly distributed in the range of [-1,1] .
This process of the CBO algorithm is repeated repeatedly until a termination criterion, such as maximum iteration number, is satis ed.
2.1.2. Non-dominated sorting colliding bodies optimization The CBO algorithm is originally a single-objective method and cannot be employed in problems with more than one objective function; however, with some changes, it can be changed to a multi-objective algorithm. The most serious change necessary to make in sorting is using the non-dominated sorting approach instead of regular sorting according to the function values.
Deb et al. presented this approach for the rst time [24] and utilized it in NSGA-II. Its pseudo code is presented in Figure 1 . By performing this algorithm on CBs, bodies are assigned to separate fronts. Number of each front is considered as the rank of the CBs. For prioritizing CBs in each front, Crowding Distance (CD) should be calculated for bodies. CD is another concept which is used in NSGA-II [24] . CD performs this task according to the diversity of CBs in a front, i.e. solitude solution has higher priority compared to the other solutions in the same front.
For each solution, crowding distance is calculated by: In this algorithm, the magnitude of the mass for each CB is calculated by using the rank and CD values of the CBs by Eq. (14):
; k = 1; 2; :::; n: Figure 1 . Pseudocode of non-dominated sorting [24] .
Other steps and details are the same as those of the CBO. The owchart of the NSCBO algorithm is depicted in Figure 2. 2.1.3. Enhanced non-dominated sorting colliding bodies optimization Having considered two modi cations, Kaveh and Ilchi Ghazaan [23] improved the standard CBO in quality of the solutions and convergence speed and called it ECBO. The rst modi cation involved using a memory to save the best-found solution, and the second modi cation involved utilizing a mechanism to escape from local optimum. In this mechanism, a parameter like Pro within (0,1) was set and, for each CB, Pro was compared with rn i (i = 1; 2; :::; n), which is a random number between 0 and 1. If rn i < Pro, a random variable (j) of the ith CB was selected and altered as follows:
x ij = x j;min + random (x j;max x j;min ):
Further explanations and applications of the CBO and ECBO can be found in recent books by Kaveh [25, 26] . In order to improve the performance of the NSCBO, these modi cations are applied to it and created a modi ed version of the NSCBO, which is called ENSCBO. The owchart of the ENSCBO algorithm is depicted in Figure 3. 
Data envelopment analysis
Data Envelopment Analysis (DEA) is a non-parametric and linear programming method in operations research and economics to estimate the e ciency of DecisionMaking Units (DMUs) with multiple inputs and outputs. This method is based on the ideas of Farrell 
where K is the e ciency of the DMU k , y jl and x jl are the outputs and inputs of the DMU i , respectively. u i and r are the proper weights of inputs and outputs. Since linear programming cannot handle fraction, its formulation should change, such that denominator of the fraction is limited and only the linear programming is allowed to maximize the numerator. Therefore, the CCR model ought to be transformed into the following formula: 
3. Case study and discussion of results 3.1. Description of the case study One case study is selected to determine the performance of the considered multi-objective algorithm. The chosen case is taken from Ref. [10] . This case study is a multi-story garage building with the form and dimensions as illustrated in Figure 4 . Facilities, associated dimensions, and center of coordinate for the xed facilities are listed in Tables 1 and 2 . The purpose of this case study is to properly locate the temporary facilities in the available spaces to achieve the considered objectives. 
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Objective functions
This case study has two objective functions. The rst one is minimization of the resource transportation costs between facilities calculated as follows:
where C ij represents the transportation cost per unit distance between facilities i and j in Table 3 , and d ij is the distance between these facilities. The second objective of this case study is maximization of the site safety condition that consists of three individual criteria known as the Crane Safety Criteria (CSC), the Normalized Hazards Control Criterion (NHCC), and the Intersection Point Criterion (IPC). The CSC can be operational according to facilities' positions (in Table 4 ), sensitivity to falling objects provided in Table 5 , and the ratio between the risks of falling objects to crane collapse (m). This criterion is calculated by Eqs. (19) and (20) as follows: 
Control of the hazardous material is another factor evaluated by Eq. (21) and, then, normalized by Eq. (22):
NHCC = HCC -HCC min HCC max HCC min ; Note: J is the length of the crane jib; M is the width of the crane mast; H is the reach of the crane; f is the operating angle; u is the non-operating angle.
where HCW ij is the hazard control weight between facilities i and j, as presented in Table 6 . HCC max and HCC min are the maximum and minimum values of the HCC, respectively.
Finally, the third criterion is calculated by Eqs. (23) and (24) . This criterion is based on decreasing the probability of the accidents on the crowded routes:
where NR is the number of the crowded routes speci ed in Table 3 , and IP is the number of intersection points of these routes.
The safety index is the combination of these three explained criteria, representing the estimation of the site safety condition. Thus, the second objective function is provided as follows:
Maximize SI = w 1 CSC+w 2 NHCC + w 3 IPC:
The relative weights w 1 , w 2 , and w 3 are assumed to be 0.6, 0.2, and 0.2 in this case study, respectively.
Result and discussions
The above-mentioned case study problem was solved by NSCBO and ENSCBO algorithms, and the results were compared with a robust algorithm, MOPSO. The results of running the algorithms with 1000 iterations are shown in Figures 5, 6 , and 7 for the MOPSO, NSCBO, and ENSCBO algorithms, respectively. For a better comparison, the found Pareto fronts are shown in Figure 8 .
As observed, the ENSCBO has found safer and less expensive layouts. In other words, it has found a better Pareto front that includes a wider range of cost and safety compared to the other two algorithms. In addition, the NSCBO has a slightly better performance in comparison with MOPSO. In Figures 9 and 10 , the lowest cost and safest layouts are depicted, respectively. As observed from Figure 9 , the proximity of facilities and locating them in the high-risk zone of crane led to the computation of low safety index. However, the cost of this layout is the lowest compared to that of the others. The safety index of it is 31.18 and the corresponding cost is 9628.03. On the contrary, in the layout shown in Figure 10 , the facilities are located to ensure the highest safety level and an increase in the site transportation cost. The highest safety index is 83.68 and the corresponding cost is 23571.83. Other layouts represent a trade-o between cost and safety. Choosing one layout from the found optimal Pareto front has always been a challenging issue for project managers. DEA is a tool that helps managers to select the best layout from alternatives by calculating the e ciency of each layout. In this problem, each layout has been considered as a DMU, and the transportation cost and safety criteria have been considered as the inputs and outputs, respectively. Input and output of each layout and computed e ciencies of layouts with CCR model of DEA are provided in Table 7 . In addition, the positions of the DMUs in the Pareto front are speci ed in Figure 11 . In Figure 12 , a comparison is made between the e ciency of layouts. Layouts A, C, D, L, Q, and Y are the most e cient ones, shown in Figures 13-18 , and their e ciency is 1. These layouts provide higher safety levels due to the cost paid for transportation.
Concluding remarks
In this article, two new multi-objective algorithms were introduced for solving construction site layout problems, which are of multi-objective nature. These algorithms are named NSCBO and ENSCBO which are working based on two recently developed metaheuristic algorithms: CBO and ECBO. The energy and momentum laws of physics, in the case of onedimensional collision between bodies, form the basis of the standard algorithms. In order to evaluate the performance of algorithms, one case study was considered and the algorithms were applied to the site layout planning. The results obtained were compared with those of the MOPSO algorithm, demonstrating an acceptable development in nding better Pareto front and much better layouts. Through the DEA method, the e ciency of the found layouts was examined and the e cient layouts were determined. This method is useful for modelling with multiple inputs and outputs. In this example, transportation cost was considered as an input and safety factors were taken as the outputs. This approach is a valuable tool for site managers to select the best layouts among existing alternatives. The presented algorithms can also be utilized for other multi-objective problems.
