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Abstract
Asymptotic stability by Lyapunov of the steady-state solution to the linear initial-boundary value problem
which is formulated in the first part of this paper [A.M. Blokhin, D.L. Tkachev, L.O. Baldan, Well-
posedness of a modified initial-boundary value problem on stability of shock waves in a viscous gas. Part I,
J. Math. Anal. Appl. 331 (1) (2007) 408–423 (this issue)] proved under two conditions. The main of these
conditions is that zeros of Lopatinsky determinant excluding η = 0, s = 0 lie in the left half-plane. The
problem arises while providing grounds for replacing of thin transitional zones of strong gradients of basic
flow parameters for viscous heat-conducting gas with surfaces of strong discontinuity.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
In the first part [3] of this paper we formulated a linear initial-boundary value problem which
describes the motion of continuous media. We concentrated on the modeling of so-called transi-
tional zones of strong gradients, where flow parameters of viscous gas (velocity, density, pressure,
temperature, etc.) vary rapidly. The main idea is to treat such transitional zones as surfaces of
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A.M. Blokhin et al. / J. Math. Anal. Appl. 331 (2007) 424–442 425strong discontinuity, while discontinuous flows probably are not possible in the real media with
dissipation (that fact was established for 1D level yet [5]). Being exploited correctly this approach
allows strict founding (at least at the linear level) of application of the stabilization method to
find steady flows in the media with dissipation. It is sufficient to show the given flow treated as a
solution to a corresponding linear problem is asymptotically stable (by Lyapunov).
In the second part of the paper the asymptotic stability of the steady-state solution is proved
under the condition that zeros of the Lopatinsky determinant excluding s = 0 (where s is dual
to t) lie in the left half-plane.
The problem is to find a solution to the system{
(M2(τ + ξ)2 −− 2M2(τ + ξ))p = 0,
((τ + ξ)− )Ω = 0 (0.1)
in the domain R3+ = {(t, x, y) ∈ R3 | t, x > 0, y ∈ R} which satisfies at x = 0 the boundary
conditions
(1 + d˜)τ 2p − β
2
M2
τξp + Λ˜η2p − 2d˜τp − 2τξ(τ − (d˜ − 1)ξ)p = 0, (0.2)
ηΩ = 2τξp − d˜τp + 1
M2
ξp + 2ξ2p + k

(τ + ξ)p + β
2
2M2

p
= 2τξp + 2ξ2p + γ1τp + γ2ξp + β
2
2M2

p, (0.3)
ξΩ = τΩ +Ω − η
((
Λ̂− d̂ + 1
M2
)
p + 2(1 − d˜)τp + 2ξp
)
(0.4)
and the following initial data:
p|t=0 = p0(x, y), pt |t=0 = p1(x, y); Ω|t=0 = Ω0(x, y). (0.5)
Here τ = ∂
∂t
, ξ = ∂
∂x
, η = ∂
∂y
, M ,  , d˜ , Λ˜ are constants (see [3] for their description from point
of view of physics); β2 = 1 −M2, k = 1 −  , γ1 = 1− − d˜ , γ2 = 1− + 1M2 .
The structure of the paper is following. In Section 1 the exact solution to the generalized
problem for (0.1) is found in the class of functions which tend to zero as x → ∞.
In Section 2 we construct a solution to (0.1)–(0.5) with zero initial data and prove the trivial
solution is asymptotically stable by Lyapunov if the zeros of Lopatinsky determinant (excepting
the case η = 0, s = 0) lie in the left half-plane.
In Appendix A the hypothesis of Lopatinsky determinant zeros location is verified for  = 1,
d˜ = 1, Λ˜ = 0, 0 < M < 1 basing on zeros asymptotic behavior when η → 0 and η2 → ∞ and
by numerical simulations.
1. Setting of the auxiliary problem. Finding of solution to (0.1) decreasing as x→ 0 and
its estimation
1. As usual, we choose proper functional classes to work with. Let D(R2) be the space of basic
functions in R2 (relatively, D(R2+) be the subspace of D(R2) which elements are functions in
R2+ = {(x, y) ∈ R2 | x > 0, y ∈ R}). Let also S(R2) be the Schwartz space of rapidly decreasing
functions and D′(R2) and S′(R2) are dual spaces [10]. At last, let C∞([0,∞);D′t,y(R2)) be the
class of infinitely differentiable with respect to x functions with values in D′t,y(R2) (the indices
t, y stand for variables of functions in D(R2)) [8].
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In view of relations pt = −ξp − ξu − ηv, Ω = ηu − ξv (the former relation is a consequence
of the equation for p from the system for pressure p, velocity components u, v, and entropy s
considered in [3], the latter is definition of vorticity Ω) we conclude the rest of the initial data
functions for system (0.1):
pt |t=0 = p1(x, y) = −ξp0 − ξu0 − ηv0,
Ω|t=0 = Ω0(x, y) = ηu0 − ξv0
(
u|t=0 = u0(x, y), v|t=0 = v0(x, y) belongs to D
(
R2+
))
also possess this property.
We extend p(t, x, y) and Ω(t, x, y) by zero for t < 0 and obtain the following auxiliary
generalized problem for system (0.1):⎧⎨⎩
{2M2(τ + ξ)+−M2(τ + ξ)2}p
= 2M2δ(t)p0 − 2M2δ(t)ξp0 −M2δ′(t)p0 −M2δ(t)p1,
{(τ + ξ)− }Ω = δ(t)Ω0; x > 0, (t, y) ∈ R2.
(1.1)
Moreover, the derivatives with respect to t and y in (1.1) are taken in the generalized sense
and δ(t) is the Dirac function. The solution to (1.1) should satisfy the requirements p,Ω ∈
C∞([0,∞);D′t,y(R2)) and p,Ω → 0 as x → +∞.
2. We start the analysis of system (1.1) with its first equation. Applying Fourier–Laplace
transform in y and t to this equation, one gets (we now work in the space S′(R2)){
2M2ξ3 + ξ2(β2 + 2M2s)− 2M2ξ(s + η21)− (M2s2 + 2M2sη21 + η21)}p̂(x, η1, s)
= 2M2ξ2p̂0(x, η1)− 2M2η21p̂0(x, η1)− 2M2ξ p̂0(x, η1)−M2p̂1(x, η1)
−M2sp̂0(x, η1), x > 0. (1.2)
Here η1 and s are dual to y and t and the solution p̂(x, η1, s) have the property: p̂(x, η1, s) → 0
as x → +∞.
Formally, Eq. (1.2) can be solved with
p̂ ∗(x, η1, s) = 12π
+∞∫
−∞
eixξ1
h(ξ1, η1, s)
k(ξ1, η1, s)
dξ1, (1.3)
where
h(ξ1, η1, s) =
+∞∫
0
e−ixξ1
[{
2M2
(
∂
∂x
)2
− 2M2η21 − 2M2
∂
∂x
−M2s
}
p̂0(x, η1)
−M2p̂1(x, η1)
]
dx, (1.4)
k(ξ1, η1, s) = 2M2(iξ1)3 + (iξ1)2
(
β2 + 2M2s)− 2M2(iξ1)(s + η21)
− (M2s2 + 2M2sη21 + η21), (1.5)
the variable ξ1 is dual to x.
Clearly, the function p̂ ∗ is a solution if k(ξ1, η1, s) = 0 for all real ξ1; η1 ∈ R, s = s1 + is2 ∈ C
(s1 > σ,σ > 0) are arbitrary parameters.
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function is played by the properties of the roots of polynomial (1.5). If we take z = iξ1 we can
rewrite the equation in such a way:
2M2z3 + z2(β2 + 2M2s)− 2M2z(s + η21)− (M2s2 + 2M2sη21 + η21)= 0. (1.6)
Using the Cardano formulae [6], we write down expressions for the roots of this equation:
z1 = A+B − s3 −
β2
6M2
,
z2,3 = −A+B2 ± i
A−B
2
√
3 − s
3
− β
2
6M2
, where
A =
(
− q˜
2
+√Q)1/3, B = (− q˜
2
−√Q)1/3, Q = ( p˜
3
)3
+
(
q˜
2
)2
,
p˜ = − s
2
3
− s
(
β2
3M2
+ 1
)
− β
4
12M4
− η21,
q˜
2
= 1
63
{
8s3 + s2
(
12
M2
− 30
)
+ s
(
6
M4
+ 6
M2
− 72η21 − 12
)
+ β
6
M6
− 36 η
2
1
M2
− 18η21
}
, (1.7)
i.e.
Q = 1
66
{
−864s5 + s4
[
−192
(
1
M2
+ 2
)2
− 48
(
β4
M4
+ 12η21
)
+
(
12
M2
− 30
)2
+ 16
(
6
M4
+ 6
M2
− 72η21 − 12
)]
+ s3
[
−64
(
1
M2
+ 2
)3
− 96
(
1
M2
+ 2
)(
β4
M4
+ 12η21
)
+ 2
(
12
M2
− 30
)(
6
M4
+ 6
M2
− 72η21 − 12
)
+ 16
(
β6
M6
− 36η21
1
M2
− 18η21
)]
+ s2
[
−48
(
1
M2
+ 2
)2(
β4
M4
+ 12η21
)
− 12
(
β4
M4
+ 12η21
)2
+
(
6
M4
+ 6
M2
− 72η21 − 12
)2
+ 2
(
12
M2
− 30
)(
β6
M6
− 36η21
1
M2
− 18η21
)]
+ s
[
−12
(
1
M2
+ 2
)(
β4
M4
+ 12η21
)2
+ 2
(
6
M4
+ 6
M2
− 72η21 − 12
)
×
(
β6
M6
− 36η21
1
M2
− 18η21
)]
+
(
β6
M6
− 36η21
1
M2
− 18η21
)2
−
(
β4
M4
+ 12η21
)3}
.
Moreover, the values of multivalued functions in expressions for A and B are chosen to satisfy
the equality
AB = − p˜ .
3
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Let us, for example, we cut the complex plane along the real axis from −∞ to the origin,
fix the branch for
√
Q with
√−1 = i and fix in expressions for A and B arg 3√−1 = π and
arg 3
√−1 = −π , respectively, where the function arg is continuous. Then we have Re z1,2 < 0,
Re z3 > 0 for large η21 and fixed s (s1 > 0) (the root z2 is taken with plus at i, see z2,3 in (1.7)).
Additionally, we note that in this case if s = 0 and η1 = 0 simultaneously, then
z1 = −12
β2
M2
< 0, z2 = z3 = 0.
Now we prove that for all η1 ∈ R and s ∈ C (Re s = s1 > 0) two roots of (1.6) lie in the left
half-plane, and one root is in the right half-plane.
First, we assume that s2 = Im s = 0. By the Rauss–Hurvitz criterium [4], the number of
roots of (1.6) in the right half-plane is the number of sign changes in the sequence: a0,
1, 2/1, 3/2 (i = 0, i = 1,2,3), where a0 = 2M2 > 0, 1 = 2M2s1 + β2, 2 =
−2M4s21 − 2M2β2s1 + 2M4η21, 3 = −2(M2s21 + 2M2s1η21 + η21). If s1 > − β
2
2M2 (s1 and η1
are not zero s at the same time), the sign changes once and, therefore, we have one root in the
right half-plane and two roots in the left one.
For the general case s2 = 0 we rewrite Eq. (1.6) as follows:
M(s + z) = M2(z2 − η21)±√M2(z2 − η21)2 + z2 − η21. (1.8)
Hence z cannot have zero real part if s1 > 0. To complete the proof it suffices to apply the theorem
on the continuous dependence of the roots on parameters (in (1.6) the parameters are η21 and s).
Further analysis of (1.8) shows that the proven property is valid for the general situation when
s lies to the right of the following curves (η2 is fixed):1
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γ1:
{
s1 = −α2 − η21 + 1M
√
M2(α2 + η21)2 − (α2 + η21),
s2 = −α, α ∈ R is a parameter;
(b) η21 < 1M2 : the curve consists of the two parts γ2 and γ3, moreover, γ2 consists of the four
parts:
γ2:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(I )
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−
√
1
M2
− η21 < α < 0,
s1 = −α2 − η21,
s2 = −α + 1M
√
α2 + η21 −M2(α2 + η21)2;
(II)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α∗ = −
√
−(2η21+1− 1M2 )+
√
4η21+(1− 1M2 )2
2  α < 0,
s1 = −α2 − η21,
s2 = −α − 1M
√
α2 + η21 −M2(α2 + η21)2;
(III)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 α <
√
1
M2
− η21,
s1 = −α2 − η21,
s2 = −α − 1M
√
α2 + η21 −M2(α2 + η21)2;
(IV)
⎧⎪⎨⎪⎩
0 α < −α∗,
s1 = −α2 − η21,
s2 = −α + 1M
√
α2 + η21 −M2(α2 + η21)2;
γ3:
⎧⎪⎨⎪⎩
α2 + η21  1M2 ,
s1 = −α2 − η21 + 1M
√
M2(α2 + η21)2 − (α2 + η21),
s2 = −α.
(1.9)
Figure 1 illustrates case (b). It is seen that the common points of parts I and IV , II and III,
and II and IV tend to the origin as η1 → 0.
Remark 1.1. On Fig. 1, the needed domain lies to the right of the curve passing through A, B ,
C, D, E, F , and G.
It follows from our study that k(ξ1, η1, s) = 0 for all ξ1, η1 ∈ R, s ∈ C (Re s = s1 > 0). Hence,
p̂ ∗(x, η1, s) in (1.3) is indeed the solution to the first equation in (1.1).
4. To estimate the function p∗(x, y, t), we use its definition (see (1.3)) and extend it analyti-
cally in s over the whole left half-plane excepting zeros of the polynomial k(ξ1, η1, s) (in s) in
which it has poles. The poles are:
s1,2 = −iξ1 − ξ21 − η21 ±
√(
ξ21 + η21
)2 − 1
M2
(
ξ21 + η21
)
.
They are simple except the cases η1 = 0, ξ1 = 0, s = 0 and ξ21 + η21 = 1M2 , s1,2 = −iξ1 − ξ21 − η21
when they are of multiplicity two.
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ξ1 = 0) lie on continuous curves that consist of zeros of the function Q, i.e. the branch points of√
Q at which the roots of Eq. (1.6) become multiple [6]. The following asymptotical expressions
are valid:
si
(
η21
)= ±η1 + o(η1), |η1| → +∞, i = 1,5.
We introduce the convenient notation
A(ξ1, η1) =
√(
ξ21 + η21
)2 − 1
M2
(
ξ21 + η21
)
.
Using the inverse Laplace transform, we arrive at
pˆ∗(ξ1, η1, t) = − e
(−iξ1−ξ21 −η21+A(ξ1,η1))t
2M2A(ξ1, η1)
h(ξ1, η1, s)
∣∣∣∣
s=s1
+ e
(−iξ1−ξ21 −η21−A(ξ1,η1))t
2M2A(ξ1, η1)
h(ξ1, η1, s)
∣∣∣∣
s=s2
if η1 and ξ1 are not simultaneously zeros and ξ21 + η21 =
1
M2
, and
pˆ∗(ξ1, η1, t) = d
ds
{
est (s − s1,2)2h(ξ1, η1, s)
}∣∣∣∣
s=s1,2
if ξ1 = η1 = 0 or ξ21 + η21 =
1
M2
. (1.10)
Representation (1.10) and the theorem on estimate of the convolution norm in L2 [7] give us
the inequality∥∥p∗(x, y, t)∥∥
L2(R2+)
C(t)
{∥∥p0(x, y)∥∥W 22 (R2+) + ∥∥p1(x, y)∥∥L2(R2+)}, (1.11)
where W 22 (R
2+) is the Sobolev space, and C(t) is defined as follows:
C(t) = max
{
sup
(ξ1,η1)∈R2
e−(ξ21 +η21)t
∣∣∣∣e−A(ξ1,η1)t − eA(ξ1,η1)tA(ξ1, η1)
∣∣∣∣, 12 sup(ξ1,η1)∈R2 e−(ξ21 +η21)t
×
∣∣∣∣ (−iξ1 − ξ21 − η21 +A(ξ1, η1))eA(ξ1,η1)t + (iξ1 + ξ21 + η21 +A(ξ1, η1))e−A(ξ1,η1)tA(ξ1, η1)
∣∣∣∣}.
However, with estimate (1.11) in hands, we still cannot prove the Lyapunov asymptotic sta-
bility of the trivial solution (C(t) grows up in time) and we need to improve this estimate. We
recall that p0(x, y), u0(x, y), v0(x, y) have compact support and, integrating by parts, we derive
from (1.10) the estimate∥∥p∗(x, y, t)∥∥
L2(R
2+)
H(t)
{∥∥p0(x, y)∥∥L2(R2+) + ∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)}, (1.12)
where
H(t) = max
{
sup
2
η21e
−(ξ21 +η21)t
∣∣∣∣e−A(ξ1,η1)t − eA(ξ1,η1)tA(ξ1, η1)
∣∣∣∣,
(ξ1,η1)∈R
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2
sup
(ξ1,η1)∈R2
e−(ξ21 +η21)t
∣∣∣∣ (−iξ1 − ξ21 − η21 +A(ξ1, η1))eA(ξ1,η1)tA(ξ1, η1)
+ (iξ1 + ξ
2
1 + η21 +A(ξ1, η1))e−A(ξ1,η1)t
A(ξ1, η1)
∣∣∣∣,
sup
(ξ1,η1)∈R2
e−(ξ21 +η21)t
∣∣∣∣η1 e−A(ξ1,η1)t − eA(ξ1,η1)tA(ξ1, η1)
∣∣∣∣}. (1.13)
Consequently, H(t) is a continuous function on (0,+∞) and H(t) → 0 as t → +∞.
5. We consider the second equation in (1.1). By analogy, we obtain that the function
Ω̂∗(x, η1, s) = 12π
+∞∫
−∞
eixξ1
Ω̂0(ξ1, η1)
m(ξ1, η1, s)
dξ1, (1.14)
where
Ω0(x, y) = ηu0 − ξv0, m(ξ1, η1, s) = 
(
ξ21 + η21
)+ iξ1 + s, (1.15)
is the solution to this equation.
We apply the inverse Laplace transform to Ω̂∗(x, η1, s) and have:
Ω̂∗(ξ1, η1, t) = e−((ξ21 +η21)+iξ1)t Ω̂0(ξ1, η1). (1.16)
Then, (1.16) implies the inequality∥∥Ω∗(x, y, t)∥∥
L2(R2+)
 M˜
∥∥Ω0(x, y)∥∥L2(R2+), M˜ > 0 is a constant. (1.17)
The last can be strengthened:∥∥Ω∗(x, y, t)∥∥
L2(R
2+)
 L(t)
{∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)}, (1.18)
where
L(t) = sup
(ξ1,η1)∈R2
∣∣η1e−(ξ21 +η21)t ∣∣.
Thus, L(t) is continuous on (0,+∞) and L(t) → 0 as t → ∞.
6. Concluding the section, we note that for the compactly supported initial data p0(x, y),
u0(x, y) and v0(x, y) from (1.10) and (1.14) we immediately can obtain an important information
on properties of the solutions p∗(x, y, t), Ω∗(x, y, t): if t > 0, then p∗(x, y, t) and Ω∗(x, y, t)
are infinitely differentiable, and the initial data are satisfied in the sense of traces in L2(R+) [9],
i.e. in the sense of generalized functions [10] as t → +0.
2. Construction of a smooth solution to problem (0.1)–(0.5) and its a priori estimates.
Asymptotical stability of the stationary solution
1. In (0.2) we make the change of unknowns p = p∗ + p˜, Ω = Ω∗ +Ω˜ . Now we have another
problem:{
M2(τ + ξ)2 −− 2M2(τ + ξ)}p˜ = 0, x > 0, t > 0;{
(τ + ξ)− }Ω˜ = 0, x > 0, t > 0; (0.1)
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2
M2
τξp˜ + Λ˜η2p˜ − 2dτp˜ − 2τξ(τ − (d − 1)ξ)p˜
= −L1(p∗), x = 0; (2.1)
L2(p˜, Ω˜) = ηΩ˜ − 2τξp˜ − 2ξ2p˜ −
(
1 − 

− d˜
)
τ p˜ −
(
1 − 

+ 1
M2
)
ξ p˜
− β
2
2M2

p˜
= −L2
(
p∗,Ω∗
)
, x = 0; (2.2)
L3(p˜, Ω˜) = ξΩ˜ − τΩ˜ − Ω˜ + η
((
Λ˜− d˜ + 1
M2
)
+ 2(1 − d)τ + 2ξ
)
p˜
= −L3
(
p∗,Ω∗
)
, x = 0; (2.3)
p˜|t=0 = p˜t |t=0 = 0, Ω˜|t=0 = 0 (2.4)
(to simplify the notation we below omit tildes at p and Ω).
2. We continue p and Ω by zero for t < 0 and, accounting for the compatibility conditions,
come from problem (0.1), (2.1)–(2.4) to the generalized problem{
M2(τ + ξ)2 −− 2M2(τ + ξ)}p = 0, x > 0, t ∈ R;{
(τ + ξ)− }Ω = 0, x > 0, t ∈ R; (2.5)
L1(p) = −L1(p∗), x = 0; (2.6)
L2(p,Ω) = −L2
(
p∗,Ω∗
)
, x = 0; (2.7)
L3(p,Ω) = −L3
(
p∗,Ω∗
)
, x = 0. (2.8)
As in Section 1, we apply to problem (2.5)–(2.8) a Fourier–Laplace transform in y and t :{
2M2ξ3 + ξ2(β2 + 2M2s)− 2M2ξ(s + η21)− (M2s2 + 2M2sη21 + η21)}p̂(x, η1, s) = 0,
x > 0;{
ξ2 − ξ − (s + η21)}Ω̂(x, η1, s) = 0, x > 0; (2.9){
(1 + d)s2 − β
2
M2
sξ − Λ˜η21 + 2d˜sη21 − 2s2ξ − 2sξ2
}
p̂(x, η1, s) = −LF
(
L1(p
∗)
)
,
x = 0; (2.10)
iη1Ω̂(x, η1, s)+
{
2sξ + 2ξ2 +
(
1 − 

− d˜
)
s +
(
1 − 

+ 1
M2
)
ξ
+ β
2
2M2


}
p̂(x, η1, s) = LF
(
L2
(
p∗,Ω∗
))
, x = 0; (2.11)
−(ξ − s − 1)Ω̂(x, η1, s)+
{
iη1
((
Λ˜− d˜ + 1
M2
)
+ 2(1 − d˜)s + 2ξ
)}
p̂(x, η1, s) = LF
(
L3
(
p∗,Ω∗
))
, x = 0, (2.12)
where, for example, LF(L1(p∗)) stands for the Fourier–Laplace transform of the function
L1(p∗).
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(η1 ∈ R, s = s1 + is2 ∈ C (s1 > σ,σ > 0) are parameters). For this purpose, we turn back to
Eq. (1.6) and denote the roots with negative real parts by ξ (1)(s, η1) and ξ (2)(s, η1). Moreover,
ξ (3)(s, η1) stands for the root with the same property of the equation

(
z2 − η21
)− z − s = 0.
We remind the result of the first part of the paper [3] (the Hadamard-type ill-posedness exam-
ples do not exist) and conclude that a possible solution to (2.9) has the form(
p̂(x, η1, s)
Ω̂(x, η1, s)
)
=
(
C1
1
2πi
∮
Γ
eixξ1
A+(τ,ξ1,η1) dξ1 +C2 12πi
∮
Γ
eixξ1 ξ1
A+(τ,ξ1,η1) dξ1
C3eξ
(3)(η1,s)x
)
, x > 0,
(2.13)
where A+(τ, ξ1, η1) = (ξ1 + iξ (1)(s, η1))(ξ1 + iξ (2)(s, η1)); the simple contour Γ encloses the
points −iξ (1)(s, η1), −iξ (2)(s, η1); the functions C1,C2 and C3 depend on s and η1 only, there-
with s1 = Re s > σ , σ > 0 is large enough.
The necessary and sufficient solvability condition for problem (2.9)–(2.12) is that the Lopatin-
sky determinant [8] is not zero:
detL
= det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2πi
∮
Γ
L1(iξ1,s,η1)
A+(τ,ξ1,η1) dξ1
1
2πi
∮
Γ
L1(iξ1,s,η1)ξ1
A+(τ,ξ1,η1) dξ1 0
1
2πi
∮
Γ
{ [2siξ1+( 1− −d˜)s]
A+(τ,ξ1,η1)
+ −2(ξ1)
2+( 1−

+ 1
M2
)iξ1+ β
2
2M2


A+(τ,ξ1,η1)
}
dξ1
1
2πi
∮
Γ
{ [2siξ1+( 1− −d˜)s]ξ1
A+(τ,ξ1,η1)
+ [−2(ξ1)
2+( 1−

+ 1
M2
)iξ1+ β
2
2M2

]ξ1
A+(τ,ξ1,η1)
}
dξ1
iη1
1
2πi
∮
Γ
{ [(2iξ1+2(1−d˜)s)iη1]
A+(τ,ξ1,η1)
+ (Λ˜−d˜+
1
M2
)iη1
A+(τ,ξ1,η1)
}
dξ1
1
2πi
∮
Γ
{ [(2iξ1+2(1−d˜)s)iη1]ξ1
A+(τ,ξ1,η1)
+ (Λ˜−d˜+
1
M2
)iη1ξ1
A+(τ,ξ1,η1)
}
dξ1
−ξ(3)
+ s + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (2.14)
where L1(iξ1, iη1, s) the symbol of the operator L1 (formally, the differentiation operators ξ , η,
τ are replaced the variables iξ1, iη1 and s), s1 = Re s > σ , σ > 0, η1 ∈ R.
If (2.14) is fulfilled, then C1 = C1(s, η1), C2 = C2(s, η1), and C3 = C3(s, η1) can be found
as the solutions to a corresponding nonhomogeneous linear system. Then for the functions
p̂(x, η1, s), Ω̂(x, η1, s) we have
(
p̂(ξ1, η1, t)
Ω̂(ξ1, η1, t)
)
=
⎛⎜⎜⎝
1
2πi
∫ a+i∞
a−i∞ e
stC1(s, η)F1(ξ1, sη1) ds
+ 12πi
∫ a+i∞
a−i∞ e
stC2(s, η)F2(ξ1, sη1) ds
1
2πi
∫ a+i∞
a−i∞ e
st iC3(s,η1)
ξ1+iξ (3)(η1,s) ds
⎞⎟⎟⎠ , (2.15)
where F1(ξ1, s, η1) and F2(ξ1, s, η1) are the Fourier images of the curvilinear integrals, a > σ
is the growth exponent in t for p(x, y, t) and Ω(x,y, t).
4. To deduce the desired estimate, we consider (2.15). Using properties of symmetric func-
tions [8], we can calculate the curvilinear integrals and rewrite the Lopatinsky determinant as
follows:
detL= 2isz˜3
[(
1 −  − d˜
)
s + β
2
2 
 −
(
2s + 1 −  + 12
)
B1(s, η1,M, z˜3) 2M   M
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− 2iη21
[
(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))]+ 2isz˜3η21[Λ˜− d˜ + 1M2
+ 2(1 − d˜)s − 2B1(s, η1,M, z˜3)
]
+ (ξ(3) − s − 1)i( 1

− 2z˜3
)
×
[
(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))]. (2.16)
Moreover, Re z˜3 > 0, z˜3 is the root of (1.6) and
B1(s, η1,M, z˜3) = β
2
2M2
+ s + z˜3,
B2(s, η1,M, z˜3) = s
2 + 2sη21 + η21/M2
z˜3
.
Thus,
p̂(ξ1, η1, s)
= 1
ξ21 − iξ1B1(s, η1,M, z˜3)−B2(s, η1,M, z˜3)
1
detL
×
[
A11
(
− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
h(α,η1, s) dα
)
+A21
(
1
2π
+∞∫
−∞
2siα + ( 1−

− d˜)s − 2α2 + ( 1−

+ 1
M2
)
iα + β22M2 

k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
iη1
m(α,η1, s)
Ω̂0(α, η1) dα
)
+A31
(
1
2π
+∞∫
−∞
(
2iα + 2(1 − d˜)s + Λ˜− d˜ + 1
M2
)
iη1
k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
s − ξ(3) + 1
m(α,η1, s)
Ω̂0(α, η1) dα
)]
+ ξ1
ξ2 − iξ B (s, η ,M, z˜ )−B (s, η ,M, z˜ )
1
detL1 1 1 1 3 2 1 3
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[
A12
(
− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
h(α,η1, s) dα
)
+A22
(
1
2π
+∞∫
−∞
2siα + ( 1−

− d˜)s − 2α2 + ( 1−

+ 1
M2
)
iα + β22M2 

k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
iη1
m(α,η1, s)
Ω̂0(α, η1) dα
)
+A32
(
1
2π
+∞∫
−∞
(
2iα + 2(1 − d˜)s + Λ˜− d˜ + 1
M2
)
iη1
k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
s − ξ(3) + 1
m(α,η1, s)
Ω̂0(α, η1) dα
)]
, (2.17)
Ω̂(ξ1, η1, s)
= − i
ξ1 + iξ (3)(s, η1)
1
detL
[
A13
(
− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
h(α,η1, s) dα
)
+A23
(
1
2π
+∞∫
−∞
2siα + ( 1−

− d˜)s − 2α2 + ( 1−

+ 1
M2
)
iα + β22M2 

k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
iη1
m(α,η1, s)
Ω̂0(α, η1) dα
)
+A33
(
1
2π
+∞∫
−∞
(
2iα + 2(1 − d˜)s + Λ˜− d˜ + 1
M2
)
iη1
k(α,η1, s)
h(α,η1, s) dα
+ 1
2π
+∞∫
−∞
s − ξ(3) + 1
m(α,η1, s)
Ω̂0(α, η1) dα
)]
, (2.18)
where
A11 =
[(
1 − 

− d˜
)
s + β
2
2M2

 −
(
2s + 1 − 

+ 1
M2
)
B1(s, η1,M, z˜3)
+ 2(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))](−ξ(3) + s + 1)
+ η21
(
Λ˜− d˜ + 1
M2
+ 2(1 − d˜)s − 2B1(s, η1,M, z˜3)
)
,
A12 = −i
(
1 − 2z˜3
)(−ξ(3) + s + 1)+ 2iη21,
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(
1

− 2z˜3
)[
iη1
(
Λ˜− d˜ + 1
M2
+ 2(1 − d˜)s − 2B1(s, η1,M, z˜3)
)]
+ 2η1
[(
1 − 

− d˜
)
s + β
2
2M2

 −
(
2s + 1 − 

+ 1
M2
)
B1(s, η1,M, z˜3)
+ 2(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))],
A21 = −
[
(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))](−ξ(3) + s + 1),
A22 = 2siz˜3
(−ξ(3) + s + 1),
A23 = −
[
2siz˜3
(
iη1
(
Λ˜− d˜ + 1
M2
+ 2(1 − d˜)s − 2B1(s, η1,M, z˜3)
))
+ 2η1(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))],
A31 = iη1
[
(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))],
A32 = 2sz˜3η1,
A33 = 2siz˜3
[(
1 − 

− d˜
)
s + β
2
2M2

 −
(
2s + 1 − 

+ 1
M2
)
B1(s, η1,M, z˜3)
+ 2(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))]
− i
(
1

− 2z˜3
)[
(1 + d˜)s2 − Λ˜η21 + 2d˜sη21 +
(
β2
M2
s + 2s2
)
B1(s, η1,M, z˜3)
− 2s(B21 (s, η1,M, z˜3)−B2(s, η1,M, z˜3))]
are cofactors for entries of the Lopatinsky matrix L= (aij )i,j=1,n.
Consequently, by (2.15)–(2.18), the functions p(x, y, t) and Ω(x,y, t) are solutions to (2.9)–
(2.12), which are infinitely differentiable for t > 0.
The formulae (2.13), (1.3), and (1.14) give a smooth solution for t > 0 to problem (0.1)–(0.5).
The initial data are fulfilled in the sense of generalized functions.
5. We could derive the desired estimate for p(x, y, t) and Ω(x,y, t) (i.e. for the original
problem (0.1)–(0.5)) if their Laplace images p(ξ1, η1, t) and Ω(ξ1, η1, t) can be analytically
continued in s to the left half-plane. The analyticity in s allows us to replace the integral over
the line in representation (2.15) by the sum of integrals over sides of the needed cuts. Moreover,
poles of functions, in particular, zeros of the Lopatinsky determinant are taken into account as
well (see (2.4) and (2.6)).
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t + si
(
η21
) (−∞ < t  0, si(η21) are the roots that are singular points
of the function z˜3(s, η1), i = 1,M
)
,
the lines
t +
−( 1+2M2
M2
)2 ±
√
( 1+2M2
M2
)2 − 4( 1−M2
M2
)2 − 12η21
2(
−∞ < t  0,
−( 1+2M2
M2
)2 ±
√
( 1+2M2
M2
)2 − 4( 1−M2
M2
)2 − 12η21
2
are the roots
of the equation p˜
(
s, η21
)= 0),
and, finally, a part of the line
t − 1
4
− η21, −∞ < t  0,
corresponding to the equation z2 − (z + s)− η21 = 0.
We assume the following:
(A) zeros of the Lopatinsky determinant, except s = 0 at η1 = 0, lie in the open left half-plane,
i.e. their real part are negative.
Moreover, by results of Section 3, this assumption is fulfilled for η21 large enough.
Remark 2.1. Assumption (A) can actually force some restrictions on parameters of the problem.
If, however, it is not fulfilled, the norm of solution does not tend to zero as the time grows up,
although the well-posedness of problem (0.1)–(0.5) can still be proven.
Remark 2.2. The particular case  = 1, 
 = 1 when zeros of the Lopatinsky determinant (except
s = 0 at η1 = 0) lie in the open left half-plane is studied in Appendix A. There we carry out both
analytical and computer methods.
Having fulfilled (A), from formulae (2.15), (2.16)–(2.18) we can prove a priori estimates for
problem (0.1), (2.1)–(2.4):∥∥p(x, y, t)∥∥
L2(R2+)
H1(t)
{∥∥p0(x, y)∥∥L2(R2+) + ∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)},
(2.19)∥∥Ω(x,y, t)∥∥
L2(R
2+)
 L1(t)
{∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)}, (2.20)
where H1(t) and L1(t) are continuous functions on (0,+∞) which tend to zero as t grows up.
A priori estimates (2.19), (2.20) together with (1.12) and (1.18) guarantees Lyapunov’s as-
ymptotic stability of the stationary solution to (0.1)–(0.5).
Remark 2.3. Summing up the results in Sections 1, 2, we conclude that the well-posedness of
problem (0.1)–(0.5) is proven and its solution is found.
We note that the particular case 
 = 0 was considered in [1,2].
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Appendix A
A.1. We consider problem (0.1)–(0.5) for the particular case 
 = 1,  = 1 (consequently,
d˜ = 1, Λ˜ = 0). Then, after some transformations (integration of (0.2) by t is among them) we
rewrite the problem as follows:{
M2(τ + ξ)2 −− 2M2(τ + ξ)}p = 0 for x > 0,{
(τ + ξ)− }Ω = 0 for x > 0; (0.1)
τp − k̂ξp −p = τξp, x = 0; (A.1)
ηΩ = τp − 2η2p + ξp + k̂p, x = 0, (A.2)
ξΩ = τΩ +Ω − 2η(ξp + k̂p), x = 0; (A.3)
p|t=0 = p0(x, y),
pt |t=0 = p1(x, y),
Ω|t=0 = Ω0(x, y), (A.4)
where the constant k̂ = β22M2 .
A.2. By analogy with Section 2, we find a solution to the problem (an analog of (0.1), (2.1)–
(2.4)):{
M2(τ + ξ)2 −− 2M2(τ + ξ)}p = 0 for x > 0,{
(τ + ξ)− }Ω = 0 for x > 0; (0.1)
L˜1(p) = τp − k̂ξp −p − τξp = −L˜1(p∗), x = 0, (A.5)
L˜2(p,Ω) = ηΩ − τp + 2η2p − ξp − k̂p = −L˜2
(
p∗,Ω∗
)
, x = 0, (A.6)
L˜3(p,Ω) = ξΩ − τΩ −Ω + 2η(ξp + k̂p) = −L˜3
(
p∗,Ω∗
)
, x = 0; (A.7)
p|t=0 = pt |t=0 = 0,Ω|t=0 = 0. (A.8)
The functions p∗(x, y, t), Ω∗(x, y, t) are given in Section 1 by (1.3) and (1.14), respectively.
The solution in dual variables is given by formulae
p̂(ξ1, η1, s)
= 1
ξ21 − iξ1(̂k + s + z˜3)−B2(s, η1,M, z˜3)
1
detL1
×
{[(
ξ (3) − 1)(z˜3 − 2η21)− z˜3(s + 2η21)]
[
− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
ĥ(α, η1, s) dα
]
+ [(ξ (3) − s − 1)(s + η21 − z˜3(̂k + s)− z˜32 +B2(s, η1,M, z˜3))]
×
[
1
2π
+∞∫ −s − iα − 2η21 − k̂
k(α, η1, s)
ĥ(α, η1, s) dα − iη12π
+∞∫ 1
m(α,η1, s)
Ω̂0(α, η1) dα
]
−∞ −∞
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[
s + η21 − z˜3(̂k + s)− z˜32 +B2(s, η1,M, z˜3)
]
×
[
1
2π
+∞∫
−∞
−2iη1(iα + k̂)
k(α, η1, s)
ĥ(α, η1, s) dα + 12π
+∞∫
−∞
iα − s − 1
m(α,η1, s)
Ω̂0(α, η1) dα
]}
+ ξ1
ξ21 − iξ1(̂k + s + z˜3)−B2(s, η1,M, z˜3)
1
detL1
×
{[
i
(
ξ (3) − s − 1)+ 2iη21]
[
− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
ĥ(α, η1, s) dα
]
+ [(i(s + k̂)+B2(s, η1,M, z˜3)+ z˜3)(ξ (3) − s − 1)]
×
[
1
2π
+∞∫
−∞
−s − iα − 2η21 − k̂
k(α, η1, s)
ĥ(α, η1, s) dα − iη12π
+∞∫
−∞
1
m(α,η1, s)
Ω̂0(α, η1) dα
]
+ iη1
[
i(s + k̂)+B2(s, η1,M, z˜3)+ z˜3
][ 1
2π
+∞∫
−∞
−2iη1(iα + k̂)
k(α, η1, s)
ĥ(α, η1, s) dα
+ 1
2π
+∞∫
−∞
iα − s − 1
m(α,η1, s)
Ω̂0(α, η1) dα
]}
, (A.9)
Ω̂(ξ1, η1, s)
= − 1
ξ (3) − iξ1
1
detL1
{[
2η1(s + 2η1)
][− 1
2π
+∞∫
−∞
L1(iα, iη1, s)
k(α,η1, s)
ĥ(α, η1, s) dα
]
+ [−2η1B2(s, η1,M, z˜3)+ (̂k + s + z˜3)2(−2iη1 + 2η1)
+ (̂k + s + z˜3)(2iη1k̂)− 2η1k̂(s + k̂)− 2η1
(
s + η21
)]
×
[
1
2π
+∞∫
−∞
−s − iα − 2η21 − k̂
k(α, η1, s)
ĥ(α, η1, s) dα − iη12π
+∞∫
−∞
1
m(α,η1, s)
Ω̂0(α, η1) dα
]
+ [(1 + i)(̂k + s + z˜3)2 − (̂k + s + z˜3)(s + k̂ + 2η21)
− i((s + k̂)(s + k̂ + 2η21)+ s + η21)− iB2(s, η1,M, z˜3)]
×
[
1
2π
+∞∫
−∞
−2iη1(iα + k̂)
k(α, η1, s)
ĥ(α, η1, s) dα + 12π
+∞∫
−∞
iα − s − 1
m(α,η1, s)
Ω̂0(α, η1) dα
]}
.
(A.10)
Moreover, the Lopatinsky determinant detL1 is calculated below:
detL1 = (̂k + s + z˜3)2
(
2(1 + i)η2 + (1 + i)(s + 1 − ξ (3)))
+ (̂k + s + z˜3)
((
s + k̂ + 2η21
)(
ξ (3) − s − 1)− 2η21 k̂ )
− (2iη21 − i(ξ (3) − s − 1))B2(s, η1,M, z˜3)
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+ i(ξ (3) − s − 1)(s + η21 + (s + k̂)(s + k̂ + 2η21))
− 2iη21
(
k̂(s + k̂ )+ s + η21
)
, (A.11)
where L1(iα, iη1, s) = s − k̂iα + α2 + η21 − siξ , Re z˜3(s, η1) > 0.
A.3. Simple, but cumbersome, analysis of properties of the zero s0(η) of the Lopatinsky de-
terminant which tends to zero as η → 0 gives us its asymptotical representation:
s0(η) = − 1
M4β2
(
β2
M2
2
9
+ β
4
M4
+ 4
3
)−1(
−10
3
M6 + 17
3
M4 − 2M2 + 2
3
)
η21 + o
(
η21
)
,
(A.12)
where
−10
3
M6 + 17
3
M4 − 2M2 + 2
3
> 0 if 0 <M < 1.
Based on formula (3.12) and the absence of Hadamard-type ill-posedness examples, we con-
clude that zeros of the Lopatinsky determinant detL1 lie to the left of the imaginary axis as
η1 → 0 and η21 → ∞, respectively.
The behavior of zeros of the Lopatinsky determinant at “middle” values of η21 simulated by
computer methods is illustrated by Figs. 2–4.
Remark A.1. Some spurious zeros of detL1 are pictured at Figs. 2–4, for example, the root
which is “stabilized” as η1 → ∞ (the curve V). It happens when we leave the domain where two
roots of (1.6) have negative imaginary parts. However, as seen from the figures, this does not
change the whole picture.
A.M. Blokhin et al. / J. Math. Anal. Appl. 331 (2007) 424–442 441Fig. 3. Zeros of the Lopatinsky determinant for M = 0.5, η = 0,0.1, . . . ,20.
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quently, by analogy with Section 5, we can derive a priori estimates of the steady-state solution
of the problem:∥∥p(x, y, t)∥∥
L2(R
2+)
 H˜ (t)
{∥∥p0(x, y)∥∥L2(R2+) + ∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)},∥∥Ω(x,y, t)∥∥
L2(R
2+)
 L˜(t)
{∥∥u0(x, y)∥∥L2(R2+) + ∥∥v0(x, y)∥∥L2(R2+)}.
Moreover, the functions H˜ (t), L˜(t) are continuous on (0,+∞) and tend to zero as t grows up.
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