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We consider the non-equilibrium time evolution of a translationally invariant state under a Hamil-
tonian with a localized defect. We discern the situations where a light-cone spreads out from the
defect and separates the system into regions with macroscopically different properties. We identify
the light-cone and propose a procedure to obtain a (quasi-)stationary state describing the late time
dynamics of local observables. As an explicit example, we study the time evolution generated by the
Hamiltonian of the transverse-field Ising chain with a local defect that cuts the interaction between
two sites (a quench of the boundary conditions alongside a global quench). We solve the dynamics
exactly and show that the late time properties can be obtained with the general method proposed.
In an out-of-equilibrium many-body quantum system,
some observables can relax even if the system is iso-
lated. The last decade has brought fresh insights into
this counter-intuitive phenomenon, already addressed al-
most one hundred years ago by J. von Neumann [1]. This
renewed interests started with a series of groundbreaking
experiments [2, 3]. Arguably, the most inspiring of these
has been the Quantum Newton’s Cradle [2], which moti-
vated copious theoretical research on the role of dimen-
sionality and conservation laws out-of-equilibrium [4–7].
The theoretical picture emerged is that in translation-
ally invariant systems the expectation value of any local
observable approaches a stationary value. This can be
computed in the effective stationary state with maximum
entropy under the constraints of the relevant integrals of
motion. Since integrable models have infinitely many lo-
cal conservation laws, which do affect the dynamics of
local observables, the stationary state emerging in those
systems is very different from standard statistical ensem-
bles. It was called generalized Gibbs ensemble (GGE) [8]
and is characterized by the expectation values of local
and quasilocal conservation laws [4, 6, 9].
In practice, the set of the local charges is very sensi-
tive to global perturbations and real systems are never
exactly integrable. Thus, in actual experiments relax-
ation to a GGE is only a property of (possibly very long)
intermediate times, which precede the onset of thermal-
ization [10]. The study of integrability breaking pertur-
bations led to new theoretical concepts, such as prether-
malization [11, 12] and pre-relaxation [12], which have
been observed in experiments [13, 14]. These regimes oc-
cur at timescales such that the fastest degrees of freedom
have already relaxed, but the approximate integrability
of the model still plays a key role.
When translational invariance is broken, other forms
of stationary behavior appear. The typical example is
the evolution of inhomogeneous states obtained joining
together two chains at different temperatures [15–19] or
with different magnetizations [20], or any other different
global property [21]. Around the junction of the two
chains a non-equilibrium steady state (NESS) [22, 23]
emerges.
Importantly, a NESS can be produced simply by a
Hamiltonian defect dˆ localized around a given position
x0, even if the initial state is homogeneous [24]. The
mechanism for this is based on the fact that the set of the
local conservation laws is also very sensitive to localized
perturbations. Some charges Qj are simply deformed by
the defect, i.e. there are bounded operators δQj localized
around x0 such that
[H0, Qj ] = 0 , [H1, Qj + δQj ] = 0 , (1)
where H0 is the Hamiltonian of the “clean” model and
H1 = H0 + dˆ is the Hamiltonian with the defect. In gen-
eral, however, there are also charges Q˜j of H0 for which
such bounded operators do not exist, i.e. they cannot
be deformed into conserved operators for H1. We qual-
ify them as “extinct”. In contrast to the charges which
are deformed, the extinct charges have the peculiarity
that the expectation value of their commutator with the
defect can remain nonzero for arbitrarily large time
AQ˜ = limt→∞ tr
[
ρt i[Q˜, dˆ]
] 6= 0 , (2)
where ρt is the time evolving state. This is sufficient to
ensure that the limit of infinite time does not commute
with the limit of infinite distance from the defect [24]:
a light-cone spreads out from x0 separating the system
into regions with macroscopically different properties.
We note that some charges of H1 can also result from
the merging of two distinct charges of the clean model, in
the sense that their densities in the bulk are different on
the two sides of the defect. For the sake of simplicity we
will consider defects that cut the chain in two and focus
on one side; this allows us to classify the charges simply
as deformed or extinct.
In this Letter we first show that, in generic quantum
spin chains, far enough from x0 (outside the light-cone)
the dynamics are effectively governed by the clean Hamil-
tonian H0. Then, we propose a procedure to construct
the effective stationary states that, at sufficiently large
time within the light-cone, become locally equivalent to
ρt. To illustrate our ideas, we consider the prototypi-
cal quantum quench where the condition (2) can be ful-
filled: a translationally invariant state on a chain that
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2evolves under a Hamiltonian with free boundaries (sim-
ilar protocols were considered in [25, 26]). Indeed, in
integrable models a free boundary induces the extinction
of infinitely many local charges [28]. We work out the
time evolution and construct the NESS emerging from
the boundaries for the particular case of the transverse-
field Ising chain (TFIC). We identify a locally-quasi-
stationary state (LQSS) which describes subsystems in
the limit of large time and distance. We show that the
NESS and even the full LQSS can be obtained using our
general procedure.
The light-cone. We consider a generic spin-chain in
an homogeneous state ρ0 evolving with the Hamiltonian
H1 = H0 + dˆ, where H0 is translationally invariant and
dˆ acts nontrivially only in a finite region D. We indicate
with OA a local operator acting nontrivially only on A.
Let S be a subsystem that contains A and S¯ its comple-
ment. We define the projector of the operator OA(t) =
eiH1tOAe−iH1t to S by O(S)A (t) = trS¯ [OA(t)] ⊗ IS¯/tr[IS¯ ]
and δO(S)A (t) = OA(t) − O(S)A (t). If D ∩ S = ∅, the
projected operator commutes with the defect. We then
find [27]
||OA(t)− eiH0tOAe−iH0t|| ≤
∫ t
0
dτ ||[δO(S)A (τ), dˆ]|| , (3)
where ||·|| is the operator norm. Using the Lieb-Robinson
bound [29], Ref. [30] obtained
||δO(S)A (t)|| ≤ ce−
`−vt
ξ (4)
where ` is the (smallest) distance between A and S¯, v
is the Lieb-Robinson velocity and ξ and c are constants.
The largest value of ` compatible with D ∩ S = ∅ is the
distance r between D and A. For that distance, (3) reads
||OA(t)−eiH0tOAe−iH0t|| ≤ 2cv−1ξ||dˆ||e− rξ (e vtξ −1). (5)
In the space-time scaling limit r, t → ∞ at κ = r/(vt)
fixed, we thus find
‖ OA(t)− eiH0tOAe−iH0t ‖→ 0 κ > 1 (6)
i.e. the evolution under H1 is equivalent to the evolution
under H0. This is a proof of the very natural fact that a
defect is irrelevant outside the light-cone at κ = 1.
In addition, for κ > 1 the problem is reduced to a
quantum quench in a system with translational invari-
ance. Since (6) is in the limit of infinite time and OA is
local, for κ > 1 the state can be replaced by a GGE for
the clean model described by H0 [4]
ρt → ρgge = Z−1e−
∑
i(λiQi+λ˜iQ˜i) . (7)
Here the Lagrange multipliers λi, λ˜j can be fixed com-
puting the integrals of motion in the initial state.
The NESS. The characterization of the NESS emerg-
ing from the defect is more complicated. The first prob-
lem to face is its parametrization. It is reasonable to
expect that, close to the defect, at late times the state
becomes locally equivalent to a stationary state for H1.
For a defect that cuts the chain in two, we focus on the
right part and propose the ansatz of a GGE constructed
only with the deformed charges
ρness = Z−1e−
∑
i µi(Qi+δQi) . (8)
Since δQi are (quasi)localized around D, they do not af-
fect observables acting far away from the defect. That is
to say, in the limit limr→∞ limt→∞ (order matters!) ob-
servables can be described by a simplified translationally
invariant state:
ρness → ρness+ = Z−1e−
∑
i µiQi . (9)
This is a stationary state for the clean model and is
generically different from (7).
Having specified the form of the NESS, we come to the
second step: fixing the Lagrange multipliers.
One could be tempted to fix µi in (8) by imposing the
integrals of motion of the deformed charges. As we will
show for the TFIC, this gives an incorrect result and the
explanation is simple: in the thermodynamic limit an
integral of motion per unit length is solely determined
by its density outside the light-cone.
The invariants. In its simplest formulation, our strat-
egy to fix µi is to find observables Ir which can be ap-
proximated by local operators lying at distance r from
the defect and satisfy
I = lim
t→∞,r=κvt tr[ρtIr] = tr[ρ
ggeI0] ∀κ > 0 . (10)
We then call I invariant. We remind the reader that, for
κ > 1, (10) is true for any local observable (cf. (7)), so
it is a nontrivial requirement only for 0 < κ ≤ 1. For
defects preserving integrability, as those we consider, it
is reasonable to expect that the NESS describes a region
growing proportionally to the time
lim
κ→0+
lim
t→∞,r=κvt tr[ρtIr] = limr→∞ limt→∞ tr[ρtIr] . (11)
On the right-hand side ρt can be replaced by ρ
ness
+ . Tak-
ing κ→ 0+ in (10) then gives
tr[ρness+ Ir] = tr[ρ
ggeIr] . (12)
Sufficiently many invariants allow to fix ρness+ and, by
going back to (9) from (8), also the NESS [31].
In the presence of interactions, one can not generally
define invariants based on observables Ir independent of
the ratio r/vt. As we will show in the example of the
TFIC, the invariants can be determined with the help of
a semiclassical picture of quasi-particles produced after
the quench [32]. With some modifications, this picture
holds true also in interacting integrable models.
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FIG. 1. The energy density as a function of the distance at
two large times after the quench H
(1.5,4)
ini → H(2)1 . Curves are
the analytic predictions; symbols are exact numerical data for
a finite chain with L = 1500 sites. The inset shows that the
density approaches a function of κ = r/(vt).
Example: the transverse-field Ising chain. We now
concentrate on the evolution under the Hamiltonian
H(h)s = −
J
2
∑
j
(
σxj σ
x
j+1 + hσ
z
j
)
+
Js
2
σx0σ
x
1 , (13)
where σαj are Pauli matrices acting nontrivially only on
the j-th site and j ∈] − L2 , L2 ] (L is even). We set h > 1
and impose periodic boundary conditions σx−L/2 ≡ σxL/2.
For s = 1 the interaction between two sites is cut and
two free boundaries appear. The Hamiltonian H1(h) can
be mapped to a quadratic form of Majorana fermions
ax,yj satisfying {aα` , aβn} = 2δ`nδαβ , through the Jordan-
Wigner (J-W) transformation ax,y` = (
∏`−1
j σ
z
j )σ
x,y
` . As
explicit examples we will consider quenches from the
ground state of the Hamiltonian
H
(h0,∆)
ini = H
(h0)
0 +
J∆
4
∑
j
σxj σ
y
j+1 − σyj σxj+1 . (14)
However, we will present results valid for any translation-
ally invariant initial state that is Gaussian in the J-W
fermions.
Exact solution of the dynamics. Since both the pre-
quench and the post-quench Hamiltonians are quadratic,
by Wick’s theorem all correlation functions can be recon-
structed from the fermion two-point functions, which can
be conveniently organized as a matrix
Γ`n(t) = δ`nI−
[
tr[ρta
x
` a
x
n] tr[ρta
x
` a
y
n]
tr[ρta
y
`a
x
n] tr[ρta
y
`a
y
n]
]
. (15)
Here I is the 2-by-2 identity matrix. Using also that the
initial state is translationally invariant, the correlation
matrix at time t can be recast in the form
Γ`n(t) =
4
L
∑
q∈Sp
M˜q`(t)Γq[M˜
q
n(t)]
† . (16)
Here Γq is the Fourier transform of a block-row (also
called symbol) of the correlation matrix of the ini-
tial state, which can be parametrized as Γq = f
i
qI +
fxq σ˜
x
q + f
y
q σ˜
y
q + f
z
qσ
z. The coefficients f iq, f
x
q , f
y
q , f
z
q com-
pletely characterize the state and f iq, f
x
q , f
z
q are odd func-
tions of q, while fyq is even; σ˜
α
q = e
iθqσ
z/2σαe−iθqσ
z/2,
eiθq = J(h− eiq)/εq, and εq = J
√
1 + h2 − 2h cos(q).
The matrix M˜q˜n(t) reads
M˜qn(t) =
∑
j
∑
p∈So
Mnj(p, t)e−iqj (17)
Mij(p, t) =
[
ui,puj,p cos(εpt) ui,pvj,p sin(εpt)
−vi,puj,p sin(εpt) vi,pvj,p cos(εpt)
]
, (18)
where un,p = J (h sin(np)− sin((n− 1)p)) /Np, vn,p =
sin(np)εp/Np, and Np = (Lε2p + J2h(h− cos p))1/2. The
sums in (16) and (17) run over distinct momenta in the
sets Sp ∈] − pi, pi[ and So ∈]0, pi[, quantized according to
q ∈ Sp ⇔ eiqL = −1 and p ∈ So ⇔ e2ip(L+1) = e2iθp .
The sum over j in (17) can be performed exactly and the
summation over p can be turned into a contour integral
by means of the residue theorem [33]. Correlations be-
tween fermions on the left side are related to those on
the right side by chain inversion. In addition, the cor-
relations between fermions lying on different sides of the
defect decay to zero. We can thus focus on the right side.
If `, n are such that |`−n|  vt, in the limit of large time
we find [33]
Γ`n(t) ' Γlqssr/(vt),`−n − Γb2r . (19)
where r = (`+ n)/2,
Γlqssκ,z =
∫ pi
−pi
dp
2pi
e−izp(fyp σ˜
y
p + f
i
|p|σ˜
y
pθ|ε′p|−κv + f
i
pIθκv−|ε′p|)
Γbz =
∫ pi
−pi
dp
2pi
e−izp(f i|p| + f
y
p )σ
yeiθp (20)
and θx is the step function that is nonzero and equal
to 1 only for x > 1. Expression (19) exhibits the light-
cone behavior discussed earlier, with v = maxp|ε′p| = J
playing the role of the Lieb-Robinson velocity. For n, ` >
vt( 1), it is as if there were no defect (H(h)1 7→ H(h)0 ),
while for n, ` < vt there is a nontrivial dependence on the
position, which also persists in the limit of large r. To
illustrate this, we show the energy density as a function
of the distance from the boundary – Fig. 1. From (19)
we can identify the correlation matrices Γness and Γness+
of ρness and ρness+ respectively
Γness`n = Γ
lqss
0,`−n + Γ
B
`+n , Γ
ness
+,`n = Γ
lqss
0,`−n . (21)
In particular, starting from the ground state of (14), for
large enough ∆ the initial state is no longer an eigen-
state of chain inversion since f ip 6= 0. Therefore Γness+,`n
differs from the correlation matrix of the stationary state
ΓGGE`n = Γ
lqss
1,`−n describing correlations outside the light-
cone. This is consistent with the picture presented: the
boundary causes all the charges of the TFIC which are
4κ > 1κ < 1
pp
−k¯
−k¯−p −p
x
t
x1 x2
t1
FIG. 2. Semiclassical interpretation of the invariants. Arrows
represent quasi-particle excitations and k¯ corresponds to the
maximal velocity. Circles indicate space-time points: one is
inside the light-cone (gray triangle in background) and one
outside. The green triangle on top is the light-cone for the
quasi-particles with velocity smaller than up < v. The quasi-
particle number is constant along the trajectory.
odd under reflection to become extinct [34]. We explicitly
verified that AQ˜ (2) is non-zero when the GGE outside
the light-cone is not reflection symmetric, i.e. for f ip 6= 0.
Fig. 1 clearly shows that the energy in the NESS does
not match the one in the GGE, despite H1 being both in
(7) and in (9). This invalidates any attempt to construct
the NESS by imposing the integrals of motion.
Importantly, in the space-time scaling limit with κ =
r/(vt) > 0, the boundary part ΓB2r of (19) approaches
zero and the remaining part is the correlation matrix
of a stationary state for the clean model. Since the
equivalence holds only at κ fixed and increasing the time
changes the effective stationary state, we will refer to it
as a locally-quasi-stationary state and call it ρlqssκ .
Statistical description. We now show that the general
method proposed in the first part of this Letter can be
used to obtain (19) without solving the dynamics.
First, we take ρness of the form (8). Since the charges of
the TFIC with open boundary conditions are quadratic
forms of fermions [34], the NESS is Gaussian and com-
pletely characterized by its correlation matrix Γness. As
ρness commutes with H1,
∑
α,β
∑
`,n[Γ
ness
`n ]αβa
α
` a
β
n is a
linear combination of the charges. From the findings of
[34] it then follows that
Γness`n =
∫ pi
−pi
dp
2pi
g(p)(ei(n−`)pσ˜yp − e−i(`+n)pσyeiθp), (22)
where g(p) = g(−p) is an arbitrary function.
Our preliminary assumption (8) is satisfied: the corre-
lation matrix of the NESS in (21) is of the form (22).
The next step is to construct invariants to fix g(p). We
can restrict our search to the densities qj [f ] of the charges
Q[f ] of the clean model such that Q[f ] =
∑
p f(p)np ≡∑
j qj [f ], where np are the occupation numbers commut-
ing with H0. To be approximated by local operators,
qj [f ] must have tails decaying faster than the inverse of
the width. The spreading properties of these observ-
ables can be deduced from the semiclassical picture of
quasi-particle excitations, produced everywhere after the
quench and moving freely [32]. In presence of a boundary
this picture holds true as long as the quasi-particles are
far enough from the boundary. When they hit it, they
are scattered back and then move freely again [35]. In
this interpretation, tr[ρtqj [f ]] is a weighted measure of
the number of quasi-particles reaching point j at time t.
The number of quasi-particles with a given momentum
is constant along the trajectory and, if the quasi-particle
is moving towards the boundary, is the same as in the
initial state. Being the initial state homogeneous, we
conclude that the number of quasi-particles with veloc-
ity up ≥ 0 [36] is independent of both position and time
and can be computed in the GGE outside the light-cone
– Fig. 2. Thus, g(p) in (22) can be fixed by imposing
the invariants tr[ρggeqj [sin(np)θup ]], indeed in the TFIC
qj [sin(np)θup ] can be approximated by local operators.
This gives tr[ρness+ np] = tr[ρ
ggenp] for up ≥ 0 and leads
to (21), proving the efficacy of our scheme.
This is not the end of the story. We can also recon-
struct the expectation values of local observables in the
space-time scaling limit for any κ = r/(vt). Quasipar-
ticles with velocity up > −κv do not interact with the
boundary and their number is the same as in the GGE
outside the light-cone – Fig. 2. On the other hand, quasi-
particles with velocity up < −κv hit the boundary in the
past. We can compute their occupation numbers in ρness+
just after the collision. That is to say
tr[ρlqssκ np] = θup+κvtr[ρ
ggenp]+θ−up−κvtr[ρ
ness
+ np]. (23)
Imposing the GGE form (7) to ρlqssκ produces (19). Re-
markably, we have access to all the late time correlations
without the need of solving the dynamics!
Comments and generalization. Equation (23) is the
result of imposing “left” and “right” invariants after a
boost transformation at velocity κv. Left (right) in-
variants are weighted measures of the number of quasi-
particles with negative (positive) velocities.
This procedure is also effective in the interacting case,
where the LQSS can be obtained by a slight modifica-
tion of (23). The first step is to replace tr[ρnp] by the
appropriate measures of the number of quasi-particles
in the state ρ. When a thermodynamic Bethe ansatz
description applies, these are the so-called “filling func-
tions” ϑj(λ) = ρ
p
j (λ)/(ρ
p
j (λ) + ρ
h
j (λ)) [37]. Here ρ
p,h
j (λ)
describe the distributions of “particles” and “holes” of
the j-th stable elementary excitation. Using the quasi-
stationary properties of the LQSS, ρlqssκ is then character-
ized by κ-dependent filling functions ϑκ,j(λ). The second
important point is that interactions cause the spreading
velocities uκ,p to depend themselves on the (macro)state
ρlqssκ [38], so ϑκ,j(λ) must be computed in a self-consistent
way.
5The most problematic aspect is to determine the form
of the NESS: (23) fixes its filling functions only for
u0,p > 0. Doing this requires the knowledge of the
charges with the defect. For a simple defect switching
off the interaction between two sites the filling functions
are expected to be even [28]. This allows to completely
fix the NESS.
Conclusions. We have considered global quenches
where the post-quench Hamiltonian has a localized de-
fect. We proposed a procedure to determine the non-
equilibrium steady state emerging from the impurity.
This is based on the construction of invariants, i.e. ex-
pectation values of observables that do not depend on the
distance from the defect (in a particular limit, c.f. (10)).
We applied the suggested scheme to a state evolving
under the Hamiltonian of the TFIC with open bound-
ary conditions; we checked our predictions against the
analytic solution of the dynamics. A nontrivial NESS
emerges only if the pre-quench Hamiltonian breaks reflec-
tion symmetry; however, this is specific to the TFIC and
examples with symmetric pre- and post-quench Hamilto-
nians are known [24].
Finally, we note that the same procedure can be used
to reproduce the NESS and the LQSS also when two
semi-infinite chains with different global properties are
joined together [15–21].
We thank Pasquale Calabrese, Fabian Essler, Andrea
De Luca, Leonardo Mazza, Jacopo De Nardis, Lorenzo
Piroli, and Neil Robinson for useful discussions. We
thank the Isaac Newton Institute for Mathematical Sci-
ences, under grant EP/K032208/1, for hospitality during
the earliest stages of the collaboration. This work was
supported by the ERC under Starting Grant 279391 ED-
EQS (BB) and by LabEX ENS-ICFP:ANR-10-LABX-
0010/ANR-10-IDEX-0001-02 PSL* (MF).
Note added: The validity of the generalization to in-
teracting models has been shown in Refs. [39, 40], while
this paper was under evaluation.
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