Introduction
In genetics, pleiotropy describes the genetic effect of a single gene on multiple phenotypic traits [Razeto-Barry et al., 2011; Stearns, 2010; Williams, 1957] . For instance, phenylketonuria is a human disease that affects multiple systems but is caused by one gene defect. The disease can cause mental retardation, seizures, and reduced hair and skin pigmentation, and can be caused by any of a large number of mutations in a single gene that codes for the enzyme phenylalanine hydroxylase. Basically, a pleiotropic gene may have an effect on multiple traits simultaneously. The underlying mechanism of pleiotropy is the effect of a gene on metabolic pathways that affect different phenotypes. The phenotypic traits caused by pleiotropy are often correlated due to the genetic correlations, which need to be dealt with properly [Solovieff et al., 2013] . Pleiotropy is common and pervasive in the genome [Sivakumaran et al., 2011] . In a viewpoint published recently, the authors found that the American College of Medical Genetics and Genomics (ACMG) recommended a list of 56 genes for which incidental findings should be sought and reported in clinical exome and genome sequencing [Kocarnik and Fullerton, 2014] . Of the 56 ACMG genes, 43 (77%) had multiple associated phenotypes listed, with an average of 3.5 phenotypes per gene. Hence, it is important to study pleiotropy and to develop novel statistical methods to analyze pleiotropic traits.
One way to analyze the phenotypic traits caused by pleiotropy is to analyze the traits one by one. This approach may lead to low power since it ignores the extra information obtained by combining multiple traits in one unified analysis [Kiezun et al., 2012; Manolio et al., 2009] . In the literature, statistical methods for simultaneous analysis of multiple traits are available. However, the research focus on association analysis between a single nucleotide polymorphism (SNP) and multiple traits [Ferreira and Purcell, 2009; Jung et al., 2008; Klei et al., 2008; O'Reilly et al., 2012; Wu et al., 2013; Yan et al., 2013; Zheng et al., 2012] . In this article, we are interested in a combined association analysis between a pleiotropic gene rather than a single SNP and multiple quantitative traits. A genetic region may contain multiple genetic variants (usually a large number of variants identified by high throughput sequencing technology) that jointly affect the phenotypic traits. Therefore, the problem is to analyze multiple traits and high dimensional variant data. The question is how to build models that can effectively be used to test the association between the traits and the variants in one combined test, instead of many tests of association between one trait and one variant a time.
In a genome-wide association study (GWAS), the genome is scanned by testing for association of millions of individual SNPs with the trait [Manolio et al., 2009; McCarthy et al., 2008] . This strategy suffers from low power and multiple comparison problems [Dudbridge and Gusnanto, 2008] . There has been great interest in developing gene-based or region-based association tests. For instance, burden tests and kernel-based approaches were developed to analyze rare variants [Bansal et al., 2010] . Burden tests collapse rare variants in a genetic region to be a single variable that is used to test for association with the phenotypes [Han and Pan, 2010; Li and Leal, 2008; Madsen and Browning, 2009; Morgenthaler and Thilly, 2007; Morris and Zeggini, 2010; Price et al., 2010; Zawistowski et al., 2010] . The kernel-based tests aggregate the association between variants and phenotypes via a kernel matrix adjusting for covariates, which measures the similarity between individuals [Lin and Schaid, 2009; Mukhopadhyay et al., 2010; Neale et al., 2011; Wessel and Schork, 2006] . It is noteworthy that the sequence kernel association test (SKAT) and its optimal unified test (SKAT-O) have higher power than quite a few burden tests [Lee et al., 2012; Wu et al., 2011] .
In Fan et al. [2013] and Luo et al. [2012] , functional linear models were proposed to model the genetic effect as a smooth function. Luo et al. [2012] developed χ 2 -distributed score statistics to test the association at the gene level and Fan et al. [2013] used F -distributed tests adjusting for covariates. Fan et al. [2013] showed that the F -tests are more powerful than the popular SKAT and SKAT-O. In this paper, we build multivariate functional linear models to test the association between the multiple traits and the multiple variants in a genetic region. One motivation is the superior performance of the functional linear models in analyzing a single quantitative trait, and this merit should be useful for analyzing multiple traits.
In addition to burden tests and kernel-based approaches to analyze rare variants, several gene-based association test procedures are available in the literature to test for association between one or multiple traits and variant data [Guo et al., 2012; Lehne et al., 2011; Li et al., 2011; Purcell et al., 2007; Wang et al., 2007; Zhang et al., 2010] . In these procedures, the genetic data are viewed as discrete variables and the genetic effects are modeled as discrete coefficients of individual genetic markers such as SNPs. In Fan et al. [2013] and Luo et al. [2012] , the genetic effects were treated as a function of genetic positions of the genetic markers and genetic data were viewed as stochastic functions [Ross, 1996] . Therefore, the philosophy of functional linear models is different from that of the other approaches. Most likely, the functional linear models can better use the linkage disequilibrium (LD) information of the dense genetic data, which leads to high power level while controlling type I error rates accurately.
To apply functional data analysis techniques to gene-based association analysis of complex diseases, the challenge is to build models and test statistics properly. We need to develop valid hypothesis testing procedures to test the association [Fan et al., 2013 [Fan et al., , 2014 . To our knowledge, Kong et al. [2014] is the only paper to deal with the hypothesis testing of functional linear models, except for Fan et al. [2013 Fan et al. [ , 2014 . Kong et al. [2014] calculates type I error rates at a 0.05 level, by using 5,000 simulated replicates. In short, there has been very limited research on the hypothesis testing of functional regression models. Since we target both candidate gene and genome-wide analysis, we need more research to build valid test statistics which perform well and control false positives rigorously. It is noteworthy that likelihood ratio tests (LRT) were found to inflate type I error rates in both Fan et al. [2013] and Kong et al. [2014] , while F-distributed tests generated accurate type I error rates. Therefore, it is not obvious or straightforward to apply classical testing procedures since we need to make sure that type I error rates are properly controlled in genetics studies. In summary, the research is very novel and the problem is important.
The organization of the paper is as follows. We first introduce the theoretical multivariate functional linear models and their revised version for analyzing real data, and build approximate F-test statistics to test association based on multivariate analysis theory. The proposed methods are applied to analyze (1) lipid traits in eight European cohorts, and (2) biochemical traits in the Trinity Students Study. Simulation analysis is performed to evaluate the false positive rates and power performance of the proposed models and tests.
Materials and Methods
Consider n individuals who are sequenced in a genomic region that has m variants. For each individual, we assume that there are L quantitative trait phenotypes, L ≥ 1. In Fan et al. [2013] , functional linear models were built to perform association analysis between the m genetic variants and each phenotypic trait individually. In this article, the research goal is to model association between the m genetic variants and the L phenotypic traits as a whole. We assume that the m variants are located in a region with ordered genetic positions 0 ≤ t 1 < · · · < t m = T. To make the notation simpler, we normalize the region [t 1 , T] to be [0, 1] . For the i-th individual, let y i ( = 1, 2, . . . , L ) denote her/his quantitative traits, G i = (X i (t 1 ), . . . , X i (t m )) denote her/his genotypes of the m variants, and Z i = (z i1 , . . . , z ic ) denote her/his covariates. Hereafter in this article, denotes the transpose of a vector or matrix. For the genotypes, we assume that X i (t j ) (= 0, 1, 2) is the number of minor alleles of the individual at the j -th variant located at the position t j .
Traditional Multivariate Linear Models
We assume that the quantitative traits are normally distributed. To model the relationship between the -th trait and the m variants, one may perform a canonical correlation analysis by following multivariate linear model
where α 0 is the overall mean, α = (α 1 , . . . , α c ) is a c × 1 column vector of regression coefficients of covariates, β j is the genetic effect of genetic variant j , and ε i is an error term. For each i, the error vector ε i = (ε i1 , . . . , ε iL ) is normally distributed with a mean vector of zeros and a L × L variancecovariance matrix . Moreover, ε 1 , . . . , ε n are assumed to be independent.
The analysis of model (1) can be readily done using the manova() function in R, which allows both multiple SNPs and multiple phenotypes to be analyzed jointly as well as the incorporation of covariates. Before fitting the model (1), the QR decomposition can be applied to the genotype data to remove the redundancy. One problem of the model (1) is that it may not be powerful when the number of genetic variants is large. Moreover, the model (1) can only model the LD between the traits and each of the genetic variants as well as the pair-wise LD between the genetic variants, but it can not model higher order LD among the genetic variants [Jung et al., 2008] .
Beta-Smooth Only Multivariate Functional Linear Models
In this paper, we propose the following model to build the relation between the -th trait and the m variants
where β (t j ) is the genetic effect at the genetic position t j , and the other terms are similar to those in the multivariate linear regression model (1). It is noteworthy that there is only one difference between model (1) and model (2). That is, the genetic effect coefficient β j in model (1) does not depend on the genetic position t j , while β (t j ) in model (2) depends on the genetic position t j .
In the model (2), β (t j ) is introduced as the genetic effect at the position t j . In this article, we assume that the genetic effect function β (t) is a function of the genetic position t. Therefore, β (t j ), j = 1, 2, . . . , m, are the values of function β (t) at the m variant positions. The genetic effect function β (t) is assumed to be smooth. One may expand it by B-spline or Fourier or linear spline basis functions. Formally, let us expand the genetic effect function β (t) by a series of 
. . , K β ; and (3) the Fourier basis: ψ 1 (t) = 1, ψ 2r+1 (t) = sin(2πrt), and ψ 2r (t) = cos(2πrt), r = 1, . . . , (K β -1)/2. Here for the Fourier basis, K β is taken as a positive odd integer [de Boor, 2001; Ferraty and Romain, 2010; Horváth and Kokoszka, 2012; Ramsay et al., 2009; Ramsay and Silverman, 2005] .
Replacing β (t j ) by the expansion, the model (2) can be revised as
where
In the model (2) and its revised version (3), we use the raw genotype data G i = (X i (t 1 ), . . . , X i (t m )) directly in the analysis. In addition, we assume that the genetic effect function β (t) is smooth. Hence, the models are called beta-smooth only approach.
General Multivariate Functional Linear Models
In this section, we build standard functional linear models to connect genetic variants to the phenotypic traits [Ramsay and Silverman, 2005] . The model (2) is one version of functional linear models and is easy to understand. To introduce the standard functional linear models, we view the i-th individual's genotype data as a genetic variant function (GVF) as X i (t), t ∈ [0, 1], in addition to treating the genetic effects as functions β (t). Notice that the sample includes n discrete realizations or observations G i = (X i (t 1 ), . . . , X i (t m )) of the human genome. By using the genetic variant information G i , we may estimate the related genetic variant function X i (t), which will be discussed below. To relate the genetic variant functions to the phenotypic traits adjusting for covariates, we consider the following multivariate functional linear model
where β (t) is the genetic effect of genetic variant function X i (t) at the position t, and the other terms are similar to those in the beta-smooth only model (2). In the above model, the integration term 1 0 X i (t)β (t)dt is used to replace the summation term m j =1 X i (t j )β (t j ) in the beta-smooth only model (2). It turns out that model (2) performs very similarly to the model (4) in our real data analysis and simulation studies.
Estimation of Genetic Variant Function. To estimate the genetic variant functions X i (t) from the genotypes G i , we use two methods: (1) an ordinary linear square smoother; (2) a functional principal component analysis (FPCA) technique [Fan et al., 2013; Goldsmith et al., 2011] . The ordinary linear square smoother method assumes that the genetic variant functions are smooth, while no smoothness is assumed by the FPCA technique. In the following, we briefly describe the two approaches.
Let φ k (t), k = 1, . . . , K , be a series of K basis functions, such as the B-spline basis and Fourier basis functions. Let denote the m by K matrix containing the values φ k (t j ), where j ∈ 1, . . . , m. Using the discrete realizations
, we may estimate the genetic variant function X i (t) using an ordinary linear square smoother as follows [Ramsay and Silverman, 2005, Chapter 4 ]
where φ(t) = (φ 1 (t), . . . , φ K (t)) . To introduce the main idea of FPCA, let X (s, t) be the covariance function of the genetic variant functions. Note that the covariance function X (s, t) can be estimated by the observed genotype data [Ramsay and Silverman, 2005; Horváth and Kokoszka, 2012] . Let
, where λ 1 ≥ λ 2 ≥ · · · are the nonincreasing eigenvalues and φ k (t), k = 1, 2, . . . , are the corresponding orthonormal eigenfunctions. An approximation for X i (t), based on a truncated Karhunen-Loève expansion, isX
where K is the truncation lag, c ik = 1 0 X i (t)φ k (t)dt, and again φ(t) = (φ 1 (t), . . . , φ K (t)) . Also notice that c ik can be estimated by the observed genotype data.
Revised Multivariate Functional Linear Model. First, consider the case of expanding X i (t) by the ordinary linear square smoother. As in the beta-smooth only case, the genetic effect β (t) is expanded by a series of basis functions (5) and β (t) by the expansion, we have a revised functional linear model
where [Ramsay et al., 2009] .
In the case of FPCA, we denote
. . , c iK ) and φ(t) are given by (6), and
is a vector of linear spline basis functions to expand the genetic effect functions. Then, the revised model in the case of FPCA is
Approximate F -distribution Tests of Association
Consider the multivariate linear model (1) and the revised regression models (3), (7), and (8). Models (7) and (8) are multivariate multiple linear regressions that model the genetic effect of genetic variant functions for the L phenotypic traits simultaneously adjusting for covariates. To test the association between the m genetic variants and the quantitative traits as a group, the null hypothesis is
tests based on Pillai-Bartlett trace, Hotelling-Lawley trace, and Wilks's Lambda using standard statistical approaches [Anderson, 1984; Fox, 2008; Fox and Weisberg, 2011; Morrison, 2005; Rao, 1973] .
If we only have one quantitative trait, i.e. L = 1, the three approximate F-distribution tests based on Pillai-Bartlett trace, Hotelling-Lawley trace, and Wilks's Lambda are equivalent to the F-test statistics of the standard multiple linear regression. Thus, the models proposed in this article and the related approximate F-distribution tests extend the models and the F-test statistics in Fan et al. [2013] .
Parameters of Functional Data Analysis
In the data analysis and simulations, we used the functional data analysis procedure in the statistical package R. We use two functions in library fda of R package as follows to create basis: basis = create.bspline.basis (norder = order, nbasis = bbasis) basis = create.fourier.basis (c(0,1), nbasis = fbasis)
The three parameters were taken as order = 4, bbasis = 15, fbasis = 25 in all data analysis and simulations to ensure that the type I error rates were properly controlled. Specifically, the order of B-spline basis was 4, and the number of basis functions of B-spline was K = K β = 15; the number of Fourier basis functions was K = K β = 25. In the data analysis and simulations of FPCA, the number of knots of the linear spline basis was taken as K β = 10 and the truncation lag K = 20. To ensure that the results are valid and stable, we tried a wide range of parameters that 10 ≤ K = K β ≤ 25 and the results are very close to each other (data not shown).
Application to Real Data Lipid Traits in Eight European Cohorts
We analyzed lipid traits from eight European cohorts, where five are from Finland [Finland United States Investigation of NIDDM Genetics (FUSION Stage 2) [Scott et al., 2007] , FIN-D2D 2007 FIN-D2D (D2d-2007 [Kotronen et al., 2010] , The Finnish Diabetes Prevention Study (DPS) [Tuomilehto et al., 2001] , METabolic Syndrome in Men (METSIM) [Stancakova et al., 2009] , and The Dose Responses to Exercise Training Study (DRs EXTRA) [Kouki et al., 2012] , two are from Norway [Nord-Trondelag Health Study 2 and Tromso 4 (HUNT and Tromso) [Holmen et al., 2003; Jacobsen et al., 2012] , and one from Germany [The DIAbetes GENetic Study (DIAGEN)] [Schwarz et al., 2006] . The two Norwegian cohorts were combined into one study for a joint analysis. The genotype data were from Metabochip genotyping, which was designed to fine map regions that have been associated with metabolic traits [Altshuler et al., 2010] . For each cohort, 54,741 genetic variants were genotyped, located in 97 genetic regions across the 22 autosomes. For our analysis, we utilized the existing literature as a reference for gene selection and found that 22 gene regions were fine mapped [Li et al., 2014; Liu et al., 2014; Morris et al., 2012; Scott et al., 2012; Voight et al., 2010; Zeggini et al., 2008] . We used Builder Mar. 2006 (NCBI36/hg18) to determine gene positions and 5 kb was used to extend the gene region on each side of a gene. The summary of 22 genes and the number of genetic variants in each gene region are given in Supplementary  Table S1 .
Four lipid traits were analyzed: high-density lipoprotein (HDL) levels, low-density lipoprotein (LDL) levels, triglycerides (TG), and total cholesterol (CHOL). The sample sizes for each combination of seven studies and four trait are provided in Supplementary Table S2 . For each trait, inverse normal rank transformation was performed to ensure that the normality assumption was valid. For all studies except for METSIM, age, sex, and type 2 diabetes status were used as covariates. For METSIM, age and type 2 diabetes status were used as covariates since no female was included in the study. A significance threshold of P < 3.1 × 10 -6 was taken from Liu et al. [2014] (corresponding to 0.05/16,153 and allowing for the number of genes tested therein). For the studies of DIAGEN and METSIM, neither TG nor CHOL showed significant association with APOE at the significance threshold of P < 3.1 × 10 -6 . However, the bivariate combinations and trivariate combinations were significantly associated with APOE. The bivariate combination (TG, CHOL) also showed association with APOE in the DIAGEN study despite the fact that neither TG nor CHOL was significant in the univariate analysis. For the gene LDLR, CHOL showed a significant association while LDL did not; the bivariate combination (LDL, CHOL) also was significantly associated with LDLR.
In general, our F-approximation tests are more sensitive than the F-approximation tests of the multivariate linear model (1) which in turn is more sensitive than SKAT-O in the univariate case. SKAT-O only detected association of two traits (LDL and CHOL) with APOE in two studies, D2d-2007 and FUSION Stage 2. In comparison, the F-approximation tests of the multivariate linear model (1) detected more association than SKAT-O in the univariate case between two traits (LDL and CHOL) and APOE in the study of Norway. Generally, the P -values of our F-approximation tests are smaller than those of the F-approximation tests of the multivariate linear model (1). In the study of DIAGEN, the F-approximation tests of the multivariate linear model (1) did not detect any association between LDL [or (TG, CHOL)] and APOE. In the METSIM study, the F-approximation tests of the multivariate linear model (1) did nor detect any association between LDL [or (LDL, CHOL) or (LDL, TG, CHOL)] and APOE, and between CHOL and LDLR.
Biochemical Traits in the Trinity Students Study
We performed a pleiotropy analysis of 36 SNP variants in one enzyme gene region on three biochemical traits (denoted by A, B, and C) in a sample of 2,232 individuals from the Trinity Students Study. Since the raw traits were not normally distributed, we transformed the three traits by inverse normal rank transformation. We adjusted for three factors: gender, another chemical compound known to affect these biochemical traits as a continuous covariate, and a dichotomous covariate to indicate if supplements containing these biochemical factors was used. X Notes: The associations that attain a threshold significance of P < 3.1 × 10 -6 are highlighted in bold [Liu et al. 2014] . The results of "Basis of both GVF and β (t)" were based on smoothing both GVF and genetic effect functions β (t) of model (7), the results of "FPCA Approach" were based on FPCA approach of model (8), the results of "Basis of beta-Smooth Only" were based on smoothing β (t) only approach of model (3), and the P-values of SKAT-O were based of R Package SKAT. GVF, genetic variant function.
In Fan et al. [2013] , the three traits were analyzed individually and the results were compared with both SKAT and SKAT-O. In this article, we analyzed four combinations of the three traits: three bivariate combinations (A, B), (A, C), (B, C), and one trivariate combination (A, B, C). We tested the association between the transformed individual traits and the 36 SNPs by approximate F-test statistics of bivariate and trivariate linear models using B-spline basis, Fourier basis, and linear spline basis functions. For convenience of comparison, we also present the results of the univariate functional linear models of Fan et al. [2013] , as well as those of SKAT-O. Table 2 presents the P -values of the F-approximation tests based on the Pillai-Bartlett trace for the SNP data of the enzyme gene of the Trinity Students Study. We present the results of four combinations of the three traits on the bottom of the Table 2 : (A, B), (A, C), (B, C), and (A, B, C). The four combinations of (A, B), (A, C), (B, C), and (A, B, C) provided much stronger results than those of univariate analysis individually since the P -values of the approximate F-distribution test statistics in the bottom four columns of Table 2 were much smaller than the F-test statistics of the individual univariate analyses of the three traits, A, B, and C. For all three traits, A, B, and C, the results of the univariate F-distributed tests are far better than those of SKAT-O [ Table 2 and Fan et al., 2013] . Again, the P -values of our F-approximation tests are smaller than those of the F-approximation tests of the multivariate linear model (1).
Summary and Observation of Real Data Analysis
In summary, our association analyses of lipid traits and biochemical traits reveal that we may get a better picture by carrying out both univariate association analysis and multivariate pleiotropy analysis. Although the univariate analysis of separate traits may provide useful information despite not reaching a rigorous significance level like P < 3.1 × 10 -6 , combining the phenotypic traits into a multivariate analysis can produce stronger results, often reaching the genome-wide association threshold.
The results of beta-smooth only are identical or similar to those of smoothing both the genetic variant functions X i (t) and the genetic effect function β (t) in Tables 1 and 2 . Therefore, whether the genetic variant functions are smoothed or not does not have much impact on the results as noted in Fan et al. [2013 Fan et al. [ , 2014 . We also analyzed the data by the F-approximation tests based on the Wilks's Lambda and Hotelling-Lawley trace. The results of F-approximation tests based on the Wilks's Lambda and Hotelling-Lawley trace are X Notes: The associations that attain a threshold significance of P < 3.1 × 10 -6 are highlighted in bold [Liu et al. 2014] . The results of "Basis of both GVF and β (t)" were based on smoothing both GVF and genetic effect functions β (t) of model (7), the results of "FPCA Approach" were based on FPCA approach of model (8), the results of "Basis of beta-Smooth Only" were based on smoothing β (t) only approach of model (3), and the P -values of SKAT-O were based of R Package SKAT. GVF, genetic variant function similar to those of Table 2 , although the P -values are slightly different (data not shown).
Empirical Genetic Effects of Genetic Variants
To understand the genetic effect of genetic variants, we use the three biochemical traits in The Trinity Students Study as an example. Figure 1 shows genetic effect coefficients β j of the multivariate linear model (1) and genetic effect functions β (t) of functional linear models (3) and (7) against the genetic position. In the plots (a1), (a2), and (a3), the genetic effect coefficients β j of model (1) are shown. In the plots (b1), (b2), and (b3), the genetic effect functions β ((t) of model (3) are shown. In the plots (c1), (c2), and (c3), the genetic effect functions β ((t) of model (7) are shown. In the plots (a1), (a2), and (a3) of Figure 1 , the genetic effect coefficients are large for quite a few variants. The genetic effect functions β ((t) shown in the plots (b1), (b2), (b3), (c1), (c2), and (c3) show that the genetic effects are large in wide regions.
In addition, we analyzed the four lipid traits and the three biochemical traits by using each single variant versus some phenotype combinations reported in Tables 1 and 2 . The results are reported in supplementary files. For instance, the file Trinity (A,B,C) manova.csv contains manova() results of the three biochemical trait combination (A, B, C) vs. each SNP. For each case, multiple variants are associated with the traits. Hence, a combined analysis using multiple variants simultaneously makes sense.
A Simulation Study
Simulations were performed to evaluate the performance of the proposed methods when sample sizes range from 500 to 2,000. As in Lee et al. [2012] and Wu et al. [2011] , the cutoff of rare variants was taken as minor allele frequency (MAF) < 0.03. We used the sequence data used in Lee et al. [2012] and Wu et al. [2011] for two scenarios in empirical power and type I error calculations: (1) the causal variants are all rare; (2) the causal variants are both rare and common. The sequence data are with European ancestry from 10,000 chromosomes covering 1 Mb regions using the calibrated coalescent model programmed in COSI [Schaffner et al., 2005] . Specifically, the sequence data were generated using COSI's calibrated bestfit models, and the generated European haplotypes mimick CEPH Utah individuals with ancestry from northern and western Europe in terms of site frequency spectrum and LD pattern [Fig. 4 in Schaffner et al., 2005; The International HapMap Consortium, 2007] . Genetic regions of 3 kb length were randomly selected in the simulations for type I error calculation and power calculations.
Type I error Simulations. To evaluate whether the proposed models and tests control false positive rates accurately, we generated phenotype datasets by using the model y 1 = 0.5z 1 + 0.5z 2 + ε 1 , y 2 = 0.3z 1 + 0.7z 2 + ε 2 , 
The 3 × 3 variance-covariance matrix is taken from an empirical analysis of the three traits of The Trinity Students Study. To obtain genotype data, 3 kb subregions were randomly selected in the 1 Mb region and the ordered genotypes were these genetic variants in the 3 kb subregions. For the scenario that the causal variants are all rare, only rare variants were used; and for the scenario that the causal variants are both rare and common, all variants in the selected subregions were used. Notice that the trait values are not related to the genotypes, and so the null hypothesis holds. The sample sizes of the datasets were taken as 500, 1,000, 1,500, 2,000, respectively. For each sample size case, 10 6 phenotypegenotype datasets were generated to fit the proposed models and to calculate the approximate F-test statistics and related (3) and (7) against the genetic position t for the three biochemical traits in the trinity students study. In the plots (a1), (a2), and (a3), the genetic effect coefficients β j of model (1) are shown. In the plots (b1), (b2), and (b3), the genetic effect functions β ((t) of model (3) by B-spline basis functions are shown. In the plots (c1), (c2), and (c3), the genetic effect functions β ((t) of model (7) by B-spline basis functions are shown.
P -values. Then, an empirical type I error rate was calculated as the proportion of 10 6 P -values that were smaller than a given α level (i.e. 0.05, 0.01, 0.001, and 0.0001, respectively).
Empirical Power Simulations. For empirical power simulations, we assumed that 10% or 5% of the variants were causal. We considered two scenarios: (1) the causal variants are all rare, i.e. the causal variants' MAF < 0.03, and (2) the causal variants are both rare and common. Again, we randomly selected 3 kb subregions to obtain causal variants for the phenotype values. Once a 3 kb subregion was selected from the 1 Mb region, a subset of P causal variants located in the 3 kb subregion was then randomly selected to obtain ordered genotypes (X (t 1 ), . . . , X (t p )). Then, we generated the quantitative traits by
where z 1 , z 2 , and (ε 1 , ε 2 , ε 3 ) are the same as in the type I error model (9), and the βs are additive effects for the causal variants defined as follows. We used |β ij | = c i | log 10 (MAF j )|/2, where MAF j was the MAF of the j -th variant. When 10% of the variants were causal, c 1 = log(7), c 2 = log(6), c 3 = log(5), respectively; when 5% of the variants were causal, c 1 = log(10), c 2 = log(8.5), c 3 = log(7), respectively. For each setting, 1,000 datasets were simulated to calculate the empirical power levels as the proportion of P -values that are smaller than a given α level (i.e. 0.05, 0.01, and 0.001, respectively).
Type I Error Simulation Results
In our simulations, we calculated the empirical type I error rates for the approximate F-distribution test statistics based on Pillai-Bartlett trace, Hotelling-Lawley trace, and Wilks's Lambda. For the F-approximation test statistics based on the Pillai-Bartlett trace, the empirical type I error rates are 
Notes:
The results of "Basis of both GVF and β (t)" were based on smoothing both GVF and genetic effect functions β (t) of model (7), the results of "FPCA approach" were based on the FPCA approach of model (8), and the results of "Basis of beta-smooth only" were based on the smoothing β (t) only approach of model (3).
reported in Table 3 for the scenario that the causal variants are all rare, and Table 4 for the scenario that the causal variants are both rare and common. The results of three combinations of traits are reported, two bivariate combinations (y 1 , y 2 ) and (y 1 , y 3 ), and one trivariate combination (y 1 , y 2 , y 3 ). For each entry of empirical type I error rates, we generated 10 6 datasets. Results of four different α = 0.05, 0.01, 0.001, and 0.0001 nominal levels were reported. For the approximate F-distribution test statistics based on the Pillai-Bartlett trace of the multivariate functional linear models, all empirical type I error rates are around the nominal α levels (columns 4-8 of Tables 3 and 4) . Therefore, the approximate F-distribution test statistics control type I error rates correctly over all sample sizes and all significance levels. Thus, the approximate F-distribution test statistics can be useful in whole genome and whole exome association studies. Notice that the proposed methods control type I error rates accurately for moderate sample size cases of 500. The empirical type I error rates for the approximate F-distribution tests based on Hotelling-Lawley trace and Wilks's Lambda are similar to those of the approximate F-distribution tests based on Pillai-Bartlett trace (data not shown). 
Statistical Power of the Proposed Tests and SKAT-O
We compared the power performance of the proposed approximate F-distribution tests of bivariate and tri-variate models with the performance of F-tests of univariate models and SKAT-O based on the simulated COSI sequence data. Using B-spline basis functions, the empirical power levels of the approximate F-distribution tests of model (3) [(a1), (b1), and (c1) Figures S3, S4 , S7, and S8, the causal variants can be both rare and common. In the legend of all the figures, "(y1, y2, y3)" represents the empirical power bar when all three traits (y 1 , y 2 , y 3 ) are used for a trivariate analysis, "(y1, y2)" represents the empirical power bar when two traits (y 1 , y 2 ) are used for a bivariate analysis, "(y1, y3)" represents the empirical power bar when two traits (y 1 , y 3 ) are used for a bivariate analysis, "y1" represents the empirical power bar when only one trait y 1 is used for a univariate at α = 0.01, when causal variants were only rare and 5% of the variants were causal. For the trait y 1 , 20%/80% causal variants had negative/positive effects; pct2 represents the percentage of negative effect causal variants for trait y 2 ; and pct3 represents the percentage of negative effect causal variants for trait y 3 .
analysis, and "SKAT-O" represents the power level of the trait y 1 by SKAT-O. As documented in Fan et al. [2013] , the F-distributed test statistics of univariate y 1 functional linear models have much higher power levels than SKAT-O. The power levels of the approximate F-distribution tests of bivariate (y 1 , y 2 ), (y 1 , y 3 ), and trivariate (y 1 , y 2 , y 3 ) models are generally higher than those of the F-tests of univariate y 1 models. Therefore, it is advantageous to perform multivariate analysis to gain power. Note the power levels of the approximate F-distribution tests of bivariate (y 1 , y 2 ) models were similar to or slightly lower than those of the F-tests of univariate y 1 models, when all the causal variants had positive effects in the top graphs [(a1), (a2), and (a3)] or 20%/80% causal variants had at α = 0.01, when causal variants were both rare and common and 10% of the variants were causal. For the trait y 1 , 20%/80% causal variants had negative/positive effects; pct2 represents the percentage of negative effect causal variants for trait y 2 ; and pct3 represents the percentage of negative effect causal variants for trait y 3 .
negative/positive effects in the middle graphs [(b1), (b2), and (b3)] for the trait y 2 in Supplementary Figures S1-S4 . This is mainly due to a high correlation 0.6 between traits y 1 and y 2 , and the degrees of freedom of the approximation F-distribution tests of bivariate models are higher than those of the univariate F-tests. When the correlation decreases, one may gain power by performing bivariate and trivariate analyses after compensating for higher degrees of freedom of the approximate F-distribution tests. The empirical power levels of the approximate Fdistribution tests of model (3) based on Hotelling-Lawley trace and Wilks's Lambda are similar to those of the approximate F-distribution test based on Pillai-Bartlett trace (data not shown). In our empirical power calculations, we also used Fourier basis functions for model (3), which provided similar at α = 0.01, when causal variants were both rare and common and 5% of the variants were causal. For the trait y 1 , 20%/80% causal variants had negative/positive effects; pct2 represents the percentage of negative effect causal variants for trait y 2 ; and pct3 represents the percentage of negative effect causal variants for trait y 3 .
results to those reported in the figures. In addition, we have performed empirical power calculations using model (7) and FPCA model (8). The results are similar to those based on model (3). In short, the performance of the F-approximate distributions of models (3), (7), and (8) is very stable and robust, no matter whether it is based on Pillai-Bartlett trace, or Hotelling-Lawley trace, or Wilks's Lambda.
Discussion
In this paper, we develop multivariate functional linear models and hypothesis testing procedure to test association between multiple quantitative traits and multiple genetic variants in one genetic region. We first introduce a simple beta-smooth only model (2) and its revised version (3) by using the genetic data directly, which assumes that the genetic effects β (t) are smooth functions while no assumption is made about the genetic data. Treating the genetic data as stochastic functions (i.e. genetic variant functions), we propose model (4) to connect the stochastic functions to phenotype adjusting for covariates. By using modern stateof-the-art functional data analysis techniques, the observed high dimension genetic variant data are used to estimate the genetic variant functions based on B-spline or Fourier basis functions or FPCA [de Boor, 2001; Ferraty and Romain, 2010; Horváth and Kokoszka, 2012; Ramsay et al., 2009; Ramsay and Silverman, 2005] . Then, the estimated genetic variant functions are used to build multivariate linear regressions (7) and FPCA model (8) for practical applications. Three types of approximate F-distribution tests based on Pillai-Bartlett trace, Hotelling-Lawley trace, and Wilks's Lambda are introduced to test association between multiple quantitative traits and multiple genetic variants using standard multivariate analysis theory [Anderson, 1984; Fox, 2008; Fox and Weisberg, 2011; Morrison, 2005; Rao, 1973] .
The proposed methods were applied to analyze four lipid traits in eight European cohorts and three biochemical traits in data from the Trinity Students Study. The approximate F-distribution tests provided much more significant results than those of F-tests of univariate analysis and SKAT-O for the three biochemical traits. The analysis of the four lipid traits and the three biochemical traits detected more association than SKAT-O in the univariate case. Generally, the approximate F-distribution tests of the proposed functional linear models are more sensitive than those of traditional multivariate linear models (1) which in turn are more sensitive than SKAT-O in the univariate case. In this paper, we only detected association between three lipid traits (LDL, CHOL, and TG) and two genes (APOE and LDLR). It is possible that more significant results could be detected in a metaanalysis by a combining multiple studies in a unified analysis. However, the multivariate functional linear models of metaanalysis are not well-studied in terms of type I error and power performance evaluation. More research is necessary in the future.
Extensive simulations were performed to evaluate the false positive rates and power performance of the proposed models and tests. To evaluate if the approximate F-distribution tests control false positive rates accurately, four nominal levels were used, i.e. α = 0.05, 0.01, 0.001, 0.0001, and five sample sizes were taken, i.e. n = 500, 1, 000, 1, 500, 2, 000. For each combination of a nominal level and a sample size, 10 6 datasets were generated to calculate the empirical type I error rates. Therefore, our evaluation is very extensive. Since the empirical type I error rates are all around the nominal levels, in particular at α = 0.0001, the proposed models and the related approximate F-tests can be used in both whole genome or whole exome association studies and candidate gene analysis. We show that the approximate F-distribution tests control the type I error rates very well. Generally, simultaneous analysis of multiple traits can increase power performance compared to an individual test of each trait unless the traits are strongly correlated. The proposed multivariate functional linear models lead to a combined analysis of the multiple traits, and the proposed procedure reduces the number of tests compared to the individual trait analysis.
In addition to the three types of the approximate Fdistribution tests, we actually evaluated the approximate Fdistribution test based on Roy's maximum root, and spherical F-test as well as its corrected versions [Box, 1954; Greenhouse and Geisser, 1959; Huynh and Feldt, 1976] . However, they all inflated type I error rates. Hence, we did not perform power comparisons for them. In conclusion, the approximate F-distribution tests based on Pillai-Bartlett trace, HotellingLawley trace, and Wilks's Lambda are recommended for data analysis of the genetic community.
In this article, we used three traits in the simulation study and analyzed four lipid traits and three biochemical traits in the data analysis. In some settings, it is likely that a gene might affect a larger number of traits such as imaging data. This problem needs in-depth investigations in future studies.
