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Abstract
In supervised learning, we leverage a labeled
dataset to design methods for function estimation.
In many practical situations, we are able to obtain
alternative feedback, possibly at a low cost. A
broad goal is to understand the usefulness of, and
to design algorithms to exploit, this alternative
feedback. We focus on a semi-supervised setting
where we obtain additional ordinal (or compar-
ison) information for potentially unlabeled sam-
ples. We consider ordinal feedback of varying
qualities where we have either a perfect ordering
of the samples, a noisy ordering of the samples or
noisy pairwise comparisons between the samples.
We provide a precise quantification of the use-
fulness of these types of ordinal feedback in non-
parametric regression, showing that in many cases
it is possible to accurately estimate an underlying
function with a very small labeled set, effectively
escaping the curse of dimensionality. We develop
an algorithm called Ranking-Regression (R2) and
analyze its accuracy as a function of size of the
labeled and unlabeled datasets and various noise
parameters. We also present lower bounds, that
establish fundamental limits for the task and show
that R2 is optimal in a variety of settings. Finally,
we present experiments that show the efficacy
of R2 and investigate its robustness to various
sources of noise and model-misspecification.
1. Introduction
Classical nonparametric regression is centered around the
development and analysis of methods that use labeled ob-
servations, {(X1, y1), . . . , (Xn, yn)}, where (Xi, yi) ∈
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Rd × R, in various tasks of estimation and inference. Non-
parametric methods are appealing in practice owing to their
flexibility, and the relatively weak a-priori structural assump-
tions that they impose on the unknown regression function.
However, the price we pay is that nonparametric methods
typically require a large amount of labeled data, scaling ex-
ponentially with the dimension, to estimate complex target
functions – the so-called curse of dimensionality. This has
motivated research on structural constraints – for instance,
sparsity or manifold constraints – as well as research on
active learning and semi-supervised learning where labeled
samples are used judiciously. We consider a complemen-
tary approach, motivated by applications in material science,
crowdsourcing, and healthcare, where we are able to supple-
ment a small labeled dataset with a potentially larger dataset
of ordinal information. Such ordinal information is obtained
either in the form of a (noisy) ranking of unlabeled points
or in the form of (noisy) pairwise comparisons between
function values at unlabeled points.
In crowdsourcing we rely on human labeling effort, and in
many cases humans are able to provide more accurate ordi-
nal feedback with substantially less effort (see for instance
(Tsukida & Gupta, 2011; Shah et al., 2015)). We investigate
a task of this flavor in Section 6. In material synthesis the
broad goal is to design complex new materials and machine
learning approaches are gaining popularity (Xue et al., 2016;
Faber et al., 2016). Typically given a setting of input param-
eters (temperature, pressure etc.) we are able to perform a
synthesis experiment and measure the quality of resulting
synthesized material. Understanding this quality landscape
is essentially a task of high-dimensional function estimation.
Synthesis experiments can be costly and material scientists
when presented with pairs of input parameters are often
able to cheaply provide noisy comparative assessments of
synthesis quality. Similarly, in clinical settings, precise as-
sessment of an individual patient’s health readings can be
difficult, expensive and/or risky, but comparing the relative
status of two patients may be relatively easy and accurate. In
each of these settings, it is important to develop methods for
function estimation that combine standard supervision with
(potentially) cheaper and abundant ordinal or comparative
supervision.
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Related Work: There is considerable work in supervised
and unsupervised learning on incorporating additional types
of feedback beyond labels. For instance, the papers (Zou
et al., 2015) and (Poulis & Dasgupta, 2017) study the bene-
fits of different types “feature feedback” in clustering and
supervised learning respectively. There is also a vast liter-
ature on models and methods for analyzing pairwise com-
parison data, like the classical Bradley-Terry (Bradley &
Terry, 1952) and Thurstone (Thurstone, 1927) models. In
this literature, the typical focus is on ranking or quality esti-
mation for a fixed set of objects. In contrast, we focus on
function estimation and the resulting models and methods
are quite different. We build on work on “noisy sorting”
(Braverman & Mossel, 2009) to extract a consensus ranking
from noisy pairwise comparisons. Most close in spirit to our
own work are the two recent papers (Kane et al., 2017; Xu
et al., 2017), which consider binary classification with ordi-
nal information. These works differ from ours in their focus
on classification, emphasis on active querying strategies and
use of quite different ordinal feedback models. Finally,
given ordinal information of sufficient fidelity, the prob-
lem of nonparametric regression is related to the problem
of regression with shape constraints, or more specifically
isotonic regression (Barlow, 1972; Zhang, 2002). Accord-
ingly, we leverage algorithms from this literature in our
work and we comment further on the connections in Sec-
tion 3. Some salient differences between this literature and
our work are that we design methods that work in a semi-
supervised setting, and further that our target is an unknown
d-dimensional (smooth) regression function as opposed to a
univariate shape-constrained function.
Our Contributions: We develop the Ranking-Regression
(R2) algorithm for nonparametric regression that can lever-
age ordinal information, in addition to direct labels. Theo-
retical analysis and practical experiments show the strength
of our algorithm.
• To establish the usefulness of ordinal information
in nonparametric regression, in Section 3 we con-
sider the idealized setting where we obtain a per-
fect ordering of the unlabeled set. We show that the
Mean Squared Error (MSE) of R2 can be bounded by
O˜(m−2/3 + n−2/d)1, where m denotes the number of
labeled samples and n the number of ranked samples.
To achieve an MSE of ε, the number of labeled sam-
ples required by R2 is independent of dimension. This
result establishes that sufficient ordinal information of
high quality can allow us to effectively circumvent the
curse of dimensionality.
• In Section 4 we analyze R2 when using a noisy ranking.
We show that the MSE is bounded as O˜(m−2/3 +
√
ν+
1We use the standard big-O notation throughout this paper, and
use O˜ when we suppress log-factors.
n−2/d), where ν is the Kendall-Tau distance between
the true and noisy ranking.
• As a corollary, we develop results for R2 using pair-
wise comparisons. If the comparison noise is bounded,
the R2 algorithm can be combined with algorithms
for ranking from pairwise comparisons (Braverman &
Mossel, 2009) to obtain an MSE of O˜(m−2/3 +n−2/d)
when d ≥ 4.
• We give information-theoretic lower bounds to char-
acterize the fundamental limits of combining ordinal
and standard supervision. These lower bounds show
that our algorithms are almost optimal. In particular,
the R2 algorithm under perfect ranking, as well as un-
der bounded noise comparisons, is optimal up to log
factors.
• In our experiments, we test R2 on simulated data, on
UCI datasets and on various age-estimation tasks. Our
experimental results show the advantage of R2 over
algorithms that only use labeled data when this labeled
data is scarce. Our experiments with the age-estimation
data also show the practicality of R2.
2. Background and Problem Setup
We consider a non-parametric regression model with ran-
dom design, i.e. we suppose first that we are given access
to an unlabeled set U = {X1, . . . , Xn}, where Xi ∈ X ⊂
[0, 1]d, and Xi are drawn i.i.d. from a distribution PX . We
assume that PX has a density p(x) which is upper and lower
bounded as 0 < pmin ≤ p(x) ≤ pmax for x ∈ [0, 1]d. Our
goal is to estimate a function f : X 7→ R, where follow-
ing classical work (Gyo¨rfi et al., 2006; Tsybakov, 2009)
we assume that f is bounded in [−M,M ] and belongs to a
Ho¨lder ball Fs,L, with 0 < s ≤ 1 where:
Fs,L = {f : |f(x)− f(y)| ≤ L‖x− y‖s2,∀ x, y ∈ X} .
For s = 1 this is the class of Lipschitz functions. We discuss
the estimation of smoother functions (i.e. the case when
s > 1) in Section 7. We obtain two forms of supervision:
1. Classical supervision: For a (uniformly) randomly
chosen subset L ⊆ U of sizem (we assume throughout
that m ≤ n and focus on settings where m  n) we
make noisy observations of the form:
yi = f(Xi) + i, i ∈ L,
where i are i.i.d. E[i] = 0,Var[i] = σ2. We denote
the indices of the labeled samples as {t1, . . . , tm} ⊂
{1, . . . , n}.
2. Ordinal supervision: For the given dataset
{X1, . . . , Xn} we let pi denote the true ordering,
i.e. pi is a permutation of {1, . . . , n} such that for
i, j ∈ {1, . . . , n}, with pi(i) ≤ pi(j) we have that
f(Xi) ≤ f(Xj). We assume access to one of the
following types of ordinal supervision:
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(1) We are given access to a noisy ranking pi, i.e. for
a parameter ν ∈ [0, 1] we assume that the Kendall-
Tau distance between pi and the true-ordering is upper-
bounded as:∑
i,j∈[n]
I[(pi(i)− pi(j))(pi(i)− pi(j)) < 0] ≤ νn2.
(1)
(2) For each pair of samples (Xi, Xj), with i < j
we obtain a comparison Zij where for some constant
λ > 0:
P(Zij = I(f(Xi) > f(Xj))) ≥ 1
2
+ λ. (2)
As we discuss in Section 5 it is straightforward to ex-
tend our results to a setting where only a randomly cho-
sen subset of all pairwise comparisons are observed.
Although classical supervised learning estimates a re-
gression function with labels only and without ordinal
supervision, we note that we cannot consistently esti-
mate the underlying function with only ordinal supervi-
sion and without direct observations. In the case when
no direct measurements are available the underlying
function is only identifiable up to certain monotonic
transformations.
Our goal is to estimate f , and the quality of an estimate f̂ is
assessed using the mean squared error E(f̂(X)− f(X))2,
where the expectation is taken over the labeled and unla-
beled training samples, as well as the new test point X .
We also study the fundamental information-theoretic limits
of estimation with classical and ordinal supervision by es-
tablishing lower (and upper) bounds on the minimax risk.
Letting η denote various problem dependent parameters (the
Ho¨lder parameters s, L and various noise parameters), the
minimax risk:
M(m,n; η) = inf
f̂
sup
f∈Fs,L
E(f̂(X)− f(X))2, (3)
provides an information-theoretic benchmark to assess the
performance of an estimator. We conclude this section re-
calling a well-known fact: given access to only classical
supervision the minimax riskM(m; η) = Θ(m−
2s
2s+d ), suf-
fers from an exponential curse of dimensionality.
3. Nonparametric Regression with Perfect
Ranking
To establish the value of ordinal information we first con-
sider an idealized setting, where we are given a perfect
ranking pi of the unlabeled samples in U . We present our
Ranking-Regression (R2) algorithm with performance guar-
antees in Section 3.1, and a lower bound in Section 3.2
which shows that R2 is optimal up to log factors.
Algorithm 1 R2: Ranking-Regression
Input: Unlabeled data U = {X1, ..., Xn}, a labeled set
of size m and corresponding labels, i.e. samples
{(Xt1 , yt1), . . . , (Xtm , ytm)}, and a ranking pi.
1: Order elements in U as (Xpi(1), ..., Xpi(n)).
2: Run isotonic regression (see (4)) on {yt1 , . . . , ytm}. De-
note the estimated values by {ŷt1 , . . . , ŷtm}.
3: For i = 1, 2, ..., n, let i˜ = tk, where pi(tk) is the largest
value such that pi(tk) ≤ pi(i), k = 0, 1, ...,m, and i˜ =
? if no such tk exists. Set
ŷi =
{
ŷ˜i if i˜ 6= ?
0 otherwise.
Output: Function f̂ = NearestNeighbor({(Xi, ŷi)}ni=1).
3.1. Upper bounds for the R2 Algorithm
Our non-parametric regression estimator is described in
Algorithm 1 and Figure 1. We first rank all the samples
in U according to the (given or estimated) permutation pi.
We then run isotonic regression (Barlow, 1972) on the la-
beled samples in L to de-noise them and borrow statistical
strength. In more detail, we solve the following program to
de-noise the labeled samples:
min
{ŷp̂i(t1),...,ŷp̂i(tm)}
m∑
k=1
(ŷpi(tk) − ypi(tk))2
s.t. ŷtk ≤ ŷtl ∀ (k, l) such that pi(tk) < pi(tl)
−M ≤ {ypi(t1), . . . , ypi(tm)} ≤M.
(4)
We introduce the bounds {M,−M} in the above program
to ease our analysis. In our experiments, we simply set M
to be a large positive value so that it has no influence on our
estimator. We then leverage the ordinal information in pi to
impute regression estimates for the unlabeled samples in U ,
by assigning each unlabeled sample the value of the nearest
(de-noised) labeled sample which has a smaller function
value according to pi. Finally, for a new test point, we use
the imputed (or estimated) function value of the nearest
neighbor in U .
In the setting where we use a perfect ranking the following
theorem characterizes the performance of R2:
Theorem 1. For constants C1, C2 > 0 the MSE of f̂ is
bounded by
E(f̂(X)− f(X))2 ≤ C1m−2/3 log2 n logm+ C2n−2s/d.
Before we turn our attention to the proof of this result, we
examine some consequences.
Remarks: (1) Theorem 1 shows a surprising dependency
on the sizes of the labeled and unlabeled sets (m and n).
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Figure 1. Top Left: A group of unlabeled points are ranked accord-
ing to function values using ordinal information only. Top Right:
We obtain function values of m randomly chosen samples. Mid-
dle Right: The values are adjusted using isotonic regression. Bot-
tom Right: Function values of other unlabeled points are inferred.
Bottom Left: For a new point, the estimated value is given by the
nearest neighbor in U .
The MSE of nonparametric regression using only the la-
beled samples is Θ(m−
2s
2s+d ) which is exponential in d
and makes non-parametric regression impractical in high-
dimensions. Focusing on the dependence on m, Theorem
1 improves the rate to m−2/3polylog(m,n), which is no
longer exponential in d. By using enough ordinal informa-
tion we can avoid the curse of dimensionality.
(2) On the other hand, the dependence on n (which dictates
the amount of ordinal information needed) is still expo-
nential. This illustrates that ordinal information is most
beneficial when it is copious. We show in Section 3.2 that
this is unimprovable in an information-theoretic sense.
(3) Somewhat surprisingly, we also observe that the depen-
dence on n is faster than the n−
2s
2s+d rate that would be
obtained if all the samples were labeled.
(4) In the case where all points are labeled (i.e., m = n), the
MSE is of order n−2/3 + n−2s/d, again improving slightly
on the rate when no ordinal information is available. The
improvement is largest when m n.
(5) Finally, we also note in passing that the above theorem
provides an upper bound on the minimax risk in (3).
Proof Sketch. We provide a brief outline and defer techni-
cal details to the Supplementary Material. For a randomly
drawn point X ∈ X , we denote by Xα the nearest neighbor
of X in U . We decompose the MSE as
E
[
(f̂(X)− f(X))2
]
≤2E
[
(f̂(X)− f(Xα))2
]
+
2E
[
(f(Xα)− f(X))2
]
. (5)
The second term corresponds roughly to the finite-sample
bias induced by the discrepancy between the function value
at X and the closest labeled sample. We use standard
sample-spacing arguments (see (Gyo¨rfi et al., 2006)) to
bound this term. This term contributes the n−2s/d rate to
the final result. For the first term, we show a technical result
in the Appendix (Lemma 9). Without loss of generality sup-
pose f
(
Xt1
) ≤ · · · f(Xtm). By conditioning on a probable
configuration of the points and enumerating over choices of
the nearest neighbor we find that roughly (see Lemma 9 for
a precise statement):
E
[
(f̂(X)− f(Xα))2
]
≤
( log2 n logm
m
)
×
E
( m∑
k=1
((
f̂(Xtk)− f(Xtk)
)2
+
(
f
(
Xtk+1
)− f(Xtk))2)).
(6)
Intuitively, these terms are related to the estimation error
arising in isotonic regression (first term) and a term that
captures the variance of the function values (second term).
When the function f is bounded, we show that the dominant
term is the isotonic estimation error which is on the order of
m−2/3. Putting these pieces together we obtain the theorem.
3.2. Lower bounds with Ordinal Data
To understand the fundamental limits on the usefulness of
ordinal information, as well as to study the optimality of the
R2 algorithm we now turn our attention to establishing lower
bounds on the minimax risk. In our lower bounds we choose
PX to be uniform on [0, 1]d. Our estimators f̂ are functions
of the labeled samples: {(Xt1 , yt1), . . . , (Xtm , ytm)}, the
set U = {X1, . . . , Xn} and the true ranking pi. We have the
following result:
Theorem 2. For any estimator f̂ we have that for a univer-
sal constant C > 0,
inf
f̂
sup
f∈Fs,L
E
[
(f(X)− f̂(X))2
]
≥ C(m−2/3 + n−2s/d).
Comparing with the result in Theorem 1 we conclude that
the R2 algorithm is optimal up to log factors, when the
ranking is noiseless.
Proof Sketch. We establish each term in the lower bound
separately. Intuitively, for the n−2s/d lower bound we con-
sider the case when all the n points are labeled perfectly (in
which case the ranking is redundant) and show that even in
this setting the MSE of any estimator is at least n−2s/d due
to the finite resolution of the sample.
To prove the m−2/3 lower bound we construct a novel pack-
ing set of functions in the class Fs,L, and use information-
theoretic techniques (Fano’s inequality) to establish the
lower bound. The functions we construct are all increas-
ing functions, and as a result the ranking pi provides no
additional information for these functions easing the analy-
sis. Figure 2 contrasts the classical construction for lower
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Figure 2. Original construction for nonparametric regression in 1-d
(above), and our construction (below).
bounds in non-parametric regression (where tiny bumps are
introduced to a reference function) with our construction
where we additionally ensure the perturbed functions are
all increasing. To complete the proof, we provide bounds
on the cardinality of the packing set we create, as well as
bounds on the Kullback-Leibler divergence between the in-
duced distributions on the labeled samples. We provide the
technical details in the Appendix.
4. Nonparametric Regression using Noisy
Ranking
In this section, we study the setting where the ordinal in-
formation is noisy. We focus here on the setting where as
in Equation (1) we obtain a ranking pi whose Kendall-Tau
distance from the true ranking pi is at most νn2. We show
that the R2 algorithm is quite robust to ranking errors and
achieves an MSE of O˜(m−2/3+
√
ν+n−2s/d). We establish
a complementary lower bound of O˜(m−2/3 + ν2 +n−2s/d)
in Section 4.2.
4.1. Upper Bounds for the R2 Algorithm
We characterize the robustness of R2 to ranking errors, i.e.
when pi satisfies the condition in (1), in the following theo-
rem:
Theorem 3. For constants C1, C2 > 0, the MSE of the R2
estimate f̂ is bounded by
E[(f̂(X)− f(X))2]
≤ C1
(
log2 n logm
(
m−2/3 +
√
ν
))
+ C2n
−2s/d.
Remarks: (1) Once again we observe that in the regime
where sufficient ordinal information is available, i.e. n is
large, the rate no longer has an exponential dependence on
the dimension d.
(2) This result also shows that the R2 algorithm is inherently
robust to noise in the ranking, and the mean squared error
degrades gracefully as a function of the noise parameter ν.
We investigate the optimality of the
√
ν-dependence in the
next section.
(3) Finally, in settings where ν is large R2 can be led astray
by the ordinal information, and a standard non-parametric
regressor can achieve the (possibly faster) O
(
m−
2s
2s+d
)
rate
by ignoring the ordinal information. As we show in Ap-
pendix E a simple cross-validation procedure can com-
bine the benefits of the two estimators to achieve a rate
of O˜
(
m−2/3 + min{√ν,m− 2s2s+d } + n−2s/d). This rate
can converge to 0 if we have sufficiently many labels, even
if the comparisons are very noisy. The cross validation pro-
cess is standard and computationally efficient: we estimate
the regression function twice, once using R2 and once using
k-nearest neighbors, and choose the regression function that
performs better on a held-out validation set.
We now turn our attention to the proof of this result.
Proof Sketch. When using an estimated permutation pi the
true function of interest f is no longer an increasing (iso-
tonic) function with respect to pi, and this results in a model-
misspecification bias. The core technical novelty of our
proof is in relating the upper bound on the error in pi to an
upper bound on this bias. Concretely, in the Appendix we
show the following lemma:
Lemma 4. For any permutation pi satisfying the condition
in (1)
n∑
i=1
(f(Xpi−1(i))− f(Xpi−1(i)))2 ≤ 8M2
√
2νn.
Using this result we bound the minimal error of approximat-
ing an increasing sequence according to pi by an increasing
sequence according to the estimated ranking pi. We de-
note this error by ∆, and using Lemma 4 we show that in
expectation (over the random choice of the labeled set)
E[∆] ≤ 8M2
√
2νm.
With this technical result in place we follow the same de-
composition and subsequent steps before we arrive at the
expression in Equation (6). In this case, the first term for
some constant C > 0 is bounded as:
E
( m∑
k=1
(
f̂(Xtk)− f(Xtk)
)2) ≤ 2E[∆] + Cm1/3,
where the first term corresponds to the model-
misspecification bias and the second corresponds to
the usual isotonic regression rate. Putting these terms
together in the decomposition in Equation (6) we obtain the
theorem.
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4.2. Lower bounds with Noisy Ordinal Data
In this section we turn our attention to lower bounds in the
setting with noisy ordinal information. In particular, we
construct a permutation pi such that for a pair (Xi, Xj) of
points randomly chosen from PX :
P[(pi(i)− pi(j))(pi(i)− pi(j)) < 0] ≤ ν.
We analyze the minimax risk of an estimator which has
access to this noisy permutation pi, in addition to the labeled
and unlabeled sets (as in Section 3.2).
Theorem 5. There is a constant C > 0 such that for any
estimator f̂ taking input X1, ..., Xn, y1, ..., ym and pi,
inf
f̂
sup
f∈Fs,L
E
(
f(X)− f̂(X))2 ≥
C(m−
2
3 + min{ν2,m− 2d+2 }+ n−2s/d).
Comparing this result with our result in Remark 3 following
Theorem 3, our upper and lower bounds differ by the gap
between
√
ν and ν2, in the case of Lipschitz functions (s =
1).
Proof Sketch. We focus on the dependence on ν, as the
other parts are identical to Theorem 2. We construct a
packing set of Lipschitz functions, and we subsequently
construct a noisy comparison oracle pi which provides no
additional information beyond the labeled samples. The
construction of our packing set is inspired by the construc-
tion of standard lower bounds in non-parametric regression
(see Figure 2), but we modify this construction to ensure
that pi is uninformative. In the classical construction we
divide [0, 1]d into ud grid points, with u = m1/(d+2) and
add a “bump” at a carefully chosen subset of the grid points.
Here we instead divide [0, t]d into a grid with ud points, and
add an increasing function along the first dimension, where
t is a parameter we choose in the sequel.
We now describe the ranking oracle which generates the
permutation pi: we simply rank sample points according to
their first coordinate. This comparison oracle only makes
an error when both x, x′ lies in [0, t]d, and both x1, x′1 lie
in the same grid segment [tk/u, t(k + 1)/u] for some k ∈
[u]. So the Kendall-Tau error of the comparison oracle is
(td)2 × ((1/u)2 × u) = ut2d. We choose t such that this
value is less than ν. Once again we complete the proof by
lower bounding the cardinality of the packing-set for our
stated choice of t, upper bounding the Kullback-Leibler
divergence between the induced distributions and appealing
to Fano’s inequality.
5. Regression with Noisy Pairwise
Comparisons
In this section we focus on the setting where the ordinal
information is obtained in the form of noisy pairwise com-
parisons, following Equation (2). We investigate a natural
strategy of aggregating the pairwise comparisons to form
a consensus ranking pi and then applying the R2 algorithm
with this estimated ranking. We build on results from theo-
retical computer science, where such aggregation algorithms
are studied for their connections to sorting with noisy com-
parators. In particular, Braverman & Mossel (2009) study
noisy sorting algorithms under the noise model described
in (2) and establish the following result:
Theorem 6 ((Braverman & Mossel, 2009)). Let α > 0.
There exists a polynomial-time algorithm using noisy pair-
wise comparisons between n samples, that with probabil-
ity 1 − n−α, returns a ranking pi such that for a constant
c(α, λ) > 0 we have that:∑
i,j∈[n]
I[(pi(i)− pi(j))(pi(i)− pi(j)) < 0] ≤ c(α, λ)n.
Furthermore, if allowed a sequential (active) choice of com-
parisons, the algorithm queries at most O(n log n) pairs of
samples.
Combining this result with our result on the robustness of R2
we obtain an algorithm for nonparametric regression with
access to noisy pairwise comparisons with the following
guarantee on its performance:
Corollary 7. For constants C1, C2 > 0, R2 with pi esti-
mated as described above produces an estimator f̂ with
MSE
E
(
f̂(X)− f(X))2 ≤ C1m−2/3 log2 n logm+
C2 max{n−2s/d, n−1/2 log2 n logm}.
Remarks: (1) From a technical standpoint this result is an
immediate corollary of Theorems 3 and 6, but the extension
is important from a practical standpoint. The ranking error
of O(1/n) from the noisy sorting algorithm leads to an ad-
ditional O˜(1/
√
n) term in the MSE. This error is dominated
by the n−2s/d term if d ≥ 4s, and in this setting the result
in Theorem 7 is also optimal up to log factors (following
the lower bound in Section 3.2).
(2) We also note that the analysis in (Braverman & Mossel,
2009) extends in a straightforward way to a setting where
only a randomly chosen subset of the pairwise comparisons
are obtained.
6. Experiments & Simulations
To verify our theoretical results and test R2 in practice,
we perform three sets of experiments. First, we conduct
experiments on simulated data, where the noise in the labels
and ranking can be controlled separately. Second, we test
R2 on UCI datasets, where the rankings are simulated using
labels. We present these results in Appendix A. Finally, we
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(a) R2 with perfect ranking
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(b) R2 with noisy ranking
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Figure 3. Experiments on simulated data. 1-NN and 5-NN represents algorithms using noisy label data only; R2 1-NN and R2 5-NN uses
noisy labels as well as rankings; 1-NN-truth and 5-NN-truth uses perfect label data only.
consider a practical application of predicting people’s age
from portraits and we test R2 on two realistic estimation
tasks.
We compare R2 with k-NN algorithms in all experiments.
We choose k-NN methods because they are near-optimal
theoretically, and are widely used in practice. Theoretical
guidelines suggest using the tuning parameter km = m
2
d+2
when we have access to m labeled samples; however for
all m, d values we considered, m
2
d+2 is very small (< 5).
Instead we choose a range of different constant values of k
(that do not change with m) in our experiments. We repeat
each experiment 20 times and report the average MSE2.
6.1. Simulated Data
Data Generation. We generate simulated data follow-
ing Ha¨rdle et al. (2012). Let d = 8, and sample X
uniformly random from [0, 1]d. Our target function is
f(x) =
∑d
i=1 f
(d mod 4)(xd), where xd is x’s d-th dimen-
sion, and
f (1)(x) = px− 1/2, f (2)(x) = px3 − 1/3,
f (3)(x) = −2 sin(−px), f (4)(x) = e−px + e−1 − 1
with p sampled uniformly random in [0, 10]. We rescale
f(x) so that it has 0 mean and unit variance. The labels are
generated as y = f(x)+εwhere ε ∼ N (0, 0.52). We gener-
ate a training and a test set of n = 1000 samples respectively.
At test time, we compute the MSE 1n
∑n
i=1(f(X
test
i ) −
f̂(X testi ))
2 for all test data X test1 , ..., X
test
n .
Variants of R2. We consider two variants of R2. The first
variant is exactly Algorithm 1 using 1-NN as the final esti-
mator; the second variant uses 5-NN as the final estimator.
Using 5-NN does not change the asymptotic behavior of our
bounds. However, we find that using 5-NN improves our
estimator empirically.
Baselines. We compare R2 with the following baselines: i)
1-NN and 5-NN using noisy labels (x, y). Since R2 uses
2Our plots are best viewed in color.
ordinal data in addition to labels, it should have lower MSE
than 1-NN and 5-NN. ii) 1-NN and 5-NN using perfect
labels (x, f(x)). Since these algorithms use perfect labels,
when m = n they serve as a benchmark for our algorithms.
R2 with perfect rankings. In our first experiment, R2 had
access to the ranking over all 1000 training samples, while
the k-NN baseline algorithms only had access to labeled
samples. We varied the number of labeled samples for all
algorithms from m = 5 to m = 1000. The results are
depicted in Figure 3(a). R2 1-NN and R2 5-NN exhibited
better performance than their counterparts using only labels,
whether using noisy or perfect labels; in fact, R2 1-NN
and R2 5-NN performed nearly the same as 1-NN or 5-NN
using all 1000 perfect labels, while only requiring around
50 labeled samples.
R2 with noisy rankings. We then consider noisy rank-
ings; particularly in Figure 3(b), the input ranking of R2 is
obtained from noisy labels. This eliminates the need for iso-
tonic regression in Algorithm 1, but we find that the ranking
still provides useful information for the unlabeled samples.
In this setting R2 outperformed the 1-NN and 5-NN coun-
terparts using noisy labels. However, R2 was outperformed
by algorithms using perfect labels when n = m. As ex-
pected, R2 and k-NN with noisy labels achieved identical
MSE when n = m.
Effect of ranking noise. We also consider the effect
of ranking noise in Figure 3(c). We fixed the number of
labeled/ranked samples to 100/1000, and varied the noise
level of ranking. For noise level σ, the ranking is generated
from
y′ = f(x) + ε′
where ε′ ∼ N (0, σ2). We varied σ from 0 to 5 and plotted
the MSE. As σ goes up, the error of both variants of the R2
algorithm increases as expected.
6.2. Predicting Ages from Portraits
To further validate R2 in practice, we consider the task of
estimating people’s age from portraits. We use the APPA-
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Figure 4. Experiments on age prediction.
REAL dataset (E Agustsson, 2017), which contains 7,591
images, where each image is associated a biological age and
an apparent age. The biological age is the person’s actual
age, whereas the apparent ages are collected by crowdsourc-
ing. Estimates from (on average 38 different) labelers are
averaged to obtain the apparent age. APPA-REAL also pro-
vides the standard deviation of the apparent age estimates.
The images are divided into 4113 train, 1500 validation and
1978 test samples, and we only use the train and validation
samples for our experiments.
Features and Models. We extract the 128-dim feature for
each image using the last layer of FaceNet (Schroff et al.,
2015). We rescale the features so that everyX ∈ [0, 1]d. We
use 5-NN and 10-NN in this experiment. To further show the
effectiveness of R2, we also compare to kernelized support
vector regression (SVR). We used the standard parameter
configuration in scikit-learn (Pedregosa et al., 2011), using
penalty parameter C = 1, RBF kernel, and tolerance of 0.1.
Tasks. We considered two tasks, motivated by real-world
applications.
1. In the first task, the goal is to predict biological age. The
labels were biological age, whereas the ranking came from
apparent ages. This is motivated by the collection process
of most modern datasets where typically, an aggregated
(de-noised) label is obtained through majority vote. For ex-
ample, we may have the truthful biological age for a fraction
of samples, but wish to collect more through crowdsourcing.
In crowdsourcing, people give comparisons based on appar-
ent age instead of biological age. So we assume additional
access to a ranking that comes from apparent ages.
2. In the second task, the goal is to predict the apparent age.
Both labels and ranking were generated using the standard
deviation provided in APPA-REAL. Labels were generated
according to a Gaussian distribution with mean equal to the
apparent age, and standard deviation provided in the dataset.
The ranking was generated by first generating a sample of
all labels using the same distribution, and ranking according
to the sample. This resembles the case where we ask one
single labeler for each label and comparison, to collect data
for more samples. Such policy is also used in e.g., (Bi et al.,
2014; Khetan et al., 2017). Note that in real applications, the
ranking will have less noise than in our experiment; (Shah
et al., 2015) considered exactly the same task, and showed
that comparisons are more reliable than labels.
Results are depicted in Figure 4. The 10-NN version of
R2 gave the best overall performance in both tasks. R2
5-NN and R2 10-NN both outperformed other algorithms
when the number of labeled samples was less than 500.
The performance of SVR was between 5-NN and 10-NN in
our experiments. Interestingly, we observe that there is a
gap between R2 and its nearest neighbor counterparts even
when n = m, i.e. the ordinal information continues to be
useful even when all samples are labeled, indicating the
high reliability of the ordinal information for this task.
7. Discussion and Conclusion
We design minimax-optimal algorithms for nonparametric
regression using additional ordinal information. In settings
where large amounts of ordinal information are available, we
find that limited direct supervision suffices to obtain accu-
rate estimates. We provide complementary minimax lower
bounds, and illustrate our proposed algorithm on real and
simulated datasets. Since ordinal information is typically
easier to obtain than direct labels, one might expect in these
favorable settings the R2 algorithm to have lower effective
cost than an algorithm based purely on direct supervision.
In future work motivated by practical applications in crowd-
sourcing, we hope to address the setting where both direct
and ordinal supervision are actively acquired. Another pos-
sible direction is to consider partial orders, where we have
several subsets of unlabeled data ranked, but the relation
between these subsets is unknown. It would also be interest-
ing to consider other models for ordinal information and to
more broadly understand settings where indirect feedback is
beneficial. Also, several recent papers (Bellec & Tsybakov,
2015; Bellec, 2018; Han et al., 2017) demonstrate the adap-
tivity (to complexity of the unknown parameter) of the MLE
in shape-constrained problems. Understanding precise as-
sumptions on the underlying smooth function which would
induce a low-complexity isotonic regression problem is an
interesting avenue for future work.
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A. Experiment Results on UCI Datasets
In this section we provide experiment results on two UCI regression datasets, Boston-Housing and diabetes. Since we do
not have “truthful” labels in this case, all rankings were generated directly from the labels in the datasets. For the same
reason we only compared R2 with 1-NN and 5-NN for UCI datasets.
Results on Boston-housing and diabetes are depicted in Figure 5(a) and 5(b) respectively. Our algorithm both outperformed
their label-only counterparts, but the performance gain on Boston-housing was larger than that on diabetes. This might be
because diabetes has a higher dimension (13) than Boston-housing(10).
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Figure 5. Experiments on UCI datasets. Legends follow Figure 3.
B. Proof of Theorem 1
Proof. Without loss of generality we assume throughout the proof that we re-arrange the samples so that the true ranking
of the samples pi is the identity permutation, i.e. that f(X1) ≤ f(X2) ≤ . . . ≤ f(Xn). We let C, c, C1, c1, . . . denote
universal positive constants.
For a random point X ∈ X , let Xα be the nearest neighbor of X in T . We decompose the MSE as
E
[
(f̂(X)− f(X))2
]
≤ 2E
[
(f̂(X)− f(Xα))2
]
+ 2E
[
(f(Xα)− f(X))2
]
.
Under the assumptions of the theorem we have the following two results which provide bounds on the two terms in the
above decomposition.
Lemma 8. For a constant C > 0 we have that,
E
[
(f(Xα)− f(X))2
] ≤ Cn−2s/d.
Lemma 9. For any δ > 0 we have that there is a constant C > 0 such that:
E
[
(f̂(X)− f(Xα))2
]
≤ C log(m/δ) log n log(1/δ)
m
[
m∑
k=1
(
E
[
(ŷtk − f(Xtk))2
])
+
m∑
k=0
(
E
[
(f(Xtk+1)− f(Xtk))2
])]
+ 4δM2.
Taking these results as given we can now complete the proof of the theorem. We first note that the first term in the upper
bound in Lemma 9 is simply the MSE in an isotonic regression problem, and using standard risk bound for isotonic
regression (see (Zhang, 2002)) we obtain that for a constant C > 0:
m∑
k=1
(
E
[
(ŷtk − f(Xtk))2
]) ≤ Cm2/3.
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Furthermore, since f(Xtm+1)− f(Xt0) ≤ 2M , and the function values are increasing we obtain that:
m∑
k=0
(
E
[
(f(Xtk+1)− f(Xtk))2
]) ≤ 4M2.
Now, choosing δ = max{n−2s/d, 1/m} we obtain:
E
[
(f̂(X)− f(X))2
]
≤ C1m−2/3 log2 n logm+ C2n−2s/d,
as desired.
We now prove the two technical lemmas to complete the proof.
B.1. Proof of Lemma 8
The proof of this result is an almost immediate consequence of the following result from (Gyo¨rfi et al., 2006).
Lemma 10 ((Gyo¨rfi et al., 2006), Lemma 6.4 and Exercise 6.7). Suppose that there exists positive constants pmin and pmax
such that pmin ≤ p(x) ≤ pmax. Then, there is a constant c > 0, such that
E[‖Xα −X‖22] ≤ cn−2/d.
Using this result and the Ho¨lder condition we have
E
[
(f(Xα)− f(X))2
] ≤ LE [‖Xα −X‖2s2 ]
(i)
≤ L (E [‖Xα −X‖22])s
≤ cn−2s/d,
where (i) uses Jensen’s inequality. We now turn our attention to the remaining technical lemma.
B.2. Proof of Lemma 9
We condition on a certain favorable configuration of the samples that holds with high-probability. Conditioning on the
samples {X1, . . . , Xn} let us denote by
qi := P(Xα = Xi),
where Xα is the nearest neighbor of X . Furthermore, for each k we recall that since we have re-arranged the samples so that
pi is the identity permutation we can measure the distance between adjacent labeled samples in the ranking by tk − tk+1.
The following result shows that the labeled samples are roughly uniformly spaced (up to a logarithmic factor) in the ranked
sequence, and that each point Xi is roughly equally likely (up to a logarithmic factor) to be the nearest neighbor of a
randomly chosen point.
Lemma 11. There is a constant C > 0 such that with probability at least 1− δ we have that the following two results hold:
1.
max
1≤j≤n
qi ≤ Cd log(1/δ) log n
n
. (7)
2. Let us take tm+1 := n+ 1, then
max
k∈[m+1]
tk − tk−1 ≤ Cn log(m/δ)
m
. (8)
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Denote the event, which holds with probability at least 1− δ in the above Lemma by E0. By conditioning on E0 we obtain
the following decomposition:
E
[
(f̂(X)− f(Xα))2
]
≤ E
[
(f̂(X)− f(Xα))2|E0
]
+ δ · 4M2
because both f and f̂ are bounded in [−M,M ]. We condition all calculations below on E0 but omit this from the notation.
Now we have
E
[
(f̂(X)− f(Xα))2
]
=
n∑
i=1
P[Xα = Xi]E
[
(f̂(Xi)− f(Xi))2
]
≤
n∑
i=1
max
1≤j≤n
P[Xα = Xj ]E
[
(ŷi − f(Xi))2
]
≤ Cd log(1/δ) log n
n
n∑
i=1
E
[
(ŷ˜i − f(Xi))2
]
, (9)
where we recall that ŷ˜i (defined in Algorithm 1) denotes the de-noised (by isotonic regression) y value at the nearest labeled
left-neighbor of the point Xi. For convenience we defined f(Xt0) = 0, then we have that,
n∑
i=1
E
[
(ŷ˜i − f(Xi))2
] ≤ n∑
i=1
(
2E
[
(ŷ˜i − f(Xi˜))2
]
+ 2E
[
(f(Xi)− f(Xi˜))2
])
=
n∑
i=1
m∑
k=0
I [˜i = tk]
(
2E
[
(ŷtk − f(Xtk))2
]
I[k 6= 0] + 2E [(f(Xi)− f(Xtk))2])
(i)
≤
n∑
i=1
m∑
k=0
I [˜i = tk]
(
2E
[
(ŷtk − f(Xtk))2
]
I[k 6= 0] + 2E [(f(Xtk+1)− f(Xtk))2])
(ii)
=
m∑
k=0
(
2E
[
(ŷtk − f(Xtk))2
]
I[k 6= 0] + 2E [(f(Xtk+1)− f(Xtk))2]) n∑
i=1
I [˜i = tk]
≤ Cn log(m/δ)
m
m∑
k=1
(
2E
[
(ŷtk − f(Xtk))2
])
+
Cn log(m/δ)
m
m∑
k=0
(
2E
[
(f(Xtk+1)− f(Xtk))2
])
≤ 2Cn log(m/δ)
m
[
m∑
k=1
(
E
[
(ŷtk − f(Xtk))2
])
+
m∑
k=0
(
E
[
(f(Xtk+1)− f(Xtk))2
])]
.
The inequality (i) follows by noticing that if i˜ = tk, f(Xi)−f(Xi˜) is upper bounded by f(Xtk+1)−f(Xtk). We interchange
the order of summations to obtain the equation (ii). Plugging this expression back in to (9) we obtain the Lemma. Thus, to
complete the proof it only remains to establish the result in Lemma 11.
B.2.1. PROOF OF LEMMA 11
We prove each of the two results in turn.
Proof of inequality (7): As a preliminary, we need the following Vapnik-Cervonenkis result from (Chaudhuri & Dasgupta,
2010):
Lemma 12. There exists a universal constant C ′ such that with probability 1− δ, every ball B with
P(X ∈ B) ≥ C
′ log(1/δ)d log n
n
contains at least one sample from T = {X1, ..., Xn}.
We now show that under this event we have
max
i
qi ≤ C
′pmax log(1/δ)d log n
pminn
.
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Fix any point Xi ∈ T , and for a new point X , let r = ‖Xi −X‖2. If Xi is X’s nearest neighbor in T , there is no point in
the ball B(X, r). Comparing this with the event in Lemma 12 we have
pminvdr
d ≤ C
′ log(1/δ)d log n
n
,
where vd is the volume of the unit ball in d dimension.
Hence we obtain an upper bound on r. Now since p(x) is upper and lower bounded we can bound the largest qi as
max
i
qi ≤ pmaxvdrd ≤ C
′pmax log(1/δ)d log n
pminn
.
Thus we obtain the inequality (7).
Proof of inequality (8): Notice that t1, ..., tm are randomly chosen from [n]. So for each k ∈ [m] we have
P[tk − tk−1 ≥ t] ≤ n− t+ 1
n
(
n− t
n
)m−1
≤
(
n− t
n
)m−1
.
I.e., we randomly pick tk in Xt, Xt+1, ..., Xn, and choose the other m − 1 samples in X1, ..., Xtk−t, Xtk+1, ..., Xn.
Similarly we also have
P[tm+1 − tm ≥ t] ≤
(
n− t
n
)m−1
.
So
P[ max
k∈[m+1]
tk − tk−1 ≥ t] ≤
m+1∑
k=1
P[ max
k∈[m+1]
tk − tk−1 ≥ t]
≤ (m+ 1)
(
n− t
n
)m−1
.
Let the RHS less than or equal to δ, we have
t
n
≥ 1−
(
δ
m+ 1
) 1
m−1
.
Let u = log
(
1−
(
δ
m+1
) 1
m−1
)
= −C log(m/δ)m , we have 1− eu = O(−u) since u is small and bounded. So it suffices for
t ≥ C n log(m/δ)m such that
P[ max
k∈[m+1]
tk − tk−1 ≥ t] ≤ δ.
C. Proof of Theorem 2
Proof. To prove the result we prove separately lower bounds on the error in terms of m and n in Lemmas 13 and 15
respectively.
Lemma 13. inf f̂ supf E
[
(f(X)− f̂(X))2
]
≥ Cm− 23 .
Proof. We consider the d = 1 case in the proof, and results in d = 1 can be extended for d > 1 by using f(x) = f(x1),
where x1 is the first dimension of x.
Define u = dm 13 e, h = 1/u, xk = k−1/2u , φk(x) = L2 hK
(
x−xk
h
)
, k = 1, 2, ..., u,Ω = {ω = (ω1, ..., ωu), ωi ∈ {0, 1}},
where K is a kernel function that is 1-Lipschitz, bounded and supported on [−1/2, 1/2]. Consider the following class of
functions
E = {fω(x) = L
2
x+
k∑
i=1
ωiφk(x)}, x ∈ [0, 1].
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Functions in E are L-Lipschitz, and thus satisfy the Ho¨lder constraint.
Since the functions in E are all increasing, and the distribution PX is taken to be uniform two important simplifications
arise: since the functions are increasing the permutation pi contains no additional information and can be obtained simply
by sorting the samples (according to their first coordinate). Furthermore, in this case the unlabeled samples contribute no
additional information since their distribution PX is known and their ranking is also known. Concretely, for any estimator
using X1, ..., Xn, y1, ..., ym, pi with
sup
f
E
[
(f(X)− f̂(X))2
]
< Cm−2/3,
we can construct an equivalent estimator that uses only {(X1, y1), . . . , (Xm, ym)}. In particular, we can simply augment
the sample by sampling Xm+1, ..., Xn uniformly in [0, 1]d and generating pi by ranking X in increasing order. Now we
show that Cm−2/3 is a lower bound to approximate functions in E with access to only noisy labels. For all ω, ω′ ∈ Ω we
have
E[(fω − fω′)2]1/2 =
(
u∑
k=1
(ωk − ω′k)2
∫
φ2k(x)
)1/2
= Lh3/2‖K‖2
√
ρ(ω, ω′),
where ρ(ω, ω′) denotes the hamming distance between x and x′. We use the following theorem from (Tsybakov, 2009):
Theorem 14 ((Tsybakov, 2009), Theorem 2.5). Suppose M ≥ 2 and Θ = {θ1, ..., θM} such that d(θj , θk) > 2t > 0,∀0 ≤
j < k ≤M . Let Pj be a distribution induced by parameter θj for all j ∈ [M ]. If Pj is absolute continuous with respect to
P0, and 1M
∑M
j=1KL(Pj , P0) ≤ α logM with 0 < α < 1/8, then
inf
θ̂
sup
θ∈Θ
Pθ(d(θ, θ̂) ≥ t) ≥ C
where C is some positive constant.
By the Varshamov-Gilbert bound, if u > 8 there exists a 2u/8 subset Ω′ = {ω(0), ω(1), ..., ω(M)} of Ω such that the distance
between each element ω(i), ω(j) is at least u/8. So d(θi, θj) ≥ 1/u = m−1/3. Now for Pj , P0 we have
KL(Pj , P0) = m
∫
X
p(x)
∫
†
pj(y|x) log p0(y|x)
pj(y|x)dydx
= m
∫
X
p(x)
u∑
i=1
ω
(i)
j φ
2
ω(i)(x)dx
≤ m · Ch3 · u = Cm1/3 = Cu.
This is by the same process as in the proof of Theorem 2.7 in (Tsybakov, 2009). Since Cu ≤ α logM , we apply Theorem
14 to obtain a lower bound of t2 = m−2/3.
Lemma 15. Suppose n > 2. Then for any estimator f̂ , inf f̂ supf E
[
(f(X)− f̂(X))2
]
≥ Cn− 2sd .
Proof. We show this lemma by reduction to the case where we have n points with noiseless evaluations, i.e.,
X1, X2, ..., Xn, f(X1), ..., f(Xn). Suppose R(f̂) is the risk of f̂ . Same as in Lemma 13, if there exists an estimator
f̂ with access to X1, ..., Xn, y1, ..., ym, pi such that R(f̂) ≤ Cn−2s/d, then we can obtain an estimator with access to
X1, ..., Xn, f(X1), ..., f(Xn) by the following process: We generate εi ∼ N (0, σ2) and yi = f(Xi) + εi, and derive pi
by ranking Xi according to f(Xi). Then we use f̂ as the estimator. So we can also obtain an estimator with access to
X1, ..., Xn, f(X1), ..., f(Xn) with risk Cn−2s/d. So an lower bound in the new (noiseless label) case is also a lower bound
in the label+comparison case.
Now we prove Lemma 15 by showing the lower bound in the following lemma:
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Lemma 16. Suppose n > 2. Let S′ = {X1, ..., Xn} be n random points from [0, 1]d. Then for any estimator f̂ ′ with access
to S′ and f(X1), ..., f(Xn), inf f̂ ′ supf ES′
[
(f(X)− f̂(X))2
]
≥ Cn− 2sd .
Proof. Let h = n−1/d and p = 1/h. Divide [0, 1]d to a grid of n points, with step size h. Let the grid points be
γ(1), γ(2), ..., γ(n) ∈ [0, 1]d. Let x(k) = γ(k)−1/2p , and φk(x) = LhsK(x−x
(k)
h ), k = 1, 2, ..., n, where K is a kernel
function in d dimension supported on [−1/2, 1/2]d, i.e., ∫ K(x)dx and maxxK(x) are both bounded, K is 1-Lipschitz.
So φk(x) is supported on [hx(k) − 1/2h, hx(k) + 1/2h], and is s-Ho¨lder. Let Ω = {ω = (ω1, ..., ωpd), ωi ∈ {0, 1}}, and
E =
{
fω(x) = Lx1 +
k∑
i=1
ωiφk(x), x ∈ [0, 1]d
}
.
Let f̂ ′ be any estimator. We now compute Eω,S′ [(fw − f̂ ′)2], where w is randomly chosen from Ω. For any grid point area
[hx(k) − 1/2h, hx(k) + 1/2h], the probability of one particular point falling in it is 1/n; so the probability that no points
falls in it is (1− 1/n)n. In all, the expected number of empty areas is n(1− 1/n)n ≥ 1/4n since n > 2. So by Markov’s
inequality, with probability 1/2 the number of empty areas is at least 1/8n. Since choice of X1, X2, ..., Xn is independent
of f̂ ′ each empty area incurs error of ∫
φ2k(x)dx = L
2hd+2s.
For 1/8n empty areas, we have
Eω,S′ [(fw − f̂ ′)2] ≥ 1
8
n · L2hd+2s = Cn−2s/d.
So this means there exists at least one ω ∈ Ω such that fω incurs at least Cn−2s/d error on f̂ ′ with probability at least 1/2.
This means in general the risk of f̂ ′ is at least C2 n
−2s/d, which proves the lemma.
Combining Lemma 13 and Lemma 15 we prove Theorem 2.
D. Proof of Theorem 3
Throughout this proof without loss of generality we re-arrange the samples so that the estimated permutation pi is the identity
permutation. Notice that in this setting f(Xpi(i)) = f(Xi), since pi(i) is the position of Xi in the true ranking. Also to
simplify notations, let X(i) = Xpi−1(i) be the i-th element according to pi. This leads to f(X(1)) ≤ f(X(2)) ≤ · · · ≤
f(X(n)). We use these notations throughout the proof.
Proof of Theorem 3. The first part of the proof is the same as that of Theorem 1. We have
E
[
(f̂(X)− f(X))2
]
≤ 2E
[
(f̂(X)− f(Xα))2
]
+ 2E
[
(f(Xα)− f(X))2
]
≤ 2E
[
(f̂(X)− f(Xα))2
]
+ C˜(d)n−2s/d.
And for event E0 we have
E
[
(f̂(X)− f(Xα))2
]
≤ C d log(1/δ) log n
n
n∑
i=1
E
[
(ŷ˜i − f(Xi))2|E0
]
+ δ
≤ C
(
log2 n
n
n∑
i=1
E
[
(ŷ˜i − f(Xi))2|E0
]
+ n−2s/d
)
. (10)
The second inequality is obtained by letting δ = n−2s/d. To bound the sum of expectations above, we first prove a lemma
bounding the difference between X1, ..., Xn and X(1), ..., X(n):
Lemma 4(Restated). Suppose the ranking (X1, ..., Xn) is of at most ν error with respect to the true permutation. Then
n∑
i=1
(f(Xi)− f(X(i))2 ≤ 8M2
√
2νn.
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Proof. Let θi = f(Xi) and θ(i) = f(X(i)), and let g(θ1, ..., θn) =
∑n
i=1(θi − θ(i))2. Consider g as a function of θi; θi
appears twice in g, one as (θi − θ(i))2, and the other as (θpi(i) − θ(pi(i)))2 = (θpi(i) − θi)2. If pi(i) = i, then θi does not
influence value of g; otherwise, g is a quadratic function of θi, and it achieves maximum either when θi = M or θi = −M .
So when g achieves maximum it must be θi ∈ {−M,M}. Now notice that θ(1) ≤ · · · ≤ θ(n), so the maximum is achieved
when for some 0 ≤ k ≤ n that θ(i) = −M for i ≤ k, and θ(i) = M for i > k.
Note that
∑n
i=1(θi − θ(i))2 =
∑n
i=1(θpi−1(i) − θ(pi−1(i)))2 =
∑n
i=1(θ(i) − θ(pi−1(i)))2. From the discussion above, in the
maximum case (θ(i) − θ(pi−1(i)))2 = 1 iff i and pi−1(i) lies on different sides of k, and otherwise it is 0. To further bound
the sum, we use the Spearman Footrule distance between pi and (1, 2, ..., n), which (Diaconis & Graham, 1977) shows that
it can be bounded as ∑
i=1
|pi(i)− i| ≤ 2
∑
1≤i,j≤n
I [(pi(i)− pi(j))(i− j) < 0] .
And the RHS can be bounded by 2νn2 since the agnostic error of ranking is at most ν. We also have
∑
i=1 |pi(i)− i| =∑
i=1 |pi(pi−1(i))− pi−1(i)| =
∑
i=1 |i− pi−1(i)|. Let U1 = {i : pi−1(i) ≤ k, i > k} and U2 = {pi−1(i) > k, i ≤ k}. So
in the maximum case we have
n∑
i=1
(θpi(i) − θi)2 = 4M2(|U1|+ |U2|).
Now notice that for i ∈ U1, we have |pi−1(i)− i| ≥ i− k; and for i ∈ U2 we have|pi−1(i)− i| ≥ k − i+ 1. Considering
the range of i we have
|U1|∑
j=1
j +
|U2|∑
j=1
j ≤
n∑
i=1
|pi−1(i)− i| ≤ 2νn2.
So |U1|+ |U2| ≤ 2
√
2νn. And
n∑
i=1
(f(Xi)− f(X(i))2 =
n∑
i=1
(θpi(i) − θi)2 ≤ 4M2(|U1|+ |U2|) ≤ 8M2
√
2νn.
Thus we prove the lemma.
Now back to the original proof. Under event E0 we have
n∑
i=1
E[(ŷi − f(Xi))2|E0] =
n∑
i=1
E[(ŷ˜i − f(Xi))2|E0]
≤
n∑
i=1
E
[
2(ŷ˜i − f(Xi˜))2 + 2(f(Xi˜)− f(Xi))2|E0
]
≤ Cn log(m/δ)
m
m∑
k=1
E
[
(ŷtk − f(Xtk))2|E0
]
+ 2
n∑
i=1
E
[
(f(Xi˜)− f(Xi))2|E0
]
. (11)
We omit the condition E0 in discussion below. We bound the two terms separately. For the first term, (Zhang, 2002) shows
that for isotonic regression
m∑
k=1
E
[
(ŷtk − f(Xtk))2
] ≤ E[S] + Cm1/3
for some universal constant C, where
S = min
u
m∑
k=1
(uk − f(Xtk))2.
The minimum is taken over all sequence of u ∈ Rm that is non-decreasing. The expectation in E[S] is taken w.r.t. the
randomness in tk. From Lemma 4 we know that
n∑
i=1
(f(Xi)− f(X(i)))2 ≤ C
√
νn.
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Note that since tk is taken at random, each element Xi has equal probability mn to be picked; so
E[S] ≤ E
[
m∑
i=1
(f(X(tk))− f(Xtk))2
]
≤ C√νm.
Now we bound the second term in (11). We have
n∑
i=1
E
[
(f(Xi˜)− f(Xi))2
] ≤ 3 n∑
i=1
E
[
(f(Xi˜)− f(X(˜i)))2
]
+ 3
n∑
i=1
E
[
(f(X(˜i))− f(X(i)))2
]
+ 3
n∑
i=1
E
[
(f(X(i))− f(Xi))2
]
≤ Cn logm
m
m∑
k=1
E
[
(f(Xtk)− f(X(tk)))2
]
+
Cn logm
m
m∑
k=1
E
[
(f(X(tk+1))− f(X(tk)))2
]
+ 3
n∑
i=1
E
[
(f(X(i))− f(Xi))2
]
≤ Cn logm
m
√
νm+
Cn logm
m
· 1 + C√νn
= C
√
νn logm.
The first inequality is by noticing (x + y + z)2 ≤ 3x2 + 3y2 + 3z2 for any number x, y, z ∈ R; the second in-
equality is by grouping values of i˜, and the choice of tk; the third inequality comes from analysis of the first term
on
∑m
k=1 E
[
(f(Xtk)− f(X(tk)))2
]
, the fact that f(X(tm))− f(X(t1)) ≤ 1, and Lemma 4.
Summarizing the two terms we have
E
[
(ŷ˜i − f(Xi))2|E0
] ≤ C(√νn+m−2/3n) logm.
Take this back to (10) we prove the theorem.
E. Model Selection
In this section we consider the case of selecting between the R2 algorithm and a non-parametric regressor that ignores the
ordinal information. We prove the following result:
Theorem 17. Under the same assumptions as Theorem 3, there exists an estimator f̂ such that
E[(f̂ − f(X))2]
= O˜
(
m−2/3 + min{√ν,m− 2s2s+d }+ n−2s/d
)
.
Proof. To simplify notation, suppose we have m labeled samples T = {(Xi, yi)}mi=1 for training and another m labeled
samples V = {(Xi, yi)}2mi=m+1 for validation. We train R2 using ordinal data and k-NN with k varying in [m] using
only labeled data, and select the best model according to performance on validation set. Formally, let f̂k be the k-NN
estimator trained on T , and f̂0 be the R2 estimator. We further restrict all estimators to be bounded in [−M,M ]; i.e., when
f̂j(x) < −M for some x and j, we change it to f̂ ′j(x) = −M , and similar for M ; this only reduces the MSE. Define
empirical risk of function f̂ to be R̂V (f̂) = 1m
∑2m
i=m+1
(
yi − f̂(Xi)
)
, and error of f̂ to be err(f̂) = E
[(
f̂(X)− f(X)
)]
.
Now let f̂∗ = arg minj=0,...,m R̂
V (f̂j) be the best model using cross validation and f∗ = arg minj=0,...,m err(f̂j) be the
actual best model in f̂0, ..., f̂m.
We use the Craig-Bernstein’s inequality (Craig, 1933):
Lemma 18. Let X1, . . . , Xn be random variables and suppose that for k ≥ 3,
E[|Xi − E[Xi]|k] ≤ var(Xi)
2
k!rk−2,
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for some r > 0. Then with probability > 1− δ:
1
n
n∑
i=1
(Xi − E[Xi]) ≤ log(1/δ)
nt
+
tvar(Xi)
2(1− c) ,
for 0 ≤ tr ≤ c < 1.
Let U ji = (yi − f(Xi))2 −
(
yi − f̂k(Xi)
)2
, for i = m + 1, ..., 2m, j = 0, 1, ...,m. We have
∑2m
i=m+1 U
j
i = R̂
V (f) −
R̂V (f̂j). Also
E[U ji ] = −(f(Xi))2 + 2f(Xi)f̂j −
(
f̂(Xi)
)2
= −err(f̂j).
We now bound the variance of U ji :
var(U ji ) ≤ E
[(
U ji
)2]
≤ E
[((
yi − f̂k(Xi)
)2
− (yi − f(Xi))2
)2]
≤ E
[((
εi + f(Xi)− f̂k(Xi)
)2
− ε2i
)2]
≤ E
[(
f(Xi)− f̂k(Xi)
)4
+ 4εi
(
f(Xi)− f̂k(Xi)
)3
+ 4ε2i
(
f(Xi)− f̂k(Xi)
)2]
≤ (4M2 + 4σ2)E[U ji ] , BE[U ji ].
The last inequality is because both var(εi), f(Xi), fˆ(Xi) are bounded. So the assumption of Lemma 18 holds for r = B.
Now let t < 12B and c = tr < 1, and a =
tB
1−c < 1. Now by Lemma 18 we have
R̂V (f)− R̂V (f̂j) + (1− a)err(f̂j) ≤ log(1/δ)
nt
.
So using union bound for all fˆj we have
err(f̂j) ≤ 1
1− a
[
R̂V (f̂j)− R̂V (f) + log(n/δ)
nt
]
.
Thus
err(f̂∗) ≤ 1
1− a
[
R̂V (f̂∗)− R̂V (f) + log(n/δ)
nt
]
.
Take expectation w.r.t. V we have
err(f̂∗) ≤ 1
1− a
[
R(f̂∗)−R(f) + log(n/δ)
nt
]
.
Now take expectation w.r.t. T and use Theorem 3 as well as rate of k-NN estimates we have
err(f̂∗) ≤ O˜
(
m−2/3 + min{√ν,m− 2s2s+d }+ n− 2sd + 1
n
)
≤ O˜
(
m−2/3 + min{√ν,m− 2s2s+d }+ n− 2sd
)
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F. Proof of Theorem 5
We prove a slightly stronger result, and show Theorem 5 as a corollary.
Theorem 19. Assume the same modeling assumptions for X1, ..., Xn, y1, ..., ym as in Theorem 2. Also permutation pi
satisfies P[(f(Xi)− f(Xj))(pi(i)− pi(j)) < 0] ≤ ν. Then for any estimator f̂ taking input X1, ..., Xn, y1, ..., ym and pi,
we have
inf
f̂
sup
f∈Fs,L
E
(
f(X)− f̂(X))2 ≥ C(m− 23 + min{ν d+22d m 12d , 1}m− 2d+2 + n−2s/d).
Proof of Theorem 19. In this proof, we use xi to represent i-th dimension of x, and upper script for different vectors
x(1), x(2), .... Let u = dm 12+d e, h = 1/u, and t = min
{(
νm
1
2+d
) 1
2d
, 1
}
. Let Γ = {(γ1, ..., γd), γi ∈ {1, 2, ..., u}}.
Choose an arbitrary order on Γ to be Γ = {γ(1), ..., γ(ud)}. Let x(k) = γ(k)−1/2u , and φk(x) = L2 thK(x−tx
(k)
th ), k =
1, 2, ..., ud, whereK is a kernel function in d dimension supported on [−1/2, 1/2]d, i.e., ∫ K(x)dx and maxxK(x) are both
bounded, K is 1-Lipschitz. So φk(x) is supported on [thx(k) − 1/2th, thx(k) + 1/2th]. Let Ω = {ω = (ω1, ..., ωud), ωi ∈
{0, 1}}, and
E =
{
fω(x) =
L
2
x1 +
k∑
i=1
ωiφk(x), x ∈ [0, 1]d
}
.
Functions in E are L-Lipschitz. The function value is linear in x1 for x 6∈ [0, t]d in all functions in E . Consider the
comparison function Z(x, x′) = I(x1 < x′1) that ranks x according to the first dimension. Since K is 1-Lipschitz, it
only makes an error when both x, x′ lies in [0, t]d, and both x1, x′1 lie in the same grid segment [tk/u, t(k + 1)/u] for
some k ∈ [u]. So the error is at most t2d(1/u)2 · u ≤ ν for any function f ∈ E . Thus, if there exists one estimator with
supf E[(f − f̂)2] < C min{ν
d+2
2d m
1
2d , 1}m− 2d+2 , then we can obtain one estimator for functions in E by using f̂ on E , and
responding to all comparisons and rankings as Z(x, x′) = I(x1 < x′1). So a lower bound on learning E is also a lower
bound on learning any f ∈ Fs,L with ν-agnostic comparisons.
Now we show that Ctd+2h2 = C min{ν d+22d m 12d , 1}m− 2d+2 is a lower bound to approximate functions in E . For all
ω, ω′ ∈ Ω we have
E[(fω − fω′)2]1/2 =
 pd∑
k=1
(ωk − ω′k)2
∫
φ2k(x)dx
1/2
=
(
ρ(ω, ω′)L2td+2hd+2
)1/2
= L(th)
d+2
2 ‖K‖2
√
ρ(ω, ω′),
where ρ(ω, ω′) denotes the Hamming distance between x and x′.
By the Varshamov-Gilbert lemma, we can have a M = O(2u
d/8) subset Ω′ = {ω(0), ω(1), ..., ω(M)} of Ω such that the
distance between each element ω(i), ω(j) is at least ud/8. So d(θi, θj) ≥ hst(d+2)/2. Now for Pj , P0 (P0 corresponds to fω
when ω = (0, 0, ..., 0)) we have
KL(Pj , P0) = m
∫
X
p(x)
∫
†
pj(y|x) log p0(y|x)
pj(y|x)dydx
= m
∫
X
p(x)
ud∑
i=1
ω
(j)
i φ
2
ω(j)(x)
≤ m · Chd+2td+2ud = Cudtd+2.
We have Cudtd+2 ≤ cud ≤ α logM (since t ≤ 1), so using Theorem 14 we obtain a lower bound of d(θi, θj)2 =
Ch2td+2 = min{ν d+22d m 12d , 1}m− 2d+2 .
Now we can prove Theorem 5.
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Proof of Theorem 5. We only need to show
min{ν d+22d m 12d , 1}m− 2d+2 ≥ min{ν2,m− 2d+2 }. (12)
If ν
d+2
2d m
1
2d ≥ 1, we have ν2 ≥ m− 2d+2 . In this case both sides of (12) equals m− 2d+2 . If ν d+22d m 12d ≤ 1, we have
m ≤ ν−(d+2), and thus LHS of (12) have term ν d+22d m 12dm− 2d+2 ≥ ν2, which equals RHS.
G. Additional Discussion
Comparison models. To circumvent problems in parametric comparison models like BTL and Thurstone, we may assume
more relaxed assumptions like Tsybakov noise condition (Tsybakov, 2004) typically used for classification (Xu et al., 2017);
the main obstacle here is the lack of efficient algorithms that goes from comparisons to ranking under Tsybakov noise.
Strong stochastic transitivity (SST)(Shah et al., 2016), which is recently proposed and more relaxed, does not apply to our
setting: SST assumes that for any three samples Xi, Xj , Xk that f(Xi) ≤ f(Xj), the probability that Xi beats Xk is larger
than the probability that Xj beats Xk. Such assumption is not enough to guarantee the quality of ranking in our setting.
