IBM models are very popular word alignment models in Machine Translation. They play critical roles in the systems of this field. These models follow Maximum Likelihood principle to estimate their parameters. However, in many case, the models will be too fit the training data that may result in wrong word alignments on testing data. Smoothing is a popular solution to the overfitting problem when the causes are rare events. While this technique is very common in Language Model which is another problem in Machine Translation, there is still lack of studies for the problem of word alignment.
Introduction
Word alignment is an important problem in Natural Language Processing. We can find their useful applications in Machine Translation. It has a long history along with the development of Machine Translation as most of Machine Translation approaches nowadays are based on it. Therefore, the performance of the word alignment can strongly affect the translation quality of Machine Translation.
In simple words, word alignment is a way to express the correspondence between words of a bilingual sentence pairs. It contains a set of links whose two end-points are two words of different sides of the sentence pair. When there is an existence of a link between a pair of words, they are considered to be the translation of each other. In the general definition, there is no restriction in this set of links. Each link is bi-directional and is free to join words between two sentences. There is no matter if a word does not have any link pointing to. In such a case, it means that the word does not have any direct correspondent word in the other sentence.
IBM Models are currently the most popular word alignment models in use. They however have a bit different word alignment definition from the general definition as stated above. For the involved language pair, one language plays as the source language while the other one plays as the target language. In each sentence pair, there is restriction that each word in the target sentence is translated from one and only one word in the source sentence 1 . The above restriction is mostly for simplifying the generation process of the real models, which are indeed much more complicated.
Following Maximum Likelihood principle, the parameters of IBM Models are estimated from training data with Expectation Maximization algorithm. This specialized algorithm for estimating parameters which depend on unobserved variables of training data, particularly the word alignment, is applied to find the local maximum likelihood estimation.
However, overfitting, a common problem in Machine Learning, happens in word alignment models frequently. This issue appears when the model is too fit the training data but not fit the testing data as well. Maximum Likelihood estimation, as stated in its principle, makes the parameters "agree" as much as possible with the training data and nothing else. This is not always appropriate, especially when there are not sufficient training data to get a reliable estimation. Even many thousands of sentence pairs may still contain many rare structures due to the complexity of the languages. Therefore, the right way should not rely completely on the training data. Before seeing the data, we do have some prior knowledge of the languages. Integrating these features usually help reducing the problems caused by sparse data.
Many methods have been developed to deal with sparse data. Bilingual dictionaries together with many other sorts of linguistic analysis such as morphological analysis, syntactic analysis have been well investigated. These approaches have many good behaviors in experiments when giving better results. However, due to their language dependencies, applying one known method of a language pair for another language pair usually requires some sort of adaptation. This task does not always appear easy. Therefore, we should look for more general methods rather than those methods which are limited in the scope of use.
Language Model, which is another well known problem in Machine Translation has sparness data as the main issue to deal with. The task of Language Model is to estimate how likely a sentence is produced by speakers in which the training data is hardly be able to cover all cases. A method called "smoothing" is a very popularsolution to the issue. The idea is when estimating a probability, we will give a bit mass to events that do not occour in the training data. The first main reason is to avoid zero probabilities assigned to unseen events. Although the smoothed model is not the strongest one to "agree" with the training data, it will be fitter the testing data than the unsmoothed version.
In spite of being a very popular technique to deal with rare events, there is still lack of study of this technique in the word alignment problem. All notable study on this subject we have known is the work by Moore in [10] . A basic additive smoothing was utilized for the parameter of word translation probability to yield a significant improvement in the performance of the model. The parameter of additive smoothing is derived from annotated traning data as the paper stated. Our contribution in this paper is to extend the previous work in term of both the smoothing methods to apply and the approaches to learn the parameter of smoothing. We generalize the additive smoothing to a framework, which allows developers more freedom to customize the adding amount. We also have an analysis of learning approaches for smoothing parameters in more details. Not only so, we also experience an approach utilizing only unannotated training data because the annotated training data is not always available or be limited in size. Experiments show that our new learning method nearly has the same performance as the traditional methods for annotated data. It means that we do not have to require annotated data for the task of learning smoothing parameters.
Related work and our contribution
The problem of sparsity is well known in the Machine Learning field. For word alignment, the instance of the rare word problem is pointed out in [2] , [10] . In these papers, rare words act as "garbage collectors" when a rare source word tends to align to too many target words.
To deal with rare word problems, there are many researches on utilizing the linguistic information. One of the earliest works is [2] which use an external dictionary to improve the word alignment models. Experiments in that work show that this method also solves the problem of rare words. Another approach is utilizing the information got by morphological analysis. Some of them are [7] , [15] , [9] . The methods of these works are to not treat word as the smallest unit of translation. Instead, they do statistics on morphemes, which are smaller parts constructing words. This helps reducing sparsity by having better statistics of the rare words which are composed of popular morephemes as popular words. However, when a word is really rare, in which its morphemes are rare as well, these methods are no longer applicable. Furthermore, the dependencies on the languages also limits the using scopes of these methods.
The problem of rare words is also reduced with methods involving word class. IBM Model 4 ([3]) constraining word distortion on the class of source words. Distortion is a way to tell how likely two words are translations of each other basing on theirs positions. A better distortion estimation will result in a better alignment. Another work [16] utilizes the word classes of both source words and target words. It estimates the translation probability of pairs of classes as well as the word translation probability. This class translation probability is usually more reliable than the word translation probability. Aligning will be better, especially in the case of rare words when it encourages alignments to follow the class translation probability. Word classes may be part-of-speech tags which is usually got by running part-of-speech tagging software (such as the Stanford tagger [17] ) or more usually the classes got by running a clustering algorithm which is language independent as in [12] .
Smoothing is a popular technique to solve the problem of sparsity. Language Model, which is another problem of Machine Translation, is quite well known for having variety of smoothing methods. The classic paper [4] give a very good study of this solution for the Language Model problem. A large number of smoothing methods with deep comparisions among them are analyzed carefully in the paper.
However, the study for applying smoothing techniques to the word alignment problem is overally poor. The work of this paper is mostly an extended work from [10] , which is the earliest study for this matter. In that work, Moore has an intensive study of many improvements to IBM Model 1. Additive smoothing is the first of the three improvements mentioned, which directly attempts to solve the sparsity problem. Inspite of the simplicity, the method has a quite good performance. However, that paper is still in lack of further study. Although his work is referenced by many other works, as our survey by far neither of these works extends the idea nor has further analysis on it.
The smoothing technique Moore applied is additive smoothing. For every pair of word (e, f ), it is assumed that e and f were paired in a constant number of times before the training data is seen. Therefore, in each estimation, this assumption will be taken into account and the prior number of times they paired will be added to appropriate quantities. The constant prior count, on the other hand, is decided manually or learnt from some additional annotated data.
We attempt to improve the Moore's methods in two ways. The first is to vary the adding count. A uniform count applied for every pair of words does not seem very reasonable. We instead try to give different counts to different pairs basing on a heuristic strategy. By building a framework to adjust the effects of these prior counts on the final estimation, we can experience many strategies of adding counts without caring much about whether the strategies could reduce the overall performance.
The second is to experience more parameter tuning methods. The scores of the error count is usually used as the objective function to find good values for the parameter. However, it is not a continous function of the parameter, that makes optimizing very hard. We therefore apply a technique to smooth the objective function as well, which allows us to apply optimization algorithms for continous functions. Not only so, we also experience an approach involving only unannotated data. With the hope that it has the same performance as the annotated-data-based techniques, tuning will be easier in case there is lack of annotated data.
The structure of our paper is organized as below. Firstly, in the right next section, we will cover the formulation of IBM models, the method of estimating the parameters of the models together with a discussion on the problems of the estimating approach. After that section, we will describe the Moore's basic method of additive smoothing. Right following, the section of our contribution is presented with the description of our framework, the approaches to learn the parameters of the framework, the problem of learning and its solution. The final section contains our emperical results of the methods with the discussion of their relations to the theory.
IBM models, their parameter learning methods and problems

Introduction of IBM Models
IBM models are very popular among word alignment models. In these models, each word in the target sentence is assumed to be the translation of a word in the source sentence. In case of the translation of no word in the source sentence, that target word is assumed to be the translation of a hidden word "NULL" appearing in every source sentence at position 0 as convention.
There are totally 5 versions of IBM Models from IBM Model 1 to IBM Model 5. Each model is an extension from the preceding model with an introduction of new parameters. IBM Model 1 is the first and also the simplest model with only one parameter. However, this parameter, the word translation probability, is the most important parameter, which is also used in all later models. A better estimation for this parameter will results in better later models. Because this paper only smooths this parameter, only related specifications of IBM Model 1 will be briefly introduced. More details of explanations, proofs, as well as the later models can be found in many other literatures such as the classic paper [3] 
IBM Model 1 formulation
We in this section present briefly the formal description of IBM model 1. With a source sentence e of length l which contains words e 1 , e 2 , . . . , e l and the target sentence f of length m which contains words f 1 , f 2 , . . . f m , the word alignment a is represented as a vector of length m: < a 1 , a 2 , . . . , a m >, in which each a j means that there is an alignment from e aj to f j . The model having the model parameter t tells that with the given source sentence e, the probability that the translation in the target language is the sentence f with the word alignment a is:
The constant ǫ is used for normalizing the proper distribution. It guarantees that the probabilites of all events sum up to 1. The word translation probability t(f | e) tells the probablity the word f is the translation of the word e. With the above equation 1, the model tells that once we know the word translation probability, the probability of the sentence f is the translation of e with the word alignment a is proportional to the product of translation probabilities of all alignment links.
With the model parameter t, we are also be able to deduce the probability of an alignment for a known sentence pair.
The distribution of which word in the source sentence is aligned to the word at the position j in the target sentence is:
By having the above distribution of each word alignment link, the most likely word in the source sentence to aligned to the target word f j is:
For each target word, the most likely correspondent word in the source sentence is the word giving the highest word translation probability for the target word among all words in the source sentence. It means that with the model, we can easily find the most likely alignmentâ of a sentence pair, which is often called in another name: the Viterbi alignment.
Estimating the parameters with Expectation Maximization algorithm
The parameter of the model is not usually already given. Instead, all we have in the training data is a corpus of bilingual sentence pairs. Therefore, we have to find the parameter which maximize the likelihood of these sentence pairs. The first step is to formulate this likelihood. The likelihood of one sentence pair (e, f) is:
The likelihood of all pairs in the training set is the product of the likelihoods of the individual pairs due to an assumption of conditional independency between pairs with the given parameter.
There is no closed-form solution for the parameter which maximizes the likelihood of all pairs. There is indeed an iterative algorithm, Expectation Maximization algorithm ( [5] ), which is suitable for this particular kind of problem. At the begining, the algorithm initiates an appropriate value for the parameter. Since then, the algorithm runs iterations to make the parameter fitter the training data in term of likelihood after ech iteration. The algorithm stops when a large number of iterations are done or it almost gets convergence to the maximum 2 . Each iteration consists of two phases as the name suggests: the Expectation phase and the Maximization phase. In the first phase, the Expectation phase, it estimates the probability of all alignments using the current value of the parameter as the equation 3. Later then, in the Maximization phase, the probabilities of alignments estimated from the current value will be used to find a better value for the parameter in the next iteration as following.
Denote count(e, f ) the expected number of times the word e is aligned to the word f , which is calculated as:
We also denote count(e) as the expected number of times the word e is aligned to some word in the target sentences, which is calculated in term of count(e, f ) as:
These counts are calculated in term of p(a j = i), which is actually calculated in term of the current parameter of the model t(f | e) as in the equation 3. The model parameter for the next iteration, which is better in likelihood, is calculated in term of the current counts as:
The parameter which is estimated after each iteration i + 1 will make the likelihood of the training data greater than that of the previous iteration t. After getting an expected convergence, the algorithm will stop to return the estimated parameter. With that parameter, the most likely alignment will be deduced easily.
Problems with Maximum Likehood estimation
Sparseness is a popular problem in Machine Learning related problems. For the problem of word alignment, there is hardly an ideal corpus with a variety of words, phrases and structures which appear at high frequencies and are able to cover almost all the cases of the languages. The reality is indeed different when we see a lot of rare events and missing cases. The Maximum Likehood estimation, which is very popular in Machine Learning, relies completely on the training data. Because the data is often sparse, this estimation is usually not very reliable. For the complicated nature of languages, sparness often appears at many levels of structures such as words, phrases, etc. Each level has its own complexity and effect to the overall sparness. In this paper, we investigate the sparness appearing at words only. Not only being a simple sort of sparseness, it also involves the fundamental element of sentences. The success of this study may motivate further studies on sparness appearing at more complex structures.
In this section, the behavior of rare words will be studied. We mean "rare" words here words that occur very few times in the corpus. No matter how large the corpus is, there are usually many rare words. Some of them appear only once or twice. For purpose of explanation, we assume that a source word e * appears only once in the corpus. We denote the sentence containing e * to be e 1 , e 2 , . . . , e * , . . . , e l and the corresponded target sentence to be f 1 , f 2 , . . . , f m . In this case, it is quite clear that in the word translation probability of e * , of all words in the target vocabulary, only f 1 , f 2 , . . . , f m could have positive probabilites. All probabilites of these words sum up to one as properly while the probability of every other word in the vocabulary is zero.
The likelihood of the pair of the sentences in which e * occours is:
Assuming that the translation probabilites of all e i other than e * are known, the above quantity we want to maximize respecting to the word translation probability of e * becomes
for t j = t(f j | e * ) as variables and c j as constants having values of i:ei =e * t(f j | e i )) There is not a closed-form solution for the t j . However, the solution must make values t j +c j to be as closed to each other as possible. In many cases c j are not too far from each other. The value of c j for which f j is real translation of e * can be lower than other, but not too far. Therefore, t j are not too much different from each other. When the target sentence is not too long, each target word in the target sentence will get a significant value in the translation probability of e * .
This leads to the situation in which even e * and f j do not have any relation, the word translation probability t(f j | e * ) still have a significant value. Considering the case the source sentence contains a popular word e i which have an infrequent translation in the target sentence f j , for example, f j is the translation of e i about 10% of the times in the corpus. The estimated t(f j | e i ) therefore will be around 0.1. If t(f j | e * ) > 0.1, e i will no longer be aligned to f j , and e * will be aligned instead if no other e i ′ has the greater translation probability than t(f j | e * ). This means that a wrong alignment occours! This also leads to the situation that the rare source word is aligned to many words in the target sentence. This is also explained in [10] and particular examples of this behavior can be found in [2] . The overfitting is reflected in the action of estimating the new parameter merely from the expected count of links between words. For the case of rare words, these counts are small, and often leads to unreliable statistics. This is the main motivation for the smoothing technique. By various techniques to give more weight in the distribution to other words not co-occour with the source word or by adjusting the amount of weight derived from Maximum likelihood estimation, we could get a more reasonable word translation table.
Additive smoothing and its Bayesian view
Introduction of additive smoothing
Additive smoothing, which is also often called in another popular name Laplace smoothing, is a very basic and fundamental technique in smoothing. Although it is considered to be a very poor technique in some applications like Language Model, reasonablely good results for word alignment are reported in [10] .
As in the maximization step of Expectation Maximization algorithm, the maximum likelihood estimation of the word translation probability is:
Borrowing ideas from Laplace smoothing for Language Model, [10] applied the same method by adding a constant factor n to every count of a word pair (e, f ). By this way, the total count of e will increase by an amount of |F | times the added factor, where |F | is the size of the vocabulary of the target language. We have the parameter explicitly estimated as t(f | e) = count(f, e) + n count(e) + n|F |
The quantity to add n is for adjusting the counts derived from the training data. After analyzing, we have the estimation of the number of times a source word aligned to a target word. There are many target words which do not have any time aligned to to the source word as the estimation from the training corpus. This may not true in the the reality when the source word is still aligned to these target words at lower rates that make these relations not appear in the corpus. Concluding that they do not have any relation at all by zero probabilities due to Maximum Likelihood estimation is not reasonable. Therefore, we have an assumption for every pair of words (e, f ) that before seeing the data, we have seen n times the source word e aligned to the target word f . The quantity n is uniquely applied to every pair of words. This technique makes the distributions overally smoother, without zero probabilities, and more reasonable due to an appropriate assumption.
The added factor n is often set manually or "is empirically optimized on annotated development test data" as precisely discribed by [10] . However, in that work, no clearer description of the method is stated. Moreover, the requirement of annotated data is not always satisfied, or very limited if exists. An implementation of a parameter tuning system with the capability of learning from unannotated data should be more practical. Therefore, in this paper, we will present not only an approach to learn from unannotated data but also have a deep analysis on various approaches of learning from annotated data.
Bayesian view of additive smoothing
The additive smoothing can be explained in term of Maximum a Posteriori principle. In this section, we will briefly present such an explanation. Details of Maximum a Posteriori can be further found in chapter 5 of [11] .
The parameter of the model has one distribution t e (f ) = t(f | e) for each source word e. As Maximum a Posteriori principle, the parameter value will be chosen to maximize the posteriori p(t | data) instead of p(data | t) as the Maximize Likelihood principle. The posteriori could be indeed expressed in term of the likelihood.
If the prior distribution of the parameter p(t) is uniform, maximizing the likelihood will be identical to maximizing the posteriori. However, if the prior distribution is somewhat different from the uniform, we are going to prefer some parameters than the others. In such a case, the two principles, Maximum Likelihood and Maximum a Posteriori, will return different parameters.
One of the most popular choice of a prior distribution is Dirichlet distribution which has the density function.
in which, for the word alignment problem p 1 , p 2 , . . . p K is the probability of all K source words in the word translation probability of a source word e.
The Dirichlet distribution can be stated in much more understandable as the assumption that we have seen α i − 1 occourences of the event number i. The p that maximizes the f (p, α) will be p i = αi−1 i αi−1 . If we see additionally c i occourences of each event number i in the training data, the p that maximizes the posteriori will be p i = αi−1+ci i αi−1+ci . We now present an interpretion of additive smoothing in term of Maximum a Posteriori estimation with the Dirichlet distribution as the prior distribution. The parameter of the model is a set of distributions, in which each distribution corresponds to a translation probability of a source word. All these prior distributions share a same parameter α of Dirichlet distributions. In the maximization step of the EM algorithm, an amount of α i − 1 will be taken into account as the number of times the event number i is priorly seen before the number of times we see the event number i in the training data. Therefore, a right interpretion assigns all α i in additive smoothing the same value. With that configuration of parameters, we are able to achive an equivalent model to the additive smoothing.
Our proposed general framework
Formal Description of the framework
Adding a constant amount to the count (e, f ) for every f does not seem very reasonable. In many situations, some count should get more than others. Therfore, the amout to add for each count should be different if neccesarry. This can be stated in term of the above Bayesian view that it is not neccesarry to set all α i the same value for the Dirichlet prior distribution. In this section, we propose a general framework which allows freedom to customize the amout to add with an insurrance that this hardly decrease the quality of the model.
We denote G(e, f ) as the amount to add for each pair of word (e, f ). This function is usually specified manually by users. With the general function telling the amout to add, we have a more general model, in which the parameter is estimated as:
However, problems can occur when the amount to add G(e, f ) is inappropriate. For example if G(e, f ) are as high as millions while the counts in the training data is around thousands, the prior counts will dominate the counts in data, that makes the final estimation too flat. Therefore, we need a mechanism to manipulate these quantity rather than merely trust the function G supplied. We care about two aspects of a function G which affects the final estimation. They are the ratios among the values of the function G and their overall altitude. Scaling all the G(e, f ) values by a same number of times is our choice because it can manipulate the overall altitude of the function G while still keeps the ratios among values of words which we consider as the most interesting information of G. The estimation after that becomes:
The number of times to scale λ is used to adjust the effect of G(e, f ) to the estimation. In other words, λ is a way to tell how we trust the supplied function. If the G(e, f ) is reasonable, 1 should be assigned λ to keep the amount to add unchanged. If the G(e, f ) is overally too high, λ will take a relative small value as expected. However, if not only G(e, f ) are overally high but also the ratios among values of G(e, f ) are very unreasonable, the λ will be very near 0.
Any supplied function G can be used in this framework. In the case of Moore's method, we have an interpretion that G is a constant function returning 1 for every input while λ will play the same role as n. For other cases, no matter whether the function G is appropriate or not, λ will be chosen to appropriately adjust the effect to the final estimation.
The parameter λ in our framework is learnt from data to best satisfy some requirements. We will study many sorts of learning from learning on unannotated data to annotated data, from the discrete objective functions to their adaptation to continous functions. These methods are presented in the next section.
Approaches to learn the scaling factor
[10] suggested the added factor n should be optimized on annotated development data. We assume the existence of one additional corpus of bilingual pairs (f, e) and the word alignments a between these pairs which are annotated manually. As the traditional Maximum Likelihood principle, the quantity to maximize is the probability of both f and a given e with the considered λ.
where t(f | e) is the parameter which is estimated as Expectation Maximization algorithm with λ G(e, f ) is added in the maximization step of each iteration.
However, there is another more popular method based on the error count which is the number of links the alignments produced by the model is different from those in human annotation. The parameter λ in this way is learn to minimize the total number of the error count.
for a j is an annotated alignment link andâ j is the alignment link produced by the model. We also experience another method which do not require the additional annotated data. We instead utilize unannotated development data. This additional data is got by dividing the original corpus by some ratio into two parts which are called the training set and the development set. For a considered λ value, the word translation probability is estimated from the training set while the λ is later evaluated with the development set. The development set has the same scheme with the training set when no alignment between words is labeled. Therefore, we can only apply the Maximum Likelihood principle. The scaling factor λ we expect has the value maximizing the likehood of the development set as explicitly described below.
All the above methods are reasonablely natural. The Maximum Likehood estimation forces the parameter to respect what we see. For the case of annotated data, both the sentences and the annotated alignments have the likelihood to maximize. When there is no annotated validation data, we have to split the training data into two parts to get one of them as the development data. In this case, only the sentences in the development data have the likelihood to maximize. The method of minimizing the error count is respected to the performance of the model when aligning. It pays attention to how many times the estimated model makes wrong alignments and try to reduce this amount as much as possible.
Although each method cares about a different point, we do not discuss too much about this matter. All these points make the model better in their own expectations. It would be better to judge them on experiencing on data. We instead want to compare them in term of computational difficulties. Although it is just the problem of optimizing a function of one variable, there are still many points to talk about when optimizing algorithms are not always perfect and often have poor performances when dealing with particular situations. In the next section, we analyze the the continuity of the functions and its impacts to the optimizing algorithms.
Optimizational aspects of the approaches
For each parameter of smoothing, we will get a corresponded parameter of the model. Because in Expectation Maximization algorithm, each iteration involves only fundamental continous operators like multiplying, dividing, adding, the function of the most likely parameter of the model for a given parameter of smoothing is continous as well. However, the continuity of the model parameter does not always lead to the continuity of the objective function. This indeed depends much on the nature of the objective function.
The method of minimizing alignment error and maximizing the likelihood are quite different in the aspect of continuity when apply optimization techniques. The method of minimizing alignment error count is discrete due to the argmax operator. The likelihood in other way is continous due to multiplying only continous quantities. This means that optimizing respecting to the likelihood is usually easier than that for the alignment error count.
Most optimization algorithms prefer continous functions. With continous functions, the algorithms always ensure a local peak. However, with discrete functions, the algorithms do not have such a property. When the parameter changes by an insufficient amount, the discrete objective function does not change until the parameter reaches a threshold. Once a threshold is reached, the functions will change by a significant value, at least 1 for the case of the error count function. Therefore there is a significant gap inside the domain of the discrete function at which the optimization algorithms may be trapped. This pitfall usually makes the algorithms to claim a peak inside this gap. The continous functions instead always change very smoothly corresponding to how much the parameter changes. Therefore, there is no gap inside, that makes such a pitfall like the above not appear.
For discrete functions, well known methods for continous functions are no longer directly applicable. We can actually still apply them with pseudo derivatives by calculating the difference got when changing the parameter by a little amount. However, as explained above, the algorithms will treat a point in a gap as a peak when they see a zero derivative at that point. Instead, we have to apply algorithms for minimization without derivatives. Brent algorithm ( [1] ) is considered to be an appropriate solution for functions of a single variable as in our case. Although the algorithm do not require the functions to be continous, the performance will not good in these cases with the same sort of pitfall caused by gaps.
There is still solutions for this problem that we can smooth the objective function. The work [13] gives a very useful study case when learning parameters for the phrase-based translation models. Adapting the technique used in that paper, we have our adaptation for the alignment error count, which is an approximation of the original objective function but has the continous property. The approximation is described as below. 
When α is getting larger, the quantity p i = p(a j = i) α will be amplified and the differences among p i will be clearer. When α goes to infinite, the differences will be clearest, that makes the pâ j will dominate other p i because pâ j is the amplification of p(a j =â j ), which is the largest of all p(a j = i). This dominating quantity pâ j takes almost all of proportion of the total of all p i . It means that for i =â j , the quantity p(aj =i) α i p(aj =i) α will nearly equals to one while this quantity for other i is zero. Therefore, the quantity p i is used as an approximation of [i = arg max i p(a j = i)] as shown in equation 32 above. That is the entry to the approximation.
This continous approximation is very close to the original error count. The larger α is, the closer they are. We can abtritaryly set α as much as the power of computation allows. By having this smooth version of the error count, we can prevent the pitfall due to the discrete function but still keep a high correlation with the evaluation of the model performance.
Experiments
The adding functions to experience
Most of the strategy to add is usually based on heuristic methods. In this paper, some of them are experienced.
The first additional method we experience is adding a scaled amount of the number of times the word e appears to the count of each pair (e, f ). It has the motivation that the same adding amount for every pair may be suitable for only a small set of pairs. When estimating the word translation probability for a very rare word, this adding amount may be too high while for very popular words, this is rather too low. Therefore, we hope that apply a scaled amount of the count of the source word would increase the result. This modifies the estimation as: where n e is the number of times word e appear in the corpus. The other adding method we want to experience is adding a scale of the dice coefficient. This coefficient is a well known heuristic to estimate the relation between two words (e, f ) as:
dice(e, f ) = 2 count(f, e) count(f ) + count(e)
A scaled amount of the dice coefficient, λ dice(e, f ) is added to the count of pair (e, f ) as:
This function makes the smoothing a bit different from usual smoothing techniques that it does not add any amount to the counts of word pairs that do not co-occour in any sentence pair. Instead, it encourages the parameter of the model to get closer to the dice coefficient. Although word alignment models merely based on Dice coefficient is inefficient [14] , adjusting the baseline parameter estimation by an appropriate time of this amount could be an improvement.
Performance of the adding functions and the objective functions
We have experiments on the Europarl copora ( [6] ) of German-English and English-Spanish. We extract 100,000 bilingual sentence pairs from each corpus. For the German-English corpus, we have 150 annotated sentence pairs. For the English-Spanish corpus, the work in [8] gives us 500 annotated sentence pairs.
The annotated alignments are very general. There is no requirement that each word in the target sentence is aligned to no more than one word in the source sentence. They are indeed symetric alignments that one word in the target sentence can be aligned to more than one word in the source sentence and vice versa. Not only so, there are 2 types of annotated alignment links: possible links and sure links. This is due to the fact that word alignments are actually very obfucated in term of human evaluation. An alignment which is chosen by one people does not means that other people will choose it as well. Therefore, there will be two sets of alignment links taken into consideration. The first set contains all the possible links which are chosen by at least one person. The other set instead consists of only sure alignment links which every people agree on. The set of sure links is of course a subset of the set of possible links.
This sort of annotated data is for Alignment Error Rate (AER) evaluation as in [14] . Denote the set of sure links S, the set of possible links P , and the set of links decided by the word alignment model A, we have an adaptation for the common metric: precision and recall.
Instead of F-mesure or some other popular metrics derived from precision and recall, AER, a more suitable metric, is commonly used for word alignment problem:
With this metric, a lower score we get, a better word alignment model is.
Because of the speciality of the word alignment problem, the sentence pairs in the testing set also included in the training set as well. In the usual work-flow of a machine translation system, the IBM models are trained in a corpus, and later align words in the same corpus. There is no need to align words in other corpora. If there is such a task, it could be much better to retrain the models with the new copora. Therefore, the annotated sentence pairs but not their annotation also appear in the training set. In other words, the training phase is allowed to see only the testing sentences, and only in the testing phase, the annotation of the test sentences could be seen.
However, for the purpose of the development phase, a small set is cut from the annotated set to be the development set. The number of pairs to cut is 50 Corpus German-English English-Spanish AER score 0.431808 0.55273 Table 2 : AER scores of different methods on the German-English corpus out of 150 for the German-English corpus and 100 out of 500 for the English-Spanish corpus. These annotations could be utilized in the training phase, but no longer be used for evaluating in the testing set. For the development phase, the method utilizing annotated word alignment requires the restricted version of word alignment, not the general, symmetric, sure-possible-mixing one as in the annotated data. Therefore, we have to develop an adaption for this sort of annotated data. For simplicity and reliability, we consider sure links only. For the target word which do not appear in any link, it is treated to be aligned to "NULL". In the case a target word appears in more than one links, one abtritary link of them will be chosen.
Our methods do not fource the models to be fit a specific evaluation like AER. Instead of learning the parameter directly respected to AER, we use closer evaluations to the IBM models on the restricted alignment, which appears more natural and easier to manipulate with a clearer theoritical explanation. We also see a high correlation between these evaluations and AER in the experiments.
IBM Models are trained in the direction from German as source to English as target with the German-English corpus. The direction for the English-Spanish corpus is from English as source to Spanish as target. We apply 10 iterations of IBM model 1 in every experiement. With this baseline method, we have the AER score of the baseline models as in the table 1.
Experiement results of our proposed methods are recorded in the table 2 for the German-English corpus and the table 3 for the English-Spanish corpus. We experience on scaled amounts of three adding strategies: Moore's method (add one), adding the number of occourences of the source word (add n e ), adding the dice coefficient (add dice) and four objective functions: the likelihood of unannotated data (ML unannot.), the likelihood of annotated data (ML annot.), the error count (err. count) and the smoothed error count (smoothed err. count). We apply every combination of adding strategies and objective functions. There are twelve experiements in total. In each experiement, we record the AER score got by running the model on the testing data.
The result is overally good. Most of the methods decrease the AER score while only the experiements of adding the number of occourences of source words, increase the AER score by very unnoticable amounts. We calculate the difference in AER scores of the new methods comparing to those of the baseline 4 and table 5 for respectively the German-English and English-Spanish corpora. It is clear that the Moore's add one method is overrally the best, adding dice coefficient is reasonably good, while adding the number of occourences of source words has a bad performance. This reflects how appropriate the adding methods are.
Most of the performances got by the method of adding the number of occourences of source words are poor. However, due to the mechanism of adjusting the effects by the parameter λ, in the case the AER scores increase, they increase very slightly by unnoticable amounts. As expectation, the λ coefficient should be adjusted to make the new model as good as the baseline model by setting λ = 0. However, in experiements, a positive λ which is very close to 0 behaves better in the development set but worse in the testing set. This is due to the fact that the development set and the testing set sometimes mismatch at some points. However, this slight mismatch leads to a very small increament in AER, and could be treated as having the same performance as the baseline. Although the method of adding number of occourences of source words is overrally bad, the method still have a positive result in the corpus of German-English. With the method of maximum likelihood of unannotated data and the method of minimizing the smoothed error count, it decrease the AER scores. However, because this adding method is inappropriate, the amount of AER decreased is once again unnoticable. We can conclude that this method of adding nearly unchange the performance of the model.
The method of Maximum Likelihood on unannotated data has a positive ML unannot. ML annot. err. count smoothed err. count add one 0.019278 0.025222 0.04668 0.046903 add n e -0.004158 -0.000739 -0.004381 -0.000574 add dice 0.008895 0.009335 0.017439 0.017574 Table 5 : Decreasement in AER scores of different methods on the English-Spanish corpus result and can be comparable to that of Maximum Likelihood of annotated data. Although the Maximum Likelihood of unannotated data is worse than other methods utilizing annotated data in more experiments, the differences are overally not too significant. Therefore, this method of learning is still a reasonable choice in the case of lacking annotated data. As expectation, optimizing algorithms prefer the smoothed version of the error count. In all experiements, this objective function always gives a better result than the original unsmoothed version of error counts. The differences in some experiements are considerable, notably in the German-English corpus with the method of adding number of occourences of source words, the smoothed error count gives a positive result while the original one gives a negative result.
In conclusion, the best choice of the objective function is the smoothed error count and the best choice of the strategies to add is the method of adding one, which is already proposed by Moore. In the case of lacking annotated data, the likelihood of the unannotated data is still worth to consider as the objective function. Although Moore's adding method is still the best so far, with our general framework of adding, we can further experience more adding method with an insurrance that it will hardly decrease the performance. Perhaps someday with luck or reasoning, another better adding method will be discovered.
Conclusion
The Maximum Likelihood estimation is the traditional solution for estimating parameters of word alignment models. However, many works have shown its weakness when estimating with sparse data. Smoothing is usually considered to be a good choice for this case. [10] experiences a basic method of additive smoothing with the amount to add is learnt from annotated validation data. In this paper, we have a further study of his work in term of not only the amount to add but also the method to learn.
In term of the method to add, this paper proposes a general framework which allows customizing the amount to add for each case rather than adding a constant amount as Moore's work. Inappropriate adding strategies will not harm the model due to a mechanism of adjusting the effects adding amounts to the estimation. We have a demonstration of 2 additional adding strategies. Although the first of them which adds a scaled amount of the number of occourences of source words is not appropriate, the result of alignment is still nearly unchanged because of the scale factor adjustification. The second strategy which adds a scale amount of the dice coefficient of the word pair is better than the first one because it decrease the error rate of alignment. Although the Moore's adding strategy still gives the best result of the the three strategies, with the framework having no limit in strategy, another better method may be found in the future.
In term of the method to learn, we propose the method of learning without annotated data which is a requirement of Moore's work. This method gives a reasonably positive result in our experiements which could be applied in the case of lack of annotated data. Not only so, we also have a further study of learning approaches on annotated data. We have shown that the discrete error count will make the optimizing algorithm having more difficulties than the smoothed error count. A smoothed version of the error count is also experienced to give the best result of all the methods.
