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Abstract. Hidden Markov models have been extensively and success-
fully used for the recognition of human actions. Though there exist well-
established algorithms to optimize the transition and output probabili-
ties, the type of features to use and specifically the number of states and
Gaussian have to be chosen manually. Here we present a quantitative
study on selecting the optimal feature set for recognition of simple ob-
ject manipulation actions pointing, rotating and grasping in a table-top
scenario. This study has resulted in recognition rate higher than 90%.
Also three different parameters, namely the number of states and Gaus-
sian for HMM and the number of training iterations, are considered for
optimization of the recognition rate with 5 different feature sets on our
motion capture data set from 10 persons.
Keywords Hidden Markov model, Action Recognition, Optimization
1 Introduction
Extensive research has been carried out in the past to understand and recog-
nize human actions. Typical applications of the human activity recognition are
surveillance, human-robot interaction, imitation learning[1, 3]. In surveillance, it
is important to detect abnormal and suspicious actions. In robotics community,
huge body of research is in place to imitate human through demonstration, im-
itation and learning. Research on imitation learning shows that actions can be
clearly segmented into atomic action units [8, 9]. This gives a way to recognize
human actions through interpretation of its atomic units [10, 4], such as point-
ing, grasping, and rotating in case of table-top scenarios. Though the scenario
is simple, due to the similarity of different actions, the recognition task is diffi-
cult. Due to the simplicity of the scenario, the action recognition study on this
scenario lets us gain understanding of the human motion and gives insights as
to how to tackle the problem of action recognition in complex scenarios.
Considerable research in computer vision community has focused on cyclic
motions, such as walking or running [1] and Jenkins et. al [10] came up with
a system to extract the behavior vocabularies for the problem of complex task
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learning. [11] presents a learning system for one and two hand motions to com-
pute the hand motion trajectory that optimizes the imitation performance given
the constraints of the body of the robot.
Here we present a quantitative study to optimize the recognition performance
of the simple human actions, like pointing, grasping, and rotating performed in a
table-top scenario. Our action dataset consists of 10 persons, in contrast to many
other studies with 1/2 persons [1, 6, 7]. We use the Hidden Markov Model(HMM)
to learn the motion model. It defines the joint probability distributions over ob-
servations and the states of the model. An HMM does time-warping to some
extent implicitly in the cases of motion sequences, which differ slightly in their
execution speed. Hence it is well-suited to our action dataset consisting of 10 per-
sons with differing execution paces. Our study is based on about 890 sequences,
each sequence with an average of 115 poses, totaling 102350 poses.
Though there exist well-established algorithms, such as the Baum-Welch al-
gorithm, to optimize the transition and output probabilities of a HMM, the
structure of the HMM and the its inputs have to be chosen manually. The fea-
ture set used to train the HMM is really important, as an inappropriate feature
set could lead to low performance of the system and making the system not
being able to capture the discriminative features among different actions. Apart
from the feature set, the number of states for the HMM and the number of Gaus-
sian for each state has to be given by hand. Moreover the number of training
iterations for the HMM also need to be set beforehand. These parameters are
usually empirically determined, but this task is often laborious and time con-
suming in case of big datasets. Hence this study saves a lot of effort and time
for subsequent researchers, working in similar scenarios. Moreover this scenario
is gaining importance in imitation learning.
Perhaps the work most similar to our work presented here is that of Guenter
et. al [12]. They have presented simple algorithms to optimize the number of
states, training iterations and Gaussians for the HMM in the context of hand-
written word recognition task. Their work merely finds parameters with optimal
performance, without any studies on different feature sets. Here we perform an
extensive evaluation of different feature sets and present results on our action
dataset, pointing out the feature set with best classification rate. This evaluation
is necessary to build a system with the best performance. Enroute to finding the
optimal feature set, the optimal values for different parameters of HMM will
also be determined. Recent research [5] shows that one can do motion tracking
even from a single view. So this study could be combined with motion capture
to recognize the actions in real-time.
The paper is organized as follows: Section 2 briefly describes the action recog-
nition through Hidden Markov models and Section 3 describes the motion cap-
ture setup and collection of training data. In Section 4, we describe the different
feature sets used for the evaluation. Section 5 describes the quantitative evalu-
ation of different feature sets and we conclude in Section 6.
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2 HMM based Human Action Recognition
L. Rabiner [2] gives an excellent tutorial on how to use HMMs. Given an obser-
vation sequence O = O1O2 . . . OT and a model λ = (A,B,Π), the probability
of the observation sequence O, given the model λ, P (O | λ) is calculated by
enumerating over all possible state sequences of length T, Q = q1q2 . . . qT . For
an observation sequence O and state sequence Q,
P (O | Q, λ) =
T∏
t=1
P (Ot | Qt, λ) (1)
and then the probability of the observation sequence given the model, irrespec-
tive of the state sequence, is obtained by summing the probability over all the
possible state sequences:
P (O | λ) =
∑
allQ
P (O | Q, λ)P (Q | λ) (2)
Then we follow the forward-backward algorithm [2], to compute the likelihood
of the observation sequence given the HMM. we train one HMM for each class
of sequences. To recognize an observation sequence from a dataset, we calculate
the likelihood of this sequence from all the trained HMMs. The HMM that gives
maximum likelihood represents the observation sequence. If this HMM and the
observation sequence belong to the same action class, then we say we could
correctly recognize the sequence.
3 Our Action Dataset
Our dataset consists of four actions: Pointing (P), Grasping (G), Rotating (R)
and Displacing(D), performed by 10 persons. In this work we consider three
different actions: P, G and R. Each action is performed
1. in three different directions ( to the right, to the front and to the left )
2. with two different heights and
3. with two different distances.
Each person repeated each action 5 times for all combinations of the above
settings. With 10 persons, this gives rise to good amount of training examples
with respect to variability in execution speed, direction, height, scale and arm
lengths. This is essential in order to capture the key features of a particular
action invariant to aforementioned properties.
Each person has 7 electromagnetic sensors. They are located at the upper
back of the torso, shoulder, elbow, wrist, hand, thumb and the index finger, as
depicted in Figure 1. The measurements were acquired with Motionstar of Asce-
sion [14]. For each sequence, the 3D coordinates of the 7 sensors were recorded
at 25 fps, starting from a nearly vertical position (rest pose, Figure 2). The se-
quence ends also in the rest pose. Figure 2 shows a person performing the action
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Fig. 1. Locations of the electromagnetic sensors on the body of the person and the
Setup used to record both markers and video data
Rotating. The scenario was also video-recored by 4 well-calibrated cameras si-
multaneously with the marker data. The video data could be used for motion
tracking etc. The whole setup used is shown in Figure 1.
4 Feature Sets
Each feature set is a sequence of features for all poses. For all the sequences,
the 3D position of the torso is considered to be the origin for each pose. It
is subtracted from the positions of all the sensors, so that the data used for
recognition is independent of the position of the person performing the action.
In order to determine the best feature set, we’ve extracted the following feature
sets appropriate for the one-arm movements in a table-top scenario:
1. Joint Angles (JA):This consists of the angles at the shoulder and at the
elbow between the lower arm and the upper arm. Knowing the problem of
singularity i.e. 0 and pi are same, we use the up and direction vectors in the
shoulder coordinate frame, obtained from the kinematic chain built for the
right arm for each pose. This is invariant to the arm length and can handle
directions easily.
2. Direction vector from Torso to Wrist ( T2W )
3. Direction vector from Shoulder to Wrist ( S2W )
4. T2W + Grasp Distance GD: Here we define Grasp Distance to be the
distance between the sensors on the thumb and the index finger. It is intuitive
to see that, GD is discriminative feature between Grasping and the rest. This
is confirmed by the experiments.
5. S2W + GDDirection vector from Shoulder to Wrist and the grasp distance.
5 Quantitative Analysis
In order to learn and recognize different actions, we trained one HMM for each
class of sequences. Each time three quarters of sequences from each class are
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Fig. 2. Sequence of Images of a Person Performing the action Rotating
reserved for training and the fourth quarter is used to test the performance of
trained HMMs. The recognition is done using Maximum Likelihood approach
as follows. The likelihood of test sequence against all the trained HMMs are
calculated and the HMM with maximum likelihood represents the test sequence.
We use the Hidden Markov Model Toolbox for Matlab, developed by Kevin
Murphy [15] for training and testing. Having chosen different feature sets, its
important to set the suitable architecture for the HMM for each of these feature
sets to maximise the classification rate. This means that the optimal values for
different parameters of the HMM have to be determined. From the preliminary
trials on the dataset, we learned that the following ranges of parameters are
producing recognition rates(RR) within acceptable range:
– Number of States (Q): from 5 to 40 in steps of 5
– Number of Gaussian (G) for each state: 10, 20 and 30
– Number of Training Iterations (I): 10, 15 and 20
With these ranges for different parameters, we use a simple pick-the-best algo-
rithm to find the optimal values for the parameters corresponding to each feature
set. For each feature set, we enumerated over the values of each parameter in the
above ranges and the performance is noted. The set of parameters corresponding
to the maximum recognition rate is noted for each feature set. Though the al-
gorithm is straightforward, it is important to make an extensive evaluation over
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the above ranges, to make sure that we do not miss the best combination. Each
run of the algorithm, with one set of parameters takes about 25 minutes on an
average with a dual core 2GHz computer.
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Fig. 3. Variation of RR over number of states, with 10 Gaussian and 20 Iterations
Table 1. Best Recognition Rates for Different Feature Sets
Feature Set Best Recognition Rate Optimal Q, G, I
JA 80.09 % 40, 20, 20
T2W 88.68 % 25, 10, 20
S2W 87.78 % 30, 10, 15
T2W+GD 90.49 % 35, 10, 20
S2W+GD 94.12 % 35, 10, 15
The best recognition rates and the optimal values for the HMM parameters
are given in Table 1. From Table 1, it is clear that GD definitely improved the
performance of the system. S2W+GD has optimal performance. One reason is
be that the motion of shoulder joint for different persons is different for the same
action. So it helped the HMM to learn the key features common to the action and
to dispose the variant features, and obtain better discrimination among different
actions. This study also shows that inclusion of elbow motion(in feature set JA)
degraded the classification rate, rather than improving it. It was also shown
by Vicente et. al. [13]. From Table 1, we can also see that the combination
of 10 Gs and 15 Is, 10 Gs and 20 Is have the best performance. Figure ??
show the variation of the recognition rate over the number of states with these
combinations. We can see that the performance increases with the number of
states gradually for many of the feature sets.
Apart from the best performance, the average performance of the particular
feature set is important. This is because it can be expected, that a feature set
with higher average performance and low sensitivity to HMM parameters would
perform equally well on another datasets in a similar scenario. The mean, maxi-
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Table 2. Statistics of the Recognition Rates for All Feature sets
Feature Set Mean RR Max. RR Min. RR Std.Dev
JA 71.23 % 80.09 % 57.92% 5.02
T2W 79.27 % 88.68 % 56.56% 6.37
S2W 76.99 % 87.78 % 33.48% 9.37
T2W+GD 82.13 % 90.49 % 58.37% 6.13
S2W+GD 84.16 % 94.12 % 45.70% 9.54
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Fig. 4. Variation of RR over number of states, with 10 Gaussian and 15 Iterations
mum, minimum and the standard deviation of recognition rate over all the trials
for the five feature sets are given in Table 2. The the standard deviation of the
feature set S2W+GD is higher than than that of the feature set T2W+GD.
But S2W+GD dominates T2W+GD clearly in mean and best recognition
rates. So we can say that the feature set S2W+GD is very optimal and is suit-
able for movements in table-top scenarios. So the optimal set of parameters are
determined to be 35 states for the HMM and 10 Gaussians for each state and
15 iterations for the training.
6 Conclusions
A quantitative study on optimizing the performance of the human action recog-
nition system in table-top scenarios is presented. A set of simple object manip-
ulative actions are used to find the best feature set and optimal values for the
HMM parameters. These set of actions could be classified most accurately with
the direction vector from shoulder to wrist and the grasp distance. The high
average performance of this feature set shows that this is less sensitive to HMM
parameters. So it is expected to perform equally well on different datasets in a
similar scenario. Our study also shows that inclusion of elbow motion degraded
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the classification rate, rather than improving it. We are building an online task
recognition system, integrating this with a motion capture system.
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