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1. Introduction
Lotka–Volterra systems were introduced in the 1920s by A. J. Lot-
ka [12] and V. Volterra [27] independently of one another in areas of
chemistry and interaction of populations, respectively.
Volterra’s researches in this field was strongly stimulated by conver-
sations with the biologist Umberto D’Ancona from Siena. He investi-
gated in considerably detail the association of two species, one of which
(the predator) feeds on the other (the prey) and for this case we have
the nowadays called Lotka–Volterra equations (see [29, p. 14, eq(4)]).
Volterra’s concern, however, was with associations of n ≥ 2 species, and
hence with the same number n of differential equations. So, Volterra
introduced the following system as a model for the competition of n bi-
ological species
(1) x˙j = εjxj +
n∑
k=1
ajkxjxk, j = 1, . . . , n.
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In this model, xj represents the number of individuals of species j
(so one assumes xj > 0), the ajk’s are the interaction coefficients, and
the εj ’s are parameters that depend on the environment. For example,
εj > 0 means that species j is able to increase with food from the envi-
ronment, while εj < 0 means that it cannot survive when left alone in
the environment. One can also have εj = 0 which means that the popu-
lation stays constant if the species does not interact. This system (1) of
differential equations is also called a Lotka–Volterra system.
In [28] Volterra considered a more general type of equation where
some memory functions play the role of hereditary phenomena; hered-
itary here means, for instance, time of incubation or time of gestation
of the female predator. When two individuals meet and one eats the
other, the population of preys decreases immediately; on the other hand
the population of predators takes a while to increase. This delay is
interpreted as a constant number r > 0 that appears in the system of
equations (see (2)) and it is well known that we are dealing with retarded
functional differential equations (RFDEs). In [5] we see the foundations
and main results of the RFDEs. In particular, they define a flow in an in-
finite dimensional phase space. These more general equations introduced
by Volterra are the following:
(2) x˙j(t) = xj(t)
[
εj +
m∑
k=1
ajkxk(t) +
m∑
k=1
∫ 0
−r
xk(t+ θ)Fjk(θ) dθ
]
,
where εj , ajk are constants and xj = xj(t) > 0, for j, k = 1, . . . ,m,
and Fjk(θ) are the memory functions; the constant r, 0 < r ≤ ∞, is
called the lag or delay of the equation. See [15] and [14] for cases where
0 < r <∞ and r =∞, respectively.
The dynamics of systems of type (1) are far from understood, although
special classes of these Lotka–Volterra systems have been studied. We
distinguish the following classes of systems of this type:
Definition 1.1. A Lotka–Volterra system with interaction matrix A =
(aij) is called
(i) cooperative (resp. competitive) if ajk ≥ 0 (resp. ajk ≤ 0) for
all j 6= k;
(ii) conservative if there exists a diagonal matrix D > 0 such that
AD is skew-symmetric;
(iii) dissipative if there exists a diagonal matrix D > 0 such that
AD ≤ 0.
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Competitive systems and dissipative systems are mutually exclusive
classes, except for the trivial case where ajk = 0. General results con-
cerning competitive or cooperative systems were obtained by Smale [26]
and Hirsch [7, 8] (for recent results see [30] and references therein).
These systems typically have a global attractor consisting of equilibria
and connections between them (see e. g. [7, Theorem 1.7]).
Dissipative systems have been less studied than competitive systems,
although this class of systems goes back to the pioneer work of Volterra,
who introduced them as a natural generalization of predator-prey sys-
tems (see [29, Chapter III]). For systems where predators and preys co-
exist there is empirical and numerical evidence that periodic oscillations
occur. In fact, as it is well known, for any two dimensional predator-
prey system, the orbits are periodic. But for higher dimensional systems
the topology of orbits in phase space is much more complex, and under-
standing this topology is a challenging problem. The following theorem
(see [3]) is perhaps the first result in this direction.
Theorem 1.2. Consider a Lotka–Volterra system (1) restricted to the
flow invariant set Rn+ ≡ {(x1, . . . , xn) ∈ Rn : xj > 0, j = 1, . . . , n},
and assume that (i) the system has a singular point, and (ii) is stably
dissipative. Then there exists a global attractor and the dynamics on the
attractor are Hamiltonian.
By “stably dissipative” we mean that the system is dissipative and
every system close to it is also dissipative. As we mentioned before,
the notion of dissipative system is due to Volterra. Stably dissipative
systems where first studied by Redheffer and collaborators (see [21, 22,
23, 24, 25]) under the name “stably admissible”. They gave a beautiful
description of the attractor (see Section 4 below) which we will use to
prove Theorem 1.2. The hypothesis on the existence of a singular point
is equivalent to the assumption that some orbit has a α- or ω-limit point
in Rn+.
One of Volterra’s main goals in introducing these equations was the
“mechanization” of biology, and he made quite an effort in trying to
pursue this program. While seeking a variational principle for the sys-
tem, he was successful in finding a Hamiltonian formulation in the case
where the interaction matrix is skew-symmetric, at the expense of dou-
bling the number of dimensions (see Section 2 for details). Along the
way, a polemic with Levi-Civita arose, an account of which can be found
in [10]. In this paper we shall give a different solution to the problem
of putting system (1) into a Hamiltonian frame. In modern language,
our approach is related to Volterra’s approach by a reduction procedure.
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This Hamiltonian frame is the basis for the Hamiltonian structure refered
to in Theorem 1.2.
Once the Hamiltonian character of the dynamics is established, one
would like to understand (i) what type of attractors one can get and
(ii) what kind of Hamiltonian dynamics one can have on the attractor.
It will follow from our work that this amounts to classify the dynamics
of Lotka–Volterra systems with skew-symmetric matrix whose associated
graph is a forest. We do not know of such classification but we shall argue
that these dynamics can be rather complex.
In the simplest situation, the attractor will consist of the unique fixed
point in Rn+ and the dynamics will be trivial. It was already observed
in [23] that there may exist periodic orbits on (non-trivial) attractors.
On the other hand, if the attractor is an integrable Hamiltonian system
then one can expect the orbits to be almost periodic. As we will see be-
low, through a detailed study of a 4-dimensional chain of predator-prey
systems, non-integrable Hamiltonian system can indeed occur. There-
fore, typically, the dynamics of dissipative Lotka–Volterra systems are
extremely complex. This is related with a famous conjecture in the the-
ory of Hamiltonian systems which can be stated as follows (see [20, 17]):
Typically, dynamics on the common level sets of the Hamil-
tonian and the Casimirs are ergodic.
This survey is organized in two parts. In the first part we deal with
basic notions of general systems of type (1) and prove Theorem 1.2. In
the second part we present some examples and also applications of the
stably dissipative systems to Volterra’s systems of type (2), with and
without delays. We finish by mentioning some recent contributions on
the subject.
Part I. General Theory
2. Basic notions
Here, we will recall some basic notions and facts concerning general
Lotka–Volterra systems which will be useful in the next sections. All
of these notions can be traced back to Volterra. For a more detailed
account of general properties of Lotka–Volterra systems we refer to the
book by Hofbauer and Sigmund [9].
For fixed dj 6= 0, the transformation
(3) yj =
1
dj
xj , j = 1, . . . , n,
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takes the Volterra system (1) with interaction matrix A, into a new
Volterra system with interaction matrix AD
(4) y˙j = εjyj +
n∑
k=1
dkajkyjyk, j = 1, . . . , n.
We can therefore think of (3) as a gauge symmetry of the system. A
choice of representative (ajk) in a class of equivalence under gauge trans-
formations will be called a choice of gauge. Since will often take as phase
space Rn+, we consider only gauge transformations with dj > 0 in order
to preserve phase space. Note also that the classes of Lotka–Volterra
systems introduced in Definition 1.1 above are all gauge invariant.
Many properties of a Lotka–Volterra system can be expressed geo-
metrically in terms of its associated graph G(A, ε). This is the labeled
graph, where with each species j we associate a vertex f labeled with εj
and we draw an edge connecting vertex j to vertex k whenever ajk 6= 0.
ε5f ε4f ε8f
f
ε1
f
ε2
f
ε3
f
ε6
f
ε7
f
ε9
Figure 1. Graph G(A, ε) associated with a system of
type (1).
For example, if two systems are gauge equivalent, they have the same
unlabeled graph (but not conversely). Also, conservative systems can
be caracterized in terms of its graph as it follows from the following
proposition also due to Volterra [29, Chapter III, §12]:
Proposition 2.1. A Lotka–Volterra system with interaction matrix A =
(ajk) is conservative if, and only if, ajj = 0,
(5) ajk 6= 0 =⇒ ajkakj < 0, j 6= k,
and
(6) ai1i2ai2i3 · · · aisi1 = (−1)saisis−1 · · · ai2i1ai1is
for every finite sequence of integers (i1, . . . , is), with ir ∈ {1, . . . , n} for
r = 1, . . . , s.
426 W. M. Oliva
In other words a system is conservative if, and only if, (i) the condi-
tions ajj = 0 and ajk 6= 0⇒ akj 6= 0 are satisfied and (ii) for each closed
path in the diagram with a even (respectively odd) number of vertices
the product of the coefficients when we go around in one direction is
equal to the product (resp. minus the product) of the coefficients when
we go around in the opposite direction. Hence, for example, a system
with associated graph as in Figure 1 is conservative if, and only if,
a67a78a86 = −a68a87a76,
a23a34a45a52 = a25a54a43a32,
and moreover the conditions ajj=0 and ajk 6=0⇒ajkakj<0 are satisfied.
The most trivial solutions of system (1) are, of course, the fixed points.
The fixed points q = (q1, . . . , qn) in Rn+ of system (1) are the solutions
of the linear system
(7) εj +
n∑
k=1
ajkqk = 0, j = 1, . . . , n.
The existence of a fixed point in Rn+ is related with the behavior of the
orbits in Rn+, as it is clear from the following result (see [9, Section 9.2]).
Proposition 2.2. There exists a fixed point q = (q1, . . . , qn) in Rn+ of
system (1) if, and only if, Rn+ contains some α- or ω-limit point.
Proof: In one direction the result is clear. On the other hand, assume
that there exists no fixed point in Rn+ so that for the affine operator
L : Rn → Rn defined by
L(x)j = εj +
n∑
k=1
ajkxk
one has 0 6∈ K = L(Rn+). Then there exists a hyperplane H through
the origin disjoint from the convex set K, and one can choose c =
(c1, . . . , cn) ∈ H⊥ such that
(8) c · y > 0, ∀ y ∈ K.
Consider now the function V : Rn+ → R given by
(9) V (x) =
n∑
j=1
cj log(xj).
If x(t) is a solution of (1) in Rn+ then we compute
d
dt
V (x(t)) =
n∑
j=1
cj
x˙j
xj
= c · L(x(t)) > 0,
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where we used (8). Hence, V is a Liapunov function and there can be no
ω-limit points since for these one must have V˙ = 0. Similarly, to exclude
α-limit points one uses the Liapunov function −V .
We have just seen that the limit behavior of the orbits is related to
the existence of fixed points. On the other hand, the following result
shows that the average behavior of the orbits is related to the values of
the fixed points (see [2]).
Proposition 2.3. Suppose that x(t) is an orbit in Rn+ of system (1)
satisfying 0 < m ≤ xj(t) ≤M . Then there is a sequence {Tk} such that
Tk → +∞ and a fixed point q ∈ Rn+ such that
(10) lim
k→+∞
1
Tk
∫ Tk
0
x(t) dt = q.
Moreover, if system (1) has a unique fixed point q ∈ Rn+ then
(11) lim
T→+∞
1
T
∫ T
0
x(t) dt = q.
Proof: Since we have xj(t) ≤M , the function
z(T ) =
1
T
∫ T
0
x(t) dt
is bounded, and there exists a sequence {Tk} such that Tk → +∞ and
the limit
(12) lim
k→+∞
1
Tk
∫ Tk
0
x(t) dt = q
exists. Since 0 < m ≤ xj(t) it is clear that q ∈ Rn+. Now, if we
integrate (1) along the orbit x(t) we obtain
(13)
1
Tk
(log(xj(Tk))− log(xj(0))) = εj + 1
Tk
∫ Tk
0
n∑
k=1
ajkxk(t) dt.
The left-hand side of this equation converges to zero. For the right-hand
side we use (12) to compute the limit so we conclude that
0 = εj +
n∑
k=1
ajkqk, j = 1, . . . , n,
i.e., q is a fixed point.
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Now if system (1) has a unique fixed point q ∈ Rn+ then the linear
system (7) has an isolated solution, so the matrix (ajk) must be non-
degenerate. In this case, let us consider any T ≥ 0 and integrate (1)
along the orbit x(t) from 0 to T :
(14)
1
T
(log(xj(T ))− log(xj(0))) = εj + 1
T
∫ T
0
n∑
k=1
ajkxk(t) dt.
Solving this equation for the averages we obtain
1
T
∫ T
0
xj(t) dt =
n∑
k=1
bjk
(
1
T
(log(xk(T ))− log(xk(0)))− εk
)
,
where (bjk) is the inverse of (ajk). By letting T → +∞, and using the
fact that the xj(t) are bounded, we obtain
lim
T→+∞
1
T
∫ T
0
xj(t) dt = −
n∑
k=1
bjkεk = qj .
In the case where the interaction matrix (ajk) is not invertible it is not
clear to which fixed point q does the time average of the orbit converges.
3. Conservative systems
In the case were system (1) is conservative Volterra was able to intro-
duce a Hamiltonian structure for the system by doubling the number of
variables. We recall now Volterra’s construction, so we assume that sys-
tem (1) is conservative and a choice of gauge has been made so that the
matrix (ajk) is skew-symmetric. Volterra introduces new variables Qj
(which he calls quantity of life) through the formula1:
(15) Qj =
∫ t
0
xj(τ) dτ, j = 1, . . . , n,
and rewrites system (1) as a second order ordinary differential equation
(ODE):
(16) Q¨j = εjQ˙j +
n∑
k=1
ajkQ˙jQ˙k, j = 1, . . . , n.
Then he observes that the function H =
∑n
j=1(εjQj − Q˙j) is a first
integral of the system because, on account of skew-symmetry, one has
H˙ = −
n∑
j,k=1
ajkQ˙jQ˙k = 0.
1One might argue about the “definition” of the Qj ’s. The full justification of this
procedure will be given later in the section.
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Now, if one introduces another set of variables Pj by the formula
(17) Pj = log Q˙j − 1
2
n∑
k=1
ajkQk, j = 1, . . . , n,
(which are well defined when we restrict the original system to Rn+),
then, in the coordinates (Qj , Pj), the function H is expressed as
(18) H =
n∑
j=1
εjQj −
n∑
j=1
e(Pj+
1
2
∑n
k=1 ajkQk).
A simple computation shows that system (16) can be rewritten in the
following Hamiltonian form
(19)
P˙j =
∂H
∂Qj
,
Q˙j = − ∂H∂Pj ,
j = 1, . . . , n.
We shall now reverse the all procedure and reformulate it in the lan-
guage of Poisson manifolds2. Recall that the modern approach to Hamil-
tonian systems is based on the following generalization of the notion of
a Poisson bracket (see for example [1], [17]).
Definition 3.1. A Poisson bracket on a smooth manifold M is a
bilinear operation { , } : C∞(M)× C∞(M) → C∞(M) on the space of
smooth functions satisfying the following properties:
i) {f1, f2} = −{f2, f1} (skew-symmetry);
ii) {f1f2, f} = f1{f2, f}+ {f1, f}f2 (Leibnitz’s identity);
iii) {f1, {f2, f3}} + {f2, {f3, f1}} + {f3, {f1, f2}} = 0 (Jacobi’s iden-
tity).
A Hamiltonian system on a Poisson manifold M is defined by a choice
of a function h ∈ C∞(M), namely, the defining equations for the flow
are
(20) x˙ = Xh(x),
where the Hamiltonian vector field Xh is the vector field on M defined
by
Xh(f) = {f, h}, ∀ f ∈ C∞(M).
2One needs here the more general concept of Poisson manifold rather than symplectic
manifold since, as we shall see shortly, the Poisson bracket associated with the original
system is, in general, degenerate.
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For system (19) M = R2n and the Poisson bracket in question is,
of course, the classical Poisson bracket associated with the standard
symplectic structure ωs =
∑n
j=1 dQj ∧ dPj :
(21) {f1, f2}s =
n∑
j=1
(
∂f1
∂Pj
∂f2
∂Qj
− ∂f2
∂Pj
∂f1
∂Qj
)
.
When we take the function H given by (18) as the Hamiltonian function,
it is clear that system (19) takes the canonical form
x˙i = {xi, H}s, i = 1, . . . , 2n.
The key remark to reverse Volterra’s procedure is the following: sys-
tem (19) has n, time-dependent (if εj 6= 0), first integrals given by the
formulas
(22) Ij(Qj , Pj , t) = Pj − 1
2
n∑
k=1
ajkQk − εjt, j = 1, . . . , n.
In fact, one checks easily that
∂Ij
∂t
+ {Ij , H}s = 0.
Moreover, the first integrals Ij satisfy the following relation
(23) {Ij , Ik}s = ajk.
A standard result (see [17]) in the theory of Hamiltonian systems says
that a family of r-independent, Poisson commuting integrals, allows one
to reduce the dimension of the system by 2r. Hence, if the n inte-
grals Ij had vanishing Poisson bracket, we would be able to reduce the
dimension of the system by 2n, and the equations would be integrable
by quadratures. Condition (23) of course does not give such a com-
plete integrability, but it is enough to guarantee that the corresponding
Hamiltonian vector fields commute
(24)
[
XIj , XIk
]
= 0, j, k = 1, . . . , n.
This allow us to perform a standard (non-Hamiltonian) symmetry re-
duction and reduce the dimension of the system by n.
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Theorem 3.2. The map Ψ: (Qi, Pi) 7→ xj defined by
xj = e
(Pj+ 12
∑n
k=1 ajkQk), ∀ (Q,P ) ∈ R2n
is a Poisson map from R2n with the canonical Poisson bracket (21) to Rn+
with bracket
(25) {f1, f2} =
∑
j<k
ajkxjxk
(
∂f1
∂xj
∂f2
∂xk
− ∂f2
∂xj
∂f1
∂xk
)
.
If (q1, . . . , qn) ∈ Rn+ is a fixed point of (1), this map reduces the enlarged
system (19) to the Volterra system (1).
Proof: One readily verifies that (25) satisfies the conditions of the
Definition 3.1. It is also a routine calculation to check that the map
Ψ: (Qi, Pi) 7→ xj satisfies
{f ◦Ψ, g ◦Ψ}s = {f, g} ◦Ψ, ∀ f, g ∈ C∞(Rn+).
If there is an equilibrium and we let
(26) h =
n∑
j=1
(xj − qj log xj) ,
we check that H = h◦Ψ, and that system (1) can be written in the form
x˙j = {xj , h}, j = 1, . . . , n.
Hence Ψ reduces the enlarged system (19) to the Volterra system (1).
We leave it to the reader to check that if one considers the action
on R2n of the (abelian) group of symmetries G generated by the Hamil-
tonian vector fields XIj , then the map Ψ: R2n → Rn+ is exactly the
quotient map R2n → R2n/G. Therefore the reduction given in Theo-
rem 3.2 is in fact a symmetry reduction.
Remarks.
(i) In general, one cannot get way without some assumption of the
type of (7) and so it is not possible to give a Hamiltonian formula-
tion without introducing new variables (if, for example, (ajk) = 0
and εj > 0 then the origin is a source and system (1) cannot be
Hamiltonian).
(ii) In [19] the Hamiltonian structure (25) is also introduced, along
with other Hamiltonian formulations valid for particular classes of
interaction matrices. However, there is no reference to its relation
to the Volterra Hamiltonian formulation.
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When we combine these ideas with Volterra’s criteria for a system to
be conservative we obtain
Corollary 3.3. Assume system (1) has a fixed point in Rn+. If the
matrix associated with the system satisfies ajj = 0,
(27) ajk 6= 0 =⇒ ajkakj < 0
and the graph is a forest, then the system has a direct Hamiltonian for-
mulation.
Remark. If we do not allow the sign change in condition (6) then we
obtain a necessary and sufficient condition for the matrix to be symme-
trizable. In this case, the system is gradient with respect to the “metric”
ds2 =
∑
jk(djajkxjxk) dxj dxk (see [13]).
4. Dissipative systems
We now turn to the study of dissipative systems. Since we want our
results to persist under small perturbation we introduce the following
definition.
Definition 4.1. A perturbation of a Lotka–Volterra system with in-
teraction matrix A is any Lotka–Volterra system with interaction ma-
trix A˜ such that
a˜jk = 0⇔ ajk = 0.
A Lotka–Volterra system with interaction matrix A is called stably
dissipative if every sufficiently small perturbation is dissipative:
∃ δ > 0 : max
jk
|ajk − a˜jk| < δ =⇒ A˜ is dissipative.
Note that we only allow perturbations that have the same graph as the
original system. The notion of stably dissipative system is due to Red-
heffer et al. who in a series of papers [21, 22, 23, 24, 25] have studied the
asymptotic stability of this class of systems. Also they use instead the
name stably admissible. Since what they call admissible is called by
Volterra dissipative [29, Chapter III], we prefer the term stably dissipa-
tive. For conditions for a matrix to be stably dissipative we refer to [22].
Let us start then with a stably dissipative Lotka–Volterra system
having a fixed point q = (q1, . . . , qn) ∈ Rn+:
(28)

x˙j = εjxj +
n∑
k=1
ajkxjxk,
εj +
n∑
k=1
ajkqk = 0,
j = 1, . . . , n.
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The system is dissipative so we can choose a diagonal matrix D > 0
such that AD ≤ 0. For stably dissipative systems this choice can be
improved [24]:
Lemma 4.2. One can choose a positive matrix D = diag(d1, . . . , dn)
such that AD ≤ 0 and the following condition holds
n∑
j,k=1
dkajkwiwj = 0 =⇒ ajjwj = 0, j = 1, . . . , n.
Proof: Given A = (aij) such that the associated system is stably dissi-
pative we consider the perturbation A˜ = (a˜jk) given by
a˜jk = ajk, j 6= k, a˜jj = (1− δ)ajj .
Also, choose D > 0 such that A˜D ≤ 0. Since ajj ≤ 0 and
n∑
j,k=1
dkajkwiwj =
n∑
j,k=1
dka˜jkwjwk + δ
n∑
j=1
djajjw
2
j ,
we see that AD ≤ 0 and
n∑
j,k=1
dkajkwiwj = 0 =⇒ ajjwj = 0, j = 1, . . . , n.
If D = diag(d1, . . . , dn) is a matrix as in the previous lemma, we
perform the change of gauge xj 7→ 1dj xj so we can assume that A ≤ 0
and
(29)
n∑
j,k=1
ajkwiwj = 0 =⇒ ajjwj = 0, j = 1, . . . , n.
Then we have a Liapunov function given by
(30) V =
n∑
j=1
(xj − qj log xj) .
In fact, we find that
V˙ =
n∑
j,k=1
ajk(xj − qj)(xk − qk) ≤ 0.
By LaSalle’s Theorem [11], the solutions exist for all t ≥ 0 and the
set V˙ =0 contains an attractor. Therefore one would like to understand
the set V˙ = 0.
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We shall now recall Redheffer’s beautiful description of the attractor
in terms of the reduced graph of the system. Notice that by (28), (29)
and (30) solutions on the set V˙ = 0 satisfy
(31)
x˙j = xj
∑n
k=1 ajk(xk − qk),
ajj(xj − qj) = 0,
j = 1, . . . , n.
Therefore, one has either ajj = 0 or ajj < 0, and in the later case we
have xj = qj on the attractor.
It will be convenient to modify slightly the notion of graph associated
with the system we introduced above. One now draws a black dot v
at vertex j if either ajj < 0, or ajj = 0 and somehow we have shown
that xj = qj on the attractor. Otherwise, one draws an open circle f
at vertex j. It is also convenient to put a ⊕ at vertex j if one can show
that xj is constant on the attractor (an intermediate stage between black
dots and open circles).
We have [23]:
Lemma 4.3. The following propagation rules are valid:
(a) If there is a v or ⊕ at vertex j and v at all neighbors of j except
one vertex l, then we can put a v at vertex l.
(b) If there is a v or ⊕ at vertex j, and a v or ⊕ at all neighbors
of j except one vertex l, then we can put a ⊕ at vertex l.
(c) If there is f at vertex j, and v or ⊕ at all neighbors of j, then
we can put ⊕ at vertex j.
Proof: The proof is a straightforward application of (31).
One calls the reduced graph R(A) of the system, the graph obtained
by repeated use of the rules of reduction (a), (b) and (c). Figure 2 gives
an example of a graph and its reduced graph obtained by successive
application of these rules. For more on the reduced graph we refer to [23].
Here we shall only need the following fact which follows from the results
in [24].
f f f f f f
v f v v v v
Figure 2. A graph G(A) and its reduced form R(A).
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Proposition 4.4. Let K denote the subgraph of the reduced graph of
a stably dissipative Lotka–Volterra system formed by vertices with f
or ⊕ and connections between them. Then K is a forest, i.e., K =
K1
⋃ · · ·⋃Kr (disjoint) where each Ki is a tree.
Proof: We have to rule out the existence of a closed path whose vertices
are all of type f or ⊕. Assume we had such a closed path and label its
vertices from 1 to m. Then one has ajj = 0 for each 1 ≤ j ≤ m, so given
two adjacent vertices j and k in this closed closed path we must have
ajk + akj = 0,
on account of the condition A ≤ 0. In other words the reduced system
whose graph is the closed path is conservative. By Proposition 2.1, this
can happen if, and only if
a12 · · · am−1mam1 = (−1)ma1mamm−1 · · · a21.
Clearly, this condition cannot hold for all small perturbations. Hence
the original system would not be stably dissipative.
We are now in condition to prove Theorem 1.2 which we state as
follows:
Theorem 4.5. Consider a Lotka–Volterra system (1) restricted to the
flow invariant set Rn+ ≡ {(x1, . . . , xn) ∈ Rn : xj > 0, j = 1, . . . , n},
and assume that (i) the system has a singular point q ∈ Rn+, and (ii) is
stably dissipative. Then the dynamics on the set V˙ = 0 are Hamiltonian.
Moreover, they can be described by a Lotka–Volterra system of dimen-
sion m ≤ n.
Proof: Consider the system restricted to V˙ = 0. We split the variables xj
into two groups labeled by sets J◦ and J•. In the first group {xj}j∈J◦
we have all the xj ’s corresponding to vertices with open circles f or ⊕
in R(A), while the second group {xj}j∈J• we have all the xj ’s corre-
sponding to vertices with black circles v in R(A). For j ∈ J• we have
xj = qj , hence the restricted system satisfies
(32)
{
x˙j = (εj +
∑
k∈J• ajkqk)xj +
∑
k∈J◦ ajkxjxk if j ∈ J◦,
xj = qj if j ∈ J•.
Therefore if we define ε˜j = εj +
∑
k∈J• ajkqk, a˜jk = ajk (j, k ∈ J◦), we
obtain a new Volterra type system:
(33) x˙j = ε˜jxj +
∑
k∈J◦
a˜jkxjxk, j ∈ J◦,
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where the graph associated with the matrix A˜ = (a˜jk)j,k∈J◦ is precisely
the subgraph K of the reduced graph R(A) formed by vertices with f
or ⊕ and connections between them. Note that this matrix satisfies
a˜jj = 0, and that there exists a diagonal matrixD > 0 such that A˜D ≤ 0.
But this implies
dj a˜jk + dka˜kj = 0,
which shows that
ajk 6= 0 =⇒ ajkakj < 0.
Note also that the (qj)j∈J◦ form a solution of the system
ε˜j +
∑
k∈J◦
a˜jkqk = 0, j ∈ J◦.
By Proposition 4.4, we are in the conditions of Corollary 3.3, so sys-
tem (33) has a Hamiltonian formulation.
The proof shows that the dynamics on the attractor can be described
by a Lotka–Volterra system of dimension m ≤ n whose associated graph
is a tree, which is conservative and has a fixed point in Rm+ . Conversely,
any such system describes an attractor, since any system whose associ-
ated graph is a tree is stably dissipative.
Part II. Examples and Applications
5. Examples
Example 5.1. In [3, p. 159, eq. (33)], the authors give a detailed anal-
ysis of a 4-dimensional Lotka–Volterra system in order to illustrate the
complexity of the dynamics that can occur on the attractor. The system
is the following:
(34)

x˙1 = −x1 + x1x2,
x˙2 = +x2 − x2(x1 − δx3),
x˙3 = −x3 + x3(x4 − δx2),
x˙4 = +x4 − x4x3.
They have included a parameter δ which must be restricted to ]−1,+∞[
since they need the fixed point q = (1 + δ, 1, 1, 1 + δ) to belong to R4+.
The interaction matrix is skew-symmetric:
(35) (aij) =

0 1 0 0
−1 0 δ 0
0 −δ 0 1
0 0 −1 0
 .
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This is an extremely interesting system for which they show, among
other properties, that
• the system is non-integrable in the sense of Arnol’d–Liouville;
• the dynamics of the system is equivalent to the dynamics of a
homeomorphism of a sphere;
• the system has families of periodic orbits whose stability is deter-
mined by an associated Sturm–Liouville problem;
• one can find regions in the space of parameters where periodic
orbits are strongly hyperbolic.
We believe that both this 4-dimensional system and higher dimension
generalizations deserve further study, and can help understanding the
conjecture stated in the end of the Introduction.
Example 5.2. In [16], it is considered the Volterra system of retarded
type defined by equations (2) with the constant r satisfying 0<r<∞:
(36) N˙i(t) = Ni(t)
[
εi +
n∑
s=1
pisNs(t) +
n∑
s=1
∫ 0
−r
Ns(t+ θ)Fis(−θ) dθ
]
,
where εi, pis are constants, Ni = Ni(t) > 0, for i, s = 1, . . . , n, and
Fis(−θ) are the values at −θ of the real memory functions Fis assumed
to be continuous on the interval [0, r]; here also i = 1, 2, . . . , n. As an ex-
ample of memory functions it is usual consider Fis(τ) = cis exp(−κisτ),
where cis are real numbers, κis ≥ 0 and τ ∈ [0, r].
Using a special “cut off” technique for that RFDE combined with
a classical Kurzweil’s result, the authors were able to describe a set of
global bounded solutions of system (36) (see Theorem 4.1 of [16]) as
solutions of a suitable system of ODEs.
The authors of [16] also analyzed a special case of system (36) with
n = 2 species and constant memory functions; with the knowledge of the
structure of the well known 2-dimensional prey-predator Lotka–Volterra
model they exhibited a compact invariant set for the RFDEs.
We saw in the previous Example 5.1, that complex dynamics can
occur in Lotka–Volterra systems of ODEs when n ≥ 4. This fact and
the mentioned Theorem 4.1 of [16] imply that some systems of type (36)
with n ≥ 4 may have very complicated behavior.
Example 5.3. This example shows that the authors in [15] decided to
keep themselves with a Volterra RFDEs of the type (36) in the case of
n = 3 species because is still possible to give a geometric description of a
set of global bounded solutions, due, mainly, to the Poisson integrability
(see [3]) of two associated 3-dimensional Lotka–Volterra ODE systems.
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At this point we also mention that another important tool used here is
the main result of the previous example, that is, Theorem 4.1 of [16].
Thus, let us consider the following Volterra RFDEs in R3+:
(37)

N˙1 = N1
[
−ε1 + aN2 + aN3 + δ
0∫
−r
N1(t+ θ) dθ
]
,
N˙2 = N2
[
+ε2 − aN1 − aN3 + δ
0∫
−r
N2(t+ θ) dθ
]
,
N˙3 = N3
[
+ε3 − aN1 + aN2 + δ
0∫
−r
N3(t+ θ) dθ
]
,
where the given constants satisfy
(38) r > 0, a > 0, ε1 > 0, ε2 > 0, ε3 = ε2 − ε1 > 0
and
(39) ε1 < ε2 < 2ε1.
Here δ is a small parameter such that
(40)
0 < δ < a(2ε1 − ε2)
rε2
.
The invariant set to be described is a special set K of global bounded
solutions of system (37) with conditions (38), (39) and (40). K is a
subset of the phase space C = C0([−r, 0],R3) which is a “solid cylinder”
homeomorphic, under the map ρ : φ ∈ C 7→ ρ(φ) = φ(0) ∈ R3, to a solid
cylinder contained in R3.
The boundary ∂K of K is the union of a closed 2-dimensional cilin-
der C(K) with two open disks, the two “bases” of K, each one of them
being invariant under (37); the cylinder C(K) is the union of a set of
r-periodic orbits of (37) contained in R3 (C(K) is in fact the union of
a one-parameter family of orbits). The geometry of the sets K and ∂K
will be clarified along the proof of the main Theorem 1.1 of [15], that
can be stated in the following way:
Theorem. Let r > 2pi[ε1(ε2 − ε1)]−1/2. Then there is a δ0 > 0 such
that for all δ ∈ (0, δ0] system (37) has in C = C0([−r, 0],R3+) a 3-di-
mensional compact invariant topological manifold K. This manifold is
homeomorphic to a solid cylinder in R3+ under the map ρ : φ ∈ C →
φ(0) ∈ R3. The set ∂K is the disjoint union of two planar open disks
with a bi-dimensional cylinder C(K) which is the union of a continuous
one-parameter family of r-periodic orbits of (37). Moreover, any other
r-periodic orbit of (37) is contained in K and the flow of (37) restricted
to K is the flow of a C1 vector-field.
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As one can see in [15], it is possible to show that the r-periodic solu-
tions of (37) inside ∂K are also solutions of an auxiliary 3-dimensional
Lotka–Volterra system. The search of solutions of (37) in R3+ is re-
duced to the integrability of a one-parameter family of planar ODE sys-
tems, each of them corresponding to a vector-field evolving in a surface
transversal to the line of equilibria of the auxiliary Lotka–Volterra sys-
tem. Each surface is the level of a Casimir integral and the corresponding
planar ODE is in fact Hamiltonian. For the (quite long) proof of that
theorem we need to introduce a series of lemmas and remarks (see [15,
pp. 261–282]) that allow us to use Theorem 4.1 of [16].
Example 5.4. In this example we will see an application of stably dis-
sipative Lotka–Volterra equations to a special system of RFDEs with a
property called reducibility. A RFDEs is said to be reducible if its global
bounded solutions are solutions of a system of ordinary differential equa-
tions.
The RFDEs we will deal with is a Volterra system with infinite delay
of the following form
(41) x˙j(t) = xj(t)
[
εj +
m∑
k=1
ajkxk(t) +
m∑
k=1
∫ 0
−∞
xk(t+ θ)Fjk(θ) dθ
]
,
where εj , ajk are constants and xj = xj(t) > 0, for j, k = 1, . . . ,m, and
Fjk(θ) are the memory functions.
Equation (41) is a functional differential equation, so in standard
notation this equation has the form x˙(t)=f(xt), where xt(θ)=x(t+θ) for
θ ∈ (−∞, 0] and, in an appropriate phase space, it generates a nonlinear
dynamical system ([5], [6]).
A phase space for the equation (41) is an open subset of the following
separable Banach space Cγ , γ > 0, defined in the following way:
(42) Cγ = {ϕ ∈ C((−∞, 0],Rm) : lim
θ→−∞
eγθϕ(θ) exists},
(see [6]). Since Rm+ is open in Rm, the phase space for (41) is the
set C+γ , open in Cγ , that is, their elements are continuous paths ϕ ∈
C((−∞, 0],Rm+ ).
The space Cγ is isometrically isomorphic to the Banach space C
0 =
C([−r, 0],Rm), 0 < r <∞, where C0 is endowed with the sup norm and
Cγ with the norm
(43) ‖ϕ‖γ = sup
θ≤0
{eγθ|ϕ(θ)|}.
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The isometry Iγ is given by the following map: for a given function
ϕ ∈ Cγ we define u = Iγ(ϕ) ∈ C0 by
(44) u(s) = [Iγ(ϕ)] (s) :=
e
γs
r+sϕ( γsr+s ) if s ∈ (−r, 0],
limθ→−∞ eγθϕ(θ) if s = −r.
To define the inverse I−1γ , one considers u : [−r, 0] → Rm and asso-
ciates it to the function I−1γ (u) = ϕ ∈ Cγ , where ϕ : (−∞, 0] → Rm is
given by
(45) ϕ(θ) =
[I−1γ (u)] (θ) := e−γθu( rθ1− θ
)
, θ ∈ (−∞, 0].
Finally, all the classical results on existence, uniqueness and continu-
ous dependence of solutions for the equations with finite delay also hold
in the case of infinite delay with these phase spaces, [6].
If, for simplicity, one chooses in equation (41) the memory functions
Fjk = Fjk(θ) as
(46) Fjk(θ) = pjke
θ
one obtains
(47) x˙j = xj
[
εj +
m∑
k=1
ajkxk +
m∑
k=1
pjk
∫ 0
−∞
eθxk(t+ θ) dθ
]
,
where εj , ajk and pjk are real numbers and j, k = 1, . . . ,m.
One observes that there exist equilibrium solutions q = (q1, . . . , qm) ∈
Rm+ of (47) if, and only if,
εj = −
m∑
k=1
(ajk + pjk)qk, j = 1, . . . ,m.
The choice (46) for the memory functions will imply the next Theo-
rem 1 which asserts the reducibility of the Volterra system (47) of re-
tarded equations with infinite delay.
One can reduce the Volterra system (47) just by defining the functions
yj(t) :=
∫ 0
−∞
eθxj(t+ θ) dθ, j = 1, . . . ,m,
and obtaining another ODE system
(48)
x˙j = εjxj +
m∑
k=1
ajkxjxk +
m∑
k=1
pjkxjyk,
y˙j = xj − yj .
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In the following, we let 0 < γ < 1 and take C+γ for the phase space
of (47). Equations (48) are related to system (47) in the following way:
Theorem 1. Any global solution xj = xj(t) of the Volterra system (47)
defines a global solution (xj , yj) = (xj(t), yj(t)) of the ODE system (48).
Moreover, this solution satisfies the following condition
(49) lim
θ→−∞
eθyj(θ) = 0, j = 1, . . . ,m.
Conversely, if (xj , yj) = (xj(t), yj(t)) is a global solution of the ODE
system (48) such that (49) is satisfied, then xj = xj(t) is a global solution
of (47).
Proof: In fact, from the definition of yj(t) it follows that
eθyj(θ) =
∫ 0
−∞
eθ+τxj(θ + τ) dτ =
∫ θ
−∞
etxj(t) dt,
so, since xj = xj(t) is a global solution of (47) and γ < 1, we obtain (49).
Furthermore, integration by parts yields the second equation in (48).
Conversely, if (xj , yj) = (xj(t), yj(t)) is a global solution of the ODE
system (48), from the integration of the second equation we obtain
etyj(t) = e
t0yj(t0) +
∫ t
t0
eτxj(τ) dτ.
Taking the limit t0 → −∞ and using (49) we obtain
yj(t) = e
−t
∫ t
−∞
eτxj(τ) dτ =
∫ 0
−∞
eθxj(t+ θ) dθ,
which implies that xj = xj(t) is a global solution of (47).
This theorem shows that all the information on the global solutions
of (48) is useful for the description of the flow of (47).
An immediate consequence of the analysis of (48) is the following:
Proposition 2. The set Rm+ × Rm+ is invariant under the flow of the
ODE system (48).
Proof: Let (xj(t), yj(t)) be a solution of (48) with (xj(t0), yj(t0)) ∈
Rm+ × Rm+ and let I ⊂ [t0,+∞) denote its maximal interval of exis-
tence. Assume that there exists τ ∈ I for which either xj(τ) = 0 or
yj(τ) = 0 for some j = 1, . . . ,m. If xj(τ) = 0 then the first equation
of (48) implies that x˙j(τ) = 0, and so, all the derivatives of xj(t) vanish
at t = τ . Since the ODE system (48) is real analytic, we have that
xj(t) = 0 for all t ∈ I, which contradicts the hypothesis xj(t0) > 0.
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Therefore, xj(τ) > 0 for all τ ∈ I. If otherwise yj(τ) = 0 for some τ ∈ I,
from the second equation of (48) we obtain upon integration
yj(τ) = e
t0−τyj(t0) +
∫ τ
t0
eθ−τxj(θ) dθ = 0.
Therefore, we have that
yj(t0) = −
∫ τ
t0
eθ−t0xj(θ) dθ < 0,
contradicting the hypothesis yj(t0) > 0. Consequently, we have yj(τ) >
0 for all τ ∈ I.
5.1. The relation with the Lotka–Volterra system. Consider again
the ODE system
(50)
x˙j = εjxj +
m∑
k=1
ajkxjxk +
m∑
k=1
pjkxjyk,
y˙j = xj − yj ,
for j = 1, . . . ,m, with interation matrix A = (ajk) and perturbation
matrix P = (pjk). It turns out that, for adequate perturbation matrices,
the dynamics of this system is related to the dynamics of the Lotka–
Volterra equations
(51) x˙j = εjxj +
m∑
k=1
ajkxjxk, j = 1, . . . ,m.
These equations were extensively analysed by Duarte, Fernandes and
Oliva in [3] where the flow generated by (51) was discussed using a
reduction procedure to establish the existence of invariant sets with a
Hamiltonian structure.
In the following we use the approach of [3] to analyse the dynamics
of (50).
For a fixed diagonal matrix D = diag(dj), with dj > 0, j = 1, . . . ,m,
the transformation Xj = xj/dj , Yj = yj/dj is a gauge symmetry taking
system (50) into
(52)
X˙j = εjXj +
m∑
k=1
ajkdkXjXk +
m∑
k=1
pjkdkXjYk,
Y˙j = Xj − Yj ,
which is again a system of the form (50) with interaction matrix AD and
perturbation matrix PD. A choice of A = (ajk) and P = (pjk) in the
equivalence class under the above gauge transformation is also called a
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choice of gauge. Notice that, due to the invariance of Rm+ ×Rm+ given by
Proposition 2, the phase space is preserved by the gauge transformation.
Here we discuss the global bounded orbits of (50) and an essential
assumption for this discussion is the existence of equilibrium points.
There exists an equilibrium solution for (50), xj = yj = qj for j =
1, . . . ,m, if and only if
(53) εj +
m∑
k=1
(ajk + pjk)qk = 0, j = 1, . . . ,m.
In fact, repeating the argument in [3] we can relate the asymptotic be-
haviour of the orbits in Rm+ × Rm+ with the existence of an equilibrium
point of (50), that is a point (q,q) ∈ Rm+×Rm+ such that q = (q1, . . . , qm)
satisfies (53).
Proposition 3. There exists a fixed point (q,q) ∈ Rm+ × Rm+ of sys-
tem (50) if and only if Rm+ × Rm+ contains some α- or ω-limit point.
Proof: Consider the affine operator L : Rm × Rm → Rm × Rm given by
(54)
L(x1, . . . , xm, y1, . . . , ym)j = εj +
m∑
k=1
(ajkxk + pjkyk),
L(x1, . . . , xm, y1, . . . , ym)m+j =xj − yj ,
for j = 1, . . . ,m. If there is no fixed point of (50), then 0 /∈ K =
L(Rm+ × Rm+ ). Hence, there exists a hyperplane H through the origin
of Rm × Rm disjoint from the convex set K, and we can choose c =
(c1, . . . , c2m) ∈ H⊥ such that c · z > 0 for all z ∈ K. Then we consider
the function U : Rm+ × Rm+ → R given by
U(x1, . . . , xm, y1, . . . , ym) =
m∑
j=1
(cj log xj + cm+jyj)
and, if w(t) = (xj(t), yj(t)) is a solution of (50), we obtain
d
dt
U(w(t)) =
m∑
j=1
(cjL(w(t))j + cm+jL(w(t))m+j) = c · L(w(t)) > 0.
This excludes the existence of any α- or ω-limit point, for which one
would have U˙ = 0, and concludes the proof.
Under the hypothesis of existence of an equilibrium point, one is able
to exhibit a Liapunov function V for (50) by assuming certain condi-
tions for the interaction and perturbation matrices (see [14]). When the
interaction matrix A and the perturbation matrix P are both negative
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semidefinite in the sense of quadratic forms, A ≤ 0, P ≤ 0, and P is
symmetric, we set
(55) V =
m∑
j=1
(xj − qj log xj)− 1
2
m∑
j,k=1
pjk(yj − qj)(yk − qk).
Computing the derivative of V along the solutions of (50) and using the
symmetry of P we obtain
(56) V˙ =
m∑
j=1
(xj−qj)
(
εj+
m∑
k=1
(ajkxk+pjkyk)
)
−
m∑
j,k=1
pjk(xj−yj)(yk−qk),
and from (53) we have
(57) V˙ =
m∑
j=1
(xj − qj)
(
m∑
k=1
ajk(xk − qk) + pjk(yk − qk)
)
−
m∑
j,k=1
pjk(xj − yj)(yk − qk).
Therefore, we conclude
(58) V˙ =
m∑
j,k=1
ajk(xj − qj)(xk − qk) +
m∑
j,k=1
pjk(yj − qj)(yk − qk) ≤ 0.
We first consider the case P < 0 and notice that the level sets of V
in a neighbourhood of the equilibrium (q,q) are S2m−1 spheres. In fact,
one easily checks that (gradV )(q,q) = 0 and the Hessian of V at (q,q)
is the positive definite matrix
H(V )(q,q) =
[
diag(q−11 , . . . , q
−1
m ) 0
0 −P
]
.
To study the asymptotic behavior of (x(t), y(t)) we need to consider
the subset of the phase space where V˙ = 0, which by LaSalle’s princi-
ple contains the ω-limit set of the orbit (x(t), y(t)). From (58), on the
set V˙ = 0 we have
(59) yj = qj , j = 1, . . . ,m,
and, from the second equation in (50) it follows that also
(60) xj = qj , j = 1, . . . ,m.
The solution q of (53) is unique since A ≤ 0 and P < 0 implies that
A + P < 0 which therefore is nonsingular. Then we conclude that sys-
tem (50) is dissipative and possesses a global attractor which is a single-
ton, A = {(q,q)}. Since the solutions x(t) ∈ C+γ , t ≥ 0, of the Volterra
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equations (47) determine solutions (xj(t), yj(t)) ∈ Rm+ × Rm+ , t ≥ 0, we
obtain the following
Proposition 4. If (53) has a solution q ∈ Rm+ , the interaction ma-
trix A is negative semidefinite, A ≤ 0, and the perturbation matrix P is
symmetric negative definite, P < 0, then the Volterra system (47) is dis-
sipative with a global attractor A0 = {(xj(t)) = q} ⊂ C+γ corresponding
to the unique solution q of (53).
This proposition also holds when the interaction matrix A is dissipa-
tive and the perturbation matrix P < 0 is diagonal. In this case, the
perturbation matriz PD < 0 is also diagonal for any choice of gauge and
we can choose the transformation such that AD ≤ 0.
5.2. The case of a singular diagonal perturbation matrix. We
now consider the more interesting case where the perturbation matrix P
is singular. We will only consider the case where P is diagonal for sim-
plicity although the analysis is easily extended to some other cases.
For completion we first consider the case P = 0, for which the equa-
tions for xj decouple from the rest of the system and we obtain
x˙j = εjxj +
m∑
k=1
ajkxjxk,(61)
y˙j = xj − yj ,(62)
for j = 1, . . . ,m. In this case, (61) is just the Lotka–Volterra system (51),
and (62) can be integrated to obtain the solutions yj(t) as functions
of xj(t).
For completeness we recall here the results of [3] for the Lotka–
Volterra system. Using (53), equations (61) become
(63) x˙j = xj
m∑
k=1
ajk(xk − qk), j = 1, . . . ,m.
Then, on the set V˙ = 0, from (58) and with the choice of interaction
matrix given by the previous lemma, we obtain
(64) ajj(xj − qj) = 0, j = 1, . . . ,m.
The diagonal entries of the interaction matrix A ≤ 0 satisfy ajj ≤ 0.
If we have ajj < 0 for all j = 1, . . . ,m, from (59) and (64), it follows
that
(65) xj = yj = qj , j = 1, . . . ,m.
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Moreover, A is nonsingular. In fact, if A is a singular matrix there is a
nonzero vector (w1, . . . , wm) such that
∑m
k=1 ajkwk = 0 for j = 1, . . . ,m.
Then, the previous Proposition 3 implies that ajjwj = 0 for all j =
1, . . . ,m from which it follows that ajj = 0 for some j, a contradiction.
Again we conclude that the solution q of (53) is unique. Therefore, also
in this case if q ∈ Rm+ system (50) is dissipative and possesses a global
attractor which is a singleton, A = {(q,q)}.
If, on the other hand, we have ajj = 0 for some j, we need to use
the original equation (50) to obtain more information regarding the dy-
namics on the set where V˙ = 0. In this case, (59) still holds and we
also have xj = qj for some values of j. We split the variables xj into
two groups that, upon reordering, correspond to j ∈ {1, . . . , n} and
j ∈ {n+ 1, . . . ,m} with 1 ≤ n < m. In the second group we include all
the variables for which we have xj = qj (either because ajj < 0 or due
to a reduced graph argument involving the interaction matrix, see [3] for
details). In the first group we include all the other variables xj . Then,
the solutions of (50) on the set V˙ = 0 satisfy new equations of the form
(66) x˙j = xj
n∑
k=1
a˜jk(xk − qk), j = 1, . . . , n
and
(67) xj = qj , j = n+ 1, . . . ,m,
where the reduced interaction matrix A˜ = (a˜jk) satisfies
(68) a˜jj = 0, j = 1, . . . , n,
and it is negative semidefinite, A˜ ≤ 0. These two conditions together
imply that A˜ is skew-symmetric and the reduced interaction matrix is
conservative. It follows from [3] that the reduced system (66) has a
Hamiltonian formulation. This is contained in the next result that es-
sentially corresponds to [3, Theorem 4.5].
Theorem 5. Consider the system of Lotka–Volterra equations (61) cou-
pled with the linear equations (62) and assume that: (i) the Lotka–
Volterra system (61) has a singular point q ∈ Rm+ ; and, (ii) the inter-
action matrix A is stably dissipative. Then the dynamics of this system
on the set V˙ = 0 can be described by a Lotka–Volterra system (66) of
dimension n ≤ m together with (67), and yj(t) =
∫ 0
−∞ e
θxj(t+ θ) dθ for
j = 1, . . . ,m. Moreover, the dynamics of (66) is Hamiltonian.
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The observation on yj arises from the integration of (62), for which
the general solution has the form
(69) yj(t) = Ce
−t +
∫ 0
−∞
eθxj(t+ θ) dθ.
Moreover, this solution satisfies condition (49) of Theorem 1 if and only
if C = 0. In this case, if xj is a bounded solution then yj is also bounded.
We remark that xj = qj then implies yj = qj , therefore we have
(70) yj = qj , j = n+ 1, . . . ,m,
and if xj is periodic, then yj is also periodic but, in general, is out of
phase.
We now consider the crucial case where pjj = 0 for j = 1, . . . , l with
1 ≤ l < m, and pjj < 0 for j = l + 1, . . . ,m. In this case, (58) and (50)
imply that on the set where V˙ = 0 we have
(71) yj = xj = qj , j = l + 1, . . . ,m.
Using (53), the equations (50) then become
(72)
x˙j = xj
l∑
k=1
ajk(xk − qk),
y˙j = xj − yj ,
j = 1, . . . , l,
together with (71). Again the equations for xj , j = 1, . . . , l, are decou-
pled and correspond to a Lotka–Volterra system. In fact, these equations
can be written in the form
(73) x˙j = xj ε˜j +
l∑
k=1
ajkxjxk, j = 1, . . . , l,
with
(74) ε˜j = εj +
m∑
k=l+1
ajkqk, j = 1, . . . , l.
Moreover, from (53) and this last equation we obtain
(75) ε˜j +
l∑
k=1
ajkqk = 0, j = 1, . . . , l,
which ensures that q˜ = (q1, . . . , ql) is an equilibrium of (73).
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If the reduced matrix is stably dissipative, with the proper choice of
interaction matrix given by Lemma 4.2 in [3] (see also Lemma 3 in [14]),
we obtain
(76) ajj(xj − qj) = 0, j = 1, . . . , l.
Therefore, by the previous argument, (73) can lead to a reduced system
with a Hamiltonian structure.
However, (71) also implies the following equations
(77)
l∑
k=1
ajk(xk − qk) = 0, j = l + 1, . . . ,m,
which, then constitute constraints that must be satisfied by the solu-
tions of (48) on the set V˙ = 0. Solving these equations, we determine
r variables xj in terms of the remaining s = l − r variables, where r
denotes the rank of the reduced matrix R = (ajk)l+1≤j≤m,1≤k≤l. With
an eventual reordering of the variables we can assume that the first s
variables are free, and write
(78) xj = qj +
s∑
k=1
βjk(xk − qk), j = s+ 1, . . . , l,
where the coefficients (βjk)s+1≤j≤l, 1≤k≤s depend on the entries of the
matrix R. Then, we can write the first s equations of (73) again in the
form
(79) x˙j = xjε
∗
j +
s∑
k=1
a∗jkxjxk, j = 1, . . . , s,
with
(80) ε∗j = ε˜j +
l∑
k=s+1
ajk(qk −
s∑
i=1
βkiqi), j = 1, . . . , s,
and
(81) a∗jk = ajk +
l∑
i=s+1
ajiβik, j = 1, . . . , s, k = 1, . . . , s.
The remaining equations (73), for j = s+ 1, . . . , l, can also be written in
the form (79) with ε∗j in the form (80) and a
∗
jk in the form (81). However,
in general the compatibility with (78) imposes further restrictions that
need to be satisfied by the solutions on the set V˙ = 0. Therefore, we
may obtain xj = qj also for some j = s, s − 1, . . . , in which case we
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repeat the previous procedure. By iteration one eventually ends up with
a reduced Lotka–Volterra system
(82) x˙j = xjε
∗
j +
s0∑
k=1
a∗jkxjxk, j = 1, . . . , s0,
coupled with equations
(83) xj = qj +
s0∑
k=1
β˜jk(xk − qk), j = s0 + 1, . . . , l,
for the variables xj , j = 1, . . . , l, together with the equations
(84) y˙j = xj − yj , j = 1, . . . , l,
for the variables yj , j = 1, . . . , l, and
(85) xj = yj = qj , j = l + 1, . . . ,m,
for all the remaining variables. Summarizing these results we have the
following
Theorem 6. Consider the Volterra system (47) and assume that:
(i) there exists an equilibrium solution with q ∈ Rm+ given by (53); and
(ii) the perturbation matrix P is diagonal and singular, with
pjj = 0, j = 1, . . . , l, pjj < 0, j = l + 1, . . . ,m.
Then the dynamics of (47) can be described by a Lotka–Volterra sys-
tem (82) of dimension s0 ≤ l together with equations (83).
Moreover, yj(t) =
∫ 0
−∞ e
θxj(t+ θ) dθ for j = 1, . . . ,m.
Then, the results of [3] apply again to the Lotka–Volterra sys-
tem (82), eventually further reducing the dimension s0, and we obtain
the following
Corollary 7. If in addition to the hypothesis (i) and (ii) of Theorem 6,
we assume that the reduced interaction matrix A∗ = (a∗jk)1≤j≤s0,1≤k≤s0
is stably dissipative, then the dynamics of (47) can be described by a
reduced Lotka–Volterra system (82) with dimension s0 ≤ l together with
equations (83), and the dynamics of (82) is Hamiltonian.
The Hamiltonian formulation of (66) or (82) leads to a very rich and
complex behavior for the solutions of (47). To support this observation
we mention again that [3] presents an example for which the Hamilton-
ian system for (66) is non-integrable and the flow contains families of
strongly hyperbolic periodic orbits.
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Recent results.
An interesting monograph is the Ph.D. Thesis, in Portuguese, of
Telmo Peixe [18] that gives emphasis to the dissipative Lotka–Volterra
systems.
Another paper by Duarte and Peixe deals with a new concept: the
rank of stably dissipative graphs, see [4]; they show that the rank of
the defining matrix, which is the dimension of an associated foliation, is
completely determined by the system’s graph.
The paper [31] by Zhao and Luo proves necessary and sufficient condi-
tions for a matrix to be stably dissipative. Then, a graph-theoretic clas-
sification method for stably dissipative matrices is proposed, based on
which, for all 5-order stably dissipative matrices, the associated graphs
are completely classified as 27 topologically different graphs and for each
graph the dynamics of the corresponding Lotka–Volterra systems are dis-
cussed.
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