Abstract. The Hodgkin-Huxley model was developed to characterize the action potential of a squid axon. It has served as an archetype for compartmental models of the electrophysiology of biological membranes. Thus the dynamics of the Hodgkin-Huxley model have been extensively studied both with a view to their biological implications and as a test bed for numerical methods that can be applied to more complex models. This note demonstrates previously unobserved dynamics in the Hodgkin-Huxley model, namely, the existence of chaotic solutions in the model with its original parameters. The solutions are found by displaying rectangles in a cross-section whose images under the return map produce a Smale horseshoe. The chaotic solutions are highly unstable, but they are significant as they lie in the basin boundary that establishes the threshold of the system.
Introduction. The Hodgkin-Huxley model
for the action potential of a spaceclamped squid axon is defined by the four dimensional vector fielḋ with variables (v, m, n, h) that represent membrane potential, activation of a sodium current, activation of a potassium current, and inactivation of the sodium current and a parameter I that represents injected current into the space-clamped axon. Recall that the HodgkinHuxley convention for membrane potential reverses the sign from modern conventions, and so the voltage spikes of action potentials are negative in the Hodgkin-Huxley model. While improved models for the membrane potential of the squid axon [3] have been formulated, the Hodgkin-Huxley model remains the paradigm for conductance-based models of neural systems. From a mathematical viewpoint, varied properties of the dynamics of the HodgkinHuxley vector field have been studied [13, 8, 11, 14, 16, 19, 5] . Nonetheless, we remain far from a comprehensive understanding of the dynamics displayed by this vector field. It has become conventional wisdom that the qualitative properties of the Hodgkin-Huxley model can be reduced to a two dimensional flow such as the Fitzhugh-Nagumo model [7] . Rinzel and Miller [19] first gave evidence that this is not always the case. Hassard [13] and Labouriau [16] also studied the Hopf bifurcation that plays an important role in locating regions of bistability in the Hodgkin-Huxley model. Doi and Kumagai [5] recently showed the existence of chaotic attractors in a modified Hodgkin-Huxley model that changes the time constant of one of the currents by a factor of 100. This note extends the work of Rinzel and Miller, demonstrating the existence of chaotic solutions in the Hodgkin-Huxley model with the "standard" parameters used by Hodgkin and Huxley.
Extensive efforts have been made to discover chaos in many physical and biological systems, including neural systems [2] . Chaotic solutions to the Hodgkin-Huxley equations with periodic forcing [1] and greatly altered parameters [5] have been discovered but not in the original Hodgkin-Huxley model with its original parameters. The chaotic solutions we exhibit are highly unstable. We employed systematic methods to find them as described below. Note that, while we find our numerical evidence for the existence of chaos in the HodgkinHuxley model compelling, we do not give a rigorous proof that chaos exists in this system. The biological significance of chaos in the Hodgkin-Huxley system is related to the character of the threshold that separates states leading to repetitive firing from states that lead to a stable steady state. We return to this issue at the end of this note. (The implications of long-time unpredictability in deterministic chaotic systems have been widely discussed in a broad context by Stewart [21] .) 2. Evidence for chaos in the Hodgkin-Huxley system. A stringent definition of chaos in a discrete dynamical system is that there is an invariant subset on which the transformation is hyperbolic and topologically equivalent to a subshift of finite type [10, 20] . Continuous time dynamical systems are reduced to discrete time maps through the introduction of crosssections and Poincaré return maps [10] . We utilize the cross-section V given by a suitably chosen value v = −4.5 to define a Poincaré return map f for the Hodgkin-Huxley model. Specifically, (m,n,h) = f (m, n, h) if the trajectory beginning at (−4.5, m, n, h) next intersects the cross-section V (with v increasing) at the point (−4.5,m,n,h). To demonstrate that f has a chaotic invariant set, we follow the strategy described by Moser [18] . We find two subsets R 1 and R 2 of V and approximate splittings of the tangent bundles into stable and unstable directions on these sets so that the following hold:
1. The derivative of f maps expanding directions close to themselves, stretching the lengths of these vectors. 2. The sets f (R 1 ) and f (R 2 ) each intersect R 1 and R 2 so that their images stretch across R 1 and R 2 in the unstable directions and intersect the boundaries of R 1 and R 2 only on sets transverse to the unstable directions. Using the more precise concept of invariant cone fields, Moser proved that a map f satisfying these properties has a "Smale horseshoe," a hyperbolic invariant set on which f is topologically equivalent to the shift on two symbols. As a parameter of a dynamical system is varied, sets satisfying the above conditions are frequently created through the "period doubling route" to chaos [6] . Rinzel and Miller [19] located period doubling bifurcations in the Hodgkin-Huxley model by computing eigenvalues along a family of periodic orbits. As the parameter corresponding to external current is varied in the model, there is a Hopf bifurcation of steady states at I ≈ 9.78. The bifurcation is subcritical, with a family of unstable periodic orbits collapsing to the equilibrium at the bifurcation. Beginning at this bifurcation, we followed the family of periodic orbits using continuation methods. Some of the observed phenomena along this family of periodic orbits are numerically sensitive, and so we used two continuation algorithms: a collocation method as implemented by Doedel in the program AUTO [4] and a multiple shooting method that employs Taylor series methods and automatic differentiation [12] . The results of the two methods agreed with one another qualitatively. Figure 2 .1(a) plots the amplitude of the periodic orbits, showing the maximum and minimum values of v for each orbit versus the parameter I for this family of periodic orbits. The color coding corresponds to the number of eigenvalues with magnitude larger than one (blue = 0, green = 1, red = 2 or 1 unstable negative and 1 stable negative). The orbits grow in amplitude as I decreases from its value at the Hopf bifurcation. The branch has three turning points, all of which are saddle-node (or fold) bifurcations of periodic orbits. The first two turning points reached from the Hopf bifurcation bound a short branch of periodic orbits with two unstable eigenvalues. At the third turning point, the periodic orbits meet a family of stable periodic orbits. The amplitude of the stable periodic orbits does not change much. On the (red) branch S of periodic orbits, there is a parameter interval near I ≈ 7.92197 inside which the unstable eigenvalues of the periodic orbit change dramatically. Figure 2.1(b) plots the log of the magnitude of the real part of one of these eigenvalues. Along the flat portion at the top of this graph, the eigenvalue is complex. This allows the eigenvalue to become real and negative without becoming stable along S. A period doubling bifurcation occurs on the part of S where the eigenvalue is negative and takes the value −1. We followed the doubled period orbits bifurcating from S and observed that they too undergo period doubling bifurcations. These computations suggest the existence of a period doubling cascade; we followed the cascade to its third period doubling. Nonetheless, these results prompted us to look for horseshoes in the return map f for values of I slightly larger than those at which the period doubling was found.
In the regime near the period doubling bifurcation, the periodic orbit of the family computed with continuation has a negative unstable characteristic multiplier, a negative stable characteristic multiplier, and a third positive characteristic multiplier of very small magnitude. We investigated these periodic orbits in more detail for the parameter I = 7.8617827403. The return map f has a fixed point p 1 at the intersection of the periodic orbit with the cross-section V . We find that p 1 ≈ (−4.5, 0.08508337639787, 0.37698374610906, 0.43727279295129).
The sets R 1 and R 2 of our construction intersect the unstable manifold of p 1 for the return map f . We found, as expected, that the unstable manifold has a bend. Starting in the unstable manifold, we used a shooting method to find a second fixed point of f : The unstable manifold of p 1 passes near p 2 and vice-versa. Near p 1 , both unstable manifolds lie close to the plane of p 1 perpendicular to the strongly contracting eigenvector. To define R 1 , we begin with two segments of the unstable manifolds of p 1 and p 2 near p 1 . We enlarge the convex hull of these two segments in the plane perpendicular to the strongly contracting eigenvector of p 1 to form a quadrilateral. Finally, we construct a prism with this quadrilateral as base with edges parallel to the strongly contracting eigenvector of p 1 . The set R 2 is obtained by an analogous procedure near p 2 . Table 2 .1 gives the coordinates of the vertices of R 1 and R 2 . Figure 2 .2 shows pictures of the sets R 1 and R 2 and their images under the return map f . (The scales of the coordinate axes in this figure are not uniform.) Each of f (R 1 ) and f (R 2 ) maps across both R 1 and R 2 in the unstable direction intersecting the boundaries of R 1 and R 2 in sets that are transverse to the unstable direction. These properties are evidence for the existence of a Smale horseshoe in V for the return map f .
Biological significance.
We turn now to the significance of these chaotic dynamics in the Hodgkin-Huxley model. The chaotic invariant set located above is a highly unstable structure associated with the "threshold" for action potentials. Action potentials of neurons are large all-or-nothing voltage spikes. We specify a minimum amplitude of voltage (say, v = −50) that must be reached to make the definition of action potential precise. In axons that are not space-clamped, like those represented by the Hodgkin-Huxley model, action potentials propagate along axons as traveling waves and stimulate synaptic currents in adjacent postsynaptic neurons. Threshold is the magnitude of an input that must be exceeded for an action potential to fire. This definition of threshold is based upon the assumption that there is a critical current input I c above which the axon will fire an action potential when given a brief stimulus of magnitude I c (with fixed duration) and below which it will not. The chaotic invariant set of the Hodgkin-Huxley model casts strong doubt on the validity of this assumption. It suggests that the boundary between initial states that lead to action potentials and those that do not is a fractal set. Related observations about fractal basin boundaries have been made for periodically forced neural models, for example, by Gong and Xu [9] , but the firing of an action potential does not coincide with lying in one basin of attraction or another. There may be initial conditions leading to the firing of one or more action potentials followed by a decay in the quiescent equilibrium state.
The concept of threshold is rarely given a precise mathematical meaning, even in the context of models. We propose the following definition for the Hodgkin-Huxley model: The stable manifolds of unstable, chaotic invariant sets often form fractal basin boundaries of attractors in a dynamical system [17] . We conjecture that this is the case in the HodgkinHuxley model for the parameters used in this study; namely, the basin boundary between the basins of attraction of the stable equilibrium and stable periodic orbit is a fractal set that contains the stable manifold of the chaotic invariant we have discovered. Similar observations about fractal basin boundaries have been made for periodically forced neural models-for example, in the Fitzhugh-Nagumo model by Gong and Xu [9] . Initial states that lead to the stable rest state and those that lead to the periodic firing state are interleaved. Instead of a single sheet given by the graph of the threshold function v t , we expect an infinite number of layers that lead to action potentials interspersed with layers that lead to a stable steady state. The trajectories tending to the stable steady state may show a transition with oscillations of smaller amplitude than the action potentials. There are also uncountable sheets that lie at threshold in the sense that they lead neither to the stable rest state nor to fully formed action potentials, but every neighborhood contains states that lead to action potentials and states that lead to the stable steady state. Due to the stiffness of the model and the fine scales on which the fractals appear, numerical calculation of the fractal basin boundaries of the Hodgkin-Huxley model with its standard parameter values appears difficult. If our conjectural description of the phase space of the Hodgkin-Huxley model is correct, then there is a degree of unpredictability about how the system will respond to stimulation. Brief current inputs to the axon that evolve to the stable steady state and those that evolve to the firing state are finely interleaved with each other as the amplitude of the current input is varied. The nonlinear dynamics underlying action potentials yield an inherent lack of predictability in determining how large an input is required to cross the threshold for firing action potentials. Due to the extreme Lyapunov exponents associated to the chaotic invariant set, the fractal, interleaved structure of the membrane threshold is hardly observable in the Hodgkin-Huxley model even in computer simulation. Inherent noise in the membrane has a far larger scale than the fractal structure in the Hodgkin-Huxley model for its standard parameters. However, we believe that the phenomenon seen here on fine scales may well be present on larger scales in other neural systems or for different parameter values of the Hodgkin-Huxley model. The significance of our results is that they establish the subtlety of the concept of threshold: the excitability of a neural membrane to fire an action potential may be more complex than a smooth hypersurface that divides subthreshold and suprathreshold membrane potentials.
