This paper is concerned with reporting some recent developments in Structural Health Monitoring (SHM) research conducted within the Dynamics Research Group at the University of Sheffield. The particular developments discussed are concerned with arguably the two main problems facing data-based approaches to SHM, namely: how to obtain data from damage states of a structure for supervised learning and how to remove environmental and operational effects from data when unsupervised learning (novelty detection) is indicated. This paper will discuss recent research at the University of Sheffield concerned with these two problems. In the following section, a simple strategy will be outlined for acquiring data corresponding to damage states by using a simple proxy for damage -the addition of mass to the structure. The next section considers the same issue, but in the more severe context of when multisite damage is possible. Even if it is possible to acquire data from single-site damage, there will typically be so many combinations in the multi-site case that experimentation is impossible. Finally, the last major section of the paper will be concerned with a new method, adapted from econometrics, for projecting out environmental and operational effects from SHM feature data.
Introduction
The research field of Structural Health Monitoring is concerned with the detection and identification of damage in structures and systems based on observed data from the structure of interest [1, 2] . There are two main approaches to SHM in common use, one is partly based on the use of physics-based models of the structure of concern, the other is based purely on the statistical or machine learning analysis of observed data from the structure. The data-based approach, which is the subject of this paper, can be conducted in two main modes in terms of whether supervised or unsupervised learning methods are applied. In supervised learning, one has to have available data corresponding to damage states of interest from the structure. In engineering practice this is rather rare as structures are typically of too high a value to allow deliberate damage as part of a campaign of data acquisition. The advantage of the supervised approach is that one can in principle infer much more diagnostic information if damage data is available. If no damage data are available, one can fall back on unsupervised learning for which only data from the undamaged structure is needed; however, one is then usually limited to detection of damage only. Unsupervised learning is usually accomplished by novelty detection, i.e. one determines if data remain consistent with the normal condition and no change is detected. The problem with novelty detection is that the data from the structure may change for benign reasons (e.g. temperature changes) and one would not wish to diagnose damage under those circumstances ( [3] is an excellent survey paper on these matters). The two main problems in data-based SHM are therefore:
(1) If supervised learning is necessary, how does one acquire data corresponding to damage states of the structure. (2) If novelty detection is used, how does one remove the effect of benign environmental and operation variations from the data in order to avoid false indications of damage.
Simulating Damage by the Addition of Masses
One way to cope with problem (1) specified in the introduction is to generate data by simulation, but in order to obtain realistic results, validated models of high fidelity are required. Such models are going to be significantly time-consuming when running, as well as very expensive to develop.
That is why the question of how to extract damage-sensitive features without actually damaging the structure becomes imperative. In this section the very simple approach of adding masses to a system in order to support feature selection is explored. The idea is based on the knowledge that damage will introduce a local flexibility to the system. If the simple formula for a SDOF system m k = ω is blithely extrapolated, then it might appear reasonable to assume that the change in natural frequency caused by a stiffness loss could also be caused by an increase in the structure's mass.
Adding masses as a form of damage simulation, among others, has been used before, as in [4] ; however the exact idea of actually comparing added mass with stiffness loss for guiding feature selection has only been attempted previously in [5] , a study involving only preliminary tests, and [6] which discussed a more realistic experimental context. In order to illustrate the concept here a simple FE analysis based on a cantilever aluminium beam is given. Damage is introduced as a reduction in the Young's modulus and later as an increase in the beam's density. The two scenarios are compared accordingly and novelty detectors are created.
Numerical simulation. It must be acknowledged that SHM algorithm development can no longer be justified on the basis of highly simplified models; the days when an algorithm is considered to be validated solely on the basis of results from a simulated cantilever beam have been and gone. In this spirit, the numerical simulation presented here is not offered in sole support of the proposed methodology; however, the authors have included it in order to simplify the discussion, for experimental validation the reader can consult [5, 6] .
The beam considered here has dimensions of 750 mm in length and its cross-section is mm 30 mm 10 × . The material properties for aluminium are taken i.e.: Young's modulus E=70 GPa, Poisson's ratio v=0.3 and density .
The FE analysis package MATFEM [7] was used for all modelling and calculations at this stage. The elements used 2-noded uniaxial beam elements where each node has 6 degrees of freedom; they take into account shear and torsion. In total 30 elements were used, each with a length of 2.5 cm. In order to verify the model itself, the first 10 natural frequencies found by FE modal analysis were compared with those calculated from formulae in Blevins [8] and agreement was found to be excellent.
Results from the FE model. As stated before, the aim of this section was to discuss the possibility of adding masses to a system in order to extract damage-sensitive features and to define an experimental strategy for achieving this. A very simple and well-known indication that a system or structure is damaged is that its natural frequencies change, and in most cases drop; this was the first approach considered here also. Damage was initially introduced to the 21 st element (see Fig. 1 ) of the model (50 cm from the clamped end) as a reduction in the Young's modulus from 70 GPa to 46.67 GPa (2/3rds of the initial value) and later as an increase of the density from 2710 Next, features for damage detection were defined. A feature is basically some set of values derived or calculated from measured data. Here, the features considered were frequency and magnitude values from FRF resonance peaks and from transmissibility functions. With the aid of MATFEM, FRFs of the beam at various locations were calculated. Since the input is always the same, it is straightforward to derive a transmissibility function defined as the ratio of two FRFs:
As it was shown that adding masses to the beam lowers its frequencies, the next step was a more thorough investigation. It was decided that, in order to make the approach more subtle, three damage levels of each case would be applied in two separate locations along the beam. Those locations were at the element 10 (22.5 cm from the clamped end) and element 20 (47.5 cm from the clamped end) as seen in Fig. 1 . Stiffness reductions were sequentially made from 70 GPa to 60, 50 and 40 GPa. The element density was separately increased to a value equivalent to an added mass of 10, 20 and 30 g, which corresponds to 1.64, 3.28 and 4.92 % of total mass increase.
The driving-point FRF at the free end of the beam was calculated. Next, the 4 th , 6 th and 7 th bending modes (selected as being typical of the set) from the magnitude of each FRF for each case were compared. Fig. 2 shows the effect of damage (stiffness reduction and density increase) on the 4 th mode of the beam at element 10. The fault was introduced in element 10.
From consideration of all the modes, it was clear that damage in different locations did not affect the modes in the same way -something expected and already known -but it seemed promising that the results of the stiffness reduction and density increase show similar patterns. This can be clearly seen in Fig. 2 .
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Structural Health Monitoring II Construction of novelty detectors. Novelty detectors were next calculated for the extracted features. As stated previously, transmissibility functions were calculated by taking the ratio of two FRFs. Fig. 3 shows the transmissibility used in this stage, formed from two response FRFs, one at 75 cm over the one at 25 cm when the excitation was at the free end of the beam (75 cm).
Fig. 3.
Healthy transmissibility from FRF ratios calculated from response at 75 cm over that at 25 cm when the excitation was at (75 cm) the free end of the beam.
Subsequently, damage was sequentially introduced at a distance of 50 cm from the clamped end (element 21, see Fig. 1 ) in three severity levels, a Young's modulus drop from 70 GPa to 60, 50 and 40 GPa. In a similar way the pseudo-fault had three cases where an equivalent mass of 10, 20 and 30 g was added. Table 1 summarises the effect of both stiffness reduction and density increase on the peaks and the troughs of the transmissibility. It shows a comparable behaviour to that found by examining the FRF modes. The patterns of frequency and amplitude changes are similar for mass addition and stiffness reduction.
This pattern, does not appear to be consistent in the case of the first trough, and the reason for that is mainly the lack of frequency resolution, since the uniform line-spacing (of 0.5 Hz) used here seems inadequate. In fact, when the FRFs were computed with a resolution of 0.1 for the frequency range of the first trough, the results displayed a monotonic behaviour in the magnitude shifts as well as smaller percentages than those appearing in Table 1 .
Next, features were constructed from the peaks and the troughs of the transmissibility (see Fig.  3 ). Each feature had a dimension of 20 samples (spectral lines). They were then copied 1000 times and each was corrupted with different white Gaussian noise vectors of a standard deviation of 0.02 for the 6 troughs and a standard deviation of 2.0 for the 2 peaks. This procedure was carried out for the healthy pattern and for each of the three damage cases for both approaches (stiffness reductiondensity increase). Peaks and troughs are accounted for again in a similar way as in Table 1 .
The detection algorithm used was outlier analysis described and validated in [9] . Basically, a statistical model of the healthy system is created, based on normal data and then subsequent data are tested to see if they are statistically consistent or inconsistent with the normal data. This is actually done by performing a simple statistical test which involves the calculation of a measure called the Mahalanobis Squared Distance (MSD) and then comparing it with a threshold. The MSD is a multivariate extension of the univariate discordancy measure. Discordancy measures allow deviations from normality to be quantitatively evaluated. A brief summary of the technique is given Key Engineering Materials Vol. 518 here: the technique is described in full in [9] . For a multivariate data set consisting of n observations in p variables, the MSD may be used to give a measure of the discordancy of any given observation. The scalar discordancy value D ξ of an observation {x ξ } is given by,
where {x } is the mean of the sample observations and [Σ] is the sample covariance matrix. The threshold depends on the dimension of the problem and it is calculated using a Monte Carlo approach, a detailed description of the calculation can be read in [9] and further reference to outlier analysis may be found in [10] . Table 1 . Summary of the effect of stiffness reduction and density increase on the transmissibility peaks and troughs (see Fig. 5 ). The * denotes a trough.
In the following Figs. 4 and 5, the MSD for two of the extracted features are plotted. The horizontal dashed line represents the threshold. It is clear that some features such as the one from the 3 rd trough of the transmissibility proved to be not sensitive to damage, while some such as that from the 4 th trough are very sensitive and also monotonic with damage extent.
Peak or Trough

Stiffness reduction
Density increase In order to assess the relative sensitivity of each of the 8 features to mass addition and stiffness reduction, the mean Mahalanobis Distance values across each set of 1000 observations, normalised by the threshold, are calculated. In Table 2 , these values are shown for the eight features (6 troughs and 2 peaks). In Table 3 the features are ranked according to the normalised Mahalanobis Distances when they were averaged for all severity cases: the feature ranked '1 st ' is the most sensitive to 'damage' for the given state, and the feature ranked '8 th ' the least sensitive.
By looking at all data from the numerical simulation some brief conclusions can be made. Although the location of the fault significantly changes its effect on the structure, a similar pattern was observed in the comparison of the two ways of simulating it (stiffness or density). In addition, in Table 3 the ranking of the features when all the severity cases were averaged is shown. A careful look shows an exact match in the feature ranking for 6 out of the 8 features and that always includes the best and the worst feature. If the same principle is followed for the ranking of the features for each damage case (from Table 2 ), then the same match (6 out of 8) will be found again. The discrepancy in the feature ranking is found in the first trough and the first peak, so it could be reasonable to think that it may be caused by the lack of resolution (as described earlier) or by excessive added noise. The calculation of the transmissibility function with a finer resolution of 0.1 improved the magnitude shifts (Table 4 ) for the first trough, but since the feature ranking was in a satisfactory agreement for all cases, the repetition of the whole novelty detection procedure was deemed unnecessary. Another reason for the above ranking disagreement might be also the damage location. The latter is valid on this specific structure since an added mass on a cantilever beam has a stronger effect towards the free edge while a change in the stiffness has a stronger effect towards the clamped end. The important point here is that the features which lead to insensitive novelty detectors are unambiguously detected. A full experimental test on an aluminium panel, designed to replicate an aircraft wingbox, was also carried out in [6] . Added masses were used to select features on transmissibility functions and they were then subsequently compared to saw-cuts. The results confirmed the numerical simulation findings.
Classification of Multi-Site Damage
As discussed earlier, this section will consider the case of multi-site damage where the problem of sourcing damage data for supervised learning is made much worse by very large numbers of damage scenarios. The ideas are illustrated using data from an experimental structure. The experimental structure. This is an aluminium aircraft wing, shown in situ in the laboratory in Fig. 6 . The wing is mounted in a cantilevered fashion on a substantial, sand-filled steel frame. The sensor network and data acquisition equipment may also be observed. The wing includes various complicating features including: stiffening elements, inspection panels, riveted and welded connections, as well as auxiliary structures such as aileron mounting points.
Fifteen PCB 353B16 piezoelectric accelerometers were mounted on the upper (as mounted) surface of the wing using ceramic cement. The location of the sensors, inspection panels and subsurface stiffening elements (dotted lines) are shown schematically in Fig. 8 . The sensors were placed in an ad hoc fashion on the basis of previous experience; they were placed so as to form transmissibility 'paths' crossing the inspection panels. These are indicated in Fig. 8 , with the transmissibility paths denoted T1 to T13.
Fig. 8. Sensor locations and resulting transmissibility paths
Data acquisition was performed using a DIFA SCADAS III unit controlled by LMS software running on a desktop PC. All measurements were recorded within a frequency range of 0-2048 Hz with a resolution of 0.5 Hz. The structure was excited with a band-limited white Gaussian signal using a Gearing and Watson amplifier and shaker mounted beneath the wing. Both the real and imaginary parts of the accelerance FRFs were recorded at 15 response locations using single-axis accelerometers. Five-average samples were recorded in all cases as this was found to offer a good compromise between noise reduction and acquisition time.
Damage introduction.
In order to introduce damage in a repeatable, and in some sense realistic, way advantage was taken of the presence of inspection panels on the underside of the wing, with the wing being mounted upside-down to enable access. Five such panels were employed in the present study. Removal of a panel as a proxy for damage is non-destructive and repeatable and the primary effect of panel removal (a localised reduction in stiffness) is expected to be similar to the effect of introducing gross damage at the same location. The disadvantage to this simulation of damage is that the repeatability is not perfect. During preliminary studies it was found that the removal and reattachment of the panel led to substantial variability in the FRF observations. Accordingly, care was taken in order to reduce this variability to as great an extent as possible by using a torquecontrolled screwdriver and raking care over screw tightening. An attempt to accommodate the outstanding variability in the recorded data attributable to this and other sources of variability was made by introducing randomisation and repetition into the test sequence.
Test sequence. Two tests were conducted, resulting in two data sets with which to develop and test classifiers. A test sequence was developed for each test to reflect the testing objectives and to take identified sources of measurement variability into account. Randomisation and blocking were applied in the specification of the test sequences in order to account for the effects of measurement noise and panel boundary condition variability.
Dataset A comprises 1000 normal state observations and 1000 single-site damage state observations. The primary objective for the dataset was to allow the training and validation of an SVM-based classifier. The crux of the problem here is to select features using observations of normal condition and single-site damage condition data only, but which are capable of generalising to the multi-site damage identification using data from a separate test. This is a demanding objective, and particular attention was paid to full randomisation of the panel boundary condition.
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Structural Health Monitoring II 'Randomisation', as used here, refers to the removal and replacement of panels to ensure that the latent boundary condition variation (that which is present despite the use of a torque controlled screwdriver and care over the order of screw tightening) be represented in the dataset. The testing set -Dataset B -comprised 1780 normal, 760 single-site damage and 1040 multi-site damage state observations. The primary objective of this set was to provide data with which to evaluate the classifier developed using Dataset A. Randomisation was limited to the removal and replacement of individual panels, rather than full randomisation of the panel boundary conditions. Visualisation of damage. Damage leads to the structural response of the structure deviating from that observed when it is in its initial, undamaged condition. The structural response features considered in this study are transmissibility spectra. By comparing examples of undamaged and damaged spectra, regions of the spectra that are sensitive to particular damage states may be identified. These regions form the basis of features that may subsequently be used to train a statistical damage classifier. In the interests of developing a statistical classifier, it is desirable that the feature set used is of low dimension. Achieving a suitably concise feature set requires further condensation of the identified spectral region. In this study the additional data reduction is performed using a discordancy measure -the Mahalanobis squared-distance (MSD) -between the newly-presented (and therefore potentially-damaged) state and the previously-recorded undamaged state. The resulting features are the discordancy values associated with damage sensitive regions of the transmissibility spectra.
For this study a guided, manual approach was taken to feature selection, which proceeded as follows. First, discordancy plots were generated for all possible 20-spectral line windows using Dataset A. As each spectrum contains 4097 lines, 4078 such windows existed for each of the 13 spectra, resulting in a total of 53014 candidate features. Plotting the discordancy values across the feature set for each of the structural states allows the sensitivity of the features to be visualised, and a greatly reduced set of candidate features to be specified. Next, the transmissibility spectra corresponding to each remaining candidate feature were inspected. This allowed a degree of 'engineering insight' to be exercised. Decisions on the final feature set were made using considerations relating, for example, to the perceived 'robustness' of each feature -a feature window displaying similar behaviour to other features in its immediate vicinity would be preferred to one that did not. By applying such considerations, a final set of 50 features was selected on the basis of Dataset A. Ten features were selected for each of the 5 panels and were labelled F1-F50.
The performance of the features selected using the single-site training damage observations of Dataset A when applied to the multi-site damage observations of Dataset B were first evaluated visually. An example of the visual evaluation of feature F32 is given in Fig. 9 . Fig. 9 illustrates feature F32, which performed well in identifying both single-site and multiplesite removals involving panel P4. The first plot illustrates the clear distinction between the removal of panel P4 (the lower two spectra, dark grey) and the other states included in Dataset A (other single-site damage states in light grey and normal states in black) and this distinction lead to the selection of the feature. The second plot illustrates the same feature window for the transmissibility spectra of Dataset B. It is observed that the spectra behave in a very similar fashion to that found for Dataset A, both for the removal of panel P4 alone (shown as a solid line) and where panel P4 was one of several removed (shown as dashed lines). The clear distinction between the removal of panel P4 and other states is maintained. This very encouraging level of performance was observed for the vast majority of the 50 identified features, and supports the hypothesis that features exist that are sensitive to both single-site and multi-site damage at particular locations.
Support vector classification.
The classifier used here was a Support Vector Machine (SVM). The application of SVM methods has received relatively little attention in the damage identification literature in comparison to that received by other pattern recognition approaches, notably neural network and nearest neighbour formulations. SVMs have, however, been demonstrated to possess several properties that suggest they may be well-suited to the damage identification task. Importantly for SHM, they have been shown to be competitive with other methods when applied to real engineering datasets [11] , and to generalise well from the small datasets usually encountered in damage identification problems. The theoretical basis of the SVM is well known and is not included here. For the inquisitive reader, further information may be found in [12] [13] [14] .
Fig. 9. Visualisation of feature F32
In this paper SVMs are applied to a multiple class problem. Support vector machines are designed, without loss of generality, for the resolution of data into two classes. Extension to multiclass problems is a topic of on-going research, with approaches typically falling into two categoriesthose which seek to consider all classes at once using a 'one-against-all' classifier, and those that seek to construct a system of binary 'one-against-one' classifiers [15] . The strategy employed in this study is to train an ensemble of 'one-against-one' SVMs.
The objective is to train an SVM-based classifier using normal and single-site damage state data from Dataset A, and to evaluate its performance when applied to multi-site damage date from a separate test, Dataset B. The classifier is judged on its ability to achieve a high rate of correct classification when presented with this previously unseen testing set containing observations from the structure in single-site, multiple-site and undamaged states. The task faced by the SVM classifier is challenging: not only is the classifier being asked to identify damage states on which it has not been trained, but it is expected to generalise between tests.
The classification architecture is based upon the standard dichotomous SVM extended to the multi-class problem. Each 'classifier' in fact comprises an ensemble of 6 binary SVM classifiers. The first SVM (labelled SVM0) seeks to separate damage-state data from normal-state data. Each observation is classified as either 'undamaged' or 'damaged'. SVM0 thus acts as a damage detection step. Five further dichotomous SVMs (labelled SVM1-5) seek to indicate whether
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Structural Health Monitoring II removal has occurred for each of the five panels in turn. Each SVM seeks to class an individual location as 'undamaged' or 'damaged'-SVM1 seeks to classify panel 1 as on or off, SVM2 relates to panel 2 etc. The classifiers were created using the MATLAB Support Vector Machine Toolbox [16] . The 50 features employed are log discordancy values derived from transmissibility data, as described in earlier. Radial basis kernels were employed in the discriminant function. Normalisation of the data is recommended to aid the conditioning of the optimisation problem [16] . In this instance, each feature was normalised to the interval [0 1], with 1 being the maximum observed value of the feature.
Training, validation and testing sets. Conducting supervised learning in a principled fashion necessitates separating the data into three, non-overlapping sets: the testing set, validation set and training set. Each serves a purpose in the development and testing of the classifier:
• The training set is used to set the values of the classifier parameters • The validation set is used to set the values of the classifier hyperparameters • The testing set is used to verify that the developed classifier works for an independent set of observations.
For the radial basis kernel classifiers chosen in this instance two hyperparameter values must be set. These are the misclassification tolerance parameter C, and the kernel width α. The values of these parameters were set in this instance by selecting a range of hyperparameter pairs (C j ,α j ); training a classifier for each hyperparameter pair using testing set data drawn from Dataset A; and evaluating the performance of resulting classifiers when applied to validation set data, again drawn from Dataset A.
Results. The predictions of the developed classifier when presented with the 3580 observations contained in Dataset B are presented in confusion matrix form in Table 4 . The results are summarised in terms of the probability of perfect, correct classification for each of the three subcategories of structural states in Table 5 . Perfect, correct classification is taken here to mean there were no false-positive or false-negative indications of damage for any of the five panels.
The classification outcomes presented in Tables 4 and 5 are highly encouraging. For the structure in its normal state, there were no false indications of damage, and 1769 of the 1800 observations tested were correctly classified as undamaged. The remaining 31 observations were returned as 'unclassified', with SVM0 indicating damage but SVM1-5 not indicating that damage had occurred on panels 1-5. This is taken as an indication that the classifier failed to generalise fully between tests, and may be attributable to the training set not fully representing the variability that may arise between tests
The classifier performed exceptionally well for the single-site damage states, with only 5 noncorrect classifications out of 760 observations. Of these, three were returned as 'unclassified' with SVM1 indicating damage but SVM5 failing to classify that panel 4 had been removed. A further two observations were misclassified, with the classifier indicating the removals of panels 2 and 3 where in fact only panel 2 had been removed. This was one of only two instances in which the classifier falsely indicated damage at any location. The other was for the removal of panels 1 and 2, for which the classifier indicated that panel 5 had also been removed.
In total, there were 128 observations (out of a total of 1040 observations) for which the classifier trained solely on single-site data failed to perfectly identify multi-site damage states. Of these, 125 observations missed the removal of one panel, but were otherwise correct. Overall, the success of the classifier when applied to multi-site data is encouraging. It appears that given a suitably discriminatory feature set, the SVM approach is capable of achieving an exceptionally high level of correct classification for single-site damage, and a good level of classification for the much more challenging task of identifying multi-site damage. Theory. As discussed above, cointegration is a property of nonstationary time series [18, 19, 20] . For the purposes of this brief discussion, two or more nonstationary time series will be said to be cointegrated if some linear combination of them is stationary. Symbolically, a multivariate nonstationary time series{ } i y is cointegrated if a vector{ } β exists such that i z is stationary, where,
If this is the case,{ } T β is called a cointegrating vector. If { } i y is -dimensional, there may be as many as 1 n − linearly independent cointegrating vectors.
To allow the most general definition of cointegration, the concept of an order of integration must also be introduced; this is the number of times one must difference a nonstationary time series before it becomes stationary. For engineering applications most variables of interest will be integrated of order one (which is denoted (1) I ∼ ), which implies that their first differences will be stationary. In general a set of time series are cointegrated if they share a common order of integration and a linear combination of the variables exists with a lower order of integration.
As the order of integration must be the same for cointegrated variables, the first step in a cointegration analysis will often be to ascertain the order of integration of each of the variables to be included in the analysis. This is commonly achieved in econometrics by testing each variable for a unit root; if a unit root is present in the characteristic equation that defines some time series, then that time series will be inherently nonstationary. The unit root test that will be used here is called the Augmented Dickey Fuller (ADF) test, and the steps needed to implement it will be described here briefly, but readers should refer to [21, 22] or [20] (tutorial) for more details and background theory.
The ADF test involves fitting each variable to a model type of the following form, 
where the difference operator ∆ is defined as should be included to ensure that i ε becomes a white noise process [18] . In this form, the stability (and therefore stationarity) of (3) is determined by the value of ρ ; if it is statistically close to zero the process will be nonstationary and integrated order one (1) I ∼
. The idea of the ADF is therefore to test the null hypothesis of 0 ρ = by comparing the test statistic,
whereρ is the least squares estimate of ρ , and ρ σ the variance of the parameter, with critical values which can be found in [23] , in much the same way one would when conducting a t -test. The hypothesis is rejected at level α if t t ρ α < . If the hypothesis is accepted, the time series has a unit root and is (1) I . If the hypothesis is rejected, the test should be repeated for i y ∆ , if the hypothesis is then accepted i y is an (2) I nonstationary sequence. This can be continued until the integrated order of the time series is found. Additional hypotheses and test statistics are needed if the model form needs to be extended to include shifts or deterministic trends (or both) [21, 22] .
Upon ascertaining the order of integration of each of the variables of interest, those which are integrated of the same order can then be included in a cointegration analysis. The Johansen procedure [24] , is commonly used to find the 'most' stationary linear combination of variables possible, i.e. it is a way to find the cointegrating vectors for some set of nonstationary variables. This procedure is especially for (1) I variables, and achieves estimation of the cointegrating vectors through a maximum likelihood argument. The theory behind the Johansen procedure is complex and so will not be included here (see [18] or [24] instead), however, as before, the necessary steps to implement the Johansen procedure will be provided without justification.
The first step of the Johansen procedure is to fit the variables in question to a vector autoregressive (VAR) model, which takes the form,
where the most suitable model order p has been determined by an AIC criterion or similar (see [18] for example 
From these residuals, the following product moment matrices can be defined,
Finally, using the moment matrices, the cointegrating vectors are found as the eigenvectors of the generalised eigenvalue problem, 1 11 10 00 01
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The cointegrating vector that will result in the most stationary combination of the original variables will be the eigenvector with the corresponding largest eigenvalue. Again readers are referred to [18, 20, 24] for more details of the theory behind these steps.
From a practical SHM point of view, the cointegrating vectors of a set of variables should be established using data from some training period from the undamaged structure. Upon projecting new data onto a cointegrating vector found, the combination will remain stationary all the time the structure continues to act in its normal condition, but should become nonstationary on the introduction of damage. This will be explored here in the context of a case study.
An Experimental Case Study. The uses of cointegration are explored here in the context of data collected from the Brite-Euram project DAMASCOS, which studied the damage detection capabilities of Lamb-wave propagation within composite structures. The data used here come from a Lamb-wave inspection of a composite panel subjected to temperature variations in an environmental chamber, of which the test set up is illustrated in Fig. 10.   Fig. 10 . 3mm thick composite plate instrumented with piezoceramic transmitter.
The specimen was a 3mm plate, a carbon fibre reinforced plastic (CFRP) laminate with a 0 90 / lay-up. Two identical piezoceramic discs bonded to the midpoint of the edges of the plate were used to transmit and receive fundamental symmetric ( 0 S ) and anti-symmetric ( 0 A ) Lamb-waves. The instrumented composite plate was placed in an environmental chamber whilst Lamb-wave signals were recorded every minute. The test was composed of three different parts. In the first part, the temperature was held constant at 25 C (signals 1-1355). In the second part the temperature was cycled between 10 and 30 C every nine hours (signals 1356-2482). In the final part of the testing, the temperature continued to be cycled, however, damage was introduced by drilling a 10mm hole in the plate between the two sensors (signals 2483-2944). Fig. 11 shows a typical signal from this test set up in the time and frequency domain.
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For the purposes of this work it was necessary to sub-sample the data collected from the test described above. Following the work of Manson [25] , who analysed the same data set using different methods, 50 spectral lines from the area around the peak of the frequency spectrum are selected as an area of interest (these are lines 46-95). The feature that will be studied here, then, is the amplitude of each of these 50 spectral lines for each of the 2944 signals recorded in the test; these are plotted in Fig. 12.   Fig. 11 . Typical Lamb-wave signal in time and frequency domains. Results. The data obtained from the DAMASCOS benchmark study described above provide an ideal platform for exploring the uses of cointegration for SHM, the data includes variations in the recorded signals induced by temperature and in the final stage of the test the effects of damage. If the spectral lines under investigation are cointegrated, given a suitable training period from the data, the Johansen procedure should provide a feature purged of temperature dependence which would, therefore, be stationary over the first two phases of the Lamb-wave test. On the introduction of damage the feature should become nonstationary.
For the training set, 1000 data points were used which incorporated 355 points of data from the first part of the test where the temperature of the plate was held constant, and 645 data points from the second period of the test where the temperature was cycled between 10 and 30 C. Fig. 13 shows the linear combination of all 50 features for the training period chosen. The dashed horizontal lines indicate plus and minus three standard deviations of the training data and are added to act essentially as a Statistical Process Control (SPC) X-chart limits [25] ; if a data point is outside of these thresholds it can be considered as abnormal. Studying Fig. 13 one can see that the Johansen procedure has successfully found a linear combination of the 50 features in question that is stationary over the training period, with the exception of a few points occurring around the time when the plate began to undergo its temperature cycles, between the first and second phase of the testing. This anomaly indicates that at the time of switching between the two test phases some more complex relationship between the environmental conditions and the recorded signals existed; happily, after the transition period the feature returns to an equilibrium quickly and is still valid as an anomaly detector. As the Johansen procedure has successfully created a stationary combination of the variables from a training set it remains to project all of the rest of the data onto this combination and study what happens when damage is introduced. The results are shown in Fig. 14, where the horizontal lines indicate the beginning of the temperature cycling period and the point of the introduction of damage. A clear indication of damage is apparent when the residual becomes nonstationary and deviates significantly outside the control chart boundaries (at plus and minus three standard deviations of the training residual). Cointegration looks to be a very promising approach for the data normalisation problem.
Despite the successful indication of damage by the cointegrated residual, the anomaly in the combination of the training data (in Fig. 13 ) occurring after the introduction of the temperature gradient, although understandable, is a little unsatisfactory. In this instance the problem can be remedied by analysing a smaller subset of features [26] . 
Conclusions
The objective of this paper has simply been to present some recent work on SHM from within the Dynamics Research Group in Sheffield so long conclusions are not warranted. The work has attempted to address what are arguably the two main problems associated with SHM. In the case of the problem of sourcing damage data for supervised learning, an approach to simulating damage physically by the addition of masses has been discussed. While the method has been shown to work under certain circumstances, it is not a panacea and it is expected that other proxies for damage will need to be developed. Also concerned with the problem of sourcing data, a classifier has been presented that has generalised from single-site damage data to multi-site data. Again, this is not expected to work always in the general case, but it gives hope for progress. Finally, a case study has been presented which illustrates the use of the cointegration technique imported from the econometrics field in the removal of environmental (temperature) effects from SHM feature data.
