We report on a detailed computer study of time relaxation in a nonequilibrium lattice model that involves microscopic dynamic disorder. This is an oversimplified representation of demagnetization of a set of impure ferromagnetic nanoparticles from metastable states. For some, well-defined conditions the relaxation exhibits many scales as reported for a large number of natural complex phenomena in which there is relaxation via a succession of jumps. A detailed analysis of this process in the model indicates a simple origin for the apparent scale invariance. In particular, we show that, under the presence of appropriate randomness, small jumps and (qualitatively different) large "avalanches" occur. The former have a definite typical size. The latter are always described by a power law that has both exponent and cut-off depending on the particle size, with a well-defined limit for a macroscopic particle. Furthermore, we show that the observed distribution results from summing over many exponential relaxations, each with a scale that is determined by the curvature of the domain wall at which the avalanche originates. The simple physics contents of the model, and the fact that the statistical and other properties of the relaxation are fully consistent with the ones recently reported for some electronic and granular systems suggest one that our picture may apply to a class of natural phenomena. It is likely that such a conjecture could be experimentally checked.
Introduction
Statistical analysis of time series in nature often shows that, excluding some short-length scales, fluctuations are power-law distributed [1, 2, 3, 4] . This is typically .interpreted as evidence for scale invariance. The existence of many scales is also revealed by the noise spectral density, i.e., the mean square fluctuation varies with frequency as 1/f. (To be compared with random white and Brownian processes that correspond to power spectra ∼ f −α with α = 0 and 2, respectively.) For example, Johnson reported unexpected "flicker noise" in amplifiers besides a white spectrum [5] , and similarly structured noises have been reported concerning energy released during earthquakes [6] , radiation from white-dwarfs [7] , voltage oscillations in electrical devices [8] , superconducting vortices [9] , human cognition processes [10] , avalanches in granular piles [11] , ferromagnets under slowly varying magnetic field [12] , weather time correlations [13] , ionic currents [14] , traded stocks [15] , crumpling paper [16] , rain events and drought periods [17] .
Each of these and similar phenomena has now its own more-or-less-realistic model (see the reviews [1, 2, 3, 4] ). In particular, Schottky explained the amplifiers flicker noise based on the physics of the electron transport inside a vacuum tube [18] , and the celebrated Barkhausen magnetic noise [12] is associated with the discontinuous nature of the motion of domain walls between pinned configurations in a disordered medium [19] . Nevertheless, the ubiquity of 1/f noise suggests that some essential physics might be common to all (or many of) the actual situations and their specific models. Among other approaches investigating this possibility, we mention SOC or self-adaptation into a complex, critical state [1] , the possibility that a system naturally lies on the edge between order and chaos [20] , vague proximity to a critical point [21, 22, 23] , the hypothesis that natural selection induces evolution towards a highly structured state [24] , and a number of less general mechanisms, e.g., Refs. [25, 26, 27, 28, 29, 30] . After much effort, there is no full agreement on a globally coherent explanation, however; see the criticism in Refs. [2, 4, 8, 25] , for instance. This paper reports on an effort towards better understanding this problem. That is, we analyzed in great detail a simple model system which shows 1/f noise and involves certain basic processes that seem to typically characterize the natural phenomena of interest. The model fluctuations occur as avalanches and, most important, each avalanche happens to follow a short period of "metastability". This mimics the observed discontinuous variations with time of many signals such as, for example, a current flowing through resistors [8] , the magnetization while a varying field is inducing domain rearrangements [31, 32, 19] , and the energy released during earthquakes [2, 33] . We determined the conditions in which the avalanches are power-law distributed in the model, and provide clues to extend the applicability of our findings to natural phenomena.
The versatility of both model and method of analysis has allowed us to demonstrate that the observed power law comes from a superposition of (dynamically correlated) elementary events. In particular, we here demonstrate that, under certain conditions, the model decay from a metastable state mainly consists of a series of successive exponential relaxations, each with a characteristic size. Summing over many of such elementary events for a broad random distribution of sizes results in a situation which is reminiscent of critical behavior. A well-defined connection between a multiplicity of relatively shortlived metastable situations and power laws is thus established. In spite of its mathematical simplicity, our explanation for the existence of many scales in the model is not physically trivial. More specifically, we observe that the occurrence of many scales in the model is not a general property but requires necessarily some underlying randomness that involves a nonequilibrium condition. It would be interesting to know if this fact allows one for establishing a relation between the present picture and some apparently very different explanations of scale invariance in the literature.
We finish the paper by making contact between our observations and some available experimental results. We claim that it should be possible to test our picture in a magnetic relaxation experiment, for example. Such test requires a one-by-one description of the involved elementary jump events in the actual sample, which seems to be experimentally feasible at present [34] .
Model and some results
Though our main motivation is to analyze one of the simplest possible (dynamic) situations with many successive metastable situations, as explained in the previous section, the technology of dense magnetic media provides some extra (even though loose) justification to our model system. This technology requires to control from mesoscopic to atomic magnetic particles, typically clusters of 10 4 to 10 2 spins [34, 35, 36] that exhibit a large surface/volume ratio. Consequently, a simple modelling of this is to consider a two-dimensional spin system with open (circular) boundary conditions. More specifically, this suggests one to study, as we shall do in the following, N binary spins inside a circle of radius R on a square lattice. These spins are assumed to interact according to the Ising ferromagnetic function, namely, H = − ij s i s j − h i s i , where the first sum is over nearest-neighbor pairs of spins, and the bonds with the circle exterior are assumed to be broken.
One next needs to notice that assuming small particle sizes requires dealing with impurities. That is, actual specimens have spin and bond disorder, short-length lattice inhomogeneities or random fields,... that, even at small concentration, are expected to dominate some of the properties of such nearmicroscopic particles. As a matter of fact, we shall conclude below that -as it is known to occur for many natural phenomena [37] -some microscopic disorder is essential to the fluctuating behavior of interest in this paper. We shall here represent this as a random dynamic effect, namely, s ≡ {s i = ±1} changes in the model by spin flips with rate:
Here, ∆H i stands for the flip energy cost, and the Boltzmann constant is set to unity. A motivation for this rate is that -one may argue-actual impurities will, in general, imply a dynamic perturbation that one may ideally represent by (1) . In fact, this assumption has already help the understanding of ionic diffusion during magnetic ordering [38] , and it has also been useful to model microscopic quantum tunneling [39] as well as non-localized perturbing interactions and fields [37] , for example. Concerning our case here, one knows that not only randomness but also a nonequilibrium condition are main features of the phenomena of interest, i.e., fault slips, electron transport, magnetic domain arrangements, and the like. The ansatz (1) is one of the simplest ways of implementing randomness that forces our particle to a nonequilibrium steady state. That is, the parameter p in the rate perturbs the familiar canonical drive. Lacking this perturbation (p = 0) , the equilibrium for temperature T and energy H is asymptotically reached. In general, however, the conflict in (1) -between finite and "infinite" temperature-impedes canonical equilibrium, and a nonequilibrium steady state sets instead in for any p > 0 [37] . That (1) is physically relevant in a sense is confirmed by the fact that setting p as small as, say, p 10 −6 already induces an important, qualitative modification, namely, many successive "metastable" states then occur, which is also a characteristic of earthquakes and electric or magnetic noise, for instance.
Our simulations typically began with all spins up, s i = +1 ∀i at t = 0. For a negative value of the field h, this is a metastable state. In fact, for a low enough value of the temperature T, the stable state corresponds to m ≡ N −1 i s i ≃ −1. That is, most of the spins need to flip to point down along the field direction in any stable configuration. We observed that, for some values of T, h and p, such a decay consists of a sequence of transitions through a series of short-lived states. This is illustrated in figure 1 for a particle of approximately 10 3 spins at T = 0.25 (which is about 1/10 the critical temperature of the corresponding infinite system), h = −0.1 (1/10 the exchange energy), and a very small value for the perturbation p. The same behavior ensues for many different combinations of values for these parameters. The jumps illustrated in fig. 1 do not seem to be a general property of the parameter space in the model, however, and they are hardly observable in practice in some occasions. In particular, it turns out necessary a sufficiently low choice for T, in order to produce compact configurations, which is convenient to obtain good statistics and also because a well-defined cluster concept is required in our analysis. On the other hand, the parameter p is irrelevant within a wide range, i.e., as far as both p > 0 and it induces effects that are comparable to the ones from other stochastic sources. This was already observed to occur for p = 10 −6 , which is the value we used in most of our simulation runs (see [40] for other choices). The other model parameter, h, just aims at producing metastability, so that only its sign is really relevant. However, obtaining in practice a sufficiently detailed relaxation providing good statistics requires tuning h and p consistently, and h = −0.1 turned out to be a convenient choice when p = 10 −6 . Summing up, we are describing here some typical behavior of the model, and this is due to such basic physics that one may expect to occur also, perhaps more generally in materials and other actual systems. In fact, time evolution proceeding by many transitions between short-lived, sort of metastable states seems to be the essential physics behind many different 1/f noises. That is, even though details may vary, e.g., from random interface rearrangements in the Barkhausen effect to slip complexity in earthquakes, it is very likely that the existence of multiple short-lived metastable situations constantly halting the decay characterizes a class of phenomena. Another feature in this class would be that, just before a new transition occurs, the system has naturally reached a special (kind of critical ) condition. This condition, which (except for the first transition) is attained in a relatively short time, constantly eases the system decay by notably reducing the duration of -or destroying-the involved metastable state. Is this condition perhaps the one that should be determined by some independent theory for the bulk, to make thus contact with existing pictures of scale invariance.
Taking the MCS as the relevant, macroscopic time scale, one identifies in (e.g.) fig.1 strictly monotonic changes of m (t) that we call "avalanches". Let us define the avalanche duration ∆ t ≡ |t a − t b | and size ∆ m ≡ |m(t a ) − m(t b )|, and the associated distributions P (∆ t ) and P (∆ m ). We monitored these functions after deducting a trivial (extrinsic) noise [19] , namely, small thermal events of typical size [40] 
These thermal events correspond to the short-length fluctuations that are evident by direct inspection in the inset of figure 1. The distribution P (∆ m ) that results after deducting small events is illustrated in figure 2 . This nicely fits
with
where we measured τ ∞ = 1.71 (4) . Figure 3 depicts the corresponding duration distributions. They are well described by
where we measured α ∞ = 2.25 (3) . We also monitored the time it takes the system to attain the mentioned critical condition since the last transition, i.e., the lifetime of the special metastable situations that occur during relaxation. This follows an exponential distribution. In both cases, size and duration, the power law ends with an exponential tail,
The cutoff values that we observe follow∆ * ∼ R β with β m ∼ 2.32 (6) and β t ∼ 1.53 (3), respectively. Concerning P (∆ t | ∆ m ) , i.e., the probability that the The above picture has other interesting features. One is that the occurrence of a power law requires both free borders and the nonequilibrium condition. That is, scale invariance does not emerge, but the distributions P (∆) look approximately exponential instead, if the particle has periodic borders and/or one sets p = 0 in eq. (1). This is interpreted below. Another main result is that the reported power laws are in fact a sum of exponential contributions.
To prove the latter result, we followed the demagnetization process in a large circular particle. The main interest was in the interface between the rich and poor spin-up regions at low temperature. One observes curved interfaces due to the faster growth of the domain near the concave open borders. In fact, the critical droplet always sprouts at the free border [41] . Then, given that curvature costs energy, the large avalanches tend to occur at the curved walls, which then transform into rather flat interfaces. We confirmed this by estimating the mean avalanche size ∆ m and interface curvature C as a function of magnetization m. The curvature C is defined here as the number of rising steps at the stable-metastable interface [42] . We plot in figure 4 our results for these observables. After averaging over many independent runs, definite correlations show up. That is, as one could perhaps have imagined, the event size is determined by the interface curvature just before the avalanche occurs. This is confirmed by monitoring P (∆ m | C) , the conditional probability that an avalanche of size ∆ m develops at an interface region of curvature C. We studied this in great detail by simulating an interface of constant curvature evolving by (1). Figure  5 uncovers that P (∆ m | C) has two regimes for given C. The first one corresponds to the small thermal events mentioned above, namely, those of typical size given by (2) . The second regime exhibits, contrary to the situation in figure  2 , (stretched-) exponential behavior, namely
with η ≈ 0.89. That is, a wall of curvature C induces avalanches of typical sizē ∆ m (C) . This fact turns out most relevant because, due to competition between the randomness induced by free borders and the one induced by p in (1), the interface tends to exhibit a broad range of curvatures with time. More specifically, relaxation proceeds via a series of different configurations, each characterized by a typical curvature of the interface and by the consequent typical form of the critical droplet inducing the avalanche. Therefore, what one really observes when averaging over time is a combination of many different avalanches, each with its typical well-defined (gap-separated) size and duration, which results in an effective distribution. The fact that this combination depicts several decades (more the larger the system is) of power-law behavior can be understood on simple grounds.
Let Q (A) the probability of A, and P (x | A) = A exp (−Ax) the probability of an event of size x given A. Assume that A can take a finite number of equally spaced values A k , k = 0, 1, 2, . . . , n, in the interval [A min , A max ] , so that A k = A min + kδ with δ = (A max − A min ) /n, and that all of them have the same probability, Q (A) = const. One obtains that
This is compared in figure 6 with data to illustrate an excellent agreement.
(Interesting enough, the agreement improves for random A k .) Fig. 6 also illustrates that the power-law behavior extends in practice up to a cutoff given by exp (−xA min ) . Assuming ∆ m ∼ ∆ γ t , one may obtain the duration distribution by combining (8) with P (∆ m )d∆ m = P (∆ t )d∆ t . The comparison of the resulting curve with data (see figure 6 ) leads to γ ≃ 1.52, in agreement with the value obtained above from the cutoff exponents β. This shows how the superposition of a large, finite number of exponential distributions, each characterized by a typical scale results in an effective global distribution consistent with scale invariance. The observed cutoff then corresponds to the slowest exponential relaxation.
Discussion
In summary, a detailed analysis (at the microscopic and mesoscopic levels) reveals that our model system relaxes via near-exponential events, each with its well-defined scale. One also observes a broad range of possible different scales which is induced by the underlying randomness. Many elementary events may thus combine into a distribution that exhibits a clean power-law portion. A main conclusion is that this (limited) scale invariance in the model is not the consequence of criticality in the familiar sense. The latter involves also diverging correlation length and, consequently, universality, which do not hold in our simulations. An intriguing question is whether or not this conclusion applies also to 1/f fluctuations in natural phenomena, where it might be difficult to investigate separate elementary events. Our approach to this issue consists in trying to determine the (basic) physical relevance of the model by comparing its qualitative and quantitative emergent behavior with available laboratory observations. We also complement in this section our picture with some additional observations.
We first remark that analyzing the fluctuations of interest requires a previous scrutiny of data separating small, completely random events -see eq. (2)-from larger, more structured events, "avalanches" which exhibit a complex nature, e.g., non-trivial correlations. This is both theoretically motivated [2, 19] and supported by experiments [43, 44] . The large model fluctuations are then accurately described by a power law with an exponent and a cutoff which depend on the size of the system, and have a well-defined limit for a macroscopic particle. The statistical properties of this distribution are indistinguishable in practice from what one measures in some natural phenomena. For instance, size corrections similar to the ones in (4) and (6) for τ and α, respectively, have been reported in avalanche experiments on rice piles [11] , and our values for the infinite case are amazingly close to the ones reported in magnetic experiments, e.g., τ ∞ = 1.77 (9) , α ∞ = 2.22 (8) and γ = 1.51(1) in Ref. [19] for quasi-two dimensional systems. (See also Ref. [43] .) Moreover, our cutoff values in (7) follow the precise trend observed, for instance, in magnetic materials [45, 46] . Notice that such size dependence, which has been interpreted as identifying genuine critical behavior [2] , has a simpler explanation in our picture above.
Interesting enough, our picture is also consistent with the fact that one variously observes either power-law or exponential distributions, or a mixture of both, in different but closely related experiments and even in different regimes of the same experiment [2, 11] . In fact, we have described in the previous section such a situation. Also noticeable is that our model predicts the large avalanches size to increase exponentially with the particle size. That is, even though free borders (a surface effect) are essential to the phenomena, increasing the particle size to macroscopic will not prevent one from apparently observing all scales, including avalanches of fully macroscopic size.
The most deeply studied case of nonequilibrium "scale invariance" is perhaps that of Barkhausen noise, so that some specific comments are in order. The observed many scales for the magnetization fluctuations in this case are at present believed to reflect the existence of a (nonequilibrium) critical point [46] . Detailed explanations are somewhat unconvincing [1, 2] , however. In fact, critical exponents are reported to differ for different conditions and materials [46, 19] , and lack of universality is so important that many applications rely on the sensibility of emissions to the sample microstructural details [47] . This brings some doubts into the existence of a critical point. The available data might be better understood by assuming that scale invariance emerges due to the superposition of many different, well-defined typical scales. The many transitions through a series of short-lived metastable states in our model would correspond to topological rearrangements of domain walls in the Barkhausen case. The underlying randomness (e.g., finite-size effects and nonequilibrium perturbation) associated with the domains would constantly induce changes of scale.
This picture does not imply universality (microscopic details now matter), and it also explains further features in nature. For instance, in addition to accurately reproduce the power-laws and the corresponding cutoffs, this picture is consistent with reproducibility. This refers to the fact that experiments reveal that avalanches -unlike the small events-tend to occur at the same stages of evolution [48] . This implies dynamic correlation, which is in fact uncovered in our model by the behavior of ∆ m versus C as a function of m in figure 4 . In simpler terms, the model exhibits a high degree of reproducibility (which only concerns the non-trivial, large events) due to the previously-discussed strong tendency of the critical droplet to sprout at the border. The simulations indicate that this occurs more markedly the lower h and T are, i.e., when the system is more efficient in selecting the most (energetically) favorable configuration. Interesting enough, a similar reproducibility -which is difficult to explain by other theories-has been reported to characterize other types of noise [8] .
Most remarkable is the fact illustrated by figure 4 that elementary events in the model are not independent but dynamically correlated. This has been reported to characterize also some actual situations [49] , which implies another close statistical relation between these and the model. On the other hand, trying to close further this relation, it would be interesting to analyze the occurrence and detailed properties of "short-lived metastable" states in nature. These states are associated in the model with flat interfaces. That is, once the initial metastability breaks down, the particle becomes inhomogeneous, and flat interfaces have a significant probability to form after each avalanche (which aims at minimizing interfacial energy). As this is the most stable configuration against small perturbations, the system remains with magnetization m (t b ) until a large enough fluctuation occurs that initiates the next avalanche. We do not attempt here a more detailed description of this scape mechanism, by which one might relate our picture to other existing theories. In any case, after averaging over many independent particles, we observe that lifetimes depict an exponential distribution. Therefore, there is a typical scale. This scale turns out to be much shorter than the time scale for the system relaxation, as reported to characterize nonequilibrium criticality; see, for instance, Ref. [2] . A more detailed look, which requires averaging over time intervals, reveals that this scale definitely decreases with t from, say, macroscopic ( 10 5 MCS) to microscopic (∼ 10 MCS). This feature, which is already evidenced by (direct inspection of) figure 1, is one that could perhaps be easily detected in experiments.
The indicated (statistical and other) fits seem to confirm the physical relevance of the model. More precisely, we believe that the mechanism of successive transitions for certain parameter values in our system is a good model for similar processes in some natural systems. Of course, this is compatible with the obvious fact that our system lacks some (even important) reality. It should be clear that one may obtain a closer and more detailed description of the processes of demagnetization of nanoparticles, Barkhausen rearrangement of domains, etc. by other means. It is likely that the resulting realistic approach would be so involved, however, that a close relation between microscopics and the observed behavior would then be very difficult in practice. It is the simplicity and versatility of our model and simulation that allows one to understand interesting aspects of the phenomenon. It seems sensible to accept that the model provides sort of a cartoon for the behavior of an ideal magnetic nanoparticle and, more important, that it illustrates relaxation by transitions through a series of special metastable states, which seems an essential ingredient in a class of phenomena. This believe is reinforced by the fact that our observations concerning statistical properties of the avalanches seem to match very well some experimental observations. If this is granted, a coherent understanding of "scale-free" noise ensues from the assumption that signals in such actual cases can be traced back to a set of transitions, each with a typical scale which is determined by microscopic details of the evolution.
Finally, we mention that there are other possible explanations for 1/f noise based on non-critical mechanisms; see, for example, Refs. [8, 25, 26, 27, 28, 29, 30] . These are less general than the mechanism proposed here, and often restricted to some very specific situation. Furthermore, some of these descriptions may be interpreted at the light of a superposition of many different typical scales, as in our mechanism. A similar origin for electronic 1/f noises was suggested many years ago ( [50, 51, 52] ; see also [8] and references therein), though the present paper is, to our knowledge, the first one in establishing an explicit relation between elementary events and microscopic physical processes.
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