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Sopory, Ph.D.  
 
 
Two studies investigated a cognitive model of college choice and the effect of 
visual-verbal redundancy in student recruitment messages on the decision factors. The 
proposed model integrated the college choice model (Hossler & Gallagher, 1987) with 
the effortful decision-making and enactment model (Bagozzi, Dholakia, & Basuroy, 
2003) and contained 14 latent variables: goal feasibility, positive anticipated emotions, 
negative anticipated emotions, decision process importance, decision process effort 
investment, decision process confidence, subjective norm, attitude, perceived behavioral 
control, goal desire, goal intention, behavioral desire, behavioral intention, and plan 
enactment. The model was tested on self-report data from students in three high schools 
in Northwest Tennessee using structural equation modeling. 
Study 1 results showed that a measurement model using both formative and 
reflective indicators provided the best data fit. Post-hoc modifications indicated three 
latent variables: predisposition, intention, and plan enactment. Goal feasibility, decision 
process importance, and attitude were significant indicators for predisposition; campus 
feature knowledge was a significant indicator for plan enactment; and predisposition was 
significantly related to intention but intention was not significantly related to plan 
enactment.  
 vii
Study 2 cross-validated the revised model from Study 1 and tested hypotheses 
related to visual-verbal redundancy in student recruitment messages. Visual-verbal 
redundancy was manipulated via a message containing a photograph (visual element) and 
text (verbal element), where the photograph either had substantial overlap (high 
redundancy) or very little overlap (low redundancy) with the key point of the text. Goal 
feasibility, decision process importance, subjective norm, and attitude were significant 
indicators for predisposition in the high visual-verbal redundancy group; positive 
anticipated emotion, subjective norm, and attitude were significant indicators for 
predisposition in the low visual-verbal redundancy group; ability was significantly and 
positively related to intention whereas perceived behavioral control was significantly but 
negatively related to intention in the low visual-verbal redundancy group; predisposition 
was significantly related to intention in both groups. Positive decision process 
importance, subjective norm, attitudes, and perceived behavioral control were higher in 
the high than in the low visual-verbal redundancy group. The results offer implications 
for college choice and persuasion theory as well as recommendations for education 
policymakers and student recruitment message designers.  
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College choice is a complex goal-directed decision process that relies heavily on 
the processing of persuasive messages. Higher education institutions invest a significant 
amount of resources in student recruitment. Public two-year institutions in the United 
States had a median cost of $263 per new students in 2009 (“2009 Cost of Recruiting 
Report: Comparative Benchmarks for Two-Year and Four-Year Institutions,” 2009). 
Public U.S. four-year institutions had a median cost of $461 and private institutions in the 
U.S. had a median cost of $2,143 per new student in 2009 (“2009 Cost of Recruiting 
Report: Comparative Benchmarks for Two-Year and Four-Year Institutions,” 2009). Yet 
many college recruitment directors have acknowledged they spend thousands of dollars 
every year on materials that are ineffective (Hoover, 2010). A report issued by the 
National Postsecondary Education Cooperative (NPEC) argued that examining the way in 
which student recruitment information is used during the decision-making process is 
critical for understanding the complexities of the college choice process (MacAllum, 
Glover, Queen, & Riggs, 2007).  
A large portion of most university student recruitment budget is invested in 
printed and online recruitment materials. A content analysis of student recruitment 
materials indicated that the majority of universities used a combination of visual and 
verbal message elements (Hite & Yearwood, 2001). Both the visual and verbal elements 
of a message can provide information and persuade students. Visual-verbal redundancy 
refers to the degree to which the visual and verbal elements overlap (Cappella, Leader, 
Kang, & White, 2007). Visual-verbal redundancy is measured on a continuum ranging 
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from completely contradictory to completely redundant. The level of visual-verbal 
redundancy in a message can influence message processing (Grimes, 1991; Lang, 2000), 
message evaluation (Banks, 2006; Zhou, 2005), and attitude toward the organization 
(Childers & Jass, 2002; Henderson, Giese, & Cote, 2004).  
Traditional college choice models that form the foundation of most institutional 
recruitment plans lack a clear theoretical framework and fail to address the psychological 
processes involved in the college choice process (Martin, 2006; Southerland, 2006). Very 
little research has been conducted to examine the influence of the level of visual-verbal 
redundancy in a student recruitment message despite the widespread use of visual and 
verbal message elements. This project attempts to address the shortcomings of the 
traditional college choice model by developing a theoretically based college choice 
model and examine the influence of visual-verbal redundancy in a student recruitment 
message on this process. 
This chapter presents an overview of the college choice, goal-directed behavior 
and decision-making, and visual-verbal redundancy literature. The proposed cognitive 
model of college choice as well as the theoretical and practical significance of this project 
is discussed. The chapter concludes with an overview of the chapter organization for the 
dissertation. 
Overview of College Choice Literature 
Litten (1982) defined college choice as the deductive actions students go through 
when deciding whether or not to continue into higher education. More than four decades 
of academic and industry research has provided a detailed body of knowledge about the 
individual characteristics, external influences, and institutional factors that influence the 
 3
college choice process. Personal characteristics including socioeconomic status (Hossler 
& Gallagher, 1987; MacAllum et al., 2007), race, ethnicity, and cultural background 
(Zimbroff, 2005), academic ability (Chapman, 1981; Hossler, Schmit, & Vesper, 1999; 
Litten, 1982; MacAllum et al., 2007), significant others (Chapman, 1981; Hossler et al., 
1999; Hossler & Gallagher, 1987; Galotti & Mark, 1994; MacAllum et al., 2007; Sevier, 
1987), aspirations (Chapa & De La Rosa, 2004), and attitudes and expectations 
(Chapman, 1981; Hossler & Gallagher, 1987; Jackson, 1982; Martin, 2006) influence 
students’ predisposition toward attending college. Institutional factors including quality 
of faculty (Lenning & Cooper, 1978; Sevier & Kappler, 1997), safety (Sevier & Kappler, 
1997), availability of majors (Litten & Brodigan, 1982; Sevier & Kappler, 1997), course 
transferability (Lenning & Cooper, 1978), availability of scholarships and financial aid 
(Lenning & Cooper, 1978; Litten & Brodigan, 1982; Sevier & Kappler, 1997), 
friendliness (Sevier & Kappler, 1997), academic reputation (Sevier & Kappler, 1997), 
location (Gilmore et al., 1978), social atmosphere (Lenning & Cooper, 1978; Litten & 
Brodigan, 1982; Sevier & Kappler, 1997), and cost of attending and financial aid 
packages (Sevier & Kappler, 1997). 
Hossler and Gallagher’s (1987) college choice model proposed that students move 
through three phases as they work through the process of choosing a college. First, in the 
predisposition phase, students determine the degree to which they want to attend college. 
Students with a sufficient predisposition toward attending college move to the second 
phase. The second phase is the search phase and it involves actively searching for 
information about the requirements, options, and characteristics that would fulfill their 
goal of attending college. Traditional institutional recruitment plans begin actively 
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targeting students in the search phase. Most printed recruitment material and websites 
assume that students have entered the search phase and are interested in attending 
college. The search phase concludes with students identifying their top choices (Jackson, 
1982). Students in the final phase, the choice phase, directly compare the college 
institutions on their short list and identifying the top choice. This phase is completed once 
students apply and enroll at the institution of their choice. While the model proposed by 
Hossler and Gallagher (1987) organized individual characteristics, external influences, 
and institutional characteristics into logical phases the model does not explain how those 
factors influence the decisions made during the college choice process and it failed to 
provide a theoretical framework for exploring message effects. 
Overview of Goal-Directed Behavior and Decision-Making Literature 
The literature related to goal-directed behavior and decision-making is extensive. 
Ajzen’s (1988) theory of planned behavior forms the theoretical foundation for much of 
this research. The theory of planned behavior postulates that behavioral intentions are 
influenced by an individual’s attitude toward performing the behavior, subjective norm or 
the perceived influence of others in regard to the behavior, and the perceived behavioral 
control over implementing the behavior. There is a positive relationship between these 
three factors and intentions. Armitage and Conner’s (2001) meta-analysis indicated that 
attitude toward behavior, perception of social pressure, and perception of control 
accounted for 39% of the variance in behavioral intention and 27% of actual behavior. 
Despite its popularity and proven success in predicting behavior, some researchers have 
pointed to one major limitation of the theory. The TPB assumes that individuals make 
decisions in a rational, logical, and linear manner (Armitage & Conner, 2001) and that 
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behavior is the result of a well-reasoned and systematically thought-out process (Wang, 
2006). The TPB has also been criticized for its lack of an affective, or emotional, 
component (Wang, 2006). While the TPB explained a significant amount of variance in 
behavioral intention and behavior, a large gap still existed between intentions and 
behavior (Abraham & Sheeran, 2003). 
Perugini and Bagozzi (2001) proposed the model of goal-directed behavior 
(MGB) to address some of the limitations of the TBP. In addition to the traditional TBP 
factors, the MGB incorporated anticipated emotions, desires, and frequency and recency 
of past behavior into the decision-making process. First, an individual must first develop 
a desire to pursue a goal before developing an intention to perform the behavior needed 
to achieve the goal. Desire is a motivational factor that influences behavioral intention by 
influencing the intensity with which an individual pursues a goal (Bagozzi & Dholakia, 
1999; Bagozzi, Dholakia, & Basuroy, 2003). Next, anticipated emotions directly 
influence the desire to pursue a goal. The desire to pursue a specific goal increases as the 
intensity of anticipated emotions increases (Bagozzi et al., 2003) The addition of 
anticipated emotions reflected the natural decision-making process because individuals 
consider the emotional consequences of either achieving or not achieving a desired 
behavior or goal (Bagozzi, Baumgartner, & Pieters, 1998; Parker, Manstead, & Stradling, 
1995). Anticipated emotions combined with the traditional TPB factors have been used to 
explain additional unique variance in behavioral intentions and actual behavior (Abraham 
& Sheeran, 2003; Kraft, Rise, Sutton, & Røysamb, 2005). Finally, the frequency and 
recency of past behavior allows the researcher to account for automatic or habitual 
behavior that influences desires and intentions (Perugini & Bagozzi, 2001). The MGB 
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explained more variance than the TPB in intentions to diet, exercise, and study (Perugini 
& Bagozzi, 2001) as well as intentions to implement measures to regulate hypertension 
(Taylor, Bagozzi, & Gaither, 2001). 
Bagozzi et al. (2003) proposed that effortful, goal-directed decisions begin with 
the desire to pursue a goal, proceed to an intention to take action, and conclude with 
enactment of the action plan. The model of effortful decision-making and enactment 
expanded the theory of planned behavior and model of goal-directed behavior. First, the 
model accounts for the influence of anticipated emotions on the decision making process. 
Secondly, it postulates that an individual must first have a desire to achieve the goal 
before considering the actions needed to implement the behavior. Goal feasibility 
anticipated emotions, decision process importance, decision process effort investment, 
and decision process confidence influence the strength of goal desire and intention 
(Bagozzi et al., 2003). Subjective norm, attitude, and perceived behavioral control 
influence implementation desires and intention (Bagozzi et al., 2003). Finally, individuals 
enact the steps necessary to realize the goal. It is at this stage that individuals begin 
implementing the action plan developed during the previous stage. It is possible that 
individuals could revise the plan to result in successful goal achievement (Bagozzi et al., 
2003). The model of effortful decision-making explained a larger amount of variance 
desires and intentions than either the MGB or TPB. Bagozzi et al. (2003) suggested that 
the model of effortful decision making and enactment would be useful for explaining 
how individuals make significant decisions during which the decision process occurs 
over an extended period of time. 
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Overall, the literature suggests that goal-directed decisions begin with a desire to 
pursue the goal (Bagozzi et al., 2003; Bagozzi & Dholakia, 1999; Perugini & Bagozzi, 
2001). Individuals with a sufficient desire to pursue a goal develop a stronger behavioral 
intention (Bagozzi et al., 2003; Bagozzi & Dholakia, 1999; Perugini & Bagozzi, 2001). 
Behavioral intention, in turn, is positively related to actual behavior (Ajzen, 1991; 
Armitage & Conner, 2001; Bagozzi et al., 2003; Perugini & Bagozzi, 2001; Taylor et al., 
2001). Goal feasibility anticipated emotions, decision process importance, decision 
process effort investment, decision process confidence, subjective norm, attitude, and 
perceived behavioral control can influence goal desire and behavioral intention. 
Overview of Visual-Verbal Redundancy Literature 
The college choice process is heavily dependent on the processing of persuasive 
messages (Sevier, 1987). As previously mentioned, understanding how this information 
influences college choice is an important step in developing a clearer understanding 
students’ decision-making process (MacAllum et al., 2007). A content analysis of college 
viewbooks, the primary printed recruitment publication, indicated that the use of text 
combined with photographs was nearly universal (Hite & Yearwood, 2001). Message 
designers need to understand how visual and verbal information interact and how that 
interaction influences the effectiveness of persuasive messages (O'Mara-Croft, 2008). 
Structural, content, and individual characteristics can influence message 
processing. Structural characteristics have included pacing (Lang, 2000; Lang, Potter, & 
Bolls, 1999), arousal level of visuals and content (Lang et al., 1999; Zhou, 2005), and 
choice of delivery medium (Grabe et al., 2000). Content features that have been shown to 
influence message include argument strength (Lord, Lee, & Sauer, 1995; Muehling & 
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Laczniak, 1988), personal relevance of the message (Lang et al., 2002; Thorson & Lang, 
1992), and visual-verbal redundancy (Grimes, 1991; Lang, 1995; Lang 2000; Lang et al., 
1999). In addition to message features, a variety of individual characteristics influence 
the way in which an individual processes information. Some of those characteristics 
include motivation (Schumann, Petty, and Clemons; 1990; Todorov et al., 2002), 
involvement (Andrews, Durvasula, & Akhter, 1990), need for cognition (Cacioppo, Petty, 
Kao, & Rodrigues, 1986; Mantel & Kardes, 1999), personal goals (Lang, 2000), mood 
and emotion (Bless, 2000; Bless et al., 1990; Forgas & Bower, 1987; Scharwz, 2000; 
Srull, 1984), and attitudes toward the behavior or advertisement (Burton & Lichenstein, 
1988; Lord et al., 1995; MacKenzie, Lutz, and Belch, 1986). All of the message features 
and characteristics work together to influence the effectiveness of messages in any given 
communication situation. 
Dual processing models, primarily the elaboration likelihood method (ELM; Petty 
& Cacioppo, 1996) and heuristic-systematic model (HSM; Eagly & Chaiken, 1993), 
propose that consumers use two cognitive paths to process information. The first path is 
referred to as the systematic (Eagly & Chaiken, 1993) or central route (Petty & Cacioppo, 
1996). This path focuses on the information presented in the message and is characterized 
by a more effortful, thorough processing of the message. Systematic processing requires 
more cognitive resources as the individual would pay closer attention to the claims in the 
message and make detailed comparisons. The second path is referred to as the heuristic 
(Eagly & Chaiken, 1993) or peripheral path (Petty & Cacioppo, 1996). This path uses 
more superficial processing and relies on cues and mental shortcuts to process 
information. Speaker credibility, emotional appeals, and message attractiveness or 
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likability are common heuristic cues used to process and evaluate messages (Jorgensen, 
1998). Advertising research has consistently shown that consumers’ motivation, 
opportunity, and ability (MOA) to process an advertisement plays a significant role in 
message evaluation and processing (McCarthy & Mothersbaugh, 2002). Research also 
indicates that affect, emotion, and mood can influence message processing (Bless et al., 
1990). Negative emotions and bad moods tend to encourage more detailed processing and 
a greater effectiveness of strong arguments, whereas positive emotions and happy moods 
tend to encourage less detailed processing and greater effectiveness of weak arguments 
and peripheral cues (Bless et al., 1990). 
The limited capacity model of mediated message processing proposed that 
structural and content features of a message can influence the cognitive processing 
strategy that is used and can predict the conditions under which a message will be most 
effective (Lang, 2000). According to the model, message processing involves encoding, 
storing, and eventually retrieving information from the mediated message. An individual 
experiences cognitive overload when structural or content features create an environment 
that requires more attention and effort to process than the individual can invest. The 
overload forces the individual to sacrifice the effort invested in encoding and storage of 
information. 
Visual-verbal redundancy is one message feature that has not been examined 
extensively in message design research. Visual-verbal redundancy serves as an indicator 
of the degree of overlap between visual and verbal components of a message (Cappella et 
al., 2007) and is measured on a continuum ranging from high to low. Visual-verbal 
redundancy can influence message effectiveness in three ways. First, high visual-verbal 
 10
redundancy unifies two streams of information and requires fewer cognitive resources 
during the encoding stage of message processing (Lang, 2000; Lang et al., 1999; Zhou, 
2005). Second, moderate to high levels of visual-verbal redundancy have correlated to 
more positive attitudes toward the advertisement, brand, or organization (Zhou, 2005). 
Finally, visual-verbal redundancy can increase effectiveness by reinforcing the central 
message visually when the viewer is not processing the text as thoroughly (Grimes, 
1991).
Visual and verbal message components are used extensively in advertising. Visual 
components can include photographs, graphics, and even typography and the verbal 
components can either be aural or written/textual content (Cappella et al., 2007). 
Research indicates that visual and verbal information influences message processing 
differently. The dual processing models generally propose that visual components are 
processed heuristically, especially when the individual lacks motivation, opportunity, or 
the ability to process the message. However, communication research in rhetoric and 
semiotics suggest that visual components can also be processed systematically when the 
individual is sufficiently motivated, has sufficient opportunity, and has the ability to 
thoroughly process the message. Visual components tend to be more effective when the 
individual lacks motivation (Childers & Jass, 2002), has lower need for cognition and a 
higher need for affect (Sojka & Giese, 2006), and the accompanying text has a low 
imagery index (Unnava & Burnkrant, 1991). Verbal components tend to be more 
effective when the individual are sufficiently motivated (Childers & Jass, 2002), has a 
higher need for cognition and a lower need for affect (Sojka & Giese, 2006), and the 
accompanying text has a high imagery index (Unnava & Burnkrant, 1991).  
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Proposed Cognitive Model of College Choice and Visual-Verbal Redundancy 
The current project develops and tests a new cognitive model of college choice. 
The new model integrates the characteristics and factors identified in the college choice 
model developed Hossler and Gallagher (1987) with the theoretical framework of the 
model of effortful decision-making and enactment (Bagozzi et al., 2003). This project 
also examines the influence of high and low visual-verbal redundancy in a hypothetical 
print advertisement on the factors included in the cognitive model of college choice.  
Theoretical and Practical Importance of Project 
This project contributes to previous college choice theory in three ways. First, the 
model supports the conceptualization of college choice as a multi-phase decision-making 
process. Second, the results develop a clear picture of how some of the factors previously 
identified in college choice research influence the decision-making process. Third, the 
cognitive model of college choice provides an initial attempt to address the shortcomings 
of previous college choice models by developing theoretically based framework for 
understanding the psychological factors involved in the process. Fourth, the project 
addresses the challenge set forth in the NPEC study (MacAllum et al., 2007) to develop a 
better understanding of how students use information during the college choice process 
by examining the influence of visual-verbal redundancy.  
This project also extends persuasion theory in three ways. First, this project 
attempts to replicate the model of effortful decision-making and enactment developed 
and proposed by Bagozzi et al. (2003). Second, the influence of visual-verbal redundancy 
is extended beyond recall and attitude toward the message. Finally, the use of formative 
and reflective indicators in the measurement portion of the cognitive model of college 
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choice provides an alternative conceptualization of variables commonly used throughout 
decision-making and goal-directed literature. Reflective indicators are measurement 
items that reflect the underlying latent variable. Items used as reflective indicators for a 
common latent variable measure the same dimension of the construct and are 
interchangeable with each other (MacKenzie, Podsakoff, & Jarvis, 2005). Formative 
indicators, on the other hand, measure different aspects of a construct and combine to 
form a single latent variable (MacKenzie, et al., 2005).  
In addition to college choice and persuasive theory, this project develops practical 
recommendations for education policymakers and student recruitment message designers. 
The cognitive model of college choice in this project provides a framework for 
understanding how different factors influence the decisions made in the college choice 
process. It also provides some insight into how the level of visual-verbal redundancy in a 
recruitment message could influence the decision-making factors. 
Chapter Organization 
The study proposed in the following chapters a new cognitive model of college 
choice and tested the influence of high and low visual-verbal redundancy on the 
psychological factors included in the model. Chapter 2 presents a review the college 
choice, goal directed behavior, and decision-making literature. Chapter 3 presents a 
review of the message processing and visual-verbal redundancy literature. Chapter 4 
provides the rationale and hypotheses for the study and proposes a cognitive model of 
college choice. Chapter 5 describes the method and results for the pilot study. Chapter 6 
describes the method and results for the main study testing the cognitive model of college 
choice. Chapter 7 describes the methods and results for the visual-verbal redundancy 
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experiment. Chapter 8 discusses the results from the two main studies and the theoretical 




Review of College Choice and Decision-Making Literature 
 Teenagers make many decisions before they graduate from high school. Out of 
these, perhaps deciding whether or not to pursue a college education is the most 
important decision that every student must make. Litten (1982) defined college choice as 
the deductive actions students go through when deciding whether or not to continue into 
higher education. The college choice process is a complex decision influenced by many 
factors. This chapter reviews the literature related to college choice, goal-directed 
behavior, and decision-making.   
The College Choice Process 
More than four decades of academic and industry research has provided a detailed 
body of knowledge about the individual characteristics and external factors that influence 
the college choice process. Hossler and Gallagher (1987) synthesized much of the early 
college choice research into a three-phase college choice model. First, students determine 
whether or not they have a desire to attend college or not during the predisposition phase. 
Second, students search for information about the requirements, options, and 
characteristics that would fulfill their goal of attending college during the search phase. 
Traditional institutional recruitment plans also begin actively targeting students in this 
phase. Most printed recruitment material and websites assume that students have entered 
the search phase and are interested in attending college. Students sift through and 
evaluate an overwhelming amount of information and identify the top choices (Jackson, 
1982). Finally, students directly compare the college institutions on their short list and 
identify the top choice during the choice phase. This phase is completed once students 
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apply and enroll at the institution of their choice. The three stages roughly correspond to 
the sophomore, junior, and senior years of high school. However, it is possible that the 
process could begin earlier or later. The timing depends on social circumstances and 
personal characteristics. 
Hossler and Gallagher (1987) grouped the many factors that influence college 
choice into two categories. First, a variety of individual factors influence a student’s 
predisposition to attend college, college search strategies, and the choice process. Second, 
students’ decisions about college are influenced by a variety of organizational factors 
including campus characteristics and recruitment activities sponsored by specific 
institutions.  
Predisposition phase. The college choice process begins with students deciding 
whether or not college attendance is an important personal goal. Students with a strong, 
positive predisposition toward attending college are more likely to progress through the 
college choice process than students with a weak or negative predisposition toward 
college attendance (Hossler & Gallagher, 1987). Students begin to develop an awareness 
about college as early as middle school as they start to receive encouragement from 
parents, enroll in college preparatory courses, and develop aspirations (MacAllum et al., 
2007). This phase usually last longer than the search and choice phases. Predisposition is 
influenced by four categories of individual factors – personal characteristics, significant 
others, previous academic performance, and aspirations (Hossler & Gallagher, 1987). 
 First, previous college choice research has identified many personal 
characteristics that influence predisposition. Socioeconomic status influences students’ 
predisposition to attend college (Hossler & Gallagher, 1987; MacAllum et al., 2007). 
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Chapa and De La Rosa (2004) found that students from lower income families expressed 
the opinion that college was too expensive and often did not consider going to college. 
Cabrera and La Nasa (2001) found that students from high socioeconomic families were 
much more likely to successfully complete the college choice process than student from 
low socioeconomic families. Students from higher income families are more likely to 
want to attend college and usually consider larger universities and private institutions 
(MacAllum et al., 2007). Race, ethnicity, and cultural background also influence 
predisposition. Hispanic females are less likely to consider going to college because of 
the cultural emphasis on traditional gender roles (Zimbroff, 2005). Mexican American 
students tend to not consider attending college in part because of the collectivist nature of 
the culture (Zimbroff, 2005). African Americans often express feelings that attending 
college is not a feasible option due to concerns about social barriers (MacAllum et al., 
2007). The National Postsecondary Education Cooperative (NPEC) study (MacAllum et 
al., 2007) also found that there were differences between students who were the first in 
their families to attend college and those students with family members that had attended 
college. First-generation students were less likely to receive parental support, were more 
likely to attend a college close to home, and were more concerned about financial 
considerations than students with family members, especially parents, with college 
experience. Academic ability (Litten, 1982; MacAllum et al., 2007) and extracurricular 
involvement (MacAllum et al., 2007) can also influence predisposition. Tillery (as cited 
in Chapman, 1981) found that students with higher confidence in their academic ability 
had a stronger desire to attend college. Students that displayed high levels of high school 
achievement also reported receiving more encouragement from others to attend college 
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and received a higher proportion of scholarship than low achieving students (Chapman, 
1981). Hossler, Schmit, and Vesper (1999) found that students with an A or B average 
were much more likely to attend college than to enlist in the military or enter the 
workforce. Students with a C average were less likely to attend a four-year college. 
Second, the opinions and expectations from others influence predisposition. 
Students rely on advice from counselors, teachers, family members, friends, and others 
when making decisions about college (Chapman, 1981; Hossler et al., 1999; Hossler & 
Gallagher, 1987; Galotti & Mark, 1994; MacAllum et al., 2007; Sevier, 1987). These 
individuals shape students’ opinions about what to expect from college, which colleges to 
consider, and various aspects of specific campuses (Chapman, 1981). A study conducted 
by Hossler et al. (1999) indicated that parental support and encouragement was the 
strongest predictor of college attendance. The NPEC study (MacAllum et al., 2007) also 
found that parents strongly influenced the final college selection of most students 
followed by friends and guidance counselors. Friends are especially influential during the 
later part of the selection process because students take into consideration the opinions 
and experiences of their peers when making their final choice (Galotti & Mark, 1994; 
MacAllum et al., 2007). 
Third, student aspirations play a role in determining the predisposition to attend 
college. Chapa and De La Rosa (2004) argued that it is during the predisposition phase 
that students develop an awareness of the value of certain career paths and the role that a 
college education plays in achieving career goals. Pope and Fermin (2003) found that 
possibility of getting a better job, making more money, and achieving personal goals 
influenced students of all backgrounds to consider attending college. 
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Predisposition to attend college is also influenced by a variety of organizational 
factors. High school and college characteristics including high school curriculum 
requirements as well as location and proximity to home have been shown to influence 
predisposition. A significant portion of college choice research focused on identifying 
characteristics and attributes that appeal to students. Commonly reported characteristics 
of interest included quality of faculty (Lenning & Cooper, 1978; Sevier & Kappler, 
1997), safety (Sevier & Kappler, 1997), availability of majors (Litten & Brodigan, 1982; 
Sevier & Kappler, 1997), course transferability (Lenning & Cooper, 1978), availability of 
scholarships and financial aid (Lenning & Cooper, 1978; Litten & Brodigan, 1982; Sevier 
& Kappler, 1997), friendliness (Sevier & Kappler, 1997), academic reputation (Sevier & 
Kappler, 1997), location (Gilmore et al., 1978), social atmosphere (Lenning & Cooper, 
1978; Litten & Brodigan, 1982; Sevier & Kappler, 1997), and cost (Sevier & Kappler, 
1997). 
These individual and organizational factors combine to form the higher education 
heuristic that contains the attitudes and expectations about the college experience 
(Martin, 2006). This heuristic influences the degree to which students want to pursue a 
college education. Students in the predisposition phase consider a wide range of post-
graduation options including higher education, military, and the workforce. The 
predisposition phase concludes with either the choice to pursue other options or progress 
to the next phase of the college choice process (Hossler & Gallagher, 1987). 
Search phase. Students move into the search phase after developing a positive 
predisposition toward attending college. Students wanting to attend college actively enter 
the search phase during their junior year with some high-achieving students entering as 
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early as the freshman or sophomore year (Hossler & Gallagher, 1987; MacAllum et al., 
2007; Martin, 2006). Students begin to develop an idea of the specific features and 
experiences they desire in their ideal campus. The list of criteria is then used to create a 
list of preferred institutions during the search phase. During the early part of the search 
phase students use a checklist of ideal characteristics and their perceptions of the ideal 
college experience to evaluate information from a variety of sources about a wide range 
of institutions. The decisions made about institutions are often based on emotional 
reactions and superficial features rather than on substantive thought and evaluation 
(Chapman, 1981; Hossler & Gallagher, 1987). This process allows students to create a 
shorter, more manageable list of preferred universities from which to choose. Two 
individual factors influence the decisions made during the search phase–the preliminary 
college value and student search activities (Hossler & Gallagher, 1987).  
First, the preliminary college value is a compilation of attitudes and expectations 
about the college experience (Hossler & Gallagher, 1987; Martin, 2006). During the early 
search phase students develop a preliminary college value that serves as a checklist for 
important criteria (Hossler & Gallagher, 1987). These values influence the information 
students seek out and the evaluation of institutions in the choice set (Jackson, 1982), or 
set of preferred institutions. The preliminary college value is often a set of idealized 
expectations that represents a stereotypical, and often unrealistic, expectation of the 
college experience (Chapman, 1981; Schmidt, 2008). Chapman (1981) called this the 
“freshman myth” (p. 499). Information received from a variety of sources is filtered 
through these “generalized, idealized expectations” (Chapman, 1981, p. 499 ). Recent 
research conducted by the College Board affirmed Chapman’s assertion. The research 
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suggested that students were deciding which college offered the best fit based on 
stereotypical characteristics of the ideal college (Schmidt, 2008). 
Second, students’ search strategies and information gathering activities influence 
their college choice. Research indicates that the types of information and sources used to 
gather that information vary with the different phases of college choice (Galotti & Mark, 
1994; Lenning & Cooper, 1978; MacAllum et al., 2007). Students tend to use objective 
data to create and narrow down their choice set and then use subjective data such as 
campus atmosphere to make a final decision between their top choices (MacAllum et al., 
2007). Availability of programs, cost, and location were important factors when students 
were determining whether to attend college or not and when deciding to which college to 
apply (Gilmore et al., 1978). Galotti and Mark (1994) found that high school juniors 
wanted information about admission requirements, course offerings, and class size. 
However, these became less important and campus atmosphere became more important 
as students entered their senior year. Lenning and Cooper (1978) found that high school 
sophomores desired more information than juniors and seniors about course 
transferability, academic major requirements, completion times for degrees, and the 
delivery format of courses. 
Students rely on a variety of information sources including both mass-produced 
materials and interpersonal sources during the search phase. Information sources include 
institutional websites (Sevier & Kappler, 1997), campus-produced literature (Kellaris & 
Kellaris, 1988; Sevier & Kappler, 1997), parents (Chapman, 1981; Hossler & Gallagher, 
1987; Hossler et al., 1999; Sevier, 1987; Sevier & Kappler, 1997), friends (Galotti & 
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Mark, 1994; Litten & Brodigan, 1982; MacAllum et al., 2007), advisors (MacAllum et 
al., 2007), and campus representatives (Sevier & Kappler, 1997). 
Colleges begin to actively recruit students during the search phase. Recruitment 
publications, websites, videos, campus visits, high school visits, and letters and telephone 
calls from school officials are typically used to recruit potential students. One study 
indicated that students with SAT scores of at least 900 received unsolicited mail from 
approximately 70 different colleges. Students with SAT scores over 1,100 received mail 
from more than 120 universities (Sevier, 1998). However, Hossler and Gallagher (1987) 
suggested that most colleges are actually eliminated before official recruitment activities 
begin. This observation is supported by research indicating that universities are reporting 
a consistently increasing percentage of students whose first contact with the admission 
office is an admission application (“2008 E-Recruiting Practices Report: Benchmarks for 
two-year and four-year institutions,” 2008; “2010 E-Recruiting Practices: Trends at Four-
Year and Two-Year Institutions,” 2010). This appears to support the idea that students 
are evaluating information and institutions early in the search phase.  
The search phase is a critical phase for both students and individual campuses. It 
is during this phase that students decide whether or not a specific campus should be 
considered. The majority of campus student recruitment activities target students in the 
search phase. This phase ends with the student creating a short choice set of institutions  
from which to choose (Hossler & Gallagher, 1987). It is also important to note that some 




Choice phase. The choice phase is the last phase of the college choice process 
and involves making a final decision about college enrollment. Students generally enter 
the choice phase during the early to middle part of their senior year in high school. 
Students begin to directly compare and evaluate the institutions on the list of preferred 
campuses and make their final selection during this phase.  
The primary individual factor that influences the choice stage is the student’s 
selected choice set of institutions (Hossler & Gallagher, 1987). The primary 
organizational factor during the choice phase could be described as value-added features 
(Hossler & Gallagher, 1987). Colleges use a variety of strategies and tactics to persuade 
students to enroll and attend. Institutional prestige (Chapman & Jackson, 1987; 
MacAllum et al., 2007; Sevier, 1997), cost, financial aid packages (Chapman & Jackson, 
1987; MacAllum et al., 2007; Sevier, 1997), and college communication strategies 
(Hossler & Gallagher, 1987; Sevier & Kappler, 1997) influence college choice. 
The choice phase ends when the student applies and enrolls at a specific 
institution. The college choice process ends at this point with the desired outcome of 
attending the chosen college. As with the previous two phases it is possible that a student 
would still opt not to attend college even after progressing through the search phase.  
Summary of the traditional three-phase college choice model. According to 
the college choice model developed by Hossler and Gallagher (1987), students begin with 
the predisposition phase, move to the search phase, and conclude with the choice phase. 
Students first develop a positive predisposition toward attending college. Predisposition 
is influenced by student characteristics, significant others, previous educational 
performance and activities, and high school and college characteristics. Students with a 
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positive predisposition toward college then enter the search phase where they begin to 
create a checklist of desired criteria and begin to actively evaluate specific campuses. 
Colleges also begin intense recruitment efforts targeting students in the search phase. 
Students must sort through large amounts of information during this stage. They use their 
preliminary college values (Hossler & Gallagher, 1987) and a variety of information 
search strategies to create a choice set of institutions (Jackson, 1982). Students enter the 
final choice phase when they begin evaluating the specific institutions on their choice list 
and follow through with application and enrollment. Colleges are influential in the choice 
phase through the use of incentives, financial aid packages, and perceived prestige. 
While Hossler and Gallagher’s three-phase model has been widely used and 
supported, it is not without limitations and criticism. The primary shortcoming of Hossler 
and Gallagher’s college choice model is its failure to address the psychological processes 
that affect each phase (Martin, 2006; Southerland, 2006). The model also does not 
directly address how various types of information or message designs affect anticipated 
emotions, attitudes toward college attendance, predisposition to attend college, or 
intention to attend college. The traditional three-phase model is useful for explaining 
which factors are influential in each phase of the college choice process. However, the 
model does not adequately address the underlying decision process. The traditional model 
does not explain how and why students make decisions about college. This omission 
results in a model that lacks predictive power and does not effectively explore the 




Goal-Directed Behavior and Decision-Making 
The college choice process is a complex decision process that involves goal-
directed behavior. Students engaged in the college choice process make decisions that 
move them progressively closer to achieving the goal of attending college. As noted in 
the previous section, the traditional three-phase model of college choice provides very 
little insight into how students make those decisions. The decision-making and goal-
directed behavior literature provides a theoretical framework for understanding how 
individuals make decisions that influenced goal-directed behavior. The theory of planned 
behavior, model of goal-directed behavior, and model of effortful decision-making and 
enactment are three prominent theoretical frameworks used to examine goal-directed 
decision making. These three models have identified a number of factors that influence 
decision-making and goal-directed behavior.  
Theory of planned behavior. An individual’s behavior is an important part of 
the goal-directed decision-making process. Goal-directed decisions almost always 
involve some type of behavioral outcome. The theory of planned behavior (TPB) (Ajzen, 
1991, 2005, 2006) has been used across multiple disciplines to explain and predict 
behavior. The TPB proposed that an individual must first form a strong intention to 
perform a behavior before engaging in the actual behavior (Ajzen, 1991, 2005, 2006). In 
essence, behavioral intention represents how much planning and effort an individual is 
willing to invest to perform a specific behavior or achieve a specific goal (Ajzen, 1991, 
2005, 2006; Armitage & Conner, 2001). An increase in behavioral intention has 
consistently correlated with an increase in actual behavior (Armitage & Conner, 2001). 
Individuals generally put forth more effort to achieve the desired behavior if the intention 
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to perform a behavior is strong (Ajzen, 1991, 2005, 2006). Three factors influence the 
strength of behavioral intention. According to the TPB, behavioral intention is influenced 
by the individual’s attitude toward the behavior, perceived pressure from important others 
to perform the behavior (i.e., subjective norms), and the level of perceived control over 
the behavior. 
First, attitudes toward performing the behavior directly influence behavioral 
intention. Attitude toward the behavior has been defined as the “degree to which a person 
has a favorable or unfavorable evaluation or appraisal of the behavior in question” 
(Ajzen, 1991, p. 188). Attitudes prime individuals to respond to objects and behaviors in 
particular ways (Dillard, 1993). Generally, intention to perform a behavior increases as 
the attitude toward the behavior becomes more positive (Ajzen, 1991; Armitage & 
Conner, 2001). 
Second, subjective norm, or perceived social pressure and expectations from 
significant others to perform the behavior (Ajzen, 1991), also directly influences 
behavioral intention. Individuals look to others whose opinions are important to them 
when determining whether or not to engage in particular behavior. Subjective norm 
measures both descriptive and injunctive norms (Cialdini, Reno, & Kallgren, 1990; 
Norman, Clark, & Walker, 2005). Subjective norm functions in two ways. First, 
descriptive norms serve as a measure of perceived approval or disapproval of “important 
others,” and an individual’s motivation to comply with those expectations (Wang, 2006). 
Important others can include family members, teachers, and friends (Ajzen, 1991; Wang, 
2006). Second, injunctive norms differ slightly by serving as an indicator of the perceived 
pressure to perform a certain behavior because others are engaging in the behavior 
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(Cialdini et al., 1990). According to the TPB, an individual will develop a greater 
intention to perform a behavior if there is greater social perceived pressure from those 
whose opinions and actions are important.  
Third, perceived behavioral control is the final factor that directly influences 
behavioral intention. In most decision-making situations there are factors over which the 
individual has little control (Ajzen, 1991; Nejad, Wertheim, & Greenwood, 2004). 
Perceived behavioral control is an indication of how much control an individual believes 
he or she has in successfully performing a desired behavior. According to Ajzen (1991), 
“the more resources and opportunities individuals believe they possess, and the fewer the 
obstacles and impediments they anticipate, the greater should be their perceived control 
over the behavior” (p. 196). Intention to perform the behavior increases as the individual 
feels more in control of successfully performing the desired behavior. Behavioral 
intention increases as an individual expresses greater perceived behavioral control 
(Ajzen, 1991).  
The TPB  has been used extensively to examine the relationship between attitudes 
and behavior (see Armitage & Conner, 2001 for a full review). A meta-analysis of TPB 
studies indicated that attitude toward behavior, perception of social pressure, and 
perception of control accounted for 39% of the variance in behavioral intention and 27% 
of actual behavior (Armitage & Conner, 2001). 
Despite its popularity and proven success in predicting behavior, some 
researchers have pointed to one major limitation of the theory. The TPB assumes that 
individuals make decisions in a rational, logical, and linear manner (Armitage & Conner, 
2001) and that behavior is the result of a well-reasoned and systematically thought-out 
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process (Wang, 2006). Although the TPB has been well documented and widely used, it 
has also been criticized for its lack of an affective, or emotional, component (Wang, 
2006).  
Model of goal-directed behavior. Perugini and Bagozzi (2001) proposed the 
model of goal-directed behavior (MGB) to address some of the limitations of the TBP. In 
addition to the traditional TBP factors, the MGB incorporated anticipated emotions, 
desires, and frequency and recency of past behavior into the decision-making process.  
First, an individual must develop a desire to pursue a goal before developing an 
intention to perform the behavior needed to achieve the goal. Desire is a motivational 
factor that affects behavioral intention by influencing the intensity with which an 
individual pursues a goal (Bagozzi & Dholakia, 1999; Bagozzi et al., 2003). The desire to 
attain a specific goal increases as the intensity of anticipated emotions increases (Bagozzi 
et al., 2003). 
Next, anticipated emotions directly influence the desire to pursue a goal. The 
addition of anticipated emotions reflects the natural decision-making process because 
individuals consider the emotional consequences of either achieving or not achieving a 
desired behavior or goal (Bagozzi et al., 1998; Parker et al., 1995). Positive anticipated 
emotions are experienced when an individual imagines successfully achieving the goal. 
Happiness, excitement, joy, and pride are examples of positive anticipated emotions. 
Anger, frustration, and shame are examples of negative anticipated emotions (Bagozzi et 
al., 2003; Perugini & Bagozzi, 2001). While the TPB explained a significant amount of 
variance in behavioral intention and behavior, a large gap still existed between intentions 
and behavior (Abraham & Sheeran, 2003). Anticipated emotions combined with the 
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traditional TPB factors have been used to explain additional unique variance in 
behavioral intentions and actual behavior (Abraham & Sheeran, 2003; Kraft et al., 2005). 
Kraft et al. (2005) also found that attitudes based on emotion were strongly correlated to 
PBC, intention, and behavior. These studies combined with previous research support the 
inclusion of anticipated emotion. An individual should become more motivated as the 
strength of the anticipated emotion increases (Bagozzi et al., 2003). Perugini and Bagozzi 
(2001) proposed that the desire to pursue a goal would increase as the relative strength of 
the associated anticipated emotions increase. Finally, the frequency and recency of past 
behavior allows the researcher to account for automatic or habitual behavior that 
influences desires and intentions (Perugini & Bagozzi, 2001). 
The model of goal-directed behavior accounted for more variance in behavioral 
intentions and actual behavior than the theory of planned behavior. The MGB has 
explained more variance than the TPB in intentions to diet, exercise, and study (Perugini 
& Bagozzi, 2001) as well as intentions to implement measures to regulate hypertension 
(Taylor et al., 2001).  
Model of effortful decision-making and enactment. The model of effortful 
decision-making and enactment extended the MGB by dividing the decision-making 
process into three stages (Bagozzi et al., 2003). According to the model, individuals first 
develop a desire and intention to pursue a goal. This desire and intention influences the 
desire and intention to create a plan to achieve the desired goal or behavior. Finally, 
individuals enact the plan to realize the goal or behavior. Three decision process 
characteristics, anticipated emotions, attitude toward the behavior, subject norms, goal 
feasibility, and perceived behavioral control influence desires and intentions.  
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First, individuals must develop a desire and intention to pursue a goal. This first 
stage implies that individuals must want to pursue a goal before engaging in the decision-
making process. After developing a sufficient level of desire, an individual must also 
develop an intention to pursue the goal. Bagozzi et al. (2003) argued that this two-step 
process acknowledges that individuals may feel like a goal is worthwhile but not intend 
to pursue that goal. Goal desires and intention simply refer to the motivation to pursue a 
specific goal but do not address the specific steps or processes necessary to achieve that 
goal. 
Second, individuals must develop a desire and intention to implement the steps 
necessary to achieve the desired goal. Implementation desire influences the specific 
behaviors used to achieve the overall goal. It is at this stage that individuals begin to look 
at the options and specific steps needed to achieve the goal. According to Bagozzi et al. 
(2003), strong implementation desire and intention increase the likelihood that an 
individual will enact a plan to realize the goal. 
Three “decision-process characteristics” (Bagozzi et al., 2003, p. 277 ) influence 
both goal and implementation desires. Decision process importance is the first 
characteristic and it reflects the level of interest in the decision-making process itself. 
Decision process effort investment is the second characteristic and it reflects the 
perceived value of pursuing a goal and the level of effort and resources that will be 
allocated to achieving the goal. Decision process confidence is the third characteristic and 
it reflects the level of control, or self-efficacy, an individual has with regard to the ability 
to control and implement choices made during the decision-making process.  
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 The model proposes that anticipated emotions influence the desire to pursue a 
specific goal (Bagozzi et al., 2003). Emotions serve as a motivating factor that either 
pushes an individual to begin the decision-making process and move toward taking steps 
to achieve the goal. Without sufficient emotional engagement, individuals are not as 
likely to be motivated to take action. 
Attitudes, subjective norms, and perceived behavioral control influence 
implementation desires and intention (Bagozzi et al., 2003). The model of effortful 
decision-making predicts that these three traditional TPB variables are most influential as 
individuals decide the specific actions that need to be taken to accomplish the desired 
goal.  
Finally, individuals enact the steps necessary to realize the goal. It is at this stage 
that individuals begin implementing the action plan developed during the previous stage. 
It is possible that individuals could revise the plan to result in successful goal 
achievement (Bagozzi et al., 2003). The process of effortful decision-making ends once 
the individual realizes the goal.  
The Bagozzi et al. (2003) study supported the relationships proposed in the model 
and found that the model explained a larger amount of variance desires and intentions 
than either the MGB or TPB. Bagozzi et al. (2003) suggested that the model of effortful 
decision making and enactment would be useful for explaining how individuals make 
significant decisions during which the decision process occurs over an extended period of 
time. The model built upon the theoretical foundation established by the TPB and MGB 
by including anticipated emotions, adding the decision process characteristics, and 
conceptualizing the decision-making as a multistep process.  
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Summary. Extensive research indicates that a goal-directed decision process is a 
complex interaction of multiple factors. The theory of planned behavior is one of the 
most parsimonious and most widely used theoretical frameworks used to explain and 
predict behavior. According to the theory, individuals must develop an intention to carry 
out a behavior prior to engaging in the actual behavior. Behavioral intention is based on 
the attitude toward the behavior, subjective norm, and perceived behavioral control. The 
model of goal directed behavior and the model of effortful decision-making and 
enactment expanded the TPB in two areas. First, both models included the anticipated 
emotions associated with the decision into the theoretical framework. Second, both 
models suggested that individuals are first driven by the desire to engage in the decision-
making process and then form the behavioral intention.  
 Goal-directed decisions usually require a great deal of effort from the individual 
and tend to be more planned and less spontaneous. These types of decisions occur over an 
extended period of time. The decision-making literature highlights three important 
aspects of goal-directed decisions. First, actual behavior is proceeded by a desire to 
engage in the decision making process. The model of effortful decision-making proposed 
that perceptions of the personal importance of the decision, the confidence in one’s 
ability to make the decision, the willingness to put forth the effort necessary to make the 
decision, and anticipated positive and negative emotions associated with making a 
particular decision influence desire. Second, individuals form an intention to carry out the 
steps necessary to achieve a specific goal. This intention is influenced by the individual’s 
attitude toward the behavior, perception of the opinions of significant others, and 
perceived behavioral control. Finally, individuals enact a plan to realize the goal.   
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Summary of the College Choice, Goal-Directed Behavior, and Decision-Making 
Literature 
College choice is a goal-directed decision process that usually occurs over a 
period of several years. The process is influenced by individual and organizational, or 
institutional, factors. The traditional three-phase model of college choice (Hossler & 
Gallagher, 1987) divided the process into the predisposition, search, and choice phases 
(Hossler & Gallagher, 1987; Martin, 2006). While the Hossler and Gallagher (1987) 
model has been widely used and supported by college choice research, some have argued 
that it lacks a clear theoretical framework (Martin, 2006) and does not address the 
underlying psychological process that would explain how decision about college are 
made (Martin, 2006, Southerland, 2006). 
A review of the goal-directed decision making literature provides a strong 
theoretical framework that could be used to explore the college choice process. The 
model of effortful decision-making and enactment and model of goal-directed behavior 
addressed many of the factors involved in college and could provide an effective 
framework for the process. As this literature review has outlined, the college choice 
process is a significant, complex decision that occurs, in most cases, over a several year 
span. Students must first decide that they want to pursue a college education before 
exploring the options available to fulfill that goal. The desires and intentions formed 
during each phase are influenced by the emotions students associate with the process and 
specific institutions, students’ attitudes toward the available choices, perceived 
expectations of others, and confidence in the ability to succeed. The model of effortful 
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decision-making could provide a theoretical framework to explain how students make 
decisions during the college choice process. 
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Chapter 3 
Review of Message Processing and Visual-Verbal Redundancy Literature 
 Message processing is an important part of the college choice process. Students 
can receive unsolicited information from as many as 120 universities (Sevier, 1998) in 
addition to the information sought on their own. College choice research has consistently 
indicated that high school students purposefully seek out a variety of information from 
multiple sources to be used during their decision-making process. Information sources 
include institutional websites (Carnegie Communications, 2002), campus-produced 
literature (Sevier & Kappler, 1997), parents (Chapman, 1981; Hossler & Gallagher, 1987; 
Hossler et al., 1999; Sevier & Kappler, 1997), friends (Galotti & Mark, 1994; Litten & 
Brodigan, 1982; MacAllum et al., 2007), advisors (MacAllum et al., 2007; Sevier & 
Kappler, 1997), and campus representatives (Sevier & Kappler, 1997). A recent report 
from the National Postsecondary Education Cooperative (NPEC) argued that examining 
the way in which the information gathered by students is used during the decision-
making process is critical for understanding the complexities of the college choice 
process (MacAllum et al., 2007).  
Communication researchers have examined the influence of different message 
features on cognitive processing and message evaluation (Lang, Borse, Wise, & David, 
2002). This body of research is based on the dual-processing tradition found in social 
psychology and message effects research from mass communication and advertising. 
Lang (2000) integrated the findings from these extensive bodies of research into the 
limited capacity information-processing model of mediated message processing. This 
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model has provided a conceptual and theoretical framework for studying the effects of a 
variety of structural and content elements on message processing.   
Theoretical Framework for Message Processing 
Dual-processing theory. Dual processing models, primarily the elaboration 
likelihood method (ELM; Petty & Cacioppo, 1996) and heuristic-systematic model 
(HSM; Eagly & Chaiken, 1993), propose that individuals use two cognitive paths to 
process information. The first path is referred to as the systematic (Eagly & Chaiken, 
1993) or central route (Petty & Cacioppo, 1996). This path focuses on the information 
presented in the message and is characterized by a more effortful, thorough processing of 
the message. Individuals using the systematic processing path direct more cognitive 
resources to the message, pay closer attention to the claims made about the product or 
service, and make detailed comparisons. Mantel and Kardes (1999) referred to this as an 
attribute-based strategy because it “requires the knowledge and use of specific attributes 
at the time the judgment is rendered and involves the use of attribute-by-attribute 
comparisons across brands” (p. 336). The second path is referred to as the heuristic 
(Eagly & Chaiken, 1993) or peripheral path (Petty & Cacioppo, 1996). This path uses 
more superficial processing and relies on cues and mental shortcuts to process 
information. Speaker credibility, emotional appeals, and message attractiveness or 
likability are common heuristic cues used to process and evaluate messages (Jorgensen, 
1998). Mantel and Kardes (1999) referred to the use of heuristic processing as attitude-
based strategies because it involves “the use of general attitudes, summary impressions, 
intuitions, or heuristics” (p. 336). Rather than comparing specific product attributes, 
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individuals using attitude-based strategies use overall impressions to either defend 
previous evaluations or form new opinions. 
While the ELM and HSM are very similar, there is an important difference. The 
ELM posits that the two processing paths function independently and does not allow for 
interaction between the two paths. The ELM has been used extensively to explore 
information processing and message effectiveness but it has also been criticized for 
having a vague theoretical conceptualization and lacking the ability to explain complex 
persuasive situations (Jorgensen, 1998). The HSM differs from the ELM by 
conceptualizing individuals as using either path independently or combined to varying 
degrees. Martin (2006) explains the basic principles of HSM. 
HSM researchers believe perceivers will exert cognitive effort until desired 
confidence of their judgment is reached, known as the sufficiency principle. Each 
decision is a balance between cognitive effort and motivation to process. If 
relatively equal levels of arguments and heuristic cues [sic], perceivers are likely 
to process information in both modes simultaneously. If an incongruence between 
arguments and cues [sic], then systematic processing is likely to occur. If 
cognitive resources are not available, heuristic processing is likely to occur. (p. 
20) 
The simultaneous use of the two paths is consistent with the combined influence 
hypothesis supported by advertising research. Lord, Lee, and Sauer (1995) found that the 
degree to which consumers used heuristic and systematic processing varied. The results 
also indicated that attitudes toward advertisements were formed through a combination of 
heuristic and systematic processing.  
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The paths or combination of paths used during message processing depends on a 
variety of individual factors. Advertising research has consistently shown that 
consumers’ motivation, opportunity, and ability (MOA) to process an advertisement 
plays a significant role in message evaluation and processing (McCarthy & 
Mothersbaugh, 2002). Research also indicates that affect, emotion, and mood can 
influence message processing.  
Motivation and involvement. Motivation is conceptualized as a desire to pursue 
an action or goal. Motivation can be internally or externally driven. The level of 
motivation plays a key role in determining the processing path is used during message 
processing. Low motivation has been linked to more heuristic processing whereas higher 
levels of motivation have been linked to more systematic processing (Petty, DeSteno, & 
Rucker, 2001). This research supports the assumption that systematic processing requires 
more effort and therefore requires that the individual be more motivated to invest the 
needed effort. 
The heuristic-systematic model (HSM) includes three types of motivation: 
accuracy, defense, and impression (Todorov et al., 2002). The type of motivation 
influences the degree to which an individual uses heuristic or systematic processing. 
Accuracy motivation is recognized throughout persuasion research as leading to 
processing which strives to make objective judgments based on relevant facts (Todorov et 
al., 2002). Accuracy motivation tends to encourage more systematic processing in an 
effort to gather a significant amount of detailed information to make accurate judgments. 
Defense motivation is used to reinforce the beliefs and attitudes currently held by the 
individual. Defense motivation encourages biased processing to validate what an 
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individual wants to feel or believe. Defense motivation tends to encourage heuristic or 
biased systematic where information is interpreted in a manner consistent with current 
attitudes. Impression motivation is similar to defense motivation in that individuals use 
heuristic cues selectively to satisfy social goals. Individuals guided by impression 
motivation want to express attitudes and beliefs that are acceptable to a particular group. 
As in the previous two motivations, either heuristic or systematic processing can occur. 
However, any systematic processing will be biased toward achieving a particular social 
goal.  
Involvement is closely related to motivation and has been defined as an “internal 
state of arousal with intensity, direction, and persistence properties” (Andrews, 
Durvasula, & Akhter, 1990, p. 28). Andrews et al. (1990) conducted a meta-analysis of 
advertising research and proposed four types of involvement. Attention/processing 
involvement helps determine the level of attention given to a message and the overall 
processing strategy. Personal/situational involvement encourages an individual to put 
more effort into processing messages that are personally relevant. Audience/process 
involvement focused on the cognitive capacity of an audience to process a message at 
increasingly abstract levels. Enduring/product involvement encourages an individual to 
more closely process messages related to particular products, media, and issues with 
which that person has a relatively stable and enduring relationship. 
Lord et al. (1995) found that individuals with low involvement generally relied 
more on heuristic processing than systematic processing when forming attitudes toward 
advertisements. The results also indicated that individuals with high involvement 
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generally used more systematic processing than heuristic processing when forming 
attitudes toward advertisements. 
Opportunity. Opportunity to process the message has been shown to influence 
processing strategies. Opportunity is related to the frequency of exposure to a message 
and length of a single exposure. Research indicates that individuals are more likely to 
engage in systematic processing with increased opportunity.  
Lord et al. (1995) found that systematic processing was more influential on 
attitudes toward advertisements when exposure to the message increased from one 
viewing to three viewings. The relationship between brand attitudes and behavioral 
intentions also became significantly stronger with increased message exposure. The 
results indicated that increasing the opportunity to view the message through increased 
frequency could lead to greater use of systematic processing and stronger behavioral 
intentions. 
Visual information typically is more easily processed and leads to higher recall 
than verbal information, especially under low motivation or involvement (McCarthy & 
Mothersbaugh, 2002). Childers and Houston (1984) found that increasing the opportunity 
to process print advertisements that contain only text eliminated the difference in recall. 
The results indicated that text-only advertisements were remembered as well as those 
with images when participates were highly motivated and could control the length of 
exposure to the message. 
Ability. Mass communication and cognitive psychology propose that individuals 
work with a limited set of resources that can be used during message processing (Lang, 
2000; Lang et al., 2002; Lang et al., 1999). Heuristic processing typically dominates 
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when individuals lack sufficient cognitive resources to thoroughly process and 
understand a message. 
Peracchio and Meyers-Levy (1997) found that an individual’s cognitive resources 
and the availability of those resources influenced message processing. Individuals lacking 
sufficient resources and ability to process the message arguments relied more on heuristic 
processing than systematic processing. The results also indicated that easily understood 
messages that physically separated visual and verbal message components were more 
persuasive than messages integrated visual and verbal components when individuals were 
motivated and displayed high ability. The authors argued that this indicated that the 
message with separated components was relatively more difficult to process and more in 
line with the cognitive ability of the individuals.  
Affect, emotion, and mood. Emotion is used extensively in advertising and has 
also been shown to influence message processing (Nabi, 2002; Witte, 1998). A 
significant amount of research in communication, psychology, and advertising has 
examined the role of emotions in advertising and its effect on message processing. Before 
examining the research on effectiveness, it is necessary to understand the distinctions 
among affect, emotion, and mood. The terms affect, emotion, and mood are often used 
interchangeably (Guerrero, Andersen, & Trost, 1998). While the three constructs are 
intertwined, they are not interchangeable. An emotion is a specific type of reaction that 
can be directly linked to a specific stimulus. Emotions include happiness, fear, anger, and 
joy. Affect is the evaluative feeling of that reaction as either positive or negative. Mood is 
a more enduring state than an emotion and is generally not a response to one specific 
stimulus. 
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 The level of motivation and the processing strategy determines the influence of 
emotion within the dual-processing framework (Petty et al., 2001). Message recipients 
with less motivation rely more on heuristic processing, emotion, and the direct influence 
of mood when processing and evaluating a message. Individuals with less motivation 
would give more weight to how they feel about the message than to the actual message 
content. The influence of emotion and mood is less direct when message recipients are 
highly motivated to process the message. This is consistent with the emotion-as-
information perspective. Emotion serves as a reference for the evaluation of message 
arguments. A person in a good mood would evaluate the arguments presented in a 
message more positively than a person in a bad mood. 
 Mood studies conducted by Bless et al. (1990) indicated that participants induced 
to experience a bad mood perceived messages with strong arguments as more effective 
than messages with weak arguments. There were no perceived differences between weak 
and strong arguments for participants in a happy mood. The results indicated participants 
in bad moods relied more on systematic processing than participants in good moods. The 
research also found that mood effects could be manipulated. When those in bad moods 
were distracted or cognitively overloaded, there was no difference between evaluations of 
weak and strong arguments. This is consistent with the limited capacity model by 
suggesting that distractions reduce the cognitive resources available to perform detailed 
processing. Happy participants evaluated the strong argument message as more effective 
after being explicitly told to evaluate the quality of the message. According to the 
authors, this indicates that emotion is related to motivation to engage in effortful, detailed 
message processing. 
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 Message context and existing emotions can have a significant effect on message 
evaluations. Yi (1990) examined the effectiveness of affective priming in advertisements. 
Affective priming occurs when the context in which an ad is embedded (e.g., TV 
program, newspaper story, or magazine story) induces an emotional reaction. That 
emotion is then used as a filter when evaluating subsequent advertisements in such a way 
that evaluation of advertisements were positively related to the mood. Participants 
experiencing a positive emotion evaluated the advertisements more positively than 
participants experiencing a negative emotion. Faseur and Geuens (2006) reported similar 
results. 
 Tiedens and Linton (2001) examined the influence of the level of certainty 
associated with various emotions on persuasive effectiveness. Participants who 
experienced an emotion associated with a high level of certainty paid less attention to 
message arguments and reported message characteristics (heuristic cues) as more 
effective. Participants that experienced an emotion with lower levels of certainty, relied 
more on message arguments and evaluated message characteristics as less effective. The 
results supported previous research that indicated positive emotions encouraged more 
heuristic processing whereas negative emotions encouraged more systematic processing.  
 Jorgensen (1998) pointed out that attitudes are generally defined as having both 
cognitive and affective components. Accordingly, this presents a problem for the clear 
cognitive versus affective approach of models like the HSM. Zajonc (1980) proposed that 
emotion played a more important role than cognition in determining message 
effectiveness. Peols and Dewitte (2006) argued emotions serve as “gatekeepers” to 
cognition.  This perspective argues that it is actually emotions, not rational thought, that 
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drives information processing, attitude formation, and behavior. The cognitive functional 
model (CFM; Nabi, 2002) and the Extended Parallel Protection Model (EPPM; Witte, 
1998) illustrate the difference between the emotion-driven and cognition-driven 
conceptualization. The CFM proposes that individuals must reach a sufficient emotional 
threshold before being motivated to process information and form behavioral intentions. 
The extended parallel protection model of fear appeals (Witte, 1998) also gives emotions 
a primary role in determining motivation to process. This two-stage model involves first 
determining whether the threat is severe and relevant. If perceived as relevant, recipients 
then evaluate the level of fear and perceived ability to implement recommendations. A 
person is more likely to engage in systematic processing when he or she has confidence 
in the ability to carry out the action needed. When the feeling of control is low or the fear 
level is very high, a person is more likely to use biased systematic processing and 
heuristic processing. Both models argue that emotions are the primary trigger for the type 
of processing strategy that is implemented. This is the reverse of the cognitive response 
model supported by dual processing model. 
Heath, Brandt, and Nairn (2006) tested the theory that branding messages should 
contain both rational and emotional messages. Heath defined rational communication as 
the message arguments. The creative aspects (i.e., production elements) served as 
heuristic or emotional cues. The results of the study suggested that the “emotional 
‘creative’ content in advertising builds strong brand relationships, not the rational 
message” (Heath et al., 2006, p. 416). Heath concluded that emotional elements are most 
effective when the receiver is paying less attention because the individual is less likely to 
rationally, or systematically, evaluate the message. Heath also suggested that contrary to 
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conventional wisdom, less rational thought might actually be more beneficial because it 
allows for the unconscious development of emotional memory associations that are 
transferred to the brand. 
 Overall, these studies indicate that emotion plays an influential role in message 
processing as both a heuristic cue and as a trigger for systematic processing. Negative 
emotions and bad moods tend to encourage more detailed processing and a greater 
effectiveness of strong arguments, whereas positive emotions and happy moods tend to 
encourage less detailed processing and greater effectiveness of weak arguments and 
peripheral cues. These studies also indicate that mood can be manipulated and can help 
predict message effectiveness (Bless et al., 1990). The Yi (1990) study pointed to the idea 
that the context around an advertisement influences the perception of the message. 
Dual-processing and college choice. Martin (2006) extended the Hossler and 
Gallagher (1987) three-phase college choice model by integrating it with the heuristic-
systematic message-processing framework. Martin’s integrated model of college choice 
proposed that the predisposition, search, and choice phases of college choice were 
influenced by message processing factors. Student characteristics, campus characteristics, 
the influence of significant others, and students’ educational activities combined to form 
predisposition. The search phase is heavily influence by motivation. During the search 
process students are motivated by the desire to collect accurate information and to 
evaluate information objectively. As students move into the choice phase their motivation 
begins to shift from accuracy to defense motivation. Students with defense motivation 
filter information in a manner that is consistent with their current attitudes and beliefs. 
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Students discount or scrutinize recruitment messages that are not consistent with their 
held attitudes and beliefs. 
Processing of Visual and Verbal Message Elements 
The majority of advertising contains some combination of visual and verbal 
message elements (Childers & Houston, 1984). The average American encounters 
thousands of advertising messages each day and those messages are becoming 
increasingly dependent upon visual information (O'Mara-Croft, 2008). High school 
students are no exception. Hite and Yearwood (2001) found that university viewbooks, 
which are traditionally the premier recruitment piece, almost universally used a 
combination of photographs and written material.  O'Mara-Croft (2008) argued that 
message designers “must understand how to effectively combine graphic and text-based 
messages” (p. 24). This is not just a matter of appealing graphic design. It is a matter of 
effective message design. Using images and text to effectively communicate a message, 
influence attitudes, and influence behavior involves understanding how individuals 
process visual and verbal information. The general dual-processing framework previously 
reviewed provides a foundation for understanding how visual and verbal information is 
processed. 
The inclusion of images in a message influences attitudes and memory in several 
ways. First, individuals use visual elements to make evaluations about the attributes and 
quality of the brand or organization (Henderson, Giese, & Cote, 2004; Mitchell, 1986). 
Second, the likeability of the visual presentation is often transferred to evaluations about 
brand (Henderson et al., 2004; Mitchell, 1986). If individuals like the visual presentation, 
they generally transfer a positive evaluation to the product, company, or organization. 
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Third, images and graphics convey information about the product or company 
(Henderson et al., 2004). Finally, images can be used to highlight or reinforce important 
parts of the message (Henderson et al., 2004).  
Many researchers have used dual-processing models to examine the interaction of 
visual and verbal/textual message elements and their respective influence on message 
processing. Advertising and cognitive psychology research provided extensive support 
for the picture-superiority effect, which proposed that pictures are processed more easily, 
automatically, and holistically than verbal information and are often used as heuristic 
cues. Communication research, especially in visual rhetoric and semiotics, challenges the 
picture-superiority effect. A substantial amount of communication research indicated that 
some images are automatically processed while other images require more elaborative 
processing to understand. The following section reviews both perspectives and the 
theoretical framework of visual-verbal redundancy that accounts for both perspectives.   
The picture-superiority effect. The picture-superiority effect proposes that 
visual message elements require less cognitive effort to process than verbal message 
elements. From a limited capacity perspective, it has been argued that images are more 
easily encoded than verbal material, which can increase the cognitive resources that can 
be allocated to storing the information. Several explanations have been offered as to why 
visual elements are more easily recalled. Incidental redundant cues, relational 
organization, and stimulus differentiation are three explanations of how the picture-
superiority effect works (Childers & Houston, 1984).  
First, the incidental redundant cues explanation argues that every image contains 
additional visual information, or incidental cues, that is not the main focus of the message 
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(Childers & Houston, 1984). This additional information is stored in the memory creating 
redundant memory paths. In other words, the same image can be recalled using different 
parts of the image or from additional associated memories. Childers and Houston (1984) 
used the example of an advertisement containing the word "beer." According to the 
authors, the image may contain background objects including the club or other people in 
the photograph that could be used as additional memory cues or even associate with other 
memories. The background objects in the image or memories would provide multiple 
paths that would enhance memory and recall.  
Second, the relational organization explanation argues images are effective means 
for connecting concepts (Childers & Houston, 1984). According to this explanation, it is 
not the additional cues in the image that enhance memory but the amount of cognitive 
elaboration spent on understanding the connection. According to this explanation, the 
connection among different items accounts for stronger memory effects.  Research in this 
area has suggested that message recall increases when visual elements are interacting or 
have some spatial relationship in the message because fewer cognitive resources are spent 
encoding the message (Childers & Houston, 1984). 
Third, the stimulus differentiation explanation proposes that images are more 
easily contrasted with each other than verbal information. Images are memorable because 
of the differences with other images and result in more reliable encoding (Childers & 
Houston, 1984). Letters, words, phrases, and sentences are less distinctive and more 
difficult to remember. The stimulus differentiation essentially argues that it is at the 
encoding stage that pictures are most effective. 
 48
All three explanations have been empirically supported. Regardless of the specific 
mechanism, all three explanations argue that images are more easily encoded and stored, 
are more memorable, and increase the recall of message content. Extensive research 
demonstrates the picture-superiority effect and supports the theory that visual 
components are more easily or automatically processed (Childers & Houston, 1984; 
Miniard, Bhatla, & Rose, 1990; Mitchell, 1986). However, several factors including 
motivation to process the message (Childers & Houston, 1984), need for cognition and 
need for affect (Martin, Sherrard, & Wentzel, 2005; Sojka & Giese, 2006), and vividness 
of the text (Unnava & Burnkrant, 1991) influence the superiority of image processing.  
First, motivation to process the message influences superiority of images over 
text. Childers and Houston (1984) found that motivation was linked to processing and 
perceived effectiveness of the message. Visually oriented messages were more effective 
under conditions of low motivation and low involvement. Verbally oriented messages 
were more effective under conditions of high motivation and high involvement. The 
authors found that print advertisements that contained only text were remembered as well 
as those with images when participates were highly motivated and could control the 
length of exposure to the message. Visually oriented advertisements were more effective 
among participates that were less motivated or lacking in ability to process the message. 
The results also indicated that visual advertisements required less frequency than 
predominantly verbal advertisements when it came to recall. The results support the idea 
that motivation and opportunity influence the processing strategy.  
Peracchio and Meyers-Levy (1997) also found that motivation, situation, and 
available cognitive resources influenced the processing of visual and verbal message 
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components. The results suggested that highly motivated individuals relied more on 
systematic processing than individuals with lower motivation to process the 
advertisement. Highly motivated individuals relied more on the text and message-
relevant photos to process the advertising message whereas individuals with low 
motivation relied more on visual information and heuristic processing. 
Second, need for cognition (NFC) and need for affect can also influence the 
processing of visual and verbal information. Need for cognition refers to the degree to 
which an individual prefers to engage in effortful, systematic processing (Petty et al., 
2001) and occurs on a continuum ranging from high to low. Need for affect (Sojka & 
Giese, 2006) or sensation seeking (Martin et al., 2005) refers to the degree to which an 
individual prefers sensory stimulation. Individuals with high need for cognition prefer 
messages with strong, detailed information (Heckler, Childers, & Houston, 1993; Petty & 
Cacioppo, 1996; Petty et al., 2001) and are more persuaded by strong verbal content 
(Cacioppo & Schumann, 1983). Individuals with high need for affect prefer more 
complex visual information (Zuckerman, Bone, Neary, Mangelsdorf, & Brustman, 1972).  
Mantel and Kardes (1999) found that “individuals high (vs. low) in need for 
cognition are more likely to engage in effortful, data-driven, attribute-based information 
processing, and less likely to engage in heuristic, theory driven, attitude-based 
processing” (p. 350). Their results supported previous research that indicated that 
individuals with a high need for cognition are more persuaded by verbal message 
components whereas individuals with low need for cognition are persuaded more easily 
by the visual information. 
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 Martin et al. (2005) studied the influence of sensation seeking and need for 
cognition on the evaluation of websites. High sensation seekers and low need for 
cognition individuals expressed more positive attitudes toward the brand for websites 
with complex graphics and less verbal information and perceived those websites as being 
more persuasive. Low sensation seekers and high need for cognition individuals 
expressed more positive attitudes toward a website and toward the brand after viewing a 
website with simpler graphics and more verbal information. 
Sojka and Giese (2006) outlined three processing styles based on previous research 
on need for cognition and affect.1 First, an individual can be predominantly an affective 
processor with high need for affect and low need for cognition. Individuals with this 
processing style use emotions and moods as heuristic cues to evaluate a message. 
Messages that are more visually oriented tend to be more appealing and effective with 
this group. Second, an individual can be predominantly a cognitive processor with a high 
need for cognition and low need for affect. Individuals with this style tend to spend more 
effort examining the message and prefer more verbal information. Third, an individual 
can be a combined processor with both high need for cognition and high need for affect. 
These individuals use a more balanced combination of heuristic and systematic 
processing and are equally comfortable with visual and verbal messages.  
Sojka and Giese (2006) conducted exploratory research that indicated affective 
processors expressed more positive attitudes toward predominantly visual advertisements 
than cognitive processors. The study also indicated that combined processors preferred 
     1 The authors included a fourth category referred to as low-motivated processors that are low 
cognition/low affect. However, no clear processing pattern has been empirically demonstrated for 
this category. The authors note that this style is included simply as an acknowledgement that this 
group could exist.  
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advertisements with both visual and verbal message elements. Affective processing 
differences had a greater impact on attitudes toward the brand whereas cognitive 
processing differences had a greater impact on attitude toward the advertisement. The 
results indicated that cognition and affect work together to influence on message 
processing and attitudes rather than being either-or categories. The authors used an 
example of a car advertisement to demonstrate the interaction. An advertisement with a 
photo showing the car with a family having fun (visual conveying emotion) would be 
more persuasive with high affective processors than an advertisement that uses a photo 
that simply shows the car (visual only). Both ads would be considered visual stimuli but 
the addition of the emotional component would more effectively target high affective 
processors. The individual does not just rely primarily on the photo to make judgments 
but also takes into account the emotion conveyed through the photo. 
Overall, research indicates that individuals respond differently to visual and verbal 
message elements depending on need for cognition and affect. Complex visual elements 
that convey emotion appear to be most effective for high affective processors. 
Conversely, messages with stronger verbal elements and simple graphics appear to be 
more effective for cognitive processors. There also appears to be support for the 
combined processing style. Combined processors use both visual and verbal elements to 
make message evaluations. 
Third, the vividness of the text can moderate the picture-superiority effect. Some 
words evoke visual images more easily than others. Words with a higher “imagery value” 
(Unnava & Burnkrant, 1991, p. 227) tend to be remembered more easily than words with 
a low imagery value (see Lutz & Lutz, 1978 and Richardson, 1980 for a comprehensive 
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literature review). Unnava and Burnkrant (1991) found that participants recalled more 
information from an advertisement that contained a product-relevant image when the 
advertisement used low imagery text. However, the inclusion of a product-relevant image 
did not increase recall when high imagery text was used. The results indicated that the 
use of images does not automatically increase recall. The authors argued that the mental 
images evoked by high imagery text could be equally as effective in increasing message 
recall as actual images. 
Much of the consumer and advertising research has assumed that only product-
relevant photos are effective. However, Scott (1994) challenged the practice of 
classifying visual components as either product-relevant or product-irrelevant. Instead, 
Scott argued that all visual components are communicating relevant information even if 
not immediately apparent.  
Visual content is not limited to images and graphics. Verbal content is conveyed 
using fonts and typefaces. There is a growing body of research indicating that fonts and 
typefaces can also be perceived as visual information and can influence message 
processing. Henderson et al. (2004) argued that the letterforms of typefaces convey 
meaning and emotion apart from the actual verbal message. McCarthy and Mothersbaugh 
(2002) referred to this effect as “typographic symbolism” (p. 668). The idea of 
typographic symbolism is supported by semiotic and rhetorical research. From a 
semiotics perspective, images and visual information function as signs that are interpreted 
by the recipient (DeRosia, 2008). Signs can be either iconic or symbolic. Iconic signs 
literally represent the actual object and can be automatically and easily processed. The 
photo of the actual vehicle in a car advertisement would be an iconic sign. Symbolic 
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signs use images that do not literally represent an idea or object. Fonts and typefaces can 
function as symbolic signs. For example, a script font tends to convey the idea of 
elegance or a simple sans serif font could convey the idea of simplicity. 
DeRosia (2008) examined the processing of symbolic signs and visual metaphors 
in an advertisement. A free-flowing line and curved typeface was used to convey the idea 
of cheerfulness. The results indicated that participants had to be sufficiently motivated to 
exert enough cognitive effort to process and understand the visual metaphor. 
Henderson et al. (2004) examined the effect of typefaces used in logos on 
impressions toward the brand or product. The results indicated that three design factors 
explained approximately 50% to 70% of the variance in impressions created by the 
typeface. More natural, harmonious, and less elaborate fonts were perceived as more 
pleasing, reassuring and subtle. Elaborate fonts were perceived as more engaging, more 
unsettling, and more dominant. The authors proposed several profiles of typeface 
characteristics that could be used to achieve impression management goals and to 
manipulate motivation, opportunity, and ability to process information. The authors 
argued that a typeface is a medium for communicating a message (Henderson et al., 
2004).   
Childers and Jass (2002) examined the influence of visual aspects of typography 
on brand perceptions and memory of message content. The results indicated that the 
typeface used in the advertisement significantly influenced perceptions of the brand. 
Participants perceived a car as being more luxurious when the typeface used conveyed 
the same quality. This effect was significant for individuals in both high and low 
involvement conditions but served different purposes. Individuals in the low involvement 
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group appeared to use typography as a heuristic cue, but individuals in the high 
involvement group appeared to use more systematic processing by integrating the 
typeface with the claims in the verbal content.    
Summary. Visual and verbal message components are used extensively in 
advertising. Visual message elements can include photographs, graphics, and even 
typography. Verbal components can either be aural or written content. Research indicates 
that visual and verbal information influences message processing differently. Dual-
processing theory proposed that visual components are processed heuristically, especially 
when the individual lacks motivation, opportunity, or the ability to process the message. 
However, communication research in rhetoric and semiotics suggest that visual 
components can also be processed systematically when the individual is sufficiently 
motivated, has sufficient opportunity, and has the ability to thoroughly process the 
message.  
The picture-superiority effect proposes that visual message components are more 
easily processed, more completely stored in memory, and are more easily recalled. 
Several explanations suggest that pictures are more memorable due to the multiple 
memory associations that are created and the distinctiveness of images. The effectiveness 
of visual and verbal message elements is influenced by a variety personal and structural 
characteristics including motivation or involvement, need for cognition, need for affect, 
and vividness of the text. Visual components tend to be more effective when the 
individual lacks motivation, has lower need for cognition and a higher need for affect, 
and the accompanying text has a low imagery index. Verbal components tend to be more 
effective when the individual are sufficiently motivated, has a higher need for cognition 
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and a lower need for affect, and the accompanying text has a high imagery index. 
Research from a variety of disciplines supports the idea that information processing and 
message effectiveness increases when the message components match the recipient’s 
motivation, ability, and opportunity. Some of this research also suggests that visual and 
verbal message elements can also be used to manipulate the recipient’s motivation, 
ability, and opportunity to process the message.  
Visual-Verbal Redundancy and Message Processing. The majority of research 
related to the processing of visual and verbal message elements has taken an either-or 
perspective resulting in conflicting theories. Visual-verbal redundancy research has 
examined not just the effect of a text versus image condition but varying degrees of 
integration, or redundancy, of visual and verbal message elements. Visual-verbal 
redundancy serves as an indicator of the degree of overlap between visual and verbal 
elements of a message. The term verbal applies both to on-screen or printed text 
(Cappella et al., 2007). The term visual applies to visual message elements including 
images, colors, typography, and layout. Verbal and visual elements are considered 
redundant when the information in both elements directly advances the same message. 
Visual-verbal redundancy exists on a continuum ranging from completely contradictory 
to completely redundant. Figure 1 provides an example of a webpage with contradictory 
visual and verbal message components. The text states that the campus is the safest 
campus in the state. However, the visual image of an armed robber sends a contradictory 
message. Figure 2 provides an example of low visual-verbal redundancy. The webpage 
contains text describing student activities on campus but the photograph features a 
generic campus shot. The photograph is not directly contradictory as in Figure 1 but it 
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does not directly display student activities. Figure 3 is an example of high visual-verbal 
redundancy. The webpage uses the same text as Figure 2 but uses a photograph that 
features students participating in a social activity. The image directly supports the text. 
The label of visual-verbal redundancy is a fairly recent addition to research, however, 
the concept is based on previous research that examined picture-word consistency 
(Houston, Childers, & Heckler, 1987), message element incongruity (Banks, 2006), and 
processing of mass communication messages (Cappella et al., 2007; Grimes, 1991; Lang, 
2000). Visual-verbal redundancy is a message characteristic that can affect cognitive 
overload and message effectiveness. Visual-verbal redundancy relies on the limited 
capacity model of mediated message processing (Lang, 2000) for its theoretical 
foundation. The limited capacity model proposed that message processing involved 
encoding, storing, and retrieving content selected from the messages encountered (Lang, 
2000). According to the model, individuals have a limited amount of cognitive resources 
that can be used to perform the steps needed to process messages. Once an individual 
experiences cognitive overload, less information is encoded and/or stored resulting in a 
decreased ability to recall message content (Lang, 2000; Zhou, 2005). This means the 
individual puts forth so much effort trying to make sense of the message presentation that 
fewer resources are available for actually processing the central message and storing the 
message in memory. As a consequence, less information is placed into short-term 
memory and not available at a later time resulting in reduced message effectiveness. 
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Figure 1. Example of contradictory visual and verbal elements. The verbal information 
explains that the campus is one of the safest in the state. The image of a person with a 
gun could provide a contradictory message. This message composition is rarely used in 





Figure 2. Example of low visual-verbal redundancy. The verbal information talks about 
campus activities for students. The photo is a common campus shot that while not 






Figure 3. Example of high visual-verbal redundancy. The verbal information talks about 
campus activities for students. The photo depicts students participating in a lipsync 
competition that provides a visual cue that directly repeats the message of the paragraph. 
The redundancy between the visual and verbal information can influence 
information processing and message effectiveness by manipulating the amount of 
cognitive resources required to process the message. Consumer research indicated that 
individuals first pay attention to the visual elements and then to the verbal elements of a 
message (Childers & Jass, 2002; Houston et al., 1987). It has long been assumed in 
advertising practice that the visual component serves an attention-getting or “advance 
organizer” (Houston et al., 1987, p. 362) function that provides context for the message. 
Individuals with sufficient motivation, ability, and opportunity use more elaborate, 
systematic processing when there is some inconsistency between the visual and verbal 
information (Hasti, 1980; Meyers-Levy & Tybout, 1986; O’Brien & Myers, 1985; Srull, 
1981). The inconsistency violates an expectation established either through previous 
 59
experience or by something previously encountered in the message (Houston et al., 1987) 
thus encouraging increased attention to the message.  
Visual-verbal redundancy can influence message effectiveness in three ways. 
First, high visual-verbal redundancy unifies two streams of information thereby requiring 
fewer cognitive resources during the encoding stage of message processing (Lang, 2000; 
Lang et al., 1999; Zhou, 2005). Second, higher levels of visual-verbal redundancy can 
lead to a more positive impression that could transfer to a positive attitude toward the 
advertisement, brand, or organization (Zhou, 2005). Finally, visual-verbal redundancy 
can increase effectiveness by reinforcing the central message visually when the viewer is 
not processing the text as thoroughly (Grimes, 1991). 
 First, by advancing the same message, visual-verbal redundancy can promote 
more efficient use of cognitive resources by allowing users to process the two streams 
together. The visual and verbal content are both processed to vary degrees. Cognitive 
resources are divided when the two streams are not redundant which can leave fewer 
resources available for storing the information.  
The primary benefit demonstrated with visual-verbal redundancy has been 
improved recognition and recall for message content (Lang, 2000; Zhou, 2005). Lang et 
al. (1999) found that participants recalled a significant portion of visual content despite 
manipulations that increased the cognitive processing load. The opposite was true for 
information contained in the accompanying audio track. As cognitive load increased, 
participants recalled less information. The results indicated that visual information was 
easier to recall than verbal information when the individual experienced a higher 
cognitive load. 
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 Walma van der Molen and Klijn (2004) further tested the effect of verbal-visual 
redundancy, to which they refer to as the semantic overlap hypothesis, using television 
and print media. The authors proposed that greater redundancy, or overlap, would reduce 
demand on cognitive processing and consequently increase recall for message content. 
Communication research has assumed that print media encouraged better recall than 
television because media users could control the experience. However, Walma van der 
Molen and Klijn (2004) found that increasing the verbal-visual redundancy by 40% was 
enough to increase recall of the television message where it was equal to or greater than 
that of print media. 
Visual-verbal redundancy not only affects the amount of information recalled, 
but, secondly, it can also influence the overall impression of the message or organization. 
This is an important consideration for student recruitment because students have 
indicated that while textual information was most important to the college choice process, 
visual components including types of images and presentation were used as an indicator 
of the quality of the institution (Poock & Lefond, 2001). Visual presentation that was 
perceived as unprofessional was related to the institution being of lower quality. 
Messages using high visual-verbal redundancy have been evaluated more positively than 
messages using low visual-verbal redundancy designs (Zhou, 2005). 
Houston et al. (1987) found that advertisements with a product photograph and 
text that described different product attributes to those displayed in the photograph 
encouraged more elaborative processing than advertisements that described the same 
attributes displayed in the photograph. Participants demonstrated better overall recall for 
the inconsistent ads. However, recall of specific product attributes was higher for 
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advertisements with consistent visual and verbal elements. The authors proposed that 
inconsistency might be used during the introductory phase of advertising when the goal is 
brand name recognition. Consistent advertisements would be more effective during later 
stages when it is important for the consumer to recall specific attributes.   
Photographs are just one visual element that can contribute to the level of redundancy 
in a message. Typefaces are visual elements that do more than just convey semantic 
information. Childers and Jass (2002) tested three levels of visual-verbal redundancy by 
manipulating the typefaces used to convey the message content and the supporting image. 
The low redundancy condition used a neutral typeface and an image that did not directly 
support the message claim. The medium redundancy conditions used either a typeface or 
an image consistent with the message claims. The high redundancy condition used both a 
typeface and image consistent with the message claim. The results indicated that the high 
redundancy condition encouraged better overall recall for the message than either the 
neutral or medium conditions. Interestingly, brand recall was better for advertisements 
using lower visual-verbal redundancy. Similar to Houston et al. (1987), the authors 
argued that low visual-verbal redundancy might be most effective during the introductory 
cycle of an advertising campaign when the goal is simply to build brand recognition. 
Higher visual-verbal redundancy was linked to increased recall of specific attributes. This 
message design would be more effective during the competitive advertising stage when it 
is important for specific attributes to be accessible from memory. 
Banks (2006) found that a moderate amount of inconsistency between the message 
communicated by the typeface used in a wordmark and the product name resulted in 
more positive responses than wordmarks with extreme inconsistency that was 
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contradictory. Males and females also responded differently to visual-verbal 
inconsistencies in the study. Males relied more heavily on heuristic processing, primarily 
feelings about the product category, to make evaluations about the brand after viewing 
the consistent wordmark. Affective processing still dominated in the inconsistent 
condition, but males used more verbal message cues than with the consistent wordmark. 
Females demonstrated more combined processing and demonstrated more elaborate, 
systematic processing of the inconsistent wordmark than males. 
Finally, visual-verbal redundancy can increase message effectiveness by 
reinforcing the central message through the visual elements. Once the media user 
becomes cognitively overloaded more attention is given to processing the visual 
information (Grimes, 1991). This could help explain why individuals rely on photos, 
graphics, and presentation to make judgments about products and brands. 
Summary. Visual-verbal redundancy is conceptualized as the degree of overlap 
between the verbal and visual information in a message. The redundancy of visual and 
verbal message elements is measured along a continuum ranging from completely 
contradictory to completely redundant. The majority of research from mass 
communication, advertising, and cognitive psychology indicated that visual-verbal 
redundancy is a message feature that can be used to predict and influence message 
processing.   
 Overall, message designers can achieve positive results by increasing the visual-
verbal redundancy of the message. This is especially true when the goal is to increase 
recall of the message. Increased visual-verbal redundancy has also been associated with 
more positive evaluations of the message and organizations. However, low visual-verbal 
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redundancy has been associated with positive outcomes under certain circumstances. 
Low and high visual-verbal redundancy improves message effectiveness in different 
ways. First, low visual-verbal redundancy can encourage systematic message processing. 
Second, both high and low redundancy can positively influence recall. Low visual-verbal 
redundancy has been associated with increased brand name recall while high visual-
verbal redundancy has been associated with increased recall of specific attributes 
(Childers & Jass, 2002; Houston et al., 1987). This pattern is consistent with the limited 
capacity model of information processing. Low visual-verbal redundancy encourages 
more systematic processing and requires more cognitive resources focused at the 
encoding stage. This leaves fewer resources for storing information in memory resulting 
in fewer specific message details being placed in memory. High visual-verbal redundancy 
requires less cognitive resources at the encoding stage. More cognitive resources are 
available for storing information in memory, which means more details and specific 
message arguments could be recalled. This pattern would suggest that low visual-verbal 
redundancy could be more effective during the introductory stage of an advertising 
campaign when the goal is to build brand recognition. High visual-verbal redundancy 
could be more effective during the competitive stage of an advertising campaign when it 
is important for consumers to recall specific attributes while comparing brands. 
Summary of Message Processing and Visual-Verbal Redundancy Literature 
 Message processing occurs along two cognitive paths. First, the systematic path 
involves effortful elaboration focused on detailed information and arguments in the 
message content. Systematic processing is more likely to occur when the individual is 
highly motivated, has sufficient cognitive ability and resources, and has adequate 
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opportunity to process the message. Systematic processing has also been associated with 
negative emotions and moods. Second, the heuristic path involves shallow processing 
that relies on mental shortcuts and impressions to process a message. Heuristic 
processing is more likely to occur when the individual is lacking motivation, sufficient 
cognitive ability and resources, or adequate opportunity to process the message. Heuristic 
processing has also been associated with positive emotions and moods. According to the 
HSM, the two paths can function independently or be combined to varying degrees. 
 Advertising messages typically use both visual and verbal message components. 
Research indicates that visual and verbal information interact and influence message 
processing. Visual information tends to be processed heuristically while verbal 
information tends to be processed systematically. A significant amount of 
communication, advertising, and cognitive psychology research has indicated that visual 
information is more easily processed, is often heuristically processed, and is more easily 
recalled than verbal information. However, the picture-superiority effect is far from 
universal. Visual components consistently outperform verbal components with 
individuals for low levels of motivation or with a higher need for affect. However, verbal 
components tend to be more effective for individuals with higher levels of motivation or 
a high need for cognition. 
 Consumer communication tends to use a combination of visual and verbal 
message components rather than one or the other. Given that visual and verbal 
information can be processed differently with varying degrees of effectiveness, the 
interaction between visual and verbal components and the resulting influence on message 
processing is an important consideration for message designers. Visual-verbal 
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redundancy is a measure of the overlap in meaning between visual and verbal message 
components. Visual-verbal redundancy occurs along a continuum ranging from 
completely contradictory to completely redundant. In practice, most advertising messages 
range from low to high visual-verbal redundancy. Visual-verbal redundancy can 
influence message processing and effectiveness. High visual-verbal redundancy requires 
less effort and fewer cognitive resources to process and encode the message because the 
recipient can process both components as one. This leaves more resources that can be 
used for storing detailed information in memory. This can lead to an increase in the 
specific details that can be recalled. Low visual-verbal redundancy requires the recipient 
to spend more cognitive effort and dedicate more resources to processing and encoding. 
This leaves fewer resources for storing the information in memory. Message recipients 
might pay closer attention to the message but might not recall specific details as easily.  
 The research related to message processing and visual-verbal redundancy has 
several implications for message design. First, the effectiveness of visual and verbal 
components depends upon the recipient. Consumers that are not as interested or feel no 
immediate need for the product or service would probably not be sufficiently motivated 
to engage in systematic processing of the verbal component. Instead, these individuals 
would be influenced more by emotion and rely more on heuristic cues to process and 
evaluate the message. Consumers that are more interested or feel a greater need for the 
product would be more likely to systematically process the verbal message. In the 
practical world of advertising, the target audience will be comprised of individuals with 
varying levels of motivation, need for cognition, need for affect, and emotions. Creating a 
message with visual and verbal message components would provide something for each 
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processing path. Second, increasing visual-verbal redundancy increases the likelihood 
that the message will be recalled. Messages with higher visual-verbal redundancy tend to 
be easier to process. This could increase message effectiveness among individuals with 
low levels of motivation and a lower need for cognition. Message recipients tend to recall 
more specific message details after viewing a message with high visual verbal 
redundancy. Increased recall is important in consumer communication because 
individuals must be able to easily recall specific attributes when comparing products and 
services. Finally, decreasing visual-verbal redundancy can also have positive benefits 
when used strategically. Messages with low visual-verbal redundancy are relatively more 
difficult to process than messages with higher visual verbal redundancy. This could 
increase message effectiveness when the audience is highly motivated, has more than 
enough cognitive ability, and has ample opportunity to process the message. Low visual-
verbal redundancy has also been shown to encourage more systematic processing. The 
trade-off is that recipients spend more resources processing and encoding the separate 
elements and less message information gets stored in memory. Low visual-verbal 
redundancy can be beneficial if the goal of the message is to increase the attention given 
to the message in an effort to simply build brand awareness. During introductory stages 
of advertising when the goal is to simply make consumers aware that the product or 
service exists, the recall of specific, detailed attributes would not be as important.   
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Chapter 4 
Study Rationale and Hypotheses 
 Litten (1982) defined college choice as the deductive actions students go through 
when deciding whether or not to continue into higher education. The college choice 
process is affected by many factors including socioeconomic status (Hossler & Gallagher, 
1987; MacAllum et al., 2007), race, ethnicity, and cultural background ( MacAllum et al., 
2007; Zimbroff, 2005), academic ability (Chapman, 1981; Hossler et al., 1999; Litten, 
1982; MacAllum et al., 2007), significant others (Chapman, 1981; Hossler et al., 1999; 
Hossler & Gallagher, 1987; Galotti & Mark, 1994; MacAllum et al., 2007; Sevier, 1987), 
aspirations (Chapa & De La Rosa, 2004), and attitudes and expectations (Chapman, 
1981; Hossler & Gallagher, 1987; Jackson, 1982; Martin, 2006) influence students’ 
predisposition toward attending college. College choice research also indicates that 
students consider the cost of attending college and financial aid packages (Chapman & 
Jackson, 1987; MacAllum et al., 2007; Sevier, 1997) when making final choices about 
college.  
The college choice process is also heavily dependent upon message processing 
(Martin, 2006; Sevier & Kappler, 1997). A recent report from the National Postsecondary 
Education Cooperative (NPEC) argued that examining the way in which that information 
is used during the decision-making process is critical for understanding the complexities 
of the college choice process (MacAllum et al., 2007). One of the criticisms of the 
traditional college choice models has been their lack of a predictive theoretical 
framework that could be used to examine the psychological processed involved in the 
college choice process (Martin, 2006; Southerland, 2006). A content analysis of student 
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recruitment material indicated colleges use common message features. The use of 
photographs and text was nearly universal among the universities included in the study 
(Hite & Yearwood, 2001). Understanding how to effectively combine text and 
photographs could lead to more effective recruitment messages (O’Mara-Croft, 2008). 
The project proposed in this chapter attempts to address the lack of a theoretically 
based college choice model that explains the psychological factors in the college choice 
process and attempts meet the challenge issued by the NPEC (MacAllum et al., 2007). 
The following sections describe the rationale and hypotheses for the two studies included 
in this project. First, a new cognitive model of college choice is proposed. Second, 
hypotheses are developed about the influence of high and low visual-verbal redundancy 
in a student recruitment message.  
Decision Making and the College Choice Process: A Proposed General Cognitive 
Model of College Choice 
 The decision to attend college and the final choice of an institution is a significant 
decision that involves a complex set of factors. The model of effortful decision-making 
and enactment (Bagozzi, et al., 2003) proposed that goal-directed decision processes like 
college choice begin with a desire and intention to pursue the goal. Once a goal is desired 
then a desire and intention to implement a specific action plan guides the choices that are 
made. Finally, the plan is put into action.  
The following section proposes a new cognitive model of college choice based on 
the model of effortful decision-making and enactment. The proposed model previous 
college choice research into the theoretical framework provided by the model of effortful 
decision-making and enactment. The three phases of decision-making correspond to the 
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three stages of college choice (Hossler & Gallagher, 1987). First, goal desires and 
intention are developed during the predisposition phase. Next, implementation goals and 
desires are formed during the search phase. Finally, plan enactment occurs during the 
choice phase. Figure 4 presents the path diagram for the proposed model. 
Predisposition phase. Students form goals desire and goal intention during the 
predisposition phase of the college choice process. Bagozzi et al. (2003) argued that 
effortful, goal-directed decisions begin with a desire to pursue the goal. Goal desire 
represents the intensity with which an individual wants to achieve a specific goal. Goal 
intention represents the “motivational factors” (Armitage & Conner, 2001, p. 477) that 
influence the degree to which an individual is willing to work to pursue a goal. 
Individuals must first have a strong enough desire to pursue a goal before developing an 
intention to pursue that goal. Without a sufficient level of desire to achieve a goal, an 
individual most likely will not have a strong intention to pursue the goal (Bagozzi et al., 
2003). Accordingly, the cognitive model of college choice proposes that predisposition is 
first determined by the desire to attend college and then an intention to attend college.  
Goal desire serves as an indicator of how strongly a student wants to attend 
college. Students in the college choice process must first feel like a college education is a 
worthy and important goal before engaging in the college choice process. It is possible 
that a student might think attending college is a worthy goal but not intend to pursue the 
goal. Goal intention represents the “motivational factors” (Armitage & Conner, 2001, p. 
477) that influence the degree to which a student is willing to work to pursue a college 


























































































































































































































































motivated to take action to achieve the goal. Hossler and Gallagher (1987) proposed that 
the predisposition phase ends when students either choose to continue the college choice 
process or choose other options. The cognitive model of college choice proposes that goal 
desire and goal intention determine whether students continue or terminate the college 
choice process. 
The strength of goal desire is influenced by five variables. Goal feasibility, 
anticipated emotions, decision process importance, decision process effort investment, 
and decision process confidence are directly and positively related to the degree to which 
an individual believes a goal is worthy. The model of effortful decision-making indicates 
that these five variables are the beginning points for effortful decision-making and are 
essentially a measure of the motivation to pursue a specific goal (Bagozzi et al., 2003).  
First, goal feasibility influences goal intention. Goal feasibility is a measure of the 
perceived difficulty of achieving a desired goal (Bagozzi et al., 2003). Goal feasibility 
takes into account personal characteristics including ability, skills, and willingness to 
invest the effort needed. It also includes external characteristics including availability of 
resources and opportunity. The college choice literature indicated that racial, ethnic, and 
cultural factors influence the predisposition to attend college (MacAllum et al., 2007). 
Previous academic performance also influences the predisposition to attend college. 
Tillery (as cited in Chapman, 1981) found that students with higher confidence in their 
ability to succeed in college considered more options and received more encouragement 
to attend college (Chapman, 1981). Socioeconomic status also plays a role in 
predisposition (Chapman, 1981). These characteristics influence perceptions of the 
feasibility of attending college can either strengthen or weaken a student’s intention to 
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attend college. Students consider their ability, resources, and other factors to determine 
whether attending college is a realistic goal. A stronger perception that attending college 
is feasible should encourage a higher intention to attend college. 
Second, anticipated emotions also influence the desire to attend college. 
Individuals take into account the emotional consequences of achieving or failing to 
achieve a specific goal when determining the desire to pursue a particular goal (Bagozzi 
et al., 2003). Both positive and negative anticipated emotions influence the desire to 
pursue a college education. First, positive anticipated emotions arise when the student 
imagines successfully accomplishing the goal of attending college. Positive anticipated 
emotions play a significant role in the college choice process. The argument that students 
use an idealized, stereotypical view of the college experience (Chapman, 1981; Hossler & 
Gallagher, 1987; MacAllum et al., 2007; Schmidt, 2008) is based largely on positive 
anticipated emotion. Positive anticipated emotions also motivate students because the 
imagined success encourages feelings of excitement and pleasure. Second, negative 
anticipated emotions arise as a result of imaged failure to achieve a goal. Negative 
anticipated emotions can motivate a student to exert more effort to achieve the goal 
(Taylor et al., 2001). Students encounter a great deal of information about the negative 
consequences of not attending college. In an effort to avoid the negative consequences, 
the desire to attend college could increase. Many students also experience negative 
anticipated emotions related to not meeting the expectations of others, failing to get 
admitted to the right college, or not being able to attend college at all. This can be a 
powerful motivational factor. 
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Third, decision process (DP) importance refers to the “level of interest or drive 
aroused by the process of decision making itself. . . .” (Bagozzi et al., 2003, p. 278). DP 
importance serves as a signal to the individual that the decision process is worth 
pursuing. This factor measures the relative interest students have in making the decisions 
involved in the college choice process. DP importance directly influences goal desire. 
The desire to attend college should increase as the importance of the process increases. A 
student will be more likely to develop a desire to attend college as the perceived 
importance of the decision increases. 
Fourth, decision process (DP) effort investment is a reflection of amount of 
resources an individual is willing to commit to achieving a specific goal (Bagozzi et al., 
2003). This factor is a measure of the amount of thought planning a student is willing to 
invest in the college choice process. The amount of effort invested in a decision is an 
indicator of the significance of the goal. A stronger willingness to invest the effort needed 
to achieve a goal should correspond to a strong desire to achieve the goal. A student 
expressing a willingness to invest effort in the college choice process should demonstrate 
a stronger desire to attend college. 
Fifth, decision process (DP) confidence is related to the individual’s perceived 
ability to make the decisions necessary to achieve a desired goal (Bagozzi et al., 2003). 
Individuals are more willing to pursue a goal when confidence levels are high. A 
student’s desire to attend college depends on the confidence that a student has in being 
able to make decisions about college. 
Summary of predisposition phase. The cognitive model of college choice 
proposes that predisposition is determined by the student’s intention to attend college. 
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This intention is directly influenced by a more general desire to attend college. The desire 
to attend college is positively related to the student’s perception of the importance of the 
decision, willingness to invest effort into the college choice process, and confidence in 
the ability to make decisions about college. Additionally, the perception of the feasibility 
of attending college directly influences a student’s intention to attend college. Hossler 
and Gallagher (1987) argued that the predisposition phase ends with either a decision to 
further pursue college attendance or a decision to consider options other than college. The 
cognitive model proposes that the intention to attend college is the determining factor in 
this decision. Students will not be motivated to engage in the college choice process 
without sufficient desire and intention to attend college. 
Search phase. A sufficient intention to pursue a goal leads an individual to 
evaluate the options for achieving that goal and to select the specific steps that should be 
taken (Bagozzi et al., 2003). Students demonstrating a sufficient level of intention to 
attend college enter the search phase when they begin to develop an idea of the specific 
features and experiences that they desire in their ideal campus, to explore the possible 
options for attending college, to determine the steps needed to attend college, and to 
create a list of preferred institutions (Hossler & Gallagher, 1987; Jackson, 1982).  
Behavioral desire and behavioral intention are formed during the search phase and 
influence the decisions made during this phase. Behavioral desire and intention serve a 
different function to goal desire and intention. Goal desires and goal intentions signal 
how strongly a student wants to attend college. They do not, however, address the 
method or specific action needed to reach that goal (Bagozzi et al., 2003). 
Implementation desire is a measure of how strongly a student wants to follow a specific 
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course of action to attend college and directly influences implementation intention. 
Implementation desire is influenced by subjective norm and attitude. 
First, subjective norm, or the perceived social pressure from others (Ajzen, 1991), 
is the second factor that influences implementation desire. Subjective norm reflects the 
reasons why a student prefers a specific course of action. A recent study (MacAllum et 
al., 2007) indicated that parents followed by friends and guidance counselors, strongly 
influenced the final college selection of most students. These results were consistent with 
a wide range of previous academic and industry research (cf. Chapman, 1981; Choy, 
2001; Hossler & Gallagher, 1987; Hossler et al., 1999; Sevier & Kappler, 1997). Friends 
are especially influential during the later part of the selection process because students 
take into consideration the opinions and experiences of their friends when making their 
final choice (Galotti & Mark, 1994; MacAllum et al., 2007).  The perceived expectations 
of others in these groups influence a student’s opinions about what to expect from 
college, which colleges to consider, and various aspects of specific campuses (Chapman, 
1981; Wang, 2006). Subjective norm affects implementation desires by influencing the 
importance students place on completing the steps needed to attend college, the features 
and criteria that are important, and the institutions that are considered by the students. 
Second, the student’s attitude toward the available options and actions for 
attending college influences implementation desire. Attitude reflects the reasons for 
choosing a specific option (Bagozzi et al., 2003). Attitude influences the college choice in 
two ways. First, the student’s attitudes toward the behavior influence the plan of action 
chosen by the student. Secondly, attitude toward the message influences the attitude 
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toward a specific campus. Both attitudes toward behavior and attitudes toward the 
message are important. 
Attitude toward the behavior is defined as the “degree to which a person has a 
favorable or unfavorable evaluation or appraisal of the behavior in question” (Ajzen, 
1991, p. 188). Generally, intention to perform a behavior increases as the attitude toward 
the behavior becomes more positive (Armitage & Conner, 2001). Martin (2006) referred 
to attitudes as the preliminary college value. The preliminary college values are used as 
mental checklist to determine the desirability of an institution. Students’ attitudes about 
an institution are based on criteria including location, course offerings, availability of 
academic majors, class sizes, reputation, and social opportunities (Galotti & Mark, 1994; 
Lenning & Cooper, 1978; MacAllum et al., 2007). In the search phase, students must 
decide the best course of action to achieve the goal of attending college. For example, a 
student with a negative attitude toward attending a large college will demonstrate a lower 
desire and intention to select a large college.  
Attitude toward the message also plays a more indirect role. Attitude toward the 
message often influences the attitude toward the organization (Muehling & Laczniak, 
1988). This implies that if students develop a positive attitude toward a recruitment 
message then that positive attitude could be extended to the university. Students have 
indicated that a university with a poorly organized, confusing, or unappealing website is 
often eliminated from consideration (Clayton, 2003). These results indicate that students 
form attitudes about the institution as a whole based partly on attitudes toward the 
message design. Positive attitude toward the message design could strengthen the 
student’s attitude toward attending that institution. 
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In addition to implementation desire, perceived behavioral control directly 
influences implementation intention. Ajzen (1991) defined behavioral control (PBC) as 
the “perceived ease or difficulty of performing the behavior and it is assumed to reflect 
past experience as well as anticipated impediments and obstacles” (p. 188). Perceived 
behavioral control is a measure of the amount of control a student has over performing 
the steps needed to complete the steps necessary to achieve the goal. Perceived 
behavioral control is a combination the student’s perception of skills, resources, and a 
variety of other internal and external obstacles (Ajzen, 1991, 2006; Bagozzi et al., 2003). 
Students do not have complete control over the decision to attend college and are often at 
the mercy of others as they enact plans to pursue a college. Admissions representatives 
decide who is admitted and who is not, financial aid officials often hold the key to 
financing an education, and family obligations limit the options that are realistically 
available. It would stand to reason that implementation intention would become stronger 
as a student feels more control over the actions required.  
Goal feasibility also influences perceived behavioral control. Goal feasibility 
reflects the perception of difficulty in attending college. Perceived behavioral control 
reflects the sense of control a student has over executing a specific plan of action to 
attend college. Students who believe that attending college is a feasible goal should 
express more perceived behavioral control over the required actions.  
Summary of search phase. The search phase of the college choice process 
involves evaluating the options for college attendance and creating a specific action plan. 
Students must first form a desire to implement the steps needed to attend college. This 
involves identifying important features, assessing the opinions of important others, and 
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forming attitudes toward the available options. Students then form a choice list of 
institutions that would satisfy those factors. The search phase ends as students take into 
consideration the amount of perceived behavioral control over completing the steps 
necessary to successfully attend the institutions in the choice set. 
Choice phase. Hossler and Gallagher (1987) conceptualized the choice phase as 
the point where students make a final decision about where to attend college. The choice 
phase involves enacting the plan for attending college that was chosen during the search 
phase. The decision-making process concludes with the actual enactment of a plan to 
achieve a goal and ultimately the attainment of the goal. Plan enactment is the “degree of 
successful implementation of the chosen plan” (Bagozzi et al., 2003, p. 280). Plan 
enactment involves choosing one specific institution and completing the application 
process at that institution. While students still must complete steps to realize the goal, the 
application signals that a choice has been made. Behavioral intention directly and 
positively influences plan enactment. A stronger behavioral intention should lead to 
higher levels of plan enactment (Ajzen, 1991, 2006; Bagozzi et al., 2003). 
Perceived behavioral control also directly influences plan enactment. A student 
will be more likely to choose and complete the application process at a particular 
institution if the student demonstrates more confidence in his or her ability to 
successfully apply and attend that specific institution. 
Summary of the proposed cognitive model of college choice. The proposed 
general cognitive model of college choice integrates previous college choice research 
with decision-making and goal-directed behavior research. The resulting model provides 
a theoretical framework that has been lacking. The proposed model integrates the three 
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traditional stages of college choice (Hossler & Gallagher, 1987) within the decision-
making framework provided by the model of effortful decision-making (Bagozzi et al., 
2003). Students decide whether attending college is a worthy and important goal during 
the predisposition phase. Students then enter the search phase once they begin to actively 
search for information about available options and opportunities. Finally, students enter 
the choice phase when they choose one institution from their choice set and complete the 
application process for that institution. 
 The proposed cognitive model of college choice differs from the traditional model 
of college choice by providing a theoretical framework that explains why and how the 
many different decision-factors influence college choice. Merging the factors identified 
throughout college choice research with the factors identified throughout the decision-
making and goal-directed behavior research provides more accurately captures the 
complexity of the process. The model proposes that goal desire and intention is 
influenced by decision process characteristics, anticipated emotions, and goal feasibility. 
These factors are consistent with previous college choice research. Implementation desire 
and intention are influenced by preliminary college values, attitudes, subjective norms, 
and perceived behavioral control. Plan enactment is also influenced by perceived 
behavioral control. Messages aimed at convincing students that college attendance is 
important should emphasize the positive emotions involved in the college experience, the 
negative emotions involved in not attending college along with the importance and 
feasibility of attending college. Messages targeting students in the search phase should 
focus more developing positive attitudes, emphasizing subjective norms, and encouraging 
greater perceived behavioral control. The proposed model indicates that institutions 
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should be designing recruitment campaigns that use messages tailored to the specific 
phase.  
Second, this model could also provide guidance to education policy makers. The 
predisposition phase is extremely important. Recent statistics indicate that a significant 
number of high school students do not develop a strong intention to attend college. This 
model suggests that the intention to attend college is an important component in 
convincing students to search and choice a college. This model could help policy makers 
create more effective and persuasive messages for students in the predisposition phase. 
Visual-Verbal Redundancy in Message Design and General Cognitive Model of 
College Choice: Hypotheses 
 The general cognitive model of college choice outlined in the previous section 
could provide recruitment message designers with a more effective tool to develop 
recruitment message. There are a number of message effects that have been shown to 
influence the factors included in the proposed cognitive model. The second phase of this 
study examines visual-verbal redundancy as one message effect that could be 
manipulated to influence the factors involved in the college choice process. Hite and 
Yearwood (2001) found that university viewbooks, which are traditionally the premier 
recruitment piece, almost universally used a combination of photographs and written 
material. An informal survey of institutional website also revealed the common use of 
images with text. O'Mara-Croft (2008) argued that message designers “must understand 
how to effectively combine graphic and text-based messages” (p. 24). Using images and 
text to effectively communicate a message, influence attitudes, and influence behavior 
involves understanding how individuals process visual and verbal information. In the 
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case of the college choice process, it is important to understand how different message 
design strategies influence the decision-making factors involved in the process.  
Visual-verbal redundancy is a message design feature that describes the amount 
of overlap between the text-based part of the message and the visual elements in the 
message (Capella et al., 2007). The level of visual-verbal redundancy in a message can 
range from completely redundant to completely contradictory. Previous research 
indicated that the level of visual-verbal redundancy in a message could influence message 
processing and evaluations of the message processing (Capella et al., 2007; Grimes, 
1991; Lang, 2000; Lang, Potter, & Bolls, 1999; Zhou, 2005). The following section 
describes hypotheses related to the effect of high visual-verbal redundancy and low 
visual-verbal redundancy in student recruitment messages.  
High visual-verbal redundancy and the college choice process. College choice 
is a goal-directed process that involves a large amount of message processing. Students 
can receive unsolicited mail from hundreds of universities (Sevier, 1997). This is in 
addition to information sought out by the student. Most of that information uses a 
combination of images and text (Hite & Yearwood, 2001). High and low visual-verbal 
redundancy in a student recruitment message is proposed to affect the factors involved in 
college choice differently. 
High visual-verbal redundancy and the predisposition phase. The proposed 
cognitive model of college choice posits that the college choice process begins with a 
desire and intention to attend college. A stronger desire to attend college should increase 
the student’s intention to attend college. Messages targeting the predisposition phase 
should encourage and strengthen this desire. Goal feasibility, positive anticipated 
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emotion, negative anticipated emotion, decision process importance, decision process 
effort investment, and decision process confidence influence the intensity of the desire 
and intention to attend college. By effectively targeting these factors, messages with high 
visual-verbal redundancy can affect the desire to attend college (see Figure 3). 
Goal feasibility is a measure of the perceived difficulty of achieving a desired 
goal (Bagozzi et al., 2003). Goal feasibility takes into account personal characteristics 
including ability, skills, and willingness to invest the effort needed. It also includes 
external characteristics including availability of resources and opportunity. The college 
choice literature indicated students assess the feasibility of attending college and of 
attending the specific college under consideration. Socioeconomic status (Hossler & 
Gallagher, 1987; MacAllum et al., 2007), race, ethnicity, and cultural background 
(MacAllum et al., 2007; Zimbroff, 2005), academic ability (Chapman, 1981; Hossler et 
al., 1999; Litten, 1982; MacAllum et al., 2007), cost of attending college and financial aid 
packages (Chapman & Jackson, 1987; MacAllum et al., 2007; Sevier, 1997) influence 
college-related decisions.  
Students process a large amount of information to determine the feasibility of 
attending college. Fewer congitive resources are required to process messages with high 
visual-verbal redundancy (Lang, 2000). High visual-verbal redundancy has been linked to 
increased recall of message content (Lang, 2000; Lang et al., 1999; Grimes, 1991) and 
more positive evaluations of the message (Zhou, 2005). High visual-verbal redundancy 
could increase the perception of feasibility of attending the college described in a student 
recruitment message by making the information easier to process, store, and recall when 
making decisions. Therefore, the following hypothesis is proposed. 
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H1: Goal feasibility is positively and directly related to goal desire when a  
message uses high visual-verbal redundancy instead of low visual-verbal  
redundancy. 
The cognitive model of college choice model also proposes that both positive and 
negative anticipated emotions influence the desire to pursue a college. College choice 
research indicates that students search for institutions where they can be academically 
successful (Chapman, 1981; Hossler et al., 1999; Litten, 1982; MacAllum et al., 2007), 
enjoy the social atmosphere (Sevier & Kappler, 1997), and fit in on campus (MacAllum 
et al., 2007; Sevier & Kappler, 1997). These items often correspond to a feeling of 
positive anticipated emotions as students begin to picture themselves experiencing the 
perfect college experience, which Chapman (1981) refers to as the freshmen myth. 
Research conducted by the College Board supported the idea that students make 
decisions about college based on an idealized set of expectations rather than absolute 
facts (Schmidt, 2008). Students are also driven by varying degrees of anxiety about the 
negative consequences of not pursuing a college education. These feeling can best be 
characterized as negative anticipated emotions. 
Positive anticipated emotion could influence message processing in three ways. 
First, positive anticipated emotion have been shown to result in more positive evaluations 
of messages (Bless et al., 1990), especially when the individual has limited prior 
knowledge of the topic or product. Second, additional research indicates that students 
experiencing positive emotions could feel secure in the situation (Tiedens & Linton, 
2001) and more confident in their ability to make a decision (Bless et al., 1990). Positive 
emotions also activate more memory networks and association than negative emotions, 
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consequently reducing the amount of resources available for processing (Mackie & 
Worth, 1989). These two factors encourage less thorough processing of message content 
where the student might focus more on the visual presentation.  
Messages with high visual-verbal redundancy could reduce the cognitive 
resources required to process that message when the individual is experiencing strong 
positive anticipated emotions. Research indicates that individuals are more likely to 
engage heuristic processing and not look as closely at verbal content when experiencing 
positive emotions (Bless et al., 1990; Tiedens & Linton, 2001). For students experiencing 
strong positive anticipated emotions, the visual component of the message could be more 
influential than the verbal. Using a high visual-verbal redundancy message design would 
increase the chance that students would get the intended message. Therefore, the 
following is proposed. 
H2: Positive anticipated emotion will be positively and directly related to goal 
desire when a message uses high visual-verbal redundancy instead of low visual-
verbal redundancy. 
Negative anticipated emotion could also influence goal desire. Students 
experiencing negative emotions could be more motivated to take action to avoid negative 
consequences and would be more likely to engage in more thorough processing of the 
message text (Bless et al., 1990). For students experiencing negative anticipated emotions 
toward the college choice process, the redundancy could free up cognitive resources 
allowing students to focus more systematically on the message content. This could 
strengthen the desire to pursue a college education. Therefore the following is proposed. 
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H3: Negative anticipated emotion will be positively and directly related to goal 
desire when a message uses high visual-verbal redundancy instead of low visual-
verbal redundancy. 
Students in this phase are deciding whether or not attending college is a worthy 
goal. Students in the predisposition phase have limited knowledge of the requirements, 
characteristics, and options for attending college. It would stand to reason that students 
could become overwhelmed when trying to decide whether or not to attend college. 
According to the proposed model of college choice, students develop a desire to attend 
college when they feel that the decision process is important, are willing to invest the 
effort required to engage in the process, and feel confident in their ability to complete the 
process. High visual-verbal redundancy can strengthen these characteristics by making 
information easier to process. This could increase confidence by reinforcing the 
perception that the student has the capacity to understand and complete the process. By 
not frustrating and discouraging a student early in the college choice process, high visual-
verbal redundancy messages could positively influence the decision process 
characteristics and perception of goal feasibility. Therefore, the following hypotheses are 
proposed.  
H4: DP importance is positively and directly related to goal desire when a 
message uses high visual-verbal redundancy instead of low visual-verbal 
redundancy. 
H5: DP effort investment is positively and directly related to goal desire when a 
message uses high visual-verbal redundancy. 
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H6: DP confidence is positively and directly related to goal desire when a 
message uses high visual-verbal redundancy instead of low visual-verbal 
redundancy. 
High visual-verbal redundancy and search phase. The majority of university 
student recruitment messages target students in the search phase of college choice. 
Messages in this phase should strengthen a student’s desire and intention to attend a 
specific institution by positioning the institution as the best course of action to satisfy the 
goal of attending college. Students develop attitudes and expectations about attending 
college (Hossler & Gallagher, 1987; Martin, 2006) and their set of preferred institutions 
during this phase (Jackson, 1982). Both activities depend heavily on message processing. 
It is during this phase that message designers should focus on influencing subjective 
norm, attitude, and perceived behavioral control. These factors directly influence 
implementation desire and intention. 
Second, subjective norm could directly influence behavioral desire. In this study, 
behavioral desire represents the degree to which students want to attend a specific 
institution and the degree to which they want to complete the steps to do so. Subjective 
norm is an indicator of the expectation of others as well as perceptions related to what 
students believe peers would do. Feedback from parents, counselors, teachers, family 
members, friends, and others influence the decisions students make about college 
(Chapman, 1981; Hossler et al., 1999; Hossler & Gallagher, 1987; Galotti & Mark, 1994; 
MacAllum et al., 2007; Sevier, 1987). These individuals shape students’ opinions about 
what to expect from college, which colleges to consider, and various aspects of specific 
campuses. Recruitment messages often discuss important student body characteristics and 
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testimonials for current students in an effort to convince potential students that other 
similar students enjoy the experience at that institution. By using visuals that reinforce 
those characteristics, high visual-verbal redundancy messages can increase the perception 
that the institution is socially desirable and acceptable. Therefore, the following is 
proposed. 
H7: Subjective norm will be positively and directly related to behavioral desire 
when the message uses high visual-verbal redundancy instead of low visual-
verbal redundancy. 
Second, messages with high visual-verbal redundancy can influence both attitude 
toward the institution and attitude toward the message. Attitudes prime individuals to 
evaluate and respond to objects in particular ways. Based on previous research, 
behavioral desire increases as the attitude toward that campus becomes more positive.  
Attitude toward the message often transfers to attitudes about the organization 
sponsoring the message (Muehling & Laczniak, 1988). Emotional responses to 
advertisements have also corresponded to the unconscious development of strong 
memory associations that are transferred to the brand (Heath et al., 2006). On a practical 
level, this research indicates that if a consumer holds a positive attitude toward the 
advertisement, that positive attitude often transfers to a positive attitude toward the 
organization. Within the college choice process, the attitude a student has toward the 
recruitment message could be extended to the university as a whole. Students have 
indicated that a university with a poorly organized, confusing, or unappealing website is 
often eliminated from consideration (Clayton, 2003). Using the proposed model, this 
would seem to support the hypothesis that the student’s attitude toward the message 
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influences the overall attitude toward the institution and the desire to select that specific 
institution as a means to achieve the desired goal of attending college. A positive attitude 
could also increase the desire to complete the steps necessary to attend the specific 
institution. 
Messages using a high visual-verbal redundancy have been shown to lead to more 
positive message evaluations than messages with a neutral or low visual-verbal 
redundancy (Zhou, 2005). If students develop a positive attitude toward the recruitment 
message, that positive feeling could transfer to the university as a whole. More positive 
attitudes toward the institution should encourage strong desire to attend that particular 
institution and complete the required actions. Therefore, the following is proposed. 
H8: Attitudes toward the advertisement and institution will be positively and 
directly related to behavioral desire when the message uses high visual-verbal 
redundancy instead of low visual-verbal redundancy. 
Third, perceived behavioral control (PBC) directly influences implementation 
intentions. PBC reflects the degree to which students believe they can successfully attend 
a specific institution. College choice research has found that students use campus 
information including admission criteria, student body GPA, cost, availability of 
scholarships, financial aid, reputation, and campus features to make decisions about the 
degree of control that a student has over successfully attending an institution. It is 
important for students to be able to recall detailed campus information when comparing 
various institutions. Research has indicated that messages with high visual-verbal 
redundancy promotes higher recall of specific features and details by freeing more 
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cognitive resources for the encoding process (Lang, 2000; Lang, Borse, Wise, & David, 
2002; Lang, Potter, & Bolls, 1999). Therefore, the following is proposed. 
H9: Perceive behavioral control will be positively and directly related to 
behavioral intention when the message uses high visual-verbal redundancy 
instead of low visual-verbal redundancy. 
High visual-verbal redundancy and choice phase. The choice phase involves 
selecting an institution from the choice list and completing the application procedure for 
that institution. This phase involves the cumulative influence of the variables from the 
previous two phases. Visual-verbal redundancy has a more indirect effect on the choice 
phase. It is hypothesized that a high visual-verbal redundant message design will 
strengthen influence the various factors in the predisposition phase resulting in a greater 
desire and intention to attend college. In the search phase, a high visual-verbal 
redundancy design can create more positive attitudes toward the campus and increase the 
likelihood that the institution will be selected from the choice list. The experimental 
stimuli for this study used a message from a hypothetical college. Plan enactment was not 
included in this study due to the nature of the stimuli.  
Low visual-verbal redundancy and the college choice process. Low visual-
verbal redundancy occurs when the visual elements of the message do not advance the 
same message as the verbal content. An informal survey of four-year university websites 
indicated the use of low visual-verbal redundancy. This study proposes that this strategy 
might have an unintended influence on some of the key factors–goal desire, goal 
intention, behavioral desire, and behavioral intention–that are formed during the 
predisposition and search phases. 
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 Low visual-verbal redundancy and the predisposition phase. Previous research 
indicated that messages with high visual-verbal redundancy require less cognitive effort 
and resources to process than message with low visual-verbal redundancy. During the 
predisposition phase, students are deciding the degree to which attending college is 
desirable goal. As students begin to weigh their options following graduation, it is 
essential that students feel that attending college is feasible, integrate their positive 
anticipated emotion and negative anticipated emotion into the decision process, feel that 
that decision process is important, be willing to invest the necessary effort, and feel 
confident in their ability to make decisions about attending college. Overall, students in 
the predisposition phase are learning about the process and sifting through unfamiliar 
information. This can tax cognitive resources under the best of conditions. Messages with 
low visual-verbal redundancy could introduce an additional constraint that could lead to a 
decreased desire to attend college.  
Students also make judgments during the predisposition phase about the 
feasibility of attending college. Goal feasibility takes into account personal characteristics 
including skills and ability. Students use evaluations of their academic ability and 
resources to determining the feasibility of attending a college. Messages with low visual-
verbal redundancy require more cognitive ability and skill to process. Students could 
transfer the increase in cognitive difficulty to evaluations about the feasibility of 
attending college. Therefore, the following are proposed. 
H10: Goal feasibility is negatively and directly related to goal desire when a 
message uses low visual-verbal redundancy instead of high visual-verbal 
redundancy. 
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Messages with low visual-verbal redundancy could also influence positive 
anticipated emotion toward attending a specific institution. Research indicates that 
messages with low visual-verbal redundancy require more cognitive resources (Lang, 
2000). This leaves fewer resources for storing information in short-term memory and 
associating with prior information. Positive emotions have also been shown to require 
more resources by activating more memory networks and associations (Mackie & Worth, 
1989). Students experiencing strong positive anticipated emotions toward attending 
college would have even more difficulty processing a low visual-verbal redundancy 
message due to the additional cognitive demand.  
Students with positive anticipated emotions also engage in less thorough message 
processing that rely more on visual than verbal information (Bless et al., 1990). Messages 
with low visual-verbal redundancy could miss the opportunity to reinforce the central 
message with these students. While this reduced effectiveness might not completely 
negate the desire to attend college, it could reduce the desire. Therefore the following is 
proposed. 
H11: Positive anticipated emotion will be negatively and directly related to goal 
desire when a message uses low visual-verbal redundancy instead of high visual-
verbal redundancy. 
While it is generally hypothesized that low visual-verbal redundancy message 
design has a negative effect in the predisposition phase, it is possible that it could 
strengthen the effect of negative anticipated emotions and actually increase the desire to 
attend a specific college. Negative anticipated emotions are based to varying degrees on 
uncertainty, the fear of failure, or the fear of negative consequences. Research indicates 
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that negative emotions can actually increase the motivation to act in a way that will 
reduce the negative consequences (Tiedens & Linton, 2001). Negative emotions can also 
encourage more detailed message processing (Bless et al., 1990). Low visual-verbal 
redundancy could strengthen the influence of negative anticipated emotions by focusing 
the student’s attention on information about the benefits of attending a specific 
institution. This focus could serve to increase the student’s desire to attend the college 
featured in the message. 
H12: Negative anticipated emotion will be positively and directly related to goal 
desire when a message uses low visual-verbal redundancy instead of high visual-
verbal redundancy. 
 Low visual-verbal redundancy can also negatively influence decision process 
importance, decision process effort investment, and decision process confidence. A 
student struggling to process messages about attending college could feel less confident is 
the ability to generally make decisions about college, feel that the decision is not worth 
the required effort, and think that the college choice process is not personally important. 
Therefore, the following are proposed. 
H13: DP importance is negatively and directly related to the desire to attend 
college when a message uses low visual-verbal redundancy instead of high visual-
verbal redundancy. 
H14: DP effort investment is negatively and directly related the desire to attend 
college when a message uses low visual-verbal redundancy instead of high visual-
verbal redundancy. 
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H15: DP confidence is negatively and directly related to the desire to attend 
college when a message uses low visual-verbal redundancy instead of high visual-
verbal redundancy. 
Low visual-verbal redundancy and the search phase. Messages with low visual-
verbal redundancy could have negative consequences for an institution in the competitive 
environment of the search phase. Negative attitudes toward advertisements can transfer to 
a negative attitude toward the product or company just as positive attitudes do. Messages 
with low visual-verbal redundancy tend to be evaluated more negatively than messages 
with high visual-verbal redundancy (Zhou, 2005).   
Subjective norm could be negatively influenced by low visual-verbal redundancy 
messages. The positive influence of subjective norm depends heavily on students feeling 
that the institution would be socially desirable. Students use information about student 
body characteristics, photos of similar students, information from important others. 
Subjective norm rely on the use of detailed information from a variety of sources to 
determine whether an institution would be socially desirable. Messages with low visual-
verbal redundancy limit the amount of detailed information that can be recalled. This 
would result in a student not being able to recall important characteristics about an 
institution when comparing it to other campuses. The reduced recall could affect 
judgments about social desirability. Therefore, the following is proposed. 
H16: Subjective norm is negatively and directly related to behavioral desire when 
a message uses low visual-verbal redundancy instead of high visual-verbal 
redundancy. 
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Low visual-verbal redundancy could negatively influence students’ attitudes, 
which could, in turn, negatively influence the desire to attend a specific institution and 
complete the actions necessary to attend that campus. Students have indicated that 
institutions are eliminated when the information is perceived as unorganized or 
unappealing (Poock & Lefond, 2001). Low visual-verbal redundancy could magnify this 
effect and lead to a negative opinion of the institution. The result could be a decrease in 
behavioral desire and lead to the institution being eliminated from consideration. 
H17: Attitude is negatively and directly related to behavioral desire when a 
message uses low visual-verbal redundancy instead of high visual-verbal 
redundancy. 
Perceived behavioral control influences behavioral intention. Students use 
information about tuition, financial aid, admissions requirements, and current student 
characteristics to determine the degree of control over attendance at that institution. It is 
important for students to be able to recall detailed campus information when comparing 
various institutions. As with subjective norm, messages with low visual-verbal 
redundancy could inhibit higher recall of specific features and details (Lang, 2000; Lang 
et al., 2002; Lang et al., 1999). Perceived behavioral control involves processing detailed 
information about the campus. Messages with low visual-verbal redundancy could reduce 
the amount of resources needed to thoroughly process the available information. This 
could result in the inability to recall these specific characteristics and decrease PBC as it 
relates to the specific institution.  
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H18: Perceived behavioral control is negatively and directly related to 
implementation intention when a message uses low visual-verbal redundancy 
instead of high visual-verbal redundancy. 
Low visual-verbal redundancy and the choice phase. Just as with high visual-
verbal redundancy, low visual-verbal redundancy message design exerts a more indirect 
influence on the choice phase. By affecting the processes and factors in the predisposition 
and search phase, low visual-verbal redundancy influences the institutions that are placed 
on the choice list from which the final decision is made. However, plan enactment was 
not included in this study due to the nature of the experimental stimuli. 
Summary of the Proposed Cognitive Model of College Choice and Influence of 
Visual-Verbal Redundancy 
 This chapter proposed a cognitive model of college choice and hypotheses related 
to the influence of student recruitment message with high and low visual-verbal 
redundancy. The general cognitive model of college choice extended traditional college 
choice models by integrating the three-phase model of college choice (Hossler & 
Gallagher, 1987) with the model of effortful decision-making and enactment (Bagozzi et 
al., 2003).  
 The model of college choice proposed that students first develop a desire and 
intention to attend college. Desire to attend college is influenced by goal feasibility, 
positive anticipated emotion, negative anticipated emotion, decision process importance, 
decision process effort investment, and decision process confidence. The anticipated 
emotions associated with achieving the goal also directly affect the desire to achieve the 
goal. The feasibility of attending college directly influences a student’s intention to attend 
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college. This first stage corresponds to Hossler and Gallagher's (1987) predisposition 
phase. The desire to attend college directly influences the intention to attend college. 
Once a student develops an intention to attend college, the second phase begins. During 
the search phase a student evaluates all the possible options for attending college and 
selects the options that best satisfies the criteria. Behavioral desire and behavioral 
intention reflects how strongly a student is committed to follow the action plan to enroll 
at the preferred institution. Behavioral desire is influenced by subjective norm and 
attitude. Behavioral intention is directly influenced by perceived behavioral control. 
Behavioral desire and behavioral intention explain how decisions are made during the 
search phase. The final stage of the cognitive model of college choice involves choosing 
a specific institution from the choice list and completing the steps necessary to attend 
college. This corresponds to Hossler and Gallagher's (1987) choice phase. Plan enactment 
is directly influenced by behavioral intention and perceived behavioral control.  
 In addition to the proposed model of college choice, this study proposed that the 
level of visual-verbal redundancy in a message could influence the factors involved in the 
college choice process. Messages with high visual-verbal redundancy are generally 
proposed to strengthen the factors that influence desires and intentions. Low visual-verbal 
redundancy messages are hypothesized to have some positive benefits in the 
predisposition phase but generally negative consequences in the search phase. If these 
predications hold true it could provide recruitment message designers with parameters 
that could enhance the message effectiveness throughout each phase.  
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Chapter 5 
Pilot Study: Method and Results 
The proposed cognitive model of college choice presented in the previous chapter 
was based on the model of effortful decision-making and enactment (Bagozzi et al., 
2003). The procedures and measures from that study were adapted for the present project. 
After a series of small informal pretests, a large formal pilot study was conducted to 
determine the feasibility of the methodology, the efficacy of the stimuli manipulation, 
and the reliability of the measures for each variable. The pilot study included high school 
junior and seniors from two high schools not included in the main study. The pilot study 
was conducted to examine three research questions. 
RQ1: Do the items for the proposed scales provide reliable measures of the 
variables?   
RQ2: Does the experimental stimuli provide a successful manipulation for a high 
and low visual-verbal redundancy condition? 
RQ3: Are the procedures for the study feasible? 
Method 
Sample 
Population. Three high schools from rural Northwest Tennessee served as the 
population for the pilot study. The first high school had a total student population of 
approximately 500 students. The population was evenly divided by gender with 49.5% 
female and 50.5% male, but unevenly split by race with 98.5% white and 1.5% African-
American. The second high school had a student population of approximately 680 
students. The population for the second school was again split evenly with 50.4% female 
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and 49.6% male, but was 78.1% white, 17.9% African-American, 2.4% Asian, and 1.5% 
Hispanic. The third high school had a total student population of approximately 120 
students. The population was 46.4% female and 53.6% male, and 91.6% white, 7.7% 
African-American, and 0.6% Hispanic. 
Sample characteristics. The obtained sample size was 376. However, due to the 
extensive amount of missing values (see Missing Value Analysis section) only a small 
percentage of the cases had usable data. The final total sample size was 241, with 76 
providing usable for the general model and 165 for the visual-verbal redundancy (VVR) 
model.  
The total sample was 73.4% white, 10.6% African American, 4.5% Hispanic, and 
1.3% Asian/Pacific Islander, 0.8% Middle Eastern, and 1.1 % other. Gender was split 
between 51.3% female and 48.7% male.  The sample was distributed among 6.4% 
freshmen, 30.3% sophomores, 30.9% juniors, and 32.4% seniors.  
The majority of students reported grade point averages on the “A” and “B” range 
with 44.1% between 3.5-4.0, 32.4% between 2.5-3.49, 11.4% between 1.5-2.49, 0.8% 
between 1.0-1.49, and 10.1% unreported. Students indicated that 46.5% of their fathers 
and 34.6% of their mothers did not attend college or vocational/technical school, 10.4% 
of fathers and 14.6% of mothers took some college classes but never finished a degree, 
9.8% of fathers and 8.2% of mother earned a vocational degree or technical certification, 
5.6% of fathers and 9.6% of mothers earned an associate’s degree from a community 
college, 11.2% of fathers and 14.4% of mothers earned a bachelor’s degree, 3.2% of 
fathers and 7.7% of mothers earned a master’s degree, and 1.9% of fathers and 1.1% of 
mothers earned a doctorate.  
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Procedure 
Selection of high schools. Nine school systems in Northwest Tennessee, which 
included a total of 12 high schools, were contacted to request permission to conduct the 
study. Five school systems with 10 total high schools originally agreed to participate in 
the study. However, the largest school system retracted permission due to restrictions 
imposed by the state thus eliminating four high schools. The final sample was drawn 
from six high schools in four school systems. Three of the six high schools were 
randomly selected for the pilot study. 
Sampling method. A convenience sample was drawn from the classrooms in 
which teachers were willing to allot time to administering the study materials. Due to the 
required state testing, not all teachers in each school were willing to dedicate class time to 
conduct the study. Principals and guidance counselors created a list of classes available 
for the study. After consultation with the school guidance counselors, it was determined 
that each student was enrolled in only one class on the list. This eliminated the possibility 
that a student would be asked to participate in the study more than one time. The decision 
was made to include all students in every class on the list received from the schools in 
order to have the largest possible sample size.  
Random assignment to treatment groups. The total number of students for each 
class was obtained from the high school guidance counselors. A random assignment 
generator accessed at http://www.randomizer.org/ was used to create random assignments 
to randomly select students. The instruments were presorted for each classroom using the 
pattern from the random assignment generator. Teachers were instructed to distribute the 
instruments in the exact order that was given to them. 
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Parental consent. Parental consent was required for the students’ participation 
because the participants were minors. A parental consent form was crafted that explained 
the purpose of the study, described the general procedure, and provided contact 
information in case of questions (see Appendix B). Parents were asked to sign the 
consent form and return it to the school. The consent form was sent home with students 
three days before the pilot study was conducted. The students were reminded each day to 
return the forms to their teacher.  
Data collection. The data for the pilot study were collected in May 2009. The 
high school principals and guidance counselors were briefed on the purpose of the study 
and the procedures. The school principal or guidance counselor distributed the materials 
to the teachers of the selected classrooms. Each teacher received a packet with the correct 
number of presorted instruments labeled by section, the correct number of Scantron 
answer sheets to record responses, parental consent forms, student assent forms, and a set 
of instructions for the research protocol.   
High school teachers administered the data collection instrument in their 
respective classrooms to the students who returned the parental consent forms. Pretests 
indicated that the instrument could be completed in 30-45 minutes. This timeframe made 
the administration of the instrument during a class single period feasible. The classroom 
teachers administered the instrument in their respective classrooms. Each teacher was 
provided a protocol handout that included an overview of the study and procedures, a 
sample script, and a frequently asked question section (see Appendix C). The protocol 
was developed through a series of pretests and consultation with several high school 
teachers and guidance counselors. Each teacher explained the purpose and procedures of 
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the study and asked students to read the assent form attached to the data collection 
instrument. The students were asked to sign and detach the assent form if they were 
willing to participate in the study. The teachers collected the signed assent forms and then 
instructed the students to begin the questionnaire.  
Students were allowed to work through the instrument at their own pace. Students 
were instructed to sit quietly and wait for instruction from the teacher after completing 
the instrument. The teachers collected the instruments and placed all the study materials 
in the provided container. The containers were returned to the principal or guidance 
counselor. 
Instrumentation  
The data collection instrument contained three sections. The first section included 
demographic and psychographic information. Seven questions in the first section asked 
students to indicate the stage in the college choice process, father’s higher education 
level, mother’s higher education level, race/ethnicity, high school GPA, gender, and 
grade in school. Students were asked to record their responses in a special section on the 
provided answer sheet. The section was clearly marked on the answer sheet and written 
instructions explaining as to where to record the answer were included with each question 
on the survey. The second section contained the measures for the independent and 
dependant variables in the proposed cognitive model of college choice. This section 
contained 64 questions using a 6-point Likert-type scale. The third section contained the 
experimental stimulus (see next section) and related items used to measure the influence 
of visual-verbal redundancy on the variables related to the proposed cognitive model of 
college choice. This section contained 81 questions using a 6-point Likert-type scale. The 
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questions were similar to those used in the second section, but the wordings were revised 
to reflect the student’s response based on the experimental stimulus. 
Experimental stimuli. Visual-verbal redundancy measures the amount of overlap 
between the visual and verbal elements of a message and in the present study is the 
degree to which the photographs and text in a college recruitment message convey the 
same information. Messages contain high VVR when the information provided by 
photographs and text substantially overlaps and messages have low VVR when the 
information provided by the photograph and text has very little overlap. The stimuli for 
this study were two print student recruitment advertisements for a hypothetical college. 
The two persuasive messages contained identical text and layout, and the photographs 
were manipulated to create a high VVR and a low VVR message.1 Figures 5 and 6 
present the two advertisements used in the study. 
The text was created following an informal survey of recruitment material from a 
variety of universities. Information about class size and classroom atmosphere was a 
common topic. A 58-word paragraph was crafted that emphasized a small class with 
personal attention from the professors. Three bullet point items were included as action 
steps for attending the hypothetical college. These points were common items in the 
recruitment materials for all of the state universities.  
The photograph in each advertisement was manipulated to represent a high level 
of visual-verbal redundancy and low visual-verbal redundancy. Ten photographs were
1 The experimental stimuli were modified prior to the pilot study as the result of two 
pretest. The original stimuli contained multiple facts about different areas of a hypothetical 
campus and feature two images. The initial pretests indicated that the manipulation was not 
successful. Student did not perceive a significant difference in the level of visual-verbal 
redundancy in the two advertisements. The stimuli were revised to focus only on classroom 
environment and feature only one photo. The additional pretest reported for the pilot study was 




Figure 5. Print advertisement for the high visual-verbal redundancy condition. 
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chosen from the iStock.com website. Five were typical college landscape photographs of 
the exterior of buildings. Five photographs showed classrooms with students and  
professors. Photographs were chosen from iStock to eliminate the possibility that 
participants would recognize individuals or places in the photograph.  
The advertisements were pretested with a small group of 20 students to determine 
the photographs that produced the highest and lowest levels of visual-verbal redundancy 
(see Appendix A for advertisements). The advertisements all used the same layout and 
text previously described. Each student answered an eight-question scale developed and 
validated by Capella et al. (2007) that measured the level of perceived visual-verbal 
redundancy in the advertisement. The eight items asked students to indicate how much 
the pictures and words in the advertisement said the same thing, were consistent with 
each other, repeated each other, were in synch with each other, were redundant, 
duplicated each other, matched each other, and copied each other. Each item used a 5- 
point Likert-type response scale anchored by not at all/completely. A scale score was 
created using the arithmetic mean for each advertisement from the responses to all eight 
items. The photos used in the pilot study had the highest and lowest mean scores from the 
pretest. 
 Measures.  The second section of the instrument included the measures for the 
general independent and dependent variables and the third section contained modified 
VVR measures for the dependent variables. The independent latent factors were decision 
process importance, decision process effort investment, decision process confidence, goal 
feasibility, positive anticipated emotions, negative anticipated emotions, attitude toward 
college choice, subjective norms, and perceived behavioral control. The dependent latent 
 106
Table 1 
General College Choice Model: Variables and Items 
Item Indicator statements (response anchors) 
 GOAL FEASIBILITY 
glfeas1 Attending college is a reasonable goal for me. (Not true at all/Completely true) 
glfeas2 I feel like attending college is ___ for me. (Not a reasonable goal at all/A completely 
reasonable goal) 
glfeas3 Attending college is not a realistic goal for me. (Not true at all/Completely true) (R) 
 POSITIVE ANTICIPATED EMOTIONS 
pae1 If I am able to attend college, I will feel excited. (Not true at all/Completely true) 
pae2 If I am able to attend college, I will feel delighted. (Not true at all/Completely true) 
pae3 If I am able to attend college, I will feel happy. (Not true at all/Completely true) 
pae4 If I am able to attend college, I will feel glad. (Not true at all/Completely true) 
pae5 If I am able to attend college, I will feel satisfied. (Not true at all/Completely true) 
pae6 If I am able to attend college, I will feel proud. (Not true at all/Completely true) 
pae7 If I am able to attend college, I will feel confident. (Not true at all/Completely true) 
pae8 If I am able to attend college, I will feel relieved. (Not true at all/Completely true) 
 NEGATIVE ANTICIPATED EMOTIONS 
nae1 If I am not able to attend college, I will feel angry. (Not true at all/Completely true) 
nae2 If I am not able to attend college, I will feel frustrated. (Not true at all/Completely 
true) 
nae3 If I am not able to attend college, I will feel guilty. (Not true at all/Completely true) 
nae4 If I am not able to attend college, I will feel ashamed. (Not true at all/Completely 
true) 
nae5 If I am not able to attend college, I will feel sad. (Not true at all/Completely true) 
nae6 If I am not able to attend college, I will feel depressed. (Not true at all/Completely 
true) 
nae7 If I am not able to attend college, I will feel worried. (Not true at all/Completely true) 
nae8 If I am not able to attend college, I will feel anxious. (Not true at all/Completely true) 
nae9 If I am not able to attend college, I will feel disappointed. (Not true at all/Completely 
true) 
nae10 If I am not able to attend college, I will feel embarrassed. (Not true at all/Completely 
true) 
 DECISION PROCESS IMPORTANCE 
dpi1 The process of deciding whether or not to attend college is important for me. (Not 
true at all/Completely true) 
dpi2 It is important for me to make decisions about college 
(Completely agree/Do not agree at all) 
dpi3 How important it is for you to decide whether or not to attend college? (Completely 







General College Choice Model: Variables and Items 
Item Indicator statements (response anchors) 
DECISION PROCESS EFFORT INVESTMENT 
dpei1 I have given a lot of thought about the different options I have after I finish high 
school. (Not true at all/Completely true) 
dpei2 How much time you have spent deciding whether or not to attend college? (No time 
at all/All of my time) 
dpei3 I have not spent a great deal of time deciding whether or not to attend college. (Not 
true at all/Completely true) (R) 
 DECISION PROCESS CONFIDENCE 
dpc1 It is or has been hard for me to decide whether or not to attend college. (Not true at 
all/Completely true) (R) 
dpc2 I am confident about the decisions I have made about attending college. (Not true at 
all/Completely true) 
dpc3 I am confident that I can make decisions about attending college. (Not true at 
all/Completely true) 
 SUBJECTIVE NORM 
sn1 Most of the people who are important to me want me to complete the steps needed to 
attend college. (Not true at all/Completely true) 
sn2 The people in my life whose opinions are important to me went to college. (Not true 
at all/Completely true) 
sn3 The people in my life whose opinions are important want me to attend college. (Not 
true at all/Completely true) 
sn4 Many people like me attend college. (Not true at all/Completely true) 
sn5 Many of my friends are going to attend college. (Not true at all/Completely true) 
 ATTITUDE 
att1 For me, completing the steps to attend college after I graduate is worth the effort/a 
waste of time. 
att2 For me, completing the steps to attend college after I graduate is completely 
necessary/completely unnecessary. 
att3 For me, completing the steps to attend college after I graduate is good/bad. 
att4 For me, completing the steps to attend college after I graduate is something I 
absolutely must do/something I absolutely do not need to do. 
att5 For me, completing the steps to attend college after I graduate is a wise/foolish 
decision. 
att6 For me, completing the steps to attend college after I graduate is possible/impossible. 
 PERCEIVED BEHAVIORAL CONTROL 
pbc1 I have __ control over completing the steps needed to attend college. (No control at 
all/Complete control) 
pbc2 I have control over whether or not I attend college after I graduate. (Not true at 
all/Completely true) 
pbc3 Whether or not I attend college is out of my control. (Not true at all/ 
Completely true) (R) 
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Table 1 
General College Choice Model: Variables and Items 
Item Indicator statements (response anchors) 
 GOAL DESIRE 
gldes1 I want to attend college after I graduate. (Not true at all/Completely true) 
gldes2 I feel that I need to attend college. (Not true at all/Completely true) 
gldes3 My desire to attend college after I graduate is ____. (Not strong at all/Very strong) 
 GOAL INTENTION 
glint1 Attending college is something I will do after college. (Not true at all/Completely 
true) 
glint2 I intend to attend college after I graduate from high school (Not true at 
all/Completely true) 
glint3 My actual intention to attend college is ____.  (Not strong at all/Very strong) 
 BEHAVIORAL DESIRE 
bdes1 My overall desire to complete the steps necessary for me to attend college is ____. 
(Not strong at all/Very strong) 
bdes2 It is important for me to complete the steps necessary for me to attend college. (Not 
true at all/Completely true) 
bdes3 I want to complete the steps necessary for me to attend college. (Not true at 
all/Completely true) 
 BEHAVIORAL INTENTION 
bint1 I intend to complete all the steps necessary to attend college. (No control at 
all/Complete control) 
bint2 I intend to complete all the steps I listed at the beginning of this survey so that I can 
attend college. (Not true at all/Completely true) 
bint3 The strength of my actual intention to complete all of the steps needed to attend 
college can best be described as ___. (Not strong at all/Very strong) 
 PLAN ENACTMENT 
pe1 I have been able to do things exactly as I had planned to attend college. (Not true at 
all/Completely true) 
pe2 I am going to be able to attend college exactly how I planned. (Not true at 
all/Completely true) 
pe3 I have been able to successfully complete all the steps necessary for me to attend 





Influence of Visual-Verbal Redundancy on College Choice: Variables and Items 
Item Indicator statements (response anchors) 
 GOAL FEASIBILITY 
vglfeas1 This ad would make me feel like attending the college described in the ad 
would be a reasonable goal for me. (Not true at all/Completely true) 
vglfeas2 This ad would make me feel like it would be possible for me to attend the 
college described in the ad. (Not true at all/Completely true) 
vglfeas3 This ad would make me feel like attending the college described in the ad 
would be ____ for me. (Not a reasonable goal at all/A completely reasonable 
goal) 
 POSITIVE ANTICIPATED EMOTIONS 
vpae1 This ad would make me feel excited about attending this college. (Not true 
at all/Completely true) 
vpae2 This ad would make me feel delighted about attending this college. (Not 
true at all/Completely true) 
vpae3 This ad would make me feel happy about attending this college. (Not true 
at all/Completely true) 
vpae4 This ad would make me feel glad about attending this college.  (Not true at 
all/Completely true) 
vpae5 This ad would make me feel satisfied about attending this college. (Not 
true at all/Completely true) 
vpae6 This ad would make me feel proud about attending this college. (Not true at 
all/Completely true) 
vpae7 This ad would make me feel confident about attending this college. (Not 
true at all/Completely true) 
vpae8 This ad would make me feel relieved about attending this college.  (Not 
true at all/Completely true) 
 NEGATIVE ANTICIPATED EMOTIONS 
vnae1 This ad would make me feel angry at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae2 This ad would make me feel frustrated at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae3 This ad would make me feel guilty at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae4 This ad would make me feel ashamed at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae5 This ad would make me feel sad at the thought of not being able to attend 
the college described in the ad. (Not true at all/Completely true) 
vnae6 This ad would make me feel depressed at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae7 This ad would make me feel worried at the thought of not being able to 
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Table 2 
Influence of Visual-Verbal Redundancy on College Choice: Variables and Items 
Item Indicator statements (response anchors) 
attend the college described in the ad. (Not true at all/Completely true) 
vnae8 This ad would make me feel anxious at the thought of not being able to 
attend the college described in the ad. (Not true at all/Completely true) 
vnae9 This ad would make me feel disappointed at the thought of not being able 
to attend the college described in the ad. (Not true at all/Completely true) 
vnae10 This ad would make me feel embarrassed at the thought of not being able 
to attend the college described in the ad. (Not true at all/Completely true) 
 DECISION PROCESS IMPORTANCE 
vdpi1 This ad would make me feel like it would be important for me to decide 
whether or not to attend the college described in the ad. (Not true at 
all/Completely true) 
vdpi2 After seeing the ad, indicate how important you would feel it is to decide 
about attending the college described in the ad. (Completely agree/ 
Do not agree at all) 
vdpi3 This ad would make me feel that it would not be important for me to 
decide about whether or not to attend the college described in the ad. 
(Completely important/Not important at all) (R) 
 DECISION PROCESS EFFORT INVESTMENT 
vdpei1 This ad would make me give a lot of thought about the different options I 
have after I finish high school. (Not true at all/Completely true) 
vdpei2 Indicate how much time the ad would make you spend deciding whether or 
not you want to attend the college described in the ad. (No time at all/All of 
my time) 
vdpei3 This ad would make me spend a great deal of time deciding whether or not 
to attend the college described in the ad. (Not true at all/Completely true) 
 DECISION PROCESS CONFIDENCE 
vdpc1 This ad would make me feel like it would be hard for me to decide whether 
or not to attend the college described in the ad. (Not true at all/Completely 
true) (R) 
vdpc2 This ad would make me feel confident about making a decision about 
attending the college described in the ad. (Not true at all/Completely true) 
vdpc3 This ad would make me feel confident that I could make decisions about 











Influence of Visual-Verbal Redundancy on College Choice: Variables and Items 
Item Indicator statements (response anchors) 
 
SUBJECTIVE NORM 
vsn1 Most of the people who are important to me would want me to attend the 
college described in the ad. (Not true at all/Completely true) 
vsn2 This ad would make me feel  like the people in my life whose opinions are 
important to me would want me to attend the college described in the ad. 
(Not true at all/Completely true) 
vsn3 This ad would make me feel like students like me attend the college 
described in the ad. (Not true at all/Completely true) 
vsn4 My friends would like to attend the college in this ad. (Not true at 
all/Completely true) 
 ATTITUDE 
vatt1 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be worth the effort/a waste of time. 
vatt2 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be completely necessary/completely 
unnecessary. 
vatt3 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be good/bad. 
vatt4 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be something I absolutely must 
do/something I absolutely do not need to do. 
vatt5 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be a wise/foolish decision. 
vatt6 This ad would make me feel that completing the steps necessary to attend 
the college that was described would be possible/impossible. 
 PERCEIVED BEHAVIORAL CONTROL 
vpbc1 This ad would make me feel like I had _______ over completing the steps 
needed to attend the college described in the ad. (No control at all/Complete 
control) 
vpbc2 This ad would make me feel like I have control over whether or not I could 
attend the college described in the ad. (Not true at all/Completely true) 
vpbc3 This ad would make me feel like attending the college described in the ad 
would be out of my control. (Not true at all/Completely true) (R) 
 GOAL DESIRE 
vgldes1 This ad would make me want to attend the college described in the ad. (Not 
true at all/Completely true) 
vgldes2 The ad would make me feel that I should attend the college described in 
the ad. (Not true at all/Completely true) 
vgldes3 This ad would make my desire to attend the college described in the ad 
_____. (Not strong at all/Very strong) 
 112
Table 2 
Influence of Visual-Verbal Redundancy on College Choice: Variables and Items 
Item Indicator statements (response anchors) 
  
GOAL INTENTION 
vglint1 This ad would strengthen my intention to go to the college described in the 
ad. (Not true at all/Completely true) 
vglint2 This ad would make my actual intention to attend the college described in 
the ad  ____. (Not true at all/Completely true) 
vglint3 This ad would increase my intention to attend the college described in the 
ad. (Not true at all/Completely true) 
 BEHAVIORAL DESIRE 
vbdes1 This ad would make me feel like it would be important for me to complete 
the steps necessary for me to attend the college described in the ad. (Not 
true at all/Completely true) 
vbdes2 This ad would make me want to complete the steps necessary to attend the 
college described in the ad. (Not true at all/Completely true) 
vbdes3 This ad would make my overall desire to complete the steps necessary for 
me to attend the college described in the ad __. (Not strong at all/Very 
strong) 
 BEHAVIORAL INTENTION 
vbint1 The ad would make me intend to complete all the steps necessary to attend 
the college described in the ad. 
(Not true at all/Completely true) 
vbint2 This ad would make the strength of my actual intention to complete the 
steps needed to attend the college described in the ad _____. (Not strong at 
all/Very strong) 
vbint3 This ad would strengthen my intention to complete all the steps needed to 
attend the college described in the ad. (Not true at all/Completely true) 
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factors were goal desire, goal intention, implementation desire, implementation intention, 
plan enactment, and goal realization. The wording for each indicator was adapted from  
Bagozzi et al. (2003) and Ajzen (2006). The wording and response anchors for the 
indicators measuring the variables in the proposed general college choice model used in 
the second section of the instrument are presented in Table 1. For the third section of the 
instrument, the wording for each item was slightly modified to relate to the experimental 
stimuli. The wording and response anchors for the indicators used to measure the 
influence of visual-verbal redundancy are presented in Table 2.   
Goal feasibility. Feasibility of attending college provided a measure of students’ 
perception of the degree to which attending college was a realistic option. Feasibility was  
measured by three indicators that included responses on a 6-point Likert-type scale.  
Positive anticipated emotion. Positive anticipated emotion (PAE) provided a 
measure of the degree of positive feelings held by students toward attending college. PAE 
was measured by eight indicators that included responses on a 6-point Likert-type scale.  
Negative anticipated emotion. Negative anticipated emotion (NAE) provided a 
measure of the degree of negative feelings toward not being able to attending college held 
by students. NAE was measured by 11 indicators that included responses on a 6-point 
Likert-type scale. 
Decision process importance. Decision process (DP) importance served as a 
measure of the relative degree to which a student thinks that it is important to make 
decisions about attending college. DP importance was measured by three indicators that 
included responses on a 6-point Likert-type scale.  
 114
Decision process effort investment. Decision process (DP) effort investment 
served as a measure of the time and effort a student was willing to spend making 
decisions about college.  DP effort investment was measured by three indicators that 
included responses on a 6-point Likert-type scale.  
 Decision process confidence. Decision process (DP) confidence served as a 
measure of the degree of confidence students had in their ability to make decisions about 
college. DP confidence was measured by three indicators that included responses on a 6-
point Likert-type scale.   
Subjective norm. Subjective norm provided a measure of perceived pressure 
from others to attend college and of the perceived approval of important others. 
Subjective norm was measured by five indicators that included responses on a 6-point 
Likert-type scale. 
Attitude. Attitude toward attending college was a measure of students’ feeling 
about the relative value of attending college. Attitude was measured by six pairs of 
phrases measured on a 6-point semantic differential scale.  
Perceived behavioral control. Perceived behavioral control (PBC) provided a 
measure of the degree to which students felt control over attending college. PBC was 
measured by three indicators that included responses on a 6-point Likert-type scale.  
Goal desire. Desire to attend college provided a measure of the degree to which 
students wanted to attend college. Desire to attend was measured by three indicators that 
included responses on a 6-point Likert-type scale.  
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Goal intention. Intention to attend college provided a measure of the degree to 
which students actually intend to attend college. Intention to attend was measured by 
three indicators that included responses on a 6-point Likert-type scale.  
Behavioral desire. Desire to take action provided a measure of the degree to 
which students wanted to take the actions necessary to attend college. Desire to take 
action was measured by three indicators that included responses on a 6-point Likert-type 
scale.  
Behavioral intention. Intention to take action provided a measure of the degree 
to which students actually intended to take action to attend college. Intention to take 
action was measured by four indicators that included responses on a 6-point Likert-type 
scale.  
Plan enactment. Plan enactment measures the degree to which students had 
engaged in the actions necessary to attend college. Plan enactment was measured by three 
indicators that included responses on a 6-point Likert-type scale.  
Results 
The pilot study was designed to determine the reliability of the proposed 
measures, the effectiveness of the manipulation for the experiment stimuli, and the 
feasibility of the procedures for high school classrooms. The following sections discuss 
the results of the missing values analysis, reliability tests, manipulation check, and 
evaluation of the study procedure. 
Missing Values Analysis (MVA) 
General model data. The obtained sample size was 376. The data related to the 
measures for the general model were analyzed using the Missing Value Analysis (MVA) 
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in SPSS 17 to determine the extent and pattern of missing values in the data set. The data 
set did contain a large amount of incomplete information. The MVA indicated that 14 
items (22.6%) contained missing values. Eight items had missing values in more than 
half the cases. The missing values occurred across 322 (85.6%) of the cases. Examination 
of the missing value pattern by case indicated that the percentage of missing values 
ranged from a high of 22.8% (13 values) to a low of 1.8% or (1 value).  
Descriptive statistics and the pattern of missing values were also examined to 
determine whether the data were missing completely at random (MCAR) or missing at 
random (MAR) in order to determine the most appropriate method for handling missing 
values. MCAR data have missing values that are completely random and each missing 
value occurs independently of all other variables (Byrne, 2001). MAR data have missing 
values that are somehow related to other variables in the data set. Little’s MCAR test was 
significant (χ2 = 10455.696, df = 8928, p < .001) indicating that the data were not missing 
completely at random. Patterns were detected between father’s and mother’s education 
level and six of the categorical variables to be used for testing between-group differences 
in the proposed model. Students who indicated that they were still considering several 
options for after graduation and those indicating they would not be attending college 
were less likely to report father’s education level. Students indicating a GPA between 
1.5.-2.49 and 2.5-3.49 were less likely to report father’s education level and students 
indicating a GPA between 2.5-3.49 were less like than others students to indicate 
mother’s education level. Males were less likely than females to report both father’s and 
mother’s education level. Sophomores were more likely than any other grade to report 
father’s education level. Freshmen were less likely than all other grades to report 
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mother’s education level. Students at the smallest of the three schools were less likely to 
report father’s and mother’s education level. The results of Little’s MCAR test indicated 
that the missing value could be considered missing at random (“Data Imputation for 
Missing Values: Statnotes, from North Carolina State University, Public Administration 
Program,” n.d.; “SPSS Missing Values™ 17.0,” 2007). The final sample size for the 
general model analysis was 76.  
Visual-verbal redundancy data. The obtained sample size was 376. The data 
related to the measures for the visual-verbal redundancy model were analyzed using the 
Missing Value Analysis (MVA) in SPSS 17 to determine the extent and pattern of 
missing values in the items measuring the influence of visual-verbal redundancy. This 
data set also contained a large amount of incomplete information. The MVA indicated 
that all 64 items (100%) contained missing values spread across 296 (78.7%) of the cases. 
The amount of missing data was not quite as extensive as the measures for the general 
model. However, examination of the missing value pattern by case indicated that 25 
items had missing values in 80 (21.3%) to 150 (39.9%) cases.  
Descriptive statistics and the pattern of missing values were also examined to 
determine whether the data were missing completely at random (MCAR) or missing at 
random (MAR) in order to determine the most appropriate method for handling missing 
values. Little’s MCAR test was significant (χ2 = 14277.853, df = 12916, p = .001) 
indicating that the data were not missing completely at random. Patterns were detected 
based on race, gender, grade in school, school, the experimental stimuli, time spent 
reading words, and time spent looking at the picture. The results of Little’s MCAR test 
and the separate variance t-tests indicated that the missing value could be considered 
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missing at random (“Data Imputation for Missing Values: Statnotes, from North Carolina 
State University, Public Administration Program,” n.d.; “SPSS Missing Values™ 17.0,” 
2007). The final sample size for the VVR model analysis was 165. 
Summary of missing value analysis. The amount of missing data in the pilot 
sample was extensive, especially among the general model measures. Imputation 
methods, listwise deletion, and pairwise deletion were evaluated as methods for handling 
the missing data. Imputation, particularly multiple imputation, is now generally preferred 
over deletion methods. However, imputation can produce biased estimates when the data 
are not MCAR, the proportion of missing data is large, and the amount of information 
available in the data set is small (“Limitations of Common Solutions to Missing Data,” 
2008). Pairwise deletion only produces unbiased results when the data are MCAR and is 
generally not recommended because it can lead to mathematical problems in most 
analyses (“Limitations of Common Solutions to Missing Data,” 2008). Listwise deletion 
can drastically reduce the sample size, and subsequently the power, for the analysis and 
can lead to biased results when the data are not MCAR. 
The MVA indicated that the missing values for both the general and VVR 
measures were not MCAR. Furthermore, the general model had several items for which 
over half the values were missing and the VVR model had items for which 30% of the 
values were missing. The large proportion of missing data drastically reduced the amount 
of available information for imputation procedures. These limitations made imputation a 
poor choice for handling the missing values.2 Listwise deletion, while not an ideal 
2 Multiple imputation is a full information procedure for missing data maintains the full 
sample size and can produce less biased estimates than mean or regression imputation 
(“Limitations of Common Solutions to Missing Data,” 2008). SPSS 17 can produce a multiply 
imputed data set but does not support reliability analysis using the imputed data. 
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solution, was the best of the three available choices based on the missing data mechanism 
and large proportion of missing values. Listwise deletion was therefore used in the 
reliability and validity analysis presented in the next sections. The final total sample size 
was 241, with 76 providing usable for the general model and 165 for the visual-verbal 
redundancy (VVR) model. 
Reliability of Measures 
The first research question of the pilot study sought to determine the reliability of 
the items used for each variable in the proposed model. Reliability reflects the true score 
variance relative to the error among a set of items and as such provides a measure of the 
internal consistency of a set of items (“Reliability Analysis: Statnotes, from North 
Carolina State University, Public Administration Program,” n.d.). The reliability of the 
measures for the general model is discussed first followed by the reliability of the 
measures for the visual-verbal redundancy model. 
Reliability of general model items. The items for each variable in the general 
model were checked for reliability. Internal consistency estimates for the pilot data were 
computed using Cronbach’s coefficient alpha. The cutoff for satisfactory reliability was 
.70. Details of the reliability tests for the general model scales are presented in Table 3. 
           The scales for seven variables demonstrated satisfactory reliability. The scales for 
positive anticipated emotions and negative anticipated emotions demonstrated strong 
reliability (α = .97 and α = .95, respectively). The scale statistics indicated that each item 
for each respective scale substantially contributed to the measurement and deletion of 
items would lead to no appreciable change to the reliability. The items for goal desire 
also demonstrated strong reliability (α = .91). The scale statistics indicated that each item 
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for each respective scale substantially contributed to the measurement and deletion of 
items would decrease the reliability. The items for behavioral intention demonstrated 
good reliability (α = .83). The scale statistics indicated that each item for each respective 
scale substantially contributed to the measurement and deletion of items would decrease 
the reliability. The items for goal intention and plan enactment demonstrated acceptable 
reliability (α = .75 and α = .79, respectively). The scale statistics indicated that each item 
for each respective scale substantially contributed to the measurement and deletion of 
items would decrease the reliability.  
The five items for subjective norm displayed acceptable reliability (α = .76). 
However, the scale statistics indicated that the second item in the scale did not 
substantively contribute to the measurement and reliability improved with its deletion 
from the scale (α = .83). This item asked whether or not important others had attended 
college. Demographics indicated that the majority of parents either had not attained any 
education past high school or had very little higher education. The weak contribution of 
the second item could simply be an artifact of the sample.  
The items for four scales displayed reliability just below the acceptable cutoff. 
The three items for behavioral desire demonstrated unsatisfactory reliability (α = .66). 
The second item had a lower correlation and only accounted for a small amount of 
variance (R2 = .09). The reliability improved to a satisfactory level with the deletion of 
this item (α = .79). The three items for DP confidence displayed unacceptable reliability 
(α = .62). Inspection of the scale statistics indicated that the reverse-scored first item in 
the scale was slightly problematic. The first item was moderately, positively correlated 




Reliability Estimates, Means, and Standard Deviations for the General Model Measures 
 






M SD R2 
Goal Feasibility .58 glfeas1 .10 4.34 1.58 .39 
  glfeas2 .29 3.82 1.33 .37 
  glfeas3 .75 4.79 1.23 .03 
Positive Anticipated Emotion .97 pae1 .96 5.11 1.32 .81 
  pae2 .96 4.94 1.39 .81 
  pae3 .96 5.15 1.28 .88 
  pae4 .96 5.14 1.29 .88 
  pae5 .96 5.19 1.25 .78 
  pae6 .96 5.32 1.18 .74 
  pae7 .96 5.10 1.27 .66 
  pae8 .96 4.97 1.44 .73 
Negative Anticipated Emotion .95 nae1 .94 3.12 1.70 .73 
  nae2 .95 3.32 1.71 .74 
  nae3 .94 2.95 1.66 .65 
  nae4 .94 3.14 1.72 .78 
  nae5 .94 3.25 1.69 .69 
  nae6 .94 3.00 1.75 .73 
  nae7 .94 2.95 1.62 .67 
  nae8 .94 2.95 1.62 .71 
  nae9 .94 3.29 1.64 .71 
  nae10 .94 3.12 1.73 .74 
  nae11 .96 4.30 1.65 .23 
DP Importance .18 dpi1 -.26 4.90 1.50 .20 
  dpi2 -.24 5.18 1.28 .20 
  dpi3 .61 2.57 1.45 .02 
DP Effort Investment -.16 dpei1 -.51 4.88 1.35 .12 
  dpei2 -.65 3.84 1.55 .10 
  dpei3 .45 1.86 1.41 .08 
DP Confidence .62 dpc1 .69 4.96 1.52 .10 
  dpc2 .41 4.93 1.38 .30 
  dpc3 .44 5.09 1.28 .30 
Subjective Norm .76 sn1 .72 4.47 1.59 .27 
  sn2 .83 2.99 1.64 .06 
  sn3 .67 3.97 1.66 .50 
  sn4 .65 4.10 1.65 .57 

























Reliability Estimates, Means, and Standard Deviations for the General Model Measures 
 






M SD R2 
Attitude .54 att1 .36 4.08 1.78 .56 
  att2 .44 2.99 1.63 .17 
  att3 .40 4.51 1.69 .61 
  att4 .82 2.95 1.65 .57 
  att5 .24 4.09 1.76 .61 
  att6 .28 4.02 1.85 .54 
Perceived Behavioral Control -.02 pbc1 -.63 4.65 1.24 .23 
  pbc2 -.63 4.81 1.42 .23 
  pbc3 .62 3.22 1.31 .08 
Goal Desire .91 gldes1 .86 5.25 1.36 .69 
  gldes2 .86 5.14 1.45 .68 
  gldes3 .88 4.99 1.50 .65 
Goal Intention .75 glint1 .60 3.89 1.62 .51 
  glint2 .83 3.07 1.52 .19 
  glint3 .54 3.65 1.46 .54 
Behavioral Desire .66 bdes1 .45 3.76 1.47 .46 
  bdes2 .81 2.25 1.29 .09 
  bdes3 .33 3.66 1.38 .48 
Behavioral Intention .83 bint1 .82 4.07 1.63 .42 
  bint2 .75 3.63 1.52 .53 
  bint3 .74 3.74 1.46 .54 
Plan Enactment .79 pe1 .76 4.74 1.47 .34 
  pe2 .67 3.98 1.41 .45 
  pe3 .70 3.84 1.38 .42 
 
Note. R2 = squared multiple correlation. N = 76. 
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contribute (R2 =.10). The reliability improved once the first item was removed from the 
scale but was still slightly below the acceptable minimum estimate (α = .69). The three 
items for goal feasibility of attending displayed unacceptable reliability (α = .58). 
Inspection of the scale statistics indicated that the reverse-scored third item in the scale 
was weakly correlated with the other items in the scale and did not substantively 
contribute (R2=.03). The reliability reached a satisfactory level once the item was 
removed from the scale (α = .75). The six items measuring attitude toward attending 
displayed unsatisfactory reliability (α = .54). Inspection of the scale statistics indicated 
that the fourth item in the scale was problematic. This item was negatively correlated 
with the other items and the scale statistics suggested a significant improvement in 
reliability if deleted from the scale. The reliability improved to a satisfactory level once 
the fourth item was removed from the scale (α = .82). 
Three variables displayed poor reliability. The three items for DP importance had 
an extremely low reliability estimate (α = .18). Inspection of the scale statistics indicated 
that the third item in the scale was problematic. The third item was negatively correlated 
with the other items. This item was not reverse-coded and there were no coding errors in 
the data file. The reliability improved once the item was removed (α = .61) but was still 
below the acceptable minimum cutoff. The three items for DP effort investment had an 
inadmissible reliability estimate (α = -.16). Inspection of the scale statistics indicated that 
the reverse-scored third item in the scale was problematic. The third item was negatively 
correlated with the other items. The data file was checked for coding errors and none 
were detected. The reliability improved once the third item was removed from the scale 
but still displayed unacceptable reliability (α = .45). The three items for perceived 
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behavioral control also had an inadmissible reliability estimate (α = -.02). Inspection of 
the scale statistics indicated that the reverse-scored third item in the scale was 
problematic. This item was negatively correlated with the other items and the scale 
statistics suggested a significant improvement in reliability if deleted from the scale. The 
data file was checked for coding errors and none were detected. The reliability did 
improve once the fourth item was removed from the scale (α = .54) but the reliability was 
still below the acceptable cutoff. 
Reliability of visual-verbal redundancy model items. The second part of the 
study used the third section of the instrument to examine the influence of high and low 
visual-verbal redundancy on the factors in the proposed college choice model. Each latent 
variable was measured through the use of at least three items that were worded similarly 
to the measures used in the general model. The wording from the general model items 
was slightly altered to focus on the specific advertisement used in the manipulation. 
Internal consistency estimates for the pilot data were computed using Cronbach’s 
coefficient alpha. The cutoff for satisfactory reliability was .70. A summary of the 
reliability tests for the items is presented in Table 4. 
The scales for nine variables demonstrated satisfactory reliability. The scales for 
positive anticipated emotions and negative anticipated emotions demonstrated strong 
reliability (α = .98 and α = .98, respectively). The scale statistics indicated that each item 
for each respective scale substantially contributed to the measurement and deletion of 









Reliability Estimates, Means, and Standard Deviations for the Visual-Verbal Redundancy 
Measures 
 






M SD R2 
Goal Feasibility .80 glfeas1 .79 3.26 1.43 .35 
  glfeas2 .69 3.23 1.51 .48 
  glfeas3 .70 3.31 1.46 .47 
Positive Anticipated Emotion .98 pae1 .98 3.21 1.37 .86 
  pae2 .98 3.16 1.42 .90 
  pae3 .98 3.19 1.42 .87 
  pae4 .98 3.18 1.38 .87 
  pae5 .98 3.24 1.42 .84 
  pae6 .98 3.22 1.42 .85 
  pae7 .98 3.26 1.39 .82 
  pae8 .98 3.24 1.41 .79 
Negative Anticipated Emotion .98 nae1 .98 2.60 1.45 .78 
  nae2 .98 2.76 1.52 .86 
  nae3 .98 2.57 1.54 .88 
  nae4 .98 2.55 1.50 .87 
  nae5 .98 2.60 1.51 .83 
  nae6 .98 2.54 1.53 .89 
  nae7 .98 2.60 1.51 .90 
  nae8 .98 2.58 1.46 .90 
  nae9 .98 2.58 1.51 .85 
  nae10 .98 2.65 1.53 .87 
  nae11 .98 2.60 1.54 .90 
DP Importance .63 dpi1 .44 3.26 1.37 .29 
  dpi2 .46 3.40 1.36 .28 
  dpi3 .68 2.85 1.45 .11 
DP Effort Investment .74 dpei1 .70 3.16 1.43 .29 
  dpei2 .63 3.12 1.36 .36 
  dpei3 .65 2.88 1.41 .36 
DP Confidence .02 dpc1 .79 4.49 1.20 .17 
  dpc2 -1.17 3.33 1.34 .45 
  dpc3 -1.13 3.26 1.43 .46 
Subjective Norm .88 sn1 .87 3.09 1.39 .46 
  sn2 .83 3.03 1.45 .62 
  sn3 .84 3.07 1.43 .56 


















Reliability Estimates, Means, and Standard Deviations for the Visual-Verbal Redundancy 
Measures 
 





















  att2 .38 3.32 1.32 .58 
  att3 .45 4.45 1.11 .51 
  att4 .52 4.27 1.12 .37 
  att5 .28 3.52 1.32 .60 
  att6 .32 3.46 1.36 .61 
Perceived Behavioral Control .02 pbc1 -.62 3.68 1.28 .13 
  pbc2 -.25 3.41 1.41 .17 
  pbc3 .52 4.42 1.26 .06 
Goal Desire .80 gldes1 .73 3.12 1.36 .45 
  gldes2 .68 2.96 1.35 .50 
  gldes3 .79 3.16 1.43 .36 
Goal Intention .84 glint1 .77 3.10 1.46 .49 
  glint2 .77 3.20 1.45 .49 
  glint3 .78 2.97 1.47 .47 
Behavioral Desire .88 bdes1 .85 3.12 1.40 .55 
  bdes2 .83 3.15 1.46 .59 
  bdes3 .80 3.19 1.44 .64 
Behavioral Intention .79 bint1 .77 3.25 1.33 .34 
  bint2 .67 3.22 1.42 .46 
  bint3 .70 3.03 1.44 .43 
 
Note. R2 = squared multiple correlation. N = 165. 
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reliability. The items for goal desire and goal intention demonstrated good reliability (α 
= .80 and α = .84, respectively). The scale statistics indicated that each item for each 
respective scale substantially contributed to the measurement and deletion of items would 
decrease the reliability. The items for behavioral desire and behavioral intention also 
demonstrated good reliability (α = .88 and α = .79, respectively). The scale statistics 
indicated that each item for each respective scale substantially contributed to the 
measurement and deletion of items would decrease the reliability. The items for goal 
feasibility and subjective norm3 demonstrated good reliability (α = .80 and α = .88, 
respectively). The scale statistics indicated that each item for each respective scale 
substantially contributed to the measurement and deletion of items would decrease the 
reliability. Unlike the scale for the general model, the three items for DP effort investment 
demonstrated acceptable reliability (α = .74). 
The attitude scale displayed an unsatisfactory reliability estimate (α = .45). 
Inspection of the scale statistics indicated that the reversed-scored items in the scale were 
problematic. These items were negatively correlated with the other items. The data file 
was checked for coding errors and none were detected. The analysis was repeated using 
only the three items that were not reverse-coded. The reliability for these items was 
satisfactory (α = .88). 
Three variables displayed very poor reliability. The three items for DP 
importance had an unacceptable reliability (α = .63). Inspection of the scale statistics 
indicated that the third item in the scale was once again problematic. The third item was 
negatively correlated with the other items. This item was not reverse-coded and there 
3 The item asking about the attendance of significant others was not included in the VVR 
measurement because it was not relevant to the measurement. 
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were no coding errors in the data file. The reliability improved once the item was 
removed (α = .68) but was still just below the acceptable minimum cutoff. The three 
items for DP confidence displayed very poor reliability (α = .02). Inspection of the scale 
statistics indicated that the reverse-scored first item in the scale was problematic. The 
reverse-coded item was negatively correlated with the other two items and the scale 
statistics suggested a significant improvement in reliability if deleted from the scale. The 
data file was checked for coding errors and none were detected. The reliability did 
improve to a satisfactory level once the reverse-scored item was removed from the scale 
(α = .79). The three items for perceived behavioral control also displayed poor reliability 
(α = .02). Inspection of the scale statistics indicated that the reverse-scored third item in 
the scale was again problematic. This item was negatively correlated with the other items 
and the scale statistics suggested a significant improvement in reliability if deleted from 
the scale. The data file was checked for coding errors and none were detected. The 
reliability did improve once the fourth item was removed from the scale (α = .52) but the 
reliability was still well below the acceptable cutoff. 
Summary. The first research question for the pilot study was to determine the 
reliability of the measures for the proposed general cognitive model of college choice and 
the adapted questions testing the effect of visual-verbal redundancy. The reliability 
analysis of the items for the general model variables indicated that seven variables 
demonstrated satisfactory reliability, three variables demonstrated acceptable reliability 
following revisions, and three variables demonstrated unacceptable reliability. Positive 
anticipated emotions, negative anticipated emotion, subjective norm, goal desire, goal 
intention, behavioral intention, and plan enactment demonstrated acceptable reliability. 
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Goal feasibility, DP confidence, attitude, and behavioral desire initially demonstrated 
unacceptable reliability that improved to an acceptable level with the removal of weakly 
correlated items. DP importance, DP effort investment, and perceived behavioral control 
demonstrated unacceptable reliability. The reliability analysis of the items for the VVR 
model variables indicated that nine variables demonstrated satisfactory reliability, one 
variable demonstrated acceptable reliability following revisions, and three variables 
demonstrated unacceptable reliability. Goal feasibility, positive anticipated emotions, 
negative anticipated emotion, DP effort investment, goal desire, goal intention, 
behavioral desire, and behavioral intention demonstrated acceptable reliability. The 
attitude scale initially demonstrated unacceptable reliability that improved to an 
acceptable level with the removal of the reverse-coded item. DP importance, DP 
confidence, and perceived behavioral control demonstrated unacceptable reliability.  
Manipulation of Experimental Stimuli 
 The second research question sought to determine the success of the manipulation 
of high and low visual-verbal redundancy through advertising messages featuring a 
photograph and accompanying texts that provided redundant or non-redundant 
information. Students were randomly assigned to either the high VVR or low VVR group 
and completed an eight-item scale measuring the perceived level of visual-verbal 
redundancy between the photograph and text in the advertisements.  
The VVR scale demonstrated satisfactory reliability (α = .95). All items were 
positively and moderately correlated. The scale statistics indicated that no significant 
degradation or improvement would occur from deletion of items from the scale. A factor 
analysis using principal axis factoring with direct oblimin rotation indicated that the eight 
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items were one-dimensional. The analysis extracted only one factor (eigenvalue = 5.78, 
variance extracted = 72.3%). A scale score was created for each case using the arithmetic 
mean for the eight items. Lower scale scores corresponded to lower perceived visual-
verbal redundancy and higher scale scores corresponded to higher perceived visual-verbal 
redundancy. 
An independent-samples t test was conducted to determine the success of the 
manipulation. The test was significant, t(181) = 5.444, p < .001. Students in the high 
VVR group indicated higher levels of visual-verbal redundancy (M = 3.51, SD = 1.11) 
than students in the low VVR condition (M = 2.63, SD = 1.01). The 95% confidence 
interval for the difference in means ranged from 0.56 to 1.20. The results of the analysis 
indicated that the manipulation was successful.  
Feasibility of Procedures 
 The third research question for the pilot study sought to determine the feasibility 
of the procedure used in the study. The feasibility of the procedures was assessed using 
feedback from the teachers and school officials and observations from the collected data. 
 First, teachers and school officials indicated both positive and negative aspects of 
the procedures. School officials indicated that the procedure for distributing and 
collecting the study materials worked well. The teachers indicated that the packets with 
the presorted materials were helpful and easy to manage. The teachers also confirmed 
that the overall procedure for sending home the parental consent form, getting the student 
assent forms signed, and administering the instrument was manageable. The teachers also 
believed that students understood the instruction and the items included in the study. The 
only negative feedback from the teachers related to the length of the instrument. Most of 
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the teachers expressed the concern that students did not read the statements closely and 
that survey fatigue set in before most students completed the instrument. Several teachers 
also expressed the opinion that the instrument required too much class time. 
 Second, examination of the data seemed to support the teachers’ concern about 
student answers. The pilot data included a large percentage of missing values on a many 
of items. Several individual items had data missing on more than half of the cases. 
Approximately 85% of the students in the pilot study omitted at least one value. 
Approximately 22% of those cases with missing values omitted values for 13 items. The 
reliability analysis also indicated that students responded to the reverse-coded items in a 
way that suggested they were following a response pattern rather than actually answering 
the question. These two items could be related to overall length of the instrument. 
Conclusions and Recommended Modifications for Main Study 
The pilot study sought to address three general research questions. First, the study 
sought to determine the reliability of the proposed measurement scales for the college 
choice model. Second, the study sought to determine the effectiveness of the 
manipulation for visual-verbal redundancy. Finally, the study evaluated the proposed 
procedure. 
 First, the reliability analysis indicated that the majority of proposed items 
displayed satisfactory reliability. The items for the dependent variables in the general and 
VVR models–desire to attend college, intention to attend college, desire to take action, 
intention to take action, and plan enactment–displayed acceptable reliability. The items 
for the independent variables of positive anticipated emotion, negative anticipated 
emotion, and subjective norm demonstrated acceptable reliability for both the general and 
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VVR model measures. Two additional independent variables–DP effort investment and 
goal feasibility–demonstrated acceptable reliability for the VVR data but not for the 
general model data. 
 The items for the positive anticipated emotion and negative anticipated emotion 
variables demonstrated high reliabilities. However, high school students in two informal 
focus groups following the pilot study indicated that not all of the emotions included in 
the pilot study were relevant to the college choice process. The scale statistics for the 
general and VVR measures indicated that the reliability of the scales would not 
demonstrate appreciable degradation if items were removed. The items included for 
positive and negative anticipated emotions were modified for the main study based on 
feedback from students. Five positive emotions were retained for the main study–excited, 
happy, glad, satisfied, and proud. Five negative emotions were also retained for the main 
study–disappointment, shame, frustration, sadness, and fear. 
The reliability analysis indicated problems with some of the measures. First, items 
for six variables demonstrated unacceptable reliability. The items for perceived 
behavioral control, attitude, decision process importance, and decision process 
confidence demonstrated unacceptable reliability for both the general and the visual-
verbal redundancy model measures. The items for decision effort investment and 
feasibility also demonstrated unacceptable reliability for the general model measures. 
Second, the analysis also indicated that the reverse-coded items were problematic for the 
general and VVR measures. Inspection of the answer pattern among items with reverse-
coded items appeared to support the concern expressed by the teachers that students were 
not reading the statements carefully. The results indicated most students provided an 
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answer to the reverse-coded item that was opposite from the answers on the other items 
in the scale. Each time reverse-coded items were included in a scale, these items were 
negatively correlated with the other items in the scale. Removing the reverse-coded items 
improved reliability in every scale. The data file was checked for coding errors but the 
data were correctly coded.  
Three modifications were made to the measures for the main study based on the 
pilot study results. First, the wording of the items for decision process importance was 
refined. The third item in the scale was problematic in the general and VVR data. This 
item asked a question rather than making a statement to which students responded. The 
item was reworded as a statement rather than a question. Second, all reverse-coded items 
were reworded. The problematic items for DP confidence, attitude, and perceived 
behavioral control were all reverse-coded statements. Each of the reverse-coded items for 
the three scales was reworded in a way that was consistent with the other items in the 
scale. Third, statements were added to all of the variables that contained three items. A 
minimum of four items per variable is recommended for confirmatory factor analysis and 
structural equation modeling for purposes of statistical identification (Brown, 2006). 
 The second research question sought to determine the efficacy of visual-verbal 
redundancy manipulation. The results of the pilot study indicated that the manipulation 
was successful. Students viewing the advertisement with the photograph of students in a 
classroom perceived a significantly higher level of visual-verbal redundancy than 
students viewing the advertisement with a photograph of an architectural feature. 
Interestingly, students indicated a substantial amount of redundancy even in the low VVR 
group. One possible explanation for this could be that students were reading more into 
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the advertisement than was explicitly stated or displayed. College recruitment material 
commonly uses architectural type photos. Students could simply have made the mental 
connection between the photograph and the text. Another possible explanation could be 
the lack of attention students gave to the advertisements. Approximately 62% of students 
indicated that they did not look at the photograph at all or spent very little time looking at 
the photograph. Approximately 39% of the students indicated that they did not read the 
text or spent very little time reading the text in the advertisement. No modifications were 
made to the advertisements for the main study. The instructions for the advertisement 
were slightly revised on the instrument to direct students to pay attention to both the 
picture and the words.   
The fourth research question sought to determine the feasibility of the procedure 
used in the study. The feedback from school administrators and teachers indicated the 
procedure for getting materials to the teachers and returning the materials worked very 
well. The materials were easy to use and the instructions were easy to understand. 
However, the feedback indicated one major area of concern. All teachers agreed that the 
length of the instrument was problematic. They expressed the opinion that students were 
not reading the statements carefully and that too much class time was required to 
administer the instrument. The problems with reliability as well as the higher scores for 
the low VVR advertisement could all be related to the length of the instrument.  
The data collection instrument was modified for the main study based on this 
feedback from school officials. The instrument was divided into two shorter instruments–
one for the general college choice model and one for the VVR groups. The use of shorter 
instruments would reduce the length of each instrument and reduce the time required to 
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complete the measures. This would more efficiently use the class time volunteered by 
teachers and reduce the chance of survey fatigue among the students. Although this 





Method and Results for the Study 1: General Cognitive Model of College Choice 
This study examined the process high school students use to make decisions about 
attending college. This study developed and tested a new cognitive model of college 
choice. This chapter presents an overview of the new college choice model and related 
hypotheses, explains the method used for the study, and presents the results of the study.  
Model Overview and Hypotheses 
 
The decision to attend college and the final choice of an institution is a significant 
decision that involves a complex set of factors. The model of effortful decision-making 
and enactment (Bagozzi, et al., 2003) proposed that goal-directed decisions, like college 
choice, begin with a desire and intention to pursue the goal. Next, the desire and intention 
to implement a specific action plan guides the decisions made to achieve the goal. 
Finally, the plan is put into action. In relation to college choice, students must develop a 
desire and intention to attend college in order to move out of the predisposition phase and 
into the more active search phase. However, simply having a desire to attend college is 
not sufficient. Students who want to attend college must develop a desire and intention to 
engage in the actions necessary to attend college. It is theoretically possible that a student 
would have the desire to attend college but be unwilling to complete the actions 
necessary to attend college. Finally, students must enact the steps necessary to attend 
college including completing the appropriate high school courses, filling out the 
application, and completing the enrollment process.  
The college choice and decision-making literature indicate that several factors 
could influence the college choice process. The desire and intention to attend is 
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influenced by the perceived importance of the decision, a student’s willingness to invest 
effort into the decision-making process, a student’s confidence in his or her ability to 
make college decisions, positive anticipated emotions toward attending college, and 
negative anticipated emotions toward failing to attend college. A student’s perception of 
the feasibility of attending college, including skills, ability, and resources, also plays a 
role in determining the desire to attend college. Previous research indicated that three 
variables could influence the strength of the desire and intention to take action to attend 
college. Attitude toward attending college, subjective norms, and perceived behavioral 
control influence the intensity of a student’s desire and intention to take action toward 
attending college. The student’s attitude toward attending college in general and toward 
the actions needed to attend college could directly influence that student’s desire to 
engage in the necessary actions to attend college. College choice research indicated that a 
variety of individuals can influence the college choice process. Important others include 
family members, teachers, and friends. Students rely on advice from counselors, teachers, 
family members, friends, and other individuals when making decisions about college. 
The perceived pressure and level of approval from others influence students’ opinions 
about what to expect from college, which colleges to consider, and the desire to attend 
college (Chapman, 1981; Wang, 2006). Perceived behavioral control serves as an 
indicator of the degree of control a student has over the college choice process. PBC 
depends on the perception of skills, resources, and a variety of other internal and external 
obstacles (Ajzen, 1991, 2006). Students do not have complete control over the decision to 
attend college. Students are often at the mercy of others as they enact plans to attend 
college. Admissions representatives decide who is admitted and who is not, financial aid 
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officials often hold the key to financing an education, and family obligations limit the 
options that are realistically available. It would stand to reason that as a student feels 
more confident in the ability to successfully apply and attend a specific institution the 
intention to attend that campus would increase. 
The proposed structural relationship among the variables included in the cognitive 
model of college choice is presented in Figure 7. Five variables form the primary 
structural path in the college choice process. The model proposes that students first 
develop a desire to attend college. The desire to attend college is directly and positively 
related to students’ intention to attend college. Students’ intention to attend college is 
directly and positively related to the desire to take the actions necessary to attend college. 
Similar to goal desire, students’ desire to take action is directly and positively related to 
intention to take the actions necessary to attend college. The college choice process 
concludes with plan enactment, which is directly and positively influenced by behavioral 
intention. Each of the five primary structural variables is influenced by decision-making 
variables. Desire to attend college is directly and positively influenced by the intensity of 
positive anticipated emotion and negative anticipated emotion, decision process 
importance, decision process effort investment, and decision process confidence. The 
desire to take action is directly and positively influenced by subjective norm and attitude. 
Perceived behavioral control directly and positively influences both the intention to take 
action and plan enactment. The perceived feasibility of attending college directly and 























































































































































































































































Population. Nine school systems in Northwest Tennessee, which included a total 
of 12 high schools, were contacted to request permission to conduct the study. Five 
school systems with 10 total high schools originally agreed to participate in the study. 
However, the largest school system retracted permission due to restrictions imposed by 
the state thus eliminating four high schools. The final sample was drawn from six high 
schools in four school systems. Three of the six high schools were randomly selected for 
the main study and served as the population for sampling purposes. These included a 
small-sized school with 406 students, a medium-sized school with 516 students, and a 
large-sized school with 922 students, leading to a combined population of 1,844 students. 
Sample size. The sample for Study 1 consisted of 137 high school students. Two 
cases were removed after missing data analysis revealed one case with 20 percent and 
one case with 40 percent of values missing. Three additional cases were removed after 
examining standardized z-scores for each indicator variable. The three deleted cases were 
more than 3 standard deviations away from the mean on more than 10 variables and more 
than 2.5 standard deviations away from the mean on at least five other variables. The 
final sample size was 132.  
Sample characteristics. The sample included 115 white students, 14 African-
American students, one Hispanic/Latino student, one student in the “Other” category, and 
one omitted response. There were 59 females and 77 males.  The sample was distributed 
among 15 freshmen, 46 sophomores, 61 juniors, and 9 seniors. A total of 79 students 
from the large, consolidated county high school, 30 students from a medium-sized single-
city high school, and 23 students from a small, single-city high school completed the 
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study. Thirteen students reported a GPA between 1.5-2.49, 60 students reported a GPA 
between 2.5-3.49, and 56 students reported GPA between 3.5-4.0. 
Procedure 
 Selection of high schools and classrooms. The procedure used in the study was 
based on the pilot study described in the previous chapter. High school principals at 11 
high schools in northwest Tennessee were contacted. Six principals agreed to allow the 
study to be conducted in their high schools. Three high schools were randomly selected 
for the main study. The high school principals and guidance counselors were briefed on 
the purpose of the study and the procedures. The guidance counselors and principals 
requested teachers to volunteer time in their classrooms for the data collection. 
 Sampling of students. A convenience sample was drawn from the classrooms in 
which teachers were willing to allot time to administering the study materials. Due to the 
required state testing, not all teachers in each school were willing to dedicate class time to 
conduct the study. Principals and guidance counselors created a list of classes available 
for the study. After consultation with the school guidance counselors, it was determined 
that each student was enrolled in only one class on the list. This eliminated the possibility 
that a student would be asked to participate in the study more than one time. The decision 
was made to include all students in every class on the list received from the schools in 
order to have the largest possible sample size.  A random assignment generator accessed 
at http://www.randomizer.org/ was used to randomly choose students for the general 
model instrument. 
 Data collection. In order to maximize access to the high school students, the data 
were collected simultaneously for Study 1 and Study 2 during a two-week period in 
October 2009. Each student in the classroom received one of three possible data 
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collection instruments. The instruments were presorted for each classroom using the 
pattern from the random assignment generator. Teachers were instructed to distribute the 
instruments in the exact order that was given to them. 
The principal or guidance counselor distributed the project materials to the 
teachers. Each teacher received a container with the correct number of presorted 
instruments labeled by section, the correct number of Scantron answer sheets to record 
responses, parental consent forms, student assent forms, and a set of instructions for the 
research protocol.   
Parental consent was required for the students’ participation. Teachers sent home 
a parental consent letter prior to administering the questionnaire that explained the 
purpose of the study, described the general procedure, and provided contact information 
in case of questions (see Appendix B). Parents were asked to send the signed consent 
form back to the student’s teacher. 
High school teachers administered the data collection instrument in their 
respective classrooms to the students who returned the parental consent forms. Pretests 
indicated that the instrument could be completed in less than 15 minutes. This timeframe 
made the administration of the instrument during a class or designated meeting period 
feasible. Each teacher was provided a protocol handout that included an overview of the 
study and procedures, a sample script, and a frequently asked question section (see 
Appendix C). The protocol was tested in the previously reported pilot study.  
The teacher explained the purpose and procedures of the study and asked students 
to read the assent form attached to the front of the data collection instrument. The 
students were asked to sign and detach the assent form if they were willing to participate 
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in the study. The teachers collected the signed assent forms and then instructed the 
students to begin the questionnaire. Students were allowed to work through the study at 
their own pace. Students were instructed to sit quietly and wait for instruction from the 
teacher after completing the instrument. The teachers collected the instruments and 
placed all the study materials back in the provided container. The teachers then returned 
the container to the principal or guidance counselor. 
Measures 
Measures overview. Independent latent variables in the model were feasibility of 
attending college, positive anticipated emotions, negative anticipated emotions, decision 
process importance, decision process effort investment, decision process confidence, 
subjective norms, attitude toward college choice, and perceived behavioral control. 
Dependent latent variables included in the proposed model were desire to attend college, 
intention to attend college, desire to take action, intention to take action, and plan 
enactment. Each variable was measured by a set of at least four indicators. The wording 
for each indicator was adapted from (Bagozzi et al., 2003) and from Ajzen (2006). The 
measures were tested in the previously reported pilot study and the wording refined based 
on the results of the pilot study. See Table 5 for a summary of all the measures included 
in the study. See Appendix E for a complete copy of the instrument. 
Reliability and validity overview. The reliability and validity of the measures 
was assessed in two ways, exploratory factor analysis and Cronbach’s coefficient alpha.  
An exploratory factor analysis (EFA) was conducted using SPSS 17 to confirm that the 
indicators for each latent variable were one-dimensional. The indicators for each latent 
     1 Cronbach’s coefficient alphas were compared to composite reliability estimates obtained 




variable were analyzed using principal axis factoring and direct oblimin rotation to allow 
the factors to correlate. The factor analysis only extracted one factor among the indicators 
for each variable described below. Based on the results on the EFA, the indicators for 
each variable were one-dimensionality. Table 6 presents a summary of the eigenvalues 
and percentages of variance obtain through the factor analysis for each variable. The EFA 
indicated the proposed set of indicators for each variable was one-dimensional.  
The reliability of the set of indicators for each latent variable was analyzed in 
SPSS 17. Cronbach’s alpha was used to assess the reliability of the items in each scale. 
All of the measures demonstrated acceptable reliability with alpha coefficients greater 
than .70. Table 7 presents a summary of the item reliability analysis. 
Feasibility. Feasibility of attending college measured the student’s perception of 
the degree to which attending college was a realistic option. Feasibility was measured by 
four indicators that included responses on a 5-point Likert-type scale. The indicators 
demonstrated sufficient reliability (α = .81). Inspection of the scale statistics indicated 
that all four items had moderate to strong correlations. However, the scale statistics 
indicated that reliability could be improved by deleting the second item from the scale. 
This item was weakly intercorrelated with the other items in the scale. The reliability did 
improve once the item was deleted (α = .88) and the remaining three items had moderate 
to strong intercorrelations.   
Positive anticipated emotion (PAE). Positive anticipated emotion measured the 





General College Choice: Latent Variables, Indicators, and Response Anchors. 
Item 
labels Indicator statements (response anchors) 
 GOAL FEASIBILITY 
GF1 
I have the academic ability to attend college. (Not true at all/Completely 
true) 
GF2 I have the resources to attend college. (Not true at all/Completely true) 
GF3 Attending college is a ____________ option for me. (Completely 
realistic/Not realistic at all) 
GF4 Attending the college is a reasonable goal for me. (Completely agree/ 
Do not agree at all) 
 POSITIVE ANTICIPATED EMOTIONS 
PAE1 I feel excited when I think about attending college after I graduate from 
high school. (Completely agree/Do not agree at all) 
PAE2 I feel happy when I think about attending college after I graduate from high 
school. (Completely agree/Do not agree at all) 
PAE3 I feel glad when I think about attending college after I graduate from high 
school. (Completely agree/Do not agree at all) 
PAE4 I feel satisfied when I think about attending college after I graduate from 
high school. (Completely agree/Do not agree at all) 
PAE5 I feel proud when I think about attending college after I graduate from high 
school. (Completely agree/Do not agree at all) 
 NEGATIVE ANTICIPATED EMOTIONS 
NAE1 I feel disappointed when I think about NOT being able to attend college  
after I graduate from high school. (Completely agree/Do not agree at all) 
NAE2 I feel ashamed when I think about NOT being able to attend college after I 
graduate from high school. (Completely agree/Do not agree at all) 
NAE3 I feel frustrated when I think about NOT being able to attend college after I 
graduate from high school. (Completely agree/Do not agree at all) 
NAE4 I feel sad when I think about NOT being able to attend college college after 
I graduate from high school.. (Completely agree/Do not agree at all) 
NAE5 I feel afraid when I think about NOT being able to attend college after I 
graduate from high school. (Completely agree/Do not agree at all) 
 DECISION PROCESS IMPORTANCE 
DPI1 It is important for me to decide whether or not to attend college. 
(Completely agree/Do not agree at all) 
DPI2 Making decisions about college is important to me. (Completely agree/ 
Do not agree at all) 
DPI3 The process of choosing a college is important to me. (Not true at 
all/Completely true) 
DPI4 It is important for me to make decisions about what I will do after 





General College Choice: Latent Variables, Indicators, and Response Anchors. 
Item 
labels Indicator statements (response anchors) 
DECISION PROCESS EFFORT INVESTMENT 
DPEI1 I want to spend the time and effort needed to make decisions about attendin
g college. (Completely agree/Do not agree at all) 
DPEI2 I have spent __________ thinking about attending college. (None of my 
time/All of my time) 
DPEI3 How much effort have you put into making decisions about attending  
college? (None of my time/All of my time) 
DPEI4 I plan on spending ___ making a decision about attending college. (None of 
my time/All of my time) 
 DECISION PROCESS CONFIDENCE 
DPC1 I have the ability to make decisions about attending college. (Not true at 
all/Completely true) 
DPC2 It is easy for me to make decisions about attending college. (Not true at 
all/Completely true) 
DPC3 I am _____ in my ability to make decisions attending college. (Not 
confident at all/Completely confident) 
DPC4 How confident are you in the decisions you have made to this point about 
college? (Not confident at all/Completely confident) 
 SUBJECTIVE NORM 
SN1 My parents/guardians want me to attend college. (Not true at all/Completely 
true) 
SN2 Students like me attend college. (Completely agree/Do not agree at all) 
SN3 The people important to me want me to attend college. (Not true at 
all/Completely true) 
SN4 
My teachers/guidance counselor have encouraged me to attend college. (Not 
true at all/Completely true) 
SN5 My friends are going to attend college. (Not true at all/Completely true) 
SN6 Other people expect me to attend college. (Not true at all/Completely true) 
 ATTITUDE 
ATT1 Attending college is a ____ way to prepare for my future. (Very good/Very 
bad) 
ATT2 NOT  attending college is  ___ for me. (Completely acceptable/Not 
acceptable at all) (R)  
ATT3 I believe attending college is a __________ option for me. (Very good/Very 
bad) 
ATT4 Completing the steps required to attend college is ____ (Not at all worth the 
effort/Completely worth the effort) 









General College Choice: Latent Variables, Indicators, and Response Anchors. 
Item 
labels Indicator statements (response anchors) 
ATT6 Attending college is  _________ than going work full-time immediately 
after graduating from college. (Absolutely more valuable/Absolutely less 
valuable) 
ATT7 Making decisions about attending college is ___. (Valuable/Worthless) 
 PERCEIVED BEHAVIORAL CONTROL 
PBC1 I have ____ over making decisions about attending college. (No control at 
all/Complete control) 
PBC2 Completing the steps needed to attend college is ____________. (Not at all 
in my control/Completely in my control) 
PBC3 How much control do you feel that you have over whether or not you will at
tend college? (No control at all/Complete control) 
  
PBC4 I have ____ over attending college. (No control at all/Complete control) 
 DESIRE TO ATTEND 
GD1 Attending college is a goal that is worth my time. (Not true at all/ 
Completely true) 
GD2 Indicate the strength of your desire to attend college. (Not strong at 
all/Completely strong) 
GD3 I want to attend college. (Not true at all/Completely true) 
GD4 It is important for me to attend college. (Completely agree/ 
Do not agree at all) 
 INTENTION TO ATTEND 
GI1 I have ___ to attend college (No intention at all/A very strong intention) 
GI2 How likely is it that you will attend college after you graduate from high 
school? (Not likely at all/Completely likely) 
GI3 Attending college is a goal that I ____ (Absolutely will not 
pursue/Absolutely will pursue) 
GI4 I intend to attend college after I graduate. (Not true at all/Completely true) 
 DESIRE TO TAKE ACTION 
ID1 I have a good idea about the type of college I would like to attend. (Not true 
at all/Completely true) 
ID2 I know the campus features (size, location, academic majors, social 
opportunities, etc.) that I am looking for in a college. (Not true at 
all/Completely true) 
ID3 My desire to complete all the steps necessary to attend college is ___ (Not 
strong at all/Completely strong) 








General College Choice: Latent Variables, Indicators, and Response Anchors. 
Item 
labels Indicator statements (response anchors) 
INTENTION TO TAKE ACTION 
II1 My intention to apply to college is ___. (Not strong at all/Completely 
strong) 
II2 How strong is your intention to complete all the steps necessary to attend 
college? (Not strong at all/Completely strong) 
II3 I intend to complete all the steps needed for me to attend college. (Not true 
at all/Completely true) 
II4 How likely is it that you will complete all the steps necessary for you to 
attend college? (Not likely at all/Completely likely) 
II5 I will search for information about college. 
(Completely agree/Do not agree at all) 
 PLAN ENACTMENT 
PE1 I have made a final decision about which college to attend after I graduate 
from high school. (Not true at all/Completely true) 
PE2 I have applied to the college I would like to attend. (Not true at 
all/Completely true) 
PE3 I have completed all the steps needed to attend college. (Not true at 
all/Completely true) 
PE4 I have taken the actions needed to attend college. (Not true at 
all/Completely true) 
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Goal Feasibility  4 2.53 1 63.23 
Positive Anticipated Emotions 4 2.34 1 77.91 
Negative Anticipated Emotions 5 4.17 1 83.37 
DP Importance 4 2.81 1 70.19 
DP Effort Investment 4 2.37 1 59.33 
DP Confidence 4 2.42 1 60.43 
Subjective Norm 6 3.32 1 55.32 
Attitude 7 4.56 1 65.17 
Perceived Behavioral Control 4 2.31 1 57.71 
Desire to Attend College 4 3.30 1 82.51 
Intention to Attend College 4 3.39 1 84.82 
Desire to Take Action 4 2.46 1 61.37 
Intention to Take Action  4 3.88 1 77.55 
Plan Enactment 4 2.19 1 54.72 
 






Reliability Estimates, Means, Standard Deviations, and Squared Multiple Correlations 
for the Indicators of the College Choice Latent Variables 
 
Latent variable Alpha Item 
Alpha if 
deleted 
M SD R2 
Goal Feasibility .81 FEAS1 .714 3.03 1.22 .548 
  FEAS2 .875 1.81 1.36 .218 
  FEAS3 .719 3.30 1.08 .681 
  FEAS4 .730 3.39 0.95 .713 
Positive Anticipated Emotion .93 PAE1 .906 2.74 1.28 .709 
  PAE2 .892 2.96 1.21 .824 
  PAE3 .884 2.85 1.23 .841 
  PAE4 .940 3.25 1.16 .536 
Negative Anticipated Emotion .95 NAE1 .957 2.77 1.36 .656 
  NAE2 .939 2.76 1.39 .816 
  NAE3 .943 2.81 1.47 .795 
  NAE4 .942 2.66 1.53 .799 
  NAE5 .935 2.71 1.42 .860 
DP Importance .87 DPI1 .854 3.48 0.92 .420 
  DPI2 .798 3.22 1.15 .657 
  DPI3 .792 3.38 1.05 .660 
  DPI4 .853 3.56 0.73 .463 
DP Effort Investment .80 DPEI1 .769 2.26 0.94 .370 
  DPEI2 .713 2.65 0.89 .548 
  DPEI3 .740 2.69 0.85 .484 
  DPEI4 .801 2.78 1.25 .332 
DP Confidence .84 DPC1 .847 2.66 1.26 .361 
  DPC2 .784 3.22 1.01 .507 
  DPC3 .760 3.16 1.09 .589 
  DPC4 .796 3.28 1.06 .528 
Subjective Norm .86 SN1 .836 3.58 .887 .568 
  SN2 .845 3.15 1.17 .409 
  SN3 .848 2.91 1.12 .389 
  SN4 .830 3.37 1.11 .520 
  SN5 .844 3.05 1.15 .404 
  SN6 .817 3.49 0.92 .676 





Reliability Estimates, Means, Standard Deviations, and Squared Multiple Correlations 
for the Indicators of the College Choice Latent Variables 
 
Latent variable Alpha Item 
Alpha if 
deleted 
M SD R2 
Attitude .91 ATT1 .907 3.70 0.59 .579 
  ATT2 .917 3.36 1.07 .404 
  ATT3 .899 3.53 0.82 .612 
  ATT4 .893 3.49 0.82 .710 
  ATT5 .900 3.15 1.18 .651 
  ATT6 .899 3.36 0.89 .594 
  ATT7 .894 3.49 0.80 .717 
Perceived Behavioral Control .79 PBC1 .734 3.25 .836 .389 
  PBC2 .722 3.45 .828 .413 
  PBC3 .734 3.10 .998 .386 
  PBC4 .767 3.25 .864 .301 
Desire to attend .94 DA1 .941 3.54 0.77 .683 
  DA2 .915 3.23 1.14 .795 
  DA3 .915 3.33 1.14 .800 
  DA4 .914 3.49 0.93 .800 
Intention to attend .95 IA1 .936 3.34 1.05 .807 
  IA2 .945 3.37 0.94 .753 
  IA3 .930 3.27 1.18 .855 
  IA4 .941 3.34 1.00 .777 
Desire to take action .82 DACT1 .765 2.85 1.26 .481 
  DACT2 .826 2.36 1.39 .411 
  DACT3 .748 3.25 1.11 .689 
  DACT4 .778 3.24 1.12 .665 
Intention to take action .95 IACT1 .931 3.25 1.17 .795 
  IACT2 .927 3.24 1.13 .813 
  IACT3 .927 3.26 1.12 .785 
  IACT4 .926 3.29 1.03 .799 
  IACT5 .947 3.05 1.13 .618 
Plan enactment .72 PE1 .608 1.60 1.47 .464 
  PE2 .616 2.05 1.46 .458 
  PE3 .747 1.33 1.45 .180 
  PE4 .664 .57 1.14 .283 




measured by two indicators that included responses on a 5-point Likert-type scale.  The 
indicators demonstrated sufficient reliability (α = .93). Inspection of the scale statistics  
indicated that all four items had strong correlations and no appreciable improvement 
would results from the deletion of items. 
Negative anticipated emotion (NAE). Negative anticipated emotion measured of 
the level of negative feelings toward not being able to attending college held by the 
student. NAE was measured by five indicators that included responses on a 5-point 
Likert-type scale. The indicators demonstrated sufficient reliability (α = .95). Inspection 
of the scale statistics indicated that all four items had moderate to strong correlations and 
no appreciable improvement would results from the deletion of items. 
Decision process (DP) importance. Decision process importance served as a 
measure of the relative degree to which a student felt it was important to make decisions 
about attending college. DP importance was measured by four indicators that included 
responses on a 5-point Likert-type scale. The indicators demonstrated sufficient 
reliability (α = .87). Inspection of the scale statistics indicated that all four items had 
moderate to strong correlations and no appreciable improvement would results from the 
deletion of items. 
           Decision process (DP) effort investment. Decision process effort investment 
served as a measure of the time and effort a student was willing to spend making 
decisions about college.  DP effort investment was measured by four indicators that 
included responses on a 5-point Likert-type scale. The indicators demonstrated sufficient 
     2 PAE was originally intended to have five indicators based on the results of the pilot study. 
However, a mistake in creating the data instrument resulted in a duplicate indicator. Only four 
indicators were included in the analysis. 
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reliability (α = .80). Inspection of the scale statistics indicated that all four items had 
moderate intercorrelations and no appreciable improvement would results from the 
deletion of items. 
Decision process (DP) confidence. Decision process confidence measured of the 
degree of confidence students had in their ability to make decisions about college. DP 
confidence was measured by four indicators that included responses on a 5-point Likert-
type scale. The indicators demonstrated sufficient reliability with a reliability estimate of 
(α = .84). Inspection of the scale statistics indicated that all four items had moderate 
correlations and no appreciable improvement would results from the deletion of items. 
Subjective norm. Subjective norm measured perceived pressure from others to 
attend college and of the perceived approval of important others. Subjective norm was 
measured by six indicators that included responses on a 5-point Likert-type scale. The 
indicators demonstrated sufficient reliability (α = .86). Inspection of the scale statistics 
indicated that all four items had moderate to strong correlations and no appreciable 
improvement would results from the deletion of items. 
Attitude. Attitude toward attending college measured the student’s feeling about 
the relative value of attending college. Attitude was measured by six pairs of phrases 
measured on a semantic differential scale. The indicators demonstrated sufficient 
reliability y estimate of (α = .91). Inspection of the scale statistics indicated that all four 
items had moderate to strong correlations and no appreciable improvement would results 
from the deletion of items. 
Perceived behavioral control (PBC). Perceived behavioral control measured the 
degree to which a student felt control over attending college. PBC was measured by four 
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indicators that included responses on a 5-point Likert-type scale. The indicators 
demonstrated sufficient reliability (α = .79). Inspection of the scale statistics indicated 
that all four items had moderate correlations and no appreciable improvement would 
results from the deletion of items. 
Desire to attend college. Desire to attend college measured the degree to which a 
student wanted to attend college. Desire to attend was measured by four indicators that 
included responses on a 5-point Likert-type scale. The indicators demonstrated sufficient 
reliability (α = .94). Inspection of the scale statistics indicated that all four items had 
strong correlations and no appreciable improvement would results from the deletion of 
items. 
Intention to attend college. Intention to attend college measured the degree to 
which a student actually intends to attend college. Intention to attend was measured by 
four indicators that included responses on a 5-point Likert-type scale. The indicators 
demonstrated sufficient reliability (α = .95). Inspection of the scale statistics indicated 
that all four items had strong correlations and no appreciable improvement would results 
from the deletion of items. 
Desire to take action. Desire to take action measured the degree to which 
students wanted to take the actions necessary to attend college. Desire to take action was 
measured by four indicators that included responses on a 5-point Likert-type scale. The 
indicators demonstrated sufficient reliability (α = .82). Inspection of the scale statistics 
indicated that all four items had moderate to strong correlations and no appreciable 
improvement would results from the deletion of items. 
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Intention to take action. Intention to take action measured the degree to which a 
student actually intended to take action to attend college. Intention to take action was 
measured by four indicators that included responses on a 5-point Likert-type scale. The 
indicators demonstrated sufficient reliability (α = .95). Inspection of the scale statistics 
indicated that all four items had moderate to strong correlations and no appreciable 
improvement would results from the deletion of items. 
Plan enactment. Plan enactment measured the degree to which students had 
completed the steps necessary to attend college and had made a final decision about 
attending college. Plan enactment was measured by four indicators that included 
responses on a 5-point Likert-type scale. The indicators demonstrated sufficient 
reliability (α = .72). Inspection of the scale statistics indicated that all four items had 
moderate to strong correlations and no appreciable improvement would results from the 
deletion of items. 
Results 
The goal of Study 1 was to examine the relationships among the proposed college 
choice variables. Structural equation modeling provides an efficient method for analyzing 
complex relationship among multiple independent and dependent variables. Byrne (2001) 
pointed out that SEM provides several advantages over other multivariate techniques 
including the ability to examine both observed and unobserved variables and the 
estimation of and correction for measurement error. Structural equation models provide 
flexibility by combining both a measurement and structural model (Byrne, 2001; 
Schumacker & Lomax, 2004). SPSS 17 was used to create the raw data file. The data for 
the proposed cognitive model of college choice were analyzed using AMOS 16.  
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The model-generating framework has been used extensively in SEM research 
(Byrne, 2001). A theoretically derived model is first tested against a data set. If the model 
is a poor fit to the data then an exploratory approach is used to modify the model until a 
theoretically and statistically sound model is generated. Following the procedure 
suggested by Byrne (2001), a two-step modeling procedure was used to test the proposed 
model. The first stage involved testing the underlying measurement model using 
confirmatory factor analysis to determine the statistical fit and validity of the indicators 
used to measure the latent variables. The second stage involved assessing the fit of the 
structural model.  
Missing Value Analysis 
The data file was screened for missing values using the missing value analysis 
(MVA) in SPSS 17. The data set did contain incomplete information. The MVA 
indicated that 44 (60%) of the variables contained missing values. The variables for 
father’s and mother’s education level had the highest percentage of missing values with 
9.5% and 8.8% respectively. All other items had missing values from 0.7% (1 missing 
value) to 2.9% (4 missing values). The missing values occurred across 32 (23%) of the 
cases. Three cases in particular had a high percentage of missing values. One case had 
missing values on 29 variables (44%) and two additional cases had values missing values 
on 15 variables (23%). All three cases were removed from the data file.  
Descriptive statistics and the pattern of missing values were also examined to 
determine whether the data was missing completely at random (MCAR) or missing at 
random (MAR) in order to determine the most appropriate method for handling missing 
values. MCAR data has missing values that are completely random and each missing 
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value occurs independently of all other variables (Byrne, 2001). MAR data have missing 
values that are somehow related to other variables in the data set. Little’s MCAR test was 
significant (χ2 = 1188.023, df = 979, p < .001) indicating that the data was not missing 
completely at random. Patterns were detected between father’s and mother’s education 
level and six of the categorical variables to be used for testing between-group differences 
in the proposed model. Students who indicated that they were still considering several 
options after graduation and those indicating they would not be attending college were 
less likely to report father’s education level. Students indicating a GPA between 1.5.-2.49 
and 2.5-3.49 were less likely to report father’s education level and students indicating a 
GPA between 2.5-3.49 were less like than others students to indicate mother’s education 
level. Males were less likely than females to report mother both father’s and mother’s 
education level. Sophomores were more likely than any other grade to report father’s 
education level. Freshmen were less likely than all other grades to report mother’s 
education level. Students at the smallest of the three schools were less likely to report 
father’s and mother’s education level. The results of Little’s MCAR test and pattern 
analysis indicated that the missing value could be considered missing at random (“Data 
Imputation for Missing Values: Statnotes, from North Carolina State University, Public 
Administration Program,” n.d.; “SPSS Missing Values™ 17.0,” 2007).  
The next step after determining the missing data pattern was to select an 
appropriate procedure for handling the missing data. Listwise deletion, pairwise deletion, 
single regression imputation, and full information maximum likelihood (FIML) 
estimation were considered. Listwise deletion only provides reliable and valid when data 
is MCAR and the deletion of cases with missing values would result in a substantial loss 
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of data and statistical power (Brown, 2006; Byrne, 2001). Pairwise deletion is also only 
reliable and valid for MCAR data. Additionally, pairwise deletion can result in severely 
biased parameter estimates and nonpositive definite matrices in the SEM analysis 
(Brown, 2006). Single regression imputation was an option based on the data analysis but 
it tends to underestimate parameter estimates and standard errors and overestimate 
correlations (Brown, 2006). Full information maximum likelihood (FIML) estimation is 
used by AMOS and is the recommended method for handling missing data in a structural 
equation model analysis because it uses all the information in the observed data 
(Schumacker & Lomax, 2004). FIML produces more consistent parameter estimates, 
standard errors, and test statistics (Brown, 2006). However, FIML estimation can not be 
used when applying bootstrap estimation procedure for multivariate nonnormal data. 
After careful consideration of the advantages and limitations of each method, single 
regression imputation was selected as the method for handling missing data. The amount 
of missing data was small and the data were multivariate nonnormal. Comparison of item 
means before and after the imputation procedure indicated very little difference. 
Measurement Model 
Confirmatory factor analysis (CFA) was used to examine the measurement 
portion of the proposed model. CFA was used to examine the relationship between 
indicators, or the measure items, and the proposed latent variables (Brown, 2006). 
Experts have recommended conducting a CFA before examining the structural paths of a 
model for two reasons. First, the CFA provides evidence of the convergent and 
discriminant validity of the theoretical constructs (Brown, 2006). Second, most problems 
with model fit occur in the measurement model (Brown, 2006). The CFA involved five 
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steps: model specification, model identification, model estimation, model evaluation, and 
model modification. 
Model specification. Based on the review of literature presented in previous 
chapters, a 12-factor model was specified. The latent factors included in the model were  
feasibility of attending college, positive anticipated emotions, negative anticipated 
emotions, decision process importance, decision process effort investment, decision 
process confidence, subjective norms, attitude toward college choice, perceived 
behavioral control, desire to attend college, intention to attend college, desire to take  
action, intention to take action, and plan enactment. Figure 8 presents the measurement 
model. 
Model identification. Model identification involved determining if a unique set 
of parameter estimates could be found using the proposed model (Schumacker & Lomax, 
2004). Brown (2006) provided three recommendations for model identification. First, the 
scale or metric of each latent variable must be set by specifying marker indicators. 
Second, the number of pieces of information in the variance-covariance matrix must 
equal or exceed the number of freely estimated parameters. Third, a minimum number of 
indicators must be included based on the number of proposed latent variables.  
First, the scale for each latent variable was set by constraining the parameter from 
one indicator to the corresponding latent variable to a value of 1.0 (Brown, 2006; Byrne, 
2001; Schumacker & Lomax, 2004). Next, the model was checked to confirm that the 
rank and order conditions were met (Schumacker & Lomax, 2004). The order condition 
requires more known elements to be present in the variance-covariance matrix than 
parameters to be freely estimated. The rank condition requires a nonzero matrix. The  
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Figure 8. Originally proposed measurement model for the cognitive model of college 
choice. Latent variables are shown in ellipses, and observed indicators are shown in 
rectangles. DPI = Decision Process Importance; DPEI = Decision Process Effort 
Investment; DPC = Decision Process Confidence; GF = Goal Feasibility; PAE = Positive 
Anticipated Emotions; NAE = Negative Anticipated Emotions; SN = Subjective Norm; 
PBC = Perceived Behavioral Control; ATT = Attitude; DSTA = Desire to attend; INTA = 
Intention to attend; DSACT = Desire to take action; INTACT = Intention to take action; 




proposed model contained 276 known elements in the variance-covariance matrix and 71 
parameters to be freely estimated. There were no factors that double-loaded and all 
measurement error was presumed to be uncorrelated. The model was overidentified with 
205 degrees of freedom (276 known elements – 71 parameters). The order condition was 
therefore met. Third, The rank condition was checked using AMOS 16. The results 
indicated that the minimum was achieved and the model parameters could be estimated. 
The rank condition was therefore also met. Finally, the model was checked for statistical 
identification. Models with two or more latent variables must have at least two indicators 
per variable. The proposed model contained 12 latent variables. Each variable had 
between 2-7 indicators. The model was adequately identified. 
Model estimation. The sample variance-covariance matrix was analyzed in 
AMOS 16 using bootstrap maximum likelihood (ML) estimation (Byrne, 2001). The ML 
estimator required three assumptions be met. First, the sample size must be large. Second, 
the scale of the indicators must be continuous. Third, the distribution of the indicators 
must be multivariate normal. 
Research indicates that larger sample sizes (N ≥ 400) increase the reliability and 
precision of parameter estimates (Gagne & Hancock, 2006). Recommendations for 
sample size varies from absolute minimums and ratios based on the number of 
parameters to more complex calculations taking into account the number of factors, 
number of indicators per factor, and magnitude of factor loadings (Gagne & Hancock, 
2006). It is generally recommended that a minimum of 150-200 cases are needed in the 
sample. However, simulation research indicated that it was possible to achieve reliable 
estimates with a few as 50 cases when the number of factors per indicators was at least 4 
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and the magnitude of all the factors loading was high (Gagne & Hancock, 2006). By 
almost all guidelines, the sample size of 132 for this study is small. 
Second, the scale of each of the indicators in this study could best be described as 
ordered categorical. However, research has indicated that treating ordinal data as interval 
data is less problematic when the variance-covariance matrix, rather than the correlation 
matrix, is analyzed and the indicators have at least four categories (Byrne, 2001). The 
covariance matrix from the raw data was used in the analysis and each indicator included 
five response categories. While treating the data as interval level data will have some  
influence on the parameter estimates, correlations, and test statistics, the effect should be 
negligible.  
Third, the data were examined in AMOS 16 to determine the multivariate 
normality of the data. The multivariate normality test indicated that the data was 
multivariate non-normal (Mardia’s k = 541.96, c.r. = 35.21, p < .001). Multivariate 
nonnormality is a problem when using maximum likelihood because the chi-square value 
tends to be inflated, standard error estimates tend to be underestimated, and test statistics 
tend to be inflated (Brown, 2006). Inflated chi-square values and underestimated standard 
errors increase the chance for Type 1 errors. The Bollen-Stine bootstrap p and bootstrap 
maximum likelihood (ML) estimates compensate for the multivariate non-normality of 
the data (Byrne, 2001). The Bollen-Stine bootstrap p provides an overall fit assessment 
that is not based on normal distribution (Byrne, 2001). The bootstrapped ML estimates 
are taken from multiple resamples within the data and parameter estimates and standard 
errors are calculated. Comparisons of the estimates produced through regular and 
bootstrap estimates indicated the standard errors were slightly underestimated and 
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parameter estimates were slightly biased when using regular ML estimation. The Bollen-
Stine boostrap p also indicated the overall chi-square value and related significance test 
were being inflated. Based on the comparisons between the two estimation methods, the 
bootstrap ML estimates were deemed more reliable. 
Model evaluation. Confirmatory factor analysis using AMOS 16 was conducted 
on the 12 latent variables and related indicators. SEM analysis does not use a single 
omnibus test for goodness-of-fit. Instead, AMOS produces several fit statistics that assess 
the fit of the model using various methods. The use of multiple fit indices is 
recommended to assess the fit of the model to the data (Brown, 2006; “Structural 
Equation Modeling: Statnotes, from North Carolina State University, Public 
Administration Program,” n.d.). The chi-square and related measures, Bollen-Stine 
bootstrap p, RMSEA and PCLOSE probability, CFI, PNFI, and ECVI were used to 
evaluate model fit. The chi-square (χ2) statistic with it associated degrees of freedom and 
probability level provides an assessment of the overall closeness of fit. A close fit is 
indicated by a higher the probability level, preferably greater than .05 (Byrne, 2001). 
However, the χ2 statistic, or CMIN in AMOS, is very conservative and prone to Type II 
error. It is not uncommon to have large discrepancies between the chi-square estimate and 
the degrees of freedom thereby indicating a false need for model modifications (Bryne, 
2001). It is also extremely sensitive to multivariate nonnormality (“Structural Equation 
Modeling: Statnotes, from North Carolina State University, Public Administration 
Program,” n.d.). AMOS offers the Bollen-Stine p as a bootstrap significance test for the 
chi-square value based on multiple resamples drawn from the sample. This mitigates the 
effect of multivariate nonnormality (Bryne, 2001). The root mean square error of 
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approximation (RMSEA) measures the closeness of fit between the proposed model and 
the sample data. The RMSEA tends to over-reject true models when the sample size is 
small. A RMSEA value equal to or less than .06 is recommended as the cutoff for a good 
fitting model when the sample size is small (Byrne, 2001). AMOS reports a probability 
value, PCLOSE, that assesses the precision of the confidence intervals around the 
RMSEA. A p value greater than .05 indicates a close fit (Byrne, 2001). The comparative 
fit index, CFI, compares the specified model with the null model (“Structural Equation 
Modeling: Statnotes, from North Carolina State University, Public Administration 
Program,” n.d.). CFI is less affected by small sample sizes than other comparative fit 
measures. A CFI value greater than .95 indicates a good fit. The parsimony normed fit 
index, PNFI, provides a measure of parsimony with a value greater than .6 indicating 
good parsimonious fit (“Structural Equation Modeling: Statnotes, from North Carolina 
State University, Public Administration Program,” n.d.). Higher PNFI values indicate 
better fit. The expected cross-validation index, ECVI, is used to compare non-nested 
models. Lower ECVI values indicate better fit (“Structural Equation Modeling: Statnotes, 
from North Carolina State University, Public Administration Program,” n.d.).  
The originally hypothesized CFA was presented in Figure 5.2. The covariance 
matrix for this model was not positive definite thus rendering the solution inadmissible. 
Inspection of the variable correlations indicated a possible problem with 
multicollinearity. Multicollinearity is often a contributing factor to the presence of a not 
positive definite matrix (Byrne, 2001). Multicollinearity occurs when two variables are so 
highly correlated that they are essentially measuring the same construct. Variables with 
correlations greater than .90 are generally considered redundant (Brown, 2006). An 
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examination of the AMOS output indicated several correlations greater than .90 and two 
correlations that exceeded 1.0. Decision process importance was highly correlated with 
intention to take action (r = 1.001), desire to take action (r = .98), feasibility of attending 
college (r = .98), attitude toward attending college (r = .97), desire to attend college (r = 
.96), intention to attend college (r = .96), and positive anticipated emotions (r = .93). 
Decision process effort investment was highly correlated with positive anticipated 
emotions (r = 1.025). Decision process confidence was highly correlated with feasibility 
of attending (r = .95), desire to take action (r = .94), and perceived behavioral control (r = 
.91). Feasibility of attending college was highly correlated with intention to attend (r = 
.99), desire to attend (r = .98), desire to take action (r = .98), intention to take action (r = 
.96), attitude (r = .95), and positive anticipated emotions (r = .90). Positive anticipated 
emotions was also highly correlated with attitude (r = .91) and intention to attend (r = 
1.00). Attitude was also highly correlated with desire to attend (r = .99), intention to take 
action (r = .95), intention to attend (r = .93), and desire to take action (r = .91). Desire to 
attend was also highly correlated with intention to attend (r = .99), intention to take 
action (r = .97), and desire to take action (r = .95). Intention to attend and desire to take 
action were highly correlated (r = .97). Intention to take action was highly correlated with 
desire to take action (r = .99) and intention to attend (r = .98).  
An exploratory factor analysis was conducted using SPSS 17 to identify the 
pattern of factor loadings and correlation of the indicators with the latent variables. The 
indicators for all of the latent variables were analyzed simultaneously using principle axis 
factoring with direct oblimin rotation. Principle axis factoring accounts for the covariance 
between variables similar to structural equation modeling (“Structural Equation 
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Modeling: Statnotes, from North Carolina State University, Public Administration 
Program,” n.d.). Direct oblimin also allows the factors to be correlated. Both the pattern 
and structure matrices were examined because oblimin rotation was requested. The KMO 
statistic of .937 indicated that an underlying latent structure did exist in the data (“Factor 
- SPSS Base - SPSS Wiki,” n.d.). Three criteria were used to determine the number of 
latent factors to rotate: the scree plot, the Kaiser criterion in which all factors with 
eigenvalues under 1.0 are dropped, and the interpretability of the factors. The scree plot 
and Kaiser criterion supported the results of the initial CFA indicating the number of 
latent variables as originally hypothesized was incorrect. The scree plot indicated that the 
model should contain between three and seven latent variables. According to the Kaiser 
criterion, eight factors had eigenvalues over 1.0. Inspection of the matrices revealed only 
three factors that were interpretable. The analysis was repeated requesting extraction of 3 
factors. The pattern and structure matrices for the three-factor rotated solution are 
presented in Table 8 and Table 9, respectively.  
The pattern matrix was examined to identify the loading patterns for the 
indicators. Factor 1 contained the most indicators and accounted for the largest 
percentage of explained variance (eigenvalue = 34.378, variance explained = 54.1%). The 
indicators for feasibility, positive anticipated emotion, negative anticipated emotion, 
decision process importance, decision process effort investment, decision process 
confidence, subjective norm, attitude, desire and intention to attend college, and desire 
and intention to take action loaded on Factor 1. Factor 2 contained one item from 
feasibility, one item from decision process confidence, two items from desire to take 





Pattern Matrix for Exploratory Factor Analysis on Items for Latent Variables in the 
College Choice Model 
 Factor 
Item 1 2 3 
GF1 .618 .194 .158 
GF2 .128 .338 .328 
GF3 .802 .016 .178 
GF4 .900 .003 .011 
PAE1 .644 .319 -.183 
PAE2 .682 .317 -.162 
PAE3 .793 .221 -.179 
PAE4 .846 .050 .046 
NAE1 .755 .081 -.277 
NAE2 .766 .121 -.357 
NAE3 .839 .042 -.296 
NAE4 .795 .036 -.338 
NAE5 .839 .051 -.337 
DPI1 .612 -.028 .165 
DPI2 .864 .034 .028 
DPI3 .858 -.005 .055 
DPI4 .729 -.166 .236 
DPEI1 .434 .250 -.057 
DPEI2 .552 .231 -.109 
DPEI3 .460 .339 -.024 
DPEI4 .624 .223 .010 
DPC1 .285 .438 .216 
DPC2 .459 .203 .425 
DPC3 .695 .200 .138 
DPC4 .639 .169 .209 
SN1 .583 -.058 .196 
SN2 .493 .061 .178 
SN3 .586 .050 .101 
SN4 .610 -.123 .265 
SN5 .673 .140 .012 
SN6 .725 -.197 .287 
ATT1 .798 -.181 -.055 
ATT2 .738 -.271 -.070 




Pattern Matrix for Exploratory Factor Analysis on Items for Latent Variables in the 
College Choice Model 
 Factor 
Item 1 2 3 
ATT4 .843 -.164 .134 
ATT5 .882 .007 -.055 
ATT6 .769 -.076 .152 
ATT7 .868 -.159 .132 
PBC1 .157 .249 .327 
PBC2 .388 .254 .333 
PBC3 .222 .209 .493 
PBC4 .217 .286 .346 
GD1 .876 -.011 .005 
GD2 .918 -.060 .097 
GD3 .937 -.141 .047 
GD4 .938 -.070 -.043 
GI1 .820 .148 -.020 
GI2 .881 -.019 .085 
GI3 .901 .070 -.004 
GI4 .835 .091 .054 
ID1 .337 .511 .048 
ID2 .219 .502 .127 
ID3 .873 .109 .019 
ID4 .745 .210 -.019 
II1 .832 .111 -.026 
II2 .784 .109 .068 
II3 .912 -.026 .063 
II4 .849 .036 .112 
II5 .776 .052 -.031 
PE1 .018 .559 .127 
PE2 -.126 .583 -.030 
PE3 -.070 .687 -.013 
PE4 .279 .519 -.125 
Note. Factors extracted using Principal Axis Factoring with Direct Oblimin rotation. 
GF1-4 = goal feasibility; PAE1-4 = positive anticipated emotion; NAE1-5 = negative 
anticipated emotion;  DPI1-4 = decision process importance; DPEI1-4 = decision process 
effort investment; DCP1-4 = decision process importance; SN1-6 = subjective norm; 
ATT1-7 = attitude; PBC1-4 = perceived behavioral control; GD1-4 = desire to attend; 
GI1-4 = intention to attend; ID1-4 = desire to take action; II1-5 = intention to take action; 





Structure Matrix for Exploratory Factor Analysis on Items for Latent Variables in the 
College Choice Model 
 Factor 
Item 1 2 3 
GF1 .736 .459 .331 
GF2 .345 .423 .394 
GF3 .852 .356 .379 
GF4 .904 .367 .235 
PAE1 .727 .560 .009 
PAE2 .770 .575 .040 
PAE3 .838 .522 .041 
PAE4 .878 .395 .261 
NAE1 .719 .357 -.081 
NAE2 .726 .393 -.154 
NAE3 .782 .350 -.083 
NAE4 .726 .321 -.137 
NAE5 .775 .354 -.124 
DPI1 .642 .235 .315 
DPI2 .884 .384 .246 
DPI3 .870 .346 .267 
DPI4 .721 .152 .400 
DPEI1 .521 .419 .077 
DPEI2 .617 .442 .052 
DPEI3 .591 .522 .125 
DPEI4 .716 .475 .188 
DPC1 .514 .574 .332 
DPC2 .646 .431 .559 
DPC3 .809 .494 .331 
DPC4 .759 .448 .385 
SN1 .609 .197 .335 
SN2 .562 .278 .307 
SN3 .631 .296 .251 
SN4 .626 .150 .403 
SN5 .733 .412 .194 
SN6 .717 .124 .447 
ATT1 .712 .135 .125 
ATT2 .612 .019 .085 




Structure Matrix for Exploratory Factor Analysis on Items for Latent Variables in the 
College Choice Model 
 Factor 
Item 1 2 3 
ATT4 .810 .189 .327 
ATT5 .871 .357 .165 
ATT6 .776 .249 .335 
ATT7 .837 .205 .332 
PBC1 .338 .346 .391 
PBC2 .572 .444 .455 
PBC3 .429 .349 .569 
PBC4 .418 .409 .429 
GD1 .872 .342 .221 
GD2 .917 .319 .318 
GD3 .892 .241 .266 
GD4 .899 .303 .182 
GI1 .875 .476 .199 
GI2 .895 .345 .302 
GI3 .928 .432 .227 
GI4 .884 .432 .270 
ID1 .554 .652 .183 
ID2 .453 .604 .233 
ID3 .921 .462 .246 
ID4 .825 .508 .188 
II1 .870 .443 .192 
II2 .845 .432 .274 
II3 .917 .347 .287 
II4 .891 .389 .326 
II5 .789 .361 .167 
PE1 .275 .580 .188 
PE2 .101 .530 -.002 
PE3 .204 .658 .040 
PE4 .457 .619 -.002 
Note. Factors extracted using Principal Axis Factoring with Direct Oblimin rotation. 
GF1-4 = goal feasibility; PAE1-4 = positive anticipated emotion; NAE1-5 = negative 
anticipated emotion;  DPI1-4 = decision process importance; DPEI1-4 = decision process 
effort investment; DCP1-4 = decision process importance; SN1-6 = subjective norm; 
ATT1-7 = attitude; PBC1-4 = perceived behavioral control; GD1-4 = desire to attend; 
GI1-4 = intention to attend; ID1-4 = desire to take action; II1-5 = intention to take action; 
PE1-4 = plan enactment. 
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explained variance (eigenvalue = 2.356). Factor 3 contained three of the four indicators 
for perceived behavioral control. Factor 2 accounted for 4.3% of the explained variance 
(eigenvalue = 3.205). The structural matrix supported the factor loadings in the pattern 
matrix. The items for the three factors demonstrated moderate to strong correlations. The 
factor correlation matrix also indicated that the three factors in the pattern matrix had 
weak to moderate correlations (range of rs = .1 to .4).           
The items in Factor 1 are theoretically justifiable. Research has consistently 
shown that perception of feasibility of attending college, anticipated emotions toward 
college attendance, perceived importance of the decision, effort investment, confidence, 
perceived pressure from others, attitudes toward attending college, and the desire and 
intention to attend college combine to form a student’s predisposition to attend college. 
The items in Factor 2 were also theoretically similar. A student’s financial resources, 
knowledge of desired campus features, and plan enactment could be related. The items in 
Factor 3 all related to the degree of perceived behavioral control over attending college.  
Model modifications. The initial CFA and post hoc EFA indicated that the 
original measurement model required modification. Two possible solutions were 
evaluated. The first solution was to modify the measurement model using reflective 
indicators for the latent variables. The underlying latent variable defines the meaning and 
magnitude for its related reflective model (MacKenzie, Podsakoff, & Jarvis, 2005). 
Changes in the latent variable would influence the attached indictors. Reflective 
indicators are interchangeable and must be highly intercorrelated. The reflective 
measurement model is the most commonly used measurement model, however, it is not 
always the most theoretically appropriate model (MacKenzie et al., 2005). The second 
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solution was to modify the measurement model using a combination of reflective and 
formative indicators. Unlike reflective indicators, changes in formative indicators cause 
changes in the associated latent variable (MacKenzie et al., 2005) Formative models are 
appropriate when the measures collectively combine to explain the meaning of the 
construct, when the measures do not necessarily share a common theme, when the 
measures are not necessarily highly correlated, and when the measures tap into different 
aspects of the construct (MacKenzie et al., 2005). Although less common, the formative 
measurement model provides the most accurate conceptualization of the relationship 
between the proposed theoretical constructs and the measures.  
The cognitive model of college choice includes latent constructs that are formed 
through the combination of measures that tap unique aspects of the decision-making 
process and those measure range from weak to strong correlations. The initial CFA 
indicated extensive overlap among the variables. The post hoc EFA suggested that the 
measures for goal desire, goal intention, attitude, subjective norm, decision process 
importance, decision process effort investment, and decision process confidence loaded 
on a single factor. However, the items ranges from weakly to strongly correlated. From 
the perspective of a reflective measurement model this would mean that the various 
scales were interchangeable and measuring the same content. This interpretation was 
theoretically questionable. From the perspective of a reflective measurement model this 
would mean that the various scales measured different aspects of the underlying latent 
variable and combined to form the variable. Changes in the formative indicators would 
change the meaning of the underlying latent variable. This conceptualization makes a 
formative measurement model appropriate.  
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The first modification involved converting the originally proposed independent 
latent variables into scale scores using the arithmetic mean for each set of items. As 
previously reported, the items for each scale demonstrated acceptable reliability and the 
scales were all one-dimensional. Scale scores were created for each of the independent 
formative indicators – positive anticipated emotion, negative anticipated emotion, 
subjective norm, attitude, perceived behavioral control, feasibility, ability, feature 
knowledge, decision process importance, decision process effort investment, and decision 
process confidence.  
The second modification involved reconceptualizing the proposed relationships in 
the model. The modifications to the model were guided by decision-making and college 
choice literature in combination with a post hoc EFA conducted on the new formative 
indicators. A principal components analysis was conducted on the formative scales and 
reflective items. The results suggested the solution contained two or three components. A 
three-factor solution was submitted to CFA in AMOS 16.  Two formative latent variables 
and one reflective latent variable were proposed for the new measurement model. The 
PCA indicated feasibility, positive anticipated emotion, negative anticipated emotion, 
decision process importance, decision process confidence, and decision process effort 
investment, subjective norm, attitude toward attending, and the reflective items for desire 
to attend college formed one component. The indicators for Component 1 displayed 
similar, but not identical, relationships to those proposed in the model of effortful 
decision-making (Bagozzi et al., 2003) for goal desire and intention. The only difference 
     3 The three-factor solution was compared to the two-factor solution suggested by the PCA 
using CFA procedures in AMOS 16. The two-factor solution collapsed the indicators for 
predisposition and intention into one factor and retained the plan enactment variable. The three 
factor solution provided a statistically better fit based on the chi-square change value (Δχ2(3) = 
12.137, p = .01). 
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was that the PCA indicated attitude and subjective norm influence desire to attend college 
rather than intention to take action. Previous college choice research has indicated that 
attitudes and perceived pressure from others can influence the desire to attend college. 
Component 1 was named predisposition. It represented the overall desire and intention to 
attend college. Predisposition was formed by a combination of eight formative measures: 
positive anticipated emotions, negative anticipated emotions, subjective norm, feasibility 
of attending, attitude toward attending, decision process importance, decision process 
effort investment, and decision process confidence. The second factor was named 
intention and represented the motivation to take the action needed to attend college. 
Intention was measured by a combination of one formative indicator and three reflective 
indicators. The model of effortful decision-making proposed that perceived behavioral 
control influenced the intention to take action. The third variable was named plan 
enactment and represented the degree to which students had completed the actions 
necessary to attend college. The PCA indicated that the formative indicator for feature 
knowledge and the two reflective indicators for plan enactment formed this component. 
Predisposition was proposed to be directly and positively related to intention. Intention 
was proposed to be directly and positively related to plan enactment. The revised 
measurement model is presented in Figure 9. 
The new formative model was specified and statistically identified using a slightly 
different method than the original model. Formative models are specified and statistically 
indentified differently than common reflective models. First, the regression paths move 
from the formative indicators to the latent variables. Second, error is measured at the 











































































































































































































































































































(MacKenzie et al., 2005). Error terms were added to the predisposition, intention latent, 
and plan enactment variables instead of adding error terms to each individual formative  
indicator. The formative indicators were all allowed to covary based on recommendations 
from MacKenzie et al. (2005). Although this method sacrificed parsimony and included  
parameters that were not of interest to the study, it produced the best fitting and most 
stable model. In addition to the formative indicators for each latent variable, three 
reflective indicators were included for both latent variables. The reflective indicators 
were to statistically identify the model (see next section; Brown, 2006; MacKenzie et al., 
2005) and to aid in assessing validity and reliability (MacKenzie et al., 2005). 
Variables using only formative indicators are not statistically identified 
(MacKenzie et al., 2005). There are two methods that could be used to identify models 
with formative variables. First, the formative measurement model could be identified by 
including regression paths to at least two separate latent variables that contain at least two 
reflective indicators each. This method limits where the formative variable can be located 
in the structural model. Second, a combination of formative and reflective indicators on 
the same latent variable could be used to identify the formative measurement model. This 
method requires at least two reflective indicators for each formative construct. This 
approach has two advantages. First, the latent construct can be placed anywhere within a 
larger structural model (MacKenzie et al., 2005). Second, the reflective indicators can be 
used to assess the reliability and validity of the formative indicators (MacKenzie et al., 
2005). The latter approach was used for Study 1. As with common reflective 
measurement models, the scale or metric of each latent variable must be set by specifying 
marker indicators and the model must be statistically over-identified. The scale for each 
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latent variable was set by constraining the parameter from one reflective indicator to the 
corresponding latent variable to a value of 1.0 (MacKenzie et al., 2005).  
Next, the model was checked to confirm that the rank and order conditions were 
met (Schumacker & Lomax, 2004). The proposed model contained 171 known elements 
in the variance-covariance matrix and 85 parameters to be freely estimated. The model 
was overidentified with 86 degrees of freedom (171 known elements – 85 freely 
estimated parameters). The order condition was therefore met. The rank condition was 
checked using AMOS 16. The results indicated that the minimum was achieved and the 
model parameters could be estimated. The rank condition was therefore met. 
Formative model estimation. The sample variance-covariance matrix from the 
raw data was analyzed in AMOS 16 using bootstrap maximum likelihood (ML) 
estimation. The data were examined to determine the multivariate normality of the data. 
The multivariate normality test indicated that the data were multivariate non-normal 
(Mardia’s k = 92.4, c.r. = 19.93). Bootstrapped ML estimates and the Bollen-Stine 
boostrap p were used to evaluate the model to account for the non-normality of the data. 
Formative model evaluation. A confirmatory factor analysis was conducted on 
the revised formative measurement model using AMOS 16. The chi-square estimate and 
related measures, Bollen-Stine bootstrap p, RMSEA and PCLOSE, CFI, and ECVI were 
used to evaluate model fit using the same criteria as previously mentioned. The solution 
was admissible and no Heywood cases were detected. The overall goodness-of-fit 
indicators suggested that the measurement model provided an acceptable fit to the sample 
data (χ2 = 150.593, df = 88, p = .000, χ2/df = 1.711; Bollen-Stine bootstrap p = .13; CFI = 
 
178
.98; RMSEA = .07, p =.03; ECVI = 2.380). The significant p value associated with the 
RMSEA indicated the fit could be improved. 
A large modification index (δP2,I1 = 10.987, EPC = .054) suggested that a 
covariance be included between the error terms for the second reflective item for 
predisposition and the first reflective indicator for intention. The predisposition item 
measured the strength of the student’s desire to attend college. The intention item 
measured the student’s intention to complete the steps needed to attend college. It is 
feasible that the two items are related. The covariance was included and the analysis was 
repeated. The error covariance was significant (p = .004). The chi-square change was 
significant (Δχ2(1) = 9.819, p = .002) and the goodness-of-fit statistics indicated that 
model fit improved (χ2 = 138.263, df = 87, p = .000, χ2/df = 1.589; Bollen-Stine bootstrap 
p = .21; CFI = .98; RMSEA = .07, p = .10; ECVI = 2.303). The model provided an 
acceptable fit to data. 
The standardized covariance residuals were all within an acceptable range with the 
largest absolute value at 1.28. None of the remaining modification indices were 
theoretically feasible. Given the acceptable fit and lack of indications of localized strain, 
no other modifications were made to the model. All of the variance and covariances were 
significant at the .05 level. The results of the analysis indicated that the revised formative 
measurement model provided an acceptable fit to the sample data (χ2 = 138.263, df = 87, 
p = .000, χ2/df = 1.589; Bollen-Stine bootstrap p = .21; CFI = .98; RMSEA = .07, p = .10; 
ECVI = 2.303). However, it is important to note that the Hoelter N statistic indicated that 
the measurement model lacked sufficient statistical power for the sample size (N =106 at 
.05 level and N = 117 at the .01 level). Table 10 presents unstandardized parameter 
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estimates, standardized parameter estimates, standard errors, and bias statistics for the  
bootstrap ML estimates. Table 11 presents the zero-order correlations, means, and 
standard deviations for the formative and reflective indicators. 
The parameter estimates for three of the eight formative indicators for 
predisposition were statistically significant at the .05 level. Attitude toward attending (β = 
.406, p  < .001), feasibility of attending (β = .268, p < .01), and decision process 
importance (β = .150, p < .05) were all directly and positively related to predisposition. 
Attitude had the strongest influence on predisposition followed by feasibility of attending 
and decision process importance, respectively. Positive anticipated emotion, negative 
anticipated emotion, decision process confidence, and decision process effort investment 
were not significantly related to predisposition at the .05 level. The two freely estimated 
reflective indicators for predisposition were directly and positively related to 
predisposition (p < .001) and demonstrated the strongest magnitude of all the indicators 
(βs = .895-.932). The formative and reflective indicators for predisposition explained 
97.3% of its variance. 
The unstandardized parameter estimate for the formative indicator of intention – 
perceived behavioral control - was not statistically significant at the .05 level. However, 
both freely estimated reflective indicators were directly and positively related to intention 
(p < .001). The formative and reflective indicators for intention combined to explain 
96.5% of its variance.  
The formative indicator for plan enactment was significant at the .05 level. 
Feature knowledge was directly and positively related to plan enactment (β = .726, p < 


















intention (p < .001). The indicators for plan enactment combined to explain 48.8% of its 
variance.  
Structural Model 
The structural model was examined after determining that the measurement model 
provided an adequate fit to the data. Analysis of the structural model involved the same 
steps as the analysis of the measurement model. The following sections present the model 
specification, identification, estimate, and interpretation. 
Model specification. The original model proposed that the desire to attend 
college would be directly related to the intention to attend college. Intention to attend 
college was proposed to directly relate to the desire to take action to attend college. 
Students develop an intention to take action after developing a desire to take action. 
Finally, intention to take action was proposed to directly relate to plan enactment. 
However, the CFA and related modifications indicated that desire and intention to attend 
college formed on latent variable, desire and intention to take action formed a second 
latent variable, and plan enactment formed a third latent variable. Two revised 
hypotheses were proposed based on the results of the previously described CFA. These 
two hypotheses represent the proposed structural relationships in the cognitive model of 
college choice.  
H1: Predisposition to attend college is directly and positively related intention to 
take action. 
H2: Intention to take action is directly and positively related to plan enactment. 
Model identification. The model was identified using the same method as 
previously described in the measurement model section. The metric of each latent 
variable was scaled by constraining one parameter to a value of 1.0. The model was 
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checked to confirm that the rank and order conditions were met (Schumacker & Lomax, 
2004). The proposed model contained 171 known elements in the variance-covariance 
matrix and 85 parameters to be freely estimated. The model was overidentified with 86 
degrees of freedom (171 known elements – 85 freely estimated parameters).  The order 
condition was therefore met. The rank condition was checked using AMOS 16. The 
results indicated that the minimum was achieved and the model parameters could be 
estimated. The rank condition was therefore also met. Finally, the model has to be 
checked for statistical identification. The formative variables of predisposition and 
intention also included three reflective indicators in addition to the formative indicators. 
Plan enactment included 2 reflective indicators. This met the recommendations by 
MacKenzie et al. (2005) and Brown (2006) for statistical identification.     
Model estimation. The sample variance-covariance matrix from the raw data file 
was analyzed in AMOS 16 using bootstrap maximum likelihood (ML) estimation. 
Bootstrapped ML estimation was chosen because Mardia’s coefficient of kurtosis 
indicated that the data was multivariate non-normal (k = 92.4, c.r. = 19.93). 
Model evaluation. The solution was admissible and no Heywood cases were 
detected. The overall goodness-of-fit indicators suggested that the structural model 
provided an adequate fit to the data (χ2 = 138.263, df = 87, p = .000, χ2/df = 1.589; 
Bollen-Stine bootstrap p = .21; CFI = .98; RMSEA = .07, p = .10; ECVI = 2.303). All 
structural variances and were significant at the .05 level. Given the acceptable fit and lack 
of indications of localized strain, no modifications were made to the structural model.  
Hypothesis H1 proposed that predisposition would be directly and positively 
related intention to take action. The unstandardized bootstrap ML estimate of 0.949 for 
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the regression path from predisposition to intention was statistically significant (β = .970, 
p < .001). Predisposition was directly and positively related to intention. The results 
indicated that intention increases as predisposition increases. Hypothesis H1 was 
supported. 
Hypothesis H2 proposed that intention would be directly and positively related to 
the plan enactment. The unstandardized bootstrap ML estimate of -0.088 for the 
regression path from predisposition to intention was statistically nonsignificant (β = -
.075, p > .05). Intention was not directly related to plan enactment. The results indicated 
that the two variables were also negatively related. Hypothesis H2 was not supported. 
Summary of Results 
The originally proposed reflective measurement model did not fit the data. Post 
hoc analyses indicated that a mixture of formative and reflective variables was more 
appropriate than the use of a completely reflective measurement model. Predisposition, 
intention, and plan enactment fit the criteria for formative variables. The mixed 
measurement model provided an admissible solution with acceptable fit to the data.  
Attitude toward attending college and feasibility of attending college were the 
strongest predictor of predisposition from among the formative indicators. Student 
perception of the importance of making decisions about college also positively 
contributed to predisposition. Positive anticipated emotion, negative anticipated emotion, 
subjective norm, decision importance, and effort investment did not appear to 
significantly influence predisposition. Perceived behavioral control was not a significant 
predictor of intention to take action. The knowledge of desired campus features was 
positively related to plan enactment. 
 
185
The results of Study 1 indicated students’ predisposition to attend college 
positively influences the intention to take action to attend college. Students with a higher 
predisposition toward attending college were more likely to express a stronger intention 
to take action to attend college. However, intention to take action did not appear to 
directly influence plan enactment.  
The model also lacked statistical power at both the .05 and .01 level. This is most 
likely related to the small sample size relative to the number of estimated parameters. The 
revised cognitive model of college choice needed to be cross-validated using a larger 
independent sample to confirm the results from Study 1.
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Chapter 7 
Methods and Results for Study 2:  
The Influence of Visual-Verbal Redundancy on the College Choice Process 
The previous chapter presented a new cognitive model of college choice. The 
general model provided a theoretical framework to explain how students make college-
related decisions. The model also provides an opportunity to examine the influence of 
variations in message design on the college choice process. Study 2 examined the 
influence of visual-verbal redundancy (VVR) as a feature of message design on the 
factors in the cognitive model of college choice. This chapter presents the hypotheses, 
methods, and results for the second study.  
Model Rationale and Hypotheses 
College choice is a goal-directed process that involves a large amount of message 
processing. Visual-verbal redundancy is a feature of messages that are designed to recruit 
high school students. Student recruitment messages often contain both visual and verbal 
information. Visual-verbal redundancy is the degree to which the photos and text convey 
the same information and can range from low to high (Cappella, Leader, Kang, & White, 
2007). Visual-verbal redundancy is measured on a continuum ranging low to high. 
Messages contain high VVR when the information provided by photo and text 
substantially overlap. Message use low VVR when the information provided by the photo 
and text has very little overlap. Previous research indicated that the level of redundancy 
influences message processing (Grimes, 1991; Lang, 2000; Lang, Borse, Wise, & David, 
2002; Lang, Potter, & Bolls, 1999; Mitchell, 1986). Message processing can influence the 
decision-making process. This study proposed that messages with high and low VVR 
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influence the variables involved in college choice differently and can influence message 
processing in a variety of ways. High VVR reduces the amount of strain placed on 
cognitive processes and leads to a message that is easier to process. Low VVR requires 
more effort and cognitive resources to process but can also direct more attention to the 
content. Hypotheses related to the influence of visual-verbal redundancy were previously 
presented in Chapter 4. However, the extensive post hoc modifications made to the model 
in Chapter 7 required modifications to be made to the original hypotheses. Therefore, the 
following revised hypotheses were proposed and tested. 
H1: Feasibility of attending the college will be positively related to predisposition 
when a message uses high visual-verbal redundancy. 
H2: Positive anticipated emotions will be directly and positively related to 
predisposition when a message uses high visual-verbal redundancy. 
H3: Negative anticipated emotions will be directly and positively related to 
predisposition when a message uses high visual-verbal redundancy. 
H4: DP importance will be directly and positively related to intention when a 
message uses high visual-verbal redundancy. 
H5: DP effort investment will be directly and positively related to intention when 
a message uses high visual-verbal redundancy. 
H6: DP confidence will be directly and positively related to intention when a 
message uses high visual-verbal redundancy. 
H7: Subjective norm will be directly and positively related to predisposition when 
a message uses high visual-verbal redundancy. 
188
H8: Attitude will be directly and positively related to predisposition when a 
message uses high visual-verbal redundancy. 
H9: Perceived behavioral control will be directly and positively related to 
intention when a message uses high visual-verbal redundancy. 
H10: Ability to attend the college will be directly and positively related to 
intention to take action when a message uses high visual-verbal redundancy. 
H11: Predisposition to attend will be directly and positively related to intention to 
take action when the message uses high visual-verbal redundancy. 
H12: Feasibility of attending the college will be directly and negatively related to 
predisposition when a message uses low visual-verbal redundancy. 
H13: Positive anticipated emotions will be directly and negatively related to 
predisposition when a message uses low visual-verbal redundancy. 
H14: Negative anticipated emotions will be directly and positively related to 
predisposition when a message uses low visual-verbal redundancy. 
H15: DP importance will be directly and negatively related to intention a message 
uses low visual-verbal redundancy. 
H16: DP effort investment will be directly and negatively related to intention a 
message uses low visual-verbal redundancy. 
H17: DP confidence will be directly and negatively related to intention a message 
uses low visual-verbal redundancy. 
H18: Subjective norm will be directly and negatively related to predisposition 
when a message uses low visual-verbal redundancy. 
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H19: Attitude will be directly and negatively related to predisposition when a 
message uses low visual-verbal redundancy. 
H20: Perceived behavioral control will be directly and negatively related to 
intention when a message uses low visual-verbal redundancy. 
H21: Ability to attend the college will be directly and negatively related to 
intention to take action when a message uses low visual-verbal redundancy. 
H22: Predisposition to attend will be directly and positively related to intention to 
take action when the message uses low visual-verbal redundancy. 
Method 
Sample 
Population. The population for this study was the same as the population for 
Study 1. Students from three high schools in northwest Tennessee served as the 
population for sampling purposes. These included a small-sized school with 406 students, 
a medium-sized school with 516 students, and a large-sized school with 922 students, 
leading to a combined population of 1,844 students. 
Sample size. The initial sample for Study 2 included a total of 257 high school 
students. Four cases were removed after the missing data analysis revealed one case with 
100% of values missing, one case with 19.5% of values missing, one case with 15.9% of 
values missing, and one case with 11% of values missing. Standardized z scores were 
examined for each indicator. The first measure for perceived behavioral control had eight 
cases with values that exceeded 2.5 standard deviations from the mean (z = 2.66). These 
cases were a small percentage of the sample and were not extreme so they were retained. 
Inspection of the Mahalanobis d2 statistic provided by AMOS 16 for each case indicated 
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six cases with multivariate extreme values that were influencing the analysis (range of d2 
= 26.82 to 47.64). These six cases were removed. The final sample size was 247.  
Sample characteristics. The sample included 223 (88.1%) white students, 16 
(6.3%) African-American students, six (2.4%) Hispanic/Latino students, three (1.2%) 
Asian/Pacific Islands students, and five (1.6%) students indicating “Other” ethnicity. The 
sample was evenly split between 125 (49.4%) females and 128 (50.6%) males. The 
sample was distributed among 28 (11.1%) freshmen, 93 (36.8%) sophomores, 121 
(47.8%) juniors, and 11 (4.3%) seniors. A total of 154 students from the large, 
consolidated county high school, 56 students from a medium-sized single-city high 
school, and 43 students from a small, single-city high school completed the study. The 
majority of students reported above-average grade points with five students reporting a 
GPA between 1.0-1.49, 29 students reporting a GPA between 1.5-2.49, 102 students 
reporting a GPA between 2.5-3.49, and 117 students reported GPA between 3.5-4.0. 
Procedure 
 The same procedure as Study 1 was used for the selection of high schools, 
sampling of the students, distribution of the study materials, and data collection. A 
random assignment generator accessed at http://www.randomizer.org was used to 
randomly assign students to either the high VVR or low VVR condition. The instruments 
were presorted for each classroom using the pattern from the random assignment 






The data for Study 2 were gathered using two printed questionnaires – one for the 
high visual-verbal redundancy condition and one for the low visual-verbal redundancy 
condition. The instrument included 81 questions divided into four sections. The first 
section contained questions for the same demographic information as in Study 1. The 
second section asked the students to look at one of two randomly assigned print 
advertisements. The third section contained three questions measuring the amount of time 
spent looking at the words and the photo in the print advertisement and the eight items for 
the visual-verbal redundancy scale. The fourth section contained the measures for 
cognitive model of college choice. Students were asked to read each question and mark 
their responses to the questions on the provided Scantron answer sheet. The questions 
were numbered to correspond with the numbers on the answer sheet. See Appendix F for 
a complete copy of the instrument. 
Measures. The same independent and dependent variables from Study 1 were 
used in Study 2. The independent formative indicators were decision process importance, 
decision process confidence, feasibility of attending, ability to attend, positive anticipated 
emotions, negative anticipated emotions, attitude toward attending, subjective norm, and 
perceived behavioral control. Dependent latent variables included in the proposed model 
were predisposition to attend the college and intention to take action to attend.  
The wording of the measures for the formative indicators and latent variables was 
adapted from Study 1 to relate to the specific experimental stimulus. Each statement used 
a 5-reponse Likert-Type scale. See Table 12 for a summary of all the items for the 




Influence of Visual-Verbal Redundancy on College Choice: Latent Variables, 
Indicators, and Response Anchors 
Item 
labels Indicator statements (response anchors) 
 GOAL FEASIBILITY 
GF1 Attending the college in the advertisement would be a ____________  
option for me. (Completely realistic/Not realistic at all) 
GF2 Attending the college in the advertisement would be a reasonable goal for  
me. (Completely agree/Do not agree at all) 
 POSITIVE ANTICIPATED EMOTIONS 
PAE1 I feel excited when I think about attending the college in the advertisement. 
(Completely agree/Do not agree at all) 
PAE2 I feel happy when I think about attending the college in the advertisement. 
(Completely agree/Do not agree at all) 
PAE3 I feel glad when I think about attending the college in the advertisement. 
(Completely agree/Do not agree at all) 
PAE4 I feel satisfied when I think about attending the college in the advertisement
. (Completely agree/Do not agree at all) 
PAE5 I feel proud when I think about attending the college in the advertisement. 
(Completely agree/Do not agree at all) 
 NEGATIVE ANTICIPATED EMOTIONS 
NAE1 I feel disappointed when I think about NOT being able to attend college in  
the advertisement. (Completely agree/Do not agree at all) 
NAE2 I feel ashamed when I think about NOT being able to attend college in the  
advertisement. (Completely agree/Do not agree at all) 
NAE3 I feel frustrated when I think about NOT being able to attend college in the  
advertisement. (Completely agree/Do not agree at all) 
NAE4 I feel sad when I think about NOT being able to attend college in the  
advertisement. (Completely agree/Do not agree at all) 
NAE5 I feel afraid when I think about NOT being able to attend college in the  
advertisement. (Completely agree/Do not agree at all) 
 FACTOR: DECISION PROCESS IMPORTANCE 
DPI1 It would be important for me to decide whether or not to attend the college  
in the advertisement. (Completely agree/Do not agree at all) 
DPI2 Making decisions about the college in the advertisement would be  
important. (Completely agree/Do not agree at all) 
DPI3 The process of deciding about attending the college in the advertisement  
would be important to me. (Not true at all/Completely true) 
DPI4 This advertisement would make me feel like it is important for me to make  








Influence of Visual-Verbal Redundancy on College Choice: Latent Variables, 
Indicators, and Response Anchors 
Item 
labels Indicator statements (response anchors) 
DECISION PROCESS EFFORT INVESTMENT 
DPEI1 I would want to spend the time and effort needed to make decisions about  
attending the college in the advertisement. 
(Completely agree/Do not agree at all) 
DPEI2 I would spend __________ thinking about attending the college in the  
advertisement. (None of my time/All of my time) 
DPEI3 How much time are you would be willing to spend making decisions about  
attending the college in the advertisement? (None of my time/All of my 
time) 
DPEI4 I would spend ___ making a decision about attending the college in the  
advertisement. (None of my time/All of my time) 
 DECISION PROCESS CONFIDENCE 
DPC1 I have the ability to make decisions about attending the college in the  
advertisement. (Not true at all/Completely true) 
DPC2 It would be  _____ for me to make decisions about attending the college in t
he  
advertisement. (Very easy/Not easy at all) 
DPC3 I am _____ in my ability to make decisions about attending the college in th
e  
advertisement. (Not confident at all/Completely confident) 
DPC4 How confident would you be in your decisions about attending the college i
n the  
advertisement? (Not confident at all/Completely confident) 
 SUBJECTIVE NORM 
SN1 My parents/guardians would approve of attending the college in the  
advertisement. (Not true at all/Completely true) 
SN2 Students like me would attend the college in the advertisement. 
(Completely agree/Do not agree at all) 
SN3 The people important to me would want me to attend the college in the  
advertisement. (Not true at all/Completely true) 
SN4 
My teachers and guidance counselor would encourage me to attend the colle
ge  
in the advertisement. (Not true at all/Completely true) 
SN5 
My friends would attend the college in the advertisement. (Not true at all/ 
Completely true) 
SN6 
Other people would expect me to attend a college like the one in the  







Influence of Visual-Verbal Redundancy on College Choice: Latent Variables, 
Indicators, and Response Anchors 
Item 
labels Indicator statements (response anchors) 
ATTITUDE 
ATT1 Attending the college in the advertisement would be a ____ way to prepare 
for my future. (Very good/Very bad) 
ATT2 Attending the college in the advertisement is a goal that would be ____ for 
me. (Completely worth the time/Completely a waste of time) 
ATT3 It would be ___ for me to NOT attend the college in the advertisement. 
(Completely acceptable/Not acceptable at all) (R) 
ATT4 I believe that attending the college in the advertisement would be a _______
___ option for me. (Very good/Very bad) 
ATT5 The steps required to attend the college in the advertisement are _________
__. (Completely worth the effort/Not worth the effort at all) 
ATT6 I feel interested when I think about attending the college in the advertiseme
nt. (Completely agree/Do not agree at all) 
 PERCEIVED BEHAVIORAL CONTROL 
PBC1 I would have ____ over making decisions about attending the college in the 
advertisement. (No control at all/Complete control) 
PBC2 Completing the steps needed to attend the college in the advertisement woul
d be ____________. (Not true at all/Completely true) 
PBC3 How much control do you feel that you would have over whether or not you
 could attend the college in the advertisement? (Not true at all/Completely 
true) 
PBC4 I would have ____ over attending the college in the advertisement. (No 
control at all/Complete control) 
 ABILITY 
AB1 
 I have the academic ability to attend the college in the advertisement. 
(Completely agree/Do not agree at all) 
AB2 I have the resources I need to attend the college in the advertisement. (Not 
true at all/Completely true) 
 PREDISPOSITION 
P1  The college in the advertisement would be a college I would like to attend.  
(Not true at all/Completely true)  
P2 I would want to attend the 
college in the advertisement after graduating from high school. (Not true at 
all/Completely true) 
P3 Attending the college described in the advertisement would be a goal I 








Influence of Visual-Verbal Redundancy on College Choice: Latent Variables, 
Indicators, and Response Anchors 
Item 
labels Indicator statements (response anchors) 
INTENTION 
I1 How strong would your intention be to take the steps necessary to attend the
 college described in the advertisement? (Not strong at all/Completely 
strong)  
I2 I would want to complete all the steps needed to attend the college 
described in the advertisement. (Completely agree/ Do not agree at all) 
I3 How strong would you intention be to take the classes necessary to attend 
the college described in the advertisement? (Not strong at all/Completely 
strong)  
Note. R = reverse-coded item. 
 
 
Reliability and validity. The reliability for the items for each of the formative 
indicators was assessed using Cronbach’s alpha prior to creating the mean scale scores. 
An alpha of at least .70 was required for items to be considered reliable. Each of the 
scales for the formative indicators demonstrated acceptable reliability (range of αs = .74 
to .91). Inspection of the inter-item correlation matrix for each scale indicted moderate to 
strong correlations among the respective items for each scale. The one exception was the 
reverse-coded item in the attitude scale. This item was weakly correlated with all other 
attitude indicators. The scale reliability improved with deletion of the reverse-coded item. 
See Table 13 for details regarding the reliability analysis. Additionally, the items for each 
scale were submitted to a factor analysis in SPSS using principal axis factoring with 
direct oblimin rotation to confirm that each scale was one-dimensional. The results of the 
factor analysis indicated that the items for each respective indicator formed only one 
factor. See Table 14 for details regarding the factor analysis. Given the results of the  
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Table 13 
Reliability Estimates, Means, Standard Deviations, and Squared Multiple Correlations 
for the Indicators of the Visual-Verbal Redundancy Measures 
 
Formative indicator Alpha Item 
Alpha if 
deleted 
M SD R2 
Goal Feasibility .85 FEAS1 - 1.90 1.32 .554 
  FEAS2 - 1.84 1.28 .554 
Positive Anticipated Emotion .87 PAE1 .86 1.24 1.23 .545 
  PAE2 .85 1.45 1.25 .578 
  PAE3 .86 1.81 1.30 .574 
  PAE4 .84 1.68 1.41 .643 
Negative Anticipated Emotion .90 NAE1 .90 1.18 1.35 .544 
  NAE2 .88 1.27 1.38 .632 
  NAE3 .87 1.16 1.27 .663 
  NAE4 .87 1.24 1.33 .723 
  NAE5 .89 1.28 1.38 .601 
DP Importance .79 DPI1 .82 1.82 1.30 .209 
  DPI2 .69 2.00 1.33 .504 
  DPI3 .72 1.91 1.35 .459 
  DPI4 .73 2.08 1.36 .416 
DP Effort Investment .90 DPEI1 .90 1.71 1.30 .520 
  DPEI2 .87 1.73 1.14 .666 
  DPEI3 .88 1.87 1.16 .636 
  DPEI4 .86 1.80 1.24 .714 
DP Confidence .76 DPC1 .76 2.79 1.24 .228 
  DPC2 .73 2.40 1.14 .282 
  DPC3 .66 2.50 1.34 .476 
  DPC4 .67 2.15 1.35 .468 
Subjective Norm .89 SN1 .89 2.74 1.18 .334 
  SN2 .87 1.70 1.31 .593 
  SN3 .87 1.90 1.39 .570 
  SN4 .87 2.07 1.35 .534 
  SN5 .87 1.76 1.26 .529 
  SN6 .86 1.83 1.39 .656 
Attitude .91 ATT1 .91 2.66 1.07 .404 
  ATT2 .89 2.16 1.23 .641 
  ATT3 .88 2.33 1.18 .719 
  ATT4 .89 1.99 1.33 .660 
  ATT5 .89 1.66 1.37 .627 
  ATT6 .92 2.55 1.45 .343 

















Reliability Estimates, Means, Standard Deviations, and Squared Multiple Correlations 
for the Indicators of the Visual-Verbal Redundancy Measures 
 
Formative indicator Alpha Item 
Alpha if 
deleted 
M SD R2 
Perceived Behavioral Control .84 PBC1 .83 2.81 1.04 .380 
  PBC2 .78 2.64 1.20 .516 
  PBC3 .80 2.67 1.24 .482 
  PBC4 .77 2.66 1.17 .539 
Ability .74 ABIL1 - 2.62 1.24 .340 
  ABIL2 - 2.23 1.27 .340 
Predisposition .92 P1 .88 1.71 1.38 .691 
  P2 .88 1.80 1.41 .690 
  P3 .88 1.86 1.32 .683 
Intention .89 I1 .85 1.74 1.37 .611 
  I2 .83 1.85 1.34 .654 
  I3 .86 1.97 1.35 .599 





Eigenvalues, Percentages of Variance, and Cumulative Percentages of Items for the 











Goal Feasibilitya. 2 1.74 1 87.2 
Positive Anticipated Emotions 4 2.98 1 74.5 
Negative Anticipated Emotions 5 3.61 1 72.3 
DP Importance 4 2.48 1 62.0 
DP Effort Investment 4 3.11 1 77.8 
DP Confidence 4 2.35 1 58.7 
Subjective Norm 6 3.90 1 64.9 
Attitude 7 4.59 1 65.6 
Perceived Behavioral Control 4 2.71 1 67.6 
Ability 2 1.58 1 79.2 
 
 Note. Principle axis factoring with direct oblimin was used to obtain the values. 
a. Feasibility originally contained the two items for feasibility and the two items for 
ability. A factor analysis indicated the items formed two factors. The two items for 
feasibility formed Factor 1 (eigenvalue = 2.317, variance extracted = 57.9%). The two 











reliability and factor analyses, it was determined that arithmetic mean scores could be 
created for each of the independent formative indicators. Item reliability for formative 
indicators is more difficult to assess. Squared multiple correlation coefficients are not 
calculated for formative indicators because the indicators influence the underlying latent 
variable rather than the latent variable influencing the indicator (MacKenzie et. al., 2005). 
Item validity for the formative constructs was assessed using two methods 
suggested by MacKenzie et al. (2005). First, the significance and strength of the path 
from the formative indicator to its respective latent variable was examined. All of the 
regression paths for the formative indicators for predisposition were significant (range of 
ps = <.001 to .04). The standardized regression weights indicated that the magnitude of 
the indicators for predisposition ranged from .15 to .385). Three proposed indicators for 
intention did not have significant regression paths. Perceived behavioral control (p = 
.152), ability (p = .06), and feasibility (p = .06) were not significant predictors of 
intention. Additionally, the standardized regression weights indicated that the magnitude 
of the three indicators was weak (range of βs = -.076 to .132). Second, the standardized 
indirect effect between each indicator and the global reflective indicators was calculated .  
The reflective indicator functioned as a criterion measure that was included in the 
model for statistical identification and as a comparison to assess item validity 
(MacKenzie et al., 2005). Positive anticipated emotion, negative anticipated emotion, and 
subjective norm were more strongly related to the reflective measures for predisposition 
than intention. DP importance, feature knowledge, and ability were more strongly related 
to the  reflective measures for intention than predisposition. See Table 15 for a summary 
of the average standardized indirect effects. 
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Experimental stimuli. Visual-verbal redundancy (VVR) refers to the degree to 
which the photo and text in a message convey the same message (Cappella et al., 2007). 
Student recruitment messages often contain both visual and verbal information. The 
stimuli for this study were two print advertisements for a hypothetical college. The text 
was created after an informal survey of recruitment material from a variety of universities 
that showed information about class size and classroom atmosphere was a common topic. 
A 58-word paragraph was crafted that emphasized a small class with personal attention 
from the professors. Three bullet point items were included as action steps for attending 
the hypothetical college. The topic of the advertisement, description of academic life, and 
action steps were commonly found in an informal survey of college material. The 
photograph in each advertisement was manipulated to represent a high level of visual-
verbal redundancy and low visual-verbal redundancy. Both advertisements were tested in 
the previously reported pilot study. Figures 10 and 11 present the two advertisements 
used in the study. 
Manipulation check. An eight-item scale from Cappella et al. (2007) was used to 
measure the perceived degree of visual-verbal redundancy in the experimental stimuli. 
The students were instructed to think about the advertisement and indicate the degree to 
which the picture and text said the same thing, were redundant, were consistent, repeated 
each other, were in synch with each other, duplicated each other, matched each other, and 
copied each other. The eight items for the visual-verbal redundancy scale demonstrated 
good reliability (α  = .90). A factor analysis using principal axis factoring with direct 
oblimin rotation indicated that the items in the scale were one-dimensional. One factor 




Average Standardized Indirect Effects Between the Formative Indicators and Criterion-
Related Reflective Measures 
 
 Average standardized indirect effect 
Indicator Predisposition Intention 
Goal feasibility .173 .164 
Positive anticipated emotion .213 .201 
Negative anticipated emotion .030 .028 
DP importance .085 .080 
DP effort investment .059 .056 
DP confidence -.023 -.021 
Subjective norm .194 .184 
Attitude  .200 .189 
Perceived behavioral control  .000 .201 
Ability .000 .049 
 
Note. The average standardized indirect effect was estimated by calculating the average 
of the standardized indirect effect estimates for each formative indicator with the three 










  Figure 11. Print advertisement for the low visual-verbal redundancy condition. 
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created using the arithmetic mean for the eight VVR items. Scores ranged from zero to 
four with higher scores representing higher visual-verbal redundancy. An independent- 
samples t test was conducted to determine the success of the manipulation. The test was 
significant, t (245) = -7.88, p < .001. Students in the high VVR group (M = 2.05, SD = 
0.787) indicated higher levels of visual-verbal redundancy than students in the low VVR 
group (M = 1.22, SD = 0.865). The 95% confidence interval for the difference in means 
ranged from -1.04 to -0.622. The results of the analysis indicated that the manipulation 
was successful. 
Results 
Study 2 had two goals. First, the VVR sample data were used to cross-validate the 
cognitive model of college choice developed in Study 1. Second, this study examined the 
influence of visual-verbal redundancy on the factors in the cognitive model of college 
choice. SPSS 17 was used to create the raw data file. AMOS 16 was used to examine the 
structural relationships and test differences between the high and low VVR groups.  
A three-step modeling procedure adapted from Byrne (2001) was used to test the 
proposed model. The first stage involved testing the underlying measurement model 
using confirmatory factor analysis to determine the statistical fit and validity of the 
indicators used to measure the latent variables. The second stage involved establishing 
baseline models for the high and low VVR groups. The third stage involved testing for 
measurement invariance and differences between the high and low VVR groups.   
Missing Data Analysis 
The data file was screened for missing values using the missing value analysis 
(MVA) in SPSS 17. The data set did contain incomplete information. As noted 
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previously in the Method section, the MVA indicated that all 82 indicators (100%) 
contained missing values. The variables for father’s and mother’s education level had the 
highest percentage of missing values with 9.3% (24 cases) and 6.6% (17 cases) 
respectively. All other variables had missing values from 0.4% (1 missing value) to 2.3% 
(6 missing values). The missing values were spread across 71 cases (27.6%). Four cases 
had values missing on at least 10% of the indicators. One case had missing values on all 
82 indicators (100%), one case had values missing values on 16 indicators (19.5%), one 
case had values missing values on 13 indicators (15.9%), and one case had values 
missing values on 9 indicators (11%). All four cases were removed from the data file. 
Descriptive statistics and the pattern of missing values were also examined to 
determine whether the data was missing completely at random (MCAR) or missing at 
random (MAR) in order to determine the most appropriate method for handling missing 
values. Little’s MCAR test was significant (χ2 = 2905.57, df = 2742, p < .02) indicating 
that the data were not missing completely at random. Patterns were detected among 
father’s and mother’s education level and the categorical variables used for testing 
measurement invariance in the model. Students who indicated that they were probably 
not going to attend college were less likely to report father’s and mother’s education 
level. African-American and Asian students were also more likely to omit their parents’ 
education level. Students indicating a GPA between 1.0-1.49 less likely than other 
students to report father’s and mother’s education level. Seniors were also more likely to 
omit parent’ education than other grade levels. Finally, students from the smallest school 
included in the study were more likely to omit education level. Overall, the results of the 
missing value analysis indicated that the missing value could be considered missing at 
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random (“Data Imputation for Missing Values: Statnotes, from North Carolina State 
University, Public Administration Program,” n.d.; “SPSS Missing Values™ 17.0,” 2007). 
However, the amount of missing data was not extensive once the four cases previously 
mentioned were removed. The pattern of missing values appeared to be most influential 
among the categorical variables but not the measures for the model indicators. 
The next step after determining the missing data pattern was to select an 
appropriate procedure for handling the missing data. Listwise deletion, pairwise deletion, 
single regression imputation, and full information maximum likelihood (FIML) 
estimation were considered. Listwise deletion only provides reliable and valid when data 
is MCAR and the deletion of cases with missing values would result in a substantial lose 
of data and statistical power (Brown, 2006; Byrne, 2001). Pairwise deletion is also only 
reliable and valid for MCAR data. Additionally, pairwise deletion can result in severely 
biased parameter estimates and nonpositive definite matrices in the SEM analysis 
(Brown, 2006). Single regression imputation was an option based on the data analysis but 
it tends to underestimate parameter estimates and standard errors and overestimate 
correlations (Brown, 2006). FIML is the recommended method for handling missing data 
in a structural equation model analysis because it uses all the information in the observed 
data (Schumacker & Lomax, 2004). FIML and multiple imputation both produce more 
consistent parameter estimates, standard errors, and test statistics (Brown, 2006). The 
amount of missing values was very small. After careful consideration of the advantages 
and limitations of each method and characteristics of the missing values, stochastic 
regression imputation using AMOS 16 was selected as the method for handling missing 
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data. Inspection of the means of the measures after the imputation was performed 
indicated that the procedure did not significantly change the measures. 
Cross-Validation of Measurement Model 
 Study 1 developed a mixed measurement model using both formative and 
reflective indicators for predisposition, intention, and plan enactment. The data for Study 
2 were used as an independent sample to cross-validate a portion of the final cognitive 
model of college choice from Study 1. Confirmatory factor analysis (CFA) was used to 
examine the measurement portion of the model. CFA was used to examine the 
relationship between the formative and reflective indicators and the proposed latent 
variables (Brown, 2006). The CFA involved five steps: model specification, model 
identification, model estimation, model evaluation, and model modification. 
Model specification. The final measurement model from in Study 1 was used as 
the measurement model for Study 2. Although less common, the formative measurement 
model provides the most accurate conceptualization of the relationship between the 
proposed theoretical constructs and the measures. Formative models are appropriate 
when the measures collectively combine to explain the meaning of the construct, when 
the measures don’t necessarily share a common theme, when the measures are not 
necessarily highly correlated, and when the measures tap into different aspects of the 
construct (MacKenzie et al., 2005). The cognitive model of college choice includes latent 
constructs that are formed through the combination of measures that tap unique aspects of 
the decision-making process and those measure range from weak to strong correlations. 
This conceptualization makes a formative measurement model appropriate.  
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Two composite latent variables were tested: predisposition and intention. 
Predisposition was formed by a combination of three reflective indicators and eight 
formative measures: feasibility of attending, positive anticipated emotions, negative 
anticipated emotions, decision process importance, decision process effort investment, 
decision process confidence, subjective norm, and attitude toward attending. Three global 
reflective indicators of the student’s desire to attend college where also included on 
predisposition. Intention was measured by a combination of two reflective indicators and 
four formative indicators. Perceived behavioral control and ability to attend college were 
formative indicators. The three global reflective indicators provided a measure of the 
student’s intention to take steps toward attending college. The third latent variable from 
Study 1, plan enactment, was omitted because of its irrelevance to the context of Study 2. 
Formative measurement models are specified differently than common reflective 
models. First, the regression paths move from the indicator to the latent constructs. 
Second, error is measured at the construct level in a formative measurement model rather 
than at the indicator level (MacKenzie et al., 2005). Error terms were added to the 
predisposition and intention latent variables instead of adding error terms to each 
individual formative indicator. All of the formative indicators were allowed to covary. In 
addition to the formative indicators for each latent variable, three reflective indicators 
were included for both latent variables. The reflective indicators were added to 
statistically identify the model (see next section; Brown, 2006; MacKenzie et al., 2005) 











































































































































































































































































Model identification. Formative measurement models are identified using a 
slightly different approach than the more common reflective measurement model. Latent 
variables containing only formative indicators are not statistically identified (MacKenzie 
et al., 2005). There are two methods that could be used to identify models with formative 
variables. First, the formative measurement model could be identified by including 
regression paths to at least two separate latent variables that contain at least two reflective 
indicators each. This method limits where the formative variable can be located in the 
structural model. Second, a combination of formative and reflective indicators on the 
same latent variable could be used to identify the formative measurement model. This 
method requires at least two reflective indicators for each formative construct. This 
approach has two advantages. First, the latent construct can be placed anywhere within a 
larger structural model (MacKenzie et al., 2005). Second, the reflective indicators can be 
used to assess the reliability and validity of the formative indicators (MacKenzie et al., 
2005). The latter approach was used for Study 2. 
 As with reflective measurement models, the scale or metric of each latent variable 
must be set by specifying marker indicators and the model must be statistically over-
identified. The scale for each latent variable was set by constraining the parameter from 
one reflective indicators to the corresponding latent variable to a value of 1.0 (Brown, 
2006; Byrne, 2001; Schumacker & Lomax, 2004). Next, the model was checked to 
confirm that the rank and order conditions were met (Schumacker & Lomax, 2004). The 
proposed model contained 136 known elements in the variance-covariance matrix and 79 
parameters to be freely estimated. The formative indicators were all allowed to covary 
based on recommendations from (MacKenzie et al., 2005). Although this method 
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sacrificed parsimony and included parameters that were not of interest to the study, it 
produced the best fit. The model was overidentified with 57 degrees of freedom. The 
order condition was therefore met. The rank condition was checked using AMOS 16. The 
results indicated that the minimum was achieved and the model parameters could be 
estimated. The rank condition was therefore also met. Both latent variables included three 
reflective indicators thus making each variable identified. 
Model estimation. The raw data file created in SPSS 17 was used in the analysis 
of the variance-covariance matrix. The sample variance-covariance matrix was analyzed 
in AMOS 16 using bootstrap maximum likelihood (ML) estimation (Byrne, 2001). The 
ML estimator requires three assumptions be met. First, the sample size must be large. 
Second, the scale of the indicators must be continuous. Third, the distribution of the 
indicators must be multivariate normal. 
Study 2 had a cases-to-parameter ratio of 2:1. Both latent indicators had more 
than four indicators and the factor loadings had high magnitudes. Although the sample 
size was small by SEM standards, it was acceptable. Inspection of Hoelter’s critical N (N 
= 207) also indicated that the model had sufficient power at the .05 level for the sample 
size. 
Second, the type of scale of each of the indicators in this study is best described as 
ordered categorical. However, research has indicated that treating ordinal data as interval 
data is less problematic when the variance-covariance matrix, rather than the correlation 
matrix, is analyzed and the indicators have at least four categories (Byrne, 2001). The 
covariance matrix from the raw data was used in the analysis and each indicator included 
five response categories. While treating the data as interval level data will have some  
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influence on the parameter estimates, correlations, and test statistics, the effect should be 
negligible.  
Third, the data were examined to determine the multivariate normality of the data. 
The normality of the data was assessed at both the univariate and multivariate level. 
Univariate normality was assessed by inspecting the mean, 5% trimmed mean, kurtosis 
and skewness statistics for each interval level indicator. Multivariate normality was 
determined by examining the Mardia’s k statistic for multivariate kurtosis and the 
Mahalanoibis values calculated in AMOS 16. All of the indicators demonstrated 
sufficient univariate normality. The difference between the mean and 5% trimmed mean 
was less than .75 for each indicator, the skewness statistic was less than 2.0 in absolute 
value, and the kurtosis value was less than 7.0 in absolute value. The range of differences 
between the mean and 5% trimmed mean was between .0-.09. All of the skewness values 
were less than 1.0 in absolute value. All of the kurtosis values were less than 1.26 in 
absolute value. The data were multivariate nonnormal (Mardia’s k = 50.067, c.r. = 16.39). 
The Bollen-Stine bootstrap p and bootstrapped ML estimates were used to compensate 
for the multivariate non-normality of the data. Comparisons of the estimates produced 
through regular and bootstrapped ML estimates indicated the standard errors were 
slightly biased when using regular ML estimation. The Bollen-Stine boostrap p also 
indicated the overall chi-square value and related significance test were being slightly 
inflated. Based on the comparisons between the two estimation methods, the 
bootstrapped ML estimates were deemed more reliable. 
Model evaluation. Confirmatory factor analysis using AMOS 16 was conducted 
on the two latent variables and related indicators using the complete VVR data set. The 
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chi-square statistic and related measures, Bollen-Stine bootstrap p, RMSEA and 
PCLOSE, CFI, and ECVI were used to evaluate model fit. The chi-square (χ2) statistic 
with it associated degrees of freedom and probability level provided an assessment of the 
overall closeness of fit. A close fit was indicated by a higher probability level, preferably 
greater than .05 (Byrne, 2001). However, the chi-square statistic, or CMIN in AMOS, is 
very conservative and prone to Type II error when the data are multivariate nonnormal 
(“Structural Equation Modeling: Statnotes, from North Carolina State University, Public 
Administration Program,” n.d.). AMOS offers the Bollen-Stine p that is a modified 
bootstrap chi-square probability based on multiple resamples drawn from the sample. 
This mitigates the effect of multivariate nonnormality. The root mean square error of 
approximation (RMSEA) measured the closeness of fit between the proposed model and 
the sample data. A RMSEA value equal to or less than .06 is recommended as the cutoff 
for a good fitting model when the sample size is small (Byrne, 2001). AMOS reports a 
probability value, PCLOSE, that assesses the precision of the confidence intervals around 
the RMSEA. A p value greater than .05 indicates a close fit (Byrne, 2001). The 
comparative fit index, CFI, compares the specified model with the null model 
(“Structural Equation Modeling: Statnotes, from North Carolina State University, Public 
Administration Program,” n.d.). CFI is less affected by small sample sizes than other 
comparative fit measures. A CFI value greater than .95 indicates a good fit. The expected 
cross-validation index, ECVI, is used to compare non-nested models. Lower ECVI values 
indicate better fit (“Structural Equation Modeling: Statnotes, from North Carolina State 
University, Public Administration Program,” n.d.).  
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The solution was admissible and no Heywood cases were detected. The overall 
goodness-of-fit indicators suggested that the measurement model provided a good fit to 
the sample data (χ2 = 89.891, df = 57, p = .04, χ2/df = 1.577; Bollen-Stine bootstrap p = 
.37; CFI = .993; RMSEA = .05, p =. 12; ECVI = 1.008). The standardized residuals were 
all small and none of the modification indices were theoretically viable. The results of the 
analysis indicated that the measurement model provided a good fit to the sample data and 
functioned properly. The Hoelter statistic indicated that the measurement model had 
sufficient statistical power (N = 207 at .05 level and N = 232 at the .01 level). Given the 
good fit and lack of indications of localized strain, no modifications were made to the 
model. Table 16 presents standardized and unstandardized parameter estimates, standard 
errors, and bias statistics for the bootstrap maximum likelihood (ML) estimates. Table 17 
presents the zero-order correlations, means, and standard deviations for the formative and 
reflective indicators. 
 The unstandardized parameter estimates for four of the eight formative indicators 
for predisposition were statistically significant at the .05 level. Feasibility (β = .196, p < 
.01), positive anticipated emotions (β = .242, p < .001), subjective norm (β = .219, p < 
.001), and attitude (β = .221, p < .001) were significant predictors of predisposition. The 
two freely estimated reflective indicators for predisposition were also statistically 
significant (p < .001). Negative anticipated emotion, decision process confidence, and 
decision process confidence were not significant predictors of predisposition. The critical 
ratio for decision process importance indicted that it approached significance at the .05 
level. The formative and reflective indicators for predisposition combined to explain 
















positive anticipated emotions had the strongest influence on predisposition followed by 
attitude, subjective norm, and feasibility, respectively. The formative indicators 
demonstrated moderate to strong correlations. The range of correlations is acceptable for 
formative measurement models (MacKenzie et al., 2005).  
Neither of the unstandardized parameter estimates for the two formative 
indicators for intention were statistically significant at the .05 level. Perceived behavioral 
control and ability were not significant predictors of intention. The two reflective 
indicators for intention were statistically significant (p < .001). The formative and 
reflective indicators for intention combined to explain 98.8% of its variance.  
Summary. The measurement model provided a good fit to the VVR data. The 
sample size for Study 2 was larger than the sample in Study 1 thus providing more 
statistical power for the model. Feasibility, positive anticipated emotion, subjective norm, 
and attitude were positively related to predisposition. Neither perceived behavioral 
control nor ability were significant predictors of intention. The CFA indicated that the 
formative and reflective indicators for each latent variable explained the majority of 
variance in predisposition and intention. The results from Study 2 provided a successful 
cross-validation of the measurement model developed in Study 1. 
Cross-Validation of Structural Model 
The structural parameters in the model were examined after determining that the 
measurement model was functioning adequately. Based on the results from Study 1, 
predisposition to attend college was expected to be directly and positively related to 
intention to take action toward attending the college. The third latent variable from Study 
1, plan enactment, was not included in Study 2 because of the hypothetical nature of the 
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print advertisements. The model was identified using the same method as previously 
described in the measurement model section. The variance-covariance matrix from the 
raw data file was analyzed in AMOS 16 using the bootstrap maximum likelihood (ML) 
estimation. Consistent with the CFA, the overall goodness-of-fit indicators suggested that 
the measurement model provided a good fit to the sample data (χ2 = 89.891, df = 57, p = 
.04, χ2/df = 1.577; Bollen-Stine bootstrap p = .37; CFI = .993; RMSEA = .05, p =. 12; 
ECVI = 1.008). The only structural parameter included in the model was the path from 
predisposition to intention. The unstandardized parameter between predisposition and 
intention was significant (β = .861, p < .001).  
Visual-Verbal Redundancy Hypothesis Testing 
 Hypothesis testing was conducted in three stages as suggested by Byrne (2001). 
First, baseline models were tested separately for the high VVR and low VVR groups to 
determine if the measurement and structural model presented in the previous sections was 
identical for the two groups. Second, invariance testing was conducted to determine if the 
measurement model functioned the same in both the high and low VVR conditions. 
Finally, hypotheses related to group differences were tested. 
Baseline models. First, baseline models were tested separately for the high and 
low VVR groups to determine the measurement model for each group. The raw data file 
was split into two files, one for students in the high VVR condition and one for students 
in the low VVR condition. The high VVR condition had 125 students and the low VVR 
group had 122 students. Overall fit of the high VVR model was good (χ2 = 89.891, df = 
57, p = .004, χ2/df = 1.557; Bollen-Stine bootstrap p = .17; CFI = .99; RMSEA = .05, p =. 
53; ECVI = 1.008). No large modification indices existed and no areas of localized strain 
219
were indicated by the standardized covariance residuals (largest value of .366). The 
model presented in figure 6.3 was used as the original model for each group. Overall fit 
of the low VVR group was also good (χ2 = 63.882, df = 57, p = .26, χ2/df = 1.121; 
Bollen-Stine bootstrap p = .53; CFI = .997; RMSEA = .03, p =.77; ECVI = 1.834). No 
large modification indices existed and no areas of localized strain were indicated by the 
standardized residuals (largest value of .455). The results indicated that the use of 
identical models for the high and low VVR groups was appropriate in the multigroup 
analysis. 
Measurement invariance. The analysis indicated that the identical model 
provided a good fit for the low and high VVR groups. However, identically specified 
models for each group does not imply that the underlying measurement and structural 
parameters are equal across the two groups (Byrne, 2001). The second step of the 
hypothesis testing examined the measurement invariance between the groups. 
A multigroup analysis was conducted using AMOS 16 to determine the degree to 
which the measurement and structural models differed between the high and low VVR 
groups. Two groups were created in a single AMOS file and the high and low VVR data 
files from the baseline models were then identified for with each respective group. Based 
on the results from the previous step, an identical path diagram was specified for both 
groups. The model contained 272 pieces of information and 157 freely estimated 
parameters between the two groups. The model was overidentified with 115 degrees of 
freedom. Goodness-of-fit indicators suggested that the model provided a good fit to the 
sample data (χ2 = 169.398, df = 115, p = .001, χ2/df = 1.473; Bollen-Stine bootstrap p = 
.20; CFI = .99; RMSEA = .04, p = . 76; ECVI = 1.973). This model was used as the 
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baseline comparison for testing for measurement invariance between the high and low 
VVR groups. 
Testing for measurement invariance is a prerequisite for multigroup comparisons. 
It is important to determine that the measurement model is invariant, or similar, for the 
groups being compared (Byrne, 2001). A three-step procedure was followed to test for 
measurement invariance. First, the invariance of all the factor loadings in the model was 
tested. Specifically, this step tested the degree to which the whole measurement model 
was equal between groups. Given findings of misfit or localized strain in the model, the 
second step was to test for equality among the set of indicators for each latent variable. 
Given indications of variance between the formative indicators for a latent variable, the 
final step was to test for differences on each individual parameter. 
 First, the whole model was tested for invariance between the two groups. This 
model was specified by providing labels for each parameter in the model. Figure 13 
shows the model specification with parameter labels used for invariance testing. Each 
individual parameter was given a unique label indicating that it was invariant between the 
two groups. The constrained model provided a good fit to the data (χ2 = 242.806, df = 
176, p = .001, χ2/df = 1.380; Bollen-Stine bootstrap p = .18; CFI = .99; RMSEA = .04, p 
= .93; ECVI = 1.775). The chi-square change value was used to determine if the equality 
constraints produced a statistically worse fitting model. The chi-square value (χ2(176) = 
242.806) for the constrained model was compared to the chi-square value for the baseline 
model (χ2(115) = 169.398) with no equality constraints. The comparison yielded a chi-
square difference test was not significant (Δχ2(61) = 73.41, p = .13). The nonsignificant 
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demonstrated measurement invariance between the high and low VVR groups indicating 
that the parameter estimates for each group could be compared and differences could be 
meaningfully interpreted. 
Hypothesis testing. The baseline model used for the invariance testing was also 
used to test the proposed hypotheses related to visual-verbal redundancy. Differences in 
the groups were determined by comparing the parameter estimates for each group. Tables 
18 and 20 present the unstandardized and standardized bootstrap maximum likelihood 
(ML) parameter estimates, standard errors, and bias statistics for the high and low groups, 
respectively. Tables 19 and 21 present the zero-order correlation, mean, and standard 
deviations for the indicators in the high and low groups, respectively. 
The first set of hypotheses proposed that perceived feasibility of attending the 
college described in the advertisement would be positively related to predisposition in the 
high VVR condition and negatively related to predisposition in the low VVR condition. 
Feasibility was directly and positively related to predisposition (β = .251, p  < .05) in the 
high VVR condition. It was positively but not significantly related to predisposition (β = 
.123, p > .05) in the low VVR condition. Hypothesis H1 was supported whereas 
hypothesis H12 was not supported. 
The second set of hypotheses proposed that positive anticipated emotion would be 
positively related to predisposition in the high VVR condition and negatively related to 
predisposition in the low VVR condition. Positive anticipated emotion was positively but 




























It was positively and significantly related to predisposition in the low VVR condition (β 
= .407, p < .001). Thus, hypothesis H2 was partially supported whereas hypothesis H13 
was not supported. 
 The third set of hypotheses proposed that negative anticipated emotions would be 
positively related to predisposition in both the high VVR and low VVR conditions. 
Negative anticipated emotion was positively but not significantly related to predisposition 
in the high VVR condition (β = .002, p > .05). It was also positively but not significantly 
related to predisposition in the low VVR condition (β = .047, p > .05). Thus, hypothesis 
H3 was partially supported and hypothesis H14 was partially supported.   
 The fourth set of hypotheses proposed that DP importance would be positively 
related to predisposition in the high VVR condition and negatively related to 
predisposition in the low VVR condition. DP Importance was positively and significantly 
related to predisposition in the high VVR group (β = .177, p < .05). It was positively but 
not significantly related to predisposition in the low VVR condition (β = .016, p > .05). 
Hypothesis H4 was supported whereas hypothesis H15 was not supported. 
The fifth set of hypotheses proposed that DP effort investment would be 
positively related to predisposition in the high VVR condition and negatively related to 
predisposition in the low VVR condition. DP effort investment was positively but not 
significantly related to predisposition in the high VVR group (β = .087, p > .05). It was 
positively but not significantly related to predisposition in the low VVR condition (β = 
.053, p > .05). Hypothesis H5 was partially supported whereas hypothesis H16 was not 
supported. 
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The sixth set of hypotheses proposed that DP confidence would be positively 
related to predisposition in the high VVR condition and negatively related to 
predisposition in the low VVR condition. DP confidence was negatively but not 
significantly related to predisposition in the high VVR group (β = -.066, p < .05). It was 
positively but not significantly related to predisposition in the low VVR condition (β = 
.008, p > .05). Hypothesis H6 was not supported and hypothesis H17 was not supported. 
The seventh set of hypotheses proposed that subjective norm would be positively 
related to predisposition in the high VVR and negatively related to predisposition in the 
low VVR condition. Subjective norm was positively and significantly related to 
predisposition in the high VVR condition (β = .230, p < .01). It was also positively and 
significantly related to predisposition in the low VVR condition (β = .217, p < .01). 
Therefore, hypothesis H7 was supported whereas hypothesis H18 was not supported. 
The eighth set of hypotheses proposed that attitude would be positively related to 
predisposition and intention in the high VVR and negatively related to predisposition and 
intention in the low VVR condition. Attitude was positively related to predisposition in 
the high VVR condition (β = .249, p < .05). Attitude was also positively related to 
predisposition in the low VVR condition (β = .193, p < .05). Hypothesis H8 was 
supported whereas hypothesis H19 was not supported. 
The ninth set of hypotheses proposed that perceived behavioral control would be 
positively related to intention to take action in the high VVR and negatively related to 
intention to take action in the low VVR condition. Perceived behavioral control was 
positively but not significantly related to intention in the high VVR condition (β = .044, p 
> .05). It was negatively and significantly related to intention in the low VVR condition 
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(β = -.085, p < .05). Hypothesis H9 was partially supported and hypothesis H20 was 
supported. 
The tenth set of hypotheses proposed that perceived ability to attend the college in 
the advertisement would be positively related to intention in the high VVR condition and 
negatively related to intention in the low VVR condition. Ability was positively but not 
significantly related to intention in the high VVR condition (β = .004, p > .05). It was 
positively and significantly related to intention in the low VVR condition (β = .084, p < 
.01). Hypothesis H10 was partially supported and H21 was not supported. 
 The eleventh set of hypotheses proposed that predisposition to attend the college 
would be directly and positively related to intention to take action in both the high VVR 
and low VVR conditions. Predisposition was positively and significantly related to 
intention the high VVR group (β = .976, p < .001). Predisposition was also positively and 
significantly related to intention the low VVR condition (β = .966, p  < .001). Hypotheses 
H11 was supported and H22 was supported.  
Summary of Results 
Study 2 had two goals. First, the sample from Study 2 was used to cross-validate 
the final cognitive model of college choice from Study 1. Second, this study examined 
the influence of high and low visual verbal redundancy on the indicators and variables in 
the college choice model. 
First, the model demonstrated good fit with the sample data. The formative 
measurement model had statistical power and the indicators generally related to the latent 
variables of predisposition and intention as expected based the results of Study 1. The 
sample size was larger for Study 2 and provided more power to detect significant results. 
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Consistent with the results of Study 1, feasibility and attitude were positively and 
significantly related to predisposition. Subjective norm and positive anticipated emotion 
were also significantly related to predisposition in Study 2. Positive anticipated emotion 
had the strongest influence on predisposition followed by attitude, subjective norm, and 
feasibility, respectively. The results suggest that strengthening positive anticipated 
emotions toward attending college, encouraging positive attitudes toward attending 
college, creating a sense of expectation by others, and encouraging a sense of feasibility 
could positively increase the predisposition to attend college. Consistent with the results 
from Study 1, perceived behavioral control and ability were not significantly related to 
intention. The formative and reflective indicators for predisposition and intention 
combined to account for the majority of variance in the two variables. Consistent with 
theory and results reported in Study 1, predisposition was positively and strongly related 
to intention to take action. Overall, the results of Study 2 provided a successful cross-
validation of the cognitive model of college choice. 
Second, Study 2 examined the influence of high and low visual-verbal 
redundancy in a hypothetical print advertisement on the indicators and latent variables in 
the cognitive model of college choice. The results of the study suggested that the level of 
redundancy did influence the relationships between the formative indicators and latent 
variables.  
In the high VVR group, feasibility of attending the college, attitude toward 
attending the college, subjective norm, and decision process importance positively 
influenced predisposition. Feasibility was the strongest predictor followed by attitude, 
subjective norm, and importance, respectively. Neither perceived behavioral control nor 
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ability were significant predictors of intention in the high VVR group. In the low VVR 
condition, subjective norm, attitude, positive anticipated emotion, ability, and importance 
were significant predictors of predisposition.  
In the low VVR group, positive anticipated emotion, subjective norm, and attitude 
positively influence predisposition. Positive anticipated emotion was the strongest 
predictor followed by subjective norm, and attitude. Both perceived behavioral control 
and ability were directly related to intention in the low VVR group. Ability was 
positively related to intention whereas perceived behavioral control was negatively 
related to intention.  
Inspection of the standardized regression estimates indicated variations in the 
magnitude of the formative indicators between the high and low VVR groups. Subjective 
norm and attitude where positively and significantly related to predisposition in both 
groups but the magnitude of their influence varied. Subjective norm and attitude were 
stronger in the high VVR group than the low VVR group. Feasibility and decision 
process importance also demonstrated stronger magnitudes in the high VVR group. 
Positive anticipated emotion had a stronger influence on predisposition and ability had a 
stronger influence on intention, respectively, in the low VVR group. Perceived behavioral 
control demonstrated a positive but not significant relationship with intention in the high 





The National Postsecondary Education Cooperative (NPEC) proposed that 
examining the way in which high school students make decisions and use information is 
critical for understanding the complexities of the college choice process (MacAllum et 
al., 2007). The two studies included in this project were an attempt to extend the 
traditional three-phase college choice model developed by Hossler and Gallagher (1987) 
and develop a better understanding of how students make decisions related to college 
attendance. Study 1 developed and tested a new cognitive model of college choice. Study 
2 examined the influence of high and low visual-verbal redundancy in a print 
advertisement on the factors in the cognitive model of college choice. This chapter 
discusses the results from Study 1 and 2, presents the implications for both theory and 
practice, outlines the limitations for the project, and provides suggestions for future 
research.   
Discussion of Study 1 Results 
Litten (1982) defined college choice as the deductive actions high school students 
go through when deciding whether or not to continue into higher education. Extensive 
academic and industry research has examined the factors that influence the college choice 
process. Hossler and Gallagher (1987) synthesized three decades of college research into 
a three-phase model of college choice.  
Summary of model relationships. Despite its widespread use in college choice 
research, the model developed by Hossler and Gallagher (1987) has been criticized for 
failing to address the psychological processes that influence college choice (Martin, 
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2006; Southerland, 2006). Study 1 proposed and tested a new cognitive model of college 
choice adapted from the model of effortful decision-making. The proposed model 
integrated the three-stage college choice model (Hossler & Gallagher, 1987) with the 
model of effortful decision-making (Bagozzi et al., 2003). The cognitive model of college 
choice proposed that students move through three stages of college choice–
predisposition, intention to take action, and plan enactment. In this model, predisposition 
served as a measure of the student’s desire to attend college, intention represented the 
student’s motivation to take the action necessary to attend college, and plan enactment 
represented the degree to which students had completed the steps necessary to attend 
college.  
Previous college choice research identified many factors that influence each 
phase. Predisposition is influenced by personal characteristics, significant others, 
previous academic performance, and aspirations (Hossler & Gallagher, 1987). Students’ 
activities during the search phase are influenced by the attitudes and idealized 
expectations that form the preliminary college value, information search strategies, and 
college recruitment activities (Hossler & Gallagher, 1987). The choice phase is influence 
by the preferred list of institutions, the value-added features of each campus, and college 
communication material (Hossler & Gallagher, 1987).  
The model of effortful decision-making and enactment proposed nine factors that 
influence the desire to obtain a goal, intention to take steps to achieve the goal, and 
enactment of plans to realize the goal (Bagozzi et al., 2003). Positive and negative 
anticipated emotions, the perceived importance of the decision process, the amount of 
effort invested in the decision, confidence in the ability to make decisions, and the 
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feasibility of the goal were positively related to the desire to pursue a goal. Subjective 
norm, attitude toward the decision and goal, decision importance, decision effort 
investment, and decision process confidence were positively related to the desire to take 
steps to realize the goal. Perceived behavioral control was positively related to intention 
to take action and plan enactment.  
Summary of results. Study 1 proposed and tested a new cognitive model of 
college choice. The initial confirmatory analysis indicated that the originally proposed 
model was inadmissible. A follow-up exploratory analysis suggested a revised model that 
was conceptually similar but with two important differences. First, the revised model 
significantly differed from the originally proposed model with its use of a mixture of 
formative and reflective indicators within the measurement model. The follow-up 
exploratory factor analysis (EFA) indicated that the measures for feasibility, positive 
anticipated emotions, negative anticipated emotions, decision process importance, 
decision process effort investment, decision process confidence, subjective norm, 
attitude, goal desire, and goal intention loaded onto a single factor. While it was 
theoretically viable that the items for goal desire and goal intention reflected the same 
concept, the items for the remaining indicators were designed to capture different 
concepts. The EFA indicated a similar situation for the items for plan enactment and the 
two items measuring campus feature knowledge. The use of formative indicators 
recognized the unique aspects of each factor while accounting for the relationship with 
the underlying latent variable. Second, follow-up EFA also suggested that the items for 
goal desire, goal intention, behavioral desire, and behavioral intention contained a 
substantial amount of overlap. The revised measurement model contained three latent 
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variables: predisposition, intention, and plan enactment. Predisposition contained eight 
formative indicators and three reflective indicators. Feasibility, positive anticipated 
emotions, negative anticipated emotions, decision process importance, decision process 
effort investment, decision process confidence, subjective norm, and attitude were 
combined to form predisposition. The three items from goal desire and goal intention 
accounting for the largest proportion of variance were used as reflective indicators of 
predisposition. Intention contained one formative indicator and three reflective indicators. 
Perceived behavioral control was included as a predictor of intention whereas the three 
items from behavioral intention accounting for the largest proportion of variance were 
used as reflective indicators. Plan enactment also contained one formative indicator and 
three reflective indicators. Feature knowledge was included as a formative indicator of 
plan enactment whereas the three items from plan enactment accounting for the largest 
proportion of variance were used as reflective indicators.  
Overall, the results suggest that students form a predisposition toward attending 
college. Students with a positive predisposition toward college expressed a stronger 
intention to take the actions necessary to attend college. Feasibility of attending, the 
perceived importance of the decision, and attitude toward college were significant 
predictors of predisposition. Students who indicated that they had enacted plans to attend 
college also expressed a stronger knowledge of desired campus features. 
Role of predisposition. Predisposition is a student’s inclination toward attending 
college. Predisposition is indication of a student’s overall desire to attend college. The 
college choice and decision-making literature indicated students with a stronger, positive 
predisposition toward attending college are more likely to actively search for information 
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about colleges and ultimately follow through with enrollment at a college (Bagozzi et al., 
2003; Hossler & Gallagher, 1987). The results of Study 1 supported the proposition that 
predisposition is directly related to behavioral intention. Predisposition was strongly and 
positively related to the intention to take action toward attending college. Students with a 
positive predisposition toward attending college expressed a stronger intention to take the 
actions necessary to attend college.  
Predictors of predisposition. An extensive body of college choice research 
indicated that many factors influence predisposition Personal characteristics including 
socioeconomic status (Hossler & Gallagher, 1987; MacAllum et al., 2007a), race, 
ethnicity, and cultural background (Zimbroff, 2005), academic ability (D. W. Chapman, 
1981; Hossler et al., 1999; Litten, 1982; MacAllum et al., 2007a), significant others 
(Chapman, 1981; Hossler et al., 1999; Hossler & Gallagher, 1987; Galotti & Mark, 1994; 
MacAllum et al., 2007; Sevier, 1987), aspirations (Chapa & De La Rosa, 2004), and 
attitudes and expectations (Chapman, 1981; Hossler & Gallagher, 1987; Jackson, 1982; 
Martin, 2006) influence students’ predisposition toward attending college. Additionally, 
Bagozzi et al. (2003) suggested that decision process importance, effort investment, and 
confidence could positively influence the desire to pursue a goal.  
The results of Study 1 supported the proposition that predisposition is influenced 
by different factors. However, the results deviated from the relationships among the 
factors suggested by (Bagozzi et al., 2003). First, the results of Study 1 indicated that 
feasibility, decision process importance, and attitude were significant predictors of 
predisposition. Positive and negative anticipated emotions, decision process effort 
investment, and decision process confidence were not significant predictors of 
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predisposition. Attitude toward college was the strongest predictor of predisposition 
followed by feasibility of attending college and perceived importance of making decision 
about college, respectively. The results suggested that more positive attitudes toward 
attending college and more positive perceptions of the feasibility of attending college 
positively contributed to predisposition. Students who placed a greater importance on 
making decisions also demonstrated higher predisposition. Instilling positive attitudes 
toward attending college, convincing students that attending college is a feasible goal, 
and reinforcing the importance of making decisions about college are important steps in 
developing a predisposition to attend college.  
The results of Study 1 contained three areas of departure from previous theory 
and research with respect to the proposed indicators of predisposition. First, the results of 
Study 1 did not support the pattern of factor loading patterns suggested by the model of 
effortful decision. Attitude was originally proposed to directly relate to behavioral 
intention. However, the exploratory and confirmatory analyses conducted in Study 1 
indicated attitude was related to predisposition, or goal desire, rather than behavioral 
intention. While the relationship between attitude and predisposition did not follow the 
pattern suggested by Bagozzi et al. (2003) it was consistent with previous college choice 
research. Students’ attitudes toward attending college (Chapman, 1981; Hossler & 
Gallagher, 1987; Jackson, 1982; Martin, 2006; Sevier & Kappler, 1997), the college 
experience (Chapman, 1981; Sevier & Kappler, 1997), and the value of a college 
education (MacAllum, et al., 2007b) influence students’ predisposition toward attending 
college. Second, despite previous research indicating other people influence students’ 
decisions about college, subjective norm was not significantly related to predisposition. 
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The lack of a significant relationship between subjective norm and predisposition was 
unexpected given the strong support for the relationship throughout the college choice 
literature. One possible explanation for the nonsignificant result could be the lack of 
power in the model. The final sample size of 132 for Study 1 is very small compared to 
the number of parameters estimated in the model. A power analysis was conducted in 
AMOS using Hoelter’s critical N. A Hoelter’s N value greater than 200 indicates the 
sample size is adequate for the desired confidence level whereas a Hoelter’s N value of 
75 or less indicates an unacceptably low sample size for the desired confidence level 
(“Structural Equation Modeling: Statnotes, from North Carolina State University, Public 
Administration Program,” n.d.). The final model for Study 1 resulted in Hoelter’s N value 
of 106 at the .05 confidence level and 117 at the .01 confidence level. While the values 
were both above 75, the analysis indicated the model lacked statistical power. It is 
possible that the model simply didn’t have enough power to detect a significant 
relationship between subjective norm and predisposition. 
Role of intention. The decision-making and goal-directed behavior literature 
indicated that students should develop an intention to take the actions necessary to attend 
college prior to engaging in the actual behavior (Ajzen, 1991, 2006; Bagozzi et al., 2003; 
Perugini & Bagozzi, 2001). The reflective indicators for the latent variable for behavioral 
intention indicated that the students included in Study 1 expressed a strong, positive 
intention to complete the steps necessary to attend college. However, behavioral intention 
was negatively but not significantly related to plan enactment. This result was 
inconsistent with previous theory. It is likely that this result was an artifact of the sample 
for Study 1. Only nine out of 132 students were seniors. The majority of the students 
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were high school sophomores and juniors. These students generally indicated that they 
had not progressed to the point of making final plans regarding college. It is possible that 
the students in the sample expressed higher intention to take action but lower level of 
actual plan enactment because they had not actually progressed far enough along in the 
college choice process to begin executing their plans. This would account for the 
suggested negative relationship between intention and plan enactment. 
Predictors of intention. The cognitive model of college choice proposed two 
predictors of behavioral intention: predisposition and perceived behavioral control. The 
results of Study 1 indicated that behavioral intention was positively and significantly 
related to predisposition. The intention to take action to attend college increased as 
predisposition increased. This result was consistent with previous decision-making and 
goal-directed behavior research (Ajzen, 1991, 2006; Bagozzi et al., 2003; Perugini & 
Bagozzi, 2001). Perceived behavioral control was positively but not significantly related 
to behavioral intention. One possible explanation for the nonsignificant relationship could 
be the lack of power in the model. As previously discussed, the sample size for Study 1 
was very small compared to the number of parameters estimated in the model. It is 
possible the model simply did not have enough power to detect significant relationships 
between perceived behavioral control and behavioral intention. Another possible 
explanation could be related to the measures used for perceived behavioral control. The 
measures demonstrated unacceptable reliability in the pilot study. The statements for each 
measure were revised for the main study and the reliability improved to an acceptable 
level. However, the reliability analysis indicated that each of the four measures used in 
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the main study for perceived behavioral control accounted for only 30% to 40% of the 
variance in the underlying latent variable. 
 Role of plan enactment. The decision-making and goal-directed behavior 
literature indicated that stronger behavioral intention should encourage greater plan 
enactment (Ajzen, 1991, 2006; Bagozzi et al., 2003; Perugini & Bagozzi, 2001). In the 
context of the cognitive model of college choice, students with a strong intention to take 
action to attend college would be more likely to actually engage in the behaviors 
necessary to attend college and complete the college choice process. The results from 
Study 1 indicated that the plan enactment formed a separate variable and captured a 
different dimension than predisposition and intention. 
Predictors of plan enactment. The cognitive model of college choice proposed 
two predictors of plan enactment: behavioral intention and knowledge of desired campus 
features. As previously discussed, behavioral intention was not significantly related to 
plan enactment. However, knowledge of desired campus features was positively related 
to plan enactment. The indicated that students who had an idea of the type of college they 
wanted to attend and the campus features that were important were more likely to enact 
plans to attend college.  
The significant relationship between feature knowledge and plan enactment is 
theoretically viable. Hossler and Gallagher (1987) proposed that students gather 
information during the search phase that forms the preliminary college value. The 
preliminary college value is partially composed of a checklist of desired campus 
attributes used to make final decisions about college. Students tend to use the objective 
data to create and narrow down their choice set and then use the subjective data such as 
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campus atmosphere to make a final decision between their top choices (MacAllum et al., 
2007a). Availability of programs (MacAllum et al., 2007; Sevier & Kappler, 1997), cost 
(MacAllum et al., 2007; Sevier & Kappler, 1997), and location (MacAllum et al., 2007; 
Sevier & Kappler, 1997), admission requirements (Galotti & Mark, 1994), course 
offerings (Galotti & Mark, 1994; Sevier & Kappler, 1997), and class size (Galotti & 
Mark, 1994), course transferability (Lenning & Cooper, 1978), academic major 
requirements (Lenning & Cooper, 1978; MacAllum et al., 2007; Sevier & Kappler, 
1997), completion times for degrees (Lenning & Cooper, 1978), and the delivery format 
of courses (Lenning & Cooper, 1978), institutional prestige (Chapman & Jackson, 1987; 
MacAllum et al., 2007; Sevier, 1997), cost, financial aid packages (Chapman & Jackson, 
1987; MacAllum et al., 2007; Sevier, 1997). The previous research suggests that students 
develop a list of criteria that is used to choose a college. The results of Study 1 suggest 
that this is an important factor after students develop a strong intention to attend college. 
Overall results. The results of Study 1 suggest that college choice is a complex 
process that involves many factors. Study 1 suggests that it is important for students to 
develop a sense that attending college is a feasible and realistic goal, to develop positive 
attitude toward attending college and the decision-making process, and to have a sense 
that those people whose opinions are important expect them to attend college early in the 
college choice process. Students tend to form a predisposition toward attending college 
by their sophomore year in high school. Increasing a sense of feasibility, encouraging 
positive attitudes, and expressing expectations of attendance during this these years could 
strengthen a student’s predisposition toward attending college. Students with a positive 
predisposition toward attending college are more likely to develop an intention to take 
242
action toward attending college. It is important for students to become familiar with the 
types of campuses and campus features that are available once they decide to attend 
college. Students with a better understanding of what they are looking for in a college 
experience are more likely to actually take the steps necessary to attend college. 
Discussion of Study 2 Results 
Message processing is an important part of the college choice process. The 
communication tools and strategies used by colleges and universities can influence the 
choices students make about college (Hossler & Gallagher, 1987; MacAllum et al., 2007; 
Sevier & Kappler, 1997). Policymakers and higher education institutions dedicate large 
amounts of resources to the development of messages designed to persuade students to 
attend college and to choose a specific institution. A recent report from the National 
Postsecondary Education Cooperative (NPEC) argued that examining the way in which 
that information is used during the decision-making process is critical for understanding 
the complexities of the college choice process (MacAllum et al., 2007). One of the 
criticisms of the traditional college choice models has been their lack of a predictive 
theoretical framework that could be used to examine the psychological processed 
involved in the college choice process (Martin, 2006; Southerland, 2006).  
Study 2 was used to cross-validate the college choice model developed in Study 1 
and attempted to meet the challenge extended in the NPEC study by examining the 
influence of a specific message design feature on the factors included in the cognitive 
model of college choice developed in Study 1. A content analysis conducted by Hite and 
Yearwood (2001) indicated that the majority of college viewbooks, a primary student 
recruitment tool for most campuses, contained a combination of images and text. O'Mara-
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Croft (2008) argued that message designers “must understand how to effectively combine 
graphic and text-based messages” (p. 24). Study 2 examined the influence of the level of 
visual-verbal redundancy in a print advertisement for a hypothetical college on the 
decision-making factors included in the cognitive model of college choice. 
 Summary of cross-validation. The sample for Study 2 was used to cross-validate 
the final college choice model developed in Study 1. A substantial amount of post hoc 
model fitting was used in the model modifications made in Study 1. Post hoc model 
fitting introduces an increased risk of making both Type I and Type II error (Byrne, 
2001). One method for addressing the complications associated with post hoc model 
fitting is to cross-validate the final model using an independent second sample.  
 The final sample size of 247 for Study 2 was substantially larger than the sample 
size from Study 1. The power analysis conducted in AMOS indicated that the sample size 
was adequate. Unlike the analysis in Study 1, the Hoelter’s N value exceeded to 
recommended value of 200 for both the .05 and .01 confidence level indicating the 
sample size provided adequate statistical power for the model (“Structural Equation 
Modeling: Statnotes, from North Carolina State University, Public Administration 
Program,” n.d.). 
 The results of the cross-validation produced similar results to Study 1 in two 
areas. First, all the reflective indicators for predisposition and intention were positively 
and significantly related to their respective latent variables. Second, predisposition was 
once again strongly related to behavioral intention. Students with a positive 
predisposition expressed a stronger intention to take the action necessary to attend 
college. 
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The results of the cross-validation differed from Study 1 in three ways. First, the 
four items for goal feasibility were not one-dimensional. The two items measuring the 
degree to which students felt college was a reasonable goal formed one factor whereas 
the two factors measuring financial resources and academic ability formed a second 
factor. The latter two items could be interpreted as students’ overall ability to attend 
college. A specification search conducted in AMOS indicated that this new factor was 
related to behavioral intention. Second, the significant predictors from the formative 
indicators of predisposition varied slightly from the results in Study 1. Feasibility, 
positive anticipated emotion, subjective norm, and attitude were significantly and 
positively related to predisposition. Decision process importance approached significance 
at the .05 level. Positive anticipated emotion toward attending college was the strongest 
predictor of predisposition followed by attitude, subjective norm, and feasibility, 
respectively. Overall, the results of Study 2 indicated that encouraging positive 
anticipated emotions and positive attitudes toward attending college could significantly 
strengthen a student’s predisposition toward attending college. Additionally, it is 
important for those people whose opinions are important to students to encourage college 
attendance and reinforce the idea that college is a feasible goal to pursue. Third, the 
formative indicators for behavioral intention demonstrated a different pattern in Study 2 
than in Study 1. Ability to attend college was positively related to intention and 
approached significance whereas perceived behavioral control was negatively but not 
significantly related to intention.  
Overall, Study 2 provided a successful cross-validation of the final college choice 
model from Study 1. The combination of formative and reflective indicators in the 
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measurement model provided a good fit to the data in Study 2. Predisposition was once 
again strongly related to behavioral intention. The difference in the significant factor 
loadings could be the result of the greater statistical power provided by the larger sample 
size. 
Summary of hypotheses related to visual-verbal redundancy. Study 2 also 
examined the influence of visual-verbal redundancy in a hypothetical student recruitment 
message on the decision-making factors in the cognitive model of college choice. Visual-
verbal redundancy serves as an indicator of the degree of overlap between visual and 
verbal components of a message (Cappella et al., 2007). Visual-verbal redundancy is 
measured on a continuum ranging from high to low. Visual-verbal redundancy can 
influence message effectiveness in three ways. First, high visual-verbal redundancy 
unifies two streams of information and requires fewer cognitive resources during the 
encoding stage of message processing (Lang, 2000; Lang, Potter, & Bolls, 1999; Zhou, 
2005). Second, moderate to high levels of visual-verbal redundancy have correlated to 
more positive attitudes toward the advertisement, brand, or organization (Banks, 2006; 
Zhou, 2005). Finally, visual-verbal redundancy can increase effectiveness by reinforcing 
the central message visually when the viewer is not processing the text as thoroughly 
(Grimes, 1991). Childers and Jass (2002) and Houston et al. (1987) suggested that low 
visual-verbal redundancy might be most effective during the introductory cycle of an 
advertising campaign when the goal is simply to build brand recognition. Higher visual-
verbal redundancy was linked to increased recall of specific attributes. This message 
design would be more effective during the competitive advertising stage when it is 
important for specific attributes to be accessible from memory. Based on the benefits of 
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high levels of visual-verbal redundancy, it was hypothesized that high visual-verbal 
redundancy would have a positive influence on the factors in the college choice model 
whereas low visual-verbal redundancy would have a negative influence on the factors in 
the model. 
 Summary of results. The results of Study 2 also indicated that message design 
could influence the relationships among the factors in the college choice process. The 
multigroup analysis indicated different relationships among the factors based on the level 
of redundancy in the message. Table 22 presents of summary of the results for the 
proposed hypotheses. 
High visual-verbal redundancy. Predisposition was strongly and positively 
related to behavioral intention in the high VVR group. Four of the eight formative 
indicators were significant predictors of predisposition. Feasibility, decision process 
importance, subjective norm, and attitude positively influenced predisposition in the high 
VVR group. Feasibility had the strongest influence followed by attitude, subjective norm, 
and decision process importance, respectively. Neither of the formative indicators for 
behavioral intention was significant related to intention. While perceived behavioral 
control and ability were positively related to intention, neither served as significant 
predictors of behavioral intention.     
Low visual-verbal redundancy. Predisposition was also strongly and positively 
related to behavioral intention in the low VVR group. Three of the eight formative 
indicators for predisposition were significant predictors. Positive anticipated emotions, 




Influence of Visual-Verbal Redundancy on College Choice: Summary of Results 
 
Hypothesis Supported 
H1: Feasibility of attending the college will be positively related to 
predisposition when a message uses high visual-verbal redundancy. 
Yes 
H2: Positive anticipated emotions will be directly and positively related to 
predisposition when a message uses high visual-verbal redundancy. 
Partially 
H3: Negative anticipated emotions will be directly and positively related to 
predisposition when a message uses high visual-verbal redundancy. 
Partially 
H4: DP importance will be directly and positively related to intention when a 
message uses high visual-verbal redundancy. 
Yes 
H5: DP effort investment will be directly and positively related to intention 
when a message uses high visual-verbal redundancy. 
Partially 
H6: DP confidence will be directly and positively related to intention when a 
message uses high visual-verbal redundancy. 
No 
H7: Subjective norm will be directly and positively related to predisposition 
when a message uses high visual-verbal redundancy. 
Yes 
H8: Attitude will be directly and positively related to predisposition when a 
message uses high visual-verbal redundancy. 
Yes 
H9: Perceived behavioral control will be directly and positively related to 
intention when a message uses high visual-verbal redundancy. 
Partially 
H10: Ability to attend the college will be directly and positively related to 
intention to take action when a message uses high visual-verbal redundancy. 
Partially 
H11: Predisposition to attend will be directly and positively related to 
intention to take action when the message uses high visual-verbal 
redundancy. 
Yes 
H12: Feasibility of attending the college will be directly and negatively 
related to predisposition when a message uses low visual-verbal redundancy. 
No 
H13: Positive anticipated emotions will be directly and negatively related to 
predisposition when a message uses low visual-verbal redundancy. 
No 
H14: Negative anticipated emotions will be directly and positively related to 
predisposition when a message uses low visual-verbal redundancy. 
Partially 
H15: DP importance will be directly and negatively related to intention a 
message uses low visual-verbal redundancy. 
No 
H16: DP effort investment will be directly and negatively related to intention 





Influence of Visual-Verbal Redundancy on College Choice: Summary of Results 
 
Hypothesis Supported 
H17: DP confidence will be directly and negatively related to intention a 
message uses low visual-verbal redundancy. 
No 
H18: Subjective norm will be directly and negatively related to 
predisposition when a message uses low visual-verbal redundancy. 
No 
H19: Attitude will be directly and negatively related to predisposition when a 
message uses low visual-verbal redundancy. 
No 
H20: Perceived behavioral control will be directly and negatively related to 
intention when a message uses low visual-verbal redundancy. 
Yes 
H21: Ability to attend the college will be directly and negatively related to 
intention to take action when a message uses low visual-verbal redundancy. 
No 
H22: Predisposition to attend will be directly and positively related to 





Positive anticipated emotion had the strongest influence followed by subjective norm and 
attitude, respectively. 
Unlike the high VVR group, both formative indicators for behavioral intention 
significantly influenced the variable. Perceived behavioral control was negatively related 
to behavioral intention. The mean score for perceived behavioral control was higher in 
the high VVR group than the low VVR group. This result suggests that although the 
students in the low VVR group expressed a strong behavioral intention they indicated 
lower perceived control over attending the college described in the message. While 
perceived behavioral control negatively influence intention, ability positively influenced 
behavioral attention. One possible explanation for the pattern could relate to the 
operationalization of perceived behavioral control and ability. The items for perceived 
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behavioral control focused on the degree of control students felt over making decisions 
and attending college. The items for ability focused on the resources at the students’ 
disposal and academic ability. Students depend on a large number of individuals, 
policymakers, and institutions to make college attendance a reality. It is possible that 
perceived behavioral control reflects the recognition on the part of students that other 
forces can intervene in the process. Ability, on the other hand, could be a reflection of 
items more under the direct control of students. However, another possible explanation 
could be related to the hypothetical nature of the experimental stimuli. The advertisement 
intentionally did not include a college name and the photos were purposefully chosen so 
participants would not recognize anything in the photo. Students could have indicated 
less control over attending the college because there were no indications that the college 
was an option. 
Overall results. The results of Study 2 suggested the level of visual-verbal 
redundancy is the recruitment message could influence the decision-making factors in the 
college choice process in three ways. First, the significant predictors of predisposition 
and intention differed based on the level of visual-verbal redundancy in the message. 
Second, the direction of the relationship between the formative indicators and the latent 
variable differed based on the level of visual-verbal redundancy. Third, the magnitude of 
the influence for the formative indicators differed based on the level of visual-verbal 
redundancy.  
First, the significant predictors of predisposition and intention differed based on 
the level of visual-verbal redundancy in the message. The results suggest high visual-
verbal redundancy can enhance influence of feasibility and decision process importance 
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on predisposition whereas low visual-verbal redundancy can enhance the influence of 
positive anticipated emotions on predisposition.  
Students have a tendency to use superficial message processing, especially during 
the predisposition phase (Clayton, 2003), and give more attention to the visual 
information (Grimes, 1991; van der Molen, 2001). The photograph in the high VVR 
message featured a diverse group of students whereas the photograph in the low VVR 
message featured an architectural detail of a building. It is possible students in the high 
VVR group identified with the students in the photo thus reinforcing the idea that the 
college described in the message was a feasible option and a place where students similar 
to them would attend. Subjective norm is composed of both descriptive and injunctive 
norms (Cialdini, Reno, & Kallgren, 1990; Norman, Clark, & Walker, 2005). Descriptive 
norm measure the perceived approval or disapproval of “important others,” and an 
individual’s motivation to comply with those expectations (Wang, 2006). Injunctive 
norms differ slightly by serving as an indicator of the perceived pressure to perform a 
certain behavior because others are engaging in the behavior (Cialdini et al., 1990).  
The positive significant relationship between positive emotions and predisposition 
in the low VVR group was unexpected. The emotion-as-information perspective provides 
a possible explanation for the result. The dual-processing framework proposed that 
message recipients with less motivation rely more on heuristic processing, emotion, and 
the direct influence of mood when processing and evaluating a message (Bless et al., 
1990; Petty et al., 2001). The stimuli in Study 2 described a hypothetical college. It is 
possible students experienced low motivation to thoroughly process the message. 
According to dual-processing theory, students would give more weight to how they feel 
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about the message than to the actual message content. The context of the study could 
have encouraged an affective priming effect that induced positive emotions that were 
simply transferred to the stimuli (Faseur & Geuens, 2006; Yi, 1990).  
Second, the direction of the relationship between perceived behavioral control and 
behavioral intention differed based on the level of visual-verbal redundancy. Perceived 
behavioral control was positively but not significantly related to behavioral intention in 
the high VVR group. It was negatively and significantly related to behavioral intention in 
the low VVR group. One possible explanation could be related to the type of message 
processing used by the students. Message processing is influenced by motivation and 
involvement. Low involvement and motivation often correlate to an increased use of 
heuristic processing (Lord et al., 1995) with attention focused more on visual elements 
than verbal elements (Childers & Houston, 1984). The majority of students (71%) 
indicated they looked at the photograph before reading the text in the advertisement. 
Approximately 73% of the students indicated that they spent very little or no time looking 
at the photo and approximately 60% of students indicated they spent very little or no time 
reading the text in the advertisement. This would appear to support the idea that students 
were not highly motivated to thoroughly process the message in the advertisement. This 
was not completely unexpected given the hypothetical nature of the experimental stimuli.  
The high VVR message contained a photograph that depicted a small, diverse group of 
students in a classroom. The visual cues in the photograph could have provided enough 
information to encourage stronger perceived behavioral control. The photograph in the 
low VVR message contained no visual cues that would reinforce perceived behavioral 
control. This result would suggest that high visual-verbal redundancy could encourage 
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stronger perception of behavioral control, especially when students are lacking 
motivation to thoroughly process a message, whereas low visual-verbal redundancy could 
lead to a lower perception of behavioral control.   
Third, the magnitude of the influence for the formative indicators differed based 
on the level of visual-verbal redundancy. Predisposition was directly and positively 
related to intention in both the high and low VVR group but the magnitude differed 
between the two groups. Predisposition had a slightly stronger influence in the high VVR 
group than in the low VVR group. Students in the high VVR group also expressed a more 
positive perception of the feasibility of attending the college described in the 
advertisement than students in the low VVR group. High visual-verbal redundancy 
unifies two streams of information and requires fewer cognitive resources during the 
encoding stage of message processing (Lang, 2000; Lang et al., 1999; Zhou, 2005). This 
could have allowed students to focus more attention toward the verbal information 
outlining the attendance. The extra cognitive resources available for processing combined 
with the content of the photograph could enhance the perceived feasibility of attending 
the college. Students in the high VVR group indicated a higher level of subjective norm 
than the students in the low VVR group. As previously mentioned, it is likely that 
students experienced low motivation and therefore relied more on heuristic processing. 
The visual message elements tend to be more influential than verbal message elements 
when heuristic processing is used (Childers & Houston, 1984; Childers & Jass, 2002). 
The photograph in the high VVR advertisement contained a diverse group of typical 
students whereas the photograph in the low VVR advertisement contained no reference to 
students. The high VVR photo could have enhanced the effect of injunctive norms 
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(Cialdini et al., 1990; Grimes, 1991) by reinforcing the perception that similar student 
would attend the university in the advertisement. Students in the high VVR group also 
indicated a stronger positive attitude toward attending the college in the advertisement 
than students in the low VVR group. Previous research also indicated that messages with 
high visual-verbal redundancy received more positive evaluations than messages with 
low visual-verbal redundancy message design (Zhou, 2005). Attitudes toward the 
message often transfer organization featured in the message (Muehling & Laczniak, 
1988). It is possible this process could account for the more positive attitudes observed in 
the high VVR group.  
Summary of the influence of visual-verbal redundancy. The predictors of 
predisposition and behavioral intention varied based on the level of visual-verbal 
redundancy in the message. Feasibility, decision process importance, subjective norm, 
and attitude positively influenced predisposition in the high VVR group. Positive 
anticipated emotions, subjective norm, and attitude positively influenced predisposition 
in the low VVR group. Given the role that predisposition appears to play in forming the 
motivation to take action to attend college, messages using high-visual verbal redundancy 
could encourage a stronger sense of feasibility and decision process importance, enhance 
the effect of subjective norm, and strengthen positive attitudes toward attending college 
during the predisposition phase. A stronger predisposition toward attending college could 
encourage a stronger intention to take the steps necessary to attend college. The results 
also suggest that high visual-verbal redundancy can positively influence perceived 
behavioral control during the time in which behavioral intention forms. This would be 
important as students begin to actively search and evaluate college choices. Overall, high 
254
visual-verbal redundancy appears to enhance the decision-making factors for both 
predisposition and intention. 
Implications for Theory 
One of the goals of this project was to address the challenge issued in the NPEC 
study (MacAllum et al., 2007) to develop a better understanding of how students use 
information to make choice about college. A second goal of this project was to develop a 
theoretically based model of college choice that provided insight into the decision-
process used by students. The results from this project have implications for college 
choice and persuasion theory.   
Implications for college choice theory. This project contributed to previous 
college choice theory in three ways. First, the model supported the conceptualization of 
college choice as a multi-phase decision-making process. Second, the results developed a 
clear picture of how some of the factors previously identified in college choice research 
influence the decision-making process. Third, the cognitive model of college choice 
provided an initial attempt to address the shortcomings of previous college choice models 
by developing theoretically based framework for understanding the psychological factors 
involved in the process. Fourth, the project sought to meet the challenge set forth in the 
NPEC study (MacAllum et al., 2007) to develop a better understanding of how students 
use information during the college choice process by examining the influence of visual-
verbal redundancy. 
First, the results from this project supported previous theory that suggested 
college choice is a multi-phase decision-process that involves different factors. Hossler 
and Gallagher (1987) organized the individual and organizational factors involved in the 
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college choice process into three phases: predisposition, search, and choice. The results 
from Study 1 support a multi-step conceptualization of the process. Similar to Hossler 
and Gallagher (1987), the results indicated that students first form a predisposition 
toward attending college. Predisposition directly influences behavioral intention. While 
the results from Study 1 did not indicate behavioral intention directly influenced plan 
enactment, the results did indicate that plan enactment formed a separate variable from 
predisposition and intention. The results suggest that students move through three phases 
of decision-making during the college choice process. First, students must decide the 
degree to which they want to attend college. Second, students with a stronger 
predisposition toward attend college are more likely to develop an intention to take the 
actions needed to realize the goal. Finally, students must engage in the behavior and enact 
their plans. 
Second, the results developed a clear picture of how some of the factors 
previously identified in college choice research influence the decision-making process. 
Goal feasibility, decision process importance, subjective norm, and attitude toward 
attending college positively influences predisposition. Students early in the college 
choice process need to believe that college is a feasible option, to feel that making 
decisions about college is important, and to develop a positive attitude toward attending 
college. Other people also play an influential role early in the college choice process. 
Encouragement from authority figures, including parents, teachers, and school officials, 
and peers also positively influences predisposition. Ability, including financial resources 
and academic ability, can positively influence behavioral intention. Students with a 
positive perception of their ability to attend college expressed a stronger intention to take 
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the actions necessary to attend college. Knowledge of desired campus features was 
positively related to plan enactment. Students with a clear idea of the type of campus and 
the features that were important were more likely to report completing the steps needed to 
attend college.  
Third, the cognitive model of college choice provides a theoretical foundation for 
exploring the psychological variables involved in the college choice process. The 
majority of previous academic and industry research has taken a prescriptive approach to 
examining college choice that focused on identifying and categorizing content items of 
interest to students, factors that influence students’ decisions, and people who play an 
important role in the college choice process. The traditional college choice models lacked 
a clear theoretical foundation and failed to examine the underlying psychological 
variables and processes involved in college choice (Martin, 2006; Southerland, 2006). 
This project provided an initial test of a model designed to explore the relationships 
among the college choice factors and to provide a platform for examining the influence of 
message design. The cognitive model of college choice proposed in this project relied 
heavily on a theoretical framework based on an extensive body of literature on decision-
making and goal-directed behavior. The theoretical framework developed in this project 
provided a mechanism for systematically exploring the relationship among the college 
choice factors. The use of structural equation modeling provided an efficient method for 
analyzing the complex relationship among multiple latent variables and indicators 
(Byrne, 2001). Structural equation models provide flexibility by combining both a 
measurement and structural model (Byrne, 2001; Schumacker & Lomax, 2004). This 
provided a method for exploring the interaction between the predictors and indicators of 
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predisposition, behavioral intention, and plan enactment while simultaneously examining 
the decision-making path that students use. This provides an important first step in 
understanding the psychological process that drives college choice. 
Fourth, traditional college choice models also lacked a framework to explore the 
influence of message decision on the college choice factors. The theoretical framework of 
the cognitive model of college choice provided a platform for testing the effects of 
message design on the college choice process. This project tested the effect of high and 
low visual-verbal redundancy in a hypothetical student recruitment message. The use of a 
multigroup comparison within the context of a structural equation model provided a more 
detailed picture of how message design influences the college choice process. While this 
project explored visual-verbal redundancy, the method used and model developed in this 
project could be used to explore the influence of photographic content, verbal content, 
color choices, font selection, and message attractiveness. 
Implications for persuasion theory. This project also extended persuasion 
theory in three ways. First, this project attempted to replicate the model of effortful 
decision-making and enactment developed and proposed by Bagozzi et al. (2003). 
Second, the influence of visual-verbal redundancy was extended beyond recall and 
attitude toward the message. Finally, the use of formative and reflective indicators in the 
measurement portion of the cognitive model of college choice provided an alternative 
conceptualization of variables commonly used throughout decision-making and goal-
directed literature. 
First, this project attempted to replicate the model of effortful decision-making 
and enactment. Bagozzi et al. (2003) proposed that the model could be used to examine 
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goal-directed decisions that require effort on the part of the individual. The college choice 
process provided a natural outlet to test the theory. A substantial amount of overlap 
existed between the variables in the model of effortful decision-making and enactment 
and the factors that influence college choice.  The results of this project only partially 
supported the model proposed by Bagozzi et al. (2003). First, the model of effortful 
decision-making proposed four distinct latent variables that captured the desire and 
intention to pursue a goal and the desire and intention to take actions to realize that goal. 
While the results from this project supported the separate roles of goal desire and 
behavioral intention, the four-variable model contained an unacceptable degree of 
multicollinearity and a two-factor model provided a better fit to the data that more closely 
resembled the model of goal-directed behavior (Perugini & Bagozzi, 2001). Second, only 
one of the three proposed decision characteristics significantly influenced the desire to 
attend college. Decision process importance positively influence predisposition whereas 
decision process effort investment and decision process confidence was not significantly 
related to predisposition. Third, subjective norm and attitude were significantly related to 
predisposition, or goal desire, rather than behavioral intention. The results indicate that 
the relationships among the variables proposed model of effortful decision-making could 
vary depending on the specific decision process. Overall, the results support the 
proposition that effortful decision begin with a general desire to pursue a goal. The 
strength of the desire to pursue the goal positively influences the intention to take action 
to realize the goal. While the results from this project did not specifically support a 
connection between behavioral intention and plan enactment, the confirmatory factor 
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analysis supported the inclusion of plan enactment as a variable thus suggesting the 
possibility of a connection. 
Second, the influence of visual-verbal redundancy was extended beyond recall 
and attitude toward the message. An extensive amount of research on visual-verbal 
redundancy has been conducted in mass communication, communication studies, and 
marketing. However, the majority of this research focused on message recall and attitude 
toward the message. The review of the literature for this project revealed very little 
previous research exploring the influence of visual-verbal redundancy on traditional 
decision-making factors including subjective norm, perceived behavioral control, and 
anticipated emotions. This project extended the research by comparing the influence of 
messages with high and low VVR on the relationships between the factors in the college 
choice process. The results indicated the level of redundancy could influence more than 
recall and attitude. This is an important first step in understanding how message design 
can influence the college choice process and similar goal-directed decision processes.   
Finally, one of the most significant differences between the final model from 
Study 1 and the theoretical framework proposed in the model of effortful decision-
making and enactment (Bagozzi et al., 2003) was the use of formative and reflective 
indicators in the measurement model. The initial CFA and exploratory post hoc analyses 
on the originally proposed reflective measurement model indicated that the majority of 
measures formed one factor rather than distinct latent variables. However, it was not 
conceptually or theoretically feasible that the measures were interchangeable items 
reflecting the same construct. The change to a formative measurement model provided a 
theoretically similar, but not identical, conceptualization of the college choice process as 
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the originally proposed model. The original model proposed independent latent variables 
with reflective indicators that directly related to predisposition, intention, and plan 
enactment. The revised formative model proposed that the items grouped into indicators, 
rather than distinct latent variables, that combined to form predisposition, intention, and 
plan enactment. The distinction is an important one. The formative indicators form a 
single construct but measure different aspects of the associated construct (MacKenzie et 
al., 2005). For example, attitude, subjective norm, and feasibility combine to varying 
degrees to form a student’s predisposition. The formative model accounted for the 
relationship between the indicators while still retaining each one’s unique contribution to 
the latent variable.  
Implications for Practice 
One of the goals of this project was to develop practical recommendations for 
education policymakers and student recruitment message designers. With recent state and 
federal initiatives to increase college attendance, federal, state, and local education 
officials are exploring ways to encourage more high school students to attend college. 
Colleges and universities are looking for ways to more effectively recruit as policies and 
programs are created to encourage more students to attend college. The cognitive model 
of college choice developed in this project provides a framework for understanding how 
different factors influence the decisions made in the college choice process. It also 
provides some insight into how the level of visual-verbal redundancy in a recruitment 
message could influence the decision-making factors.  
Implications for education policymakers. The results from this project have two 
implications for education policymakers. First, predisposition plays a critical role in the 
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college choice process. Second, a message matching strategy that targets the specific 
factors in each stage should be used when developing messages and programs to 
encourage college attendance.  
First, predisposition plays a critical role in the college choice process. 
Predisposition represents students’ motivation to actively engage in the college choice 
process. Students with a stronger predisposition toward attending college are more likely 
to develop an intention to take the steps necessary to attend college and follow through in 
completing those actions. Predisposition is developed over a several years. The freshman 
and sophomore years of high school appear to be the optimal time to strengthen 
predisposition. Any program or campaign designed to increase college attendance should 
include a strong emphasis on encouraging a positive predisposition toward college. 
The results of the project suggest that predisposition is an important variable in 
the college choice process. Messages should be targeted toward students in their 
freshmen and sophomore year that reinforce the feasibility of attending college, 
encourage positive anticipated emotions toward college, reinforce the importance of 
making decision about college, and encourage positive attitudes toward college. The 
results also suggest that significant others play an influential role in affecting 
predisposition. It is important for parents, teachers, and guidance counselors to encourage 
students early in their high school years to take the steps necessary to attend college.  
Second, a message matching strategy that targets the specific factors that 
influence predisposition, intention, and plan enactment should be used when developing 
messages and programs to encourage college attendance. The results of this project are 
consistent with previous research and suggest that students move through stages when 
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making decisions about college. Predisposition is an important part of the college choice 
process and directly influences students’ intention to take action to attend college. 
Predisposition is typically formed by the sophomore year in high school. It is during this 
critical point in the process that students either develop a desire to pursue attending 
college or decide to pursue another option. Messages targeting students in this phase 
should emphasize the feasibility of attending college, encourage positive anticipated 
emotions toward college attendance, stress the importance of making decisions about 
college, and instill positive attitudes about making decisions about college and attending 
college. It is also important for those individuals whose opinions students value to 
encourage students to consider attending college and explicitly express expectations. 
Parents play an important role in developing a positive predisposition toward college. 
Programs should include a component to educate parents on the importance of their 
support and encouragement. Teachers, guidance counselors, and other school officials 
play a role in establishing expectations for college attendance and can influence students’ 
perceptions of the feasibility of attending college. Peers also can influence predisposition. 
Once students develop a positive predisposition toward attending college, messages 
should encourage students to take college preparatory courses, motivate students to 
search for information about college, and take other action necessary to attend college. 
Messages focusing on campus features are going to be most effective with students in the 
latter stages of the college choice process who have a positive predisposition toward 
attending and a stronger intention to take the actions necessary to attend college.  
Implications for student recruitment message design. The results of this study 
can help student recruitment message designers in three ways. First, recruitment 
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campaigns should contain targeted messages that address the specific stage in the college 
choice process. Second, the level of visual-verbal redundancy can influence the 
psychological factors involved in the decision process. Message designers should take 
into account the level of visual-verbal redundancy in a recruitment message. Third, the 
level of visual-verbal redundancy should be considered across all media. 
First, recruitment campaigns should contain targeted messages that address the 
specific stage in the college choice process. Most college recruitment plans begin actively 
targeting students during their junior year of high school. While students who want to 
attend college are actively searching for and evaluating college-related information 
during this year (Hossler & Gallagher, 1987), campuses are potentially missing out on the 
opportunity to persuade students by not specifically targeting the predisposition phase. 
Student recruitment consultants have made recommendations for the type of information 
campuses should include in communication material. These recommendations focusing 
almost exclusively on highlighting campus features, appealing academic majors, 
academic quality, alumni success stories, and facilities (Sevier, 1987; Sevier & Kappler, 
1997). The results of this study suggest that promotion of campus features is only 
effective for students who have developed an intention to attend college. However, given 
the role predisposition plays in the college choice process, campuses are missing an 
opportunity to reach potential students. The results from the two studies in this project 
suggest that predisposition operates at two levels. At the macro level predisposition forms 
the general motivation to attend college. At a micro level, students also develop a 
predisposition toward specific campuses. This suggests that colleges should be 
communicating messages to students in their freshman and sophomore year with 
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messages that would encourage a positive predisposition toward the campus. Student 
recruitment campaign messages should use a message matching strategy that takes into 
account the influential factors of each decision-making stage. Freshmen and sophomore 
students are typically still developing a predisposition toward college in general. 
Recruitment messages targeting this group should reinforce the feasibility of attending 
the specific campus, encourage positive emotions toward attending the campus, reinforce 
the importance of making a decision about college, provide evidence that similar students 
would attend the campus and authority figures would approve of the choice, and instill a 
positive attitude toward attending the campus. Messages that reinforce students’ 
perception of the ability to attend a specific college would be important as students form 
an intention to take the steps necessary to attend. Messages providing information about 
campus features would plan an important role as students begin to compare institutions 
and make decisions about application. 
 Second, message designers should take into account the level of visual-verbal 
redundancy in a recruitment message. The majority of student recruitment messages 
contain both visual and verbal information (Hite & Yearwood, 2001). This project 
specifically examined the influence of the level of visual-verbal redundancy in a 
hypothetical student recruitment advertisement. The factors that influenced predisposition 
and behavioral intention varied based on the level of redundancy in the message. High 
visual-verbal redundancy could positively influence the factors in the college choice 
process, especially in the predisposition phase. The results from this project suggest that 
messages using high visual-verbal redundancy could be used to strengthen perceptions of 
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the feasibility and importance of attending a specific campus, perceptions of approval 
from others, and attitudes toward attending the campus.  
Third, this project specifically focused on the level of visual-verbal redundancy in 
a print message, but the results of this study reach beyond traditional printed recruitment 
materials. Student recruitment research indicates a consistent growth in the percentage of 
students relying more on institutional websites, especially early in the college choice 
process (“2010 E-Recruiting Practices and Trends at Four-Year and Two-Year 
Institutions,” 2010). However, most printed and online recruitment messages assume that 
students have already developed a desire to attend college. The results of this study 
suggest that high visual-verbal redundancy was associated with more positive perceptions 
of the feasibility of attending the college in the message, stronger perception of approval 
from important others, and more positive attitudes toward attending. These three factors 
directly relate to predisposition to attend a college. Given the role that institutional 
websites appear to be playing early in the college choice process, student recruitment 
messages designed for university websites should use higher levels of visual-verbal 
redundancy. 
Limitations 
This project had four limitations that limit the generalizability of the results. The 
conclusions drawn in the project are limited by the sample size and characteristics. The 
extensive modifications made as a result of post hoc exploratory analyses significantly 
influenced the measurement portion of the model. The final limitation was related to the 
nature of the images used in the experimental stimuli. 
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First, the sample size was relatively small compared to the complexity of the 
model. The small sample size for Study 1 was very small and resulted in low statistical 
power for the analysis. The power analysis for Study 1 indicated that the sample size was 
adequate to run the analysis but was well below the size needed to obtain adequate 
statistical power at the .05 level.  The cross-validation sample in Study 2 was 
significantly larger than in Study 1 and the power analysis indicated the sample size 
provided adequate power at the .05 level. Comparison of the results from Study 1 and 2 
indicated increased precision in the parameter estimates in the second study. 
Confirmatory factor analyses are generally conducted using a sample size of at least 400. 
While the sample size for Study 2 was adequate, it was small by most structural equation 
models guidelines. 
Second, the sample contained very few high school seniors. The sample for Study 
1 only contained nine seniors. This was related to the sampling method used for the 
project. Gaining access to high school classroom is challenging. All of the school 
administrators who agreed to participate in the study stipulated that only classrooms in 
which the teacher volunteered to participate could be used. The available classrooms 
contained very few seniors. This limitation could account for the lack of a significant 
relationship between intention and plan enactment. Freshmen, sophomores, and juniors 
typically have not applied to college or completed plans to attend college. A larger 
proportion of seniors is needed to adequately test the latter stages of the model.  
Third, the three schools included in the study were located in rural parts of 
Northwest Tennessee. The sample for this project contained a small percentage of 
minority students. College choice research has consistently found that race, ethnicity, and 
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culture influence the college choice process. It is a possibility that the factors and 
parameter estimates in the model would vary based on the racial and culture composition 
of the sample. The sample also lacked representation from students in metropolitan 
school districts. It would be beneficial to include high schools from large metropolitan 
school systems to add diversity to the sample.  
Third, wording of the items used to measure the latent variables and indicators 
needs further revision. The wording for each item was adapted from the Bagozzi et al. 
(2003). The items in the Bagozzi et al. (2003) study were developed as reflective 
indicators. Most of the items were reconceptualized as formative indicators following a 
post hoc exploratory analysis. The reliability analysis also indicated room for 
improvement in the items measuring perceived behavioral control. The ability and feature 
knowledge indicators were originally operationalized as items for other latent variables. 
The exploratory analyses indicated the need to create new variables. Taken together, 
these issues somewhat limit the conclusions that can be drawn from the results of this 
study. Additional research needs to be conducted to refine the items used to measure each 
factor and variable.  
Finally, a variety of image types need to be tested to develop a better 
understanding of the effect visual-verbal redundancy has on the college choice process. 
This project did not specifically control for likeability or attitude toward the 
advertisement. This project also did not control for the actual content of each photo 
beyond the level of redundancy. It is possible that the content of photos or images could 




The results from this project suggest eight areas for future research. Future 
research should include larger samples, refine the measures and measurement model, and 
explore additional factors in the college choice process. Future research should also 
explore the influence of visual-verbal redundancy using different aspects of campus life, 
the interaction between visual-verbal redundancy and processing styles, the contribution 
of visual elements other than photographs to the level of visual-verbal redundancy in a 
message. Finally, the relationship between the social-structural variables and individual-
cognitive variables needs further investigation using both quantitative and qualitative 
methods. 
First, additional research needs to be conducted using a larger and more diverse 
sample. Socioeconomic status (Hossler & Gallagher, 1987; MacAllum et al., 2007; 
Chapa & De La Rosa; 2004), race, ethnicity, and cultural background (Zimbroff, 2005), 
parental education level (MacAllum et al., 2007); academic ability (Zimbroff, 2005), and 
extracurricular involvement (Litten, 1982; MacAllum et al., 2007) can influence the 
college choice process. The cognitive model of college choice needs to be tested for 
differences among students from various racial and cultural backgrounds, socioeconomic 
statuses, and school systems. The sample for this project lacked sufficient size and power 
to examine differences in the model based on race, parental education level, and year in 
high school using multigroup analyses.  
Second, the measures included in the study need to be tested further to refine the 
measurement scales and confirm the use of a combination of formative indicators in the 
measurement model. The reliability of the scales improved from the pilot study to the 
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main study. However, several of the measurement scales and individual items could 
benefit from further refinement. 
Third, the college choice literature points to a number of factors not included in 
the model developed in this project that can influence the college choice process. Many 
of the personal characteristics shown to influence college choice were not included in the 
model for this project. The model of goal-directed behavior suggests that frequency and 
recency of related behaviors can influence behavioral intention (Perugini & Bagozzi, 
2001). Frequency and recency could provide additional knowledge related to the 
influence of students’ search activities and actions that could influence behavioral 
intention and plan enactment.  
Fourth, the experimental stimuli in this project focused on academic 
characteristics of a hypothetical college. Further research using different aspects of 
campus life should be tested to confirm the stability of the relationships in the model 
across multiple areas of emphasis.  
Fifth, the message processing literature indicated that need for cognitive and need 
for affect (Martin et al., 2005; Sojka & Giese, 2006) can affect the processing strategy 
and influence of visual and verbal message elements. Future research should be 
conducted to understand how need for cognition and need for affect could influence 
college choice factors and the effects of visual-verbal redundancy.  
Sixth, this project demonstrated that it is possible to examine the influence of 
message design on the factors involved in college choice process. This project examined 
the influence of visual-verbal redundancy between the photograph and the text. Studies 
have indicated that the visual properties of typography serve as symbolic signs and visual 
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metaphors (DeRosia, 2008; McCarthy & Mothersbaugh, 2002). As such, typographic 
characteristics could convey visual information in much the same way as photographs. 
Previous research indicates typography could influence motivation to process a message 
(Henderson et al., 2004), attitudes toward the message sponsor and the message (Childers 
& Jass, 2002; Henderson et al., 2004). The method and model used in this project could 
be used as a framework to examine the influence of visual-verbal redundancy between 
text and typographic features on the college choice factors. 
Seventh, previous college choice research indicated that a number of social-
structural variables influence the college choice process including socioeconomic status 
(Hossler & Gallagher, 1987; MacAllum et al., 2007), race, ethnicity, and cultural 
background (Zimbroff, 2005), academic ability (Chapman, 1981; Hossler, Schmit, & 
Vesper, 1999; Litten, 1982; MacAllum et al., 2007), significant others (Chapman, 1981; 
Hossler et al., 1999; Hossler & Gallagher, 1987; Galotti & Mark, 1994; MacAllum et al., 
2007; Sevier, 1987), aspirations (Chapa & De La Rosa, 2004), cost of attending (Sevier 
& Kappler, 1997), and availability of scholarships and financial aid (Lenning & Cooper, 
1978; Litten & Brodigan, 1982; Sevier & Kappler, 1997). This project investigated how 
individual-level cognitive variables influence the decision-making process of high school 
students. To advance our knowledge in this area more research is needed to understand 
the relationship between the social-structural variables identified in the college choice 
literature and the cognitive variables that influence the college choice process. The 
influence of racial and cultural backgrounds on the cognitive process is one particular 
area for future research. The college choice literature indicates that racial and cultural 
background influences the desire to attend college and perceptions of the feasbility of 
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attending college (MacAllum et al., 2007; Zimbroff, 2005). A better understanding of the 
relationship between race, cultural background, and the cognitive variables in the college 
choice process could help recruitment message designers and education policymakers 
produce more effective messages to encourage attendance from among diverse 
populations. The relationship between socioeconomic status and the cognitive variables 
involved in college choice is another area for future research. Socioeconomic status can 
influence perceptions of the feasbility of attending college (Chapa & De La Rosa, 2004), 
the desire to attend college (Hossler & Gallagher, 1987; MacAllum et al., 2007), the 
likelihood that students would complete the college choice process (Cabrera & La Nasa, 
2001), and the type of colleges considered (MacAllum et al., 2007). It is important to 
develop a clearer understanding of the relationship between socioeconomic status and 
students’ cognitive process and future studies should puruse this line of research. 
Finally, this project examined the cognitive process involved in college choice 
using a scientific approach with an experimental research design. As such, it provides a 
generalizable causal explanation of the cognitive variables that influence the college 
choice process. Future research using a qualitative approach, including in-depth 
interviews and focus groups, could provide a more deeper ideographic understanding of 
the cognitive variables identified in this project. One area of interest would the role of 
parent-child communication. College choice research has consistently indicated that 
parents play an important role in the college choice process (Chapman, 1981; Hossler et 
al., 1999; Hossler & Gallagher, 1987; Galotti & Mark, 1994; MacAllum et al., 2007; 
Sevier, 1987). Qualitative research would provide a more “thick” understanding of the 
role parents play in the process. Another area of interest would be the variable of 
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perceived behavioral control. The results of this study indicated that perceived behavioral 
control did not perform in a manner consistent with previous theory. Future studies using 
qualitative methods could provide more in-depth data to help understand the role 
perceived behavioral control plays in the college choice process. 
Conclusion 
College choice is a complex decision-making process that occurs over an 
extended period of time. Students must first develop a positive predisposition toward 
attending college. Students with positive a predisposition are more likely to develop a 
stronger intention to take the actions necessary to attend college. Previous research 
indicates that students with stronger intention to take action are more likely to complete 
the college choice process. The results of this study indicated students first form a 
predisposition to attend college. Four factors influenced predisposition in this project. 
Students with a positive attitude toward and positive anticipated emotion toward 
attending college demonstrate stronger predisposition. It is also important for students to 
feel that making decisions about college attendance is important and that others expect 
them to attend college. The availability of resources and a student’s academic ability 
influence the intensity of a student’s intention to take the actions necessary to attend 
college. Knowledge of the type of campus and features in which a student was interested 
influenced the final decisions made in the college choice process. 
The degree of visual-verbal redundancy in a student recruitment message could 
influence the factors in the college choice process. High visual-verbal redundancy 
enhanced the relationship between the factors, especially true in the predisposition phase. 
Students in the high visual-verbal redundancy group expressed more positive attitudes 
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and stronger positive anticipated emotion toward attending the college described in the 
advertisement than students in the low visual-verbal redundancy group. Students in the 
high visual-verbal redundancy group also expressed a stronger perception of the 
importance of making decisions about attending the college in advertisement and 
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Parental Consent for Main Study 
Dear Parent/Guardian, 
      I am a graduate student in the Department of Communication at the University of 
Memphis and a faculty member in the Department of Communications at UT Martin. I 
am conducting a survey to find out how high school students make decisions related to 
attending college. I am interested in answers from students who think they will attend 
college and students that think they will not attend college. This research will be used to 
complete my doctoral dissertation. The purpose is to understand what influences high 
school students’ decisions and how to effectively communicate information about 
college. The results will hopefully provide school system administrators and higher 
education officials with a better understanding of students’ decisions about college.  
       With your permission, I would like to ask your child to volunteer for this survey. 
Each student will complete a survey containing questions about their desire to attend 
college, their intention to carry out the steps necessary to attend college, their attitudes 
toward attending college, their feelings about achieving or not achieving the goal, and the 
important factors in the decision-making process. The student will also be asked to 
complete background questions such as gender, grade classification, grade point average, 
ethnicity, etc. Students will not be asked to provide any type of sensitive information. 
Students will not provide their names or any identification number on the survey. Results 
will only be reported in the form of group data and will not single out an individual 
student. The identity of each student will be kept confidential to the extent provided by 
law. The survey will be administered during class by one of your child’s teachers. The 
teacher will choose the time that causes the least amount of disruption to the students’ 
academic study. Participation or non-participation in this study will not affect your child's 
grade. 
      You and your child have the right to withdraw consent for your child's participation at 
any time without consequence. There are no known risks or immediate benefits to the 
participants. No compensation is offered for participation. You can contact the University 
of Memphis Chair of the Institutional Review Board for the Protection of Human 
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Subjects 901-678-2533 if you have questions about your child’s rights as a research 
participant. If you have any questions about this research, please contact me at 731-587-





Tracy M. Rutledge 
Instructor of Visual Communication and Public Relations,  
UT Martin Department of Communications 
Doctoral Candidate, University of Memphis 
 
------------------- (Sign the form below and send it back to school tomorrow.)---------------- 
I have read the information about the survey. I voluntarily give my consent for my 
child, ______________________________, to participate in the survey about college. 
 
____________________________________   _____________ 
Parent / Guardian signature    Date
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Appendix C 
Teacher Protocol for Main Study 
Dear Teacher, 
     Thank you for taking time out of your class to administer this survey. I am conducting 
this survey as part of my doctoral dissertation through the Department of Communication 
at the University of Memphis. I am examining how students make decisions about 
attending college and the way that student recruitment messages can influence those 
decisions. I am equally interested in the responses from students who are college-bound 
and those who are not college-bound. For the purposes of my survey, college can include 
either a 2-year community college or a 4-year college or university. Technical or 
vocational campuses are not included. Students will be asked about their father/male 
guardian’s education level, mother/female guardian’s education level, and estimate of 
current GPA. It is fine for students to record their best guess if they are not absolutely 
sure of the answer to these three questions. 
     It should take students between 10-15 minutes to complete the entire survey. Students 
do not need to write their names on the survey. Students are not being asked to reveal 
any sensitive information, but I want to guarantee that their answers remain anonymous. 
The students need to record their answers on the survey and can use either a pen or a 
pencil.  
Prior to the survey: 
1. Send the parental consent form (these are in the folder labeled “Parental 
Consent”) home with the students 1-2 days before you plan to administer the 
survey. I am required by the University of Memphis Institutional Review Board 
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(IRB) to obtain parental consent for any student under the age of 18. You know 
your students. If a student does not return the consent form and you know the 
parents will not mind then it is fine for the student to take the survey.  
On the day of the survey: 
2. Collect the signed parental consent forms. These do not have to be matched with 
the students’ surveys. Simply collect the forms and place them back in the 
envelope that has been provided. 
3. Distribute the student consent letter. This letter provides students with an 
overview of the survey. Again, I am required by the University of Memphis IRB 
to record the students’ consent. They need to sign the bottom of the page. Collect 
the signed student letters and place them back in the envelope that has been 
provided. It is not necessary to keep these with the surveys. 
4. Distribute the survey. Each of your sections has three versions of the survey. One 
group will have a survey without an advertisement. These students are answering 
general questions about the importance of making decisions about attending 
college, their feelings toward attending college, and the influence of other 
people’s opinion on their decisions. The second and third groups will be looking 
at a hypothetical college advertisement and answering similar questions related 
specifically to college described in the advertisement. The two advertisements 
contain different photographs. I’m specifically examining how the content of 
photo influences students’ responses to the questions. The three surveys have 
already been randomly sorted for each of your sections. You simply need to 
remove the surveys from the envelope and distribute them going in order 
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from the top of the stack to the bottom. (Note: Some students may notice that 
they are answering questions that seem to be asking the same thing. I am 
developing a new scale. I have three questions with slightly different wording for 
each item in the scale. I will be looking at how consistently the students answer 
the items to determine the reliability of my scale. Feel free to explain this if you 
happen to have questions.)  
5. Collect the surveys and answers sheet. It is not necessary to collect the completed 
survey in the same order as distributed. Place the completed surveys in the 
envelope that has been provided. Return all of your envelopes back to your 
guidance. 
You may contact me at trutledge@utm.edu, 731-881-7554 (work), or 731-513-0573 (cell) 
if you have any questions about the survey or these instructions. Again, thank you for 





Instructor of Visual Communication and Public Relations, UT Martin Department of 
Communications 




Give each student a copy of the Student Assent Form. You may use the following 
explanation: 
“The survey I am about to distribute asks about how you feel about going to 
college and items that influence your decisions about college. You will also be 
asked to look at an example of a webpage from a university and answer some 
questions about the page. Your answers will be used to better understand how 
high school students make decisions about going to college. Please answer each 
question honestly and do not put your name on your survey. You need to read the 
information sheet that I just distributed. Read it carefully. If you choose to 
participate sign the bottom portion and detach it from the page. You may keep the 
top portion in case you have any questions after the survey. If you do not wish to 
participate in this survey, you may turn in the blank survey without any penalty.” 
Collect the signed portion of the assent form with the signature. Make sure students keep 
the top portion. It is not necessary to match the signature with the survey. Distribute the 
survey booklet once the students have signed the assent form. Before distributing the 
booklets, please explain: 
“Read the instructions and the questions carefully. Mark your answers on the 
answer sheet using a pencil. Only mark one answer for each question. You need 
to use a blank sheet of paper to make your list. Do not write your answers on the 
survey and do not put your name on the answer sheet. Once you have completed 
the survey, close your booklet and wait for instructions from me.” 
I had to adapt a general Scantron answer sheet for the survey. Pages 2 and 3 of the survey 
contain demographic questions. The students need to mark their answers to these 
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questions in the section that is usually used to indicate their name. I do not need their 
names so I am using that area for other questions. The students are given instructions on 
where to mark the answers for each of these questions. I have also labeled above each 
column on their answer sheet. The next page includes a copy of the answer sheet with 
an explanation of where the answers for questions A-G (pages 2 and 3 of the survey) 
should be recorded. 
You can place the parental consent form, student assent forms, answers sheets, 
and surveys in the envelope that was provided. Return the materials to the person 






Student Assent Form 
 
Dear Student, 
This survey asks you questions about how you feel about attending college and 
how you plan to make decisions about college. I am very interested in your answers even 
if you are not planning to attend college. 
You gave your signed consent form from your parent/guardian to your teacher in 
order to participate in the survey. You are not being compensated for participating and 
you will not be punished if you choose not to participate. After reading the information 
on this sheet, sign your name at the bottom of the page if you agree to participate and 




Tracy M. Rutledge 
Instructor, UT Martin Department of Communications 








What is the purpose of this survey? 
I am studying how students make decisions about attending college. I am equally 
interested in the responses from students who are planning to attend college and those 
who are not planning to attend college. I am doing this research for a doctoral dissertation 
to complete my graduate degree. 
Why do you want me to answer the questions? 
Your class was randomly chosen because I am interested in the experience, attitudes, and 
emotions of all high school students. Even if you are not considering college after you 
graduate, I am still interested in your answers. 
What will I have to do? 
You will be completing a survey containing questions about your desire to attend college, 
your intention to complete the steps necessary to go to college, and your attitudes and 
feelings about attending college. You will also be asked to complete background 
questions such as gender, grade classification, grade point average, and ethnicity. All you 
must do is read and answer each question. The survey should take approximately 20-25 
minutes to complete. 
Will anyone know what I tell you? 
You will be asked some background questions so that I can categorize your survey. You 
will not be asked to give your name or anything that will identify you individually. Your 




Did my parent/guardian say it was okay? 
In order to participate in this survey your parent or guardian signed a form giving you 
permission to participate. 
Who will be helped by this research? 
The answers you provide will help school administrators, college admissions staff, and 
others understand the process high school students use when deciding whether or not to 
go to college, the important factors, and how you feel during the process. 
What if I have questions? 
Feel free to ask your teacher if you have questions about the survey. I’ll also be glad to 
answer any questions you have. If you have questions after finishing the survey you can 
contact me at trutledg@utm.edu or 731-881-7554. You can also contact the University of 
Memphis Chair of the Institutional Review Board for the Protection of Human Subjects 
901-678-2533 if you have questions about your rights as a research participant. 
 
 (Tear this portion off and return it to your teacher before beginning the survey. Keep the 
top part in case you have questions.) 
By signing below, I am saying that I have read the information about the survey and I 
understand what I am being asked to do. I would like to participate in this survey. 
 
______________________________________   ___________________ 
Student Signature       Date 
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Appendix E 
Final Instrument Used in Main Study: 































































































Final Instrument Used in Main Study: Visual-Verbal Redundancy Experiment 
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