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FONCTIONS DE MITTAG-LEFFLER ET PROCESSUS DE LE´VY STABLES
SANS SAUT NE´GATIF
THOMAS SIMON
Re´sume´. On remarque que la fonction Eα(x
α) − αxα−1E′α(x
α) est comple`tement monotone pour
tout α ∈ [1, 2]. Graˆce a` l’expression de sa densite´ de Bernstein, on en de´duit une identite´ en loi entre
suprema de processus de Le´vy α−stables comple`tement asyme´triques. Dans le cas spectralement
positif, on retrouve l’expression d’une constante de petites de´viations unilate`res qui avait e´te´ obtenue
avec une autre me´thode par Bernyk, Dalang et Peskir [1].
1. Une proprie´te´ des fonctions de Mittag-Leffler
La fonction de Mittag Leffler Eα d’indice α > 0 est de´finie pour tout z ∈ C par le de´veloppement
en se´rie entie`re
(1) Eα(z) =
∞∑
n=0
zn
Γ(1 + αn)
ou` Γ de´signe la fonction Gamma d’Euler. En e´crivant 1/Γ comme une inte´grale curviligne le long
d’un chemin de Hankel - voir par exemple [4] Chapitre IX.4 et Figure 56 :
1
Γ(1 + αn)
=
1
2pii
∫
H
t−αn−1et dt,
et en inte´grant la se´rie terme a` terme on trouve la repre´sentation bien connue
(2) Eα(z) =
1
2pii
∫
Hz
tα−1et
tα − z dt
ou` Hz de´signe un chemin de Hankel contournant le cercle centre´ en l’origine de rayon |z|. En
particulier on a pour tout x ≥ 0
Eα(x
α) =
1
2pii
∫
Hxα
tα−1et
tα − xα dt.
On peut appliquer la meˆme proce´dure a` la fonction suivante de´finie sur (0,+∞) :
x 7→ αxα−1E′α(xα) =
∞∑
n=1
xαn−1
Γ(αn)
,
pour trouver la repre´sentation
αxα−1E′α(x
α) =
1
2pii
∫
Hxα
xα−1et
tα − xα dt.
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On de´finit maintenant la fonction
Dα(x) = Eα(x
α)− αxα−1E′α(xα) =
1
2pii
∫
Hxα
et
(
tα−1 − xα−1
tα − xα
)
dt
pour tout x > 0 et on la prolonge par continuite´ en ze´ro en posant Dα(0) = 1. On rappelle qu’une
fonction f : (0,+∞) → R est comple`tement monotone - ce que nous noterons par CM - si elle est
inde´finiment de´rivable et si
(−1)nf (n)(x) ≥ 0
pour tout n ∈ N, x > 0. Le the´ore`me de Bernstein - voir par exemple [5] Chapitre XIII.4 - dit que
si f est CM et si f(x)→ 1 quand x→ 0, alors il existe une unique mesure de probabilite´ µ sur R+
telle que
f(x) =
∫ ∞
0
e−xtµ(dt)
pour tout x > 0, la re´ciproque e´tant imme´diate.
The´ore`me 1. Pour tout α ∈ [1, 2], la fonction Dα est CM.
Preuve : La proprie´te´ est e´vidente pour α = 1 puisque D1(x) = 0 et pour α = 2 puisque l’on
voit facilement que D2(x) = e
−x, prototype d’une fonction CM avec mesure de Bernstein µ = δ1.
Supposons maintenant α ∈ (1, 2) et fixons x > 0. En raisonnant comme dans [4] Chapitre VII.7, la
fonction
g : t 7→ t
α−1 − xα−1
tα − xα
se prolonge analytiquement dans tout le plan fendu C/(−∞, 0] en ayant pose´ g(xα) = (1− 1/α)/x.
Par le the´ore`me de Cauchy, on a donc
Dα(x) =
1
2pii
∫
H
et
(
tα−1 − xα−1
tα − xα
)
dt
ou` H est un chemin de Hankel entourant l’origine inde´pendamment de x. Pour tout ρ > 0, on
de´compose classiquement H en la branche infe´rieure de R− parcourue de −∞ a` −ρ, le cercle centre´
en l’origine de rayon ρ parcouru dans le sens trigonome´trique, et la branche supe´rieure de R−
parcourue de −ρ a` −∞. Comme x > 0, l’inte´grale le long du cercle tend vers 0 quand ρ → 0.
L’inte´grale le long des deux branches vaut d’autre part
Iρ =
1
2pii
(∫ ∞
ρ
e−s
(
e−ipi(α−1)sα−1 − xα−1
e−ipiαsα − xα
)
ds −
∫ ∞
ρ
e−s
(
eipi(α−1)sα−1 − xα−1
eipiαsα − xα
)
ds
)
→ 1
2pii
(∫ ∞
0
e−s
(
eipiαsα−1 + xα−1
eipiαsα − xα −
e−ipiαsα−1 + xα−1
e−ipiαsα − xα
)
ds
)
quand ρ→ 0. Apre`s changement de variable s = xu, on trouve
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Dα(x) =
1
2pii
∫ ∞
0
e−xu
(
eipiαuα−1 + 1
eipiαuα − 1 −
e−ipiαuα−1 + 1
e−ipiαuα − 1
)
du
=
− sinpiα
pi
∫ ∞
0
e−xu
(
uα−1(1 + u)
u2α − 2uα cos piα+ 1
)
du,
ce qui entraˆıne que Dα est CM avec pour mesure de Bernstein
(3) µα(dt) =
(− sinpiα)tα−1(1 + t)
pi(t2α − 2tα cospiα+ 1)dt.

Remarques 2. (a) La question de la monotonicite´ comple`te ne se pose e´videmment pas pour Eα
elle-meˆme mais il est classique [8] que x 7→ Eα(−x) est CM pour tout α ∈ (0, 1]. Cette proprie´te´
avait e´te´ obtenue auparavant par Feller avec un argument probabiliste et nous y reviendrons dans
la section suivante. Nous renvoyons a` [11] pour des re´sultats plus ge´ne´raux, qui entraˆınent en
particulier que x 7→ Eα(−x) n’est pas CM quand α > 1.
(b) On voit facilement que µα ⇒ 0 quand α → 1 et on peut montrer que µα ⇒ δ1 quand α → 2.
Jean-Franc¸ois Burnol m’a aussi fait remarquer que la fonction α 7→ Eα(x) est en fait analytique
dans un coˆne contenant R+ pour tout x > 0. Quand α ∈]0, 1[ les calculs pre´ce´dents restent valables
et entraˆınent que −Dα est CM avec mesure de Bernstein
(sin piα)tα−1(1 + t)
pi(t2α − 2tα cos piα+ 1)dt.
En revanche, quand α > 2 il semble que l’on perde toute monotonicite´ puisque la fonction g ci-dessus
admet alors au moins deux poˆles a` l’inte´rieur du contour. On peut par exemple calculer
D4(x) =
1
2
(e−x + cos x+ sinx).
Il n’est pas impossible qu’il faille retrancher ou ajouter des de´rive´es successives a` Dα pour retomber
sur une fonction CM.
Conside´rons maintenant pour tout α ∈ [1, 2] la fonction Fα de´finie sur R+ par
Fα(x) = Dα(x
1/α) = Eα(x)− αx1−1/αE′α(x).
Comme x 7→ x1/α est une fonction positive de de´rive´e CM, par le The´ore`me 1 on sait en appliquant
le Crite`re 2 dans [5] Chapitre XIII. 4 que Fα est e´galement CM. En fait on aurait pu obtenir ce
re´sultat, qui est le´ge`rement plus faible que le The´ore`me 1, par un argument probabiliste. C’est ce
que nous allons commencer par expliquer dans la section suivante.
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2. Une identite´ en loi pour les processus stables
On fixe α ∈ (1, 2] et on conside`re un processus de Le´vy α−stable sans saut ne´gatif X =
{Xt, t ≥ 0} , normalise´ tel que E[e−X1 ] = e. On pose Xˆ = −X qui est un processus de Le´vy
α−stable sans saut positif et l’on renvoie aux chapitres VII et VIII de [2] pour plus de de´tails
concernant Xˆ . La formule de Le´vy-Khintchine s’e´crit
E[e−λXt ] = E[eλXˆt ] = etλ
a
pour tout t, λ ≥ 0, de sorte qu’avec cette normalisation, quand α = 2 on a X d= Xˆ d= √2B ou` B
est un mouvement brownien standard. On de´finit les suprema
St = sup{Xs, s ≤ t} et Sˆt = sup{Xˆs, s ≤ t}, t ≥ 0.
Pour tout q > 0, soit τq une variable exponentielle de parame`tre q inde´pendante de X. Comme
St = − inf{Xˆs, s ≤ t} pour tout t, la factorisation de Wiener-Hopf pour Xˆ - voir [2] Chapitre VII.1
Formule (3) - entraˆıne que pour tout λ > q1/α > 0
(4) E[e−λSτq ] =
q(λ− q1/α)
q1/α(λα − q)
et apre`s inte´gration par parties, il vient∫ ∞
0
e−λxP[Sτq ≥ x] dx =
λα−1
λα − q −
q1−1/α
λα − q
pour tout λ > q1/α > 0. En fait les deux formules ci-dessus sont valables pour tout λ, q > 0 avec
un prolongement par continuite´ imme´diat en λ = q1/α.
Le lien avec les fonctions de Mittag-Leffler est le suivant : en inte´grant (1) terme a` terme on
peut aussi obtenir l’expression de la transforme´e de Laplace de Eα(qx
α) : pour tout λ > q1/α on a
(5)
∫ ∞
0
e−λxEα(qxα) dx =
λα−1
λα − q
et en inte´grant par parties, il vient∫ ∞
0
e−λx(Eα(qxα)− α(qxα)1−1/αE′α(qxα)) dx =
λα−1
λα − q −
q1−1/α
λα − q
=
∫ ∞
0
e−λxP[Sτq ≥ x] dx.
Signalons que la formule (5) avait de´ja` e´te´ utilise´e dans [7] pour obtenir de nouvelles correspondances
symboliques entre fonctions Eα d’indices diffe´rents, et plus re´cemment dans [3] pour calculer une
constante de petites de´viations en norme uniforme pourX. L’inversion de la transforme´e de Laplace
donne
(6) P[Sτq ≥ x] = Eα(qxα)− α(qxα)1−1/αE′α(qxα)
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pour tout q, x > 0. Il n’est pas e´vident a priori que la fonction x 7→ P[Sτ1 ≥ x] soit comple`tement
monotone. En revanche, on peut retrouver a` l’aide de (6) le re´sultat e´nonce´ a` la fin de la premie`re
section. Pour cela, on introduit pour tout x > 0 le premier temps de sortie
Tx = inf{t > 0, Xt > x}.
Comme X est auto-similaire d’indice 1/α on a Tx
d
= xαT1, et la continuite´ a` droite de X entraˆıne
d’autre part {St ≥ x} = {Tx ≤ t} p.s. Apre`s changement de variable y = qxα dans (6), on trouve
(7)
∫ ∞
0
e−ytP[T1 ∈ dt] = Eα(y)− αy1−1/αE′α(y), y > 0,
et ceci entraˆıne que la fonction a` droite est comple`tement monotone avec mesure de Bernstein
P[T1 ∈ dt]. On va maintenant inverser (7) et donner une expression de la loi de T1. Pour α = 2 et
Xˆ
d
=
√
2B, le terme de droite vaut e−
√
x et on retrouve l’expression classique pour la densite´ de T1
qui est e−1/4t/2t
√
pit. On fixe maintenant α ∈]1, 2[ et on note
Tˆ1 = inf{t > 0, Xˆt > 1}.
Il est bien connu et facile a` voir - voir le The´ore`me VII.1 dans [2] - que E[e−λTˆ1 ] = e−λ
1/α
pour tout
λ > 0, autrement dit que Tˆ1 est une variable stable positive d’indice 1/α. Sa densite´ fTˆ1 peut eˆtre
donne´e sous forme inte´grale - voir [9] pour le calcul :
fTˆ1(t) =
1
pi
∫ ∞
0
e−(tu+u
1/α cos(pi/α)) sin(u1/α sin(pi/α)) du,
expression qui se simplifie le´ge`rement pour α = 3/2 en termes de la fonction de Whittaker
W−1/2,−1/6 - voir a` nouveau [9]. On conside`re d’autre part une variable T inde´pendante de Tˆ1
et de densite´
fT (t) =
(− sinpiα)(1 + t1/α)
piα(t2 − 2t cos piα+ 1)
sur R+. Il est e´vident apre`s un changement de variable dans (3) que T est bien une variable ale´atoire
finie p.s. mais je n’ai pas trouve´ d’exemples ou` T jouaˆt un roˆle dans la litte´rature. En particulier,
malgre´ les apparences, il ne semble pas que T soit relie´e a` une loi de l’arcsinus - voir [2] The´ore`me
III.6 - ou encore a` un noyau fractionnaire de type Kato - voir [12] Formule XI.11.6, puisque α > 1.
The´ore`me 3. Avec les notations pre´ce´dentes, on a pour tout α ∈]1, 2[
T1
d
= T × Tˆ1.
Preuve : En combinant (7) et le the´ore`me 1, on a pour tout x > 0∫ ∞
0
e−x
αt
P[T1 ∈ dt] = Dα(x) =
∫ ∞
0
e−xtµα(dt)
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ou` l’on a repris la notation (3). D’autre part, comme par de´finition
e−xt =
∫ ∞
0
e−(xt)
αufTˆ1(u) du,
on de´duit par Fubini et en faisant le changement de variable s = tαu∫ ∞
0
e−x
αt
P[T1 ∈ dt] =
∫ ∞
0
∫ ∞
0
e−(xt)
αu
(
(− sinpiα)tα−1(1 + t)
pi(t2α − 2tα cos piα+ 1)
)
fTˆ1(u)du dt
=
∫ ∞
0
e−x
αs
(∫ ∞
0
fTˆ1(u)fT (s/u)
du
u
)
ds,
ce qui prouve en inversant la transforme´e de Laplace que T1 a pour densite´
fT1(t) =
∫ ∞
0
fTˆ1(u)fT (t/u)
du
u
=
∫ ∞
0
fT (u)fTˆ1(t/u)
du
u
qui est bien celle de T × Tˆ1. 
Cette identite´ en loi peut se de´cliner de plusieurs fac¸ons. On sait par exemple par auto-similarite´
que T1
d
= S−α1 et Tˆ1
d
= Sˆ−α1 , d’ou`
(8) S1
d
= T−1/α × Sˆ1
avec les notations pre´ce´dentes. Ceci donne une autre relation entre S1 et les fonctions de Mittag-
Leffler que celle donne´e par (6). On sait en effet que Sˆ1 suit une loi de Mittag-Leffler d’indice 1/α
au sens ou`
E[e−λSˆ1 ] = E1/α(−λ), λ ≥ 0
et l’on renvoie pour cela a` l’Exercice 29.18 dans [10] qui donne une preuve probabiliste du re´sultat
de Pollard [8]. En utilisant (8) et un changement de variable que nous laissons au lecteur, on
obtient donc une relation probablement inutile, mais ine´dite a` notre connaissance, entre fonctions
de Mittag-Leffler d’indices diffe´rents :
Corollaire 4 . On fixe α ∈]1, 2[ et on note f1/α la densite´ de Bernstein associe´e a` la fonction
comple`tement monotone x 7→ E1/α(−x). Avec les notations pre´ce´dentes, on a
Dα(x) =
∫ ∞
0
∫ ∞
0
f1/α(u)e
−sxα/uα (− sinpiα)(1 + s1/α)
piα(s2 − 2s cos piα+ 1)duds
pour tout x > 0.
A l’aide du the´ore`me de Skorohod qui stipule que Sˆ1
d
= Xˆ1 sachant Xˆ1 > 0 - voir pour cela les
Exercices 29.7 et 29.18 dans [10], on obtient enfin une relation entre les lois de S1 et X1:
Corollaire 5. Avec les notations pre´ce´dentes on a
S1
d
= −(T−1/α × X1) sachant X1 < 0.
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3. Un calcul de constante
On va s’inte´resser maintenant au comportement asymptotique de la fonction de re´partition de
T1 en l’infini. On sait par la Proposition VIII.2 dans [2] et l’identite´ T1
d
= S−α1 que
(9) P[T ≥ t] ∼ κt1/α−1, t→ +∞
ou` κ est une constante de´pendant de la loi de la trajectoire du processus X - plus pre´cise´ment
de celle de son processus d’e´chelle bivarie´ (L−1,H) en suivant les notations de [2]. Les re´sultats
pre´ce´dents permettent de calculer κ :
Proposition 6. La constante κ dans (9) vaut 1/Γ(α)Γ(1/α).
Preuve : Dans le cas α = 2 et κ = 1/
√
pi, le re´sultat est bien connu et de´coule directement de
l’expression de la densite´ de T1 rappele´e plus haut. Dans le cas α ∈]1, 2[, on de´duit d’abord de (7)
et du The´ore`me 1 que pour tout λ > 0
E[e−λ
αT1 ] =
− sinpiα
pi
∫ ∞
0
e−λu
(
uα−1(1 + u)
u2α − 2uα cospiα+ 1
)
du.
Apre`s une inte´gration par parties et un changement de variables, ceci implique
λα
∫ ∞
0
e−λ
αt
P[T1 ≥ t] dt = λ
∫ ∞
0
e−λtP[T ≥ tα] dt
avec les notations pre´ce´dentes pour T . Graˆce a` l’expression de fT , on sait d’autre part que
P[T ≥ tα] ∼ sinpiα
pi(1− α)t
1−α, t→∞.
En utilisant deux fois de suite un the´ore`me taube´rien - celui donne´ par exemple dans [5] Chapitre
XIII.5, The´ore`me 4, on voit que
P[T ≥ t] ∼ sinpiαΓ(2− α)
pi(1− α)Γ(1/α) t
1/α−1 =
1
Γ(α)Γ(1/α)
t1/α−1, t→ +∞,
ou` dans la dernie`re e´galite´ on a utilise´ successivement la formule de re´currence et la formule des
comple´ments pour la fonction Gamma. 
Remarque 7. En e´crivant
λα
∫ ∞
0
e−λ
αt
P[T1 ≤ t] dt = λ
∫ ∞
0
e−λtP[T ≤ tα] dt, λ > 0,
on voit a` cause de l’asymptotique P[T ≤ tα] ∼ (− sinpiα/piα)tα et a` nouveau par un the´ore`me
taube´rien que
P[T1 ≤ t] ∼ 1
pi
(−Γ(α) sin piα)t =
( −1
Γ(1− α)
)
t, t→ 0+,
re´sultat de´ja` connu en combinant l’identite´ T1
d
= S−α1 avec la Proposition VIII.4 de [2] et l’estime´e
(14.37) de [10] dans le cas particulier ρ = 1− 1/α.
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4. Remarques finales
En fait le re´sultat de la Proposition 6 avait lui aussi de´ja` e´te´ obtenu, plus re´cemment et avec une
normalisation diffe´rente, dans [1] Corollaire 3 Formule (2.61), comme conse´quence d’un re´sultat
plus ge´ne´ral qui e´tait un de´veloppement complet en se´rie alterne´e de la densite´ de S1 - voir [1]
Formule (2.8) :
(10) fS1(x) =
∑
n≥1
1
Γ(αn − 1)Γ(1 + 1/α − n)x
αn−2.
Quitte a` changer de variable, ce re´sultat est en effet e´quivalent a` une de´composition du meˆme type
pour la densite´ de T1 :
(11) fT1(t) =
∑
n≥1
1
αΓ(αn − 1)Γ(1 + 1/α− n)t
1/α−n−1,
et entraˆıne donc automatiquement la Proposition 6. Pour obtenir (10), Bernyk, Dalang et Peskir
avaient inverse´ la double transforme´e de Laplace (4) d’abord en temps et en termes de fonctions
d’erreur ge´ne´ralise´es, puis en espace a` l’aide d’une e´quation inte´grale fractionnaire de type Abel,
dont ils avaient pu donner la solution par un de´veloppement en se´rie. Remarquons au passage que
les fonctions de Mittag-Leffler d’indice plus grand que 1 interviennent dans la re´solution d’e´quations
inte´grales fractionnaires de type Abel [6]. Mais il ne semble pas que l’on puisse de´duire de [6, 1]
l’identite´ en loi du The´ore`me 3.
La me´thode de cette note, ou` l’on a inverse´ (4) d’abord en espace puis en temps, est plus simple
que celle de [1]. En revanche, l’expression de la densite´ de T1 obtenue par le The´ore`me 3 comme
une inte´grale double :
fT1(t) =
− sinpiα
αpi
∫ ∞
0
fTˆ1(t/u)
1 + u1/α
u3 − 2u2 cos piα+ udu
=
(− sinpiα)
pi2α
∫ ∞
0
(∫ ∞
0
e−(tv/u+v
1/α cos(pi/α)) sin(v1/α sin(pi/α)) dv
)
(1 + u1/α)
u3 − 2u2 cos piα+ udu
ne permet pas de retrouver la de´composition (11) puisque le terme −v1/α cos(pi/α) > 0 sous
l’exponentielle interdit d’appliquer Fubini. D’un autre coˆte´, on peut trouver cette dernie`re ex-
pression un tantinet plus ramasse´e que celle obtenue en changeant la variable dans la formule
(2.56) de [1].
Une autre formulation de la densite´ de T1 peut eˆtre obtenue en inversant (7) comme dans le
The´ore`me 1. Avec les meˆmes notations on peut en effet e´crire
E[e−xT1 ] = Eα(x)− αx1−1/αE′α(x) =
1
2pii
∫
H
et
(
tα−1 − x1−1/α
tα − x
)
dt.
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D’autre part, il est possible de choisir H = Hδ telle que son intersection avec Re(t) ≥ 0 soit contenue
dans le cercle centre´ en l’origine de rayon x1/α, et son intersection avec Re(t) ≤ 0 dans un secteur
angulaire −pi/2 − δ < θ < pi/2 + θ avec δ aussi petit qu’on veut - voir a` nouveau [4] Figure 56.
Comme α ∈]1, 2[ le changement de variable t 7→ tα transforme alors Hδ en un chemin de Hankel
situe´ dans le demi-plan Re(t) < x pour δ assez petit. Raisonnant exactement comme dans [9] on
peut donc calculer
1
2pii
∫
H
tα−1et
tα − xdt =
1
2piαi
∫
H
et
1/α
t− xdt
=
1
α
∫ ∞
0
e−xtgTˆ1(t)dt
ou` l’on a note´
(12) gTˆ1(t) =
−1
pi
∫ ∞
0
e−(tu−u
1/α cos(pi/α)) sin(u1/α sin(pi/α)) du.
Le calcul du deuxie`me terme se fait comme plus haut et nous laissons les de´tails au lecteur :
1
2pii
∫
H
x1−1/αet
tα − x dt =
− sinpiα
pi
∫ ∞
0
e−x
1/αu
(
uα
u2α − 2uα cos piα+ 1
)
du
=
∫ ∞
0
e−xt
(
− sinpiα
αpi
∫ ∞
0
fTˆ1(t/u)
u1/α
u3 − 2u2 cos piα+ udu
)
dt,
d’ou` l’on de´duit
(13) fT1(t) = (1/α)gTˆ1 (t) + (1− 1/α)hTˆ1(t)
en ayant note´
hTˆ1(t) =
− sinpiα
(α− 1)pi
∫ ∞
0
fTˆ1(t/u)
(
u1/α
u2 − 2u cos piα+ 1
)
du
u
·
Puisque
u 7→ (− sinpiα)u
1/α
(α− 1)pi(u2 − 2u cos piα+ 1)
est une densite´ de probabilite´ sur R+, si l’on note T¯ la v.a. correspondante on voit que hTˆ1 est la
densite´ du produit inde´pendant T¯ × Tˆ1. D’autre part, en comparant (13) avec l’expression de fT1
donne´e par le The´ore`me 3, on voit que gTˆ1 est aussi une densite´ de probabilite´, celle du produit
inde´pendant T˜ × Tˆ1 ou` T˜ a pour densite´
u 7→ − sinpiα
pi(u2 − 2u cos piα+ 1) ·
En particulier gTˆ1 est positive, ce qui n’e´tait pas e´vident a priori, et la de´composition (13) se lit
comme une combinaison convexe de densite´s de probabilite´. Le premier terme (1/α)gTˆ1 donne le
comportement de fT1 en 0, et le second (1− 1/α)hTˆ1 celui de fT1 a` l’infini.
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Remarquons enfin que la densite´ gTˆ1 a quelque parente´ avec fTˆ1 - d’ou` sa souscription en Tˆ1 -
puisque son de´veloppement en se´rie alterne´e, que l’on tire de (12) exactement comme dans [8], est
gTˆ1(t) =
∑
n≥1
1
Γ(−n/α)n!t
−1−n/α,
tandis que celui de fTˆ1 est
fTˆ1(t) =
∑
n≥1
(−1)n
Γ(−n/α)n! t
−1−n/α.
En changeant une dernie`re fois la variable, on trouve donc l’expression d’une certaine transforme´e
inte´grale reliant ces deux se´ries alterne´es :
gTˆ1(t) =
∫ ∞
0
fTˆ1(u)
(
(− sinpiα)u
pi(u2 − 2 cos piαtu+ t2)
)
du
avec laquelle je concluerai, en remerciant Jean-Franc¸ois Burnol et Francis Hirsch pour leur aide
dans l’e´laboration de cet article.
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