This note contributes to the structure theory of abstract rigidity matroids in general dimension. In the spirit of classical matroid theory, we prove several cryptomorphic characterizations of abstract rigidity matroids (in terms of circuits, cocircuits, bases, hyperplanes). Moreover, the study of hyperplanes in abstract rigidity matroids leads us to state (and support with significant evidence) a conjecture about characterizing the class of abstract rigidity matroids by means of certain "prescribed substructures". We then prove a recursive version of this conjecture.
Introduction
Rigidity matroids are combinatorial structures introduced by Graver in [3] which, roughly speaking, model some aspects of the theory of rigid bar-link framework, whose combinatorial study goes back to work of Laman [5] .
More precisely, a framework is a (finite) graph (V, E) together with a straight-line embedding into R d , and it is called rigid if the only continuous motions of the embedding of the vertices which fixes the distance of adjacent vertices are composites of rotations and translations. Testing rigidity of a framework involves thus checking for nontrivial solutions of a system of linear equations, every equation corresponding to an edge of the graph. Therefore, the rows of this matrix define a matroid on the ground set E. This matroid depends of course on the chosen embedding, but it always satisfies some abstract properties (usually defined in terms of the closure operator, see Definition 1.8 ). An abstract rigidity matroid is any matroid defined on the set of edges of a graph which satisfies these additional properties. For example, the 'usual' cycle matroid of the given graph is in fact an abstract rigidity matroid, but abstract rigidity matroids are a much bigger class. For a comprehensive introduction to the combinatorial study of rigidity of frameworks we point to the book of Graver, Servatius and Servatius [2] .
Here, we approach the subject from the point of view of pure matroid theory, which we briefly introduce in Section 1, and focus on two main subjects.
First, the fact that classical matroid theory features a web of equivalent definitions -so-called cryptomorphic approaches, see Remark 1 -has been recognized as one of its main theoretical strength since at least the seminal work of Crapo and Rota [1] . In Section 2, we develop the theory of abstract rigidity matroids in a corresponding way and derive different, equivalent characterizations, each reflecting one of the classical approaches to matroid theory.
Second, we focus on structural aspects and ask whether being an abstract rigidity matroid can be identified as a "structural" matroid property, e.g., whether the class of abstract rigidity matroids can be characterized through some "prescribed" substructures. This is a quite standard organizational process in graph theory and matroid theory: in particular, prominent open questions and important results about characterizing certain classes of matroids through "excluded minors" abound. In Section 3, we prove a characterization of abstract rigidity matroids in terms of "prescribed classes of hyperplanes" in all restrictions (Theorem 3.8) and conjecture a nonrecursive characterization of abstract rigidity matroids via the requirement of the existence of a prescribed class of hyperplanes. We offer some stringent evidence towards this conjecture (e.g., Propositions 3.2 and 3.3) as well as in support of the general significance of the suggested substructures (e.g. through Proposition 3.4).
Review
In this section we will review some basic definitions and results about abstract rigidity matroids. In particular, we will state Viet-Hang Nguyens's combinatorial characterization of abstract rigidity matroids (Proposition 1.16). We will assume the reader familiar with the basics of matroid theory, and suggest Oxley's textbook [7] for an introduction to the subject.
Graphs
We consider a graph to be a pair (V, E) consisting of a finite set V and a set E of two-element subsets of V (thus, our graphs will not have loops nor parallel edges). Given two vertices u, v ∈ V we will often use uv as a shorthand for {u, v}. For any finite set W we will let K(W ) ∶= {uv u, v ∈ W, u ≠ v} so that (W, K(W )) is the complete graph on the vertex set W . Given a natural number n we will use the notation K n to refer to any (and thus every) K(W ) with W = n. For any E ⊆ K(V ) let V (E) ∶= {u ∈ V uw ∈ E for some w ∈ V }; V (E) is called the support of the edge set E.
In the following, we will often consider graphs on a fixed vertex set and will then, if no confusion can occur, refer to edge-sets as "graphs".
•
Sets of the form star(v) with m − 1 arbitrary edges deleted are simply called "vertex stars minus m − 1 edges".
• For a set
Thus, the set bigstar(V ′ ) is the edge-set of the graph where every
Figure 1: Examples of some sets bigstar(V ′ ).
Matroids
Matroid theory finds its origins in the attempt, by Hassler Whitney, to define combinatorial structures abstracting some properties of linear independency in vectorspaces. For instance, it is an easy check that the set of bases of a vectorspace (say, over a finite field) satisfies Definition 1.1 below. Our goal in this introductory paragraph is to define matroids and some of the related terminology, and to explain what matroid theorists mean by cryptomorphism (see Remark 1) . Indeed the word may sound unusual, but the concept is one that is both useful in applications and -most importantly for us here -as a theoretical feature which was singled out as one of the main aspects of interest of matroid theory ever since at least Crapo and Rota's seminal treaty [1] . Definition 1.1. Let S be a finite set and let B be a collection of subsets of S which fulfills
Then the pair M = (S, B) is called a matroid and B is called the collection of bases of M. A set I ⊆ S is called independent if there is a basis B ∈ B such that I ⊆ B, otherwise dependent. An inclusion-minimal dependent subset of S is called a circuit of M. A maximal set which does not contain a basis is called a hyperplane.
The closure of a set A ⊆ S, denoted by σ B (A), is the intersection of all hyperplanes containing A (if no such hyperplane exist, the closure is defined as A).
A direct consequence of the basis axioms is that the sets of complements of bases does also fulfill these axioms; the matroid M * ∶= (S, B * ) is called dual to M, and (M * ) * = M. If a subset of S is a circuit (or a hyperplane, or a basis etc) of M * one says that it is a cocircuit (resp. cohyperplane, cobasis) of M.
We will have use for the following two standard facts, whose proof can be found e.g. in [7] . Lemma 1.2. Let M be a matroid on a finite set S.
(ii) H is a hyperplane if and only if S H is a cocircuit.
(iii) F ⊆ S is closed if and only if, for every circuit C, C F ≤ 1 implies C ⊆ F .
An easy check shows that any function of the form σ B (⋅) satisfies the following definition. Definition 1.3. Let S be a finite set and let σ ∶ 2 S → 2 S be a function such that for all A, B ⊆ S:
(iv) If x, y ∈ S and x ∈ σ(A ∪ {y}), then y ∈ σ(A ∪ {x}). Remark 1 (Cryptomorphisms). In the parlance of matroid theory Theorem 1.4 is referred to as a cryptomorphism between the definition of matroids in terms of bases and the definition in term of closure operator. In fact, just like in Definition 1.3, one can isolate some distinguishing properties of the family of circuits (or of cocircuits, or hyperplanes, etc.) of a matroid and prove that any family of sets satisfying those formal properties can be obtained as the set of circuits (or... etc.) of a matroid defined e.g. as in Definition 1.1.
We close this short presentation of matroids by defining two more concepts we will have use for later. As a reference we point, again, to [7] . Definition 1.5. Let M be a matroid on the set S and consider T ⊆ S. The restriction of M to T , written M[T ], is the matroid with ground set T and closure operator defined for each X ⊆ T as σ(X) ∶= σ M (X) ∩ T . Definition 1.6. Let M = (S, B) be a matroid. The rank of any X ⊆ S is rk(X) ∶= max {B ∩ X B ∈ B} , i.e., the size of the biggest independent set contained in X. Lemma 1.7. Let M = (S, σ) be a matroid, and T ⊆ S be a closed set of M. Consider any unrefinable chain
Abstract rigidity matroids
We now are ready to introduce the main character of this note. As these structures are less classical than graphs of matroids, we will go into some more detail. Notice that the ground set of an abstract rigidity matroid is the set of edges of a complete graph and, although perhaps not evident from our abstract point of view, 'rigidity' of a set of edges is meant to be related to (and indeed comes from) the concept of rigidity of a bar-andjoints framework in m-space. The reader will perhaps find a useful intuition in thinking of taking the closure of a certain set of elements (i.e., edges) of an abstract rigidity matroid as of increasing the given set by all edges whose presence would not change the degree of rigidity of the given set.
Definition 1.8. Let V be a finite set and let
Roughly speaking condition (C1) says that edge-sets which do not share enough common vertices cannot unite to a rigid set, while (C2) says that rigid sets which are connected through enough vertices form a rigid union. Note that (C1) also states that Remark 3. For the sake of simplicity, if not otherwise specified, throughout the text we will consider m-dimensional rigidity matroids on K(V ) where m ∈ N >0 and V ≥ m + 1 be fixed. Indeed one easily checks that every abstract rigidity matroid on K(V ) with V ≤ m is trivial in the sense that every edge-set would be an independent set in such a matroid.
In fact every independent set in a m-dimensional abstract rigidity matroid fulfills Laman's condition.
Therefore every m-dimensional abstract rigidity matroid on K(V ) is of rank m V − 11. An edge-set which is both rigid and independent is called isostatic.
A result in rigidity theory states that 2-isostatic sets are at least 2-vertex connected [2, Exercise 4.7.]. Our Proposition 3.4 will prove that in fact every rigid set in a m-dimensional rigidity matroid is m-vertex connected.
Note that every rigid edge-set must have an isostatic subset, so rigidity of a graph can be seen as related to connectivity. This is emphasized by the following result: Lemma 1.12 (Theorem 3.11.8. of [2] ). There is only one 1-dimensional abstract rigidity matroid on K(V ), the cycle matroid on K(V ).
However, for m > 1, there can be many different m-dimensional abstract rigidity matroids on K(V ). This makes the theory interesting, and is investigated in more detail for example in [2] and [8] .
Here we will only briefly recall some of the structural aspects of abstract rigidity matroids in general dimension, especially as related to the problem of characterizations alternative to Definition 1.8 (e.g., towards "cryptomorphisms" -cf. Remark 1)
Intuitively, we are here attaching a vertex to a given edgeset by means of exacly k new edges. (ii) for k ≤ m, every k-valent-0-extension of an independent edge-set is independent.
(iii) for k ≥ m, every k-valent-0-extension of a rigid edge-set is rigid if (C2) holds in A (with respect to m). The problem of finding alternative characterizations of abstract rigidity matroids has been raised in the literature, and we conclude this short review with the 2010 result of Nguyen which gave an answer to this problem. This will be the starting point for our considerations. (ii) all K m+2 are circuits of A.
Axiomatizations of rigidity matroids
In this section we will derive several cryptomorphic definitions of abstract rigidity matroids. Our starting point will be Proposition 1.16, which states conditions on the circuits, coircuits and on the rank function. We strive for characterizations fitting into the classical reformulations of matroid theory -in particular: cocircuits, hyperplanes, bases, circuits.
We start by removing from Proposition 1.16 the reference to rank and circuits. Proof. First of all let A be an m-dimensional abstract rigidity matroid. We have already seen in Remark 2 that all vertex stars minus m − 1 edges are cocircuits in abstract rigidity matroids, so (D2) holds. We prove (D1) by contraposition, and so let C ⊆ K(V ) be a set with V (C) ≤ V − m. If C is empty, then it is independent in any matroid and thus not a cocircuit. Let then C ≠ ∅. Thus, C contains an edge with endpoints, say, v 1 , v 2 ∈ V (C). Because of the constraint on the cardinality of V (C), we can choose v 3 , . . . , v m+2 ∉ V (C). K({v 1 , . . . , v m+2 }) is a circuit in A which intersects the set C in the single edge v 1 v 2 . Therefore, C cannot be a cocircuit by Proposition 1.2. Now let A be a matroid satisfying (D1) and (D2). By Proposition 1.16, to prove that A is an abstract rigidity matroid, we only need to verify that r(A) = m V − is also a spanning set, hence a basis, and we can use it to show that the rank of A has the correct value, as follows.
By Proposition 1.16.(ii),
We now state hyperplane axioms for abstract rigidity matroids, as we will be concerned extensively with hyperplanes in the next section. They are easily derived from the cocircuit axioms by complementation. We now move to a characterization of abstract rigidity matroids in terms of bases. We now turn to the reverse direction and let B fulfill (B1) and (B2). We will prove that, then, the set of hyperplanes of the given matroid satisfies ) and so it is independent, thus a basis and (B2) holds. In order to prove (B1), suppose by way of contradiction that there is a basis B with a vertex v of valence less than m. Then, there is a vertex w ∈ V such that vw ∉ B. But B ∪ {vw} must be dependent: thus it contains a circuit C which must contain the vw. In particular, v has at most valence m in C, contradicting (Z1). Hence (B1) holds. ∎
Hyperplanes of abstract rigidity matroids
All axiomatizations given in Section 2 share a similar structure: they require some "prescribed substructure" (e.g., conditions (H2), (B2), (Z2), (D2)) and impose some condition on the valency of vertices (e.g., (H1), (B1), (Z1), (D1)). From a structural point of view one can ask whether it is possible to characterize anstract rigidity matroids from a "prescribed substructure" point of view alone. This question turns out to be intriguing and not trivial. We will investigate it from the vantage point of hyperplanes, where the "prescribed substructures" are hyperplanes of the form ∆ A v for A = m−1 (see Definition 2.2). We suggest to look at a bigger family of "prescribed substructures", namely the following. 
The family H m consists of pairs of sets of edges of complete graphs which intersect in a complete graph on m − 1 vertices. Figure 3 shows how this sets may look like. Question 1. Is every matroid A on the ground set K(V ) which satisfies H m ⊆ H(A) an m-dimensional abstract rigidity matroid?
Evidence towards an affirmative answer to this question is given in the next two propositions.
Proposition 3.2.
Let A m be a m-dimensional abstract rigidity matroid on K(V ) with hyperplanes H. Then H m ⊆ H. Thus
The union of these sets is H ∪ e and elements of H 2 (V ) and x is not in their union. By the hyperplane axioms for matroids, the set on the right has to be subset of another hyperplane which is at least 2-vertex-connected, hence not an element of H 2 (V ).
Proposition 3.3.
Let A be matroid on K(V ) with hyperplanes H and H m ⊆ H. Then its closure-operator fulfills (C1).
For given v ∈ V , the complement of star(v) minus m − 1 arbitrary edges is a hyperplane. So we are able to find hyperplanes which intersect into K(V {v}). This means that for all v ∈ V , the set K(V {v}) is closed in A and thus is every complete edgeset. Hence σ(E) ⊆ K(V (E)) and σ(F ) ⊆ K(V (F )), so we may assume w.l.o.g. that V (E) ⊈ V (F ) and vice versa. Now we are able to choose
Because the sets which intersect lefthandside are closed in A,
We conclude this section with one more token of the advantage of considering the set H m : the following proposition gives an immediate proof, for all dimension, of a strenghtening of the problem posed in [2, Exercise 4.7.] for dimension 2.
Proposition 3.4.
Let A be a matroid on K(V ), with hyperplanes H and H m ⊆ H. Furthermore let E be a rigid edgeset (i.e. σ(E) = K(V (E))). Then (V (E), E) is at least m-vertex-connected.
Proof. Otherwise choose a vertex-set U ⊆ V (E) such that U < m and deleting U out of (V (E), E) would leave a disconnected graph. Like in the proof before, we are able to find
We can construct V 1 , V 2 in such a way, that at least one vertex v 1 of one component of the graph after deleting U lies in V 1 V 2 , while another vertex v 2 of another such component lies in
. This is a contradiction. ∎
An inductive characterization
The last part of our study moves form the observation that certain restrictions of rigidity matroids are again rigidity matroids.
Definition 3.5. Let A be an m-dimensional abstract rigidity matroid on the set K(V ). Given X ⊆ V , let A[X] denote the restriction of A to the set K(X). Proof. We check condition (ii) and (iii) of Proposition 1.16. Condition (ii) is clearly inherited from A (and possibly empty) and Lemma 1.10 implies (iii). ∎
The following definition identifies the "prescribed substructures" through which we will be able to give an intrinsic characterization of abstract rigidity matroids.
Definition 3.7. Recall Definition 3.1 and let
The fact that the subfamily H m ⊆ H(A)can be already seen from Lemma 1.14, whose premise can be rephrased as "H (1) m ⊆ H(A)". Moreover, the same requirement is equivalent to condition (i) in Proposition 1.16 -hence, answering our question requires a detailed study of the rank function of matroids on
m is a subset of the hyperplane set. Our main result in this section is the following. 
Remark 5. The proof will actually work also with milder assumptions: it is enough to assume that there exists an enumeration v 1 , . . . , v k of the vertices such that H (1)
The proof of the theorem relies on the following two general lemmas. Lemma 3.9. Let m ≥ 2, V ≥ m + 1 and let A be a matroid on the ground set K(V ). Choose any v 0 ∈ V .
• If all sets in H (1) m are closed in A, K(V v 0 ) is closed in A.
• If H Proof. Choose v 0 ∈ V and let A ∶= V v 0 . Choose a 1 , . . . , a m ∈ A and let A 0 ∶= {a 1 , . . . , a m) }. Moreover, set A j ∶= {v 0 } ∪ A 0 a j .
For j = 1, . . . m − 1 let
m .
and
Moreover, set F 0 ∶= K(V ) and let r 0 = r A (F 0 ). As intersections of hyperplanes, all F j are flats, so we have a chain
in the lattice of flats of A. Since K(V v 0 ) = F m , we have proved the forst claim. For the second it will be enough to prove that r A (F j ) = r 0 − j. First notice that, for every j > 1, F j covers F j−1 . In fact, by definition F 0 covers F 1 and, for j > 0, 
