Motivation: Current spectral unmixing methods for multiplex fluorescence microscopy have a limited ability to cope with high spectral overlap as they only analyze spectral information over individual pixels. Here, we present adaptive Morphologically Constrained Spectral Unmixing (MCSU) algorithms that overcome this limitation by exploiting morphological differences between subcellular structures, and their local spatial context. Results: The proposed method was effective at improving spectral unmixing performance by exploiting: (i) a set of dictionary-based models for object morphologies learned from the image data; and (ii) models of spatial context learned from the image data using a total variation algorithm. The method was evaluated on multi-spectral images of multiplex-labeled pancreatic ductal adenocarcinoma (PDAC) tissue samples. The former constraint ensures that neighbouring pixels correspond to morphologically similar structures, and the latter constraint ensures that neighbouring pixels have similar spectral signatures. The average Mean Squared Error (MSE) and Signal Reconstruction Error (SRE) ratio of the proposed method was 39.6% less and 8% more, respectively, compared to the best of all other algorithms that do not exploit these spatial constraints. Availability and Implementation: Open source software (MATLAB).
Introduction
Multiplex fluorescent labeling of molecular markers, and multispectral microscopy are increasingly used for imaging biological tissue samples in order to capture multiple cyto-histological structures (e.g. multiple cell types and microvasculature in a heterogeneous tissue sample), and multiple functional molecular markers in a manner that preserves their relative spatial context (Eroglu et al., 2016; Patterson et al., 1997; Zhang et al., 2002) . The natural complexity of multiplex immunolabeling, when combined with the constraints of spectral emission profiles of available fluorophores, and the related practical challenges (such as tissue autofluorescence) often lead to situations in which two or more observable entities overlap significantly. Spectral unmixing algorithms aim to overcome these limitations by computational means, by decomposing the measured emission spectrum at each pixel into a collection of the constituent spectra (a.k.a. end members), and a set of corresponding fractions (a.k.a. abundances), that indicate the proportion of each end member present at a pixel. Figure 1 illustrates the multispectral imaging of a human pancreatic ductal adenocarcinoma (PDAC) specimen stained with a multiplex protocol, demonstrating its association with marked fibrosis and diverse stromal populations whose roles are the subject of ongoing investigations (Ozdemir et al., 2014) . Identifying new therapeutic opportunities for PDAC requires a deeper understanding of the interactions between these diverse cellular components. With the availability of a vast array of fluorescent proteins (FPs) (Eroglu et al., 2016; Patterson et al., 1997; Zhang et al., 2002) , spectral imaging combined with unmixing algorithms offers the potential to analyze these multiple cell types at the same time, and in their spatial context. Accordingly, this sample was multiplex labeled for the following: cell nuclei (DAPI); aSMA (FITC) for mesenchymal cells, either stromal fibroblasts or mural cells surrounding the large vessels; CK8 (Cy3.5) found in the membranes of epithelial tumor cells; Collagen-I (Coumarin) for extracellular secreted matrix proteins presenting a fibrous morphology; CD4 (680) in the membrane of helper T-cells showing a ring-like morphology; CD8 (Cy5) in the membrane of a different population of T-cells (cytotoxic T-cells) with similar morphology to CD4; FoxP3 (AF594) present in the nucleus of a subset of CD4 þ T-cells (regulatory T-cells); and CD31
(Cy3) seen on the membrane of endothelial cells. There is a desire to record more of the tissue constituents simultaneously in order to provide additional insight, but the number of fluorophores that can be imaged simultaneously is limited by the need to separate the fluorophores that overlap spectrally and spatially. Figure 1A shows the emission spectra for this sample, and Figure 1B lists the spectral angles between each of the constituents. Smaller spectral angles imply the corresponding pair of constituents are harder to separate, and vice versa. Notably, a-SMA (FITC, red) and CD4 (680, aqua) are quite distinct, and this is reflected in the high 86.3 spectral angle. On the other hand, DAPI (blue) and Collagen-I (Coumarin, yellow) are separated by a small (12.3 ) spectral angle indicating a significant overlap, and therefore, are particularly challenging to separate. The challenge of separating these fluorophores by the traditional linear spectral unmixing (Keshava and Mustard, 2002) algorithm is highlighted in Figure 1 (L & M). Even a more advanced method based on sparse unmixing (Iordache et al., 2011) performed better ( Fig. 1N, O) , but was still not fully successful. The proposed method (Fig. 1P , Q) was more successful, and is the subject of this paper. This example is shown in greater detail in Figure 5 .
Prior literature
The design of spectral unmixing algorithms has been widely discussed, especially in the remote sensing literature (Bioucas-Dias et al., 2012; Keshava and Mustard, 2002; Keshava, 2003; Ma et al., 2014 and references therein) , and mostly in the context of reflected light imaging. Despite all the progress, this subject remains a topic of continued research, especially the idea of exploiting additional cues to improve unmixing performance when the spectral overlaps are high (Bioucas-Dias et al., 2012; Ma et al., 2014) . The field of multiplex fluorescence microscopy presents both opportunities and challenges from the standpoint of unmixing algorithm design. Importantly, it is possible in microscopy to capture reference spectra, as well as the corresponding reference images-something that is harder to obtain in remote sensing. We also know the number of end members in advance, and this is an advantage. On the other hand, autofluorescence, and the natural biological complexity of cyto-histological images present challenges not encountered in remote sensing. Importantly, the reference images contain valuable structural information that is not exploited by the traditional linear spectral unmixing algorithm. Linear spectral unmixing solves the When the spectral angle is small, models of structural differences can be used as an additional constraint for unmixing. (L-M) Unmixing results for the DAPI and Coumarin channels for which the spectral angle is small. Pure spectral unmixing fails to eliminate the bleed through of the DAPI channel onto the Coumarin channel. (N-O) Sparse unmixing performs slightly better than linear unmixing but there is still a significant bleed through. (P-Q) The proposed algorithm performs visibly better inverse problem where the known information is the set of observed spectral signatures, and the algorithm is designed to estimate the end-member abundances. Typically the spectral signature of each fluorophore as shown in Figure 1 , is obtained a priori as a set of reference 'k-stacks,' and these reference stacks are used to compute the abundance at each pixel. When these reference stacks are acquired, there is the opportunity to obtain additional information about the morphologies of the biological structures, as shown in Figure 1 (C-K). This is valuable information that is not exploited by linear unmixing algorithms. Nevertheless, the impact of linear spectral unmixing has been significant-it has enabled scientists to image a larger number of fluorophores simultaneously than is possible with instrumentation alone (Tsurui et al., 2000) . Spectral unmixing algorithms can be broadly classified into Geometrical, Statistical, Sparse and Spatial-spectral context based methods. Geometrical methods (Bioucas-Dias et al., 2012; Chan et al., 2011; Esser et al., 2012; Li and Bioucas-Dias, 2008; Lopez et al., 2012; Nascimento and Dias, 2005) exploit the fact that under linear mixing models, the normalized hyperspectral vectors belong to the unit simplex (a mathematical vector whose components lie in unit intervals [0, 1] , and whose sum is constrained to be 1), so the unmixing problem is formulated in such a way that the vertices of the simplex correspond to the end members. Minimum Volume Simplex Analysis (MVSA) (Li and Bioucas-Dias, 2008) solves unmixing problem by fitting a minimum volume simplex to the hyperspectral data, constraining the abundance fractions to belong to the probability simplex. Vertex Component Analysis (Nascimento and Dias, 2005) and Modified Vertex component analysis(MVCA) (Lopez et al., 2012) are two other popular geometrical based algorithms that exploits the endmembers are the vertices of the simplex. When the spectral data are highly mixed, geometrical methods yield poor results since there are not enough vectors in the simplex facets. In these cases, statistical methods (Arngren et al., 2010; Dobigeon et al., 2009; Parra et al., 2000) provide an alternative. Under a statistical unmixing framework, the spectral unmixing is formulated as an inference problem that relies on the posterior probability density of the unknown abundances given the data.
Sparse regression based unmixing algorithms (Iordache et al., 2011) are a more recent development. They rely on a large preexisting library of pure spectral signatures, and the unmixing algorithm finds the optimal subset of the signatures from this very large spectral library. The main innovation here is the use of the mathematical L 1 norm as a penalty in the underlying regression framework that leads to sparse unmixing solutions. Several variants of constrained sparse regression (CSR), like Fully Constrained Least Squares(FCLS) (Heinz and Chein-I-Chang, 2001; Heylen et al., 2011; Wang et al., 2013) have been used for spectral unmixing. Constrained basis pursuit (CBP) is a variant of basis pursuit algorithms under sum to one and non-negativity constraints. Similarly, constrained basis pursuit denoising (CBPDN) is a generalization of CBP that accounts for modeling errors.
When a spectral library is unavailable, dictionary learning methods Mairal et al., 2009) have been used to learn the end-member signatures to estimate the abundances from the data (Charles et al., 2011; Yang et al., 2014) . However, the dictionary that is learned from the data by these algorithms only accounts for the spectral signatures of the end members, and not the combination of spatial and morphological information that we seek to incorporate in this paper. These methods work well when the spectral angles between pairs of spectral signatures are large, and when imaging a limited number of fluorophores. Gammon et al. (2006) used linear unmixing using manual user input to address the problem of spectral overlap. Merouane et al. (2015) used sparse unmixing as part of a study of immune cell-cell interactions, but with only two fluorophores. Al-Kofahi et al. (2010) and Lovisa et al. (2015) analyzed multiplex-stained histological sections of breast and kidney samples using the proprietary Nuance software (Perkin Elmer, Hopkinton, MA) to unmix fluorophores into nonoverlapping channels. Neher et al. (2009) and Yang et al. (2012) have applied non-negative matrix factorization (NMF) and sparse component analysis methods to extract the abundances of fluorophores. Again, these techniques work only when the number of channels to be unmixed is limited, and when the spectral angle between overlapping pairs of fluorophores is large. This sets the limitation on the number of channels that can be imaged at the same time.
The recently reported spatial-spectral unmixing algorithms (Fauvel et al., 2008; Ghamisi et al., 2014; Iordache et al., 2012 Iordache et al., , 2014 pioneered the idea of incorporating pixel spatial information, since neighboring pixels in an image tend to have similar abundances. These methods incorporate spatial information by using a fixed-size window to ascertain when neighboring pixels have similar abundances. Unlike remote sensing images, biological microscopy images tend to have distinct morphologies for different types of structures whose morphologies can potentially be learned from the unmixed reference images using dictionary learning methods Mairal et al., 2009) . The proposed method overcomes these limitations, as explained below.
Materials and methods
The proposed Morphologically Constrained Spectral Unmixing algorithm (MCSU) is inspired by the recent progress in blind source separation (Abolghasemi et al., 2012; Starck et al., 2005) . It augments the constrained least squares (CLS) method by a morphological constraint to enable morphologically constrained spectral analysis. The rationale behind this is quite intuitive-if the spectral angle between a pair of fluorophores is small, then the morphological constraint should be given more importance, and vice versa. For this reason, we set a tradeoff parameter (explained below) adaptively based on the spectral angle. The second proposed algorithm Morphologically Constrained Spectral Unmixing with Total Variation (MCSU-TV) adds the morphological constraint to the constrained sparse unmixing by a variable splitting augmented Lagrangian, and total variation (CSUnSAL-TV), following the approach of Iordache et al. (2012) . In effect, we add the constraint that neighboring pixels not only have similar abundance matrices, but also correspond to similar local morphologies. Both the MCSU and MCSU-TV learn a patch-based dictionary using dictionary learning algorithms Mairal et al., 2009 ) from the reference images, as shown in Figure 3 . These patch based dictionaries are learned from the reference images as explained in the following section.
Reference images
Single stained reference slides were obtained for each marker, and imaged using the Vectra Multispectral Imaging System (PerkinElmer, Hopkinton, MA). A 200 Â image was taken at every 10 nm within the range for each filter to generate a multispectral image cube. Filters used were DAPI (440-680 nm), FITC (520-680 nm), Cy3 (570-690 nm), Texas Red (580-700 nm) and Cy5 (670-720 nm). A spectral library was generated with the Nuance TM image analysis software (Perkin-Elmer, Hopkinton, MA) using a combination of single-stained reference images and multiplexed images to compensate for spectral interactions. These multispectral singlestained images were unmixed using their spectral signatures to derive the reference image. These reference images were then used to learn the distinct morphologies of different cells.
Sparsity based modeling
Given the single-channel reference images Iðx; yÞ, our method learns different morphologies by learning a dictionary based model for each of these reference images, and then utilizes these models for unmixing the multispectral image Iðx; y; kÞ: The term 'dictionary' refers to a set of basis vectors that can be combined linearly to represent the given image. These basis vectors are learned from image patches from the unmixed reference images to capture the local morphologies, for example, Fibrous (Cytoplasm Stroma), Nuclear (Nuclear cells), Cobble Stone (Membrane Epithelium) etc., as shown in Figure 2 . The patches are typically of size 8 Â 8 or 15 Â 15 pixels, big enough to capture the local structure, so the dimension of the input vector is either 64 or 225. In our work, the dictionary typically consists of 125-1000 dimensional vectors (atoms), approximately twice the size of the input vectors. Several authors have shown that learning a dictionary directly from images rather than using a predetermined analytical model can lead to more effective image representations, and can therefore provide improved results in many practical image-processing applications such as restoration, segmentation and classification (Rubinstein et al., 2010) . The dictionary learning method is explained further below.
K-SVD dictionary learning algorithm
Let X ¼ fx 1 ; . . . ; x N g 2 R rÂN denote a set of image patches drawn from the unmixed reference image I x; y ð Þ2R nÂn , where r denotes the number of voxels in each patch, and N denotes the total number of image patches. We wish to learn an over-complete dictionary, denoted
R rÂK ðK > r making the dictionary over-completeÞ containing K basis elements, usually referred to as 'atoms' for building a sparse representation of X. The patch data X is approximated by DC; where C ¼ c 1 ; . . . ; c N f g2 R KÂN is a matrix that is chosen to respect a sparsity constraint. Specifically, we are interested in representations that minimize the number of non-zero entries in c i for representing signal x i . In practice, the number of non-zero entries is a user-selected parameter that is known as the sparsity constraint, and denoted T. This requires solving the following optimization:
The term kX À DCk 2 F denotes the squared signal reconstruction error, where 'F' is the Frobenius norm. The reconstruction error is minimized subject to the L 0 sparsity constraint kc i k 0 T, where T is the sparsity constraint indicating the number of non-zero basis elements. The K Singular Value Decomposition (K-SVD) algorithm Rubinstein et al., 2010) is an iterative approach for implementing this optimization that operates in two steps. First, equation (1) is minimized with respect to C for a given dictionary D. Given D, the sparse coding algorithm computes the sparse representation C of signal X by solving the following optimization:
An exact determination of sparse representations is proven to be an NP-hard problem (Natarajan, 1995) . Several algorithms have been proposed in the literature to solve the above sparse coding problem, usually by relaxing the L 0 penalty to use the convex L 1 penalty instead, as in the basis pursuit method (Chen et al., 1998) . The Focal Underdetermined System Solver (FOCUSS) (Gorodnitsky and Rao, 1997 ) is very similar in using the L p norm, with p < 1 as a replacement for the L 0 norm. Another approach is to use greedy algorithms like Matching Pursuit (Mallat, 1993) , or Orthogonal Matching Pursuit (OMP) (Pati et al., 1993) , that select the dictionary atoms sequentially. In this work, we chose OMP to solve the sparse coding problem with computational efficiency in mind. Next, for a given set of sparse codes C, the dictionary elements are updated one atom at a time using singular value decomposition. Figure 3 displays the dictionary learned from the reference images in Figure 2 , showing the ability of the atoms of the dictionary to capture the morphologies of each of the structures with high fidelity. denote the observed (mixed) data, where y T i 2 R n 2 ; each row is an image of size n Â n acquired at a specific spectral band k. Let S denote the matrix of fractional abundances. Given these mixtures, the linear model can be written as follows:
where A 2 R kÂs denotes the spectral signature, S 2 R sÂn 2 is the source image and each row vector denoted by s T i 2 R n 2 represents the unmixed or the source image, and R is the additive noise. Usually the only known information is Y-the mixing matrix A and the source images S are estimated by solving the following optimization:
The linear equations are usually solved with the singular value decomposition (SVD) method. However, in some cases, the spectral library A can be derived prior to the unmixing by computing the reference spectra as described in Section 3.1. At the end of dictionary learning stage, we have dictionaries fD i g s i ¼1 from each of the reference images that capture the local morphologies. Given these dictionaries fD i g s i ¼1 , we reformulate the linear unmixing problem in (2) as follows:
The first term in Equation (5) minimizes the spectral deviation as in the case of linear unmixing. However, the second term is the morphological constraint that we have added to take advantage of the known morphologies learned during the initialization stage as in Equation (3). The vector R i s T j 2 R r represents the i th patch of size ffiffi r p Â ffiffi r p : For notational simplicity, the i th patch is expressed as a multiplication of operator R i 2 R rÂn 2 and j th source image s T j 2 R n 2 Â1 . The regularization parameter k D controls the relative importance of the spectral and morphological constraints. Intuitively, this parameter should be set to a higher value if the spectral signatures between the reference images are close, thereby giving more importance to the morphological constraint, and can be lower if the spectral signatures are apart thereby giving higher importance to the spectral constraint. Section 3.5 explains how our method adaptively selects this parameter. Equation (5) can be simplified further as follows: min a:j;sj:
where E j ¼ Y À P s i ¼1;i6 ¼j a i s i T , is the j th residual, thus we can solve the above problem for one source at a time. Since the problem is NP-hard we solve it iteratively for cases where the spectral signature is unknown, the spectral signatures matrix A can be first computed by treating S and c j in Equation (5) as fixed that gives the following optimization:
This is a constrained least squares problem that is easily solved by computing the pseudo-inverse of S. Next the source images s T j can be computed by taking the gradient of Equation (6) w.r.t s T j by keeping all the terms fixed, and equating it to zero, yielding:
This step is similar to the one described for the classic K-SVD algorithm (Elad and Aharon, 2006; Aharon et al., 2006) for handling large images, and in blind source separation using adaptive dictionaries (Abolghasemi et al., 2012) . In our implementation, we learn the dictionaries during the initialization, and set the regularization parameter k D adaptively, as explained in Section 3.5.
Morphological Constrained Spectral Unmixing-total variation (MCSU-TV)
Let Y 2 R kÂn 2 denote the observed data, let S 2 R sÂn 2 denote the fractional abundance matrix, and S F denote the Frobenius norm of S. Also, let kSk 1;1 ¼ P n i ¼1 ks i k 1 , where s i denotes the i th column of S.
Next, let k ! 0; k TV ! 0; k D ! 0 denote the regularization parameters, and D denote the unified dictionary learned from the reference images. Finally, let A denote the spectral signatures matrix. With these definitions the MCSU-TV algorithm can be formulated as the following optimization:
where
is a vector extension of the non-isotropic total variation measure (Iordache et al., 2012) , that promotes the uniformity of the Fig. 3 . Illustrating the ability of the learned dictionary atoms to capture the morphologies of structures for the channels shown in Figure 2 . The first column shows the reference images (R1-R8) from Figure 2 , displayed using the same color scheme. The remaining columns show sample dictionary atoms. It is clear from these examples that the dictionary atoms capture the distinct morphologies of the reference images (Color version of this figure is available at Bioinformatics online.)
abundances for neighboring pixels, and p denotes the set of horizontal and vertical neighbors in the image. RS 2 R rÂNs denotes the patches of size ffiffi r p Â ffiffi r p from N s pixels from all the reference images. The optimization problem in (10) can be solved iteratively by first solving for the dictionary D and the sparse codes C; as follows:
Equation (11) is solved using K-SVD . Given D; C we can solve for S, by reformulating Equation (11) as follows:
where 
The optimization problem in Equation (12) is solved using the fast Sparse Unmixing method via Variable Splitting Augmented Lagrangian (SUnSAL) (Iordache et al., 2012) algorithm, that uses the Alternating Direction method of Multipliers (ADMM) (Eckstein and Bertsekas, 1992) approach to solve the constrained optimization problem.
Adaptive setting of the regularization parameter
Let the angle between spectral signatures a :i ; a :j be denoted h ij .
Higher values of h ij indicate that the two respective spectral signature are apart, easily separated. In other words, the spectral crosstalk between two source images is high, thus a higher value of the regularization parameter k 1 is needed to solve Equation (5) to give more importance to morphological constraint, thus the parameter k 1w is set adaptively after every iteration w as follows thus simple linear unmixing can easily separate two images. On the other hand, lower values of h ij indicate that two spectral signatures are not so:
A pseudo code description of our algorithm is presented in Tables 1  and 2 in the Supplementary Material.
Results
We evaluated the unmixing performance of the proposed algorithms using four different metrics, Minimum Squared Error (MSE), Signal Reconstruction Error (SRE) (Iordache et al., 2011) ratio and Feature Similarity (FSIM) index (Zhang et al., 2011) . Our experimental designs were conducted to test: (i) the robustness to additive noise; and (ii) the performance of the unmixing results with an increase in the number of the end members.
Multispectral imaging
Archival formalin fixed paraffin embedded (FFPE) pancreatic tumor tissue was obtained from PDAC patients (n ¼ 10) upon tumor resection, and cut into 5lm-thick tissue sections. Paraffin sections were deparaffinized and tissues were fixed to slides with formaldehyde:methanol (1:10) prior to antigen retrieval. All slides went through seven sequential staining rounds, each including antigen retrieval, protein blocking and incubation in the primary antibody, followed by the corresponding secondary antibody conjugated to HRP polymers and tertiary fluorophore, using tyramide signal amplification (TSA). Antigen retrieval was performed in heated Citric Acid Buffer (pH 6.0) for 15 min (EZ Retriever microwave BioGenex) and slides were blocked with 1% BSA in TBST. Primary antibody and corresponding secondary polymers are as follows: CD4 (1:25, BioCare, Super-Picture from Invitrogen), Collagen I (1:500, AbD Serotec, Goat Polink from GBI), CD31 (1:3000, Santa Cruz, Goat Polink from GBI), Cytokeratin 8 (CK8) (1:1000, Troma, Rat Probe/Polymer from BioCare), CD8 (1:100, Dako, SuperPicture from Invitrogen), aSMA (1:2000, Dako, Super-Picture from Invitrogen) and Foxp3 (1:50, Abcam, Super-Picture from Invitrogen). Fluorescent molecules were covalently attached to proteins of interest at the end of each round using TSA (680, Coumarin, Cy3, Cy3.5, Cy5, FITC and Biotin-Streptavidin Alexfluor-594, respectively, from Perkin Elmer or Life Technologies) and counterstained with DAPI (Life Technologies). Single stain reference slides were also obtained for each marker. Slides were imaged using the Vectra Multispectral Imaging System (Perkin-Elmer). A 200Â image was taken at every 10nm within the range for each filter to generate a multispectral image cube. Filters used were DAPI (440-680 nm), FITC (520-680 nm), Cy3 (570-690 nm), Texas Red (580-700 nm) and Cy5 (670-720 nm). A spectral library with the corrected spectrum after the removal of autofluorescence was generated with the Nuance TM image analysis software (Perkin-Elmer) using a combination of single stained reference slides and multiplexed slides to compensate for spectral interactions. The generated spectral library was used for multi-spectral unmixing of the image cubes using the Inform TM Image Analysis software (Perkin-Elmer).
Parameter selection
The parameter k D in MCSU and MCSU-TV was calculated as mentioned in Section 3.5 based on the spectral signatures, and the parameter k tv in MCSVU-TV was set empirically to 0:05 for the given dataset. The detailed analysis of parameter k tv is provided in SUNSAL-TV (Iordache et al., 2012) . The size of patch to learn the dictionary was set to 8 Â 8 and 15 Â 15, large enough to capture the local morphology and size of the dictionary was set to twice the patch size making the dictionary over-complete. The dictionary was learned using a training dataset acquired from a different spatial location of the same tissue. For all the algorithms the default settings were used, and the performance of the prior techniques could be improved with custom parameters.
Unmixing performance
The experiments were primarily designed to test the performance of the algorithms to varying spectral noise and to test the performance with an increase in the number of the endmembers. The autofluorescence is treated as a separate endmember for this experiments.
Starting from two to eight end members, the single-stained images were mixed with their true spectral signature with additive noise, and the performance of different unmixing algorithms were measured using the following metrics; Mean Squared Error 
MSE
; and FSIM (Feature Similarity) index (Zhang et al., 2011) to test the image quality from structure-based and human visual system (HVS) perspective. The mean value of each of these performance metrics are reported in Figure 4 . For Figure 4 (A-C), for each of the endmembers (2-8), we varied the SNR from 2 to 50 db, and then took the average of different performance metric. Similarly, for Figure 4 (D-F) we have varied the number of endmembers from 2 to 8 and then took the average for different SNR values. All the parameters for all the algorithms were set to their default values in order to avoid bias. Table 2 reports the mean squared error for SNR ¼ 5 for different number of endmembers. As the signal to noise level is increased, the performance of all the algorithms improves, as expected, i.e. the MSE decreases and SRE decreases, but we found that proposed MCSU and MCSVU-TV and the algorithm based on contextual information SUNSAL-TV have lower mean squared error and higher Peak Signal to Reconstruction error ratio, as shown in Figure 4 . These algorithms also performed well even when the signal to noise ratio was low. As we increased the number of end members from 2 to 8, and noise level from 2 to 50, the performance of the algorithms declined as expected, as with more endmembers the spectral angle between endmembers decreases, making it difficult for the algorithms to unmix based on the spectral signatures alone. The results presented in Figure 4A -C are the average values of MSE, SRE and FSIM for varying noise, and 4D-4F are the average values for increase in number of endmembers. Even in this case we found that the algorithms relying on neighborhood information making use of the morphologies and the contextual information performed better than the algorithms that did not exploit this information. The qualitative results for two end members presented in Figure 5 visually illustrates the value of exploiting the spatial and morphological constraints for unmixing multi-spectral data.
One trade-off of our algorithm is its slightly higher computational time for unmixing when compared to the other algorithms. The dictionaries can be learned apriori and thus this does not add to the computation time when unmixing. The future works aims to build algorithms that can exploits the more powerful Graphical Processing Units (GPUs). The computation time using an Intel(R) Xeon CPU @ 3.6 GHz processor, for different unmixing algorithm is presented in the Table 1. The average time to learn the dictionaries using the K-SVD algorithm is 243 s.
Conclusions and discussion
Our method overcomes the fundamental challenge of separating fluorophores with very similar emission spectra by exploiting spatial cues that are often available in multi-spectral microscopy data. We see this as a way to escalate the level of fluorescence multiplexing, i.e. the ability to see multiple molecular markers simultaneously in their spatial context. Continued growth in discovering molecular markers that represent different cellular sub-populations, organelles and functional states opens the door for the study of complex cellcell interactions. Our algorithm synthesizes and extends the very best ideas from the prior literature including the use of sparse representations, constraints based on dictionary learning, and adaptive weighting of spectral and structural cues. Our experimental results as shown in Figures 4 and 5 , demonstrate that adding the dictionary model as a morphological constraint and including the total variation regularizer improves the performance of the unmixing algorithms. The average Mean Squared Error (MSE) and Signal Reconstruction Error (SRE) ratio of the proposed method was 39.6% less and 8% more, respectively, compared to the best of all other algorithms that do not exploit these spatial constraints. In the absence of a spectral signature library, MCSU also provides an option to extract the true spectra from the data itself. When the spectral library is available, MCSU-TV is a better alternative. This work establishes the fundamental mathematical basis for the next generation of spectral unmixing algorithms. In the future, we expect to develop user-friendly implementations of this method that can be incorporated into laboratory imaging software. N) , it can be seen that there is cross-talk between both the unmixed results, (G, H) displays the results of the proposed (MCSU) algorithm and the close-ups are shown in (O, P) with very few to no artifacts present in the unmixed image, thus stressing the need for morphological constraints
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