Equations (1) define, respectively, the sets of possibilistic, constrained fuzzy or probabilistic, and crisp c-partitions of X. So, there are four kinds of label vectors, but fuzzy and probabilistic label vectors are mathematically identical, having entries between zero and one that sum to one over each column. These two types of labels, however, are philosophically, conceptually, and computationally different. The reason these matrices are called partitions follows from the interpretation of their entries. If U is crisp or fuzzy, U;k is taken as the membership of x k in the ith partitioning fuzzy subset (cluster) of x. If U in Mf,, is probabilistic, U i k is usually the (posterior) probability p ( i J x k ) that, given X k , it came from class i. And if U in Mpcn is possibilistic, it has entries between zero and one that do not necessarily sum to one over every column. In this last case U i k is taken as the possibility that X k belongs to class i. Observe that Mhcn C Mfcn C M p c n .
An alternative characterization of any U in Mhcn is in terms of the c crisp subsets that are defined by the rows of U. Specifically, we may write X = X I U . . . X i U . . . X,, where X i n X j = 0 whenever i # j. The ith row of U contains a one at each column k where x k is in class i and
When there is no U in Mpc, associated with the data set X, we call it unlabeled data. In this case there are three questions about X: 41) Does X have cluster substructure at any value of c, 42) If X has substructure, how can we find the clusters? Q3) Once clusters are found, how can we validate them? Q1) is called assessment of clustering tendency, and we do not pursue this problem here; see Jain and Dubes [ 11 or Everitt [2] for formal and informal treatments.
42) is called cluster analysis. There are many models and algorithms for clustering based on crisp [ 3 ] , fuzzy [4] , probabilistic [5] , and possibilistic methods [6] .
43) is called cluster validity: once U ( X ) is found, do we
believe it? Better yet, can we use it? Is there a better one we did not find? and so on. Just as tendency assessment depends on how clusters are defined, validation depends on what we mean by a good partition.
While we have specified Ql)-Q3) as if they were straightforward questions, they are vague. For instance, what is meant by cluster structure? Different mathematical properties can be used to define terms like this; they usually lead to rather conflicting ideas about what we think data sets contain. Ql)-Q3) are summarized in Fig. 1 , which is a road map of what you can do to and with unlabeled data. It does not include all the special cases and does not tell you what U can be used for once you find it.
In the sequel we concentrate on constrained fuzzy cpartitions of X. The question: which U E Mfcn best explains and represents the (unknown) structure in X? c = 1 is represented uniquely by the hard one-partition c ; = 1
n t i m e s which asserts that all n objects belong to a single cluster. At the other extreme, for U E Mf,,, c = n is represented uniquely by U = I,, the n x n identity matrix, up to a permutation of columns. In this case each object is in its own singleton cluster. Choosing c = 1 or c = n rejects the hypothesis that X contains clusters.
Fuzzy clustering algorithms are formally represented as
denote N different partitions of a fixed data set X that may arise as a result of clustering X with an algorithm C i at various values of its parameters, or more generally, clustering X over different algorithms { C i } , each with its parameters. Each of the U's in P is a realization of
where { p i j } are the Ici parameters of algorithm C ; . The handful of partitions that you can feasibly generate from an unlabeled data set is a function of the algorithms { C ; } you choose to use, each of which is itself a function of its ICi parameters. The only common denominator of the algorithms { C i } is the parameter c, the number of clusters to choose; that is why it is explicitly shown in (2). Moreover, for X fixed, c is the most important parameter, in the sense that other parameters of any Ci really have what we might call secondorder effects on U compared to the effect of changing the number of clusters sought in the data. Thus, the most effective strategy for clustering is to first decide what seems to be the most reasonable estimate of the correct number of clusters by choosing one Ci and fixing all of its parameters except c.' This results in the problem most often called cluster validity: given The most widely used objective function model for fuzzy clustering in X is the weighted within groups sum of squared errors objective function J,, which is used to define the = 0 at any iterate. In this case (rare in practice), (6a) cannot be calculated. When this happens, assign zeros to each nonsingular class and distribute memberships to the singular classes arbitrarily subject to the constraints in (lb).
Perhaps the most popular algorithm for approximating solutions of (6) is Picard iteration through (6a) and (6b). This is the algorithm we use to generate approximate solutions of the FCM problem at (5) found in Table I. This type of iteration is often called alternating optimization (AO) as it simply loops through one cycle of estimates for Vt-l + Ut --f Vt and then checks llVt -Vt--lllerr I E . Equivalently, the entire procedure can be shifted onehalf cycle, so that initialization is done on UO, and the iterates become U t -l -+ Vt 4 U,, with the alternate termination criterion ((U, -Ut-l(lerr < E . The literature contains both specifications; the convergence theory is the same in either case. There are some obvious advantages to the form given here in terms of speed and storage. The altemate form that terminates on U's is more stringent, since many more parameters must become close before termination is achieved. It can happen that different results ensue by using the same E with both forms. The parameter list for FCM-A0 is {c, m, T, E , 1) * J~A , 1) * )Ierr, VO}. In this study we fix T = 100, E = 0.00001, 11 * is the Euclidean norm, (1 * /Ierr is the one-norm on %'P, and Vo = c randomly chosen distinct points in X.
Conditions (6) are first-order necessary conditions for local extrema of J,. In principle then, any algorithm CFCM used to solve (5) should generate candidates that satisfy (6) . For example, you might try to optimize J , with dynamic programming or perhaps a genetic algorithm; candidate solutions must still satisfy (6) . This is an extremely important point for our study because equations (6) are the basis for our limit analysis of the validity functionals studied in Section IV. So, although we will use FCM-A0 to generate (U, V) pairs for our numerical examples, what can be learned about the behavior of any uFCR'I as a function of c and m is independent of the method used to find extrema of J , .
Some limiting properties of (6) that are important for this study are given in [7] ( 7 4
Using this result, we take the same limit in (6b), obtaining
where The total scatter matrix ST at (9d) is a function of X alone, so its trace at (12) is the constant CX which depends only on X . Specifically, t r ( S T ) is not dependent on (U, V).
Consequently, for a fixed data set t r ( S T ) = t r ( S w ) + t r ( S g )
= Jl(U, V; X ) + t r ( S g ) = C X , so when we minimize 51, we simultaneously maximize t r ( S g ) which is a measure of the between cluster scatter of any (U, V) E Mhcn x RcP.
Lastly, we need the limits of (6a) and (6b) as m approaches infinity [7] coefficient vpc [8] and partition entropy v p~ [9] of any U in Mfcn n r and In (15) a E (1, 00) is the logarithmic base. Properties of these two indexes as functions of U and c were studied in [8]- [lo] . We repeat the main results
Equation (16) shows that vpc takes its maximum (and v p~ takes its minimum) on every hard c-partition. And wpc takes its unique minimum (and OPE takes its uniquemaximum) at
of Mfcn. U is the "fuzziest" partition you can get, since it assigns every point in X to all c classes with equal membership values l/c. These two indexes essentially measure the distance U is from being crisp (i.e., they measure the fuzziness in U). Normalizations of both indexes based on nonstatistical [ 101 and statistical [ 111 criteria help reduce their tendency toward being monotonic with c.
In the context of validation, it is clear that when an algorithm produces a partition U that is close to 77, that algorithm is not finding very good cluster substructure in X. This may be the fault of the algorithm, or the data may lack structure.
Consequently, the unique minimum vpc (or maximum v p E ) are very helpful in deciding when the structure is not being found. It is less clear that when U approaches Mhcn, cluster substructure has been found. Since wpc = 1 ( W~E = 0) for every U in Mhcn, it is incorrect to assert that just because vpc is near one (or v p~ is near zero) that U is a good clustering of X. Empirical studies vary: some have shown that maximizing vpc (or minimizing V P E ) over P at (3) Vz; X) for either of these reasons (or both), U1 is presumably a better partition of X than UZ. Consequently, the minimum of VXB over P at (3) or PFCM at (4) is taken as the most desirable partition of X. 
N. LIMITING BEHAVIOR OF THE INDEXES ON FCM PAIRS
In this section (U, V) pairs are assumed to be optimal for the FCM model at (9, so that they satisfy necessary conditions (6) and limit conditions (7) and (13). We will indicate this by the notation vFCM(U, V; X). Although indexes such as I I X B , , and W F S , , do incorporate collateral information about cluster substructure that resides in V, when (U, V) pairs minimize J,, care must be taken to account for their limiting behavior as a function of m. We will show that w : % M m and YF~M, can be strongly influenced by m. Paradoxically, it is precisely because these two indexes use (FCM) centroids that they are sensitive to m.
Mindful of (7) and (13), we now take limits of the validity functionals as m approaches one from above or infinity. The results for the partition coefficient and entropy hold no surprises.
Partition Coeficient, m+.1 and m -+ co: 
These two indexes are independent of V, so their dependency on m seems transparent. Our examples, however, will show what these limits suggest. First, for values of m very close to one both indexes lose their ability to discriminate between various values of e. This happens because the first limits in (23) and (24) take the same value on all crisp U's for every c. At the other extreme, when m becomes large, they will both select c = 2 because of the second limits in (23) and (24). That is, for example, the partition coefficient will maximize at one-half because as m approaches infinity, the second limit at (23) yields 1 -=w{;}. 
In ( ii) wFzMm behaves very much like 51, which does not necessarily serve us well as a validity functional. In other words, Km-a measure of the between cluster scatter-has a very negligible effect on the evaluation of (U, V) for very small values of m. Next, using the results at (13), we take limits as m approaches infinity. 
'v' i
It is helpful to picture the geometric structure of Normal-4, which is (a sample of) 200 points each centered at three units from the origin along each of the four coordinate axes, with unit variance for each sample in all four directions. Fig. 2 shows what this data looks like to the mind's eye if the sampling of each component is very nice. Because the standard deviation of each population component is one, we can only expect about 68.2% of each 200 samples to be within one unit of their mean. Just add another axis in your mind to visualize IRIS has n = 150 points in p = 4 dimensions that represent three physical clusters each with 50 points [19] . We say physical because although IRIS contains observations from three different physical classes of flowers, in their numerical representation two of the classes have substantial overlap, while the third is well separated from the other two. Thus, one can argue in favor of both c = 2 and c = 3 for IRIS.
For each data set we made several runs of FCM for different values of m. As a reminder, in this study all other parameters of FCM were fixed: T = 100, E = 0.00001, 11 * ( ( A is the Euclidean norm, 11 * llerr is the one-norm on Rc*, VO = c randomly chosen distinct points in X. For a particular c and data set the same initial centroids were used for all runs. Experiments have also been done with different initializations not reported here; those results were very similar to the ones given. Table Il displays the extended Xie-Beni index u 2 5~~, points to c = 10; this behavior is consistent with the fact that limits at (27) and (28) are different. Moreover, the values of &: Gym at m = 7 show a dramatic decrease with c. From the trend in this column, you might suspect that c is approaching zero much faster than Xie and Beni conjectured that it will, since n = 800 here. Another point worth considering is the magnitudes of U,; %\ ' at m = 7, which are very large. This is due to the behavior of the denominator shown at (27); some of the values 1 (v, -vj 1 I --t 0.
The column headed (25, -C s ) in Table I1 is shown adjacent to U;$' ; to check the limit in (26), which asserts that t i~~s f~ + (25, -Cdy) as m ---f 1 from above. As is evident, the values are not very close (although they certainly exhibit the same trends). We will study this aspect of the limit process in Table IV . At the other extreme, we may conclude that for this data set and these algorithmic parameters m = 7 is too high for good FCM pairs. Notice especially that the Fukuyama-Sugeno index uF2;"tn points to c = 10 for both values of m! Other ( U , V) pairs from FCM using, for example, different initializations, could certainly alter these results. But for this example, and for others like it not reported here, our experience has been that the Fukuyama-Sugeno index U;?:,, is very unstable for low and high values of m. Table 111 lists the outputs of the five indexes on ( U , V) pairs from FCM applied to the IRIS data for the same two values of m. For m = 1.2 all indexes point to c = 2 except the Fukuyama-Sugeno index, which again points to c = 10. In view of our remarks about the geometric structure of IRIS, we take c = 2 as a good choice, so the behavior of the five indexes at m = 1.2 is exactly the same for the data sets Normal4 and IRIS. We have again shown values for 2J, -Cx, the limit of U;;:,, from above, and again, we see that they are not very close.
The behavior of the Xie-Beni indexes as functions of c for m = 7 is very peculiar. For example, wzF%\' is 0.10 for c = 2, grows to 808 502 at c = 8, and then plummets back to nearly zero (2.54 is nearly zero relative to the values in this column) at c = 10. Looking at the trend of values, one is left with the very correct impression that there is a very strong and unpredictable interaction between c and m; moreover, this behavior is not consistent across different data sets. These remarks should serve as a strong warning about what you can and cannot infer from cluster validation indexes.
Unlike their performance in Table 11 , not all of the indexes fail for IRIS. Indeed, waFS'I, U:$", and WLS" all secure c = 2
at both values of m. This again emphasizes how important it is to remember that the data set X determines the quality of inferences that can be made from validity studies. Normal-4 is a fairly well-structured data set, but all indexes fail for m = 7, while three work well for IRIS at m = 7. The partition coefficient and entropy exhibit the behavior shown in the second limits at (23) and (24) for IRIS. The partition coefficient, for example, maximizes at 0.54, a little above
other values of uF$Y are similar-just a few hundreths above l / c . We should observe that while the partition coefficient and entropy both indicate c = 2 (the preferred value) for IRIS at every m in Table 111 
VI. DISCUSSION AND CONCLUSIONS
We have illuminated the role of model parameters as they affect attempts to validate clusters. Clustering outputs are at the mercy of three things: the data they process, their model parameters, and their algorithmic protocols. We have no control over the data, so when we try to validate outputs of clustering algorithms, it is very important to remember the parameters and the protocols. What our study has shown is that some validity indexes have surprising and sometimes unpredictable dependency on elements of the solution that seem at first glance to be rather unrelated to their job-which is to tell you whether or not to believe the outputs.
Specifically, we have analyzed the role of weighting exponent m in the FCM model as it affects the quality of inferences we can make about the validity of FCM ( U , V) pairs produced by any algorithm that attempts to optimize J,, the fuzzy c-means objective functional. We have seen that, among the indexes tested and for the data sets and protocols used, the Fukuyama-Sugeno measure is much more unreliable, because of its limit properties, than the others. And the same set of experiments suggest that the Xie-Beni index is the most reliable. A useful by-product of our study is this recommendation. Approach FCM ( U , V) pairs generated as extrema of the fuzzy c-means model for values of m less than about 1.5 or greater than about 2.5 with even more caution than the level needed for m in [1.5, 2.51. As with all empirical studies, of course, the next data set tested might suggest otherwise.
How general are the conclusions? We have ignored other indexes-for example, Gunderson's separation coefficient [ 
151,
Windham' s proportion exponent [ 121 and uniform data functional [ 131, and Bensaid's generalization of the Xie-Beni index [20] . The method displayed, however, is quite general. The limit analysis given here can-and should-be applied to any index that is used to evaluate FCM-optimal (U, V) pairs because it is based on necessary conditions for J,. And more generally, of course, the idea of analyzing the influence of secondary (beyond c) parameters of any clustering algorithm on the validity functions that will be used to evaluate its outputs is very important and should be done whenever possible.
To conclude, we offer this observation. Even if the objects being clustered are well separated into c recognizable subsets, there are many reasons why we may not discover this structure through clustering. For example, the numerical representation of the objects may not possess adequate information to discriminate between clusters of objects. Further, even if the data possess the desired substructure, the algorithm used may not extract it from the data. (For example, an algorithm which looks for hyperspherical clusters will not extract shell type clusters.) Finally, the objects may have structure, the data may represent it, and the algorithm may be capable of finding it, but the appropriate parameters 
