Abstract: Structural health assessment procedures using extended and unscented Kalman filter concepts are presented and compared. The extended Kalman filter (EKF)-based algorithm proposed earlier for nonlinear system identification comes with limitations. The linearisation process used in EKF may lead to non-convergence for higher level of nonlinearity. To address the deficiency, the authors proposed a new algorithm known as unscented Kalman filter with unknown input and weighted global iteration (UKF-UI-WGI). In this study, a weighted global iteration technique with objective function is incorporated with the UKF algorithm in order to improve its efficiency. To generate the information required to implement the algorithm, it is integrated with least-squares-based algorithm. The stability, convergence, and robustness of the UKF-UI-WGI over EKF-based algorithm are compared in terms of several parameters including the sampling interval, duration of responses, and the dimension of the frames. With the help of examples, the overall superiority of UKF-UI-WGI over EKF-based algorithm is established.
Introduction
Rapid and objective health assessment or condition assessment of infrastructures for facilitating appropriate maintenance decisions during normal operation or following an unexpected natural or man-made event has become a practical necessity. Multidisciplinary research communities are working on the development of sensors, inspection techniques and methodologies to address the urgency. The research team at the University of Arizona has been working on developing inexpensive but easy to implement inspection techniques since the early nineties. Because of their numerous advantages, they concentrated on vibration-based structural health assessment (SHA) schemes. Since all defects are not equally important or disruptive to the normal operation without exposing public to increased risk, it is not only important to locate the defect spots but also their severity. To meet these objectives, a finite element (FE)-based representation of a structure is expected to be very desirable. Using the system identification (SI)-based concept and measuring dynamic excitation and responses at the node points, the dynamic properties in terms of mass, stiffness, and damping of all the elements, can be evaluated. By comparing the identified dynamic properties with the expected values, or reference values obtained from the design drawings, or changes from the previous values if inspections are carried out periodically, or variations from one member to another with similar sectional properties, the location(s), number, and severity of defects can be established at the local element level. And then appropriate remedial actions can be recommended. Considering extremely limited financial resources available to maintain the infrastructures, this approach has attracted a considerable amount of interest.
The concept appears to be relatively simple. However, SI-based schemes relying on dynamic data come with some fundamental shortcomings. Maybeck (1979) correctly pointed out that: 1 no mathematical model to represent a system is perfect 2 dynamic systems are not only driven by control inputs, but there are always disturbances that cannot be controlled and modelled deterministically 3 the responses observed by sensors do not exhibit the actual system responses since sensors always introduce their own dynamics and distortion into the measured data.
Thus, the employed procedures must account for different sources of uncertainty and the system parameters need to be evaluated in an optimal sense using an appropriate data processing algorithm. Vibration-based basic SI concept consists of three major components:
1 information on the dynamic force used to excite a structure to be inspected 2 the mathematical representation of the structure; a FE-based representation is very attractive 3 measured dynamic responses at FE node points.
Forced vibration with measurable responses is preferable to reduce the influence of the presence of noise. The excitation force can be of any form including, impulsive, sinusoidal or very irregular similar to seismic excitations. It is well known that measuring the dynamic excitation in the field condition could be very expensive and the measured information is expected to contain a large amount of noise. For easier and economical implementation of a SHA, it is extremely desirable if a structure can be identified using only measured dynamic response information. To avoid contamination from other sources of excitation beyond the control of inspectors, the responses should be measured at very high sampling rates for a very small duration of time, preferably for a fraction of a second. During the laboratory investigations, the other team members of the authors measured acceleration time histories. For the SHA of large infrastructures requiring a large number of FEs and node points, it can be economically expensive and in some cases impractical to measure responses at all node points. For rapid inspections, only a small part of the infrastructures can be instrumented. The discussions clearly indicate that the structural health needs to be assessed by measuring acceleration time histories only at a small part of a large structure without using any information on excitation in the presence of uncertainties in the structural representation and responses.
In the early stages of development of a novel SHA concept, Wang and Haldar (1994) proposed such a method commonly known as iterative least-squares with unknown input (ILS-UI). They followed the common practices at that time and used viscous damping in the governing equation of motion and considered mass to be known since a reasonable estimate of it can be made. For a structure represented by ne numbers of FEs, ILS-UI identified ne numbers of stiffness and damping parameters for each element for a total of 2 × ne parameters. To improve the efficiency of the algorithm, Ling and Haldar (2004) assumed damping to be Rayleigh-type, i.e., proportional to the mass and stiffness matrices of the structure. It requires only two additional parameters a and b. For Rayleigh-type damping, only ne + 2 numbers of parameters needed to be identified instead of 2 × ne parameters required for viscous damping. Since information on damping is not used for SHA in the proposed concept, this modification improves the efficiency of the algorithm significantly without compromising the basic objective.
The ILS-UI procedure identifies a structure without excitation information but the dynamic responses must be measured at all dynamic degrees of freedom (DDOFs). One of the attractive features of ILS-UI is that it identifies the unknown excitation time history. By conducting extensive analytical and laboratory investigations, the ILS-UI procedure was verified (Vo and Haldar, 2004; Martinez-Flores and Haldar, 2007) . It was considered to be a viable inspection procedure for rapid and objective SHA, particularly when the structure is relatively small. Its use for SHA of large infrastructures remained problematic.
When responses are not available at all DDOFs, a Kalman filter (KF)-based algorithm can be used. The KF (Kalman, 1960; Kalman and Bucy, 1961 ) comprises a set of mathematical equations structured in a recursive manner for estimating the state of a process, in a way that minimises the mean square of the prediction error, rendering an improved estimate of the states from noisy observations or measurements (Jazwinski, 1970; Welch and Bishop, 1995) . It is a time domain filter and is very powerful in several aspects. It supports estimations of past, present, and even future states and it can do so even when the precise nature of the modelled system is unknown. It incorporates the 1 knowledge of the system 2 statistical description of the system noises, measurement errors and uncertainty in the dynamic models 3 any available information on the initial conditions of the variables of interest (Maybeck, 1979) .
The KF concept is found to be a powerful filter in many cases including target tracking and vehicle navigation, training of neural networks, and position determination. Until recently, its use for SHA has been limited to relatively simple structures with fewer DDOFs, not particularly applicable for infrastructures. Although the concept requires responses at fewer DDOFs, to implement it for SHA, the excitation force and the initial state vector must be known. The first requirement defeats the purpose of SHA without input. The second requirement is the final product of any inspection strategy and is not available at the initiation of the inspection process. These two implementation requirements essentially limit the use of basic KF concept for SHA. The basic KF concept is generally used to solve linear identification problems. Unfortunately, linear KF cannot be used for the estimation of parameters in structural dynamic systems even when the intensity of the excitation is kept relatively low so that the structure does not develop nonlinear behaviour that can cause further damage to the structure. This is due to the fact that the identification of the unknown parameters jointly with dynamic responses is a nonlinear identification problem even if the structural system is linear. In other words, the state vector of the system, which needs to be identified, includes system parameters and nonlinear responses and this makes the structural SI nonlinear. There are many nonlinear filtering algorithms available. One of the most popular is the extended Kalman filter (EKF). It extends the linear KF to handle nonlinear systems based on a first-order linearisation of the nonlinear statistical distributions of the variables.
By capturing the advantages of ILS-UI and EKF concepts but retaining their basic simplicity, they were combined (Wang and Haldar, 1997; Ling, 2000; Katkhuda and Haldar, 2008; Das and Haldar, 2012) . However, each procedure must satisfy their implementation requirements. For the successful integration, the concept needs to be implemented in two stages. Since ILS-UI requires that responses must be available at all DDOFs, a small part of the structure denoted as substructure, is introduced in stage 1. Responses need be measured only at this substructure. The substructure satisfies all the implementation requirements for ILS-UI and does not only identify the stiffness parameter of all the elements in the substructure but also the unknown excitation force. From the identified stiffness parameter for all the elements in the substructure, the initial state vector for the whole structure, required to implement EKF in stage 2, can be developed. Structural members with similar characteristics in the whole structure are expected to have similar cross sectional properties. Assuming the substructure contains a beam and a column element, all the elements with similar length in the whole structure can be assigned respective properties. With the identified unknown time history of the excitation and generated state vector, the stiffness parameter of all the elements in the whole structure can be identified using the EKF concept in stage 2. Essentially, the stiffness parameter of all elements in the structure can be identified using only limited number of noise-contaminated responses measured in the substructure satisfying the basic objective.
The selection of substructure is based on the location of input excitation. The substructure generally comprises three components; key nodes, related elements, and related nodes (Katkhuda and Haldar, 2008) . The key nodes are the nodes where the input excitations act, the related elements are all the elements connected to the key nodes, and the related nodes are all the nodes connected to the related elements.
The integrated concept is known as generalised iterative least-squares extended Kalman filter with unknown input (GILS-EKF-UI). Initially, it was verified, both analytically and experimentally, for two-dimensional structures (Katkhuda and Haldar, 2008; Martinez-Flores and Haldar, 2007) . It was then extended to identify three-dimensional structures (Das and Haldar, 2012) .
More recently, the authors observed that GILS-EKF-UI was successful in assessing structural health in most cases, but it failed to identify structures in few cases. The linearisation approximation in the EKF algorithm can lead to poor representations of the nonlinear models and the probability distribution of interest. As a result, this filter can diverge in some cases. This observation prompted the authors to propose the unscented Kalman filter-based SHA technique, as discussed below.
Unscented Kalman filter-based structural health assessment technique
The first-order linearity used in EKF may not be sufficient to address more severe level of nonlinearities in the responses; however, the threshold of the nonlinearity is not known at this time. This prompted the authors to consider the unscented Kalman filter (UKF) concept. The UKF concept was developed by Julier et al. (1995) to address the shortcoming of EKF. The ability of UKF to accurately estimate nonlinearities makes it more attractive for SHA of large infrastructures. The UKF concept was developed based on unscented transformation (UT) with the underlying assumption that approximating a Gaussian distribution is easier than approximating a nonlinear transformation. UKF uses deterministic sampling to approximate the state distribution as a Gaussian random variable. The sigma points are chosen to capture the true mean and covariance of state distribution and are propagated through the nonlinear system. The posterior mean and covariance are then calculated from the propagated sigma points. UKF determines the mean and covariance accurately to the second order, while the EKF is only able to obtain the first-order accuracy (Julier and Uhlmann, 2004) . UKF provides better state estimates for nonlinear SI problems. Its development and verification to assess health of large structural systems are the major objectives of this paper.
The basic UKF concept has also its limitations. It has been widely used in a variety of applications in the areas of nonlinear state estimation and parameter identification; however, its uses in identification of relatively large civil structural systems are limited.
Only few papers are available in the literature (Mariani and Ghisi, 2007; Wu and Smyth, 2007; Chatzi and Smyth, 2009; Chatzi et al., 2010; Chatzis et al., 2015; Azam et al., 2012) . In all of these studies, UKF was applied to identify simple, small structural systems, represented by shear buildings with few DDOFs. The input excitation is considered to be known and the response time-histories at most floors are also considered to be available. The duration of response-time-histories used in the identification was relatively long. Long duration may not be very desirable, particularly for infrastructures, since there is a potential for contamination from other sources of excitation during the inspection beyond the control of the inspector. The authors believe that long duration was necessary in other studies since the structural system was identified using only one global iteration.
To overcome the shortcomings of the GILS-EKF-UI procedure, the authors decided to use UKF in place of EKF in developing a novel SHA procedure. However, all the limitations of UKF also need to be addressed at this stage. The joint identification of state and input information is a topic less treated so far in the literature (Ching and Beck, 2007; Lourens et al., 2012; Erazo and Hernandez, 2014; Naets et al., 2014; Azam et al., 2015a Azam et al., , 2015b . Since information on the excitation and the initial state vector is necessary to implement any KF-based algorithm, the authors decided to integrate the ILS-UI procedure with the UKF concept using a two-stage approach, as before. They also proposed to use very small duration acceleration time histories (fraction of a second) measured at very high sampling rates. Although the combined approach can be implemented without excitation information, it did not produce the necessary improvements for identification of large structural systems (Al-Hussein and Haldar, 2015c) . This prompted them to use multiple global iterations with weight factors instead of single global iteration. The final product is known as unscented Kalman filter with unknown input and weighted global iteration (UKF-UI-WGI). The essential mathematical concept is presented next.
Mathematical concepts of ILS-UI, GILS-EKF-UI and UKF-UI-WGI
The details of the mathematical concepts of ILS-UI, GILS-EKF-UI and UKF-UI-WGI are now widely available in the literature Haldar, 2015a, 2015b) . They were verified to assess structural health for different types of structures excited by different types of excitations including impulsive, sinusoidal, and earthquake (Al-Hussein and Haldar, 2015a) . Detailed mathematical concepts of these procedures will not be repeated here due to lack of space. However, to briefly discuss UKF-UI-WGI, only the essential mathematics behind ILS-UI, EKF and UKF and all the proposed improvements of the basic UKF concept required for SHA are discussed below.
ILS-UI concept
To extract necessary information from the substructure, it is necessary to satisfy the following governing equation:
where M sub is the global mass matrix; K sub is the global stiffness matrix; ( ), sub t X ( ) sub t X and X sub (t) are the vectors containing the acceleration, velocity, and displacement, respectively, at time t; f sub (t) is the input excitation vector at time t; and a and b are the mass and stiffness proportional Rayleigh damping coefficients, respectively. The subscript 'sub' is used to denote substructure. In equation (1), only the equilibrium equations at the key nodes are considered and they are sufficient to identify the substructure using ILS-UI. The responses at only key and related nodes are required to solve these equations.
The global mass and stiffness matrices for the substructure can be formulated as:
where M i and K i are mass and stiffness matrices, respectively, for the i th element in the global coordinate system; esub is the total number of elements in the substructure; k i is the stiffness parameter of i th element defined as
i and E i are the length, moment of inertia, and modulus of elasticity, respectively, of the i th element; and S i is the stiffness coefficients in the global coordinate system.
As discussed earlier, from the available information on the system's geometry and material properties, the system mass may be approximated. The damping properties have yet to be confidently correlated with the damage state. Thus, only the stiffness properties of elements are selected to be the variables to be identified for SHA.
Using equations (2) and (3), the dynamic equation (1) at time t can be reorganised in the following form: 
Considering that the responses at all q time points are available, equation (4) can be rewritten as:
Matrix A on the left hand side of equation (8) 
where dkn is the total number of DDOFs of key nodes in substructure; and usub is the total number of unknown parameters in substructure.
To minimise the error, the derivative of the error function (ε) with respect to vector P is equated to zero as:
Equation (10) leads to the least-squares estimator given by:
( 1 1 ) Since the information on input excitations is not known, the iteration process is implemented by assuming the excitation information to be zero for all the time points. The iteration process is continued until the excitation time history between two successive iterations converges at all time points with a predetermined tolerance. At the completion of stage 1, all the required information, input excitation information and initial state vector, to initiate stage 2 will be available.
EKF-based SI concept
For the implementation of EKF procedure, the differential equation of the dynamic system can be expressed in a nonlinear continuous state-space equation as:
where Z t is the state vector at time t; t Z is the time derivative of the state vector at time t; f is a nonlinear function of the state.
For a structure represented by N number of degrees of freedom and L number of elements, an augmented state vector Z t and its derivative t Z are of size (2N + L) × 1. They are formed in the following way:
where X(t) and ( ) t X are the displacement and velocity vectors, respectively, at time t for all DDOFs of the structure; K is the vector of the element stiffness parameters of the whole structure that need to be identified.
The discrete time measurement model with additive noise at t = kΔt can be expressed as:
where Y k is the measurement vector at t = kΔt; h is the function that relates the state to the measurement; Z k is the state vector at t = kΔt; Δt is the time increment; V k is a measurement noise vector, assumed to be Gaussian white noise with zero mean and a covariance of R k ; and k is the number of time point and it is an integer number. For the identification of the whole structure, acceleration responses will be measured at a few numbers of DDOFs, B, where B is smaller than the total number of DDOFs, N, for the whole structure. Then, the acceleration time histories can be successively integrated to obtain the velocity and displacement time histories as discussed in more details elsewhere (Vo and Haldar, 2003; Das, 2012; Haldar et al., 2013) .
Therefore, the discrete time measurement model can be expressed in a linear form as:
( 1 6 ) where Y k is the measurement vector comprising of the measured displacement and velocity responses at t = kΔt; Y k and V k are vectors of size (2B × 1); and H is the measurement matrix of size
To implement the filtering algorithm, it is necessary to assign the initial values of variables in the state vector. The initial mean of the state vector 0 0 Z is:
The initial value of the displacement and velocity not measured at DDOFs in the state vector can be assumed to be zero. The initial estimate of stiffness parameters for the whole structure in the state vector can be developed from the information generated in stage 1 as mentioned earlier. The estimated initial stiffness parameters are expected to be very reasonable and the authors observed that this helps to improve further the efficiency of the algorithm. The corresponding initial uncertainty in the displacement, velocity, and stiffness parameters is represented by the error covariance matrix P 0|0 defined as:
where P x (0|0) is the initial error covariance matrix of the displacement and velocity responses of size (2N × 2N) and P s (0|0) is the initial error covariance matrix of the stiffness parameters of size (L×L). P x (0|0) and P s (0|0) are diagonal matrices containing positive numbers. After the initial conditions are assigned reasonably, the filtering process of EKF is initiated to estimate the state mean vector and its error covariance matrix at time step (k+1) using the following two steps:
Prediction step
The nonlinear dynamic equation is expanded as a Taylor series about the estimate ˆk k Z By neglecting the second and higher-order terms, the predicted state vector 1 k k + Z and its error covariance matrix P k+1|k can be estimated as ( )
where Φ k+1|k is the Jacobian matrix of the state transition of the system and can be written in an approximate form as:
in which I is a unit matrix. The predicted measurement vector
can be expressed as:
and its error covariance matrix 1 YY k k + P as:
and the cross correlation matrix 1 ZY k k + P can be estimated as:
Updating step
Using the available measurements at time k + 1, the predicted state vector and its error covariance matrix are updated using the Kalman gain matrix K k+1 as:
where ( )
UKF-based SI concept
The main difference between the EKF and UKF procedures is in the prediction step, i.e., prediction of state vector and its error covariance using mathematical model of the system. However, they are the same in the updating step, i.e., updating the predicted state vector and its error covariance using available measurements.
In the prediction step of EKF, Jacobian matrices are used to linearise the nonlinear equations so that the linear KF can be used. However, in the prediction step of UKF, a number of state vectors or so-called sigma points is generated and then propagated through the nonlinear equations to get more accurate estimate. Thus, to implement the UKF procedure, instead of using equations (19) through (21) of the EKF procedure, the following equations are necessary.
Sigma points calculation step
At current state vector ˆ, k k Z sets of 2n + 1 symmetric sigma points are generated so that they have the same mean and covariance of ˆk k Z as following:
in which C is a square root of the covariance matrix such that P k = CC T ; C col.i is the i th column of C's matrix; n is the dimension of the state vector (n = 2N + L); The parameter α determines the spread of the sigma points around the mean. Typical range value for α is (0 ≤ α ≤ 1). The parameter κ is a tertiary scaling factor and is usually set equal to 0. In fact, parameter κ can be used to reduce the higher order errors of the mean and the covariance approximations. Note that sigma points are a set of vectors whose components are real numbers.
Prediction step
The sigma points are propagated through the nonlinear dynamic equation as:
The predicted state vector
can be shown to be:
and its predicted error covariance matrix P k+1|k can be expressed as:
where β is the secondary scaling factor used to emphasise the weighting on the zero's sigma point for the covariance calculation. The value of β is greater than 0 and the best value is 2 for Gaussian distribution. The weight factor W i can be shown to be:
It is important to point out here that the acceleration time histories will be measured and then the velocity and displacement time histories can be obtained by successive integration of the acceleration (Vo and Haldar, 2003) . Therefore, the measurement model is linear and linear KF is used to predict the measurement vector and its error covariance matrix. Therefore, equations (22) to (24) are used for prediction of the measurement in the UKF procedure.
Improvements in UKF algorithm
The three steps of the UKF (sigma point, prediction and updating operations) are carried out for all q time points. The iteration processes between successive time points in the UKF procedure termed as local iterations and the iteration processes for all q time points in the time history are termed as a global iteration. After the initial values are assigned to the state vector and its error covariance matrix, the local iterations are successively carried out for each q time point used in the identification to complete the first global iteration. As mentioned earlier, the traditional UKF method identifies structural systems just by one global iteration using long duration responses. The authors (Al-Hussein and Haldar, 2015c) experienced non-convergence problem with this approach dealing with large systems. To obtain optimal, stable, and convergent solutions of the SI process, the authors proposed to use several global iterations using responses collected for a fraction of second. They noted that the error covariance matrix of the stiffness parameters reduced significantly during the successive global iterations and the identified stiffness values sometimes converge to the wrong values particularly when the initial values are far from the expected values representing defective states. This prompted the authors to introduce a weighted global iteration factor, w, to the error covariance matrix after the first global iteration so that the algorithm can detect the stiffness parameters with incorrect initial value but converges to the correct solution. In the second global iteration, the initial values of the stiffness parameters are the same as that of obtained at the completion of first global iteration. A weight factor w is introduced in the stiffness covariance matrix obtained at the completion of the first global iteration to amplify it and then used it as the initial stiffness covariance in the second global iteration. The weighted global iteration concept can be mathematically presented as:
(1) 0 0 (2) (1)0 0 0 00
The same processes of local iterations are carried out for all the time points and a new set of state vector and error covariance matrix are obtained at the completion of second global iteration. The weighted global iteration processes are continued until the estimated error in the identified stiffness parameters at the end of two consecutive global iterations becomes smaller than a predetermined convergence criterion (ε s ).
where i represents the i th global iteration. ε s is considered to be 1% in this study. Although the weighted global iterations play an important role in the later stage to assure convergence; the global iteration procedure does not guarantee the convergence of the iteration scheme. If they diverge, the best estimated values based on minimum objective function θ are considered, as discussed elsewhere by Hoshiya and Saito (1984) . The importance of weighted global iterations with objective function to the UKF algorithm was demonstrated by conducting extensive parametric studies (Al-Hussein and Haldar, 2015c).
Illustrative example to demonstrate the improvement of UKF over EKF
The differences in the state estimation concepts using UKF and EKF are illustrated first by considering the following simple example. Suppose, the nonlinear function is ( ) 10 sin( ) Table 1 and plotted in Figure 1 . It can be seen that UKF approximates the propagation of the probability density function (PDF) through the nonlinearity more accurately than EKF. In the EKF algorithm, the mean is propagated through the nonlinear function; this introduces an error since in general ( ). y f x ≠ In case of UKF, all the sigma points are propagated through the nonlinear function which makes UKF a better and more effective nonlinear approximate estimator. The UKF concept is simple and easy to implement since it does not require the calculation of Jacobians at each time step. 
Numerical examples
To evaluate the performance of the EKF and UKF-based procedures to assess structural health, three frames of different dimensions are studied.
Description of frames
Two-dimensional 5-storey, 7-storey and 10-storey frames are considered as shown in Figure 2 . They have a bay width of 9.14 m and a storey height of 3.66 m. The beams and columns are assumed to be made of W21x68 and W14x61 sections, respectively, of grade 50 steel. In the FE representation, the frames are represented by 12, 16 and 22 nodes, respectively and 15, 21 and 30 elements, respectively. The nodes are denoted by numbers in regular typescript and the elements are denoted by numbers in italic typescript with underline. All the elements are considered to be two dimensional beam elements. The support condition at the base of the frames, i.e., (nodes 11 and 12), (nodes 15 and 16), and (nodes 21 and 22) for the three frames, respectively, is considered to be fixed. Each node has 3 DDOFs: 2 translational and 1 rotational. Thus, the total numbers of DDOFs for the frames are 30, 42 and 60, respectively. The actual theoretical stiffness parameters k i , defined in terms of (E i I i /L i ), are calculated to be 13,476 kN-m and 14,553 kN-m for the assumed beams and columns, respectively. First two natural frequencies of the defect-free frames are estimated to be (f 1 = 3.6973 Hz and f 2 = 11.715 Hz), (f 1 = 2.5826 Hz and f 2 = 8.0399 Hz), (f 1 = 1.7557 Hz and f 2 = 5.4107 Hz), respectively. Following the procedure described in Clough and Penzien (2003) , Rayleigh damping coefficients a and b are calculated to be (1.059475 and 0.000620), (0.736906 and 0.000899) and (0.499728 and 0.001332), respectively, for an equivalent modal damping of 3% of the critical for the first two modes. The frames are excited by sinusoidal loadings, f(t) = 10 sin(20t), f(t) = 5 sin(16t) and f(t) = 3 sin(11t) kN, respectively, applied horizontally at node 1, as shown in Figure 2 . For the theoretical verification, the responses are estimated using a commercial software ANSYS (ver. 15). During an actual inspection, the transverse acceleration time-histories will be measured by accelerometers and angular rotation by autocollimators. After the responses are analytically generated, the information on the input excitation time-history is completely ignored for the SHA satisfying the objective of this study.
Structural health assessment of frames
To demonstrate the effectiveness of the procedures, both defect-free and defective states of the frames are considered. For the defective state, the stiffness parameter of member 7 connecting nodes 5 and 6 over the entire length is considered to be reduced by 20% of the defect-free value. The health of the three frames is evaluated in many different ways. Some of the special cases are presented in the following sections.
Performance evaluation of EKF and UKF-based procedure using different sampling intervals
In this section, the effect of sampling intervals on the capabilities of GILS-EKF-UI and UKF-UI-WGI to assess the structural health is studied. The responses are assumed to be collected between 0.02 s to 0.32 s at five different sampling intervals (0.0001, 0.0002, 0.0003, 0.0004 and 0.0005 s) providing (3,001, 1,501, 1,001, 751 and 601 time points), respectively. To initiate stage 2, the diagonal of the initial error covariance matrix of the stiffness parameters, P s (0|0), the covariance matrix of measurement noise vector, R k , and the weight factor, w, are considered to be 1,000, 10 -4 and 10, respectively.
Health assessment of defect-free frame
Initially, the defect-free state of the 5-storey frame is considered. The substructure used to identify the frame is shown in Figure 2 (a) with double lines. Using ILS-UI and 9 responses at three nodes of the substructure, the information on the unknown excitation time-histories, the two stiffness parameters, and two Rayleigh coefficients is obtained. The results of identified stiffness parameters in the substructure for all five sampling intervals are summarised in Table 2a . The changes in identified stiffness parameters shown in the tables are the percentage difference from the actual value. The results clearly show that the errors in the identification are negligible. The input excitation time-histories and two damping coefficients are identified accurately. Information obtained from stage 1 is used to identify the whole frame using both GILS-EKF-UI and UKF-UI-WGI and the results are summarised in Table 2b for all five sampling intervals. The UKF-UI-WGI procedure correctly identified the stiffness parameters of the whole frame for all five sampling intervals. Since the changes in identified stiffness parameters are very small, it can be easily concluded that the frame is defect-free. 
The GILS-EKF-UI procedure correctly identified the defect-free state of the frame with sampling intervals between 0.0001 to 0.0003 s. For sampling interval of 0.0004 s, the maximum error in the identification is significantly higher, about 8.2%. The maximum error in the identification of the stiffness parameters considered in the profession is about 10% (Toki et al., 1989; Koh et al., 1991) . The maximum error in the identification is very close to the upper limit but there is a potential for assessing the health as defective for a defect-free frame. For sampling interval of 0.0005 s, the EKF-based procedure failed to identify the health of the frame. This example indicates the vulnerability of the GILS-EKF-UI procedure; no similar problem can be expected for the UKF-UI-WGI procedure. 
Health assessment of defective frame
As mentioned earlier, for the defective state, the stiffness parameter of member 7 connecting nodes 5 and 6 over the entire length is considered to be reduced by 20% of the defect-free value. As before, using only nine responses, the substructure is identified and the results are summarised in Table 3a for all five sampling intervals. Then, the stiffness parameter for all 15 members in the 5-storey frame is identified using GILS-EKF-UI and UKF-UI-WGI for five sampling intervals and the results are summarised in Table 3b . The bold values in the table represent the changes in the identified stiffness parameter of the defective member. The results in Table 3a indicate that the error in the identification of the substructure is very small. The results in Table 3b clearly indicate that the UKF-UI-WGI procedure identified the location and the severity of defects for all sampling intervals. The GILS-EKF-UI procedure identified the location of the defective element for sampling intervals between 0.0001 and 0.0003 s; however, its accuracy in predicting the severity decreased as the sampling interval increased. For sampling intervals of 0.0004 and 0.0005 s, the EKF-based procedure failed to identify the location and the severity of the defect. For all cases, the response time histories between 0.02 and 0.32 s are used. As a result, the number of time points used for identification decreases as sampling interval increases.
To study the effect of the number of time points on the convergence of GILS-EKF-UI, 0.0004 s sampling interval is considered but for four different time durations of 0.02-0.32, 0.02-0.42, 0.02-0.62 and 0.02-1.22 s providing 751, 1,001, 1,501, and 3,001 time points, respectively. Since identification of the defective state is more challenging than the defect-free state, only defective case is presented for this exercise. The results are summarised in Table 4 . In all these cases, GILS-EKF-UI failed to identify the location and severity of the defect. For the identical cases, the superiority of UKF-UI-WGI can be clearly observed from the results summarised in Table 4b . These results confirm that GILS-EKF-UI can identify the structure if the sampling interval is relatively small. In the experimental investigations, a sampling interval of 1/4,000 or 0.00025 s was used and it produced satisfactory results (Martinez-Flores and Haldar, 2007) . However, if the interval was higher, it would have failed to assess the health. This example clearly shows the superiority and robustness of UKF over EKF-based procedure. The UKF-based procedure is more stable than EKF-based procedure to identify structural systems using relatively large sampling intervals. 
Effect of size of structural systems on required sampling interval for identification
In the previous sections, it is observed that the EKF-based procedure can identify 5-storey frame if the sampling interval is equal to or smaller than 0.0003 s. To study the influence of the sampling interval on the overall size of the structural system, one 7-storey and another 10-storey frame, as shown in Figure 2 are considered. Since SHA of defective frames are more challenging, it is only considered for this evaluation. As before, member 7 is considered to be defective and its stiffness parameter is reduced by 20%. Responses collected between 0.02 to 0.32 s with four different sampling intervals of 0.0001, 0.0002, 0.0003, and 0.0004 s providing 3,001, 1,501, 1,001, and 751 time points, respectively, are used to identify both frames using GILS-EKF-UI and UKF-UI-WGI. The same substructure, used for 5-storey frame, is used for both 7-storey and 10-storey frames. The results of identified stiffness parameter for the substructure are shown in Tables 5a and 6a , respectively. The results of the identification for the whole 7-storey frame are shown in Tables 5b. The UKF-based procedure can identify the location and severity of defect accurately for all four sampling intervals. However, the EKF-based procedure identifies the frame for sampling intervals of 0.0001 and 0.0002 s and the algorithm diverges for sampling intervals of 0.0003 and 0.0004 s. The results of the identification for the whole 10-storey frame are shown in Table 6b . The UKF-based procedure is still capable of identifying the location and severity of defect correctly for all four sampling intervals; however, the EKF-based procedure can identify the frame only for sampling interval of 0.0001 s. It diverges for the other sampling intervals.
From these examples, it can be concluded that the EKF-based procedure requires a smaller sampling interval to maintain stability and convergence as structural systems get larger. It is expected to be ineffective to structural health for infrastructures. The overall effectiveness of UKF-based procedures over EKF-based procedures is also established with the help of examples. The authors recommend the UKF-UI-WGI procedure for the SHA of infrastructures.
Conclusions
A novel SHA procedure, denoted by UKF-UI-WGI, by improving the basic UKF concept is presented in this paper. It is an improvement of the EKF concept developed earlier by another research team member of the authors. The SHA of infrastructures is essentially a nonlinear SI procedure. The linearisation process used in EKF limits its application potentials; it fails to converge in some cases of higher nonlinearity. The threshold for the nonlinearities is not known at this time. The authors proposed an UKF-based algorithm to address the deficiency of the EKF-based procedures. UKF does not linearise the nonlinear model; it uses sampling points for estimation. Defect-free and defective states of three frames with different dimensions are studied in several ways. The stability, convergence, and robustness of UKF-UI-WGI over GILS-EKF-UI are demonstrated in terms of sampling interval and duration of responses, and the overall dimensions of the frames. With the help of several examples, the overall superiority of UKF-UI-WGI over GILS-EKF-UI is established. It is concluded that UKF-UI-WGI can be used for the health assessment of infrastructures.
