1. Introduction. Summability of series is an old subject which has fallen into disrepute in most mathematical circles. However some interesting problems still exist for summability of orthogonal series of Jacobi polynomials. We will obtain some new results, which generalize classical results of Fejér [11], Kogbetliantz [17] , and a relatively recent result of Fejér [13] . The 1933 date of this paper gives the reader an idea when this subject was last considered. Certain new results for Hankel transforms follow from these Jacobi series results and a number of open problems arise. The easiest to explain is: This is easy for c = 1,2, ..., and is probably false for c < 1. It fails for c = \. My interest in Cesàro summability of Jacobi series stems from work on LF convergence of Lagrange interpolation at the zeros of Jacobi polynomials [1] . The only missing step in the proof of If convergence of Lagrange interpolation polynomials at the zeros of fairly general orthogonal polynomials is the positivity of the Cesàro means of some order. This will be proven for most Jacobi series.
The first hard result was found by Kogbetliantz when he proved the positivity of the (C, 2a + 2) means of is uniformly (C, a + 5 + e) summable, e > 0. There is a continuous function which is not (C,a + j) summable at x = 1. Actually Szegö only proves the (C,a + j + e) summability at x = 1, but the convolution structure for Jacobi series [6] , [15] (which will be described below) gives the uniform summability. The point that bothered me was the rate of growth of these two functions in a. Why should Szegö's result grow like one times a while Kogbetliantz's result grows like two times a! The clue is provided by a little known result of Fejér [13] . He proved the positivity of the (C, 2) means of 2 (2n -l)sin(2n -\) 9. n=\ This is the (C, 2) summability of (1.1) for (a,ß) = (5,-5). Fejér also observed that the (C, 2) summability of (1.1) for a = ß = 0 follows from this result. He used an integral of Mehler to prove this. A generalization of Mehler's integral due to Bateman can be used to show the positivity of the (C, 2) means of (1.1) for a + ß = 0, 0 < a < ¿. This suggests that the (C,a + ß + 2) means of (1.1) are positive for a, ß ^ -\. This will be shown for a = ß + l, ß ^ -\, and some other values. We will also show that it holds for (a -p, ß + p), 0 < p < (a -ß)/2, if it holds for (a, ß). These results will be given in §3. §2 will contain the necessary preliminaries on Poisson summability. The corresponding results and problems for Hankel transforms will be in §4. Applications will be given in §5.
2. Poisson kernel. Before introducing the Cesàro means we must calculate the Poisson kernel for Jacobi series. This is n ^ Pr(x,y) = f r"P"^(x)Pn^(y)/ f\ [F,<^>(x)]2(l -x)a(l + xy* dx,
(2.1) was computed by Bailey [7] and the positivity of Pr(x,y) for 0 ^ r < 1, -1 Ss x, y 3i 1 is obvious from his formula. However his formula is a double sum and so is very complicated to handle. For a, ß ¡S -j or a + jS ^ 0 there is another way to proceed. By symmetry,
we may assume a g ß. Using a recent result of Gasper [15] , [16] it is sufficient to consider y = \. Gasper's result is There is a simpler expression for Pr(x, 1) = Pr(x) :
Y(cx + ß + 2)2-"-a-x(I -r) P(x) = (25) rW T(a + l)Y(ß + 1X1 + r)«+** One interesting result which follows immediately from (2.5) and Theorem A is the following Theorem 1. For a = ß, and either ß â -¿or a + ß = 0, the Poisson kernel for Jacobi series (2.1) is nonnegative for r0 = r < 1 where r0 is the largest zero of (2.6) 2F,(K« + ß + 2),í(a + ß + 3);ß+ l;4r/(l + r)2) = 0.
This question was posed in an unpublished paper of D. K. McGraw and J. F. Wagner. The corresponding result for the Krawtchouk polynomials was obtained by Eagleson [10] . He also gives a statistical interpretation.
In addition to the case a = ß, which is well known, Theorem 1 can be made more explicit when a = ß + 1. Recall
This gives
When x = 1, a = ß + 1, (2.8) reduces to A2Fx(a + \,-l;a;-Ar(l + r)~2)
where A will denote a positive constant or even a positive function whose value does not concern us. Thus (2.6) is
For a = j, ß = -j the Poisson kernel is positive for -3 + 2^2 ^ r < 1. This special case is interesting since #l/2,-l/2)(cos ff) 
ITiTÖÖ J-, (1 + y)ßiW(T)(x " y) dy'
Theorem 2 in conjunction with (3.4) proves Conjecture 1 for a = -ß, 0 ^ « ^ j. To handle other values of (a, ß) we must look at g" in more detail. Consider the case a = ß + 1 where there is some simplification. Using (2.7), (3.2) becomes 00 (1 -r2)-2a~x2Fx(a + la + l;a;2(l + x)r/(l + r)1) = 2 g"r"
= (1 -r)"2«"1 (1 -2xr + r2ya-xn ■2Fx(a + 1,-1; a; -2(1 + x)r/(l -2xr + r2))
Letting a = y + \ this reduces to (1 -r)2(l -2;cr + r2)2 is the only term left when y = 0, or a = \, and so reduces to Fejér's result (3.4), and thus has positive coefficients. The remaining term is
The positivity of the power series coefficients of (1 -r2)/(l -r)2(l -2xr + r2) is just Fejér's classical result concerning the (C, 1) summability of Fourier series. Theorem 2 then gives Conjecture 1 for (a -¡i,a -1 + u), 0 á ¡u, Si \, a â \.
Next set y = a + ß + 2, a = ß + 2 in (3.2). A routine calculation using (2.7) gives (1 + r)3 + (3/(q -\))(x + l)r(\ + r) These results can be summarized in In §5 we will show that these results are best possible, in the sense that the (C, 7) means are not positive for 7 < a + ß + 2.
The main application of positivity at present is to the Lagrange interpolation problem, and for this problem all that is needed is some positive Cesàro mean. This can be obtained for most (a, ß) in the following way.
Let a = ß + k, k = 1, 2, 3,.... Recall that g" = g"(x; y,a,ß) is given by (l-TO**-*Wl±4±2,ÍL±!±í;í+1;£i±^) (ii) -1 <ß < -è, \a -k\ £ 1 + ¿8, k -1, 2,..., (iii) -1 < jB < -¿, |a -* -J| S 1 + ß, k -1, 2,..., (iv) the symmetric regions to (ii) and (iii) when a and ß are interchanged.
For each of these values of (a, ß) a Cesàro mean which is positive could be determined. However the only interest in finding a specific mean is when the best possible mean has been found. Conversely, using the positivity of the generalized translation operator the positivity of (4.3) implies that of (4.1), even when e~" is replaced by a general function /(/). The positivity of the (C, y) means of (4.3) is equivalent to (4-4) f* (x -t)yta+xJa(t)dt ^ 0.
The connection between Jacobi polynomials and Bessel functions comes from (4.5) Jim n-"P¿a'®(cos 9/ri) = (9/2yaJa(9).
Szegö [24] observed that the positivity of certain Jacobi sums implies the positivity of certain Bessel function integrals when (4.5) is used. We will list the consequences of the conjectures and results of §3.
Theorem 6.
X* (x -t)2a+2ta+iJa(t)dt è 0, a è -I
This follows Kogbetliantz's result (3.3).
Conjecture 2.
fo (x -t)a+3/7ta+xJa(t)dt ^ 0, a S -j. This is the limiting form of Conjecture 1 for ß = -\. While we only know Conjecture 1 for a = -j and a = 2 when ß = ~\, Conjecture 2 is true for a = k -\, k = 0, 1,.... This will be proven below when Conjecture 2 is translated into another problem. Theorem 7. X* (x -t)^taJa(t)dt ^0, a ^ -I Theorem 7 will be proven below. For a è J, a stronger result than Theorem 7 follows from Theorem 6. For 0 < a < \ a stronger result is also true.
(4-6) foX taJa(t)dt iï 0 follows from n Fi.a'-a)(x)
For a = 0 this is the same as Theorem 7, which is an old result of Cooke [9] . This result of Cooke has inspired a number of beautiful theorems [19] , [20] , [23] .
One method of attacking these problems is to take Laplace transforms. Recall A function/(jc) is completely monotonie on (0, oo) if f(x) = f¿° e~x' dp(t), dp(t) a nonnegative Borel measure, and the integral converges for 0 < x < oo. Conjecture 2 is equivalent to Conjecture 2'. l/xc(x2 + l)c is completely monotonie for c § 1.
Conjecture 2' holds for c = 1,2,..., since /' 00
(1 -cos t)e~xldt, o <(x2 + 1) and the product of completely monotonie functions is completely monotonie, so Conjecture 2 holds for a = -J, \,_ Theorem 7 is equivalent to Theorem B. l/x2c(x2 + l)c is completely monotonie for c > 0.
This was proven in [5] . Theorem 6 is equivalent to Theorem 6'. l/x2c~x(x2 + l)c is completely monotonie for cäl.
These problems should be easier to do than the corresponding problems for Jacobi series. However I do not know how to prove Conjecture 2' for other values of c. At present I am unwilling to conjecture that d could ever be less than c in the above problem. Not only are we lacking methods to prove these conjectures, we also have no methods to show they are best possible. The methods to be used in the next section to show that Conjecture 1 cannot be improved for fixed (a, ß) are not available in this case.
It is interesting to observe the difference between the Cesàro means of (4.3) and the Riesz means. When a ^ -j the Cesàro means of a sufficiently high order are positive. This is not true of the Riesz means, since xa+yJa+y(x) = rT¿ + 1} Jo (x2-y2)yt°+xJa(t)dt [25,12.11(1) ], and Ja+y(x) changes sign infinitely often for every y.
5. Applications. For some problems it is essential to look at the partial sums, and yet a positive kernel is needed. Clearly this cannot be done even for Fourier series, but de la Vallée Poussin showed how to use the (C, 1) means to construct the partial sums at the expense of leaving a tail. If a"_x = 2*«o ak(l ~ k/n) then 2a2n_, -<v, = £ «* + 2 22 ak(\ -k/(2n)). k=0 k=n+\ Zygmund [26] has shown how to obtain a similar result for (C, 2) means and Stein [22] has handled the case of (C, k) means, k = 1,2,.... We will give a simple modification of Stein's proof to prove Theorem 9. Let k be a positive integer. There exist k + \ real parameters ak, j -\,..., k + 1, which are uniformly bounded,i.e. \ak\ = A, where ak depends on n but A is independent of n. Then there is an N and numbers Xkn so that since g" (r) is a polynomial of degree n and so all of the terms which were dropped could be summed to zero. But S£", which was formed from cQ, cx,...,c", 0, 0,..., only uses c0,..., ck since k < n, so S7iB = S| §0. Thus g"(r) ^ 0 if The terms also alternate in sign, except when y is not an integer when there is one exception. The worst case comes when 1 < y < 2, when two adjacent negative terms occur for small/. In this case we have , < tn M<y+ l*v* b+ !)(yXy-iy3 The other cases are even easier. If Conjecture 1 could be improved so that the (C, y) means of (2.1) were positive for some y < a + ß + 2, then (5J) ¿/» + -+k+™y + '+'Vw,.
would hold for r Si l/(y + 1). But (5.1) can only hold for r Si \/(a + ß + 3) when n = \, x = -\. See [2] . This method is not available for Hankel transforms, because the point which would correspond to x = -1 is at infinity.
We also see that Conjecture 1 cannot'be improved by setting x = -1 in (3.2). Then gx is negative if y < a + ß + 2.
