Finite mixture distributions arise in sampling a heterogeneous population. Data drawn from such a population will exhibit extra variability relative to any single subpopulation. Statistical models based on finite mixtures can assist in the analysis of categorical and count outcomes when standard generalized linear models (GLMs) cannot adequately account for variability observed in the data. We propose an extension of GLM where the response is assumed to follow a finite mixture distribution, while the regression of interest is linked to the mixture's mean. This approach may be preferred over a finite mixture of regressions when the population mean is the quantity of interest; here, only a single regression function must be specified and interpreted in the analysis. A technical challenge is that the mean of a finite mixture is a composite parameter which does not appear explicitly in the density. The proposed model is completely likelihood-based and maintains the link to the regression through a certain random effects structure. We consider typical GLM cases where means are either real-valued, constrained to be positive, or constrained to be on the unit interval. The resulting model is applied to two example datasets through a Bayesian analysis: one with success/failure outcomes and one with count outcomes. Supporting the extra variation is seen to improve residual plots and to appropriately widen prediction intervals.
Introduction
The Generalized Linear Model (GLM) is heavily used by researchers and practitioners for regression analysis on categorical, count, and continuous outcomes (McCullagh and Nelder, 1989) . Standard GLM theory assumes an exponential family distribution, such as Poisson to model counts and Binomial to model success/failure data. These distributions are limited in the amount of variability they can express. GLM users often encounter the issue of overdispersion, where the data exhibit variability which cannot be expressed by the model. This can manifest itself in a number of ways, depending on the specific nature of the overdispersion and its departure from the model. For example, assuming independence in clustered data can result in standard error estimates which are too small and lead to tests with an inflated type I error rate (Morel and Neerchal, 2012, Chapter 1) .
The objective of this paper is to extend the GLM so that a finite mixture of J simpler densities can be used as the distribution for the response. There is a well-established literature on finite mixtures of regressions, in which each component distribution of a finite mixture is linked to a separate regression (Frühwirth-Schnatter, 2006 ). An analyst may employ a finite mixture of regressions model if heterogeneity is suspected in the relationship between covariate x and response y among sampled units, yet not enough is known to model the heterogeneity explicitly. Specifying regressions for J latent subpopulations may complicate model selection in practice. Often, the interest may be in modeling the mean response, and heterogeneity is simply a nuisance rather than a target for inference. This motivates us to formulate the Mixture Link model, which uses a finite mixture to capture extra variation, but constrains the mean of the finite mixture to be linked to a single regression function. The mean of a finite mixture is composed of multiple parameters which may not appear directly in the likelihood. Central to the development of Mixture Link is the set in which the link constraint is honored. In the case of positive-valued means, this constraint set is a polytope, while for probability-valued means it is the intersection of a polyhedron and a unit cube. For real-valued means, the constraint set is the basis of a linear space. A random effects structure is assumed on this set to complete specification of the likelihood. Under Poisson and Normal outcome types, the random effects can be integrated out to yield a tractable form for the density. The case of Binomial outcomes is more computationally challenging. Taking a Bayesian approach to inference, a simple Random-Walk MetropolisHastings sampler can be used for the Normal and Poisson Mixture Link models. For Binomial outcomes, we consider a Metropolis-within-Gibbs sampler with data augmentation to avoid repeated evaluation of the marginal density.
A number of methods have been established to handle overdispersion. Morel and Neerchal (2012) provide an overview in the settings of count and categorical data. One common approach is to extend a basic distribution by assuming the presence of latent random variables, and then integrating them out. The Beta-Binomial (Otake and Prentice, 1984) , Zero-Inflated Binomial (Hall, 2000) , and Random-Clumped Binomial (Morel and Nagaraj, 1993) distributions are all obtained in this way starting from the Binomial distribution. Similarly, the negative Binomial and zero-inflated negative Binomial distributions (Hilbe, 2011) are obtained starting from the Poisson distribution. In this same way, the t-distribution (Liu and Rubin, 1995) may be considered an overdispersion model relative to the normal distribution. Generalized Linear Mixed Models are obtained by adding random effects to the regression function (McCulloch et al., 2008) ; the marginal likelihood of the outcomes usually cannot be written without an integral for non-normal outcomes. Quasi-likelihood methods extend the likelihood in ways that do not yield a proper likelihood, but allow inference to be made on regression coefficients. A simple quasi-likelihood is obtained from placing a dispersion multiplier to the variance (Agresti, 2002, Section 4.7) . The method of Wedderburn (1974) requires specification of only the mean-variance relationship to form a system of equations and carry out inference. Generalized Estimating Equations (GEE) is a quasi-likelihood method for grouped data where the analyst assumes a working correlation structure for observations taken within a subject (Hardin and Hilbe, 2012) . Some Bayesian overdispersion methods are discussed in the collection assembled by ; for example, Basu and Mukhopadhyay (2000) consider generalizing the link function of a GLM to a mixture distribution and Dey and Ravishanker (2000) propose generalized exponential families for the outcome. More recently, Klein et al. (2015) proposed a Bayesian approach to generalized additive models under the Zero-Inflated Negative Binomial model to estimate complicated regression functions.
The rest of the paper proceeds as follows. Section 2 formulates the Mixture Link general model. Section 3 develops Mixture Link under probability-valued means, with special attention given to Binomial outcomes. Sections 4 and 5 develop Mixture Link for positive-and real-valued means, respectively, and obtain specific models for Poisson and Normal outcomes. Section 6 presents example data analyses with Mixture Link Binomial and Mixture Link Poisson. Finally, Section 7 concludes the paper. The mixlink package for R (available from http://cran.r-project.org) provides much of the Mixture Link functionality discussed in this paper.
The left-hand side of (2.4) must vary with the observation for the link to be achievable. In this work, we will assume that subpopulation means µ i = (µ i1 , . . . , µ iJ ) are specific to the ith observation, but that mixing proportions π are common across observations. In contrast to the traditional GLM setting, π T µ i is a composite parameter which does not appear directly in the density of Y i . Therefore, we cannot simply plug ϑ i into the likelihood.
To enforce (2.4), consider the set A(ϑ, π) = {µ ∈ M J : µ T π = ϑ}. (2.5)
For a given β and π, restricting ourselves to µ i ∈ A(ϑ i , π) is equivalent to enforcing the link. We will write A as a shorthand for A(ϑ, π) and A i for A(ϑ i , π). Our approach will be to take µ i as a random effect drawn from set A(ϑ i , π). In Sections 3, 4, and 5 we will consider several commonly used choices of the space M-the unit interval, the positive real line, and the real line respectively-to determine an appropriate distribution for µ i . Figure 1 displays an example of the set A(ϑ i , π) for each of these three cases. Boyd and Vandenberghe (2004) is a useful reference for basic concepts in the analysis of convex sets which emerge in the remainder of the paper. Note that x i = 1 may be taken for all i = 1, . . . , n to yield a non-regression version of Mixture Link. Selection of a distribution over A(ϑ, π) determines the density of
Here, f A (i) represents the J-dimensional random effects density over A(ϑ i , π) and f A (i) j represents the marginal density of the jth coordinate. In the trivial case J = 1, there is only a single point in A(ϑ i , π), and f (y i | β, π, φ i ) simplifies to g(y i | ϑ i , φ i1 ). In general, evaluating f (y i | β, π, φ i ) requires computation of J univariate integrals, which can be achieved numerically using quadrature or other standard techniques. This can become a computational burden if f (y i | β, π, φ i ) must be computed many times (e.g. for a simulation or iterative estimation procedure
ki which are vertices of A(ϑ i , π). Any element µ ∈ A(ϑ i , π) can be written as a convex combination of these vertices. The matrix V (i) depends on both π and ϑ i ; both its elements and the dimension k i may vary with the observation i = 1, . . . , n. The vector λ (i) belongs to the probability simplex S k . The Minkowski-Weyl decomposition of a polyhedron is
, relative to extreme points v 1 , . . . , v k (i.e. vertices) and extreme directions ξ 1 , . . . , ξ h of P . The set A i in (3.1) is a polytope, a bounded polyhedron not having extreme directions, for which we need only consider extreme points. Assuming a distribution on the coefficients of the Minkowski-Weyl decomposition has been advocated by Danaher et al. (2012) , who sought a class of priors to enforce biologically motivated polyhedral constraints in a Bayesian analysis.
A natural choice for a random effects distribution on S ki is λ
following the distribution of a linear combination of a k-dimensional Dirichlet. This distribution is computationally impractical; for example, its density has no known closed form for general k (Provost and Cheong, 2000) . Our approach will first be to state the model using a Dirichlet random effect, then to state a more practical form of the model using Beta random effects with matched first and second moments. This ensures, for example, that E(µ i ) ∈ A(ϑ i , π). The Dirichlet formulation of the model is
2)
We restrict α (i) to the k i -dimension vector κ1 so that all λ (i) follow a Symmetric Dirichlet distribution parameterized by a single scalar κ; this is done for several reasons. First, the dimension k i can vary with the observation so that an arbitrary α would not be compatible with all observations. Second, the ordering of the vertices in V (i) is somewhat arbitrary, and it is difficult to maintain a correspondence between individual vertices and the elements of α. Figure 2 plots the symmetric Dirichlet density for several κ when k = 3. Note that κ = 1 corresponds to the uniform distribution on the simplex, while 0 < κ < 1 results in more density focused toward the vertices, and κ > 1 focuses density toward the interior. Now, to obtain a Mixture Link density based on the more practical Beta distribution, define ij and u ij as the smallest and largest elements respectively of the jth row V (i) ; then ( ij , u ij ) forms the support of µ ij . The Beta formulation of the model is
To obtain a ij and b ij , we first compute
Next, for λ ∼ Dirichlet ki (κ1) and v
denoting the jth row of V (i) , we can obtain
and Var(v Figure 2: The Dirichlet 3 (λ | κ1) density for several settings of κ. Only λ 1 and λ 2 are plotted since
j. λ) and solving for a ij and b ij , we obtain that
In the special case that k = 2, we havē
from which it can be shown that a ij = κ and b ij = κ.
Raim (2014) observes through simulation that, although the linear-combination-of-Dirichlet density can differ substantially from the moment-matched Beta density, the density of model (3.3) is a close approximation to the density of model (3.2). We have paid specific attention to the marginal distributions of the coordinates of µ i rather than the full joint distribution; it is seen from (2.6) that only the marginals influence the overall Mixture Link distribution. The density of model (3.3) is now given by 6) where B(x | a, b) denotes the Beta density and
Computation of the Mixture Link density and its moments depends on the vertices of the set A. For the case J = 2, it is easy to identify the vertices of A graphically by plotting the line µ 1 π 1 + µ 2 π 2 = ϑ, and visually identifying the points at which it intersects the unit rectangle. An illustration is given in Figure 3 . Formulas for the vertices in this case are stated now as a lemma.
Lemma 3.1. Suppose J = 2 and A has two distinct vertices v 1 , v 2 . Then the vertices are given by
where π 2 = 1 − π 1 .
Proof. Using µ 1 π 1 + µ 2 π 2 = ϑ we have
where µ 1 ∈ [0, 1] and µ 2 ∈ [0, 1] must hold. To obtain v 1 , take µ 1 as large as possible noting expressions (3.7). If µ 1 = 1 is a valid solution (i.e. a point in A), then µ 2 = 1 π1 (ϑ − π 2 ). Otherwise, take µ 2 as small as possible to maximize µ 1 ; this yields µ 1 = 1 π1 ϑ and µ 2 = 0. A similar argument taking µ 1 as small as possible yields v 2 .
We may also locate the vertices v 1 , v 2 systematically in the following way. Fix µ 2 = 0 and solve for µ 1 so that µ T π = ϑ. Then fix µ 2 = 1 and solve for µ 1 . Then fix µ 1 at the values 0 and 1 and solve for µ 2 . At most two of these four solutions are contained in A; these are the vertices. We will soon see that this idea generalizes to J > 2. Note that it is also possible to have k = 1 vertices when J = 2. For example, if π = (1/2, 1/2) and ϑ = 1, then µ 1 = 1, µ 2 = 1 is the only solution to µ 1 π 1 + µ 2 π 2 = ϑ in [0, 1] 2 , and therefore A is a singleton set.
For the general (J ≥ 2) case, Lemma 3.2 characterizes points in A which need to be considered when searching for the extreme points. In searching for extreme points, we must only consider those with at most one component not equal to 0 or 1. Proof. Suppose without loss of generality that v ∈ A with v 1 ∈ (0, 1) and v 2 ∈ (0, 1). We have that
We can now use Lemma 3.1 to obtain vertices, say a and b, of the line segment
where (v 3 , . . . , v J ) are held fixed and only (µ 1 , µ 2 ) may vary. Explicitly, we have
By construction, we have that v is in the line segment strictly between a and b, with a = b. Furthermore, since L ⊆ A, we have that a, b ∈ A. Therefore, v can not be an extreme point of A.
This can be used to formulate a simple procedure to identify all extreme points of A, which is given as Algorithm 3.1. Notice that it considers J · 2 J−1 points; this would be impractical for large J, but is manageable for smaller values of J that are commonly used in finite mixtures.
Algorithm 3.1 Find vertices of the set A(ϑ, π).
return Matrix V with columns v * ∈ V
We will now formulate a Mixture Link Binomial distribution. Suppose g(y i | w, φ ij ) = Bin(y i | m i , w) so that y i represents a count of successes out of m i independent trials. Model (3.3) becomes
To draw from this distribution, 1. Compute matrix V given x, β, and π.
2. Compute a j and b j for j = 1, . . . , J according to (3.5), and let ( j , u j ) be the minimum and maximum element, respectively, of the jth row of V .
Here, Discrete(1, . . . , k; p) denotes the discrete distribution with values 1, . . . , k and corresponding probabilities p = (p 1 , . . . , p k ). Moments of Y can be computed using moments of µ j for j = 1, . . . , J. In particular, after some algebra, we obtain
Some remarks about the Mixture Link Binomial distribution follow.
1
Remark 3.3. For the case m = 1 where y represents a single success or failure, E(Y ) = ϑ implies P(Y = 1) = ϑ y (1 − ϑ) 1−y , and Mixture Link simplifies to the usual Bernoulli regression model. In this case, the distribution depends only on its β parameter. When m > 1, this trivial simplification does not take place.
, which is free of π and κ.
Remark 3.5. The expression Var(Y ) is non-increasing in κ. This can be seen from
s |!} unique permutations of v * to use as columns in the matrix V . Notice that, for any a, j ∈ {1, . . . , J}, the elementṽ * a appears in the jth row v
When κ → ∞, a draw λ ∼ Dirichlet k (κ1) becomes a point mass at its expected value
Remark 3.7. Mixture Link Binomial becomes a zero-and/or m-inflated Binomial model when κ → 0. As in Remark 3.6, we will work directly from the Dirichlet formulation. As κ → 0, a draw λ ∼ Dirichlet k (κ1) behaves as a discrete uniform random variable on {e 1 , . . . , e k }, the columns of the k × k identity matrix which represent the vertices of the simplex S k . Here, the Mixture Link distribution becomes
Recall from Lemma 3.2 that, for each = 1, . . . , k, at most one of {v 1 , . . . , v J } can take on a value outside of {0, 1}. Terms with v J = 0 represent a point mass at zero, while terms with v J = 1 represent a point mass at m.
Remark 3.8. Mixture Link Binomial is closely related to two other Binomial models for overdispersion. Starting from (3.6), if we could take ij = 0 and u ij = 1, we would have
Therefore, Mixture Link Binomial can be seen as a constrained form of a finite mixture of J Beta-Binomial densities. Also, recall the Random-Clumped Binomial (RCB) distribution (Morel and Nagaraj, 1993) , whose density is given by
where π 1 = π, π 2 = 1 − π, and µ 1 = (1 − ρ)π + ρ, µ 2 = (1 − ρ)π. The free parameters of the distribution are π ∈ (0, 1) and ρ ∈ (0, 1). Notice that π 1 µ 1 + π 2 µ 2 = π, so that this particular choice of (µ 1 , µ 2 ) is in the set A(π 1 , π). Therefore, RCB can be seen as a special case of Mixture Link Binomial.
Positive Means
The setting M = [0, ∞) is commonly required for count data and time-to-event data. Just as in Section 3, the set A(ϑ, π) = {µ ∈ [0, ∞) J : µ T π = ϑ} is a closed convex hyperplane segment within R J . Therefore, the decomposition (3.1) also applies but the procedure to compute vertices is much simpler. First note that for J = 2, v 1 = (ϑ/π 1 , 0) and v 2 = (0, ϑ/π 2 ) are the vertices of A. To see this, suppose µ * is an arbitrary point in A. Then we must have, for some λ ∈ [0, 1],
Taking λ = µ * 1 π 1 /ϑ satisfies the first equation µ * 1 = λϑ/π 1 , and also gives (
to satisfy the second equation. Similarly to Lemma 3.2, we characterize the extreme points of A for the case of positive means by Lemma 4.1. The proof is similar to that of Lemma 3.2, and therefore omitted. 
There are exactly J such points in A, yielding V = Diag(ϑ/π 1 , . . . , ϑ/π J ). Poisson Mixture Link can now be formulated similarly as in Section 3. Note that, in this case, the Dirichlet and Beta assumptions on µ i lead to exactly the same model. Taking g(y i | w, φ ij ) = Poisson(y i | w), the model becomes
Expressions involving the vertices simplify in the case of positive means, with
jj w, a ij = κ, and b ij = κ(J − 1). Recalling that the marginal distribution of a single coordinate of Dirichlet J (κ1) is Beta(κ, κ(J − 1)), the Mixture Link density becomes 3 The variance of Y becomes
Drawing random variables from Mixture Link Poisson is similar to the method given in Section 3 for Mixture Link Binomial:
1. Compute matrix of vertices V given x, β, and π.
We can therefore represent any µ ∈ A(ϑ, π) as
A natural choice for a random effects distribution on
I denotes the (J −1)×(J −1) identity matrix, and π −J = (π 1 , . . . , π J−1 ). The Mixture Link density depends only on the diagonal terms of the random effect variance,
where a ij = 1 for j = 1, . . . , J − 1 and
To obtain a Mixture Link analogue to the commonly used ordinary least squares model, suppose g(y i | w, φ ij ) = N(y i | w, σ 2 j ). In this case, it can be shown that (5.1) simplifies to the finite mixture
where each of the subpopulations has a common mean. If the J subpopulations are assumed to be homoskedastic, (5.2) further simplifies to a finite mixture of two densities,
Focusing on the homoskedastic model, it is straightforward to draw from the distribution:
An expression for the variance is given by
Data Analysis Examples
We now present two examples of data analysis with the Mixture Link distribution. The Hiroshima data discussed in Section 6.1 features a Binomial outcome. The Arizona Medpar data has a count outcome, and is discussed in Section 6.2. For a complete Bayesian specification of Mixture Link Binomial and Mixture Link Poisson, we assume priors
where the parameterization of Gamma is taken to have E(κ) = a κ /b κ . In the absence of a-priori knowledge, a somewhat vague choice of hyperparameters is Ω β = 1000I d , γ = 1, and a κ = 1, b κ = 2.
To diagnose the fit of models with non-Normal outcomes, we make use of the randomized quantile residuals (Dunn and Smyth, 1996) . Interpretation of quantile residuals is similar to the routine residual analysis from ordinary least squares regression. Quantile residuals from an adequate model fit appear to behave as an independent sample from the standard Normal distribution. For y i drawn independently from a continuous distribution F (· | θ) with estimateθ, the quantile residual is defined as r i = Φ −1 {F (y i |θ)}. For y i drawn independently from a discrete distribution, there is an additional randomization where the residual is defined by r i = Φ −1 {u i }, using u i drawn uniformly on the interval between lim ε↓0 F (y i − ε |θ) and F (y i |θ). A Bayesian version of the quantile residual using draws
is drawn uniformly on the interval between
). We will also evaluate models using prediction intervals computed from the posterior predictive distribution. Recall that the posterior predictive distribution for a new sampleỹ given the observed sample y is
where ν denotes an appropriate dominating measure. Then to sample from f (ỹ | y):
) is a draw from the posterior predictive distribution. A prediction for the ith observation is given by
i , and a prediction interval with coverage probability 1 − α for the ith observation is given by the α/2 and 1 − α/2 quantiles of (ỹ
Label switching is a common issue in Bayesian analysis of finite mixtures (Jasra et al., 2005) . For Mixture Link, the π parameters are susceptible to this problem. Because finite mixtures are invariant to permutation of the labels, the parameters corresponding to labels {1, . . . , J} can change during the course of an MCMC computation. Therefore, special care must be taken when summarizing parameters using MCMC draws. In this work, we take the simple approach of reordering the components within each draw π (r) , in ascending order, for each r = 1, . . . , R. Awa et al. (1971) and Sofuni et al. (1978) study the effects of radiation exposure on chromosome aberrations in survivors of the atomic bombs that were used in Hiroshima and Nagasaki. We consider a subset of the data, as presented in Morel and Neerchal (2012) , on n = 648 subjects in Hiroshima. For the ith subject, a chromosome analysis has been carried out on m i circulating lymphocytes to determine the number y i containing chromosome aberrations. Neutron and gamma radiation exposure (measured in rads) are available as potential covariates. As in Raim et al. (2015) , we consider the regression
Hiroshima Data
where x i is a normalized sum of neutron and gamma doses, and we take G to be the logistic CDF (as in logistic regression). We compare six Binomial-type models with (6.1) as the regression function: Binomial, Random-Clumped Binomial (RCB), Beta-Binomial (BB), and Mixture Link with J = 2, 3, 4 mixture components (MixLinkJ2, MixLinkJ3, MixLinkJ4). Because of the complicated manner in which parameters enter the Mixture Link Binomial likelihood, conjugate priors leading to closed-form Gibbs samplers do not appear possible. We considered a simple Random Walk Metropolis-Hastings (RWMH) sampler (Robert and Casella, 2010, Section 7.5); however, sampling with RWMH is time consuming because it requires computation of the likelihood to determine whether each proposed jump will be accepted. Recall that, for Mixture Link Binomial, evaluation of the likelihood consists of evaluating J integrals numerically for each of the n observations. Alternatively, Appendix A proposes a Metropolis-within-Gibbs (MWG) sampler (Robert and Casella, 2010, Section 10.3) where ψ i are taken as augmented data (Tanner and Wong, 1987) to avoid the expensive integration.
An RWMH sampler was used to obtain posterior draws under the Binomial, RCB, and BB models, while the MWG sampler from Appendix A was used for Mixture Link. For each Mixture Link model, we carried out a preliminary "pilot" MCMC, which was used to tune the proposal distribution for a final MCMC run and achieve satisfactory mixing. Mixing was assessed primarily through trace plots and autocorrelation plots of the saved draws. Trace plots for the selected Mixture Link model are shown in Figure 6 . For all models, a multivariate Normal proposal distribution was selected by hand to achieve acceptance rates between about 15% and 30%. Final MCMC runs for Mixture Link were carried out for 55,000 iterations; the first 5,000 were discarded as a burn-in sample, and 1 of every 50 remaining draws from the chain were saved. For Binomial, BB, and RCB, we used 50,000 iterations overall with the first 5,000 discarded as burn-in and saved 1 of every 50 remaining. Table 1 shows the Deviance Information Criterion (DIC) for these models. The three Mixture Link models fit best according to DIC; BB has a smaller DIC than RCB by a large margin, and Binomial gives the worst fit as expected. Table 2 reports means, standard deviations, 2.5% quantiles, and 97.5% quantiles for each parameter from the posterior draws. Generally, signs and magnitudes of the β estimates agree between models. Standard deviations and credible intervals are a bit larger for BB and MixLink models than RCB and Binomial. Figure 4 displays quantile residuals for the Binomial, BB, and MixLinkJ2 models. Residuals from BB and MixLinkJ2 are markedly closer to a N(0, 1) sample than Binomial residuals, as can be seen from the Q-Q plots. For all models, there is a systematic pattern in residuals vs. predicted proportions, which is an indication that the mean is not fully explained by regression function (6.1). Finally, Figure 5 plots x i against observed y i /m i , along with 95% prediction intervals for Binomial, BB, and MixLinkJ2. The intervals computed by MixLinkJ2, and to a lesser extent BB, express variability from the observed data into wider prediction intervals.
Arizona Medpar Data
The azpro data in the COUNT R package are taken from Arizona cardiovascular patient files in 1991. It contains 3,589 observations on subjects from 17 hospitals. The outcome of interest, length of hospital stay y, is a count. Several indicator variables are available as covariates: procedure takes values 1 for Coronary Artery Bypass Graft and 0 for Percutaneous Transluminal Coronary Angioplasty, sex is 1 for male and 0 for female, type of admission admit is 1 if emergency and 0 if elective, age75 is 1 if patient's age is at least 75 and 0 otherwise, and hospital is a code to identify hospital. For this example, we consider only the 376 observations with hospital = 6.5, and take the regression function to be
We compare count regression models based on Poisson, NegBin, and Mixture Link with J = 2, . . . , 8 mixture components. All models used a simple RWMH sampler to obtain draws from the posterior. For Mixture Link models, proposals for θ were drawn in a partitioned manner to improve mixing of the chain: a proposal for either β, π, or κ was drawn at a time, keeping other parameters fixed, and either accepted or rejected. In some cases where J > 2, the components of π were also drawn individually to further improve mixing. We assessed mixing primarily through trace plots and autocorrelation plots of the saved draws. For all models, the multivariate Normal proposal distribution was tuned by hand to achieve acceptance rates between about 15% and 30%. MCMC was carried out for 55,000 iterations; the first 5,000 were discarded as a burn-in sample, and 1 of every 20 remaining draws from the chain were saved. Table 3 compares DIC across all fitted models. Because Poisson is a special case of NegBin, it is not surprising that the DIC of NegBin indicates a superior fit. It is interesting that the DIC of MixLink appears to improve gradually as the number of mixture components J are increased. Taking J > 2 required additional hand-tuning of the sampler for some cases to yield acceptable diagnostics. Initial attempts to fit MixLink with J = 9 resulted in poor diagnostics, so these results are not shown. Figure 9 displays the trace plots for MixLinkJ8, which was selected among the seven Mixture Link models for further analysis.
We proceed by comparing the Poisson, NegBin, and MixLinkJ8 models. Table 4 reports means, standard deviations, 2.5% quantiles, and 97.5% quantiles of each parameter computed from the posterior draws. Generally, the signs and magnitudes of the means of β are similar. The standard deviations of β are smallest for Poisson and largest for NegBin. The credible intervals based on the quantiles are correspondingly narrowest for Poisson and widest for NegBin. For MixLinkJ8, κ takes on rather large values which effectively reduces Var(Y i ) over i = 1, . . . , n.
Figure 7 plots quantile residuals against predictions and also displays Q-Q plots to assess Normality. The predictions have been computed by taking means of draws from the posterior predictive distribution. Note that there are only 16 distinct values of the covariate x and observations with a common covariate are likely to obtain similar predictions. The residuals produced by MixLinkJ8 exhibit the best behavior of the three models, with the least departure from standard Normality. There is still a pattern where smaller predictions tend to have more variable residuals, which indicates that further refinement of the regression function may be needed.
Finally, Figure 8 displays boxplots of y for each of the 16 possible covariate values, with 95% prediction intervals from both the Poisson and MixLinkJ8 models. These intervals were computed from 2.5% and 97.5% quantiles of the posterior predictive distribution. Intervals for the NegBin model are not shown because the upper limits are far above the range of the plots in all cases. In some cases, the Poisson intervals appear to be too narrow to capture the observed variability of the data, while MixLinkJ8 widens the intervals to reflect the variability.
Conclusions
Regression on the mean is commonly carried out with exponential family distributions in the Generalized Linear Model framework, but extending this idea to finite mixture distributions is not completely straightforward. This paper formulated the Mixture Link distribution, which establishes a link from a finite mixture mean to the regression function by assuming a random effects structure on the constrained parameter space. The Mixture Link approach leads to a novel class of distributions with an interesting set of challenges for practical use in data analysis. Initial results in Raim (2014) , Raim et al. (2015) , and the present paper appear promising, especially using Bayesian inference, but more work is needed to determine the suitability of Mixture Link for wider application. In particular, it may be worthwhile to investigate analytical properties of Mixture Link models, such as differentiability, especially in the Binomial case. Such properties may be needed to establish appropriate methods for maximum likelihood estimation, large sample properties of maximum likelihood estimates, and approximation of the posterior distribution by a Normal distribution.
Gibbs step for ψ. Consider the unnormalized density
Q(y i , ψ i , β, π, κ).
We can see that ψ i are independent conditional on the remaining random variables and we may therefore consider drawing one at a time. Suppose ψ (r) i is the current iterate of ψ i in the simulation. Let G be the CDF of the logistic distribution, which is a bijection from R to the unit interval. Denote φ 
otherwise.
