Abstract. We present an analysis of stationary discrete shock profiles for a discontinuous Galerkin method approximating scalar nonlinear hyperbolic conservation laws with a convex flux. Using the Godunov method for the numerical flux, we characterize the steady state solutions for arbitrary approximation orders and show that they are oscillatory only in one mesh cell and are parametrized by the shock strength and its relative position in the cell. In the particular case of the inviscid Burgers equation, we derive analytical solutions of the numerical scheme and predict their oscillations up to fourth-order of accuracy. Moreover, a linear stability analysis shows that these profiles may become unstable at points where the Godunov flux is not differentiable. Theoretical and numerical investigations show that these results can be extended to other numerical fluxes. In particular, shock profiles are found to vanish exponentially fast from the shock position for some class of monotone numerical fluxes and the oscillatory and unstable characters of their solutions present strong similarities with that of the Godunov method.
1. Introduction. Discontinuous Galerkin (DG) methods are high-order finite element discretizations which were introduced in the early 1970s for the numerical simulation of the first-order hyperbolic neutron transport equation [20, 30] . In recent years, these methods have become very popular for the solution of nonlinear convection dominated flow problems [7, 8, 17] . These methods allow high-order of accuracy and locality, which make them well suited to parallel computing, hp-refinement, hpmultigrid, unstructured meshes, application of boundary conditions, etc.
However, the DG method suffers from spurious oscillations in the vicinity of discontinuities that develop in solutions of hyperbolic systems of conservation laws. These oscillations are due to the Gibbs phenomenon [9] and may cause the solution to become locally nonphysical leading to robustness issues for the computation. Quadrature rules are usually used to compute integrals in the discretization of the equations. Properties of the DG method therefore depend on the local structure of the numerical solution at faces and within elements of the mesh. The control of such oscillations at a reasonable cost while keeping accuracy, robustness and stability is essential for the efficiency of the DG method and remains a challenge. Strategies have been proposed such as limiters [7, 8] , non-oscillatory reconstructions [1, 29] , hp-adaptation [12] , shock capturing techniques [27, 10] , etc. The latter methods aim at adding artificial viscosity to spread the structure of the discontinuity so that it can be resolved at the discrete level. For a DG method with polynomials of degree p > 0 and cells of size h, the resolution scale is h/p thus meaning that the method should resolve the discontinuity inside the element [27] . The behavior of the numerical solution inside the discretization elements is therefore important for understanding the convergence of the DG computations.
In this work, we focus on the DG method for scalar nonlinear conservation laws which present stationary discontinuous solutions. More precisely, we are interested in the behavior of discrete profiles near shocks. Jennings [13] studied the approximation of scalar equations by monotone conservative finite difference schemes and proved the existence and stability of traveling discrete shocks. Discrete profiles for scalar equations were also studied in [14, 21, 26] . The analysis was then extended to systems in [24, 25] . Bultelle et al. [4] analyzed the linear stability of steady shock profiles obtained for general systems of conservation laws discretized with the Godunov method and constructed unstable profiles in the case of the Euler equations for gas dynamics. Recently, Lerat [18] found exact discrete shock solutions for residualbased compact schemes [19] up to seventh-order of accuracy discretizing the inviscid Burgers equation. Solutions were derived explicitly and were parametrized by the relative position of the shock in the discretization cell. Such analysis may help to tune parameters of the numerical method. In the context of DG methods, Cockburn and Guzmán [6] considered a formally second order approximation of a scalar linear hyperbolic equation with discontinuous initial condition. They gave estimates of the size of extent of oscillations upstream and downstream of the discontinuity based on suitable weights introduced in [15] . Recently, their work was extended to arbitrary approximation order in space and a third-order Runge-Kutta method on non-uniform meshes [34, 35] . The case of δ-singularities in initial condition and source term of a scalar hyperbolic equation was then investigated in [33] where superconvergence in negative-order norms outside the pollution region was proved and sharp estimates over the whole domain were given.
The objective of this work is the theoretical analysis of stationary discrete shock solutions for the DG method discretizing a scalar conservation law with a general convex flux. We will mainly consider the Godunov method to evaluate the numerical flux for which explicit solutions can be derived, but we will also focus on other numerical fluxes widely used in the context of DG methods. To this end, we first give general results about the structure of the stationary discrete profiles. These results are local in the sense that they consider profiles that are small perturbations to the exact solution. In the case of the Godunov flux, we establish the mean value of the solution in the cell containing the exact shock position and the complete solution in other cells for an arbitrary approximation order. The analysis also predicts exponential decay of oscillations of the discrete profile on both sides of the shock for a certain class of monotone numerical fluxes. Then, the linear stability of these profiles is investigated and eigenvalues are characterized for the Godunov flux. As a result, the shock profiles may become unstable at points where the numerical flux is not differentiable. These points contain the situation of a shock at interface which is counter-intuitive since the exact solution is a piecewise constant function over all cells and is included in the function space of the DG method.
Considering the inviscid Burgers equation we derive exact discrete shock profiles for the DG scheme up to fourth-order of accuracy in the spirit of the work of Lerat [18] . The results allow to evaluate quantitatively the structure of the solution within elements and predict situations where the numerical solution violates locally an entropy condition at the cell level. The theoretical stability analysis predicts the occurrence of unstable profiles when the exact shock position is close enough to an interface of the mesh. Numerical experiments will suggest that many features of the DG method obtained with the Godunov flux still hold for other numerical fluxes. In particular, for a given space discretization, the oscillating and unstable characters of the solution depend on the strength and exact position of the shock. As this latter feature is generally unknown, it strongly complicates the analysis for enhancing stability and robustness of the DG method. These results may support approaches based on a posteriori limitation techniques such as the MOOD method [5, 3] . Artificial viscosity represent another attractive approach providing that the amount of viscosity adapts itself to the regularity of the solution. Theoretical results in this work will suggest the addition of artificial viscosity to the highest modes in the DG space spanned by hierarchical basis functions. As an illustration, we apply the spectral vanishing viscosity method [22] with a selective filter in the Legendre basis as proposed in [23] .
The paper is organized as follows. Section 2 presents the model problem and the numerical approach for the discretization. In section 3, we consider a general convex flux and analyze discrete shock profiles for the DG method. These profiles are explicitly constructed in the case of the inviscid Burgers equation in section 4. A linear stability analysis is performed in the vicinity of these solutions in section 5. These results are assessed by several numerical experiments in section 6 and a first attempt for stabilizing the numerical scheme is proposed in section 6.3. Finally, concluding remarks about this work are given in section 7.
2. Model problem and discretization.
2.1. Nonlinear scalar equation. The discussion in this paper focuses on the discretization of scalar nonlinear hyperbolic equations in one space dimension with a DG method. Let Ω = R be the space domain and consider the following problem
The physical flux f in C 2 (Ω a ) is assumed to be coercive and strictly convex over the set of admissible states Ω a ⊂ R: lim u→±∞ f (u) = +∞ and f (u) > 0 for all u in Ω a . We are particularly interested in steady shock solutions to (2.1). Such solutions consist in stationary discontinuities between two states
where x c denotes the shock position and the states satisfy the Rankine-Hugoniot relation
and the Lax entropy condition
The above equation may be written in the equivalent form 5) whereû is the unique state such that f (û) = 0. Integrating (2.1a) in space over Ω, one obtains
2.2. Discontinuous Galerkin formulation. The DG method consists in defining a discrete weak formulation of problem (2.1). The domain is discretized with a uniform grid Ω h = ∪ j∈Z κ j with cells κ j = [x j−1/2 , x j+1/2 ], x j+1/2 = (j + 1 2 )h and h > 0 the space step (see Figure 2 .1).
2.2.1. Numerical solution and Legendre polynomials. We look for approximate solutions in the function space of discontinuous polynomials
where P p (κ j ) denotes the space of polynomials of degree at most p in the element κ j . The approximate solution to problem (2.1) is sought under the form
where U l j are the degrees of freedom (DOFs) in the element κ j . The subset (φ 0 j , . . . , φ p j ) constitutes a basis of V p h restricted onto a given element. In this work we will use the Legendre polynomials L 0≤k≤p . The basis functions in a given element κ j thus write φ
) where x j = (x j+1/2 + x j−1/2 )/2 denotes the center of the element. Orthogonality of the Legendre polynomials induces
where δ k,l denotes the Kronecker symbol, and from (2.8) we obtain the following expression for the mean value of the numerical solution
Likewise, the properties L k (±1) = (±1) k induce the following expressions for the left and right traces of the numerical solution at interfaces x j±1/2 of a given element:
where v ± denote the right and left traces of the quantity v at a given position (see Figure 2 .1). Finally, the derivatives of the Legendre polynomials may be defined from the recurrence relation [2] 
(2.12)
Multiplying the above relation with L l (s), integrating over [−1, 1] and using orthogonality, one obtains the recursion 
(2.14)
Note that we know the explicit projection of the derivatives of the Legendre polynomials into the Legendre basis. Indeed, applying the recurrence relation (2.12) successively one obtains
which may be rewritten under the general form 15) where the entries of the matrix M are defined by M k,l = (2l+1)
Space discretization.
The semi-discrete form of the DG discretization in space of problem (2.1) reads:
together with the initial condition
The discretization of the elementwise explicit residuals in (2.16) reads 18) whereĥ : Ω a × Ω a → R denotes a numerical flux consistent with the physical flux: h(u, u) = f (u). We will consider the Godunov flux for the theoretical analysis of sections 4 and 5.2: Comparisons will also be given in the numerical experiments for the local LaxFriedrichs (LLF) flux: 20) where the constant α is a stabilization parameter defined by α > max{|f (v)| : 
We recall that fluxes (2.19) to (2.21) are Lipschitz continuous and monotone 22) where ∂ u −ĥ and ∂ u +ĥ denote the partial derivatives ofĥ with respect to its first and second arguments. Numerical experiments tend to show that the effect of the flux on the quality of the approximation decreases as the polynomial degree p increases [8, 28] . The analysis in section 3 and numerical experiments in section 6 will support this trend and confirm the relevance of the theoretical analysis with the Godunov flux in sections 4 and 5.
2.3. Steady-state scheme. Looking for steady-state solutions 23) of the numerical scheme (2.16) and projecting the discrete scheme into the function basis, one obtains for all κ j in Ω h and 0 ≤ k ≤ p:
The local conservation propertŷ
is obtained from R j (u h , 1 κj ) = 0 where 1 κj denotes the indicator function of κ j . We are interested in discrete solutions of the numerical scheme such that
Therefore, we obtain lim x→±∞ĥ (u − h , u + h ) = f ∞ and the elementwise residuals in cells κ j in Ω h may be rewritten under the more convenient forms
3. Steady discrete shock solutions for general convex fluxes. In this section, we present some preliminary results obtained for a convex flux f that will be used in the next sections. We assume that the exact shock position x c is known and we set j c = 0 the cell index containing the shock without loss of generality. Cells j < 0 and j > 0 will be referred as to supersonic and subsonic cells, respectively. Our objective is here to determine the structure of the numerical solution in cells upstream and downstream of the shock position and to provide information about the solution in the shock cell.
The analysis will mainly focus on the use of the Godunov flux (2.19). For a steadystate solution to hold, the conservation propertyĥ(u − h , u + h ) = f ∞ , with a coercive and convex flux, has one of the following two solutions
it is suficient to consider the solutions of Riemann problems with initial conditions either u
in Ω a and u
Sinceĥ is continuous, we now consider successive situations when u
We therefore obtain (3.1a) and a similar step applies to infer (3.1b) .
In the following, we shall assume a stronger condition on the traces of the numerical solution at left and right faces of the shock cell:
Indeed, the Godunov flux is no longer differentiable at points (u Figure 2 .2(a)) and the strict inequalities in (3.2) ensure its differentiability in our analysis. We will give some comments on the implications of assumption (3.2) in section 3.3. We stress that the present results will show that the above assumption is not a restriction on the validity of our analysis.
As a consequence of (3.2), the Godunov flux (2.19) reduces to a fully upwind flux at interfaces x ±1/2 :ĥ
From (3.3a), the residuals in cell κ −1 no longer depend on DOFs in cell κ 0 . Hence, the DOFs in cells j < 0 now become independent of DOFs in cells j ≥ 0. Likewise, (3.3b) implies that DOFs in cells j > 0 are independent of DOFs in cells j ≤ 0. This is a key result for the theoretical analysis below and follows from the choice of the Godunov flux.
3.1. Numerical solution in the subsonic and supersonic regions. The first result concerns existence of discrete shock profiles in cells j < 0 in the supersonic region when using the Godunov numerical flux. This result is local in the sense that it is based on the inverse function theorem in each cell and is valid in a neighborhood of the exact solution (2.2). The same analysis is then applied in the subsonic region. In the case of more general monotone numerical fluxes, we also give conditions that allow an exponential decay of perturbations away from the shock position.
Theorem 3.1 (Solution in the supersonic region). Assume that the shock is strictly contained in cell j c = 0. Let p ≥ 0, h > 0 and assume that the discrete solution satisfies (3.2a). Then in each cell j < 0, the constant discrete function in P p (κ j ) defined by w h : κ j x → w h (x) = u L is the unique solution to the numerical scheme (2.27) over a sufficiently small neighborhood U j ⊂ R p+1 . Proof. We first note that, by consistency, w h trivially satisfies the numerical scheme (2.27): R k j (w h ) = 0, for all 0 ≤ k ≤ p and j < 0. In other words, w h is a stationary solution in the supersonic region. Let us prove that this is the unique solution in a sufficiently small neighborhood. Since u L >û (see Figure 2 .2a), for each interface j +
where the numerical flux in (2.27a) reduces to the upwind flux:
By assumption (3.2a), (3.4) holds also at interface x −1/2 . Now let j < 0, define
be the application whose components are the elementwise residuals in (3.4) and (2.27c):
by consistency and it is sufficient to prove that the mapping G j+1/2 is invertible over a neighborhood
at the point U L , where the coefficients N k,l are defined by (2.14). The application G j+1/2 is continuously differentiable over R p+1 and its Jacobian |∇ Uj G j+1/2 | has the following form at the point U L :
Applying the inverse function theorem, there exists a neighborhood W j ⊂ R p+1 of U L where the mapping G j+1/2 is invertible. We conclude with U j = V j ∩ W j A similar result holds for the subsonic region that we formulate below and whose proof uses the same method as for Theorem 3.1.
Theorem 3.2 (Solution in the subsonic region). Assume that the shock is strictly contained in cell j c = 0. Let p ≥ 0, h > 0 and assume that the discrete solution satisfies (3.2b). Then in each cell j > 0, the constant discrete function in P p (κ j ) defined by w h : κ j x → w h (x) = u R is the unique solution to the numerical scheme (2.27) over a sufficiently small neighborhood U j ⊂ R p+1 . In the case of a general numerical flux, the upwind property (3.3) is no longer valid with the consequence that the DOFs in supersonic and subsonic regions are no longer uncoupled from other DOFs and oscillations may appear in cells close to the shock position. However, we now show that, under some assumptions on the numerical flux, these oscillations decay exponentially fast from the shock. This trend will be illustrated in the numerical experiments of section 6 with the LLF flux and supports the relevance of the choice of the Godunov flux for the theoretical analysis.
Theorem 3.3. Supposeĥ : Ω a × Ω a → R is a monotone (2.22), Lipschitz continuous numerical flux consistent with the physical flux f (u) and satisfies
Assume that there exist J − < 0 and J + > 0 such that the discrete solution satisfies
Then, the amplitude of oscillations of the numerical solution around the exact solution decays exponentially fast as |j| → ∞.
Proof. We first consider supersonic cells j ≤ J − and proceed by induction. Let an interface j + 1 2 < J − + 1 2 and assume that the property holds true in cell j + 1:
the application whose components are the elementwise residuals in (2.27a), or equivalently (3.4), and (2.27c):
where G j+1/2 is continuously differentiable and has partial derivatives
, where the coefficients N k,l are defined by (2.14). In the same way as in proof of Theorem 3.1, the Jacobian becomes
from f (u L ) > 0, monotonicity ofĥ and the first inequality in (3.6). Applying the implicit function theorem, there exists a neighborhood U j+1/2 ⊂ R p+1 about U L and a continuously differentiable application ϕ :
We thus obtain that
From (3.6), the left and right traces of the numerical solution have the same sign. Likewise, a Taylor development of the applications
The last coefficient is defined through the relation (3.7) and reads
and the last coefficient of the perturbation, ς p j , thus decay exponentially fast as j → −∞, while other coefficients are always smaller than ς p j . Therefore, the induction holds true in cell κ j and the proof is complete since it is assumed to be true in cell J − . The proof is similar for subsonic cells. Introducing the application
defined by (2.27b) and (2.27c) for j > J + and assuming small perturbations about U R = (u R , 0, . . . , 0) in R p+1 , the implicit function theorem and a Taylor development
Note that the assumption (3.6) holds for the LLF flux. Indeed, we have
Numerical experiments of section 6.1 will illustrate the results of Theorem 3.3. In [32] , Smyrlis used similar arguments to demonstrate the exponential decay of oscillations in the vicinity of a stationary shock for the Lax-Wendroff scheme observed in precedent numerical experiments [11] . In this case, monotonicity is lost and oscillations change sign from one cell to another.
The proof of Theorem 3.3 shows that the oscillations are transmitted from a cell to its neighboring cell κ j by the numerical fluxes and that only the highest DOF is affected. In particular, setting U p j = 0 one recovers the uniform solution up to first order:
. This may motivate limiting techniques of the solution to suppress spurious oscillations and a first attempt in this direction will be shown in section 6.3.
3.2.
Numerical solution in the shock region with the Godunov flux. In the case of the Godunov flux, the mean value of the numerical solution in the shock cell is explicitly known. This is the object of the following lemma.
Lemma 3.4 (Global conservation). Let h > 0 and p ≥ 0 and use the Godunov flux (2.19), then under the assumptions (3.2) the first DOF in cell κ 0 is defined by
where u 0 denotes the mean value (2.10) of the exact solution (2.2) in cell κ 0 , and
is the relative shock position in κ 0 and has values s c = ±1 when the shock is at interfaces x ±1/2 . Proof. Setting v h = 1 κj into (2.16) and summing up the results over all cells κ j in Ω h , one obtains
according to (2.26) . Integrating (2.1a) in space over Ω, one obtains
Subtracting this result to the above equation, one obtains 
Some comments on assumption (3.2).
The above results with the Godunov flux are based on assumption (3.2) on the traces of the numerical solution at interfaces of the shock cell. However, from (3.1) we observe that this assumption may be violated when either (i) u
Our objective is here to show that, up to a shift in the index of the shock cell, j c , (3.3) still holds. This is a consequence of the following result: for oscillations in cell κ 0 , situations (i) and (ii) reduce to
respectively. To prove these results, consider the local residuals (2.18) at steady-state.
Setting v h = u h and imposing the conservation property (2.25), one obtains
where g(u) = u f (v)dv and min(u
) from the mean value theorem. The above equation has two solutions: either u
. Now, suppose for instance that case (i) holds so that u + −1/2 = u R . Applying (3.11) with j = 0, we obtain either the trivial solution u − 1/2 = u R , or f (ξ 0 ) = f ∞ with ξ 0 = u R . In the latter case, we have u R < ξ 0 = u L < u To sum up, it is convenient to introduce an index of faces of the shock cell,
. Then, the situations violating (3.2) reduce to one of the following cases
Therefore, the Godunov flux is not differentiable at x ic+1/2 only,ĥ ic+1/2 = f (u ± ic+1/2 ): one solution satisfies (3.3) and the analysis of section 3 remains valid, but the other one corresponds to oscillations in a neighboring cell. In the following, we will only consider solutions for which (3.3) holds without loss of generality. Among these solutions, the situations violating (3.2) will be analyzed in the linear stability analysis of section 5 and numerical experiments of section 6. 2 . According to Theorems 3.1 and 3.2, the uniform numerical solutions u h ≡ u L in the supersonic region and u h ≡ u R in the subsonic region hold with the Godunov flux. We thus restrict our analysis to the solution of the numerical scheme in the cell containing the shock. The result now depends on the order of the numerical scheme and we give the solutions for 1 ≤ p ≤ 3 in the following theorem.
Theorem 4.1. Consider the discrete DG scheme with the Godunov flux (2.19). Let the exact position of the shock be in cell κ 0 and assume that the internal traces satisfy (3.2). Then, for h > 0, according to the polynomial degree, p ≤ 3, and the relative position of the shock in the cell, s c , defined by (3.9), the solution of the discrete scheme (2.27) reads:
if p = 2: Proof. See Appendix A. Several conclusions may be inferred from Theorem 4.1. First, for a polynomial degree p, i.e., a given DG scheme, the solutions are parametrized by the relative shock position in the cell only. In particular, the numerical solution is independent of the mesh size and the amplitude of the oscillations are proportional to the shock strength u L − u R . These oscillations occur for p ≥ 1 and vanish if and only if the shock is at an interface: s c = ±1. Then, the coefficients are displayed in Figure 4 .1(ac) and present continuous evolution with s c . The validity of the assumption (3.2) is illustrated in Figure 4 .1(d) and is satisfied according to the ranges of solutions in Theorem 4.1. We observe that for p = 2 (resp. p = 3), the positions s c = ± It is remarkable that assumption (3.2) selects the solutions over the whole range s c in [−1, 1]. Finally, the oscillatory behavior of the solution may lead to entropy violating solutions where the sign of eigenvalues changes locally upstream and/or downstream of the shock position. Since the numerical solution can potentially change sign p times in a cell, this may lead to nonphysical situations. Numerical experiments in section 6 will show that those situations may exist for p ≥ 2. This feature is different from what has been shown in [18] for the high-order RBC schemes where the oscillations were seen to monotonically decrease for a shock position moving from the center of the cell to its faces.
5. Linear stability of steady shock profiles.
Linearized operator.
In this section, we are interested in the linear stability of the DG scheme around steady shock solutions u h satisfying (2.27). We will mainly focus on sufficient conditions for instability of the numerical scheme. These conditions will then be used to analyze non-convergence to steady-state of the DG scheme observed under certain conditions in the experiments of section 6.
To this end, we first consider a forward Euler method for the time discretization, setting v h ≡ φ k j in (2.16), we obtain 
, ∀j ∈ Z, 0 ≤ k ≤ p.
F. RENAC
Using expression (2.24) for the local residuals, we obtain
, u
Substracting R k j (u h ), dividing by , and letting tend to zero, the components of Lw read
The linearized operator L is thus made of three diagonals of blocks of size (p + 1) × (p + 1) with entries
For the shock profile u h to be linearly stable, it is necessary that the spectrum of L contains only eigenvalues µ with modulus lower than unity, |µ| ≤ 1, and semisimple eigenvalues with unit modulus, |µ| = 1 [4] . In the following, we will focus on sufficient conditions for instability of shock profiles.
The case of the Godunov numerical flux.
The upwind character of the Godunov flux allows to specify the eigenvalues of the linearized operator in the following proposition.
Proposition 5.1. Under the assumptions of Lemma 3.4, the spectrum of the linearized operator (5.3) for the Godunov flux (2.19) reduces to the spectra of the following matrices of size p + 1:
4c)
for 0 ≤ k, l ≤ p, where u h denotes the solution of (2.27) and N k,l is defined by (2.14).
Proof. Under assumption (3.2), the Godunov flux reduces to the upwind flux (3.3). Therefore, for j = 0 the integral in (5.3b) reads
with u X = u L for j < 0 and u X = u R for j > 0. After simplification and omitting the double subscript for diagonal blocks, the linearized operator reduces to 
, and γ 2 = 3
, and
for j > 0. Therefore, L is lower block triangular for j ≤ 0 and upper block triangular for j > 0. The eigenvalues of the matrix are thus the eigenvalues of the diagonal blocks which are constant and equal to (5.4).
Application to the Burgers equation.
As an application, Table 5 Let us consider the linear stability of situations violating assumption (3.2) according to section 3.3. For these points, Table 5 .2 displays the eigenvalues and eigenvectors in the shock cell L 0 . We observe that for s c = ±1 and 1 ≤ p ≤ 2, µ = 1 is a non semisimple eigenvalue of L. Indeed, λ = ∆t h > 0 hence µ = 1 is not an eigenvalue of blocks L j<0 or L j>0 (see Table 5 .1), but it is an eigenvalue of L 0 with algebraic multiplicity p + 1 and geometric multiplicity of 1 as indicated in Table 5 .2. This property holds for p = 3 because eigenvalues of L j<0 and L j>0 satisfy µ = 1. Indeed, they are of the form 1 − λ L µ l and 1 + λ R µ l , respectively, with µ l ∈ {−4+(γ 3 −4) 1/2 ±γ 
Note that the eigenvector associated to µ = 1 has components along the highest DOF only. This property will be used in section 6.3 for stabilizing the DG scheme. Table 5 .2 also gives the eigenvalues and eigenvectors for shock positions −1 < s c < 1 where the strict inequality in assumption (3.2) is violated. This situation occurs for p = 2 and p = 3 as highlighted in Theorem 4.1. Though different from results for s c = ±1, these results show that µ = 1 is also a non semisimple eigenvalue and the DG scheme will be unstable. At this time, a general result about instability has not been achieved and is beyond the scope of the present study.
Stability of the DG scheme requires high-order Runge-Kutta schemes [8] . However, the scheme may remain linearly unstable at points violating assumption (3.2). As an example, consider the second-order and strong stability preserving Heun scheme whose linearized operator reads
We note that L is lower triangular by blocks for rows j < 0 and upper triangular by blocks for rows j > 0, so is L RK2 . As a consequence, the stability of L RK2 reduces to the stability of its diagonal blocks. Moreover, the transformation from L to L RK2 results on the same operation of its diagonal blocks. Now, we note that µ = ±1 is not a root of µ RK2 = 1 for blocks L j<0 or L j>0 for p ≤ 3. Indeed, according to Table 5 .1 and precedent remarks, the only roots are λ L = λf (u L ) = 2 for p = 0 and λ L = 2/(3 + γ 1 ) 0.5498 for p = 2 which do not satisfy the usual CFL condition max{|λ L |, |λ R |} < 1/(2p + 1) [8] . The same analysis holds for λ R = λf (u R ). Runge-Kutta method [31] . We look for steady-state solutions of (2.16) of the form u h (x) = lim n→∞ u h (x, n∆t). The time step is set at
where CF L = 1/(2p + 1) according to [8] and the maximum eigenvalue is evaluated at quadrature points of the element κ j . As suggested in [18] , the final shock position for the Burgers equation is set through the following initial condition
, with −2 < u < 2. Using (2.6), we obtain x c = 1/2 + u/4.
We note that the evaluation of the volume integral in (2.18) is done by using Gauss quadrature which may be inexact for a nonlinear flux. The present results have been obtained by using a numerical quadrature of sufficient order to integrate it exactly in the case of the Burgers equation: p + 1 Gauss-Legendre points are used for p ≤ 2 and p + 2 points are used for p = 3. The extra point for p = 3 allows to quantitatively compare the solution of the numerical scheme obtained from the theoretical analysis in Theorem 4.1 with the solution obtained from a numerical calculation. The solution remains uniform in the supersonic and subsonic regions x < x −1/2 and x > x 1/2 whatever the polynomial degree which confirms the conclusions from Theorems 3.1 and 3.2. However, for p = 2 and s c = 1 or for p = 3 and s c = ±1, the solution from the numerical calculation appears to be oscillatory outside the shock cell and differs from the expected predictions. In all these situations, the calculations did not succeed in converging to a steady state and therefore do not satisfy the discrete scheme (2.27). The analysis in section 5.3 predicts instability in situations s c = ±1 for 1 ≤ p ≤ 3, s c = ± 2 3 for p = 2, and s c = ± 1 6 for p = 3. The analysis was limited to a second-order Runge-Kutta scheme, but results of section 6.2 show that it holds for a third-order scheme. We recall that assumption (3.2) may be violated for p ≥ 1 at these points (see Theorem 4.1 and Appendix A) where the Godunov flux admits two equal valuesĥ Figure 4.1(d) ). Both values may be solutions of the numerical scheme as long as that the conservation of the scheme (2.25) is respected. Our numerical experiments tend to show that, when converging to the steady state, the Godunov flux changes for a solution to another following a cyclic pattern with the consequence that the flux balance in the cell is periodically modified (see Figure 6.6(b) ). In some cases, e.g., p = 1 and s c = ±1 or p = 2 and s c = −1, the convergence to steady state was reached but at very low speed.
The solution oscillates in the shock region. The theoretical solutions of Theorem 4.1 agree very well with the numerical calculations. The oscillations present amplitude lower than two times the shock strength u L − u R . Likewise, for p = 2 and p = 3 the oscillations of the polynomial solution in the shock cell may lead to nonphysical solutions where the sign of the eigenvalues f (u h ) = u h changes sign locally more than one time. (2.19 ). This observation is in agreement with precedent numerical evidence of comparable resolution of the DG scheme with different numerical fluxes when the polynomial degree p is increased [8, 28] . Note that the Engquist-Osher flux reduces to the Godunov flux as soon as the left and right traces satisfy u − ≥û and u + ≤û, whereû is defined in section 2.1. For instance, it may be easily checked that this holds for |s c | ≤ observed from the numerical experiments in the preceding section and illustrated in Figure 6 .6. Considering only p = 1 and p = 2 approximations thus appears sufficient for our purpose. The results for the Godunov flux have already been determined from the stability analysis in section 5 and will be used for comparison. For the second-order approximation, p = 1, every eigenvalue is contained in the unit disc. In the case of the Godunov flux, the pairs of complex conjugate eigenvalues correspond to modes located in cells j = 0 and associated to uniform flow, while real eigenvalues correspond to modes in the shock cell as indicated in Table 5 .1. The spectra obtained for other numerical fluxes look similar even if a scattering of eigenvalues in cells j = 0 is observed for the LLF flux. Using a third-order time integration scheme is seen to lower the modulus of eigenvalues as expected.
The third-order approximation, p = 2, with the forward-Euler scheme exhibits unstable modes when the shock position tends to an interface. Here again, the spectra for every numerical scheme look similar. The complex eigenvalues are concentrated in the right half-plane, while some real eigenvalues are negative and may become unstable. From the stability analysis for the Godunov flux in Table 5 .1, one may distinguish among the former modes between stable eigenvalues associated to the uniform flow and unstable eigenvalues associated to the shock. For other numerical fluxes, one recovers the eigenvalues in cells j = 0 concentrated at the same locations 1 − λ L (3 + γ 1 ) 0.272 and 1 − λ L 2 (6 − γ 1 ± γ 2 i) 0.464 ± 0.610i. Likewise, modes associated to the shock are also very similar. The eigenvalues are concentrated at the unit circle and become unstable as the shock position tends to the interface. We stress that lowering the CFL value (see eigenspectra for p = 2 and s c = 19/20) shows that these modes remain unstable as predicted in Table 5 .1 for |s c | > Figure 6 .8 displays the structure of associated eigenvectors for two different shock positions corresponding to unstable modes. In section 5.2, it was shown that these modes only affect the highest DOF and result in a quadratic evolution with support in the shock cell. The structure of the modes for the Engquist-Osher and LLF fluxes is very similar and (top), sc = 0 (middle), and sc = 3 5 (bottom). mainly concentrated in the shock cell. These modes are damped with the RungeKutta scheme, but are clustered around the unit circle and remain unstable for large s c values. These modes are expected to slow-down or prevent the convergence of some computations as observed in Figure 6 .6b and in the numerical experiments in the preceding section.
6.3. Stabilization with the spectral vanishing viscosity method. The analytical results in Theorem 3.3 and section 5.3 and numerical experiments in Table 6 .1 suggest the possibility of removing oscillations in the supersonic and subsonic regions by damping the higest DOF, say U p j with j = 0. Likewise, the structure of solutions in Theorem 4.1 and the stability analysis in section 5 (see, e.g., Table 5 .2) support the necessity of acting on a larger range of DOFs, say (U l j ) mj ≤l≤p where m j > 0, whenever the solution becomes discontinuous in cell κ j . These observations motivate the application of the spectral viscosity method [22, 23] to the DG discretization. In this method, one supplements the explicit residuals (2.18) with an artificial viscosity
We propose to apply this method in the context of our numerical experiments by selecting the range of modes where the spectral viscosity is applied according to the local smoothness of the solution: we set m j = 1 when the solution is irregular and m j = p − 1 otherwise. We apply the shock detection technique from [16] to test the local smoothness of the solution. Figure 6 .9 presents the convergence histories and solutions for the LLF numerical flux and third and fourth approximation orders. Results obtained with the above method and a viscosity coefficient ε = h/(p + 1) are compared to that obtained without artificial dissipation. We observe the stabilization of the computations by the numerical viscosity. The amplitude of the oscillations are also lowered and are effectively damped in the uniform region where viscosity is applied only to the highest DOFs. The technique allows the computations to converge to steady-state solutions and to lower oscillations while keeping accuracy in smooth regions of the flow.
7. Concluding remarks. Discrete shock profiles for a scalar conservation law with a convex flux discretized with a DG method have been analyzed. Using the Godunov numerical flux, we show existence of stationary profiles that are oscillating for polynomial degree p ≥ 1 into one discretization cell only. The oscillations may vanish when the shock is located at an interface of the mesh. A linear stability analysis of the shock profiles show however that these latter solutions may be unstable. Considering the inviscid Burgers equation, these profiles are constructed analytically for p ≤ 3 and are shown to be parametrized by the shock strength and its relative position in the cell.
The extension of this analysis to other numerical fluxes is also investigated. A theoretical analysis shows that oscillations propagate in neighboring cells but decay exponentially fast from the shock position for some class of monotone numerical fluxes.
Moreover, numerical experiments indicate that the shock profiles present strong similarities with the profiles obtained with the Godunov flux which may be considered as a relevant model for the analysis of the DG method.
Finally, these results show that, when using a hierarchical functional basis, only the highest DOFs are responsible, at first order, of linear instability and propagation of oscillations in neighboring cells. As an application of this property, the spectral vanishing viscosity method is successfully used to stabilize computations and damp oscillations through a selective action on DOFs.
One main contribution of this work is the analysis of oscillations and unstable character of the DG method for scalar conservation laws. These results may help to design specific stabilization techniques and future investigations will focus on these methods.
(U As a consequence, the equation for the first DOF always reduces to the trivial relation f (u L ) = f (u R ). As suggested in Theorem 4.1, we adopt the following notation for the DOFs in the cell: U l 0 = u L u l , for all 0 ≤ l ≤ p, where u 0 = s c according to (3.8) . Finally, we observe that according to (2.11), assumption (3.2) may be rewritten as follows 
