A recently proposed visual aid for patients with a restricted visual field (tunnel vision) combines a see-through head-mounted display and a simultaneous minified contour view of the wide-field image of the environment. Such a widening of the effective visual field is helpful for tasks, such as visual search, mobility, and orientation. The sufficiency of image contours for performing everyday visual tasks is of major importance for this application, as well as for other applications, and for basic understanding of human vision. This research aims is to examine and compare the use of different types of automatically created contours, and contour representations, for practical everyday visual operations using commonly observed images. The visual operations include visual searching for items, such as cutlery, housewares, etc. Considering different recognition levels, identification of an object is distinguished from mere detection (when the object is not necessarily identified). Some nonconventional visualbased contour representations were developed for this purpose. Experiments were performed with normal-vision subjects by superposing contours of the wide field of the scene over a narrow field (see-through) background. From the results, it appears that about 85% success is obtained for searched object identification when the best contour versions are employed. Pilot experiments with video simulations are reported at the end of the paper.
INTRODUCTION
Contours can give accurate information about the shape of the objects in the scene, though occupying only a small fraction of the image area. Extraction of edge areas in the scene is considered to be a basic low-level operation of the human visual system. This research deals with the performance when employing image boundary features (different contour types) for image understanding (such as object detection and identification). The research is associated with a new visual aid [1] [2] [3] for patients with a severely restricted visual field of view (FOV), commonly termed "tunnel vision." This aid combines a seethrough head-mounted display (HMD) and a simultaneous minified contour view of the wide-field image of the environment. The viewer can recognize objects that lay beyond his restricted FOV by detecting or identifying them from the contours superposed into his restricted FOV. Such a widening of the effective visual field is helpful for tasks, such as orientation, mobility, and visual search. Another version of the visual aid is a video "see through," where unlike the optical see through, the patient observes the scene not through a transparent screen, but by viewing on a screen a video signal recorded by a camera and displayed in real time on the HMD. In this device, the contours rarely obscure any significant detail of the real-world view since they typically occupy only about 2%-10% of the image area and they are usually in slow movements resulting from head movements (their movement extent is smaller than the image movements, as it is relative to their minification scale). Because of their movement and contrast, they are easily separated perceptually from the natural view of the world behind them [1] . In the macular region, contour properties such as accurate shape, color (of the object), and contrast may be meaningful. We examine the effects of such properties in this study.
Contours are conventionally of single-pixel width and single-intensity outlines, which represent the locations of steep intensity variations in the image. Such contour representation is usually appropriate for computer-vision applications, in which contours are frequently used as spatial descriptors of objects. However, for the purpose of image understanding by the human eye, other representations of contours may be examined. Such other representations can be colored contours, nonsingle-intensity and nonsingle-pixel width countours, background-based contours (for instance, dark contours over bright backgrounds and vice versa), etc.
Several studies have been carried out in the past for examining image contours through object recognition by human observers. Biederman and Ju [4] employed only an artist rendition of the contours, which is not practical for most edge detection applications (such as in video) and may not be properly representative of the performance with computed edges. Sanocki et al. [5] examined the contours, of isolated objects over a blank surrounding, either drawn or computed from the image. Such arrangements do not represent real-world scenes. Heath et al. [6, 7] presented a comprehensive comparison of edge detectors using subjective human rating experiments. A quantitative measure of the ratings was performed using the analysis of variance (ANOVA) technique. The prior process of parameter selection for the detectors was also carried out using visual ratings collected in a psychophysical experiment.
All these studies were limited to a specific conventional contour representation, in which black or white contours were laid upon a white or black background, respectively. Also, subjects gave ratings to the contours of objects for the evaluation of edge detection methods, but did not perform actual visual tasks such as searching for a specific object in the scene, which employ different mechanisms in the visual process. Such a visual task is of major importance for the visual aid that is based on an image contour added to a seethrough scene, where the contours are used to assist in navigation and in practical visual search. Therefore, the contour evaluation is done here with regard to the performance of practical everyday visual tasks such as visual searching for items, such as cutlery, keys, remote controls, eyeglasses, people, fruit, etc.
Furthermore, unlike previous studies of contour evaluation, distinction is made here between different levels of perception. The concept of different perception levels in target acquisition from images was suggested by J. Johnson in [8] for defining the required resolution of targets to be recognized in an intensity image. He defined four levels of resolution-detection, orientation, recognition, and identification-where at each level higher knowledge about the target is perceived by the viewer. For the case of performing everyday visual object recognition using contour information, we defined two levels of perception: certain identification and uncertain identification. Uncertain identification is the situation in which the viewer suspects (but is not sure) that a specific feature in the image is the object he is looking for. Certain identification is the situation in which the viewer is sure about the searched object recognized in the image. Since contours do not give exact object description in various scenes, uncertain identification can provide a first important guess when the patient is searching for an object (similar to the use of the low resolution of the visual field periphery in normal vision). This detection may prompt directing of the high-resolution line of sight toward the detected feature. Therefore, unlike previous studies, searched objects in the scene do not have to be located here in the center of the image, but can be anywhere in the FOV.
In addition to different contour (edge) detection methods, this study evaluates different contour appearances (such as colored and background-based) regardless of the contour detection method itself.
The parameters of the edge detectors will not be obtained manually by experiments (as done previously [6, 7] , but will be calculated automatically using a method that extracts the best parameter set for each detector by statistically analyzing a number of detection results (usually 16 or 20) obtained from a wide range of parameters [9, 10] .
Since this work is intended to contribute to the practical use of a see-through imaging visual aid (i.e., real-life color scenes), real color images were used, and the contour formation processes were adapted to color images. Also the background of the contours was set to be the central part of the image. This was taken into consideration in the process of setting the properties of the contour appearances. This is different from the previous studies that were performed with gray-scale images and uniform background. Results obtained with normal-vision subjects can give an indication about the potential for the use of contour information for visual search and image understanding. This would also be a basis for future experiments with tunnel-vision subjects and for a comparison between normal and tunnel-vision performances.
Analysis is performed here with regard to the viewers, the images, the edge detection methods and appearances, and the characteristics of the searched objects and images.
CONTOUR DETECTION AND REPRESENTATION METHODS
In the augmented-view setup (contours upon central image area), a good contour map should be very informative (through properties such as shape or color) and viewable (with regard to its background), and also minimally distracting. Because of the extensive use of detected image contours (edges), mostly in computer-vision applications, numerous edge detection methods have been developed. Many edge detection methods have several basic steps that include smoothing of the image, which is a scale parameter (for noisiness reduction and suppression of fine details), a derivative-like operation (to emphasize sharp intensity changes), and thresholding of the filtered image (for the detection of edge locations). The detector parameters such as scale and threshold might be more important than the edge detection algorithm employed. The scale determines, in general, the level of abstraction of the contour information associated with the scene, while the threshold determines the trade-off between true and false edges. With respect to the edge detection methods developed in the past few decades, some survey studies have been reported [11] [12] [13] . Studies also have been carried out for evaluating and comparing different methods as described in Section 1 [6, 7, 14] .
The use of a large number of edge detection methods to be compared in our experimental part was not practical. Furthermore, the outputs of different edge detection methods may appear similar depending on the detector parameters selected. After an initial survey study and some pilot experiments, we selected for the final experiments four edge detection methods that represent different detection approaches, and four different contour appearances, forming a total of 16 combinations of different contour versions to be examined. The following edge detection methods have been selected:
1. The Canny method [15] , which is believed to be the most popular edge detection technique. It had the highest score in the study of Heath et al. [6] for the case where for each detection method the detector parameters were adapted for each image. This method acquires its success mainly because it includes the operations of nonmaximal suppression (which reduces the width of the contours to one pixel) and hysteresis thresholding (which improves the continuity of the detected edges). The method parameters are the high and low thresholds and the width of the smoothing Gaussian.
2. The Bergholm method [16] , which employs a scale space representation for the edge detection (a course to fine edge tracking process). This method had the highest score in the study of Heath et al. [6] for the case where for each detection method the best parameters were fixed across all images. The method parameters are the coarser (start) and finest (end) scales (sigma), and the threshold.
3. The Peli method [17] , as it directly and explicitly employs current models of the human visual system. Since an intended application of this study is viewing of contours by human observers with a see-through imaging device, a special interest is to examine the vision-based contour formation technique. This method may produce wider contour lines and a bipolar contour structure, which may be more informative than the conventional structure. Some different sets of three or four adjacent scales (band-pass filters) can be employed in this method. The parameter we defined for this method is the specific set to be selected out of several possible sets of adjacent band-pass filters.
4. The Prewitt method [18] was selected for its simplicity and its very low computational load, which may be required for practical implementation. Here we simply employ the Prewitt operator (a derivative approximation) upon the image followed by a threshold operation. The method's only parameter is the threshold.
The above methods cover considerations of simplicity (Prewitt), popularity (Canny), vision-based (Peli) , and scale space (Bergholm) . Other methods should probably also be examined (as specified in Section 7); however, the different contour appearances extend significantly the variety of the examined contour versions.
A. Initial Ranges of Parameters
In all the methods, the parameters (specified above for each method) were selected using a technique that automatically extracts the best parameter set by statistically analyzing the detection results obtained from a wide range of parameters. [9] This parameter selection was found to generally fit the preferences of viewers well in the preliminary observations we performed, for all four methods. For Canny and Bergholm methods, this initial range was taken according to the range used by Heath et al. [6] . The initial ranges of parameters used for the parameter selection method of [9] were, for each of the four edge detectors above, as follows. Canny: sigma є {0.6∶2.4} in steps of 0.6, and low threshold є {0.2∶0.5} and high threshold є {0.6∶0.9}, both in steps of 0.1. Bergholm: start sigma є {2∶5} in steps of 1, end sigma є {0.5∶2} in steps of 0.5, threshold є {5∶20}, in steps of 5. Prewitt: threshold є {0.3∶0.94} in steps of 0.08. Peli: scales 2∶5, 3∶5, 3∶6, 4∶6, 4∶7, and 5∶7.
B. Contour Appearances
Since in the visual aid application the contours are laid upon a see-through central part of the image, and not upon a blank background as done in other studies, the preferred appearance of the contours may depend on the image properties. For instance, bright or dark contours may be less visible when presented upon a bright or dark see-through image background.
The following contour appearances have been employed:
A single-level black or white contour (conventional representations). The choice between black and white is performed according to the brightness of the majority of the pixels in the image. So in this case, a mostly bright image (more bright pixels than dark ones) will produce black contours, and a mostly dark image (more dark pixels than bright ones) will produce white contours. The intensity thresholds for stating which pixel level is bright or dark were found experimentally. The dark level is considered when it becomes somewhat difficult for a viewer to observe black contours (below 108), while, similarly, the bright level is considered when it becomes difficult to observe white contours (above 148).
2. A double-line black and white contour, in which black and white lines lay at the darker and brighter sides of the original edge area, respectively. Such an appearance may be more informative about the feature in the image it represents; however, it may consume a larger fraction of the final augmented image area. This contour structure was proposed in the vision-based Peli method [17] .
3. A contour appearance adapted to its background, upon which it is laid in the augmented image. In this case, dark or bright local surroundings will prompt white or black contours upon them, respectively. Here the contour will always have high contrast with regard to its background and therefore will be clearly observed, but its value may alternate in some cases and therefore may disturb the observer.
4. A colored contour, which should give information about the color of the original objects. Since different sides of an edge may have different colors, a double-line contour was implemented. At each edge location, at the bright side of edge, the value of the edge point is set, so that the proportions between the color RGB components are kept, while bringing the level of the strongest color component to a maximum. At the dark side of the edge, the level of the weakest color component is brought to a minimum.
Note that the single-line contour appearances (1 and 3) violate the visual-based rule of the Peli detector of a double bilevel contour structure. Therefore, these contour versions cannot be considered to be valid Peli contour versions. Also, the doubleline contour appearances (2 and 4) violate the single-line rule of the Canny detector (obtained in its nonmaximal suppression stage); however, this rule in the Canny detector is not visualbased, but is motivated by the common requirements of computer-vision applications. Another issue relates to the fact that here we perform the contour formation procedures with real-life color (RGB) images. Therefore, some adaptations have been made. The main changes were in the computation of the image gradient magnitude and the direction required in the contour formation process, which took into account the colors' differences instead of only the intensity differences [18, 19] .
EXPERIMENT: OBJECT DETECTION AND IDENTIFICATION USING CONTOUR INFORMATION
In this experiment, subjects had to detect or identify specific objects they intentionally looked for in the image (visual search). The objects searched were of the common variety, such as eye glasses, watches, remote controls, keys, pens, cellular phones, bars of soap, fruits, kitchenware, shoes, shirts, cars, humans (male or female), and so on. Objects were usually located within their normal environment. A total of 128 images were recorded using a color camera with 1280 × 960 pixels with 256 bits∕pixel value. The images represent different real-life vision situations at home, in the office, and outdoors. For each image, the four selected edge detection algorithms (described in Section 2) were implemented, and for each of the four edge detection images, four contour appearances (described in Section 2) were applied, producing a total of 16 image contour types for each of the 128 images. In each image, the central part (1∕8 of the image size in each direction) was used as the narrow FOV associated with tunnel vision. Each of the 16 contours produced from an image was added to that central part (after resizing), simulating the visual aid, which combines a see-through HMD and a simultaneous minified contour view of the wide-field image of the environment [1] . After some pilot experiments, 48 normal-vision subjects carried out the experiment. The subjects were seated at a distance in front of the screen forming about a 20 deg FOV of the image. All 128 images were shown sequentially to each subject, where each image was processed using one of the 16 contour versions (obviously no more than one processed version of a specific image was shown to each subject). For each image shown, a description of the object to be found was written on the upper side of the computer screen, and was also spoken by the examiner. The subject had to find this object from the contour information and click the left mouse key on the object if he thought he had certainly identified the object. If he only suspected that a certain feature was the object, he had to press the right key of the mouse instead. This enabled us to distinguish between different levels of object recognition (or perception), as defined in the Section 4. A maximum time duration of 1 min was given for each search of an object. At half a minute or more from the beginning of the search, the subject could point (right mouse key) to a pattern that looked the most similar to the searched object even if he or she was completely uncertain.
The parameters recorded in this experiment were the time duration until the mouse press, the mouse key pressed (left or right), and the hit or miss of the object (it was considered a hit when the mouse was pressed while pointing within the object's bounding polygon and the five pixels around it). We also counted the total number of pixels included in the contours since as this number gets higher, the contours may somewhat obscure parts of the see-through background (tunnel-view) image and therefore disturb its visibility.
An example of an image and its contour-based augmentedview version is shown in Fig. 1 . 
DEFINITION OF RECOGNITION PROBABILITIES
Recognition is used here as a general term for two different levels of object perception by observers: (i) identifying an object with certainty (termed "certain identification") and (ii) identifying an object without certainty (termed "uncertain identification"). Unification of both cases-that is, identification of an object with or without certainty-is termed here "detection." Therefore, we define the following probabilities of object recognition:
1. Probability of true certain identification (when identification is made with certainty):
Num of true certain identificatios Num of all answers :
2. Probability of false certain identification (when identification is made with certainty but is incorrect):
Num of false certain identifications Numof of all answers :
3. Probability of true uncertain identification (correct identification although decided with uncertainty):
Num of true uncertain identifications Num of all answers :
4. Probability of false uncertain identification (incorrect identification when decided with uncertainty):
Num of false uncertain identifications Num of all answers :
5. Probability of true "detection" (when decided with either "certain" or "uncertain" identification):
Num of all true identifcations Num of all answers p cert id p uncert id :
6. Probability of false "detection" (when decided with either "certain" or "uncertain" identification): 
Note that p false det 1 − p det .
EXPERIMENTAL RESULTS

A. Overall Object Recognition Results
The results over the whole data set (128 images examined by 48 subjects), without distinguishing between the various contour types, can give information regarding the spread of the results for the different types of recognition performances, and across subjects and images. Table 1 presents a summary of the recognition results of all 48 subjects over all 128 augmented-view images shown to each subject (a total of 6144 object recognition operations). It can be seen that in 80.6% of the cases the searched object was eventually detected, and out of that, in 70% of cases the subjects were certain in their decisions ("identification"), and in 10.6% the subjects were not certain in their decisions ("uncertain identification"). It can also be seen from the table that when the subject is certain about the object recognition, the average and the standard deviation (STD) of the time needed for making the recognition decision are much smaller. In false recognition, the time and its STD are even higher than in the case of uncertain identification. Figure 3 presents statistics from the viewers for each recognition type. Figure 3(a) presents the probability of each recognition type for a viewer, with error bars showing the STDs between viewers. The probability of each recognition type for a viewer equals the overall probability for that recognition type shown in Table 1 . However, the STDs between viewers are different and much smaller. In Fig. 3(b) we can see statistics from the viewers that chart the search duration prior to making a decision-for each recognition type. The error bars represent STDs of search duration between viewers. It is interesting to observe that the spread of the search durations between subjects is considerably larger than the spread of the eventual resulting decision shown by the error bars in Fig. 3(a) . Figure 4 shows statistics from the 128 images used in the experiment. Figure 4 (a) presents the probability of each recognition type for an image. Here again, the probability of each recognition type for an image equals the overall probability for that recognition type shown in Table 2 and also in Fig. 3(a) . However, the STDs between images (shown by the error bars) are different. It can be seen that the deviations between images are larger than the deviations between viewers. In Fig. 4(b) we can see statistics from the images that cover the object search durations prior to a decision-for each recognition type. The error bars represent STDs of the search durations between images. Also here, the deviations in the search durations between images are larger than the deviations between the eventual resulting decisions shown by the error bars in Fig. 4(a) .
B. Statistics from Viewers
C. Statistics from Images
D. Comparison of Recognition Results for the Different Contour Versions
In this subsection, edge detection and edge appearance methods are evaluated. , we see that the Prewitt detector had the lowest probability for true uncertain identification even at contour versions where it did not have higher true certain identification. This means that if an observer is unsure about a suspected object, he will more likely make a mistake when the Prewitt detector is used. Results of the Peli detector show that when its double bilevel contour structure is violated (bins "a" and "d"), recognition probabilities are significantly decreased. Figure 6 shows time durations until decision, for each recognition type for the different contour versions. A general expected behavior of the search time until decision is that it decreases with certainty and with successful (true) decision. It can also be seen that color usually improves recognition probability and reduces search time, especially when the searched object has a unique color relative to its environment. Figure 7 presents probabilities for true detection (both certain and uncertain identification) and the time durations until decision for true detection.
E. Analysis with Regard to Image and Object Characteristics
Recognition results have been analyzed with regard to characteristics of the image and the searched objects. The characteristics examined include the spatial and structural properties of the object, its color, and the signal-to-clutter ratio (SCR) in the image, which is a statistical measure of the visibility of the object with regard to the image structure. We defined small objects as smaller than 0.3% of the image size (average 0.2%), while large objects were defined as larger than 1% of the image size (average 3%). It was found that the relative size of the searched object has some influence on the identification probability. About 10% higher identification probability was obtained for large objects in comparison to small objects. Additionally, the variations between the performances of the different contour versions were larger when small objects were searched.
A colored contour has a significant advantage when the searched object has a strong unique color with regard to the background. Strong colors were more common in outdoor images with high illumination.
Some characteristics such as the structure of the object itself (intensity variance or entropy within its bounding box) did not have significant influence on our results. No significant influence was shown by the SCR in the image. The SCR, which gave good correlation to the recognition of objects in real intensity images, is a statistical measure of the visibility of an object with regard to the image structure and is inversely proportional to the variance of blocks twice the size of the object [20] .
F. ANOVA Evaluation of the Results
To examine the statistical significance of the differences between the various contour versions (appearances and algorithms), and also between images, we employed the two-way ANOVA technique [21] . This technique was used and explained in the analysis of results in Heath et al. [6, 7] . As pointed out above, optimal parameters of all the edge detectors were determined here automatically, so the detectors' parameters were not a source of variation. Therefore, sources of variation here were the 16 contour versions and the 128 images. A two-way ANOVA was employed here for each recognition case (the four cases of true/false certain/uncertain identification, and also for the "detection" case, which disregards the certainty or uncertainty of the viewer's decision). Since only for the detection, case p false det 1 − p det , the ANOVA results for true and false detection are similar. With 16 contour versions and 48 viewers, each version of an image It can be seen that a significant overall difference exists between the contour versions and between the images except for the case of the algorithms with false certain recognition; i.e., the differences between the various contour formation algorithms in this case are not statistically significant.
was observed by three viewers, producing four possible object search recognition results (0, 1∕3, 2∕3, or 1) for each contour version per image. In Table 3 , SS of the algorithms is the sum of squares of the different contour versions, each averaged for all the images. SS of the images is the sum of squares of the different images, each averaged for all the algorithms. SS of the error is the sum of squares of the error defined as the differences between all the recognition results and the expected values of the images and the algorithms. DF is the degree of freedom for each source. MS is the mean-squared value, SS/DF. F is the significance test statistic, calculated as the ratio between the mean-squared values of the source and the error, and P is the statistical significance testing, which gives the estimated probability that the source variation could happen by pure chance. From Table 3 we can see that the recognition results vary statistically significantly with the images in all recognition cases. With regard to the different contour versions, excluding the case of false certain identification, the recognition results vary statistically significantly with the different contour versions. The reason is that in the false certain identification case, most of the recognition probabilities are zero for all contour versions. Table 3 presents ANOVA P-values of the 16 contour versions with respect to the specific version that obtained the highest probability ("Max") for the "true" recognition probabilities, and with respect to the lowest probability ("Min") for the "false" recognition probabilities. These values represent the significance of the difference in the performances between each contour version and the version with the best score. It can be seen, for example, that in "true detection" the highest score was given to the Peli-color version. However, no significant differences were found with regard to the contour versions with P-values higher than 0.05.
PILOT EXPERIMENTS WITH VIDEO
Experiments with dynamic (video) scenes can evaluate different contour types for vision tasks, such as navigation and interaction (for example, obstacle perception, orientation, and face recognition). In these experiments, subjects can watch video see-thorough simulations that contain obstacles/ hazards, familiar figures or faces, and different types of environments. Different levels of recognition can be defined for the different cases, for example, detecting an object, recognizing that it is a human, or identifying a specific person. In this case, the recognition level can obviously change in time if the person being tested approaches the object. We have carried out two single video pilot experiments; each was tested by the 48 subjects (i.e., each of the 16 contour versions was shown to three subjects). One video was recorded inside a home, and showed a simulated viewing of a person walking from one room into the other, and almost bumping into several obstacles at different locations. From the augmented minified edges (created for each video frame), we tested whether-and when-the subject recognized the moment of bumping into an obstacle (comparing the results of the different contour versions). The second video was recorded outdoors, and showed a simulated viewing of a person slowly approaching another person holding a magazine with a large picture of a known face (the face of Albert Einstein). The subject had to recognize the known environment, the person holding the magazine, and then identify the figure in the picture (to click the mouse at the first moment of recognition, and describe what is recognized). Figure 8 shows an image from the outdoor video, after approaching close to the person holding the magazine with Einstein's face being recognizable from the contours (Prewitt edge detector with color appearance). Part of this video is shown in [22] . In the outdoor video case, an advantage was found for the color representations, and no advantage was found for the relatively more advanced edge detectors (Peli and Canny versus Prewitt). In the indoor video examined for obstacle recognition, the Canny edge detector gave slightly better and faster recognition results on average.
CONCLUDING REMARKS AND FUTURE PLANS
This study evaluated the use of different contour information types for the performance of the common visual task of detecting and recognizing objects searched in scenes. The objects searched in the various scenes were of daily use, and usually of small size. Successful identifications of the searched objects were obtained for more than 85% of the cases for the best contour formation methods. The highest rank was achieved by the Peli-color version (88%), but without a significant advantage over the next-best contour versions. As expected, object search time until decision decreases if the viewer is certain about the recognition decision. Search time is also smaller for successful (true) decisions. Since the differences between the performances of the examined edge detectors are mostly small, a practical conclusion from this study is that the fastest edge detection method (the Prewittbased edge detector) can be employed without a significant loss in performances. Note that the Peli detector used a higher number of edge pixels in the image (about 6.5% of the image pixels), while the Canny detector used the lowest number (about 2.5% of the image pixels), as it includes an edgethinning (nonmaximal suppression) stage. The practical motivation of this study is a recently developed visual aid for patients with tunnel vision, which combines a simultaneous minified contour view of the wide-field image into a narrow field see-through view of the scene. The basis of the analogy between this experiment (which employs a truncated version of an image with normal-vision viewers) and the case of tunnel-vision patients is that many patients with severe peripheral field loss retain good visual acuity until an advanced stage of the disease [23] . However, it would be too ambitious to claim that by simulating a central truncated scene view, we can have exactly the same experience of a tunnel-vision patient, considering causes such as the adaptation of the patient to the narrow vision restriction, the possible difference between the residual FOV of the patient and the simulated FOV, and eye movements that may behave somewhat differently [24] . Although results obtained with normalvision participants may not fully match results with low vision participants, we believe that the experiments with normalvision subjects can give a valuable indication about the performances expected from tunnel-vision subjects.
Future plans include experiments with tunnel-vision subjects, employing, in general, a similar setup, but with modifications such as avoiding the use of the computer mouse to mark the found objects, employing verbal reactions, and using a HMD in the experiments. Within this framework, we also plan (i) extensive experiments with real-life dynamic (video) scenes; (ii) examination of other modern edge detection methods, such as methods that employ local color and texture cues in addition to brightness [25] , and phase congruency edge detection methods [26] ; (iii) inclusion of an eye tracker in the experiments, which, if not distracting the viewing experience, can provide additional information about visual attention from various contour types; and (iv) comparisons between performances and preferences of low-vision versus normal-vision subjects, and comparisons between results from dynamic versus static signals. 
