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Abstract
In this paper we present a new identity and some of its variants which
can be used for finding solutions while solving fractional infinite and finite
series. We introduce another simple identity which is capable of generating
solutions for some finite series. We demonstrate a method for generation
of variants of the identities based on the findings. The identities are useful
for solving various infinite products. 12
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1 Introduction
1.1 General
The motivation for this paper has been the need to treat fractional infinite and
finite series of the form below,
AN =
N∑
k=1
ak + b
(ck + d)(ek + f)
(1)
or
AN =
N∑
k=1
(ak + b)(gk + h)
(ck + d)(ek + f)(lk +m)
(2)
or even higher order than these and with other functional content. The a to
m ∈ C are constant coefficients. In this paper we show a few cases like this
which can be solved, some with N infinite, some finite.
Not many methods exist for tackling series like these. Differentiation or
integration with respect to a parameter may in some cases lead to a solution.
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Other similar tricks may be utilized. Some particular series have been tabulated,
for instance in [1] and [2].
1.2 Identities
Simple identities are well-known but are, after all, far too trivial to be useful
for forming bases for summation rules. They tend to boil down when written
out. A parameter should be available, a bare algebraic structure is usually not
sufficient. Therefore, we need a more complex identity with the aforementioned
features. It would be nice to find some method for finding new identities of
some form.
First, we present an infinite product identity and create variants of it. Then
we generate the main summation formulas from each. Appendix A shows in
detail how the basic identity is arrived at. We also write down a very simple
identity which might be at the upper boundary of triviality in order to get some
summation formula. Then we show the method for deriving new infinite product
identities and summation rules thereof.
2 The Identity and Its Variants
2.1 The Identity
The identity in the following is derived in Appendix A and we take the result
here as given.
s =
∞∏
k=2
k(s(k − 1) + 2)
(k + 1)(s(k − 2) + 2)
(3)
with s ∈ C, both sides being analytic. This identity is a bit strange since it is
a nontrivial mapping of the variable s to itself.
2.2 A Parametrized Identity
In equation (3) we can spot the number 2. The scaling properties of our variable
s point to the fact that we can replace it with a new parameter α.
s =
α
2
∞∏
k=2
k(s(k − 1) + α)
(k + 1)(s(k − 2) + α)
(4)
with s, α ∈ C but α 6= 0. Again, the singularities are apparent only. This
identity has a wider field of application compared to the first one (3).
2.3 The Identity Raised to a Power
The identity (4) can be raised to a power r, both sides. On the other hand, we
can substitute s raised to a power to the identity (4). We have two equations
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with the same left sides and we can then solve out the α with a result
(
2
α
)r−1 =
∞∏
k=2
kr−1(s(k − 1) + α)r(sr(k − 2) + α)
(k + 1)r−1(sr(k − 1) + α)(s(k − 2) + α)r
(5)
with s, α ∈ C, r ∈ R, s, α 6= 0
2.4 A Parametrized Finite Identity
It is useful to have the finite case of the parametrized identity (4). We can
calculate the identity with a finite number of terms getting a new modified
identity
(N − 1)s+ α
N + 1
=
α
2
N∏
k=2
k(s(k − 1) + α)
(k + 1)(s(k − 2) + α)
(6)
with s, α ∈ C, α 6= 0. N is now finite.
2.5 A Trivial Finite Identity
We are able to develop a very simple identity to make it suitable for further
development as a summation formula. The following equation is very easy to
prove.
s
s+N
=
N∏
j=1
(1−
1
s+ j
) (7)
with s ∈ C and N = 1, 2, 3 finite. Let’s set
s
s+N
= z (8)
and substitute for s to end up with a new identity
z =
N∏
j=1
(j(1 − z) + z(N + 1)− 1)
(j(1 − z) +Nz)
(9)
with z ∈ C and N finite.
3 Summation Formulas
We convert the identities obtained in the preceding paragraphs to infinite or fi-
nite sums applicable as summation formulas. We use a similar technique in each
case, i.e. taking a logarithm and then differentiating the expressions with re-
spect to some parameter. Direct differentiation or integration or other algebraic
operations may sometimes deliver useful summation relations.
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3.1 The Basic Summation Formula
We start by taking the logarithm of the identity (3) above
ln(s) =
∞∑
k=2
ln[
k(s(k − 1) + 2)
(k + 1)(s(k − 2) + 2)
] (10)
This can be differentiated with respect to s to yield
1
s
= 2
∞∑
k=2
1
(s(k − 1) + 2)(s(k − 2) + 2)
(11)
still with s ∈ C, s 6= 0.
3.2 The Parametrized Summation
Another summation formula is obtained from identity (4) by taking the loga-
rithm and differentiating it with respect to α to arrive at
1
α
=
∞∑
k=2
s
(s(k − 1) + α)(s(k − 2) + α)
(12)
with s, α ∈ C, s, α 6= 0. We do have here two parameters available for fitting to
summation problems.
3.3 Summation of the Power Expression
If we take logarithms of both sides of (5) and differentiate with respect to α we
obtain
1− r
α
=
∞∑
k=2
−rs
(s(k − 1) + α)(s(k − 2) + α)
+
sr
(sr(k − 1) + α)(ss(k − 2) + α)
(13)
with three free parameters s, α ∈ C, r ∈ R, s, α 6= 0. The poles are apparent
again.
3.4 The Parametrized Finite Summation
Again, we subject the expression (6) to logarithm and differentiation with re-
spect to α
1
α
−
1
(N − 1)s+ α
= s
N∑
k=2
1
(s(k − 1) + α)(s(k − 2) + α)
(14)
with s, α ∈ C, s, α 6= 0. We have two parameters available for fitting to sum-
mation problems, in addition to the number of terms. This is a known result,
see [1]. We could do this same procedure for all infinite summations presented
here getting finite summation formulas.
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3.5 The Trivial Summation
We process the last identity (9) by taking the logarithm and differentiating it
with respect to z
1
z
= N
N∑
j=1
1
[j(1 − z) + z(N + 1)− 1][j(1− z) +Nz]
(15)
with z ∈ C, z 6= 0 and N = 1, 2, 3... finite. We can also attack the trivial identity
(7) directly by differentiating it with respect to s getting
N
(s+N)s
=
N∑
k=1
1
(s+ k)(s+ k − 1)
(16)
This result happens to be already known, related to equation (14).
4 Synthesizing New Identities
We soon realize that we can produce new identities as we have the idea in front
of us. We can add any number of terms to the product with balancing terms
in the denominator. We can add terms to the product of various powers and
combinations. We can adjust the index offsets causing unexpected effects on
the final result in the form of functional divisors.
4.1 Creating a Power Identity
As an example let’s substitute sr to our identity and raise some of the terms to
the same power. Thus we have
sr =
α
2r
∞∏
k=2
kr(sr(k − 1)r + α)
(k + 1)r(sr(k − 2)r + α)
(17)
with s, α ∈ C, r ∈ R, s, α 6= 0 The corresponding summation is derived as usual
to become
1
s
= αsr−1
∞∑
k=2
(k − 1)r − (k − 2)r
(sr(k − 1)r + α)(sr(k − 2)r + α)
(18)
It is obvious that we can proceed a long way in this direction and generate an
infinity of summation formulas of fractional type.
4.2 A Method
We have now an idea of how to create simple infinite products by using equation
(4). We can generalize it to the next level by using a function f(x)
β
∞∏
k=2
f(k)(f(s(k − 1)) + α)
f(k + 1)(f(s(k − 2)) + α)
(19)
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with s, α, β ∈ C. β is a scaling parameter to be used when we have evaluated
the product. The product will come out in the form of
β
f(2)(f(s(N − 1)) + α)
(f(0) + α)f(N + 1)
(20)
or if we let N →∞
β
f(2)f(sN)
(f(0) + α)f(N)
(21)
In order to get a finite nonzero value of the product we have at least the following
options for the f(x),
lim
N→∞
f(sN)
f(N)
= C0s
r (22)
or the f(x) saturates to a limiting value while x → ∞. f(x) must not be
oscillating with a sign change nor grow in another way than indicated in equation
(22). The sum is constructed as in preceding paragraphs as soon as the new
product is evaluated. Convergence of the new product should be checked if not
obvious.
4.2.1 A Fractional Function f(x)
As a first example we select
f(x) =
x2
1 + x
(23)
This function will asymptotically approach x while x → ∞. Then we get the
result
s =
3α
4
∞∏
k=2
( k
2
1+k )[
s2(k−1)2
(1+s(k−1)) + α]
( (1+k)
2
2+k )[
s2(k−2)2
(1+s(k−2)) + α]
(24)
with s, α ∈ C,α 6= 0 and we have already solved the product with the value on
the left. We can furnish the sum as follows
1
s
= s
∞∑
k=2
[
2(k − 1)2 + (k − 1)3
s2(k − 1)2 + s3(k − 1)3 + α(1 + s(k − 1))2
−
2(k − 2)2 + (k − 2)3
s2(k − 2)2 + s3(k − 2)3 + α(1 + s(k − 2))2
] (25)
4.2.2 A tanh(x) as a Function
As a second example we take
f(x) = tanh(x) (26)
This function will asymptotically approach a constant while x → ∞. After
substituting this to (19) we have the product
1 =
α
(1 + α)tanh(2)
∞∏
k=2
tanh(k)[tanh(s(k − 1)) + α]
tanh(k + 1)[tanh(s(k − 2)) + α]
(27)
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with s, α ∈ C, s, α 6= 0. Note that the value of this product is independent on
s. The summation is equal to
1
α(1 + α)
=
∞∑
k=2
1
tanh(s(k − 2)) + α
−
1
tanh(s(k − 1)) + α
(28)
4.2.3 A Function of form x · tanh(x)
As a third example we select
f(x) = x · tanh(x) (29)
This function will asymptotically approach x while x→∞. We substitute this
to (19) and get
s =
α
2tanh(2)
∞∏
k=2
k · tanh(k)[s(k − 1)tanh(s(k − 1)) + α]
(k + 1) · tanh(k + 1)[s(k − 2)tanh(s(k − 2)) + α]
(30)
with s, α ∈ C, s, α 6= 0. The summation will finalize as
1
s
=
∞∑
k=2
[
(k − 1)tanh(s(k − 1)) + s(k−1)
2
cosh2(s(k−1))
s(k − 1)tanh(s(k − 1)) + α
−
(k − 2)tanh(s(k − 2)) + s(k−2)
2
cosh2(s(k−2))
s(k − 2)tanh(s(k − 2)) + α
] (31)
4.2.4 An x · arctan(x) Function
As a fourth example we pick up
f(x) = x · arctan(x) (32)
taking the principal value only. This function will asymptotically approach xC1
while x→∞. Then we obtain for the product the result
s =
α
2arctan(2)
∞∏
k=2
k · arctan(k)[s(k − 1)arctan(s(k − 1)) + α]
(k + 1) · arctan(k + 1)[s(k − 2)arctan(s(k − 2)) + α]
(33)
with s, α ∈ C, s, α 6= 0. The resulting sum is the following
1
s
=
∞∑
k=2
[
(k − 1)arctan(s(k − 1)) + s2(k − 1)3arctan(s(k − 1)) + s(k − 1)2
(1 + s2(k − 1)2)(s(k − 1)arctan(s(k − 1)) + α)
−
(k − 2)arctan(s(k − 2)) + s2(k − 2)3arctan(s(k − 2)) + s(k − 2)2
(1 + s2(k − 2)2)(s(k − 2)arctan(s(k − 2)) + α)
] (34)
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4.2.5 An Exponential Function x·e
x
1+ex
As a last example we present a bit more complicated case of
f(x) =
x · ex
1 + ex
(35)
The exponential could have a parameter to expand its capabilities. This function
will asymptotically approach x while x→∞. The product can be evaluated to
s =
α(1 + e2)
2e2
∞∏
k=2
kek
1+ek [
s(k−1)es(k−1)
1+es(k−1)
+ α]
(k+1)ek+1
1+ek+1 [
s(k−2)es(k−2)
1+es(k−2)
+ α]
(36)
with s, α ∈ C,α 6= 0. The corresponding sum will be the following
1
s
=
∞∑
k=2
esk[
(k − 1)e−s + s(k − 1)2e−s − s(k−1)
2es(k−2)
1+es(k−1)
(α+ s(k − 1))es(k−1) + α
−
(k − 2)e−2s + s(k − 2)2e−2s − s(k−2)
2es(k−4)
1+es(k−2)
(α+ s(k − 2))es(k−2) + α
] (37)
proving that we are able to derive rather complex summation relations with this
method.
5 Discussion
We have presented new identities as starting points for generating solutions to
certain categories of infinite and finite series. The identities are either infinite
or finite products of fractional type, thus far being easy for evaluation.
We showed a method on how to construct new identities as infinite prod-
ucts. The process is fairly straightforward. The method presented is limited
in capability but powerful for some types of products, some even very compli-
cated. One may then be able to derive a summation formula from it. Very
complex summation rules are now possible. Using this method backwards, i.e.
by starting from the sum is much more requiring and no result is guaranteed for
identifying any infinite product belonging to it, thus possibly allowing its eval-
uation. We have presented several examples illustrating both the new identities
and resulting summation formulas.
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A Appendix. Derivation of the Identity
By starting from summation of a finite series with the method given recently
[3] we get the following expression, formally
N−1∑
j=0
1
j + a
=
∞∑
k=1
(−1)k+1ζ(k + 1)[(a+N − 1)k − (a− 1)k] (38)
The function is the Riemann zeta. It is quickly recognized that the expression
will fail in general. However, it is valid for N = 1 and it will work as our starting
point. We substitute b for 1
a
to have
b =
∞∑
k=1
(−1)k+1ζ(k + 1)
bk
+
∞∑
k=1
(−1)kζ(k + 1)(1− b)k
bk
(39)
We can apply the known equation below to both of the sums above
∞∑
k=1
(−1)k+1sk+1ζ(k + 1) =
∞∑
k=1
s2
k(k + s)
(40)
yielding
1
b
=
∞∑
k=1
1
(bk + 1)(bk + 1− b)
(41)
This equation has poles at b = −1
N
but will otherwise converge for b > 0. We
integrate this expression with respect to b from 1 to b and clean up the result
to
ln(
2b
b+ 1
) =
∞∑
k=2
ln(
k(bk + 1)
(bk − b+ 1)(k + 1)
) (42)
We put this expression as an argument of the exponential function with the
result
2b
b+ 1
=
∞∏
k=2
k(bk + 1)
(bk − b+ 1)(k + 1)
(43)
Finally, we substitute
b =
s
2− s
(44)
and obtain
s =
∞∏
k=2
k(s(k − 1) + 2)
(k + 1)(s(k − 2) + 2)
(45)
with s ∈ C. The denominator has singularities of pole type. However, when
looked at more closely, we can see that the poles are apparent only. This infinite
product can be analyzed in a conventional way by taking the upper limit as N .
Then one can study its behavior as N →∞, leaving out infinitesimal terms.
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