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It is well known that the equations of motion obtained from Newtons second law of motion can
be obtained from a Lagrangian via the Euler-Lagrangian formulation if and only if the equations of
motion satisfy the Helmholtz conditions. In this pedagogical article we give a simple proof of the
above statement and show its application to simple mechanical and dissipative systems.
I. INTRODUCTION
The main aim of classical mechanics is to be able to predict with certainty, the final state of a system, i.e. to
predict its position and velocity at some time t, if we are given its position and velocity at some initial time t0 and
the set of forces acting on the system. In other words, the goal is to determine the equations of motion and then
obtain the solutions. However the starting point of quantum theory is usually the Hamiltonian or Lagrangian. So,
given the equations of motion of a classical system, it is first necessary to invert them to obtain a Lagrangian or a
Hamiltonian before proceeding to quantization. A natural question which arises here is that: Is it always possible to
find a Lagrangian corresponding to a given set of equations of motion? More specifically, we need to know whether a
given set of second order ordinary differential equations governing the dynamics of a physical system can be obtained
as Euler-Lagrange equations of some Lagrangian function.
The necessary and sufficient conditions for this to be so are known as Helmholtz conditions. These conditions have
been extensively studied in mathematical literature by [1, 2], [3] among others. Recently, various attempts have been
made to find integrating factors which when multiplied to equation of motion lead to the existence of a Lagrangian
[4]. A brief discussion of generalized Helmholtz conditions can also be found in [5].
A standard undergraduate course on Classical Mechanics introduces the concept of Lagrangian and Action integral.
However, very often, the question of the existence of a Lagrangian function is completely ignored. Keeping these
things in mind, our goal is to provide a pedagogical account of the problem. The proof, though slightly involved and
lengthy, uses simple multivariate calculus which can be easily understood by undergraduate students. The conditions
themselves put stringent restrictions on what type of mechanical systems can be studied using the action formalism.
One of the places where we can come across non-Lagrangian systems is while studying phenomena like dissipation. In
this paper, we show the application of the Helmholtz conditions through an example of determining the Lagrangian
of a damped harmonic oscillator.
This paper is organized as follows: In Section (II) we give a proof of necessity and sufficiency of Helmholtz conditions
in n dimensions. Section (III) contains some examples to illustrate what these conditions mean for simple mechanical
systems. In particular we discuss why the equation of motion of one dimensional damped oscillator cannot be
obtained directly from a Lagrangian and how the situation can be remedied by multiplying the equation of motion
by an integrating factor often referred to as Jacobi’s last multiplier[4]. We conclude with a brief discussion in section
(IV). Note that we will not be using Einstein summation convention. Throughout the paper we will explicitly indicate
summations. Unless otherwise stated the Latin index (i, j, k . . . ) shall run from 1 to n.
II. HELMHOLTZ CONDITIONS
Suppose a system with n degrees of freedom be described by n second order differential equations. Let us denote
the second order differential equations as
Fi(t, xj , x
′
j , x
′′
j ) = 0 (1)
where prime (′) denotes derivative with respect to time t.
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2Helmholtz conditions form a set necessary and sufficient conditions to be satisfied by (1) such that they are given
by Euler Lagrange equation corresponding to a Lagrangian L(t, xj , x
′
j). These conditions are given as,
∂Fi
∂x′′j
=
∂Fj
∂x′′i
H1 (2)
∂Fi
∂xj
−
∂Fj
∂xi
=
1
2
d
dt
[
∂Fi
∂x′j
−
∂Fj
∂x′i
]
H2 (3)
∂Fi
∂x′j
+
∂Fj
∂x′i
=2
d
dt
[
∂Fj
∂x′′i
]
H3 (4)
A proof for the above statement clearly requires us to show two things, necessity and sufficiency.
A. Necessity
In order to show the necessity of these conditions, let us consider a Lagrangian L(t, xj , x
′
j) whose Euler-Lagrange’s
equations of motion are denoted by Ei(t, xj , x
′
j , x
′′
j ). Therefore
Ei ≡
d
dt
(
∂L
∂x′i
)
−
∂L
∂xi
= 0 (5)
where,
d
dt
=
∂
∂t
+
n∑
j=1
∂
∂xj
x′j +
n∑
j=1
∂
∂x′j
x′′j (6)
The variations of Ei under arbitrary variation produced along one of the solution curves is given as
δEi =
n∑
k=1
[
∂Ei
∂xk
δxk +
∂Ei
∂x′k
δx′k +
∂Ei
∂x′′k
δx′′k
]
(7)
The logic of our proof for the necessity of Helmholtz conditions will be as follows: We shall show that any Ei which are
Euler-Lagrange’s equations of motion of some Lagrangian L necessarily satisfy the relations implied by the Helmholtz
conditions (H1-H3). Therefore if the equations of motion Fi have to be obtainable from some Lagrangian, they also
need to satisfy the same conditions. Note that this is just a necessary condition, not sufficient.
Expanding the equation (7) using (5) and (6) we get
δEi =
n∑
k,j=1
{
∂3L
∂t∂xk∂x
′
i
+
∂3L
∂xk∂xj∂x
′
i
x′j +
∂3L
∂xk∂x
′
j∂x
′
i
x′′j −
∂2L
∂xk∂xi
}
δxk+
n∑
k,j=1
{
∂3L
∂t∂x′k∂x
′
i
+
∂3L
∂x′k∂xj∂x
′
i
x′j +
∂3L
∂x′k∂x
′
j∂x
′
i
x′′j +
∂2L
∂xk∂x
′
i
−
∂2L
∂x′k∂xi
}
δx′k+
n∑
k,j=1
{
∂2L
∂x′k∂x
′
i
}
δx′′k (8)
where we have used the fact that the Lagrangian L is a function of the positions and velocities and time only and
that they can all be considered independent of each other. In other words terms like
∂x′j
∂xk
= 0 and
∂x′j
∂x′
k
= δkj and
∂x′′j
∂x′′
k
= δkj .
The first Helmholtz condition is easy to verify. Consider the coefficient of δx′′k in (8). We can see that
∂Ei
∂x′′k
=
∂2L
∂x′k∂x
′
i
and
∂Ek
∂x′′i
=
∂2L
∂x′i∂x
′
k
since partial derivatives commute ⇒
∂Ei
∂x′′k
=
∂Ek
∂x′′i
(9)
3which is same as H1 (eq.2).
To derive H2, consider (8) again. It can be easily seen that
d
dt
[
∂Ei
∂x′k
−
∂Ek
∂x′i
]
= 2
d
dt
[
∂2L
∂xk∂x
′
i
−
∂2L
∂xi∂x
′
k
]
(10)
since only the last two terms in the coefficient of δx′k do not vanish under antisymmetrization due to interchange of
i ←→ k. Similarly, since only the last term of the coefficient of δxk vanishes under the same conditions, a simple
calculation using the definition (6) to expand the RHS of (10) gives
d
dt
[
∂Ei
∂x′k
−
∂Ek
∂x′i
]
= 2
[
∂Ei
∂xk
−
∂Ek
∂xi
]
(11)
The third condition H3 can be showed by a similar calculation.
d
dt
[
∂Ei
∂x′′k
]
=
d
dt
[
∂2L
∂x′k∂x
′
i
]
=
1
2
[
∂Ei
∂x′k
+
∂Ek
∂x′i
]
(12)
where now the only the last two terms in the coefficient of δx′k vanish under symmetrization due to interchange of
i←→ k.
To summarize, we have proved that the three Helmholtz conditions are relations between the equations of motion
obtained from Euler Lagrange equation of any Lagrangian. It can be seen that these conditions incorporate all possible
relations between the coefficients in eq (8). Hence if any second order differential equation is an Euler Lagrange’s
equation of some Lagrangian it necessarily needs to satisfy the three Helmholtz conditions. Note that the proof given
above works for all dimensions.
B. Sufficiency
To prove sufficiency, we need to show that given the equations of motion satisfying the Helmholtz conditions, there
always exists a Lagrangian for the system. The sufficiency conditions, in some sense are integrability conditions for
the equations of motion.
Our plan is the following: If Fi are the equations of motion, the Helmholtz conditions puts some restrictions on the
form of Fi which we determine at first. Then we assume that there exists a Lagrangian L whose Euler-Lagrange’s
equations of motion are the set Fi. The restrictions on Fi from the Helmholtz conditions puts restrictions on the form
of L. That is what we determine next and express the hypothetical Lagrangian in terms of some functions we call
G0, Hi, H0. If and only if these functions exist the Lagrangian L will exist. We prove the existence of these functions
thereby guaranteeing that there exists a Lagrangian L whose Euler-Lagrange’s equations of motion are given by Fi.
As mentioned above, we first show that the Helmholtz conditions imply a specific relations among the set of
equations of motion Fi. Let us expand the equation (H3)
∂Fi
∂x′j
+
∂Fj
∂x′i
= 2
[
∂2Fj
∂t∂x′′i
+
∂2Fj
∂xk∂x
′′
i
x′k +
∂2Fj
∂x′k∂x
′′
i
x′′k +
∂2Fj
∂x′′k∂x
′′
i
x′′′k
]
(13)
We observe that left hand side of equation (13) is independent of x′′′j therefore the coefficients of x
′′′
j on the right hand
side must identically vanish. Thus, Fi(t, xj , x
′
j , x
′′
j ) must be linear in x
′′
j and must take the following form
Fi ≡ Pi(t, xk, x
′
k) +
∑
j
Qij(t, xk, x
′
k)x
′′
j (14)
From (H1) we can clearly see that Qij = Qji.
Putting Fi in (H2), we see that the following conditions must be identically satisfied:
(1) Coefficients of x′′′j in right hand side of (H2) must vanish. This implies
∂Qik
∂x′j
=
∂Qjk
∂x′i
(15)
4(2) The Coefficients of x′′k must be equal
∂Qik
∂xj
−
∂Qjk
∂xi
=
1
2
[
∂Pi
∂x′j∂x
′
k
−
∂Pj
∂x′i∂x
′
k
]
(16)
(3) The remaining part of equation is given as
∂Pi
∂xj
−
∂Pj
∂xi
=
1
2
[
∂2Pi
∂t∂x′j
−
∂2Pj
∂t∂x′i
+
n∑
k=1
{
∂2Pi
∂xk∂x
′
j
−
∂2Pj
∂xk∂x
′
i
}
x′k
]
(17)
On differentiating (17) with respect to x′l we get
∂2Pi
∂xj∂x
′
l
−
∂P 2j
∂xi∂x
′
l
=
1
2
[
∂3Pi
∂t∂x′j∂x
′
l
−
∂3Pj
∂t∂x′i∂x
′
l
+
n∑
k=1
{
∂3Pi
∂xk∂x
′
j∂x
′
l
−
∂3Pj
∂xk∂x
′
i∂x
′
l
}
x′k +
∂2Pi
∂xl∂x
′
j
−
∂2Pj
∂xl∂x
′
i
]
(18)
Interchanging i←→ j ←→ l in cyclic order in (18) and adding the three equations so obtained, we have
∂2Pi
∂xl∂x
′
j
−
∂2Pj
∂xl∂x
′
i
=
∂2Pi
∂xj∂x
′
l
−
∂2Pl
∂xj∂x
′
i
+
∂2Pl
∂xi∂x
′
j
−
∂2Pj
∂xi∂x
′
l
(19)
Replacing l with k in (19), (17) can now be written as
∂Pj
∂xi
−
∂Pi
∂xj
+
1
2
[
∂2Pi
∂t∂x′j
−
∂2Pj
∂t∂x′i
+
n∑
k=1
{
∂2Pi
∂xj∂x
′
k
−
∂2Pk
∂xj∂x
′
i
+
∂2Pk
∂xi∂x
′
j
−
∂2Pj
∂xi∂x
′
k
}
x′k
]
= 0 (20)
Having established these relations, let us now assume that there exists a Lagrangian function L(t, xj , x
′
j) such that
the Euler-Lagrange’s equations of motion (5) are of the form given by (14). That is,
∑
j
(
∂2L
∂x′i∂x
′
j
x′′j +
∂2L
∂x′i∂xj
x′j +
∂2L
∂x′i∂t
−
∂L
∂xi
)
=
∑
j
Qij(t, xk, x
′
k)x
′′
j + Pi(t, xk, x
′
k) (21)
We need to show that such a Lagrangian exists. That is what we will do subsequently, using the relations derived
above. Comparing the coefficients of x′′j on both sides of eq. (21), we have
∂2L
∂x′i∂x
′
i
= Qii (22)
∂2L
∂x′i∂x
′
j
= Qij ; i 6= j (23)
where we have written the two possible types of terms separately. Integrating eqs. (22) and (23) we get, respectively
∂L
∂x′i
=
x′i∫
x′oi
Qiidx
′
i + hii(t, xi, xj , x
′
j) ; i 6= j (24)
∂L
∂x′i
=
x′j∫
x′oj
Qijdx
′
j + hij(t, xi, x
′
i, xj , xk, x
′
k) ; i 6= j 6= k (25)
where, the functions hii, hij are constants of integration while the points x
′
oi
and x′oj are arbitrary. Note that for a n
dimensional system we will have n independent equations of the type (24) and n(n− 1) independent equations of the
type (25). That gives us n2 functions hij in the above equations.
5Partially differentiating eq (24) with respect to x′j we get
∂2L
∂x′j∂x
′
i
=
x′i∫
x′oi
∂Qii
∂x′j
dx′i +
∂hii
∂x′j
=
x′i∫
x′oi
∂Qji
∂x′i
dx′i +
∂hii
∂x′j
using eq (15)
= Qij +
∂hii
∂x′j
(26)
Comparing this with eq (23), we see that ∂hii
∂x′
j
= 0. This can be done for all j showing that hii is independent of all
the velocities.
Similarly partially differentiating eq (25) with respect to x′i and again using eq (15) and comparing with eq (22),
we can show that
∂hij
∂x′
i
= 0. However hij can still be a function of x
′
k where k 6= i 6= j. Then eq (25) becomes
∂L
∂x′i
=
x′j∫
x′oj
Qijdx
′
j + hij(t, xi, xj , xk, x
′
k) ; i 6= j 6= k (27)
However partially differentiating with respect to x′k and this time using eq (15) and repeating the above procedure,
we can see that
∂hij
∂x′
k
= 0. Therefore hij is also independent of all the velocities.
Next, note that for each ∂L
∂x′
i
, we have n equations corresponding to each j taking values from 1 to n.
∂L
∂x′i
=
x′j∫
x′oj
∂2L
∂x′j∂x
′
i
dx′j + hij(t, x) ; where, x stands for all generalized coordinates (28)
Adding all the equations for each ∂L
∂x′
i
and dividing by n,
∂L
∂x′i
=
n∑
j=1
1
n


x′j∫
x′oj
∂2L
∂x′j∂x
′
i
dx′j + hij(t, x)


=
n∑
j=1
1
n


x′j∫
x′oj
Qijdx
′
j

+Gi(t, x) ; where, Gi(t, x) = 1n n∑
j=1
hij(t, x)
=
1
n


x′
1∫
x′o1
x′
2∫
x′o2
. . .
x′n∫
x′on
n∑
j=1
Qijdx
′
j

+Gi(t, x) (29)
From eq (15) we have ∂Qik
∂x′j
=
∂Qij
∂x′
k
. Hence
n∑
j=1
Qijdx
′
j form an exact differential whose integration is path independent
and is guaranteed to exist (see Appendix (A)). To simplify our notation we will subsequently denote
Ri(t, x, x
′) :=
1
n


x′
1∫
x′o1
x′
2∫
x′o2
. . .
x′n∫
x′on
n∑
j=1
Qijdx
′
j

 (30)
Then the n equations in eq (28) can be rewritten as
∂L
∂x′i
= Ri(t, x, x
′) +Gi(t, x) (31)
6We can follow a similar path to perform one more integral. Again adding up the n equations in (31) and diving by
n, we get
L =
1
n

 n∑
i=1
x′i∫
x′oi
∂L
∂x′i
dx′i


=
1
n


x′
1∫
x′o1
x′
2∫
x′o2
. . .
x′n∫
x′on
n∑
i=1
∂L
∂x′i
dx′i


=
1
n


x′
1∫
x′o1
x′
2∫
x′o2
. . .
x′n∫
x′on
n∑
i=1
Ri(t, x, x
′)dx′i

+ 1
n
n∑
i=1
Gi(t, x)x
′
i +H0(t, x) (32)
where, H0(t, x) is a constant of integration.
Using eqs (15) we can verify that
∂Ri
∂x′j
=
∂Rj
∂x′i
(33)
thus proving that
n∑
i=1
Ri(t, x, x
′)dx′i is an exact differential whose solution exists and is path independent (see Appendix
(A)).
Again, for simplicity, we shall use the notation
G0(t, x, x
′) :=
1
n


x′
1∫
x′o1
x′
2∫
x′o2
. . .
x′n∫
x′on
n∑
i=1
Ri(t, x, x
′)dx′i


Hi(t, x
′) :=
1
n
Gi(t, x
′) (34)
The we can write our hypothetical Lagrangian as
L = G0(t, x, x
′) +
n∑
i=1
Hi(t, x)x
′
i +H0(t, x) (35)
Note that, what we have proved above is that G0(t, x, x
′) will exist provided the Helmholtz conditions are satisfied.
So we have reduced our problem of proving the existence of Lagrangian to proving the existence of functions Hi and
H0.
We notice that these functions must satisfy the remaining part of equation (21) that is,
n∑
j=1
∂2L
∂x′i∂xj
x′j +
∂2L
∂x′i∂t
−
∂L
∂xi
=Pi(t, xk, x
′
k) (36)
which gives us n differential equations,
∂Hi
∂t
+
n∑
j=1
[
∂Hi
∂xj
−
∂Hj
∂xi
]
x′j −
∂H0
∂xi
=Pi +
∂G0
∂xi
−

 n∑
j=1
∂2G0
∂xj∂x
′
i
x′j

− ∂2G0
∂t∂x′i
(37)
Note that, from the equations of motion (14) we already know the functions Pi and Qij . As seen above, given the
functions Qij , we can always find the functions G0. Hence the RHS of the above equation is given completely in terms
of known functions. Since the LHS of the above equation (37) must be identically equal to its RHS, we can verify
that the RHS is independent of x′i and linearly dependent on x
′
j for all j 6= i simply from the definitions (34).
Partially differentiating eq (37) with respect to x′k we get
∂Hi
∂xk
−
∂Hk
∂xi
=
∂Pi
∂x′k
+
∂2G0
∂x′k∂xi
−

 n∑
j=1
∂3G0
∂xj∂x
′
i∂x
′
k
x′j

− ∂2G0
∂xk∂x
′
i
−
∂3G0
∂t∂x′i∂x
′
k
(38)
7Interchanging i←→ k in (38) and subtracting, we have
∂Hi
∂xk
−
∂Hk
∂xi
=
1
2
[
∂Pi
∂x′k
−
∂Pk
∂x′i
]
+
∂2G0
∂x′k∂xi
−
∂2G0
∂xk∂x
′
i
(39)
giving us a first order partial differential equation for pairs of Hi.
On substituting (39) in (37), we have,
∂Hi
∂t
−
∂H0
∂xi
=Pi +
∂G0
∂xi
−
n∑
j=1
[
∂2G0
∂xi∂x
′
j
x′j
]
−
∂2G0
∂t∂x′i
+
n∑
j=1
1
2
[
∂Pj
∂x′i
−
∂Pi
∂x′j
]
x′j (40)
giving us a first order partial differential equation involving H0 and Hi.
We have n(n−1)2 equations of type (39) and n equations of type (40), giving us a total of
n(n+1)
2 equations. Since
the RHS of (39) and (40) are known, let us denote them as φik and θi respectively. It can be easily seen that for each
pair i, k
∂φik
∂t
−
∂θi
∂xk
+
∂θk
∂xi
≡ 0 (41)
since partial derivatives involving G0 cancel each other and the remaining part is zero by (20). As shown by the
theorem given in Appendix (B), this system of partial differential equations is guaranteed to have a solution. Thus
we have proved that the function H0 and Hi exist and therefore our hypothetical Lagrangian actually exists. We
have finally shown that, given set of equations of motion, the Helmholtz conditions are sufficient for the existence of
a Lagrangian.
We further observe that Euler Lagrange equation remains invariant if we add a total derivative of a function f(t, x).
Hence, for n dimensional system (14), the most general form of Lagrangian that exists is given as
L = G0(t, x, x
′) +
n∑
i=1
Hi(t, x)x
′
i +H0(t, x) +
df(t, x)
dt
(42)
III. 1-D CASE
In this section we will apply the mathematical arguments developed hitherto to one dimensional classical systems.
We notice that for 1-D systems, when the index i takes only one value, the conditions H1 and H2 (2 and 3) are
identically satisfied. Thus, it is sufficient to check only the third Helmholtz condition H3 (4).
As an example let us first consider a simple harmonic oscillator. The equation of motion for simple harmonic
oscillator, is given by
F (t, x, x′, x′′) ≡ x′′ + ω2x = 0 (43)
We observe that this equation of motion satisfies all Helmholtz conditions (2-4). This guarantees the existence of
Lagrangian which we know is given as
L(t, x, x′) =
[
x′2
2
−
ω2x2
2
]
(44)
A more interesting case to study is a damped harmonic oscillator whose equation of motion is given by
F (t, x, x′, x′′) ≡ x′′ + bx′ + ω2x = 0 (45)
We notice that, since ∂F
∂x′
= b while d
dt
[
∂F
∂x′′
]
= 0, the equation of motion given in (45) fails to satisfy the third
Helmholtz condition (4). Hence it cannot be obtained from any Lagrangian.
Lagrangian formulation of damped harmonic oscillator was first studied by [6]. One of the primary motivations for
the continued interest in such systems (see [7] and references therein as well as more recently [8]) is that these systems
provide toy models to study quantum mechanics of dissipative systems. The usual routes to quantization start from
a Lagrangian or Hamiltonian. Hence if this system does not admit a Lagrangian formulation, the already difficult
problem of dissipative quantum systems becomes even more difficult.
8So to obtain suitable candidate for Lagrangian of the system [4] we modify the equation of motion with a
multiplicative factor. Explicitly, instead of (45), let us start with an equation of motion given by
F (t, x, x′, x′′) ≡ Λ(t, x, x′)(x′′ + bx′ + ω2x) ≡ Λ(t, x, x′)(x′′ +G(t, x, x′)) = 0 (46)
where Λ(t, x, x′) is known as Jacobi last multiplier. Comparing with eq (14) we see that Qij ⇒ Λ and Pi ⇒ ΛG
Now the the third Helmholtz condition H3 (4) becomes
∂Λ
∂x′
(x′′ +G) + Λ
∂G
∂x′
=
dΛ
dt
(47)
Since, x′′ = −G from (46) hence, (47) can be rewritten as,
dΛ
dt
= Λ
∂G
∂x′
giving,
Λ(t, x, x′) = exp
∫
∂G(t, x, x′)
∂x′
dt
Which for the case of damped harmonic oscillator is given as
Λ(t, x, x′) = ebt (48)
Note that this Λ satisfies the third Helmholtz condition (47).
It can be easily verified that one possible Lagrangian whose Euler Lagrange’s equation results in with (46) is given
as
L(t, x, x′) = ebt
[
x′2
2
−
ω2x2
2
]
(49)
We observe that in the limit b→ 0 i.e. in the case of vanishing damping, this goes over to the standard Lagrangian for
simple harmonic oscillators. This is a standard Lagrangian for describing damped harmonic oscillators [7] although
it should be noted that this Lagrangian is not unique.
IV. CONCLUSION
In this article, we have presented a pedagogical proof for the inverse problem of Lagrangian dynamics. We have
shown the necessity and sufficiency of Helmholtz conditions for a set of n dimensional second order differential
equations to be given by Euler Lagrange equations for some Lagrangian function. The proof is somewhat long but is
simple and is accessible to undergraduate students and we feel that it will provide a good supplementary material for
undergraduate Classical Mechanics curriculum.
We also give an illustrative example of a damped harmonic oscillator. Dissipative systems are deceptively easy
to describe and notoriously difficult to formulate, both classically and quantum mechanically and are of interest in
current research. Our example gives some insight into the problems one faces while studying such systems.
Appendix A: Exact Differential
This is a standard theorem for partial differential equations (see for eg [9]) which we give here for completeness
Theorem A.1. Given a differential of the form f(x1, x2)dx1+g(x1, x2)dx2 with f(x1, x2) and g(x1, x2) continuously
differentiable with continuous first partial derivatives on a simply connected open subset D of R2 then a potential
function F such that dF = f(x1, x2)dx1 + g(x1, x2)dx2 exists iff
∂f
∂x2
=
∂g
∂x1
(A1)
9Proof. In order to proof the necessity of (A1) let us evaluate the differential dF as
dF (x1, x2) =
∂F
∂x1
dx1 +
∂F
∂x2
dx2 (A2)
i.e., f(x1, x2) =
∂F
∂x1
and g(x1, x2) =
∂F
∂x2
. Since, the second partial derivatives of F (x1, x2) commute due to continuity
of first partial derivatives of f and g, we have
∂2F
∂x1∂x2
=
∂2F
∂x2∂x1
(A3)
Hence, proving the necessity of (A1).
In order to prove the sufficiency of (A1), we integrate ∂F
∂x1
= f(x1, x2) with respect to x1 to get
F (x1, x2) =
∫
f(x1, x2)dx1 + h(x2) (A4)
where, h(x2) is constant of integration. To obtain h(x2) we differentiate (A4) partially with respect to x2, use
∂F
∂x2
= g(x1, x2) and finally integrate back with respect to x2. This gives
h(x2) =
∫
g(x1, x2)dx2 −
∫
f(x1, x2)dx1 + k (A5)
where k is a numerical constant. We have completely determined the potential function F (x1, x2) thus proving the
sufficiency.
This theorem can be easily extended to n dimensions. Consider a differential given by
n∑
i=1
fi(x)dxi where x now
stands for n variables. Suppose that the set of functions fi(x) are continuously differentiable on a simply connected
open subset D of Rn and satisfy the following condition identically for all i, j
∂fi
∂xj
=
∂fj
∂xi
(A6)
Considering a particular pair i = p, j = q, we observe that the expression fp(x)dxp + fq(x)dxq is exact due to (A6)
and hence the potential function Fpq exists for it. Now consider, the pairs i = p, j = r and i = r, j = q, by the same
argument there exist potential functions Fpr and Fqr respectively. Hence, we have
dFpq =fp(x)dxp + fq(x)dxq
dFpr =fp(x)dxp + fr(x)dxr
dFqr =fq(x)dxq + fr(x)dxr (A7)
Adding the last three equation (A7) and taking 12 [dFpq + dFpr + dFqr ] = dFpqr we have
dFpqr(x) = fp(x)dxp + fq(x)dxq + fr(x)dxr
(A8)
Thus, we can generalize this procedure to n dimensions such that
dG(x) =
n∑
i=1
fi(x)dxi where dG(x) =
1
2
n∑
i,j=1
i<j
dFij (A9)
Appendix B: Existence Theorem
Theorem B.1. Consider a system of differential equations in 2+1 dimensions (x1, x2, t) that satisfies the relations
∂H1
∂x2
−
∂H2
∂x1
=φ12
∂H1
∂t
−
∂H0
∂x1
=θ1
∂H2
∂t
−
∂H0
∂x2
=θ2 (B1)
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where, H1, H2, H0, φ12, θ1, θ2 are all functions of (x1, x2, t) and φ12 = −φ21. The necessary and sufficient condition
for the existence of 2+1 functions H1, H2, H0 satisfying the above equation is that the right hand side of (B1) must
satisfy the following relation:
∂φ12
∂t
−
∂θ1
∂x2
+
∂θ2
∂x1
= 0 (B2)
Proof. The necessity of condition (B2) is evident as it is identically satisfied by LHS of (B1). In order to proof the
sufficiency of (A1), let us make the following substitution:
Ax =H1 Ay = H2 Az = H0
Bx =− θ2 By = θ1 Bz = −φ12
~∇ =
∂
∂x1
+
∂
∂x2
+
∂
∂t
(B3)
On making above substitution, we observe that equation (B1) reduces to ~∇× ~A = ~B and equation (B2) reduces to
~∇. ~B = 0. Since, under these conditions ~A always has a solution which is undetermined upto gradient of a function
f(x1, x2, t), we can solve for ~A by imposing condition analogous to Coulomb gauge of electrodynamics ~∇. ~A = 0 [10]
~∇× (~∇× ~A) = ~∇× ~B
=⇒ ~∇2 ~A = −~∇× ~B (B4)
The last equation of (B4) gives us three Poisson’s equation for each of the components of ~A whose solution, in
appropriate units, is given as:
~A(~r) =
1
4π
~r∫
~r0
~∇′ × ~B(~r′)
|~r − ~r′|
d3r′ (B5)
where, ~r = (x1, x2, t) Hence, we have showed that system (B1) always has a solution.
We will now extend this proof for n-dimensional case as showed in [2].
Theorem B.2. Consider a system of differential equations in n+1 dimensions (xi, t) that satisfies the relations
∂Hi
∂xj
−
∂Hj
∂xi
=φij
∂Hi
∂t
−
∂H0
∂xi
=θi (B6)
where, Hi, H0, φij , θi are all functions of (xi, t), i, j running from 1 to n and φij = −φji. The necessary and sufficient
condition for the existence of n+1 functions Hi, H0 satisfying the above equation is that the right hand side of (B6)
must satisfy the following relation:
∂φij
∂t
−
∂θi
∂xj
+
∂θj
∂xi
= 0 (B7)
for all pairs of i, j.
Proof. Let us begin by considering specific values for i, j say i = 1, j = 2 and solve for the resulting system using
(B.1). Say after solving we obtain functions H1, H2, H0. Now consider i = 1, j 6= 1 and solve for Hj by integrating
second equation of (B6).
Hj(t, x) =
∫ [
θj(t
′, x) +
∂H0
∂xj
(t′, x)
]
dt′ (B8)
where, as before, x is a symbol for all x′is and the constant function of integration is chosen to be 0. Let us now check
the consistency of our solution i.e we need to check whether the Hj we obtain above satisfies the system (B6).
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On differentiating (B8) partially with respect to x1, we get
∂Hj
∂x1
(t, x) =
∫ [
∂θj
∂x1
(t′, x) +
∂2H0
∂xj∂x1
(t′, x)
]
dt′
=
∫ [
∂θj
∂x1
+
∂
∂xj
{
∂H1
∂t′
− θ1
}]
dt′
=
∫ [
∂φj1
∂t′
+
∂2H1
∂t′∂xj
]
dt′
=φj1 +
∂H1
∂xj
(B9)
where, we have used (B6) and (B7) in second and third step respectively.
Hence, we see that the solution (B8) consistently satisfies the system of equations (B6) for i = 1, j. Similarly, we
can verify that the solution is consistent for i = 2, j. Since, j is arbitrary we conclude that the entire system can be
solved consistently.
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