In this work, we develop a new framework to combine ensemble learning and composite kernel learning for hyperspectral image classification. We refer it as the multiple composite kernel learning, which is based on an iterative architecture. More specifically, in each iteration, we use the rotation-based ensemble to create rotation matrix, which is used to generate rotated features for both spectral and spatial information (e.g., extinction profiles). Then, the new spectral and spatial features are integrated into the composite kernels based on support vector machines classifier. Different rotation matrices will lead to obtaining various newly spectral and spatial characteristics, thereby they further increase the diversity and the classification performance. Experimental results on Indian Pines benchmark hyperspectral dataset demonstrate the excellent performance of the proposed method.
INTRODUCTION
With the significant development of hyperspectral sensors, hyperspectral images can be acquired to monitor the Earth's surface with both high spectral and spatial resolution [1] . In order to obtain high precision classification result and smooth classification maps, the spectral and spatial information should be integrated into the classification process [2] . The composite kernels (CK) based on support vector machines (SVMs) is the commonly used technique to achieve this task [3] .
Another development for providing enhanced classification performance is the combination of single learning algorithms, which is identified as multiple classifier systems (MCSs) or ensemble learning [4, 5] . The main component for the success of MCSs is the diversity within the ensemble [4] . The greatest diversity can be provided by the joint use of different training samples and features. Such an approach is exploited in the rotation-based ensemble architecture [6] [7] [8] [9] , which uses data transformation and random feature selection to construct diverse individual classification results.
Since CK and rotation-based ensemble are two powerful techniques for the classification of hyperspectral images, it seems to be valuable to combine them to further improve the classification performance. In our previous work [9] , we proposed rotation based SVMs (RoSVM) for the pixel-wise classification of hyperspectral data, which had shown better performance than Random subspace SVMs (RSSVM) [10] .
In this paper, extended by the idea of RoSVM [9] , we propose multiple composite kernels (MCK) learning that combines ensemble learning and composite kernel learning, for the classification of hyperspectral images. We adopt MultiAttribute Extinction Profiles (EMEPs) to extract spatial information since it can provide highly accurate classification results and be efficient in terms of automatic parameter selection compared to attribute profiles (APs) [11] .
RELATED WORKS

Multi-Attribute Extinction Profiles (EMEPs)
Extinction filters (EFs) are based on the concept of extinction values that measures the persistence of the extrema in the image [12, 13] . The Extinction Profiles (EPs) can be produced composing of a sequence of thinning and thickening transformations defined with a sequence of progressively stricter criteria. An EP for the input gray scale image, F, is given by:
where
. γ and φ are thinning and thickening operators, respectively [11] . In [14] , the extension of EPs, extended extinction profiles (EEP), has been generalized and adapted for spatial information extraction from hyperspectral data. To achieve this purpose, the most informative features extracted by principal component analysis (PCA) or independent component analysis (ICA) [15] can be preserved as base images [Q i (i = 1, . . . , m)] to produce the profiles. By concatenation of all the aforementioned information into a single stacked vector, one can come up with the concept of extended muti-EPs (EMEPs):
where EEP Ai is an EEP built with a set of predicates evaluating the attribute
..,m is considered to avoid including the input image Q i in the EMEPs.
Composite kernel learning
For a given training set (x 1 , y 1 ),...,(x n , y n ), y i ∈ {−1, +1}, the SVMs solves the following program [3, 16] :
where, φ is the nonlinear mapping function. w and b are the parameters that define the linear classifier. C is the regularization parameter.ξ i is the slack variable.
Thanks to the kernel function, the decision boundary of the classifier for test pixel x is given by
where, K is a kernel function, 
where, σ w and σ s are the widths of the spectral and spatial radius basis function (RBF) kernels. Thus, the composite kernel is represented as:
where, μ is the control parameter balancing the spectral and spatial information.
MULTIPLE COMPOSITE KERNEL LEARNING
The proposed MCK framework is based on the rotation-based ensemble that aims at generating diverse individual CK classifiers using random feature selection and data transformation, which improves individual accuracy and diversity within the ensemble simultaneously [6, 7] . 7. the final result is produced by combining the individual classification results by repeating above steps T times using the majority vote rule.
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EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the hyperspectral image recorded by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over the Indian Pines in Northwestern Indiana, USA, is used to evaluate the performance. This scene is composed of EPs have been applied to the first three independent components extracted by ICA. Five different extinction profiles, including area (a), diagonal of the bounding box, volume, height, and standard deviation have been taken into account in the EPs [11] . The settings of these profiles can be detailed in [11] and [14] . D w and D s are 200 and 213, respectively. K w and K s refer to the method obtained using spectral and EMEPs, respectively. The optimal parameters for the SVMs are achieved by the five-fold cross validation [17] .
T is empirically set to be 20 [8] . For the CK and MCK, μ is varied from 0.1 to 0.9, and only best results are shown. We apply ten Monte Carlo runs and mean values are presented. Table 1 presents the overall accuracies and average accuracies obtained for different kernel methods for different sizes of the training set. It can be observed that CK gains the better performance than K w and K s , and the ensemble strategy also improve the performance. By combing ensemble and CK learning, our proposed framework yields the best classification results in terms of accuracies in all cases. Fig.3 shows the classification maps of CK and MCK corresponding to one of ten Monte Carlo runs (20 samples per class) in Table 1 .
CONCLUSION
This paper presents a novel framework for hyperspectral image classification by combing CK and Rotation-based ensemble. Experimental results on the public Indian Pines image demonstrate the excellent performance of the proposed framework, which captures the advantages of both aforementioned techniques.
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