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INVARIANCE PRINCIPLE FOR RANDOM WALKS ON DYNAMICALLY
AVERAGING RANDOM CONDUCTANCES
STEIN ANDREAS BETHUELSEN, CHRISTIAN HIRSCH, AND CHRISTIAN MO¨NCH
Abstract. We prove an invariance principle for continuous-time random walks in a dynami-
cally averaging environment on Z. In the beginning, the conductances may fluctuate substan-
tially, but we assume that as time proceeds, the fluctuations decrease according to a typical
diffusive scaling and eventually approach constant unit conductances. The proof relies on a
coupling with the standard continuous time simple random walk.
1. Introduction
Since its inception in [15], random walks in random environments have evolved into a flour-
ishing field of research with manifold connections to other branches in probability, physics and
chemistry. Inside this all-encompassing framework, random walks on dynamic random conduc-
tances form a rich class of models. Here, the walker moves according to jump rates on the edges
of the underlying graph that are evolving according to some stochastic process simultaneously
with the movement of the walker. We refer the reader to [8] for an excellent overview of the
plethora of models studied in literature and to [1, 7] on the topic of invariance principles.
Despite the variety of different models considered to date, they almost exclusively do not
deviate from one central assumption: the environment should be time-stationary. Results
outside this scope are rare and often require rather strong mixing assumptions [3, 10, 14] and
prove weaker results (e.g. LLN) [4, 5, 6].
However, the time-stationary setting completely ignores a very natural form of dynamics,
namely those converging to a common deterministic limiting value with decaying fluctuations
over time. For a simple example, we may think of the time-averages of renewal processes
attached to each of the edges. Moreover, since the law of large numbers is so ubiquitous also far
more elaborate models such as KPZ-type interface growth processes are of this nature [11, 13].
We show that when considering such an instationary time-averaging setting on the line Z, then
an invariance principle holds under surprisingly general conditions. Our central requirement is
a sharp concentration of super-diffusive fluctuations for increments in the time-evolution of the
environment. In particular, we do not need to put any kind of mixing condition – be it in space
or time. As a specific example, we show that environments based on renewal processes fit into
this setting. The proof of the invariance principle relies on a coupling construction to a simple
random walk crucially exploiting the one-dimensional structure of the underlying graph.
In Section 2, we introduce precisely the super-diffusive concentration condition and state the
invariance principle, which is then proved in Section 3.
2. Model and invariance principle
Consider the integer lattice Z = (V,E) with edges drawn between successive sites and let
{Λe(·)}e∈E be a family of almost surely non-decreasing stochastic processes on [0,∞) governing
the time-evolution of the random environment. We henceforth write Λe([a, b]) := Λe(b)−Λe(a)
for the increment of Λe over an interval [a, b] ⊂ [0,∞).
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A nearest-neighbor random walk {X(t)}t>1 on Z starts at X(1) = 0. Given {Λe}e∈E , the
walker sitting at X(t) = v at time t jumps along an incident edge e at rate Λe(t)/t. We call
X(t) a capricious random walk (CRW) and illustrate its transition dynamics in Figure 1.
Z
Λe(t)
t
Figure 1. Transition scheme of the CRW. Arrow thickness represents jump rate
towards edge.
We assume that for some ζ > 5 the following condition holds. For any ε > 0 and any interval
I ⊂ [0,∞) of length |I|,
sup
e∈E
P
(∣∣Λe(I)− |I|
∣∣ > |I|1/2+ε) 6 c|I|−ζ , (DIFF)
where c = c(ε) is a finite constant only depending on ε. In particular, an application of the
Borel-Cantelli lemma yields that for every e ∈ E almost surely Λe(t)/t→ 1 as t→∞.
Before stating the main result, we illustrate that condition (DIFF) holds for environments
induced by renewal processes.
Example 2.1 (Renewal process). Let {Yn}n>1 be a sequence of non-atomic iid positive random
variables with E[Y1] = 1 and having some finite exponential moment. Let {Λe(t)}t>0 be the
associated stationary renewal process [2, Section 5.3]. Specifically, let Y ′0 be independent of
{Yn}n>1 and distributed according to the size-biased distribution of Y1, and set Y0 = UY ′0
where U ∼ Unif([0, 1]) is an independent uniform random variable. Then, define the renewal
process
Λe(t) := inf
{
n > 0 : Sn > t
}
,
where Sn :=
∑
06i6n Yi. Although {Λe(t)}t>0 has stationary increments by [2, Theorem 3.3],
the conductance Λe(t)/t is in general neither stationary nor Markovian.
Since the increments are stationary, it suffices to verify (DIFF) for intervals of the form
I = [0, t]. To that end, put n−(t) := ⌊t− t1/2+ε⌋ and n+(t) := ⌈t+ t1/2+ε⌉. Then,
P(|Λe(t)− t| > t1/2+ε) = P(Λe(t) 6 n−(t)) + P(Λe(t) > n+(t)),
and we explain how to deal with the first expression, noting that the arguments for the second
are similar but easier. Now,
P(Λe(t) 6 n−(t)) = P(Sn−(t) > t) 6 P(Y0 > n−(t)) + P
(
(Sn−(t) − Y0)− n−(t) > t− 2n−(t)
)
.
First, since the Y1, and therefore Y0, is assumed to have some exponential moment, the first
expression decays stretched exponentially in t. Moreover, since Sn−(t)−Y0 is a sum of n−(t) iid
mean-1 random variables, moderate deviations theory also implies that the second probability
decays stretched exponentially in t. In particular, condition (DIFF) is satisfied for any ζ > 0.
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Although condition (DIFF) does not impose any constraints on mixing in space and time,
it is stronger than it might appear at first sight as it concerns arbitrary intervals. For instance,
thinking of first-passage percolation on Z2 and defining Λ{i,i+1}(t) as the first-passage time to
a node (t, i), condition (DIFF) holds for intervals of the form I = [0, t]. However, it seems
questionable, whether this remains true for general intervals.
Theorem 2.2 (Invariance principle). Assume that (DIFF) holds with ζ > 5. Then, for almost
every realization ω of the environment {Λe}e∈E, the CRW in ω satisfies the invariance principle.
That is, {X(tT )/√2T}t61 converges in distribution to standard Brownian motion.
We do not claim the concentration exponent ζ > 5 to be optimal. However, we could well
imagine that a pathologically slow concentration could lead to a significantly slowed down walker
showing up as a time-scaled BM, or even lead to a transient walker.
The main tool to prove Theorem 2.2 is a finely adapted coupling with a continuous time
symmetric simple random walk (SRW).
3. Proofs
We now turn to the proof of Theorem 2.2. We first formulate three central auxiliary state-
ments in Section 3.1 and show how they imply the invariance principle, then give detailed proofs
of the auxiliary results in Sections 3.2–3.6.
3.1. Proof of Theorem 2.2. We consider the total deviations of the CRW from the origin
separately on different time scales. To make this precise, let
Rt1,t2 := sup
t16t6t2
|X(t) −X(t1)|, t2 > t1,
denote the range of the walker in the time window [t1, t2] and set Rt := R0,t. Sometimes, in
literature, the range is defined by taking the supremum of |X(t)−X(t′)| over pairs t, t′ ∈ [t1, t2],
but the two variants differ only by a factor that is irrelevant for the following.
To lead up to the proof of Theorem 2.2, we show that the range is essentially diffusive. This
manifests itself in the following two propositions whose proofs are postponed to Sections 3.2
and 3.6, respectively.
Proposition 3.1 (Linear displacement bound). It holds that
lim
t→∞
P(Rt > 2t) = 0.
For {S(t)}t>0 a family of random variables and f : [0,∞) → [0,∞) any function, we write
S(t) ∈ op(f(t)) if S(t)/f(t) tends to 0 in probability as t→∞.
Proposition 3.2 (Small displacement at intermediate times). Let (ζ − 1)−1 < α < β 6 1.
Then, for every ε > 0,
RTα,Tβ ∈ op(T β−α/2+ε).
If, moreover, β < 1, then
RTα,Tβ ∈ op(
√
T ).
We infer Proposition 3.1 from a fairly rough estimate showing that the maximal number
of jumps of X grows at most linearly. The key ingredient to establish Proposition 3.2 and to
conclude the proof of Theorem 2.2 is a coupling of {X(t)}t6T with a continuous-time symmetric
random walk {Xs(t)}t6T on Z, that we discuss in more detail in Section 3.3. The coupling is
initiated at time T β, in position Xs(T β) := X(T β) for some fixed β < 1 to be specified below
and Xs jumps at a slightly diminished rate of 2(1 − εT ), where εT = εT (γ) decays as T−γ , for
some γ < 1/2.
Proposition 3.3 (Coupling to SRW). Fix γ < 1/2 and let Xs denote a symmetric random
walk jumping at rate 2(1− εT ). There exists β < 1 such that {X(t)}Tβ6t6T and {Xs(t)}Tβ6t6T
can be coupled so that
sup
Tβ6t6T
|X(t) −Xs(t)| ∈ op(
√
T ).
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The invariance principle is a consequence of Propositions 3.1 - 3.3.
Proof of Theorem 2.2. We decompose X(t) as X(t) = (X(t) − Y (t)) + Y (t), where for t 6 T β,
we let Y (t) be a rate-2 continuous time SRW independent of X and Xs, whereas for t > T β,
we set
Y (t) := Xs
(
(t− T β)/(1 − εT ) + T β
)
+ (Y (T β)−Xs(T β)).
In particular, {Y (t)}t6T is a rate-2 continuous time SRW, so that we can apply the standard in-
variance principle to deduce that it converges to Brownian motion in distribution under diffusive
rescaling. To complete the argument, it thus suffices to show that
sup
t6T
|X(t) − Y (t)| ∈ op(
√
T ).
To begin with, set α ∈ ((ζ − 1)−1, 12) and note that supt6Tα |X(t)| ∈ op(
√
T ) by Propositions
3.1. Next, choose β as in Proposition 3.3. Then, by Proposition 3.2 also RTα,Tβ ∈ op(
√
T ).
Now,
sup
t6Tβ
|X(t)| 6 2 sup
t6Tα
|X(t)| + sup
Tα6t6Tβ
|X(t) −X(Tα)| = 2RTα +RTα,Tβ ,
shows that supt6Tβ |X(t)| ∈ op(
√
T ), and this is also the case when X is replaced by Y . There-
fore, it remains to control the deviation of X(t) and Y (t) for t > T β.
First, by Proposition 3.3, {T−1/2(X(t)−Xs(t))}t∈[Tβ ,T ] vanishes in probability with respect
to the sup-norm. Hence, it remains to show that
sup
Tβ6t6T
∣∣Xs(t)− Y ′(t)∣∣ ∈ op(
√
T ),
with Y ′(t) = Xs
(
(t−T β)/(1−εT )+T β
)
. To this end, we discretize and use the Markov property
to obtain that
P
(
sup
Tβ6t6T
|Xs(t)− Y ′(t)| > δ
√
T
)
6
∑
i6T
2P
(
2 sup
t62TεT
|Xs(t+ T β + i)−Xs(T β + i)| > δ
√
T
)
6 2TP
(
2 sup
t62TεT
|Xs(t+ T β)−Xs(T β)| > δ
√
T
)
.
Now, it follows from Doob’s Lp-inequality that for p > 2,
P
(
sup
t62TεT
|Xs(t+ T β)−Xs(T β)| > δ
√
T
)
6 (2/δ)pT−p/2E
[∣∣Xs(2TεT + T β)−Xs(T β)
∣∣p]
which is of order O(ε
p/2
T ), since for the SRW X
s(t + T β) − Xs(T β) and any p > 1, E[|Xs(t +
T β)−Xs(T β)|p] ∈ O(tp/2). Hence, choosing p sufficiently large so that εp/2T ∈ o(T−1) concludes
the proof. 
The remainder of the paper is devoted to the proof of Propositions 3.1–3.3.
3.2. Proof of Proposition 3.1. The main idea for proving Proposition 3.1 consists of two
steps. First, in Lemma 3.4 we leverage condition (DIFF) to establish a linear growth of the
environment. Then, we invoke a Poisson concentration result to deduce that in this environment,
the walker can travel at most at linear speed.
Lemma 3.4 (Uniform boundedness of jump rates). Let ε > 0. Then,
sup
e∈E
P
(
sup
s>t
|Λe(s)− s|s−
1
2
−ε > 1
) ∈ O(t−(ζ−1)).
Proof. Put δ(s) = s−
1
2
+ε. First,
P
(
sup
s>t
(Λe(s)− s)s−1δ(s)−1 > 1
)
6
∑
j>t
P
(
sup
s∈[j−1,j)
(Λe(s)− s)s−1δ(s)−1 > 1
)
6
∑
j>t
P
(
Λe(j) − j > jδ(j − 1)− (1 + δ(j − 1))
)
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We have jδ(j − 1)− (1+ δ(j − 1)) > j 1+ε2 for j sufficiently large. From (DIFF), it thus follows,
that P
(
Λe(j) − j > jδ(j − 1) − (1 + δ(j − 1))
)
6 cj−ζ for all sufficiently large j and therefore
we can find T > 1 such that, for all t > T ,
P
(
sup
s>t
(Λe(s)− s)s−1δ(s)−1 > 1
)
6 c
∑
j>t
j−ζ ∈ O(t−(ζ−1)).
We conclude the proof by noting that bounds on the lower deviation of Λe(s) can be derived in
a similar manner. 
We recall from [12, Lemma 1.2] a standard result on concentration of Poissonian random
variables for ease of reference.
Lemma 3.5 (Poisson concentration). Let Z be a Poisson random variable with parameter λ > 0.
Then, for all x > e2λ,
P(Z > x) 6 e−
x
2
log(x/λ).
Now, we have collected all ingredients for the proof of Proposition 3.1.
Proof of Proposition 3.1. Let α ∈ (1/(ζ − 1), 1/2). We consider the range on the time intervals
[0, tα] and [tα, t] separately. For the early times let
At :=
{
max
x : |x|6t
Λ{x,x+1}(t
α) 6 2tα
}
be the event that until time tα all edges at distance at most t from the origin have weight at
most 2tα. From assumption (DIFF), it follows that the event At occurs with high probability
(whp). Moreover, on the event At, the range Rtα is stochastically bounded by a Poisson process
with intensity 2tα on [0, tα], unless X (and therefore also the dominating Poisson process) leaves
the set [−t, t]. Thus, by Lemma 3.5,
P(Rtα > 3t
2α|At) 6 exp (− 32 t2α log(32)
)
,
hence Rtα 6 3t
α whp.
Turning to the times in the interval [tα, t], we argue similarly: set now
Bt :=
{
sup
tα6s6t
x : |x|62t
Λ{x,x+1}(s)/s 6 4/3
}
,
as the event that, for all edges at distance at most 2t from the origin and all times s ∈ [tα, t],
the normalized weight Λe(s)/s is bounded above by 4/3. By Lemma 3.4, Bt occurs whp. On
the event At ∩ Bt, the range Rtα,t is bounded above by a Poisson process with intensity 4/3
on the interval [tα, t] at least unless the dominating Poisson process jumps above 2t. Again, by
Poisson concentration, we conclude that Rtα,t 6
3t
2 whp. 
3.3. Coupling CRW and delayed SRW. To estimate the fluctuation of X more accurately,
we now introduce the coupling with a SRW Xs formally. This coupling relies on a coupling time
T β and a jump delay εT = T
−γ both depending on the time horizon T . Later, we will choose
β and γ to be a bit smaller than 1 and 1/2, respectively.
We construct the coupling appearing in Proposition 3.3 and used throughout the remain-
ing sections via a graphical representation. Let {At(v, e)}t>Tβ denote a Poisson point pro-
cess of arrows directed from each node v ∈ V along an incident e with intensity measure
t−1Λe(t)dt. From these arrows, we jointly construct walks {Xˆ(t)}t>Tβ and {Xˆs(t)}t>Tβ . We
start at Xˆ(T β) = Xˆs(T β) = X(T β) and let Xˆ(t) always follow the arrows. Let {τi}i>1, de-
note the jump times of Xˆ, ei the corresponding edges traversed and construct the jumps of Xˆ
s
recursively as follows: given {Xˆs(s)}s6τi and τi+1 = t, sample a uniform random variable
Ut ∼ Unif[0, t−1Λt(ei)]
independently of the collection of arrows {At(·, ·)}t and of Xˆs(s), s ∈ [0, τi). If Ut 6 1 − εT ,
then Xˆs(t) moves along the arrow. If Ut > 1−εT , then Xˆs(t) does not move. That is, whenever
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Xˆ encounters an arrow from At(v, e), the walker Xˆ
s decides independently whether mimicking
the movement of Xˆs(t) or staying put.
Lemma 3.6 (Coupling lemma). Let Xˆs, Xˆ be defined as above. Then, {Xˆ(t)}t>Tβ has the same
distribution as {X(t)}t>Tβ . Furthermore, if β > (2γ)∨(ζ−1)−1, then, whp, {Xˆs(t)}Tβ6t6T can
be coupled perfectly to the symmetric random walk {Xs(t)}Tβ6t6T starting at Xs(T β) = X(T β)
and jumping at rate 2(1 − εT ).
Proof. Let vi denote the vertex reached by the ith jump of Xˆ , where v0 = X(T
β). We say the
coupling fails before time T , if the event
FT :=
{
min
i:Tβ6τi6T
inf
τi6t6τi+1
e∼vi
t−1Λe(t)+ < 1− εT
}
occurs. The significance of FT can be seen by noting that the jumps of Xˆ can be identified as a
local thinning of the edge arrow processes {At(v, e)}t>Tβ , so we need to avoid the situation in
which the local intensity of the edge arrow processes is too low to sustain the thinning. Since an
independent thinning of a Poisson process is again Poisson, the marginals of the coupled walks
indeed have the desired distributions, i.e., {Xˆ(t)}t>tc={X(t)}t>tc and {Xˆs(t)}t>tc={Xs(t)}t>tc
in distribution, as long as the coupling succeeds.
It remains to show that the coupling does not fail whp before time T . Let RˆT denote the
range of Xˆ until time T . Then,
P(FT ) 6 P(FT ∩ {RˆT 6 2T}) + P(RˆT > 2T ), (1)
and on {RˆT 6 2T} at most 4T + 2 edges are involved in FT . Hence, by Lemma 3.4,
P(FT ∩ {RˆT 6 2T}) 6 (4T + 2)T−β(ζ−1),
so that we infer from (1), the choice of β and Proposition 3.1 that limT→∞ P(FT ) = 0.

We henceforth work only with the coupled walks and omit the notational reference to the
coupling, i.e., we consider realizations of X and Xs such that (X,Xs) = (Xˆ, Xˆs) in distribution
on [T β, T ].
3.4. Proof of Proposition 3.3. Under the coupling between the CRW and delayed SRW
introduced in Section 3.3, we obtain a powerful interpretation of the deviation X(t) − Xs(t).
To make it precise, we let {τi}i>1 denote the jump times of the CRW after the coupling time
T β of Lemma 3.6. Furthermore, we decompose the index set of these jump times as
{1, 2, . . . } =: I− ∪ I+,
with I± corresponding to jumps to the left and to the right, respectively. Let now I±(t) = {i ∈
I± : τi ∈ [T β, t]} denote the jumps up to time t > T β. In particular, for t ∈ [T β , T ]
X(t) = #I+(t)−#I−(t)
and the increments of X(·) − Xs(·) correspond to a thinning of the jumps at {τi}i>1. More
precisely, the difference in position can change only when Xs stays put at one of the jump
times. That is, for t ∈ [T β, T ],
X(t)−Xs(t) = #{i ∈ I+(t) : Xs(τi−) = Xs(τi)} −#{j ∈ I−(t) : Xs(τj−) = Xs(τj)}, (2)
To analyze (2), we marginalize out the randomness of the SRW. Denoting the edge traversed
at time τi by ei, let
Pi := P
(
Xs(τi−) = Xs(τi) |X,Λ
)
= 1− τi − εT τi
Λei(τi)
(3)
be the probability to stay put for the SRW conditioned on the jump information of the CRW
and the environment.
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Proposition 3.7 (Marginalizing the SRW). Assume ζ > 5. Then there exists ρ < 1/2 such
that
sup
t6T
∣∣∣
∑
i∈I+(t)
Pi −
∑
j∈I−(t)
Pj
∣∣∣ ∈ op(T ρ).
As the proof of Proposition 3.7 is a little lengthy, we defer it to the next section. To leverage
Proposition 3.7, we need another lemma giving a linear upper bound on the jump counts.
Lemma 3.8 (Linearity of jump counts). It holds that
lim
T→∞
P(τ⌊6T ⌋ > T ) = 1.
Proof. By Proposition 3.1, whp, at most 4T + 2 edges are involved in the evolution of X up to
time t. Consequently, whp, the number of jumps of X on [T β, T ] is dominated by a Poisson(5T )-
distributed random variable ZT . It follows that
P(τ⌊6T ⌋ > T ) 6 P(ZT > 6T ),
and the latter vanishes by Poisson concentration. 
Together with Lemma 3.8, Proposition 3.7 yields Proposition 3.3.
Proof of Proposition 3.3. Let ξi := 1{Xs(τi) = Xs(τi−)}, i > 1 be the indicator that the SRW
does not follow the CRW. By the observations leading up to Equation (2) and Proposition 3.7,
it suffices to show that
lim
T→∞
P
(
sup
Tβ6t6T
∣∣∣
∑
i∈I±t
(ξi − Pi)
∣∣∣ > T ρ
)
= 0,
for both I+ and I−, where ρ is specified in Proposition 3.7 and chosen such that ρ > 12−βγ. By
symmetry, we can contend ourselves with the statement for I+. Conditionally on X and Λ, the
indicators {ξi}i>1, are independent Bernoulli(Pi) random variables. Writing Y (t) =
∑
i∈I+(s) ξi
and Q(·) = P(· |X,Λ) for the conditional distribution, a standard concentration inequality such
as [9, Theorem 3.2] yields that
Q
(∣∣Y (t)− EQ[Y (t)]
∣∣ > T ρ) 6 2 exp
(
− T
2ρ
EQ[Y (t)] + T ρ/2
)
, T β 6 t 6 T. (4)
Now, EQ[Y (s)] =
∑
i∈I+(s) Pi and, Pi 6 2εT for all i with T
β 6 τi 6 T uniformly with
probability exceeding 1−T−β(ζ−1)+1 , by Lemma 3.4 together with Proposition 3.1 and a union
bound.
By Lemma 3.8, there are at most 6T jumps of X on [T β , t] and hence
∑
i∈I+(t)
Pi 6 6T · 2εT = 12T−γ+1
whp. It now follows from (4) that
P
(
sup
Tβ6t6T
∣∣∣
∑
i∈I±t
(ξi − Pi)
∣∣∣ > T ρ
)
6 2T exp
(− T
2ρ
8T−γ+1 + T ρ/2
)
+ P(#I+(T ) > 6T ),
which vanishes as T →∞. 
3.5. Proof of Proposition 3.7. Since the random walk cannot circumvent edges, the visits to
an edge to the right of X(T β) occur in pairs of a left-to-right passage followed by a right-to-left
passage (and the other way around for edges to the left of X(T β), respectively). We formalize
this observation by introducing a collection of pairings Πe ⊂ I+(T ) × I−(T ), e ∈ E, where
(i, j) ∈ Πe if ei = e and
j = inf{k > i : ek = e, τk 6 T}
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is the first index after i where the edge e is revisited before time t. It may happen, for each
edge e, that at any time t ∈ [T β, T ] at most two indices j with ej = e stay unpaired. Hence, we
can decompose the difference of the jump probabilities according to the visited edges:∣∣∣
∑
i∈I+(t)
Pi −
∑
j∈I−(t)
Pj
∣∣∣ =
∣∣∣
∑
e
( ∑
i∈I+(t)
ei=e
Pi −
∑
j∈I−(t)
ej=e
Pj
)∣∣∣ 6 max
i∈I±(T )
2|Pi|+
∑
e∈E
Be, (5)
where
Be :=
∑
(i,j)∈Πe
|Pi − Pj|
denotes an upper bound on the bias for edge e accumulated until time t. Moreover, fix θ :=
5
8 − 12(ζ−1) and decompose the edge set E into the sets
Eb := {e ∈ E : #{i ∈ I±(T ) : ei = e} > T θ} and
Ec := {e ∈ E : 1 6 #{i ∈ I±(T ) : ei = e} 6 T θ}
of busy and calm edges visited more than T θ, respectively at most T θ times.
To prove Proposition 3.7, we establish upper bounds for the per-edge bias in Ec and Eb
separately.
Lemma 3.9 (Bias at busy and calm edges). Let ε > 0. Then
(1) maxi∈I+(T )∪I−(T ) Pi ∈ op
(
T
5
8−β+ε
)
.
(2) maxe∈Eb Be ∈ op(T 1−β+ε)
(3) maxe∈Ec Be ∈ op
(
T
7
8
+ 1
2(ζ−1)
−β+ε
)
.
Before establishing the lemma, we show how to conclude the proof of the proposition.
Proof of Proposition 3.7. First, by part 1 of Lemma 3.9, we write
P
(
sup
t6T
∣∣∣
∑
i∈I+(t)
Pi −
∑
j∈I−(t)
Pj
∣∣∣ > T ρ
)
6 P
(
sup
Tβ6t6T
∑
e∈E
Be > T
ρ
)
+ o(1).
Let
Fb :=
{
max
e∈Eb
Be 6 T
1−β+ε
}
and Fc :=
{
max
e∈Ec
Be 6 T
7
8
+ 1
2(ζ−1)
−β+2ε
}
denote the events from Lemma 3.9. First, we deal with the busy edges. By Proposition 3.1, we
may assume that Eb contains at most 6T/T
θ = 6T 1−θ edges. Thus, on the event Fb,∑
e∈Eb
Be 6 6T
1−θ+1−β+2ε, (6)
and we note that 2− θ − β + 2ε < 1/2 for β and ε sufficiently close to 1 and 0, respectively.
The argument for the calm edges is entirely analogous, we only need to derive a sharper
bound for the number of calm edges than 6T . By Proposition 3.2 applied with α = β and
β = 1, we may assume that there are at most T 1−β/2 calm edges. Now, we calculate, that on
Fc ∩ {RTβ ,T 6 T 1−β/2+2ε/2},
∑
e∈Ec
Be 6 T
1−
β
2 +
7
8+
1
2(ζ−1)−β+2ε = T
15
8 +
1
2(ζ−1)−
3β
2 +2ε. (7)
Particularly, 158 +
1
2(ζ−1) − 3β2 + ε < 1/2 for β and ε sufficiently close to 1 and 0, respectively.
From the bounds in (6) and (7) we thus conclude the proof. 
For the proof of Lemma 3.9 we recall from (3) that
Pi =
Λei(τi)− τi + τiεT
Λei(τi)
.
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Proof of Lemma 3.9. For all three parts, we rely heavily on Lemma 3.4, which implies in par-
ticular that whp
sup
Tβ6s6T
e∈Eb∪Ec
|Λe(s)− s| 6 T 5/8. (8)
In particular, inf Λe(s)/s > 1/2 for all T
β 6 s 6 T and e ∈ Eb ∪ Ec.
Part 1. First, we deduce from (8) that
Pi 6
T 5/8 + TεT
T β/2
6 4T 5/8−β ,
provided that γ > 3/8.
Part 2. First, note that for (i, j) ∈ Πe,
Pi − Pj = (1− εT )(τj − τi)Λe(τj)− Λe([τi, τj ])τj
Λe(τi)Λe(τj)
.
Hence, by (8), |Pi−Pj | 6 2T−β
(
(τj−τi)+Λe([τi, τj])
)
. Now, we conclude the proof by summing
over (i, j) ∈ Πe and noting that Λe(T ) 6 2T whp.
Part 3. The analysis is more delicate for rarely visited edges: there are many of them, so we
have to show that the contribution of each individual edge vanishes. For a pair (i, j) ∈ Πe, we
consider the decomposition
(Pi − Pj)(1 − εT )−1 = (τj − τi)(Λe(τi)− τi)
Λe(τi)Λe(τj)
− τi(Λe([τi, τj ])− (τj − τi))
Λe(τi)Λe(τj)
, (9)
and bound the two summands separately. First, applying (8),
(τj − τi)|Λe(τi)− τi|
Λe(τi)Λe(τj)
6 4T 5/8
τj − τi
T 2β
,
and summing over all pairs (i, j) ∈ Πe yields the bound T 13/8−2β which is smaller than T−1/4
for β close to 1.
It remains to bound the second term on the right-hand side in (9). To bound
∑
(i,j)∈Πe
∣∣Λe([τi, τj ])− (τj − τi)
∣∣,
we fix α := 14 +
1
ζ−1 >
2
ζ−1 , and argue as in Lemma 3.4 to see that whp for ε0 := 1/16,
max
e∈Ec
sup
s,s′6T
|s′−s|>Tα
|s− s′|−1/2−ε0∣∣Λe([s, s′])− (s′ − s)
∣∣. (10)
Hence, by Jensen’s inequality,
∑
(i,j)∈Πe
τj−τi>T
α
∣∣Λe([τi, τj ])− (τj − τi)
∣∣ 6
∑
(i,j)∈Πe
(τj − τi)1/2+ε0 6 (T θ)1/2−ε0T 1/2+ε0 6 T (θ+1)/2+ε0 .
so that the contribution is at most T (θ+1)/2−β+ε 6 T−1/16.
It remains to deal with the contributions from pairs satisfying τj− τi 6 Tα. First, under (10)
we have Λe([τi, τj ]) 6 2T
α, so that
∑
(i,j)∈Πe
τj−τi6T
α
∣∣Λe([τi, τj ])− (τj − τi)
∣∣ 6 #ΠeTα 6 T θ+α.
Inserting the definitions of θ and α concludes the proof. 
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3.6. Proof of Proposition 3.2. The main idea to prove Proposition 3.2 is to start by control-
ling deviations until time Tα for α < 1/2 and then bootstrap to successively longer time-scales.
To that end, we rely on a coupling with a SRW that is a small variant of the one introduced
in Section 3.3. Instead of starting the coupling at time T β, the coupling starts already earlier,
namely at time Tα. Moreover, the SRW is now slowed down stronger, namely by a factor
1 − εTα = 1 − T−αγ instead of 1 − T−γ . A fundamental consequence of this change is that
in contrast to the scalings chosen in Section 3.3, it is no longer necessarily the case that the
SRW and the CRW deviate in at most op(
√
T ) many steps. Rather, we leverage the number of
coupling failures together with the known range of the SRW in order to bound the range of the
CRW.
Proof of Proposition 3.2. Part 1. By the law of the iterated logarithm, the displacement of the
SRW until time T β is at most of order CT β/2 log log t 6 T β−α/2. Hence, it suffices to bound
the deviation between the SRW and the CRW {X(t)}t6Tβ . Conditioning on {X(t)}t6Tβ shows
that there are whp at most T βεTα = T
β−γα coupling failures. Hence, we obtain the desired
worst-case deviation since γ < 1/2.
Part 2. Recall that 0 < α < β < 1 and by part 1, we may assume that α < 1/2. We apply
part 1 inductively to deviations over time scales tk = T
1−(1−α)k with growing k. For k = 1, this
gives the time scale Tα, where we can apply Proposition 3.1.
Suppose that we have proven the desired result for the time scale tk. Then, we apply part 1
with α = 1− (1− α)k, β = 1− (1− α)k+1 for which
β − α/2 = 1− (1− α)k+1 − 1− (1− α)
k
2
= 1/2 − ε(k)
where ε(k) = (1 − α)k(1/2 − α) > 0. By this, we conclude the proof since tk approaches 1 as
k →∞. 
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