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Design and Evaluation of a
Portable Laparoscopic Training
System Using Virtual Reality
The ubiquitous nature of laparoscopic surgery and the decreased training time available
for surgeons are driving an increased need for effective training systems to help surgeons
learn different procedures. A cost-effective and user-friendly simulator has been designed
to imitate specific training tasks for laparoscopic surgery in virtual environments via
image processing and computer vision. The capability of using various actual surgical
instruments suited for these specific procedures gives heightened fidelity to the simulator.
Image processing via MATLAB software provides real-time mapping of the graspers in the
workspace to the virtual reality (VR) environment (VIZARD software). Two different tasks
(peg transfer and needle passing) were designed to evaluate trainees and compare their
performance with characteristics of expert surgeons. Pilot testing of the system was car-
ried out with 11 subjects to validate the similarity of this device with an existing surgical
box trainer. Task completion time and muscle activity have been used as metrics for eval-
uation. The decrease in completion time for all subjects suggests similarity of skills trans-
fer for both simulators. In addition, the p-value of muscle activity showed no significant
differences for most muscles in the peg transfer task when using either the VR or physical
analog environment and no significant differences for about half of the muscles in the
needle passing task. Based on the results, the new proposed VR simulator appears to be a
viable alternative to help trainees gain laparoscopic skills.
[DOI: 10.1115/1.4034881]
1 Introduction
Minimally invasive surgery (MIS) is a general approach to sur-
gery favoring less traumatic incisions and causing as little damage
to healthy tissue as possible [1]. The tools used in this type of pro-
cedure allow the procedure to be safer with fewer potential risks
to patients. Laparoscopic surgery, a form of MIS specific to the
abdominal region, minimizes trauma and has several benefits,
such as less postoperative pain, shorter hospital stays, faster recov-
ery, and lower risk of surgical site infection [2]. With the increase
in need for this procedure, advances in technology, and complex-
ity of this surgery compared to traditional open surgery, there has
been a corresponding increased need for training systems to pre-
pare and evaluate surgeons for laparoscopic surgery [3].
Simulation tools have been developed to help surgeons over-
come the difficulties inherent to this type of surgery and address
certain challenges such as difficult visualization and the “fulcrum
effect” of tool motion reversal. Fundamentals of laparoscopic sur-
gery (FLS), the first standardized and widely accepted training
program to evaluate surgical residents and gauge eligibility for
board exams, was put in place by the American College of Sur-
geons in 2009 [4]. This education module enables surgeons to
assess and document their laparoscopic skills [5]. The skills
assessment portion of the program is typically carried out using a
simple training box into which laparoscopic tools are inserted to
perform various manipulation tasks.
One common drawback of current simulators is the dependency
of the trainees on expert feedback to evaluate their performance.
The expert surgeons do not have much time to spend with train-
ees. To alleviate this burden, VR training systems have been
developed to increase task exposure and provide some measure of
feedback on trainee progress [6,7]. For these devices, not only can
the simple analog tasks required in the FLS program be simulated,
but it is also possible to add virtual organs to mimic realistic surgi-
cal environments.
Several laparoscopic simulators have been developed to
improve training task fidelity [8–10]. Some of these, like LapSIM
or LapMentor, use VR and haptic force feedback to mimic realis-
tic motions as much as possible [11–13]. The main drawbacks of
these devices are cost and lack of portability. With the simulator
system typically located in a training facility, the trainees do not
have the opportunity to practice on their own and self-evaluate
their progress [14–16]. Thus, we posited that an inexpensive and
portable device that would be able to map the trainee’s maneuvers
and provide objective feedback about their learning progress
whenever and wherever the trainee wants would give the benefits
of mass repetition, which are currently missing from most surgical
residency programs.
In this paper, we present a cost-effective and portable simula-
tion system called PortCASTM (Portable Camera Aided Training
System), which includes accurate camera-based detection of
actual laparoscopic graspers in a collapsible enclosure, connected
to a computer via USB. All five degrees of freedom (5-DOF:
pitch, yaw, roll, insertion depth, and grasper open/close) are deter-
mined with a computer vision approach using streaming red/
green/blue (RGB) image frames. Then, all data are transferred to
a virtual surgical environment built using VIZARD software (World-
Viz, Inc., Santa Barbara, CA). Two different virtual training envi-
ronments are used to simulate two tasks in the FLS training
curriculum, namely peg transfer and needle passing.
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2 Methods
An important contribution in this project is using actual surgical
instruments (graspers) to make the training platform more realistic
for the trainee (Fig. 1).
The design entails the consideration of several important crite-
ria, including the tradeoff between having a portable device and
having enough workspace in the field of view of the cameras, easy
setup for users, which makes it more user-friendly, and cost-
effectiveness for individual trainee usage.
2.1 Image-Based Tool Tracking. The images from a pair of
webcams mounted in the enclosure are used to detect the move-
ment of the left and right graspers in the surgical workspace. A
two-color marker is placed on each grasper to enable tracking of
the graspers based on relative positions of the markers. Figure 2
shows the markers on a pair of graspers. To detect the markers
frame by frame in the video stream, we can use various
approaches, including different segmentation algorithms, color
spaces, etc. Although image processing based on the hue/satura-
tion/value (HSV) color space would provide good robustness
against illumination variation, it would be computationally more
demanding. Therefore, to decrease the computation time and be
independent of variation in illumination conditions, a combination
of the grayscale image to minimize the illumination effects and
RGB image format for color segmentation were chosen in this
application.
Three basic color channels (red, green, and blue) are extracted
from the RGB image to find the position of the graspers in both
images. The subtraction of the green channel of the RGB image
from a grayscale frame, followed by thresholding, provides a
binary image. The goal is to segment the images and find the posi-
tions of the colored markers. After detection of colors in the
images, there are three steps to tracking the position of the grasp-
ers in the workspace. First, the center of each colored marker in
an image frame is obtained for both graspers. Second, triangula-
tion provides the 3D position of the markers in the workspace.
Finally, the inverse kinematic method based on
Denavit–Hartenberg (D–H) parameters [17] gives all input angles
and translations, relative to the fixed reference frame of the enclo-
sure, for the graspers.
Before these three steps can be carried out, the positions of the
cameras have to be determined to calibrate the system. A pose
estimation algorithm [18] is used to define the positions of the
cameras in the workspace.
Four colored markers with specified locations are used to find
the rotation and center matrices of the cameras. The markers are
located in the same plane but are not collinear. The known loca-
tion of the markers, their 2D position in the camera images, and
the internal camera calibration matrix (K) are applied in the algo-
rithm to provide the camera’s position (translation and rotation,
six degrees-of-freedom) relative to the object plane. The third ele-
ment of the 3D position of the points is not used, because all
points are in the same plane (in the “floor” of the tool workspace)









By projecting the points and multiplying both sides by the inverse
of K, we have
K1xi ¼ x0i ¼ r1 r2  RC½ Xi (2)
Fig. 1 PortCAS
TM
simulator with actual laparoscopic graspers Fig. 2 Markers mounted on the surgical instruments
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where xi is the position of the object in the image; Xi is the corre-
sponding location in the 3D space; R is the rotation matrix with
r1, r2, and r3 as the columns; and C is the center of the camera.
We use the direct linear transformation (DLT) method to solve
the system. The transformation matrix r1 r2  RC½  is commonly
referred to as H in the DLT approach (see Algorithm 4.1 in Ref.
[19]). The DLT method is used to define the linear correlation
between the 3D location of an object in space using two planar
images. Normalized r1 and r2 should be orthogonal to each other






The vector r2 is then updated
r2 ¼ r3  r1 (4)
R ¼ r1 r2 r3½  (5)
Using the rotation matrix, we can obtain the center of the camera
using the following:
C ¼ RT  r3 (6)
The Levenberg–Marquardt algorithm is used to refine R and C
in the case of reprojection error from X to x [18]. An incremental
rotation matrix composed of minimal rotation vector v ¼
vx; vy; vzð Þ is used to treat this error








where v defines the axis and its magnitude represents the angle of
rotation. Decomposition of the rejection process is tracked by
XC ¼ X C (8)
XR ¼ R  XC (9)












X ¼ K1x (12)
Projection steps and partial derivations are shown in Fig. 3.
The positions of the graspers in space are found based on their
position in two camera images with known position and calibra-
tion. In this process, as shown in Fig. 4, the intersection of the
rays from the cameras toward the known point is used to define
the 3D position of the graspers via triangulation. In the presence
of noise, the intersection of these two rays is not guaranteed; so
the following method has been used to avoid this defect.
For the first step, we obtain the direction of the 3D rays by cal-
culating the unit vector from the center of each camera to the
object.
vj ¼ N R1j K1j xj
 
(13)
The nearest point for each camera will be calculated by
qj ¼ Cj þ vj vTj P Cjð Þ
 
(14)
The square of the distance between P and q is


















P gives the position of the graspers in the camera coordinate
system.
2.2 Tasks and Kinematic Analysis. So far, we have the posi-
tions of the tool tips, and the positions of the pivot points are
known based on the simulator enclosure geometry. The inverse
kinematic method based on D–H parameters, mentioned previ-
ously, is used to determine the 3-DOF movements of the graspers
(pitch, yaw, and translation) in the workspace. Figure 5 demon-
strates the direction of the movements and Table 1 shows the
D–H parameters relating the tool tip positions to the fixed refer-
ence frame of the enclosure.
Then, the transformation matrix will be
Fig. 3 Decomposition of the projection process for camera
pose refinement [20]
Fig. 4 Three-dimensional position of the object
Fig. 5 Coordinate frames attached to gimbal joint
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T40 ¼
cos h1 sin h2 cos h3  sin h1 sin h3 cos h1 sin h2 sin h3  cos h3 sin h1 cos h1 cos h2 d  cos h1 cos h2
sin h1 sin h2 cos h3 þ cos h1 sin h3 sin h1 sin h2 sin h3 þ cos h1 cos h3 cos h2 sin h1 d  cos h2 sin h1
cos h2 cos h3 cos h2 sin h3 sin h2 d  sin h2





Next, a novel approach is presented for extracting the rotation and
jaw movement of the graspers using image processing. In this sys-
tem, these two movements are provided to achieve more realistic
simulation of the surgical training tasks in the VR environment.
As shown in Fig. 2, we have a two-color marker for each
grasper, which is used not only for position but also to calculate
the rotation of the grasper by comparing the projected area of
each color in both cameras. The algorithm can estimate the rota-
tion of the grasper based on both the 3D position of the markers
and the order of their colors seen in the scene.
Using a colored marker for each jaw allows computation of the
position of the jaw in the workspace. In this step, the position of
the graspers is known, which provides the approximate location of
the jaws in the image frame. Processing only a cropped subimage
in the region of the grasper tip decreases computational cost and
therefore delivers faster color detection. In contrast to the color
detection method mentioned above for general RGB segmenta-
tion, the HSV color space is more flexible for extracting different
colors. So, the HSV images are used to detect the marker positions
on the jaws.
2.3 Hardware
2.3.1 Enclosure. A foldable enclosure was designed to
achieve portability of the simulator. A rectangular cuboid (43
cm 30 cm 11 cm) is fabricated in acrylic, two cameras are
mounted underneath the top surface, and two gimbal joints are
mounted to constrain the surgical instruments. A scissors mecha-
nism is used to achieve compactness such that the enclosure is sta-
ble when deployed but is easily collapsed for transport. Figure 1
shows the open and closed states of the simulator.
2.3.2 Gimbal Joints. Two gimbal joints are fabricated by
laser-cutting acrylic and 3D printing shaft casings to provide pivot
points equivalent to incision constraints in laparoscopic surgery.
The grasper should be constrained by a 4-DOF movement (three
rotations, one translation). These gimbal joints are mounted on the
top/front of the simulator to provide appropriate workspace for
the graspers.
As shown in Fig. 1, the joints are modular and detachable to
facilitate insertion and mounting of any standard surgical
instrument.
2.4 Software. The kinematic data produced by image proc-
essing in MATLAB are passed into a VR environment created using
VIZARD software (WorldViz, Santa Barbara, CA). Solid models
created in SolidWorks (SolidWorks Corporation, Waltham, MA)
are imported into the VR environment to simulate tasks in the
FLS training program. The virtual training tasks, such as peg
transfer and needle passing, which are among the most common
tasks in the FLS training, are recreated in this software. The tool
position information from the MATLAB image analysis is trans-
ferred to the VR environment to reproduce realistic movement for
the virtual graspers. Mapping the exact motion from the actual
tool to the virtual environment gives a realistic sense of motion
for the trainee and helps the trainee get used to working with lapa-
roscopic surgery tasks.
The VR environment enables simulation of gravity and colli-
sion events, which are factors in this environment that give it a
more natural feel. Objects to be manipulated can be programmed
to demonstrate realistic contact behavior with the jaws, and the
user can thus pick up an object by closing the jaws and likewise
drop an object when the jaws are opened.
In the peg transfer task, 12 pegs are mounted in a fixed base
and six rings are located on six of the pegs. In this task, the trainee
should pick up the rings and transfer them to the initially empty
pegs. When the trainee touches the rings with the graspers, the
color of the rings changes to indicate that they can be picked up.
In this task, trainees can practice improving their hand–eye coor-
dination, speed, and precision. The second task, needle passing, is
an important component of suturing, which is one of the most
important and foundational skills in laparoscopic surgery. In this
task environment, there is a plate with six holes in it, and the
trainee should pass the needle through the holes and then pass the
needle to the other grasper (Fig. 6). In this task, trainees use both
graspers and learn to use them in a coordinated fashion.
3 Experiment
Two main factors were tested to compare the new PortCASTM
simulator with the established FLS trainer: task completion time
and muscle effort. The hypothesis was that comparable comple-
tion time and muscle activity would be identified between the two
training environments.
3.1 Subjects. Eleven participants completed these two tasks
including peg transfer and needle passing using both our Port-
CASTM system and the standard FLS trainer, and the order of tri-
als was randomized. All participants were novices with no clinical
laparoscopic experience or surgical training simulator experience.
Electromyography (EMG) data for muscle activities were col-
lected using a Trigno Wireless EMG system (Delsys, Inc., Boston,
MA). The data from four selected muscles, biceps brachii (BB),
triceps brachii (TB), flexor carpi radialis (FCR), and extensor digi-
torum (ED) from both arms, were recorded in each trial to analyze
muscle activity and fatigue. The raw EMG data were recorded at
a rate of 2000 Hz using EMGWORKS acquisition software (Delsys,
Inc., Boston, MA).
3.2 Protocol. All subjects fulfilled the peg transfer task by
picking up the rings from the left side and dropping them onto the
pegs on the right side of the peg training board, using their domi-
nant hand. Time was provided initially to familiarize subjects
with both simulators for each task before starting data collection.
Each subject practiced at least once with both tasks on both simu-
lators, and one additional practice time was provided if subjects
requested it. Five trials were performed using each training
device, with a maximum time limit of 3 min per trial.
Subjects completed three trials of the needle passing task on
each simulator. The data from both hands were recorded within a
5-min time limit. In this task, subjects held the needle with their
non-dominant hand and passed it through the holes. Then, using
Table 1 Denavit–Hartenberg (D–H) parameters
ai1 ai1 di hi
1 0 0 0 h1
2 0 90 deg 0 h2 þ 90
3 0 90 deg 0 h3
4 0 0 d 0
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the non-dominant grasper, the needle was pulled the rest of the
way through.
4 Data Analysis
The data collected from EMG sensors were postprocessed with
a band-pass filter of 200–300 Hz and a root-mean-square (RMS)
technique with a 150-ms moving window to smooth the data.
The fast Fourier transform (FFT) was used to calculate the fre-
quency power spectrum of these trials. The median frequency
(MDF, the frequency at half of the total power) was calculated to
characterize the frequency response of each task.
4.1 Statistics. To normalize the muscle activity, the maximal
voluntary contraction (MVC) was calculated for each muscle.
normalized activity %RMSð Þ
¼ Raw data from muscle activity
Maximal voluntary contraction ðMVCÞ (18)
Paired t-tests were conducted to examine the differences
between the PortCASTM simulator and FLS trainer for all per-
formance measures using SPSS (IBM Corporation, Armonk, NY).
5 Results
The actual task in the FLS trainer and the virtual task in the
PortCASTM simulator are compared based on muscle activity in
Table 2.
In the peg transfer task, the results showed no significant differ-
ences (p> 0.05) for all muscles except for extensor digitorum
(p< 0.05). As we expected, the muscle activities are largely simi-
lar for both simulators in the peg transfer task.
For the needle passing task, the significant differences in mus-
cular activities for four of the eight muscles indicated the differen-
ces in effort between these two training environments (Table 3).
In contrast, the MDF demonstrated similar muscle fatigue for both
trainers.
Table 4 showed a significantly shorter task completion time for
the FLS trainer compared to the PortCASTM simulator in the peg
transfer task. The relative difference in time duration between the
two trainers was 102%. In contrast, there was no significant differ-
ence in completion time (0.253< p< 0.05) between FLS and
PortCASTM for the needle passing task.
6 Discussion
The effect of training outside of the operating room is obvious
in the case of breaking down the skills into distinct steps [21]. The
limited availability of expert evaluation and the increasing num-
bers of trainees learning laparoscopic surgery challenge the tradi-
tional model of laparoscopic training. The needs for feedback and
assessment as essential factors to enhance the training regimen are
primary challenges of new simulators.
In this study, we present a new computer-based simulator and
show its advantages over traditional simulators. An inexpensive,
Fig. 6 Virtual task: (a) peg transfer task and (b) needle passing
Table 2 Percentage EMGRMS and median frequency (MDF) of
four muscles of the dominant hand




%RMS RBB 2.84 6 2.56 2.37 6 1.69 0.424
RTRI 1.53 6 1.12 1.38 6 0.74 0.790
RFCR 4.20 6 2.69 3.52 6 2.55 0.213
RED 8.13 6 7.61 6.54 6 5.54 0.021*
MDF (Hz) RBB 76.23 6 12.42 77.21 6 16.73 0.657
RTRI 62.05 6 10.52 63.07 6 10.67 0.722
RFCR 102.88 6 25.03 103.02 6 24.61 0.657
RED 88.63 6 14.42 88.74 6 11.15 0.859
Table 3 Percentage EMGRMS and median frequency (MDF) of





%RMS RBB 4.13 6 3.31 2.69 6 1.90 0.004*
RTRI 1.56 6 1.00 1.28 6 0.63 0.062
RFCR 4.11 6 2.31 2.71 6 2.34 0.013*
RED 16.13 6 22.28 12.40 6 18.23 0.041
LBB 4.81 6 2.30 3.42 6 1.64 0.063
LTRI 3.23 6 3.30 2.44 6 2.37 0.063
LFCR 2.93 6 1.87 1.73 6 1.13 0.018*
LED 14.25 6 7.42 7.89 6 5.40 0.018*
MDF (Hz) RBB 76.22 6 13.34 76.67 6 16.31 0.929
RTRI 64.60 6 7.02 65.41 6 11.38 0.790
RFCR 103.98 6 23.13 103.67 6 18.92 1.000
RED 90.19 6 12.24 91.97 6 9.25 0.424
LBB 78.04 6 12.90 78.40 6 17.14 1.000
LTRI 63.52 6 9.71 70.76 6 11.24 0.091
LFCR 101.42 6 14.54 90.21 6 16.98 0.091
LED 92.25 6 15.18 96.52 6 17.11 0.176
*statistically significant based on p<0.05
Table 4 Mean completion time






103 s 51 s 0.0002 186 s 224 s 0.253
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portable, computer-based simulator was produced to help trainees
practice and improve their skills. The portability of this simulator
allows trainees to work with basic tasks in laparoscopic surgery
wherever/whenever they like and use their preferred instruments.
Comparison of this information with benchmarks from experts
provides more goal-oriented training.
In addition, this study shows preliminary experiments to dem-
onstrate the similarity of this simulator with traditional ones such
as the standard FLS trainer. Completion time and muscle activity
have been used to represent the capability of the device to mimic
the traditional trainer.
The percentage of maximal voluntary contraction (MVC) was
considered to examine the amount of increase or decrease in muscu-
lar activity during performance. The results demonstrated the simi-
larity of muscular activity for both training environments. As shown
in Table 2, there were no significant differences in MVC and MDF
for the dominant hand except for the extensor digitorum in the peg
transfer task. In contrast, the completion time data (Table 4) showed
a significant difference between the two simulators. The difficulty
of grabbing the rings because of the lack of haptic forces in VR
compared to the actual peg transfer task with direct force sensation
and vision feedback, could be the main contributing reason for these
differences. The contact of the graspers and rings in the FLS trainer
enables subjects to keep the grasper in a fixed position during open-
ing and closing of the jaws. In contrast, the lack of force feedback
(or object contact) allows the trembling of the hand to persist while
squeezing the trigger of the laparoscopic grasper, which affects the
position of the distal end of the instruments in the VR environment
more so than in the FLS trainer.
In the needle passing task, the higher muscular activities
(30–60%) in the FLS trainer are related to the dissimilarity in the
vertical barriers implemented in these two simulators. Subjects
exert more force to pass the needle through the plastic wall in the
real task compared to the virtual one, which already has holes in
the barrier and lacks force-feedback capability.
The decrease in completion time for all subjects demonstrated
that the PortCASTM simulator is a valuable tool to enhance basic
skills of laparoscopic surgery. The subjects showed rapid
improvement between the first and second trials no matter which
task or which trainer they started to work with (27% decrease in
completion time using the FLS trainer and 19.5% decrease using
PortCASTM).
The results show reliable outcomes from this simulator, which
can be potentially implemented into laparoscopic surgery training
programs.
7 Future Work
The factors of time and efficiency of movement are among the
main characteristics used to evaluate trainee ability in laparo-
scopic surgery. The PortCASTM simulator is able to provide these
data for trainees and motivate them through this immediate feed-
back. However, future work should include development of more
advanced metrics of proficiency and skill acquisition. Real-time
automated performance feedback will communicate the capability
of trainees and provide benchmarks for self-adjusting their per-
formance. This is expected to further improve the impact of the
PortCASTM simulator. In addition, further validation will be nec-
essary to prove the adaptability of the device to transfer the basic
skills of laparoscopic surgery by testing the simulator for both peg
transfer and needle passing tasks with surgeons/trainees at various
skill levels.
To improve visual fidelity by increasing the tool-tracking frame
rate, the code can be ported to Cþþ to decrease the computation
time and make it more suitable for real-time application.
8 Conclusion
A cost-effective and portable simulator was designed to be com-
parable with other existing trainers to improve the basic laparo-
scopic skills of residents and surgeons. Eleven novice subjects
provided data to compare this device with the FLS trainer. The
experiments suggest that our simulator provides the skills improve-
ment needed in laparoscopic surgical training. The EMG data and
completion times indicate the relative equivalency of skills transfer
using either the VR or real-world training scenarios.
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