In this paper, we present a new online algorithm for dynamically routing bandwidth guaranteed label switched paths (LSPs). LSP set-up requests are represented in terms of a pair of ingress and egress routers as well as its bandwidth requirement, and arrive one by one. There is no a priori knowledge regarding future LSP set-up requests and their characteristics. Our proposed algorithm considers not only the importance of critical links, but also the degree of their importance to routing possible future LSP set-up requests by characterizing their normalized bandwidth contribution to routing future LSP demands. Moreover, link residual bandwidth information, i.e., the link's capability of routing future LSPs, is also incorporated. Simulation results show that our proposed algorithm performs better than the best known bandwidth guaranteed routing algorithm, the minimum interference routing algorithm, in terms of LSP rejection rate under both static and dynamic LSP set-up request arrivals. 1001 0-7803-7400-2/02/$17.00 © 2002 IEEE
I. INTRODUCTION
Traffic engineering has become essential for Internet service providers to optimize the utilization of existing network resources and to provide for quality of services (QoS). Multiprotocol label switching (MPLS) [4] is a technology in which data packets are encapsulated at network ingress routers with labels based on which the packets are forwarded along paths known as label switched paths (LSPs). An LSP is identified by a set of labels. One of the advantages of MPLS is that LSPs can be explicitly routed along specific paths [5] .
The explicit routing feature of MPLS was introduced to address the shortcomings associated with current IP routing which requires to forward packets based only on destination addresses along the shortest paths computed using mostly static and traffic characteristic independent link metrics. As a result, some links on the shortest paths between certain ingress-egress router pairs may get congested while links on other alternative paths may be lightly loaded. This is due to the fact that existing routing protocols are largely oblivious to network traffic condition and at the same time incapable of pinning down an explicit route. MPLS, however, essentially integrates the label swapping forwarding paradigm with the network layer routing. Therefore, it is expected to improve the price/performance of network layer routing and provide greater flexibility in the delivery of (new) routing services, e.g., enabling constraintbased (or quality of service aware) routing by supporting explicit routing, and thus facilitating traffic engineering. Service providers can use bandwidth guaranteed LSPs as components Bin Wang, Xu Su, C. L. Philip Chen are with the Department of Computer Science and Engineering of the Wright State University, Dayton, Ohio, USA (email: bwang@cs.wright.edu). The work reported in this paper was supported in part by an ITEC-Ohio TAF Grant. of an IP virtual private network (VPN) service with the bandwidth guarantees used to satisfy customer service-level agreements (SLAs).
A lot of technical issues need to be resolved before MPLS truly becomes an effective and flexible technology. These issues include dynamic set-up of bandwidth guaranteed LSPs, set-up of backup LSPs to provide path reliability or service survivability, efficient use of network resources, re-routing in cases of link failure and/or re-optimization of existing LSPs to accommodate traffic fluctuation and higher priority LSP requests, support of multicast and so on.
A fair amount of previous work [7] , [6] , [9] , [2] , [10] has focused on the problem of routing bandwidth guaranteed label switched paths. In this work, we consider the problem of setting up bandwidth guaranteed label switched paths in a network where LSP set-up requests arrive one by one and future requests are unknown. Other LSP path QoS metrics, such as delay and losses, are not explicitly considered in this work, but assumed to be converted into effective bandwidth requirements. We also take into account LSP location information, i.e., the source destination router pairs between which LSPs can potentially be set up. The only dynamic information available to our LSP routing algorithm is the link residual bandwidth provided by protocols such as OSPF and IS-IS with quality of service extension to advertise residual link bandwidth for constraintbased routing. These protocol extensions have been studied and/or implemented in previous work [11] , [8] , [3] .
Inspired by the minimum interference routing algorithm (MIRA), we develop and study a new algorithm for routing bandwidth guaranteed label switched paths. Similar to MIRA, our algorithm is an online algorithm and is independent of traffic profiles. We present cases in which MIRA fails to satisfactorily route LSP requests and point out the limitations of MIRA. Our proposed algorithm is able to overcome some of MIRA's drawbacks by taking into account the overall bandwidth blocking effects of routing an LSP request. Extensive simulations are carried out to evaluate the performance of the proposed algorithm in terms of total available bandwidth between ingress and egress routers after routing an LSP request as well as LSP request rejection probability. Compared to other routing algorithms, e.g., minimum hop routing algorithm (MHA), widest shortest path (WSP) routing, shortest widest path (SWP) routing, and MIRA, our new algorithm performs well.
The rest of this paper is organized as follows. Section II presents the system model we consider in this work and related work. We then point out the limitations of existing routing algorithms in Section II-C. Our proposed routing algorithm is described in Section III. Performance evaluation is reported in Section IV. This paper concludes in Section V.
II. SYSTEM MODEL AND RELATED WORK

A. System Model
We consider a network of Ò routers in a network represented by a directed graph Î µ, where Î ( Î Ò) denotes the set of routers, and ( Ñ) denotes the set of directed links. A subset of these Ò routers are assumed to be ingressegress routers between which potential LSPs can be set up. However, it is not necessary that there is a potential LSP between every ingress and every egress. We assume that these ingress-egress router pairs are known in advance and are denoted by a set Ä. We term this additional information as LSP location information. Each request for an LSP set-up arrives at an ingress router which in turn determines an explicit bandwidth satisfying route for the LSP. To calculate explicit routes, the ingress router needs to know the current network topology and link residual capacities. The residual bandwidth of link Ð is denoted as Ê´Ðµ. We assume that the topology is either known administratively or that a link state routing protocol is operational at each router and that its link state database is accessible. The routing protocol implements some extensions for link residual bandwidth advertisements. The routing protocol database keeps track of the link residual capacities. We also assume that initial link capacities are known. Failures of LSPs due to link faults are detected from signaling protocol (e.g., LDP or RSVP) information by edge routers. They can then request a re-routing of the LSPs after the link state database has been updated by routing protocols.
We assume that the request Ö for an LSP set-up is represented by a triple´× µ, where´× µ ¾ Ä. The first field × specifies the ingress router, the second field is the egress router, and the third field represents the amount of bandwidth required by the LSP. As we pointed out earlier and follow the common practice adopted by previous work, we assume that other quality of service requirements by an LSP have been translated into an effective bandwidth requirement. In addition, requests for LSPs come in one at a time and there is no knowledge of the characteristics of future LSP demands. The objective of a routing algorithm is then to determine a path along which the bandwidth demand by an LSP can be satisfied so as to make efficient use of network resources. In this work, we focus on the establishment of bandwidth guaranteed paths. Path re-routing and QoS adaptation will be considered in a separate work.
B. Related Work
Kodialam et al [7] proposed an online minimum interference routing algorithm (MIRA). The goal was to dynamically set up bandwidth guaranteed LSPs to maximize the likelihood of accommodating unknown future LSP set-up requests. MIRA reduces the effect of routing current LSP request to future demands and results in better LSP request acceptance ratio by reducing LSP request blocking probability. It concentrates only on reducing the interference caused by granting an LSP demand to single ingress-egress pairs, but does not take into count the effect of routing an LSP demand on links that are critical to a cluster of nodes. Kodialam et al [6] also proposed a dynamic routing algorithm for constructing bandwidth guaranteed LSPs with restoration capabilities to provide ½:½ and/or ½:Ò path protection. The proposed algorithm computes an active path and a backup path given that the routing algorithm only knows the fractions of each link's capacity currently used by active paths and backup paths, respectively.
Profile based routing (PBR) algorithm [9] is different from the MIRA approach in several ways. The main idea is to use measurement based "traffic profiles" or service level agreements (SLAs) as a rough predictor for future traffic distribution. MPLS adaptive traffic engineering (MATE) [2] focuses on engineering traffic across multiple explicit routes for a pair of ingress and egress routers.
One of the most commonly used and the simplest algorithms for routing LSPs is the minimum hop routing algorithm (MHA). In MHA, the path with the least number of links between an ingress and an egress router is chosen. The routing algorithm keeps track of the current residual capacity for each link, and only those links that have sufficient residual capacity for the new LSP are considered. The widest shortest path (WSP) algorithm uses a feasible shortest path that has the largest residual capacity, that is, the smallest link residual capacity along the path is maximized. The shortest widest path (SWP) algorithm, on the other hand, selects the path with the maximum available bandwidth and if there are more than one such paths, the one with the least number of hops is chosen. Albeit simple and efficient, MHA, WSP, and SWP can create bottlenecks for future LSPs, and lead to network under-utilization.
C. Limitations of Existing Routing Algorithms
The drawbacks of the minimum hop algorithm and its variants are quite obvious since they do not consider future LSP requests at all. The profile-based routing algorithm relies on the availability of traffic profiles between pairs of ingress and egress routers. Since network traffic is inherently bursty and very dynamic, these traffic profiles may not be easily obtainable and reliable. The minimum interference routing algorithm (MIRA) was designed to reduce the "interference" of routing current LSP request to potential unknown future requests. The basic observation is that routing an LSP along a path can reduce the maximum available bandwidth between some other ingress-egress router pairs. This phenomenon is termed as "interference." If paths that reduce a large amount of available bandwidth between other ingress-egress pairs are avoided, creation of bottlenecks can also be avoided. This routing problem is translated to finding the shortest path in a weighted graph, in which link weights are assigned according to their criticality . . . [7]. The idea of MIRA is a good one, but it has its shortcomings as illustrated by following examples. Example 1: Figure II-B(a) shows a network termed as the "concentrator graph" with available bandwidth shown beside each link. Ë ¼ Ë ½ Ë ¾ ¡ ¡ ¡ Ë Ò are source nodes, and is the destination node. An online sequence of Ò · ½ requests (Ë ¼ Ò ), (Ë ½ ½), ¡ ¡ ¡ , (Ë Ò ½) arrive in that order. According to MIRA, request (Ë ¼ Ò ) will be routed along the path Ë ¼ , thus saturating the fat link and preventing other requests from being routed because link is not a critical link for any individual ingress-egress router pair. The optimal algorithm will route the request (Ë ¼ Ò ) along the alternative path at the top of the graph, and use the fat link to route Ò 1-unit requests. Similarly, MIRA fails in the case of the "distributor graph" (shown in Figure II arrive, followed by Ò more requests (Ë ½ ½), (Ë ¾ ½), ¡ ¡ ¡ , (Ë Ò ½). Specifically, the first Ò requests (Ë ¼ ½) are not routed along the path Ë ¼ because the links of capacity ½ · are not critical links for any (Ë ) pairs. Rather, they are routed along the shortest paths. The optimal algorithm will route all the requests from Ë ¼ along the bottom fat path, leaving the top 2-hop paths for requests between Ë and . The observation is that MIRA focuses exclusively on the interference effect on single ingress-egress pairs. It is not able to estimate the bottleneck created on links that are critical for clusters of nodes. In addition, MIRA simply considers the reduction in the maximum available bandwidth between a pair of routers, but does not consider the route hop counts. Thus, MIRA might reject an LSP request even though the network has sufficient residual bandwidth to route the LSP request between the pair of routers under consideration.
S1
Sn
Example 2: Consider another example network topology with a bottleneck link shown in Figure II According to the MIRA algorithm, link is a critical link with respect to ingress-egress pairs (Ë ½ ½ ) and (Ë ¾ ¾ ). When routing request´Ë ¿ ¿ ½µ, the MIRA algorithm will try to avoid using critical links. Therefore, it will choose the four-hop route ½ ¾ ¿ . If there were more links between is not a critical link for any individual ingress-egress pair. So the MIRA algorithm will choose the path ½ to route the request (Ë ¿ ¿ ½), thus blocking request (Ë ½ ½ ). Ideally, the first request should be routed along the longer route between Ë ¿ and ¿ , allowing the two subsequent requests to be routed through link . Notice that these examples appear to be special cases of network topologies, they are nonetheless not uncommon in real networks where dynamic network traffic constantly creates bottlenecks. As a result, a good online routing algorithm needs to be able to adapt to both topology and traffic condition changes.
III. PROPOSED ALGORITHM
In this section, we build on previous work [7] , [9] and propose a new bandwidth guaranteed routing algorithm. Our proposed algorithm takes into account the LSP location information, Ä, i.e., ingress and egress router pairs from which LSP requests can originate. Note however that this information is not necessary for our algorithm to work because one can assume that each pair of routers can potentially have LSPs routed between them if the LSP location information is not available. In reality, only certain router pairs may have LSP between them due to various physical and/or administrative constraints. Unlike the profile-based routing algorithm [9] , our algorithm does not rely on a pre-determined traffic matrix between source and destination pairs. Similar to the MIRA algorithm, our algorithm takes into account the importance of critical links. In addition, we also consider links' residual bandwidth and path hop counts which were largely ignored in some previous work. The algorithm pseudo code is listed in Figure 3 . Specifically, given an LSP request (× ) to be routed, we consider the impact of routing this LSP request on future LSP set-up requests originating from the set of ingress and egress router pairs Ä. The impact is characterized by assigning weights on links that may be used by future LSP requests between a pair of ingress and egress routers. When considering an ingress and egress pair´× ¼ ¼ µ ¾ Ä, we first compute the maximum network flow [1] , × ¼ ¼ , between × ¼ and ¼ . Routing of the current LSP request between × and will affect or reduce the maximum network flow between × ¼ and ¼ . For each link Ð ¾ , we then calculate the link's bandwidth contribution to the maximum network flow between × ¼ and ¼ , which is represented as
is the amount of flow passing through link Ð. The rationale behind is to characterize the relative importance of a link Ð to future LSP requests between × ¼ and ¼ . Furthermore, we also need to consider the residual bandwidth on link Ð so as to incorporate its capability of routing future LSP requests. We do this by calculating the normalized bandwidth contribution of link Ð as follows,
After obtaining the impact of routing the current request to future LSP requests in terms of weight on individual link as given by Eq. (1), we assign the overall weight of a link Ð, Û´Ðµ, to be the sum of individual weight contributed by all ingressegress pairs (× ¼ ¼ ) ¾ Ä that can potentially originate LSP requests in the future. The individual weight of a link is calculated by Eq. (1) and the weight of link Ð is obtained as follows,
where × ¼ ¼ is the maximum network flow between router pair
is the sub-flow that passes through link Ð as part of the maximum network flow between ingress and egress router pair (× ¼ ¼ ), and Ê´Ðµ is the residual bandwidth of link Ð.
Once link weights are computed and assigned, we then eliminate the links in whose residual bandwidth is less than the requested amount of the current request (× ). A reduced network topology is thus obtained with assigned link weights unchanged. We then run a shortest path first algorithm based on the Dijkstra's algorithm to find a route between × and . The request (× ) is routed on the calculated path by reserving bandwidth in the amount of . Link residual capacities are then updated accordingly. The salient features of our proposed algorithm are that we consider not only the importance of critical links but also the degree of their importance to routing possible future LSP set-up requests by characterizing their normalized INPUT: ´Î µ, Ä, an LSP request (×, , ).
OUTPUT: A route between × and having a capacity of units of bandwidth.
Procedure LSP Online Routing (G (V, E, B), r(s, d, b) 3. Eliminate all links that have residual bandwidth less than and form a reduced network topology with remaining links and nodes; 4. Using Dijkstra's algorithm to compute the shortest path in the reduced network using Û´Ðµ as the weight on link Ð; 5. Route the bandwidth requirement of units from × to along this shortest path and update the residual link capacities; bandwidth contribution to future LSP set-up requests. Moreover, link residual bandwidth information, i.e., the link's capability of routing future LSPs, is also incorporated into our algorithm.
IV. PERFORMANCE STUDIES Extensive simulations were carried out to study the performance of our proposed routing algorithm. We use the network topology shown in Figure 4 in our performance studies. This network topology was used in both Kodialam's and Suri's work [7] , [9] . The ingress and egress router pairs (Ë ½ ½ ), (Ë ¾ ¾ ), (Ë ¿ ¿ ), (Ë ), and (Ë ), are shown in the figure. The bandwidth of each light link and each dark link are 1200 units and 4800 units, respectively. These values are taken to model the capacity ratio of OC-12 and OC-48 links. Each link is bidirectional (i.e., acts like two unidirectional links of that capacity). Ingress-egress router pairs for LSP set-up requests are chosen randomly from the above potential LSP locations and the LSP bandwidth demands are taken to be uniformly distributed between 1 and 4 units. In our first set of experiments, we compare the total available bandwidth in a network after routing an LSP request using different algorithms. Figure 5(a) shows the available bandwidth till up to ¼¼¼ LSP set-up requests. From the figure, we can see that the available bandwidth for our new algorithm and MIRA are higher than those for min-hop, SWP, and WSP. The available flow for MIRA is a little bit higher than that of our new algorithm at first, but the available bandwidth decreasing rate for MIRA is larger than that of our algorithm.
In this set of experiments, we assume that all LSPs are long lived, i.e., once an LSP is routed, it will not be terminated. We load the network with ¼¼¼ LSPs and observe the number of LSPs rejected by five different algorithms. From the rejection number curves in Figure 5 (b), we can see that our proposed algorithm performs the best by rejecting fewer LSP set-up requests than MIRA does.
In the last set of experiments, we determine the dynamic behavior of the 5 routing algorithms. Bandwidth demands for LSP set-up requests are uniformly distributed between 1 and 4 units. Ingress and egress router pairs for LSP set-up requests again are chosen at random from (Ë ½ ½ ), (Ë ¾ ¾ ), (Ë ¿ ¿ ), (Ë ) and (Ë ). The network is first loaded with ¼¼¼ randomly chosen long-lived LSPs and from this point on, newly arriving LSPs are assumed to have exponential holding time. We run the experiment until we have ¼¼¼ arrivals (including the initial ¼¼¼ LSP set-up requests). We performed 20 trials. From Figure 5 (c), we observe that the min-hop algorithm results in the largest number of rejects, our new algorithm gives fewer number of rejects than MIRA does. The MIRA algorithm is the best known bandwidth guaranteed routing algorithm before our work. Other algorithms perform worse than both the MIRA algorithm and our new algorithm. Clearly our new algorithm leads to improved performance and hence provides better overall network resource utilization.
V. CONCLUDING REMARKS
In this paper, we have developed a new online algorithm for dynamically routing bandwidth guaranteed label switched paths (LSPs). Our proposed algorithm considers not only the importance of critical links, but also their relative importance to routing possible future LSP set-up requests. Moreover, link residual bandwidth information is also incorporated. Simulation results show that our proposed algorithm performs better than the best known bandwidth guaranteed routing algorithm in terms of LSP rejection rate under both static and dynamic LSP set-up request arrivals. There are a few avenues to extend our work. One possible direction is to extend our work to routing in WDM optical networks where one can integrate topological and resource information at both the IP layer and the optical layer. Our bandwidth guaranteed routing algorithm can be applied with the additional constraint of wavelength continuity requirement.
