1* Introduction and notations• All rings to be considered in
this paper, except those denoted specifically as matrix rings, will be commutative rings with unit. All homomorphisms are unitary. The unit of a subring coincides with the unit of its over-ring.
Denote by R n the ring of n x n matrices over a ring R. Let ψ R -• S be a ring homomorphism then η induces a homomorphism η n :R n -*S n given by: η n {r i3 ) = (^(r^ )). If AeR n ,(A) iS will denote the (i, j)th entry of A. The identity element and the standard matrix units of all matrix rings will be denoted by I and {-E^} respectively.
Let A be an R algebra. It was proved by Amitsur ([1] , Theorem 2) that there exists a commutative R algebra V%(A), and a map p: A-> (V%(A)) m which is universal for homomorphisms of A into m x m matrix rings over commutative rings, i.e.;
(1) For every τ: A -> H m9 with H a commutative R algebra, there exists a homomorphism η: VZ(A) -• H such that the following diagram is commutative; \ϊ (2) Vn(A) is generated over R by the entries {[p(a)]ij\ae A}. Properties (1) and (2) determine VS,(A) up to isomorphism and p up to a multiple by an isomorphism of V2(A).
In this paper we will give an explicit construction for the ring V5(R n ) The case n = m will be treated separately. We start with investigating the nature of i2-homomorphisms of R n into itself. Proof. Let 3W be the set zero divisors in C, then, by [6] 3ft is a maximal ideal in C. Let Q be the local ring C m and let / be the canonical homomorphism f:C-> C m .
The elements of C -3ft are not zero divisors in C, hence / is an injection. Furthermore, the elements of C -3ft are exactly the regular elements of C, and so Q is the complete ring of quotients of C. Now, if C is noetherian we have, by [3] , 3ft = %l(C)-the nil radical of C, and therefore, J(C) S 3ft -5ft(C) S J(C) where J(C) denotes the Jacobson radical of C. Hence 3ft = J(C) and being maximal it is the unique maximal ideal of C. Consequently C is local and C = C m = Q. THEOREM 2. Let C and Q be as in the lemma; {E i3 | 1 ^ i, j ^ n} be the set of the standard matrix units in C n , and {F i3 \i<^i, j <.n} another set of matrix units in C n , then there exists a matrix A e C n9 invertible in Q n such that:
If C is noetherian A is invertible in C n .
Proof. By definition Σ?=i ^ = 7 hence Σ?=i (i Γ Jn = (Σ?=i F uv ) n = l. Now C is subdirectly irreducible, so that the zero divisors in C form an ideal. Consequently not all of the (F^) n are zero divisors and we have some 1 ^ v ^ n such that {F vv ) n is regular. Without loss of generality we may assume that a = (F n ) n is regular. Put now
than for all i and j we have E i3 A = E ix F l3 = AF i3 and also
Now a is regular in C and hence invertible in Q, thus B -oΓ ι B' is the inverse of A in Q n . If C is noetherian then by Lemma 1 C = Q and B = A" 1 e C n . Note that in a local ring the noninvertible elements form an ideal so that the proof of Theorem 2 can be easily modified to give an elementary proof of the following well-known (e.g. [2] ) theorem: "Let C be a local ring then every C-homomorphism of C n is an inner automorphism". THEOREM 
Clearly A is invertible in U m , its inverse being given by
Clearly A satisfies E {j A = AF i3 for all i and^. (2) Given η, the ring U of (1) may be chosen so that the inner automorphism will be given by a matrix of determinant 1.
Proof. (1) follows immediately from Theorem 3 by taking
F i3 = η(E i3 ) then,
by the theorem we have a ring U and a matrix
Ae U n such that A~ιBA = η(B), BeC n .
( 2 ) For a fixed rj we adjoin to U the wth root of a~ι = det (A" 1 ) and replace A by α~] / M..
REMARK. The ring U of Theorem 3 is not uniquely determined. For example one may take U = ΠC m where the product is taken over all maximal ideals in C. This ring will have the same property.
COROLLARY 5. Let C be a commutative ring with unit, {F i3 \ 1 î ,j <^ n} a set of matrix units in C n then Cent Cn (F i3 )-the centralizer of all the F i3 in C n -is C, and every element in C n may be written in a unique way as Σ*y ^y ^yj c ij e C Proof. By Theorem 3 F i3 = AE i3 A~~ι where A is in some larger matrix ring U n 2 C n .
The proof of the second part of the corollary is classical (e.g. [4] , Proposition 6, p. 52).
The ring V?(R n )
. Let R be a fixed ring with unit. All rings henceforth will be ί2-algebras and all homomorphisms Rhomomorphisms. We shall write V n (A) for V^(A). We now proceed to give an explicit construction for the ring V n (R n ).
Let {x i3 11 <^ i, j ^ n) be n 2 commutative indeterminates over R, let R[Xij] denote the ring of polynomials in the x i3 over R. Denote by D^R [x i3 ] the ideal generated in R [Xij] by the polynomial det {x i3 ) -1, and put K = R [x i3 ]/D. Clearly we may take R £ K. Put ξ i3 = x i3 + DeK, and 8 = (ξ i3 ) e K n . The matrix 8 is invertible in K n , and its inverse is given by Ξ~ι = adji? = (ff^) where S 1^-is the algebraic complement of ζ i3 -in 8.
Let S be the subalgebra of K generated over R by the n*
Define a map p: R n -> K n by ρ(B) = ΞBΞ~\ p is clearly a unitary J? homomorphism, furthermore we have:
so that p(R n ) S S Λ and we may regard p as a map from R n to S Λ and note that the entries {[^(A)]^ | A e R n ) generate S. For this ring S and the homomorphism p we prove; THEOREM 6. S is the universal ring V n (R n ) and p is the canonical embedding of R n in S n = (V n (R n )) n .
Proof. We have seen that S is generated by the appropriate elements so that all that remains to be shown is that every homomorphism τ: R n -• C n factors through p.
As C is an R algebra, we have the natural homomorphism i: R->C. Denote i(r) = r' i n (B) = B' for all reR, Be R n .
Let E i3 be the standard matrix units of R n than E\ 3 are the standard matrix units of C n and τ(E i3 ) = F i3 are a set of matrix units in C n . By Theorem 3 there exists an R algebra Ϊ7 Ξ2 C and an invertible matrix (a i3 ) = Ae U n such that F i3 = AE[ 3 A~γ\ furthermore, by Corollary 4 (2) we may suppose that det (A) = 1. We clearly have for all B e R n τ(B) = ABΆ~\ \i which completes the proof. COROLLARY 
(1) If R is an integral domain {in particular R = ΐ 7 a field) then so is V n {R n ). (2) If R is noetherian so is V n (R n ).

Proof. (1) If R is a domain then so is R[Xij] and the polynomial det (x^) -1 is prime in i2[a? ίi ]. Hence, D is a prime ideal and K = R[x i3
\ID is a domain. V n (R n ) = S £ ίΓ is hence also a domain.
(2) >S = F n (jBJ is finitely generated over R (see also [1] ).
4* An alternative representation of V n (R n ). V n (R n ) was shown to be generated by n 4 elements ξ ki Bij. We aim now to describe the ring in terms of these generators and their relations. To this end we begin with a ring R[zU] with zU n 4 commutative indeterminates over R. The elements zl\ are to represent the generators ξ ki Ξ u and so they must satisfy the relations arising from the commutativity of the ξ i3 and from the fact that ΞΞ~ι -Ξ~ιΞ = /, namely;
(1) zϋzff = zilzli for all i, j, k, I, s } q, t, r (2) Σ?=iSK = a« for all k,l ( 3) Σ?=i «ίί -da for all i, j. In fact we will show that the generators of V n (R n ) satisfy no other relations except these. This will be done by showing that R[zϋ] modulo those relations is again the universal ring V n (R n ).
We begin with conditions for matrices in a matrix ring to be matrix units. where A e U n , for some U^C. Put A = {a i3 ) and A~ι = (α^ ) and evaluate the left side of (1);
While the right side of (1) gives:
Which, by the commutativity in U proves (1). To prove (2) we have only to notice that ΣS=i {F li )ki = (Σ?=i-^")fci = O0*ι = δ kl . Condition (3) states that tr(F ίj ) = δ iS9 now for i Φ j we have
while for i = j we have, using (1) and (2) tr(F«) = l () ( [7] .)
We are finally in the position to present V n (R n ) in terms of generators and relations. We start as before with the ring R[z k {] and let J be the ideal generated by all the polynomials of the forms: zifiZti ~ zl'Xί, Σti 4* -δ kl , Σϊ=i 4i -8 i3 where the indices range over all possible combinations. We denote by ζi{ the class z\\ + J in the quotient ring
The relations imposed on the ζj$ and Theorem 8 imply that the matrices ρ'{E i3 ) = (ζjj) are clearly a set of matrix units in S' so that evidently ρ f is indeed an JS-homomorphism.
THEOREM 9. With these notations S' = Vn(-Sn) cmd p' is the canonical embedding of R n in S' n -(V n (R n )) n .
Proof. We note that [p' (E i3 )] kl = ζi{ so that S' is generated by the appropriate elements. All that remains to be shown is the universal property of {S f (?) Let τ: R n -> C n be a homomophism, 
This being true for all k, I and for all i, j we have rj n p f = τ as required.
REMARK. By the uniqueness of V n {R n ) S and S' should be isomorphic. The isomorphism is given by the correspondence θ: ζfy -> ξ ki Ξ u and p = θρ r .
5. Embedding in matrix rings of different order. In this section we investigate the homomorphisms of a matrix ring into matrix rings of higher orders. In particular we give a description of the ring V m {R n ) for all n and m.
If n and m are integers such that n/m we have an injection d: C % -• C m which places an n x n matrix m/π-times along the diagonal of an m x m matrix. The combined map R n -^ C n -+ C m will be denoted by 3'.
Our first result is elementary: Consequently we can assert that V m (R n ) Φ {0} if and only if m/n, which we shall assume henceforth. We would like now to generalize Theorem 3 to the case of n 2 matrix units in a matrix ring of order m Turning to subdirectly irreducible components does not seem to be very helpful and so we localize. Our next result is again not new. It was proved for example by Knus [5] in a more general setting. Our proof is rather elementary except for the use of the classical Skolem-Noether theorem. is well defined and commutative, which concludes the proof of the theorem.
REMARK. Obviously Corollary 7 may now be formulated for the ring VZ(R n ).
