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Abstract
We consider an electrically conducting medium with conductivity inhomogeneities in the form
of sheets of thickness 2ε. In this setup we provide a rigorous derivation of the leading terms in
the asymptotic expansion of the steady state boundary voltage potentials, as ε → 0. In the two-
dimensional case our derivation confirms the results, heuristically obtained in [E. Beretta et al.,
Z. Angew. Math. Phys. 52 (2001) 543–572].
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Résumé
Nous considèrons un conducteur électrique dans lequel la conductivité présente des inhomogénéi-
tés sous forme de couches minces d’épaisseur 2ε. Dans ce cadre, nous proposons une justification
rigoureuse des termes principaux du développement asymptotique des tensions au bord en régime
stationnaire, lorsque ε→ 0. Dans le cas bi-dimensionnel, nos résultats confirment ceux obtenus de
manière heuristique dans [E. Beretta et al., Z. Angew. Math. Phys. 52 (2001) 543–572].
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1. Statement of main resultLet Ω ⊂ RN , N  2, be a bounded, smooth domain and let S0 Ω be a simple, ori-
entable ((N−1)-dimensional) hypersurface whose boundary, when it is not empty, we will
denote by σ0. Let γ0 and γ1 be positive constants. For ε > 0, sufficiently small, we define
ωε =
{
x ∈Ω : d(x,S0) < ε
}
and γε = γ0 + (γ1 − γ0)χωε ,
where χωε denotes the characteristic function for the set ωε . Given g ∈H−1/2(∂Ω), with∫




= g on ∂Ω, (1)
and we denote by u0 the solution to{




= g on ∂Ω. (2)
Here ν is the unit outward normal to ∂Ω . We normalize these solutions by
∫




u0 ds = 0. The function uε is the voltage potential in the presence of the inhomo-
geneity ωε , the function u0 is the background voltage potential, absent any inhomogeneity.



























(ν being extended to a small neighborhood of ∂ωε). Let Φ(x,y) be the fundamental solu-





log |x − y| for N = 2,
1
N(2 −N)VNγ0 |x − y|
2−N for N > 2,
where VN is the volume of the unit ball in RN .
The goal of this paper is to find the asymptotic behaviour of the boundary voltage
difference (uε − u0)|∂Ω . From [1] we already know that one may extract a subsequence
εn→ 0, and find a probability measure µ, and a polarization tensor field M , such that
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(γ1 − γ0)M(x)∇u0(x) · ∇xΦ(x, y)dµ(x)+ o
(|ωεn |),
for y ∈ ∂Ω . The main result of this paper shows that, in the present scenario, the same
limiting relationship holds for the entire family uε − u0, and it provides a sharper estimate
of the remainder; but most importantly this result gives a very simple characterization of
the measure µ and the polarization tensor M . A similar, explicit characterization was up til
now only known for diametrically small inhomogeneities of the form z0 + εB0, cf. [2]. In
order to be able to prove this result we shall make some regularity assumptions about the
hypersurface S0. We assume that S0 is C3, and that there exists a constant K > 1 such that
‖S0‖C3 K, d(S0, ∂Ω) 1/K, 1/K  VN−1(S0)K. (4)





where ds signifies the induced surface measure on the hypersurface S0. Moreover, we
assume that
∀x ∈ S0, there are two balls B1 and B2 of radius 1/K such that
B1 ∩B2 = B1 ∩ S0 = B2 ∩ S0 = {x}.
(5)
This latter assumption guarantees that different parts of S0 do not get close, so that ωε does
not “self-intersect” for ε small.
Let us fix an orthonormal system {n, τ1, . . . , τN−1} on S0 such that n is a unit normal
vector field to the hypersurface, and {τ1, . . . , τN−1} is an orthonormal system in the tangent
plane. If S0 is a closed hypersurface, then we shall take n to point in the outward direction
of the domain it encloses. For every x ∈ S0, let M(x) be the positive definite, symmetric
matrix defined by:
M(x) has eigenvectors τ1(x), . . . , τN−1(x) and n(x),
the eigenvalue corresponding to τj (x) is 1, for j = 1, . . . ,N − 1,
the eigenvalue corresponding to n(x) is γ0/γ1.
Our main result can now be stated as follows:
Theorem 1.1. Let Ω ⊂ RN be a bounded, smooth domain, let S0  Ω be a simple
orientable hypersurface that satisfies (4) and (5). Let uε and u0 be the solutions to (1)
and (2), respectively, and letM be as defined above. Then, for y ∈ ∂Ω ,
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(uε − u0)(y)− 2γ0
∫







(γ1 − γ0)M(x)∇u0(x) · ∇xΦ(x, y)dsx + o(ε) (6)
as ε → 0. The term o(ε) is bounded by Cε1+θ‖g‖H−1/2(∂Ω), with 0 < θ < 1 depending
on N , and C depending on θ , N , Ω , γ0/γ1, and K .
The proof of this result in the case of a closed hypersurface is contained in Section 3.1.
For a hypersurface with boundary, the corresponding proof is found in Section 3.2.
Section 2 is devoted to some preliminary energy- and a priori-estimates needed for the
analysis in Section 3. Before proceeding we make the following two remarks.
Remark 1.1. The identity in Theorem 1.1 may also be expressed in terms of the Neumann
function N(x,y), which, near x = y to leading order behaves like Φ(x,y), and which
solves ∫
Ω




for all v ∈ C1(Ω). The asymptotic relationship, corresponding to (6), now becomes
(uε − u0)(y)= 2ε
∫
S0
(γ1 − γ0)M(x)∇u0(x) · ∇xN(x, y)dsx + o(ε). (7)
This version of the asymptotic relationship immediately generalizes to smooth variable
coefficients γ0(x) and γ1(x).
Remark 1.2. There is a trivial analogue of Theorem 1.1 (or rather (7)) for N = 1. Suppose
Ω = (−L,L), and ωε = (x0 − ε, x0 + ε). In that case simple manipulations give that





















for all v ∈H 1(−L,L). If γ0 is constant, then N(x,y) is given by N(x,y)= 12γ0 |x − y|.
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2. Energy and apriori estimatesOur principal energy estimate asserts that





This estimate is a fairly direct consequence of the following proposition.
Proposition 2.1. Let uε and u0 be solutions to (1) and (2), respectively. There exists a
constant C, depending only on N and Ω , such that






(uε − u0)ds = 0,
Poincaré’s inequality asserts that there exists a constant C, depending only on N and Ω ,
such that ∫
Ω
∣∣uε(x)− u0(x)∣∣2 dx  C ∫
Ω
∣∣∇uε(x)−∇u0(x)∣∣2 dx.
It thus suffices to verify that(∫
Ω









γε∇uε · (∇uε −∇u0)dx −
∫
Ω




(γε∇uε − γ0∇u0) · (∇uε −∇u0)dx −
∫
Ω
(γε − γ0)∇u0 · (∇uε −∇u0)dx.
We denote by ν the unit outward normal to ∂(Ω \ωε). Integration by parts, in combination
with (3), gives
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γ0|∇uε −∇u0|2 dx +
∫
ωε































γε|∇uε −∇u0|2 dx =−
∫
Ω















It now follows that∫
Ω













which immediately leads to the desired inequality (9). ✷
Corollary 2.2. There exists a constant C, depending only on N , Ω , γ0/γ1, and K , such
that
‖uε − u0‖H 1(Ω)  Cε1/2‖g‖H−1/2(∂Ω), (10)
for 0 < ε < 1/(3K).
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Proof. Due to the assumptions on the hypersurface S0, the measure |ωε| can, for
ε  1/(3K), be bounded by
|ωε| Cε, (11)








C‖g‖H−1/2(∂Ω)‖u0‖H 1(Ω)  ‖g‖H−1/2(∂Ω)‖∇u0‖L2(Ω).
Hence,
‖∇u0‖L2(Ω)  C‖g‖H−1/2(∂Ω),
where C depends only on N and Ω . Now, since ∂u0/∂xj are harmonic functions in Ω ,
for j = 1, . . . ,N , and since d(ωε, ∂Ω) 1/(2K), interior elliptic regularity estimates (for
example [3], Theorem 8.17) yield
‖∇u0‖L∞(ωε)  C‖∇u0‖L2(Ω)  C‖g‖H−1/2(∂Ω). (12)
Finally, a combination of (8), (11) and (12) leads to (10). ✷
A crucial part of the argument that establishes the asymptotic formula (6) of
Theorem 1.1 is an elliptic apriori estimate that applies to discontinuous media with
arbitrarily small interfacial distances. Let c and M be two positive constants (with
M > 2K) and denote by Dc,M the set of points x ∈ Ω such that d(x, ∂Ω) > M−1, and
such that there is a cube of size c centered at x that intersects ∂ωε in at most two cartesian
hypersurfaces, whose C2-norms are bounded by M . By this latter statement we mean that
there exists a coordinate system with the origin at x , in which the set ∂ωε ∩ [−c, c]N is
given as the “graphs” of at most two functions h− < h+, with ‖h±‖C2 M . Let ΩM ⊂Ω
denote the set ΩM = {x ∈Ω : d(x, ∂Ω)> (2M)−1}.
Theorem 2.3. Let α ∈ (0,1/(2N)), and M > 2K . There exists a constant C depending on
α, N , γ0/γ1, and M , such that if 0 < ε < 1/(3K), 0 < c < 1/(3K
√
N), and uε ∈H 1(Ω)
is a solution of











Let x0 be a point in Dc,M and let (y1, y2, . . . , yN) be a coordinate system with
the origin at x0 and in which the set ∂ωε ∩ [−c, c]N is given as the “graphs” of at
most two functions h±(y1, y2, . . . , yN−1), with ‖h±‖C2  M . We may without loss
of generality assume that |h+(y+1 , y+2 , . . . , y+N−1)| < c, and |h−(y−1 , y−2 , . . . , y−N−1)|< c
for some (y±1 , y
±
2 , . . . , y
±
N−1) ∈ [−c, c]N−1 (if not, ∂ωε ∩ [−c, c]N is either empty, or
consist of just one “graph”). Due to the derivative bound on h± it now follows that
‖h±‖L∞  (2M
√
N − 1+ 1)c. Consider now the function
v(y)= uε(cy), y ∈D = [−1,1]N.
This function satisfies
∇ · (a(y)∇v)= 0, in D = [−1,1]N,
where a(y) is given by:
a(y)=

γ0/γ1 in D+ =
{
y: yN > f+(y1, y2, . . . , yN−1)
}
,
1 in D0 =
{
y: f−(y1, y2, . . . , yN−1) < yN < f+(y1, y2, . . . , yN−1)
}
,
γ0/γ1 in D− =
{
y: yN < f−(y1, y2, . . . , yN−1)
}
.
The functions f± are given by:
f±(y)= c−1h±(cy),
and due to the above L∞ and C2 bounds on the h±, it now follows that
‖f±‖C2  2M
√
N − 1+ 1. The estimates in Theorem 2.3 now follow immediately from
the following result about the function v.
Theorem 2.4. Let α ∈ (0,1/(2N)) and let v ∈H 1(D) ∩L∞(D) be as above. There exists
a constant C depending on α, N , γ0/γ1, and M , such that
‖v‖C1,α (D0∩D/2)  C‖v‖L∞(D), (15)
and
‖v‖C1,α (D±∩D/2)  C‖v‖L∞(D). (16)
This last theorem is actually a special case of Theorem 1.1 in [4] (see also Theorem 4.1).
For the convenience of the reader we outline a proof of this result in Section 4—entirely
following the ideas developed in [4].
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3. Convergence proofTake y ∈ RN \Ω and denote by ν the unit outward normal to ∂(Ω \ ωε). By Green’s
formula, and equations (1) and (2),∫
∂Ω




















For the latter identity we have used that γε = γ0 on ∂Ω , so that ∂uε/∂ν = ∂u0/∂ν on ∂Ω .























(uε − u0)(x) ∂Φ
∂νx












Since uε − u0 and Φ(· , y) are harmonic in ωε , the first two integrals in the right-hand side




(uε − u0)(x) ∂Φ
∂νx









∇uε(x) · ∇xΦ(x, y)dx.
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If we let y converge to a location on the boundary, then the standard jump relations for
double layer potentials transforms this last identity into
(uε − u0)(y)− 2γ0
∫
∂Ω
(uε − u0)(x) ∂Φ
∂νx
(x, y)dsx
= 2(γ1 − γ0)
∫
ωε
∇uε(x) · ∇xΦ(x, y)dx.
In order to complete the proof of Theorem 1.1 we shall now show that, for y ∈ ∂Ω , and
ε→ 0, ∫
ωε
∇uε(x) · ∇xΦ(x, y)dx = 2ε
∫
S0
M(x)∇u0(x) · ∇xΦ(x, y)dsx + o(ε). (20)
The proof of this fact depends on whether S0 has a boundary or not.
3.1. Case 1: Closed hypersurface
In this section, we assume that S0 is a simple, closed, orientable C3 hypersurface that




x +µn(x): x ∈ S0, µ ∈ (−ε, ε)
}
.
We denote by S±ε the two smooth closed hypersurfaces
S±ε =
{
x ± εn(x): x ∈ S0
}
,
which form the boundary of ωε . The vector n(x) is normal to S±ε at the point x ± εn(x).
The following estimate for ∇ueε −∇u0 on S±ε will be very useful.
Proposition 3.1. Let α ∈ (0,1/(2N)). There exists a constant C, depending only on α, N ,
Ω , γ0/γ1 and K , such that∥∥∇ueε −∇u0∥∥L∞(S±ε)  Cεα/(2α+N)‖g‖H−1/2(∂Ω).
Proof. Let d be sufficiently small, but still such that 2ε < d . Since Fε =∇uε −∇u0 is






for points x ∈Ω2K \ ωd , with r = d/2, in order to obtain
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‖∇uε −∇u0‖L∞(Ω2K\ωd)  Cd−N/2‖∇uε −∇u0‖L2(Ω)
 Cd−N/2ε1/2‖g‖H−1/2(∂Ω). (21)
For the last inequality we used Corollary 2.2. Now let x be any point on S±ε, and let xd
denote the closest point to x in the set Ω \ ωd . In the notation of Theorem 2.3 it is easy to
see that there exist constants c0, and M > 2K , depending only on K , so that ωd ⊂Dc0,M .
Due to the a priori estimate of Theorem 2.3 it now follows that∣∣∇ueε(x)−∇uε(xd)∣∣ dα‖∇uε‖C1,α(Dc0,M\ωε)  Cdα‖uε‖L∞(ΩM)
 Cdα‖g‖H−1/2(∂Ω). (22)
For the last inequality we used the fact that ‖uε‖L∞(ΩM)  C‖uε‖H 1(Ω), which follows
from interior elliptic regularity estimates (for example [3], Theorem 8.17). From a direct








Here we also used that u0 is smooth. By chosing d = ε1/(2α+N), we immediately obtain∥∥∇ueε −∇u0∥∥L∞(S±ε)  Cεα/(2α+N)‖g‖H−1/2(∂Ω),
as desired. ✷
We now proceed with the proof of (20). We extend the fields τ1, . . . , τN−1, n to ωε
by setting these equal to τ1(x), . . . , τN−1(x), n(x) all along the line segment x + µn(x),
µ ∈ [−ε, ε]. In ωε we may now write





(x, y)+∇τ uε(x) · ∇τΦ(x, y), (23)









For every x ∈ ωε we denote by xS the (closest) intersection of Sε with the line segment
normal to S0 and passing through x . In the notation of Theorem 2.3 it is easy to see
that there exist constants c0 and M > 2K , depending only on K , such that ωε ⊂ Dc0,M .
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Hence, Theorem 2.3 asserts that given any number α ∈ (0,1/(2N)) there is a constant C,
depending only on α, N , Ω , γ0/γ1, and K , such that
‖uε‖C1,α(ωε) C‖g‖H−1/2(∂Ω). (24)






































where dsx denotes the surface measure on S0 and dsµx denotes the surface measure on Sµ
























































































By (24), (25), and the fact that ∇τ uiε(x)=∇τ ueε(x) on Sε , we also have∫
ωε
∇τ uε(x) · ∇τΦ(x, y)dx = 2ε
∫
Sε
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An application of Proposition 3.1 now yields∫
ωε
∇τ uε(x) · ∇τΦ(x, y)dx = 2ε
∫
Sε












By combining (26) and (27) we get∫
ωε

























which is exactly the identity (20).
3.2. Case 2: Hypersurface with a boundary
We now verify the identity (20) in the more involved case when S0 is a simple, orientable
C3 hypersurface with a boundary, σ0. Note that in this case ∂ωε has “derivatives” (near σ0)
that degenerate when ε → 0. This means that, for points that are close to σ0, it is not
possible to find a cube, whose size does not depend on ε, and such that the intersection of
this cube with ∂ωε consists of at most two cartesian hypersurfaces with boundedC2-norms.
This forces us to divide the set ωε into two parts; we then use energy estimates for that part
which contains σ0, and we use “an ε dependent” version of the estimates of Theorem 2.3
for that part which is farther away from σ0.




x +µn(x): x ∈ S0, d(x, σ0) > εβ, µ ∈ (−ε, ε)
}
.
If we choose c = εβ/(2√N), then it follows immediately that there exists a constant
M > 2K , depending only on K , such that
ω′ε ⊂Dc,M ∩ ωε.
An application of Theorem 2.3 thus yields
‖∇uε‖Cα(ω′ε)  Cε
−β(1+α)‖uε‖L∞(ΩM)  Cε−β(1+α)‖g‖H−1/2(∂Ω), (28)
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where C depends on α < 1/(2N), N , Ω , γ0/γ1 and K . For the last inequality we have
used interior elliptic estimates. To begin to establish the identity (20) we write∫
ωε
∇uε(x) · ∇xΦ(x, y)dx =
∫
ω′ε




∇uε(x) · ∇xΦ(x, y)dx. (29)
Concerning the last term in (29)∣∣∣∣ ∫
ωε\ω′ε
∇uε · ∇xΦ dx
∣∣∣∣ ∣∣∣∣ ∫
ωε\ω′ε
(∇uε −∇u0) · ∇xΦ dx
∣∣∣∣+ ∣∣∣∣ ∫
ωε\ω′ε
∇u0 · ∇xΦ dx
∣∣∣∣.
Since ‖∇xΦ(· , y)‖L∞(ωε) is bounded independently of ε (remember y is on ∂Ω) it follows
that ∣∣∣∣ ∫
ωε\ω′ε





For the last inequality we also used the energy estimate (10) of Corollary 2.2, and the fact
that ∣∣ωε \ω′ε∣∣ Cε1+β(N−1).
On the other hand,∣∣∣∣ ∫
ωε\ω′ε
∇u0(x) · ∇xΦ(x, y)dx
∣∣∣∣C‖∇u0‖L∞(ωε)∥∥∇xΦ(· , y)∥∥L∞(ωε)∣∣ωε \ω′ε∣∣
Cε1+β(N−1)‖g‖H−1/2(∂Ω),
and so (29) becomes∫
ωε
∇uε(x) · ∇xΦ(x, y)dx =
∫
ω′ε





We introduce S′µ = {x+µn(x): x ∈ S0, d(x, σ0) > εβ},−ε  µ ε. Due to the regularity
of S0
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dsµx =
(
1+O(µ))dsx,where dsµx denotes the surface measure on S′µ (appropriately pulled back to S0 for
comparison) and dsx denotes the surface measure on S0. For every point x + µn(x) ∈ ω′ε
let xS denote the point x + εn(x) on S′ε . From (28) we conclude that∣∣∇uε(x +µn(x))−∇uiε(xS)∣∣ C∣∣x +µn(x)− xS ∣∣αε−β(1+α)‖g‖H−1/2(∂Ω)
 Cεα−β(1+α)‖g‖H−1/2(∂Ω),
for every x +µn(x) ∈ ω′ε . We may thus estimate∫
ω′ε
∇uε(x) · ∇xΦ(x, y)dx = 2ε
∫
S ′ε





As in the previous subsection let n and τj , for j = 1, . . . ,N − 1, denote a (constantly
extended) system consisting of a unit normal and a set of orthonormal tangent vectors
to S0. We may now write∫
S ′ε























∇τ ueε · ∇τΦ dsεx . (32)
At this point we shall use the fact that, for 0 < β < α/(N(α + 1)),∣∣∇ueε(x)−∇u0(x)∣∣Cε(α−βN(α+1))/(2α+N)‖g‖H−1/2(∂Ω), for x ∈ S′ε. (33)
We shall return to prove this inequality, but first we proceed with the estimate of∫
ω′ε ∇uε · ∇xΦ dx (for 0 < β < α/(N(α + 1))) and
∫
ωε
∇uε · ∇xΦ dx . According to (31),
(32) and (33),∫
ω′ε



























∇τ u0 · ∇τΦ dsεx
)
+O(ε1+(α−βN(α+1))/(2α+N)),
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and so∫
ω′ε



























∇τ u0 · ∇τΦ dsx
)
+O(ε1+β(N−1) + ε1+(α−βN(α+1))/(2α+N)). (34)
If we select β = (2α)/(2α(2N − 1) + N(N + 1)) (which is < α/(N(α + 1))) then a
combination of (30) and (34) finally yields
∫
ωε












∇τ u0 · ∇τΦ dsx
)




M(x)∇u0(x) · ∇xΦ(x, y)dsx
+O(ε1+(α(N−1))/(2α(2N−1)+N(N+1))),
as desired in (20). Now back to the proof of the estimate (33). This goes in a fashion similar
to the proof of Proposition 3.1. Let d be such that 2ε < d < εβ/2. The estimate (21) is still
valid, i.e.,
‖∇uε −∇u0‖L∞(Ω2K\ωd)  Cd−N/2ε1/2‖g‖H−1/2(∂Ω). (35)
Let x = z + εn(z) be any point on S′ε , and let xd be the point xd = z + dn(z) in the set
Ω \ ωd . Due to the fact that the entire linesegment from x to xd lies in Ω \ ωε and at
least a distance εβ/2 from σ0, it follows that there exists c of the form c = c0εβ (with
c0 independent of ε) and M > 2K (only depending on K) such that this linesegment lies
inside Dc,M \ ωε . From Theorem 2.3 we now get
∣∣∇ueε(x)−∇uε(xd)∣∣ dα‖∇uε‖C1,α(Dc,M\ωε)  Cdαc−(1+α)‖uε‖L∞(ΩM)
 Cdαε−(1+α)β‖g‖H−1/2(∂Ω). (36)
A direct combination of (35) and (36) gives:
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∣∣∇ueε(x)−∇u0(x)∣∣ ∣∣∇ueε(x)−∇uε(xd)∣∣+ ∣∣∇uε(xd)−∇u0(xd)∣∣∣ ∣+ ∣∇u0(xd)−∇u0(x)∣
 C
(




for any x ∈ S′ε . Here we also used that u0 is smooth. By choosing d = ε(1+2β(1+α))/(2α+N)
(notice that for β < α/(N(α + 1)) this is consistent with 2ε < d < εβ/2) we now
immediately obtain∣∣∇ueε(x)−∇u0(x)∣∣ Cε(α−βN(α+1))/(2α+N)‖g‖H−1/2(∂Ω),
as stated in (33).
4. Gradient estimates
This section is devoted to giving an outline of the proof of Theorem 2.4, following
the ideas in [4]. First let us introduce some notation. For points x ∈ RN we write
x = (x1, . . . , xN−1, xN)= (x ′, xN). Moreover, 0′ denotes the null vector in RN−1, and D
denotes the N -dimensional square D = [−1,1]N . A(k) is the set of measurable functions
onD, for which min{1, k} a(x)max{1, k} for (almost) every x ∈D. Let D be stratified
by the l+2 hyperplanes xN = cm, −1m l, with −1 = c−1 < c0 < · · ·< cl−1 < cl = 1.
The strip between the hyperplanes xN = cm and xN = cm+1 is denoted by Sm, i.e.,
Sm = {x ∈D: cm < xN < cm+1}.
We use the notation A(k) for the subset of A(k) consisting of functions that are constant
on each of the strips Sm. For the proof of Theorem 2.4 we take l  2 and k = γ0/γ1. We
introduce the norms










for any s > 0 and 1 < p < ∞. The main ingredient in the proof of Theorem 2.4 is
Proposition 3.2 in [4], which stated in a slightly simplified version reads:
Proposition 4.1. Let a ∈ A(k) and a¯ ∈ A(k). Let q > N and α ∈ (0,1/(2N)). Suppose
u ∈H 1(D) is a solution to
∇ · (a(x)∇u)= 0 in D,
with
‖u‖L∞(D)  1.
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There exist two positive constants δ0 and C, depending only on q , α and k, such that if‖a − a¯‖Y 1+α,q  δ0, (37)
then there exists a continuous function p, defined in 14D, which is piecewise linear (relative
to the strips Sm) and satisfies
∇ · (a¯∇p)= 0 in 1
4
D and (38)
∣∣u(x)− p(x)∣∣ C|x|1+α, x ∈ 1
4
D. (39)
Furthermore, the coefficients of p are uniformly bounded by C.
We shall not discuss the proof of Proposition 4.1 here, we simply refer the interested
reader to [4]. Instead we shall provide an outline of how, armed with this result, one may
prove the piecewise C1,α estimates of Theorem 2.4. First two brief remarks about
(1) the boundedness of the gradient of u (or v), and
(2) the implication of the transmission condition on p.
Remark 4.1. From the uniform boundedness of the coefficients of p, it follows that∣∣p(x)− p(0)∣∣ C|x|,
and, therefore, by (39),∣∣u(x)− u(0)∣∣ ∣∣u(x)− p(x)∣∣+ ∣∣p(x)− p(0)∣∣+ ∣∣p(0)− u(0)∣∣ C|x|.
In the context of Theorem 2.4 it turns out that we may apply Proposition 4.1 to u =
v/‖v‖L∞(D), and thus immediately obtain∣∣∇v(0)∣∣ C‖v‖L∞(D).
By a fairly standard “change of origin” argument (see [4]) this translates into
‖∇v‖L∞(D/2)  C‖v‖L∞(D).
Remark 4.2. Since p is continuous, piecewise linear, i.e., globally continuous, and linear
in each strip Sm, the gradient ∇p is (generally discontinuous and) piecewise constant. Let
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where IN−1 is the (N − 1)× (N − 1) identity matrix. From Eq. (38) it now follows that∇p|Sm+1 = T (m)∇p|Sm . (40)
With v as in Theorem 2.4 and u= v/‖v‖L∞(D) we now proceed to outline how to use
Proposition 4.1 in order to prove that∣∣∇u(x)−∇u(0)∣∣ C|x|α,
provided |x| r1, and provided x lies in the same set D+, D0 or D− as 0. Here r1 > 0 only
depends on γ0/γ1, α, N , and M . Just as in Remark 4.1 this leads to the desired piecewise
C1,α estimate for v.
In order to apply Proposition 4.1 we must first understand how a function of the form
a(x)=

γ0/γ1 in D+ =
{
x: xN > f+(x ′)
}
,
1 in D0 =
{
x: f−(x ′) < xN < f+(x ′)
}
,
γ0/γ1 in D− =
{




locally (near 0) can be approximated by functions in A(k), with k = γ0/γ1.
Without loss of generality let us assume that the origin, lies in D0, closest to the interface
xN = f−(x ′), and suppose the orientation of the axis has been chosen so that (0′, f−(0′))
is the interface point which is closest to the origin. In particular this implies that
f−(0′) 0 < f+(0′) and ∇f−(0′)= 0. (42)














(x ′, xN): f+(0′) < xN < 1
}
,
i.e., we take c−1 =−1, c0 = f−(0′), c1 = f+(0′), and c2 = 1. The function a¯ ∈A(γ0/γ1)
is chosen to be constant in each of these strips, with the same value that a has in the
corresponding region D−, D0 or D+. That is
a¯(x)= γ0/γ1 for every x ∈ S±, and a¯(x)= 1 for every x ∈ S0. (43)
For the rescaled coefficients
ar0(x)= a(r0x), and a¯r0(x)= a¯(r0x), x ∈D, r0  1,
one may now establish the following approximation result.
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Lemma 4.2. Let q > N . For every δ0 > 0 there is a positive constant r0 depending on q ,





∣∣ar0(x)− a¯r0(x)∣∣q dx)1/q  δ0r1/(2q), for every 0 < r  1,
that is
‖ar0 − a¯r0‖Y 1+1/(2q),q  δ0.
Proof. Let D′ = [−1,1]N−1. Since f± ∈ C2(D′) we have
f±(x ′)= f±(0′)+∇f±(0′)x ′ +O
(|x ′|2),
where O(|x ′|2)  C|x ′|2 for some constant C that depends only on M . Moreover, since
f−(x ′) < f+(x ′) for x ′ ∈D′, and ∇f−(0′)= 0,
0 < f+(x ′)− f−(x ′)= f+(0′)− f−(0′)+∇f+(0′)x ′ +O
(|x ′|2)
for every x ′ ∈D′. If ∇f+(0′) = 0 then we may insert







into the previous inequality, and so obtain
∣∣∇f+(0′)∣∣ C(f+(0′)− f−(0′))1/2, (44)





∣∣ar0(x)− a¯r0(x)∣∣q dx)1/q = (−∫
sD
∣∣a(x)− a¯(x)∣∣q dx)1/q
with s = r0r ∈ (0, r0]. Since (0′, f−(0′) is the closest interface point to the origin it is easy
to see that there is a constant Ĉ, depending only on M , so that∣∣(x ′, f+(x ′))∣∣ Ĉ∣∣f+(0′)− f−(0′)∣∣, for every x ′ ∈D′. (45)
Let δ denote the quantity δ = |f+(0′)− f−(0′)|. For r < Ĉδ/(r0
√
N) (s < Ĉδ/√N ) we
now have
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(
−







|x ′|2 dx ′
)1/q
 Cs1/q,
where the first inequality is due to (45) and to the fact that |a(x)− a¯(x)| |γ0/γ1 − 1|,
and the second inequality follows from (42). If r  Ĉδ/(r0
√
N) (s  Ĉδ/√N ) then due



















|x ′|dx ′ +
∫
x ′∈sD′















∣∣a(x)− a¯(x)∣∣q dx)1/q  Cs1/(2q)




∣∣ar0(x)− a¯r0(x)∣∣q dx)1/q  Cr1/(2q)0 r1/(2q),
which is the desired estimate if we choose r0 such that Cr1/(2q)0  δ0. ✷
Corollary 4.3. Let a and a¯ be as defined in (41) and (43), respectively, and suppose q >N .
There exist constants C and r0 (depending on q , M and γ0/γ1), such that, if u ∈H 1(D) is
a solution to
∇ · (a∇u)= 0 in D,
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with ‖u‖L∞(D)  1, then one may find a continuous piecewise linear function p (relative
to the strips S−, S0 and S+) whose coefficients are bounded in absolute value by C, and
which satisfies
∇ · (a¯∇p)= 0 in r0D,
and ∣∣u(x)− p(x)∣∣ C|x|1+1/(2q), for x ∈ r0D.
Proof. Let δ0 (and C) be as in Proposition 4.1 (α = 1/(2q)) and let r0 be the
corresponding constant from Lemma 4.2. The corollary now follows immediately by
applying Proposition 4.1 with u(r0·), ar0 and a¯r0 in place of u, a and a¯. ✷
As already discussed in Remark 4.1, Corollary 4.3 immediately leads to a uniform
estimate for the gradient of u. Supposing 0 ∈D0 (and using the same notation as introduced
prior to Lemma 4.2) we shall now show how Corollary 4.3 may also be used to establish
that given any α = 1/(2q) ∈ (0,1/(2N)) there exists constants r1 > 0 and C so that∣∣∇u(x)−∇u(0)∣∣ C|x|α, x ∈D0, |x|< r1. (46)
The constants r1 and C depend only on γ0/γ1, α, N and M . As mentioned earlier this
estimate (together with the similar estimates for the regions D±) immediately leads to the
C1,α estimates contained in Theorem 2.4.
Now an outline of the proof of (46). For more details see [4]. Let p be as in
Corollary 4.3. Due to the estimate |u(x)− p(x)| C|x|1+1/(2q), x ∈ r0D, it follows that
u(0) = p(0) and ∇u(0)=∇p(0). Take any point x such that x ∈ D0 \ 0 and |x| < r1
(r1 small). If 10|x|< |f−(0′)|, then the neighborhood x+4(−|x|, |x|)N lies entirely inside
r0D ∩D0 ∩ S0, and so a(x + 4|x|y)= a¯(x + 4|x|y)= 1 for any y ∈D. The function
ŵ(y)= u(x + 4|x|y)− p(x + 4|x|y)
4|x|1+1/(2q) , y ∈D,
therefore, satisfies
‖ŵ‖L∞(D)  C, and yŵ = 0 in D.
By standard Schauder estimates
∣∣∇ŵ(y)∣∣ C, y ∈ 2
3
D,
which upon insertion of y = 0 yields
|x|−1/2q∣∣∇u(x)−∇p(x)∣∣ C.
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Since x and 0 both lie in S0 we have ∇p(x)=∇p(0)=∇u(0), and so the desired estimate
(46) follows.
It remains to study the case when |f−(0′)| 10|x|. In this case we introduce auxiliary
points x¯ and z¯. If f+(0′) > 80|x|, set x¯ = (0′,10|x|). Otherwise we may assume (by the
smallness of r1) that 1−f+(0′) > 80|x|, and we set x¯ = (0′, f+(0′)+10|x|). In both cases
10|x| |x¯| 100|x|. By the definition of x¯ and by the smallness of r1, the neighborhood
D̂ = x¯ + 4(−|x|, |x|)N = (0′, |x¯|)+ 4(−|x|, |x|)N
lies completely inside r0D ∩ D0 ∩ S0 (if f+(0′) > 80|x|) or completely inside
r0D ∩D+ ∩ S+ (if f+(0′) 80|x|). The function
ŵ(y)= u(x¯ + 4|x|y)− p(x¯ + 4|x|y)
4|x|1+1/(2q) , y ∈D,
therefore, satifies
‖ŵ‖L∞(D)  C and yŵ = 0 in D.
We may apply standard Schauder estimates to obtain
∣∣∇ŵ(y)∣∣ C, y ∈ 2
3
D. (47)
Upon insertion of y = 0 this yields
|x|−1/2q∣∣∇u(x¯)−∇p(x¯)∣∣ C.








and set T = IN if f+(0′) > 80|x|, T = T+ if f+(0′)  80|x|. In both cases we now have
∇p(x¯)= T∇p(0)= T∇u(0), and, therefore,∣∣∇u(x¯)− T∇u(0)∣∣ C|x|1/(2q).
Let z− be a point on either the graph of f− or f+, so that |z− − x| is the minimal distance
of x to the union of the graphs. We may assume, without loss of generality, that z− lies on
the graph of f−. Let l be the line passing through z− and normal to the graph. Clearly x ∈ l.
Let z+ be the intersection of l with the graph of f+ and z1 be the intersection of l with the
line xN = 1. It is not difficult to see that, due to the smallness of r1, we may suppose∣∣z− − (0′, f−(0′))∣∣ 2|x|.
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In the case f+(0′) 80|x| we may also, by the smallnes of r1, suppose∣∣z+ − (0′, f+(0′))∣∣ 2|x|.
We may also suppose that |z− − z+|  40|x| if f+(0′) > 80|x|, and |z+ − z1| 40|x|
if f+(0′)  80|x| (i.e., 1 − f+(0′) > 80|x|). If f+(0′) > 80|x| let z¯ be the point on the
segment of l between z− and z+ with |z¯− z−| = 10|x|. If f+(0′) 80|x| let z¯ be the point
on the segment of l between z+ and z1 with |z¯− z+| = 10|x|.
Now we repeat the preceeding argument, the only change being that we take the origin
at x (and replace the constant 80 by a smaller constant, say 40). Hence, we find a piecewise
linear function p˜ (relative to a different set of strips) that approximate u at the point z¯ in the
sense that |∇u(z¯)−∇p˜(z¯)| C|x|1/(2q). For this p˜ we also have ∇p˜(z¯)= T∇u(x), where
T is the same matrix as above: T = IN if f+(0′) > 80|x|, and T = T+ if f+(0′) 80|x|.
As a consequence we have ∣∣∇u(z¯)− T∇u(x)∣∣ C|x|1/(2q). (48)
Due to the smallness of r1 we may suppose
|x¯ − z¯| 2|x|.
Insertion of y = (z¯− x¯)/4|x| into the estimate (47) then yields∣∣∇u(z¯)−∇p(z¯)∣∣C|x|1/(2q).
Since x¯ and z¯ lie in the same strip S0 (or S+), ∇p(z¯)=∇p(x¯)= T∇u(0), and the above
estimate becomes ∣∣∇u(z¯)− T∇u(0)∣∣ C|x|1/(2q). (49)
A combination of (48) and (49) yields∣∣T (∇u(x)−∇u(0))∣∣= ∣∣∇u(z¯)− T∇u(0)−∇u(z¯)+ T∇u(x)∣∣C|x|1/(2q),
and, hence, ∣∣∇u(x)−∇u(0)∣∣C|x|1/(2q),
exactly as desired in (46).
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