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Según la Real Academia de la Lengua Española, uno de los significados de 
la palabra describir es “Definir imperfectamente algo, no por sus cualidades 
esenciales, sino dando una idea general de sus partes o propiedades” (REAL 
ACADEMIA ESPAÑOLA, 2020) y la estadística descriptiva es un conjunto de 
“técnicas numéricas y gráficas para describir y analizar un grupo de datos, 
sin extraer conclusiones (inferencias) sobre la población a la que pertenecen. 
En este tema se introducirán algunas técnicas descriptivas básicas, como la 
construcción de tablas de frecuencias, la elaboración de gráficas y las principales 
medidas descriptivas de centralización, dispersión y forma que permitirán 
realizar la descripción de datos” (Faraldo y Pateiro, 2012).
La estadística descriptiva nos brinda herramientas iniciales de análisis de datos, 
permitiéndonos conocer las tendencias de los mismos y realizar posteriormente 
el análisis y conclusiones al respecto de estos comportamientos; y así mismo 
servir de antesala a procesos de análisis estadísticos más robustos y profundos 
según nuestras necesidades.
En este segundo módulo de R PARA APRENDICES SENA TOMO II ESTADÍSTICA 
DESCRIPTIVA, nos permite el abordaje de las herramientas y operaciones 
básicas brindadas por el software estadístico R, para el tratamiento de datos, 
muy útiles en la iniciación de procesos de investigación, desarrollo tecnológico 
e innovación en nuestra formación profesional.
Alfaro Tandioy Fernández
Profesional G10-Gestor SENNOVA
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Introducción
La estadística es una disciplina dentro de las matemáticas, que ha estado 
arraigada en la vida cotidiana del ser humano desde la antigüedad, cuyo 
desarrollo significativo inicia en el siglo XVII (Martínez-Bencardino, 2012), 
aplicándose en diferentes actividades sociales (Martínez-Bencardino, 2011). 
En la estadística se recolecta, presenta, procesa y se analizan datos, cuyas 
conclusiones son insumos para la toma de decisiones, solución de problemas, 
diseño de estrategias, productos, procesos (Matus-Quiróz et al., 2003) y 
predicciones de algún fenómeno en particular.
La estadística generalmente se divide en dos áreas, estadística descriptiva 
que relaciona todas las técnicas exploratívas asociadas al tratamiento, 
preparación y procesamiento de datos; y la estadística inferencial, donde las 
técnicas aplicadas, permiten una análisis explicativo sobre un proceso, objeto 
o fenómeno de estudio particular, cuyas conclusiones pueden sustentar una 
decisión (Guerra-Bustillo et ál., 1987).
La estadística descriptiva, también conocida como estadística deductiva, 
evidencia las características del grupo (Martínez-Bencardino, 2012), a partir 
de medidas de tendencia central como la media, mediana y moda, medidas 
de posición, destacando los cuantiles, y medidas de dispersión, relacionadas 
comúnmente con la varianza, desviación estándar, amplitud y coeficiente de 
variación entre otros. Dentro de esta exploración de datos también se puede 
establecer la asimetría y el apuntamiento, medidas que se relacionan con 
la distribución de los datos, asociados a las variables de estudio (Guisande-
González et ál., 2011).
Comúnmente, las variables de estudio se clasifican, con base en los datos 
analizados, en dos grupos (Pagano y Gauvreau, 2001), variables cuantitativas 
(continuas y discretas) expresadas en términos numéricos (Monrroy, 2008), 
o relacionadas en algunos casos con magnitudes, y variables cualitativas 
(nominales y ordinales), que se asocian con una característica, cualidad o 
categoría. 
Dentro de los grandes retos que tiene la Formación Profesional Integral (FPI) 
en el SENA, está el adaptar los conceptos teóricos de diferentes disciplinas, 
al modelo teórico-practico fundamentado en la formación por competencias, 
por ejemplo, la estadística, se considera como una habilidad superior para 
el personal universitario, pero esta, también es una base significativa de 
formación para el trabajo, en los procesos de enseñanza-aprendizaje al interior 
del ambiente. 
Franco (2019) considera que la formación profesional debe ser una construcción 
histórica basada en las necesidades del estado, que propende por mejorar 
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los niveles de producción, en los diferentes sectores económicos, donde la 
didáctica es fundamental en su desarrollo.    
La utilización de softwares, mejoran las habilidades de los aprendices, en lo 
relacionado con la estadística. R, como se explicó en el primer tomo (Gutiérrez-
Garaviz, 2020), es un software libre de código abierto, que permite aplicar 
diferentes análisis, soportado por toda una comunidad científica.
Por lo tanto, el objetivo de este segundo tomo es explorar la estadística 
descriptiva a través de diferentes ejemplos trabajados, tanto en espacios 
formativos como investigativos, en los Tecnólogos de Gestión Documental y 
Gestión Administrativa, del Centro de la Industria, la Empresa y los Servicios, 
SENA regional Huila, convirtiéndose en un segundo momento de aprendizaje. 
La mayoría de ejemplos trabajados en este tomo son series de datos creadas 
con las funciones «sample()» y «rnorm()», por lo tanto, los resultados serán 
distintos.
  
Este tomo va acompañado de material complementario, el cual se puede 
descargar en el siguiente link:
https://drive.google.com/drive/folders/1WZIcYzlHVRFuF8uUWAs6QkrxjJ0ol
NR9?usp=sharing
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Capítulo 1. Tipos de datos y 
variables
Concepto
En un proceso de recolección de información a través de diferentes instrumentos 
como encuestas, guías de campo, registros de diseño experimental entre otros, 
se pueden registrar dos tipos de datos, los cuantitativos y los cualitativos. Estas 
dos categorías se relacionan con el concepto de variable, que representa un 
conjunto de datos, que contienen valores, nombres, símbolos o cualquier otro 
carácter identificador (Spiegel y Stephens, 2009), por ejemplo, un conjunto de 
datos cuantitativos continuos puede ser agrupados en una variable con nombre 
temperatura (representa el nivel térmico de un cuerpo).
Variables cuantitativas
Las variables cuantitativas son aquellos datos que representan una cantidad, 
expresada en un número, el cual puede estar asociada con una magnitud, como 
se indicó anteriormente. Se pueden identificar dos categorías:
1. Variables cuantitativas discretas: se asocian a datos con números finitos 
(Hernández, 2012), o que toman un valor específico (Guisande-González et 
ál. 2011), por ejemplo, número de hijos, cantidad de aprendices, cantidad de 
autos, número de folios en un archivo, número de libros leídos en un año.
2. Variables cuantitativas continuas: se relacionan con datos que pueden 
tomar los valores de un intervalo (Colegio 24 horas, 2004), o entre dos datos, 
distintos valores infinitos (Hernández-Martín, 2012); la temperatura ambiental, 
humedad relativa, peso (kg), presión arterial y velocidad son algunos ejemplos. 
Variables cualitativas
Las variables cualitativas representan una cualidad, característica o categoría, 
como el sexo (hombre, mujer). Aunque no expresan una cantidad, si se pueden 
asignar números mediante la codificación, para realizar conteo, como se 
explicará más adelante. También se pueden identificar dos tipos:
1. Variables cualitativas nominales: se asocian a datos relacionados con 
4 Estadística descriptiva
características o cualidades (Guisande-González et ál., 2011), por ejemplo, color 
de los ojos, color de cabello, sexo (hombre, mujer), trabaja (si, no), especie a la 
que pertenece un individuo, tecnólogo que cursa en el SENA.
2. Variables cualitativas ordinales: también se relacionan con características, 
cualidades o categorías, teniendo en cuenta un orden. Algunos ejemplos son 
nivel de estudio (primaria, secundaria, pregrado, posgrado), nivel de toxicidad 
en el agua (no tóxico, poco tóxico, medianamente tóxico, muy tóxico), trimestre 
en el SENA (primer trimestre, segundo trimestre, tercer trimestre, cuarto 
trimestre). 
Codificación de variables
Después de tabular la información recolectada en campo, la codificación de 
variables es un paso importante para el análisis de información. Los datos se 
preparan con identificadores para ser procesados en el software estadístico R. 
Este proceso está asociado cuando existen categorías de análisis de información, 
especialmente en datos cualitativos, aunque en datos cuantitativos también se 
puede aplicar. A continuación, se explican algunos ejemplos:
1. Variables cualitativas. Algunos autores indican que, al codificar la variable 
cualitativa, tendría una característica discreta.
Ejemplo 1: en Tabla 1. se codifican las categorías de la variable cualitativa 
nominal «sexo», «1» para «MUJER», «2» para «HOMBRE». 
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Script:
>sexo<-c(1,1,1,1,1,2,1,2,1,1)#crea vector
>reco.sexo<- factor(sexo,levels = c(1,2),labels = c("MUJER", "HOMBRE"),
+      ordered=FALSE)#se recodifica el vector anterior con categorías
>str(reco.sexo)#se detallan los datos
 Factor w/ 2 levels "MUJER","HOMBRE": 1 1 1 1 1 2 1 2 1 1
>table(reco.sexo)#se crea una tabla de conteo categórico
reco.sexo
 MUJER HOMBRE 
     8      2
Se indica por medio de la función «ordered="FALSE"», que es una variable 
cualitativa nominal. El resultado muestra que hay 8 mujeres y 2 hombres.
Ejemplo 2: se crea un objeto que contiene las cinco categorías de tipo cualitativa 
ordinal indicadas en la Tabla 2. Se simula el biodeterioro presente en diez 
depósitos de archivo de la ciudad de Neiva.
Tabla 2.Variable cualitativa ordinal
Script:
>biodet<-c(0,1,4,4,2,0,2,4,4,3)#se crea objeto asociado a archivos
>reco.biodet<-factor(biodet,levels=c(0,1,2,3,4),labels=c("no_bio","bio_bajo","bio_
medio","bio_alto","a_riesgo "),ordered=TRUE)#se define el factor categórico
>str(reco.biodet)#se detallan los datos
 Ord.factor w/ 5 levels "no_bio"<"bio_bajo"<..: 1 2 5 5 3 1 3 5 5 4
>table(reco.biodet)#se indica tabla de conteo.
reco.biodet
   no_bio  bio_bajo bio_medio  bio_alto a_riesgo  
        2         1         2         1         4 
Se utiliza la función «ordered=TRUE"» para indicar que el objeto creado es 
una variable cualitativa ordinal. La categoría mayor, se asocia a depósitos con 
alto riesgo de contagio.
2. Variable cuantitativa.
ESTADO DESCRIPCIÓN




4 Área de riesto biológico
6 Estadística descriptiva
Ejemplo 1: se crea un objeto asociado al peso (variable cuantitativa continua), 
con 50 datos, utilizando la función «rnorm()». Se definen tres categorías, 
teniendo en cuenta la Tabla 3.
Tabla 3. Variable cuantitativa continua
Script:
>peso<-rnorm(50,mean=68,sd=12)#base aleatoria, con distribución normal
>peso#visualizan los datos creados
[1] 65.93979 70.58669 74.28060 77.66959 84.42900 59.43490 70.32691 57.45058
[9] 77.20631 70.77471 76.57879 47.27270 66.55257 73.33201 62.52394 75.33606
[17] 63.00099 80.13488 55.40469 59.48516 63.55811 53.73784 48.78360 70.92879
[25] 65.05343 72.32303 70.18112 82.29423 64.04819 63.16923 63.95159 60.90172
[33] 57.69141 78.39595 60.48100 85.90999 66.18748 66.17919 75.47596 59.88891
[41] 57.36775 67.14006 49.59879 66.85842 76.29193 58.12006 60.09710 62.89818
[49] 35.31726 68.34353
>range(peso)#calcular dato mínimo y máximo
[1] 35.31726 85.90999
>peso[peso<50]<-1#define primer factor, menor a 50 kilos
>peso[peso>=50&peso<70]<-2#se define segundo factor, entre 50 y 70 kilos
>peso[peso>70]<-3#se define tercer factor, mayor a 70 kilos
>reco.peso<-as.factor(peso)#se indica la variable peso como factor
>levels(reco.peso)<-c("bajo","medio","alto")#se definen los niveles
>table(reco.peso)#se crea tabla de conteo
peso
 bajo medio  alto 
    4    27    19 
De acuerdo con los resultados, la mayoría tiene un peso medio entre 50 y 70 
kilos.
Ejemplo 2: se crea un objeto asociado a una variable cuantitativa discreta 
(«leucocitos»), en 100 pacientes simulados. En la Tabla 4 se indica las clases 
establecidas.
Tabla 4. Variable cuantitativa continua
FACTOR DESCRIPICIÓN CLASE
1 Peso bajo <50
2 Peso medio >=50 & <70
3 Peso alto >=70
FACTOR DESCRIPICIÓN CLASE DIAGNÓSTICO
1 Baja <5000 Leucopenia
2 Media >=5000 & <10000 Normal
3 Alta >=10000 Leucocitosis




[1]  9663  5699  9418  1646  3090  3353 10700 14150 14447  5085  9964 14707
 [13]  8965  2752 11209 10997  8634  1755 11097  7907  4565  2293 13988 13406
 [25] 10274  2374 11838  6846  7905 11043  1630 13644 12934  6190 10038  1355
 [37]  5413 12032  2503  4300 11104 13151 14920  9693  6035  6572  5995  5532
 [49] 10436  7830  4972 12361  5727 11655  2658  9626 11088  6370 12953 14722
 [61]  9475  7934 10756  7513  3341  5083 11161  2800  4692  7854 11424  8694
 [73] 12875  6369 12743  5437  6511 13058 12511  4360 10674 10184  7958  4760
 [85]  8121  4416  6815 11762 14880  8140 10141  8224 11181  4071  6608  7004




>reco.leucocitos<-as.factor(leucocitos)#se indica la variable leucocitos como factor
>levels(reco.leucocitos)<-c("bajo","normal","alto")#se definen los niveles
>table(reco.leucocitos)#se crea tabla de conteo
reco.leucocitos
  bajo normal   alto 
    23     37     40
La mayoría de los pacientes simulados («40») tiene leucocitosis (aumento 
de leucocitos fuera de lo normal), posiblemente por embarazo, patologías o 
infecciones.
Ejercicio: 
a. Crear el siguiente objeto.
>estatura<-rnorm(30,mean=1,60,sd=4,3)
b. al objeto anterior, defina 4 categorías, y apliquelas sobre los 
valores de la variable cuantitativa.
c. A partir del cuadro de conteo, indique cual es la categoría más 
representativa.
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Capítulo 2. Tablas de 
frecuencia  
Es un método exploratorio que permite ordenar, organizar y clasificar la 
información, para conocer la repetición o frecuencia de un dato (Martínez, 
2012). Además, al analizar las variables de estudio, se puede corroborar si la 
recolección de información, no aportan datos erróneos para el diseño de la 
investigación establecida (Berihuete y García, 2018).
Basado en las variables, para las cualitativas nominales y ordinales, se definen 
las tablas de frecuencia o distribución de frecuencia, en un número de clases o 
categorías; respecto a las variables cuantitativas continuas y discretas, se dividen 
en rangos de valores o datos agrupados (Pagano y Gauvreu, 2001). Cuando se 
calcula la distribución de frecuencias de una sola variable, se identifica como 
una vía; si se relacionan dos variables, se conoce como dos vías. Tanto en las 
variables cualitativas, como las cuantitativas, se puede establecer su frecuencia 
absoluta, relativa y acumulada.
Los tipos de frecuencia que se trabajarán son los siguientes (Posada-Hernández, 
2016):
1. Frecuencia absoluta (ni): es el número de veces en el que se presenta un 
valor ni en un conjunto (n1, n2,...nk). La fórmula es la siguiente:
1. Frecuencia relativa (hi): son las proporciones de la frecuencia absoluta en el 
conjunto total de datos (n). La fórmula es la siguiente:
3. frecuencia absoluta acumulada (Ni): respecto a un valor Xi dentro de una 
variable X, se suman las frecuencias absolutas ni, hasta la totalidad de los datos 
del conjunto. La fórmula es la siguiente: 
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4. Frecuencia relativa acumulada (Hi): respecto a un valor Xi dentro de una 
variable X, se suman las frecuencias relativas hi, hasta la totalidad de los datos 
del conjunto. La fórmula es la siguiente:
En la Tabla 5 se ilustra un ejemplo de los tipos de frecuencia indicados, 
aplicándolos a dos variables («sexo», «fuma»). 
Tabla 5. Tipos de frecuencias
Frecuencias en variables cualitativas
Hay que recordar que este tipo de variables agrupan cualidades, características 
o categorías, que se codifican para conteo de información.
Frecuencia variable cualitativa nominal una vía 
Ejemplo 1: se crea un vector llamado «ojos», con cuatro categorías, «marron», 
«verde», «azul» y «gris». Se utiliza la función «sample» para crear un vector 
aleatorio de 50 datos, con repetición. Con la función «class» se comprueba la 
naturaleza del objeto creado, indicando en este caso que los datos contenidos 
son factores. La función «table» calcula la frecuencia absoluta, «prop.table» 
frecuencia relativa, y «cumsum» se utiliza para la frecuencia absoluta y relativa 
acumulada. En este ejemplo se trabaja con una distribución de frecuencias de 
una vía.
Sexo Fuma ni hi Ni Hi
hombre no 10 10 0.20 0.20
mujer no 5 15 0.10 0.30
otro no 11 26 0.22 0.52
hombre si 7 33 0.14 0.66
mujer si 10 43 0.20 0.86
otro si 7 50 0.14 1.00
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>ojos<-sample(c(1,2,3,4),50,replace=TRUE)
> reco.ojos<-factor(ojos,levels = c(1,2,3,4),labels = c("marron","verde",
+           "azul","gris"),ordered=F)#se define el factor categórico
>reco.ojos
[1] gris   azul   verde  verde  marron verde  azul   verde  azul   marron
[11] azul   marron verde  verde  azul   marron gris   marron gris   azul  
[21] marron marron gris   azul   marron marron verde  gris   marron verde 
[31] gris   marron marron marron gris   marron verde  marron gris   gris  
[41] azul   azul   marron verde  azul   verde  marron gris   azul   verde 





marron  verde   azul   gris 
    17     12     11     10 
>prop.table(table(reco.ojos))#frecuencia relativa
reco.ojos
marron  verde   azul   gris 
  0.34   0.24   0.22   0.20 
>cumsum(table(reco.ojos))#Frecuencia acumulada absoluta
marron  verde   azul   gris 
    17     29     40     50 
>cumsum(prop.table(table(reco.ojos)))#Frecuencia acumulada relativa
marron  verde   azul   gris 
  0.34   0.58   0.80   1.00
 
El color de ojos más común es el marron (17). 
Ejemplo 2: si se quiere integrar todos los resultados en una columna, primero 
se utiliza la función «as.data.frame», para volver el objeto en marco de datos. 
Con «names» se indica los nombre de la primera y segunda columna. Con 
«transform» se agregan las otras medidas de frecuencia. La función «round» 




  color.ojos     Frec.Abs
1     marron       17
2      verde         12
3       azul           11
4       gris            10
>transform(tabla.ab,
+           Frec.Abs.Acu=cumsum(Frec.Abs),
+           Frec.rela=round(prop.table(Frec.Abs),2),
+           Frec.rela.acu=round(cumsum(prop.table(Frec.Abs)),3))
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  color.ojos        Frec.Abs    Frec.Abs.Acu    Frec.rela    Frec.rela.acu
1     marron              17                    17                  0.34          0.34
2      verde                 12                    29                  0.24          0.58
3       azul                   11                    40                  0.22          0.80
4       gris                    10                    50                  0.20          1.00
Se pueden graficar los resultados anteriores, con la funcion «plot()» (Figura 
1).
>plot(tabla.ab)
Figura 1. Plot variable cualitativa nominal una vía.
Frecuencia variable cualitativa nominal dos vías 
Ejemplo 1: se crean los objetos «sexo» con tres categorías («hombre», 
«mujer», «otro»), y «fuma» con dos categorías («si», «no»). Se utiliza 
la función «as.data.frame()» para calcular la frecuencia absoluta, y 
«transform()» para los otros estimativos de frecuencia (relativa y acumulada).
>sexo<-sample(c(1,2,3),50,replace=TRUE)
>sexo<-factor(sexo,levels = c(1,2,3),labels = c("hombre","mujer",
+                 "otro"),ordered=F)#se define el factor categórico
>fuma<-sample(c(0,1),50,replace=TRUE)
>fuma<-factor(fuma,levels = c(0,1),labels = c("no","si"),
+              ordered=F)#se define el factor categórico
>tabla.1<-as.data.frame(table(sexo,fuma))
>completo<-transform(tabla.1,
+           Frec.Abs.Acu=cumsum(Freq),
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+           Frec.rela=round(prop.table(Freq),2),
+           Frec.rela.acu=round(cumsum(prop.table(Freq)),3))
>completo
    sexo         fuma    Freq    Frec.Abs.Acu      Frec.rela      Frec.rela.acu
1 hombre   no            10              10                      0.20          0.20
2  mujer      no              5              15                      0.10          0.30
3   otro        no             11             26                      0.22          0.52
4 hombre   si                7               33                      0.14          0.66
5  mujer      si              10              43                      0.20          0.86
6   otro        si               7               50                       0.14          1.00
Con la función «ggplot» de la libreria «ggplot2()» se puede realizar el gráfico 
del ejemplo anterior. El script es el siguiente:
library(ggplot2)
ggplot(tabla.1, aes(fill=fuma, y=Freq, x=sexo)) + 
  geom_bar(position="dodge", stat="identity")
En la Figura 2 se detallan los resultados, identificando que en la categoría 
«mujer», sobresale la frecuencia de «si» fuma, a diferencia de las otras 
categorías, donde «no» fuma es mayor.
Los resultados de distribución de frecuencia se pueden guardar en un archivo 






Al revisar la carpeta de trabajo conectada con la consola, debe aparecer el 
archivo con nombre «resultado_cuali_2vias.txt».
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Figura 2. Plot variable cualitativa nominal dos vías.
Frecuencia Variable cualitativa ordinal una vía
Ejemplo 1: se trabaja con la variable «fumar», pero en este caso se establecen 
cuatro categorías («no fuma», «poco», «moderado», «mucho»).Es 
importante recordar, que en la función «ordered=T», se indica «TRUE(T)» o 
verdadero para reconocerla como variable cualitativa ordinal.
>fumar<-sample(c(0,1,2,3),50,replace=TRUE)
>fumar<-factor(fumar,levels = c(0,1,2,3),labels = c("no fuma","poco","moderado","mucho"),
+              ordered=T)#se define el factor categórico
>tabla.2<-as.data.frame(table(fumar))
>fre.fuma<-transform(tabla.2,
+                     Frec.Abs.Acu=cumsum(Freq),
+                     Frec.rela=round(prop.table(Freq),2),
+                     Frec.rela.acu=round(cumsum(prop.table(Freq)),3))
>fre.fuma
     fumar               Freq       Frec.Abs.Acu       Frec.rela       Frec.rela.acu
1  no fuma             12                    12                     0.24          0.24
2     poco                 9                     21                      0.18          0.42
3 moderado          15                    36                      0.30          0.72
4    mucho             14                    50                      0.28          1.00
Para graficar los resultados de frecuencia absoluta (Figura 3), se puede utilizar 
el siguiente script:
>library(ggplot2)
>ggplot(tabla.2, aes(y=Freq, x=fumar)) + 
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+   geom_bar(position="dodge", stat="identity")
La mayor frecuencia está en la categoría «poco».
Figura 3. Plot variable cualitativa ordinal un vía.
Frecuencia Variable cualitativa ordinal dos vías
Ejemplo 1: a la variable anterior «fumar» se relaciona con la variable tomar 
«cafe» que contiene cuatro categorías, «no toma», «poco», «moderado», 
«mucho».
>fumar<-sample(c(0,1,2,3),50,replace=TRUE)
>fumar<-factor(fumar,levels = c(0,1,2,3),labels = c("no fuma","poco","moderado","mucho"),
              ordered=T)#se define el factor categórico
>cafe<-sample(c(0,1,2),50,replace=TRUE)
>cafe<-factor(cafe,levels = c(0,1,2,3),labels = c("no toma","poco","moderado","mucho"),
+               ordered=T)#se define el factor categórico
>tabla.3<-as.data.frame(table(fumar,cafe))
>completo.2<-transform(tabla.3,
+                     Frec.Abs.Acu=cumsum(Freq),
+                     Frec.rela=round(prop.table(Freq),2),
+                     Frec.rela.acu=round(cumsum(prop.table(Freq)),3))
>completo.2
      fumar           cafe           Freq    Frec.Abs.Acu     Frec.rela     Frec.rela.acu
1   no fuma      no toma           6            6                         0.12          0.12
2      poco         no toma           0            6                         0.00          0.12
3  moderado   no toma           2            8                         0.04          0.16
4     mucho       no toma          5           13                        0.10          0.26
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5   no fuma        poco        1           14      0.02          0.28
6     poco            poco        2           16      0.04          0.32
7  moderado     poco        6           22      0.12          0.44
8     mucho        poco        5           27      0.10          0.54
9   no fuma        moderado    5           32      0.10          0.64
10     poco          moderado    7           39      0.14          0.78
11 moderado    moderado    7           46      0.14          0.92
12    mucho       moderado    4           50      0.08          1.00
13  no fuma       mucho        0           50      0.00          1.00
14     poco          mucho          0           50      0.00          1.00
15 moderado    mucho        0           50      0.00          1.00
16    mucho        mucho       0           50      0.00          1.00
Con el siguiente script, se pueden graficar los valores de la frecuencia absoluta 
(Figura 4):
library(ggplot2)
ggplot(tabla.3, aes(fill=fumar, y=Freq, x=cafe)) + 
  geom_bar(position="dodge", stat="identity")
Se puede identificar que los valores de frecuencia absoluta, se concentran en 
consumo «poco» y «moderado» de cafe, respecto a las diferentes categorías 
de la variable fumar.
Figura 4. Plot variable cualitativa ordinal dos vías.
16 Estadística descriptiva
Frecuencias en variables cuantitativas
Son aquellas variables cuyo valor representa un número, que puede estar 
asociado a una magnitud (peso (kg), longitud (cm), altura (m), velocidad (m/s)). 
Las variables cuantitativas discretas se pueden o no agrupar en rangos; las 
variables cuantitativas continuas se trabajan con datos agrupados.
 
Frecuencia Variable cuantitativa discreta una vía
Ejemplo 1: se crea la variable «no.folios», relacionado con el promedio semanal 
de conteo de diez sujetos.




300 400 500 
  2   3   5
Se grafica el plot con el siguiente script:
>library(ggplot2)
>ggplot(data=no.folios,aes(x=no.folios))+ geom_bar()
De acuerdo con los resultados (Figura 5), el dato discreto que más se repite es 
500 folios.
Figura 5. Plot variable cuantitativa discreta una vía.
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Ejemplo 2: se crea la variable «no.libros», a partir de una secuencia aleatorio 
de 50 datos. Se utiliza la función «as.data.frame» para calcular las frecuencias, 
«cut» para cortar sobre la variable «no.libros» y «breaks=» para definir el 




+                    Frec.Abs.Acu=cumsum(Freq),
+                    Frec.rela=round(prop.table(Freq),2),
+                    Frec.rela.acu=round(cumsum(prop.table(Freq)),3))
>completo.3
  no.libros        Freq      Frec.Abs.Acu     Frec.rela     Frec.rela.acu
1 (0.986,3]          14           14                      0.28          0.28
2     (3,5]                6           20                      0.12          0.40
3     (5,7]                8           28                      0.16          0.56
4     (7,9]                5           33                      0.10          0.66
5    (9,11]               4           37                      0.08          0.74
6   (11,13]            10           47                      0.20          0.94
7   (13,15]              3           50                      0.06          1.00
Con el siguiente script, se grafíca los intérvalos de clases definidos en la variable 
discreta.
ggplot(tabla.4, aes(y=Freq, x=no.libros)) + 
  geom_bar(position="dodge", stat="identity")
El intervalo de frecuencia o rango de clases más frecuente está entre uno y tres 
libros (Figura 6). 
Figura 6. Plot variable cuantitativa discreta agrupada.
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Frecuencia Variable cuantitativa discreta dos vías
Ejemplo 1: se constrasta el promedio de folios de la variable anterior, con el 
sexo de los sujetos analizados.
>no.folios<-c(500,500,500,500,500,400,400,400,300,300)#se crea secuencia
>sexo<-c("mujer","mujer","mujer","mujer","mujer","hombre","hombre","hombre",
+         "hombre","hombre")
>tabla.4<-as.data.frame(table(sexo,no.folios))
>completo.3
    sexo         no.folios          Freq       Frec.Abs.Acu     Frec.rela    Frec.rela.acu
1 hombre       300                  2                     2                       0.2           0.2
2  mujer         300                   0                    2                        0.0           0.2
3 hombre       400                  3                    5                         0.3           0.5
4  mujer         400                   0                    5                        0.0           0.5
5 hombre       500                  0                    5                        0.0           0.5
6  mujer         500                  5                    10                       0.5           1.0
Se grafíca la frecuencia absoluta con el siguiente script:
library(ggplot2)
ggplot(tabla.4, aes(fill=sexo, y=Freq, x=no.folios)) + 
  geom_bar(position="dodge", stat="identity")
Los resultados muestran que al comparar el conteo de folios con el sexo, las 
mujeres tienen un mayor promedio semanal (Figura 7).
Figura 7. Plot variable cuantitativa discreta dos vías.
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Frecuencia Variable cuantitativa continua una vía
Ejemplo 1: se crea la variable edad. Con la función «range» se identifica el 
valor mínimo y máximo. «nclass.Sturges()» define el número de intervalos; la 
ecuación utilizada es la siguiente:
Con «seq» se definen los límites de los intervalos. Con "cut" se integra todo.
>edad<-sample(17:42,50,replace=TRUE,prob=NULL)
>range(edad,na.rm=TRUE) #na.rm=TRUE para que ignore datos perdidos
[1] 17 42
>nclass.Sturges(edad) #Número de clases
[1] 7
>seq(17,42,length=nclass.Sturges(edad)) #Se define el límite de los intevalos
[1] 17.00000 21.16667 25.33333 29.50000 33.66667 37.83333 42.00000
>edad=cut(edad,breaks=seq(17,42,
+       length=nclass.Sturges(edad)),include.lowest=TRUE)
>tabla.5<-as.data.frame(table(edad))
>completo.4<-transform(tabla.5,
+                       Frec.Abs.Acu=cumsum(Freq),
+                       Frec.rela=round(prop.table(Freq),2),
+                       Frec.rela.acu=round(cumsum(prop.table(Freq)),2))
>completo.4
        edad Freq Frec.Abs.Acu Frec.rela Frec.rela.acu
1   [17,21.2]   11           11      0.22          0.22
2 (21.2,25.3]    9           20      0.18          0.40
3 (25.3,29.5]    2           22      0.04          0.44
4 (29.5,33.7]    7           29      0.14          0.58
5 (33.7,37.8]    6           35      0.12          0.70
6   (37.8,42]   15           50      0.30          1.00
Se grafica los seis intervalos de clase anteriores :
>library(ggplot2)
>ggplot(tabla.5, aes(y=Freq, x=edad)) + 
  geom_bar(position="dodge", stat="identity")
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Figura 8. Plot variable cuantitativa continua una vía, método Sturges.
La mayor frecuencia de edad está en el intervalo de clase entre 37 y 42 años 
(Figura 8).
Ejemplo 2: se puede utilizar el método Scott para calcular el número de 
intervalos, en una nueva serie de datos; el resultado son cuatro clases. Este 
método calcula una amplitud teórica de clases (As):
donde "s" es la desviación estandar.
Posteriormente se aplica la siguiente ecuación:
 
>edad<-sample(17:42,50,replace=TRUE,prob=NULL)
>range(edad,na.rm=TRUE) #na.rm=TRUE para que ignore datos perdidos
[1] 17 42
>nclass.scott(edad) #Número de clases
[1] 4
>seq(17,42,length=nclass.scott(edad)) #Se define el límite de los intevalos de clase
[1] 17.00000 25.33333 33.66667 42.00000
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>edad=cut(edad,breaks=seq(17,42,
+                          length=nclass.scott(edad)),include.lowest=TRUE)
>tabla.6<-as.data.frame(table(edad))
>completo.5<-transform(tabla.6,
+                       Frec.Abs.Acu=cumsum(Freq),
+                       Frec.rela=round(prop.table(Freq),2),
+                       Frec.rela.acu=round(cumsum(prop.table(Freq)),2))
>completo.5
          edad         Freq       Frec.Abs.Acu     Frec.rela       Frec.rela.acu
1   [17,25.3]          15            15                          0.3           0.3
2 (25.3,33.7]         15           30                          0.3           0.6
3   (33.7,42]          20           50                          0.4           1.0
Se grafican los tres clases establecidos por el método Scott:
>library(ggplot2)
>ggplot(tabla.6, aes(y=Freq, x=edad)) + 
  geom_bar(position="dodge", stat="identity")
El intervalo de clase más frecuente está entre 33 y 42 años (Figura 9).
Figura 9. Plot variable cuantitativa continua una vía, método Scott.
Ejemplo 3: otra opción es el método Freedman-Diaconis, donde también se 
determina una amplitud teórica de clases (AFD) con la siguiente formula:
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Donde Q0.75 y Q0.25 son el rango intercuartílico. Posteriormente se aplica la 
siguiente fórmula:
Se obtienen cuatro clases.
>edad<-sample(17:42,50,replace=TRUE,prob=NULL)
>range(edad,na.rm=TRUE) #na.rm=TRUE para que ignore datos perdidos
[1] 19 41
>nclass.FD(edad) #Número de clases
[1] 4
>seq(17,42,length=nclass.FD(edad)) #Se define el límite de los intevalos de clase
[1] 17.00000 25.33333 33.66667 42.00000
>edad=cut(edad,breaks=seq(17,42,
+                          length=nclass.FD(edad)),include.lowest=TRUE)
>tabla.7<-as.data.frame(table(edad))
> completo.6<-transform(tabla.6,
+                       Frec.Abs.Acu=cumsum(Freq),
+                       Frec.rela=round(prop.table(Freq),2),
+                       Frec.rela.acu=round(cumsum(prop.table(Freq)),2))
        edad            Freq      Frec.Abs.Acu        Frec.rela    Frec.rela.acu
1   [17,25.3]          14           14                             0.28          0.28
2 (25.3,33.7]         13           27                             0.26          0.54
3   (33.7,42]           23           50                            0.46          1.00
Con los datos aleatorios generados nuevamente (sobre la variable «edad»), el 
intervalo de frecuencia mayor se encuentra entre los 33 y 42 años (Figura 10). 
>library(ggplot2)
>ggplot(tabla.7, aes(y=Freq, x=edad)) + 
  geom_bar(position="dodge", stat="identity")
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Figura 10. Plot variable cuantitativa continua una vía, método Freedman-Diaconis.
Frecuencia Variable cuantitativa continua dos vías
Ejemplo 2: para el siguiente ejemplo se relaciona el «peso» como variable 
cuantitativa continua y el «sexo» como variable cualitativa nominal.
>peso<-rnorm(50,mean=68,sd=4)#base aleatoria, con distribución normal
>range(peso,na.rm=TRUE) #na.rm=TRUE para que ignore datos perdidos
[1] 60.92229 79.61340
>seq(60.92,79.61,length=nclass.Sturges(peso)) #Se define el límite de los intevalos
[1] 60.920 64.035 67.150 70.265 73.380 76.495 79.610
>peso=cut(peso,breaks=seq(60.92,79.61,
+               length=nclass.Sturges(peso)),include.lowest=TRUE)
>sexo<-sample(c(1,2,3),50,replace=TRUE)
>sexo<-factor(sexo,levels = c(1,2,3),labels = c("hombre","mujer",




+                       Frec.Abs.Acu=cumsum(Freq),
+                       Frec.rela=round(prop.table(Freq),2),
+                       Frec.rela.acu=round(cumsum(prop.table(Freq)),2))
>completo.7
          peso        sexo            Freq        Frec.Abs.Acu       Frec.rela     Frec.rela.acu
1    [60.9,64] hombre              3                  3                        0.06          0.06
2    (64,67.2] hombre              1                  4                        0.02          0.08
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3  (67.2,70.3] hombre     6           10      0.12          0.20
4  (70.3,73.4] hombre     9           19      0.18          0.39
5  (73.4,76.5] hombre     1           20      0.02          0.41
6  (76.5,79.6] hombre     0           20      0.00          0.41
7    [60.9,64]  mujer     0           20      0.00          0.41
8    (64,67.2]  mujer     6           26      0.12          0.53
9  (67.2,70.3]  mujer     3           29      0.06          0.59
10 (70.3,73.4]  mujer     1           30      0.02          0.61
11 (73.4,76.5]  mujer     3           33      0.06          0.67
12 (76.5,79.6]  mujer     0           33      0.00          0.67
13   [60.9,64]   otro     1           34      0.02          0.69
14   (64,67.2]   otro     6           40      0.12          0.82
15 (67.2,70.3]   otro     3           43      0.06          0.88
16 (70.3,73.4]   otro     6           49      0.12          1.00
17 (73.4,76.5]   otro     0           49      0.00          1.00
18 (76.5,79.6]   otro     0           49      0.00          1.00
Se grafíca el plot de frecuencia absoluta:
>library(ggplot2)
ggplot(tabla.8, aes(fill=sexo, y=Freq, x=peso)) + 
  geom_bar(position="dodge", stat="identity")
Los resultados muestran que la mayor frecuencia está en hombres, con un 
peso entre 70.3 y 73.4 (Figura 11). 
Figura 11. Plot variable cuantitativa continua (método Sturges) dos vías.
25R para aprendices SENA
Frecuencia Variable cuantitativa continua tres vías
Los ejemplos anteriores llegaron hasta dos vías o variables contrastadas. A 
continuación, se ilustra un ejemplo con tres variables.
Ejemplo 1: se trabaja la variable cuantitativa continua «peso», y dos variables 
cualitativa nominal («sexo»,«fumar»). 
> peso<-rnorm(50,mean=68,sd=4)#base aleatoria, con distribución normal
> range(peso,na.rm=TRUE) #na.rm=TRUE para que ignore datos perdidos
[1] 60.07268 75.74156
> nclass.Sturges(peso) #Número de intervalos
[1] 7
> seq(60.07,75.74,length=nclass.Sturges(peso)) #Se define el límite de los intevalos
[1] 60.07000 62.68167 65.29333 67.90500 70.51667 73.12833 75.74000
>peso=cut(peso,breaks=seq(60.07,75.74,
+                          length=nclass.Sturges(peso)),include.lowest=TRUE)
>sexo<-sample(c(1,2,3),50,replace=TRUE)
>sexo<-factor(sexo,levels = c(1,2,3),labels = c("hombre","mujer",
+               "otro"),ordered=F)#se define el factor categórico
tabla.8<-as.data.frame(table(edad,sexo))
> fumar<-sample(c(0,1),50,replace=TRUE)
> fumar<-factor(fumar,levels = c(0,1),labels = c("no","si"),
+              ordered=F)#se define el factor categórico
>tabla.9<-as.data.frame(table(peso,sexo,fumar))
>completo.8<-transform(tabla.9,
+               Frec.Abs.Acu=cumsum(Freq),
+               Frec.rela=round(prop.table(Freq),2),
+               Frec.rela.acu=round(cumsum(prop.table(Freq)),2))
>completo.8
          peso         sexo     fumar      Freq     Frec.Abs.Acu     Frec.rela    Frec.rela.acu
1  [60.1,62.7] hombre    no              2              2                       0.04          0.04
2  (62.7,65.3] hombre    no              1              3                       0.02          0.06
3  (65.3,67.9] hombre    no              1              4                       0.02          0.08
4  (67.9,70.5] hombre    no              3              7                       0.06          0.14
5  (70.5,73.1] hombre    no              2              9                       0.04          0.18
6  (73.1,75.7] hombre    no              0              9                       0.00          0.18
7  [60.1,62.7]  mujer       no              2             11                      0.04          0.22
8  (62.7,65.3]  mujer       no              0             11                      0.00          0.22
9  (65.3,67.9]  mujer       no              3             14                      0.06          0.29
10 (67.9,70.5]  mujer      no              1             15                      0.02          0.31
11 (70.5,73.1]  mujer      no              1             16                      0.02          0.33
12 (73.1,75.7]  mujer      no              0             16                      0.00          0.33
13 [60.1,62.7]   otro        no              1             17                      0.02          0.35
14 (62.7,65.3]   otro        no              1             18                       0.02          0.37
15 (65.3,67.9]   otro        no              0              18                      0.00          0.37
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16 (67.9,70.5]   otro        no     2           20      0.04          0.41
17 (70.5,73.1]   otro        no     3           23      0.06          0.47
18 (73.1,75.7]   otro        no     0           23      0.00          0.47
19 [60.1,62.7] hombre    si    0           23      0.00          0.47
20 (62.7,65.3] hombre    si     1           24      0.02          0.49
21 (65.3,67.9] hombre    si     2           26      0.04          0.53
22 (67.9,70.5] hombre    si     1           27      0.02          0.55
23 (70.5,73.1] hombre    si     2           29      0.04          0.59
24 (73.1,75.7] hombre    si     1           30      0.02          0.61
25 [60.1,62.7]  mujer       si     0           30      0.00          0.61
26 (62.7,65.3]  mujer       si     1           31      0.02          0.63
27 (65.3,67.9]  mujer       si     2           33      0.04          0.67
28 (67.9,70.5]  mujer       si     1           34      0.02          0.69
29 (70.5,73.1]  mujer       si     2           36      0.04          0.73
30 (73.1,75.7]  mujer       si     0           36      0.00          0.73
31 [60.1,62.7]   otro         si     0           36      0.00          0.73
32 (62.7,65.3]   otro         si     1           37      0.02          0.76
33 (65.3,67.9]   otro         si     3           40      0.06          0.82
34 (67.9,70.5]   otro         si     4           44      0.08          0.90
35 (70.5,73.1]   otro         si     3           47      0.06          0.96
36 (73.1,75.7]   otro         si     2           49      0.04          1.00
Se grafíca el plot de frecuencia absoluta, utilizando la libreria "GGally":
>library(GGally)
>ggally_points(tabla.9,aes_string(x="peso",y="Freq", 
+                     color="sexo",size="fumar"))
Se puede detallar de manera general, que la mayor concentración de datos 
se encuentra entre los intervalos de frecuencia 65.3 a 73.1, sobresaliendo la 
variable «si» fuma en «otros» (Figura 12).  
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Figura 12. Plot variable cuantitativa continua (método Sturges) tres variables.
Distribución de frecuencias con paquetes
estadísticos
El software estadístico R, cuenta con paquetes estadísticos o librerías que 
permiten realizar cálculos de los diferentes tipos de distribución de frecuencia.
Paquete estadístico agricolae
Ejemplo 1: se crea la variable «edad» con la función sample. Se instala 
«agricolae" con la función «install.packages», y se carga con «library()». 
Este paquete define seis intervalos de frecuencia, entre 15 y 45, sobresaliendo 
la clase «2(20-25 años)». En este ejemplo se excluye el histograma. Se indica 
el promedio («Main»), frecuencia absoluta («Frequency»), porcentaje de 
frecuencia absoluta o frecuencia relativa («Percentaje"), frecuencia absoluta 






 Lower Upper Main Frequency Percentage CF CPF
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1    15    20       17.5         4           8          4      8
2    20    25       22.5        13        26       17    34
3    25    30       27.5         8         16       25    50
4    30    35       32.5         8         16       33    66
5    35    40       37.5        11         22      44    88
6    40    45       42.5         6         12       50  100
Ejemplo 1: si se quiere el histograma, donde dice «plot=», se indica verdadero 
(TRUE(«T»)).
>tbFreq.edad=table.freq(hist(edad,plot=TRUE))#con histograma
Se puede detallar los resultados del número de intervalos en la Figura 13.
Figura 13. Plot variable edad.
Paquete estadístico qqc
Ejemplo 1: se crea un objeto llamado «tienda.a», cuyos datos creados 
aleatoriamente, contienen la venta de diferentes productos de la canasta 
familiar. Con el paquete estadístico «qqc» se calcula los tipos de frecuencia y 
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      Huevos       Pan     Leche      Atun    Panela Chocolate     Carne     Pollo 
       13        16        12        12         8        10        11        18 
>pareto.chart(tienda.A,col=rainbow(length(tienda.A)),
+              main="Diagrama de pareto")           
Pareto chart analysis for tienda.A
            Frequency        Cum. Freq. Percentage  Cum.Percent.
  Pollo                 18        18             18                       18
  Pan                   16        34              16                      34
  Huevos             13        47              13                      47
  Leche                12        59              12                      59
  Atun                  12        71              12                      71
  Carne                11        82               11                     82
  Chocolate         10        92              10                      92
  Panela                 8       100               8                    100
Se podría indicar que el 50% de las ventas está asociada a «pollo», «pan» y 
«huevos»; por lo tanto, se debe garantizar una cantidad adecuada de estos 
tres productos, para que la tienda mantenga su ritmo de ventas (Figura 14).
Figura 14. Diagrama de pareto.
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Ejercicio: 
a. Construya dos vectores, con una longitúd de 100 datos. El primero relacionado con una 
variable cuantitativa contínua; el segundo, con una variable cualitativa nominal, compuesta 
por cuatro categorías. Para la variable cuantitativa contínua, utilice la función "rnorm()". Para 
la variable cualitativa  "sample"; importante que los datos de esta variable se identifiquen 
como factores.
b. Construya la tabla de frecuencias para datos agrupados, teniendo en cuenta las tres 
metodologías para calcular número de clases; estimar la frecuencia absoluta, frecuencia 
relativa, frecuencia absoluta acumulada y frecuencia relativa acumulada. Indicar cual es el 
intérvalo de clase sobresaliente.
c. Graficar un histograma, donde se discrimine los intervalos de frecuencia y las categorías
31R para aprendices SENA
Capítulo 3. Medidas de 
tendencia central
En el análisis exploratorio de información, las medidas de tendencia central 
definen un dato central o punto representativo estimado de un conjunto de 
datos; Por ejemplo, en la siguiente serie de datos relacionada con el peso de 
siete individuos tomados al azar, el valor que los representa sería una media 
igual a 70.07:  
peso=67.4,67.2,65.3,67.1,54.3,78.5,90.5 
Las medidas de tendencia central que se trabajarán a continuación son, media 
aritmética y variantes, mediana y moda. Es muy importante que se tenga en 
cuenta la naturaleza de la variable, para poder aplicar cualquier estimativo de 
estadística descriptiva, por ejemplo, la media aritmética, mediana, desviación 
estándar o coeficiente de variación, no se utiliza en variables cualitativas. 
Para aplicar los conceptos teóricos relacionados con los estimativos de tendencia 
central, se generaron 100 datos aleatorios, como unidades muestrales, donde 
se miden las siguientes variables:
• Velocidad (Var. cuantitativa continua): contiene información relacionada 
con velocidad de conducción de motocicleta (Km/h).
• Peso (Var. cuantitativa continua): expresado en kilogramos (kg).
• Edad (var. cuantitativa discreta)= expresada en años.
• Estatura (var. cuantitativa continua)= expresada en centímetros (cm).
• Número de libros (var. cuantitativa continua)= leidos en un año.
• Número de hermanos (var.cuantitativa discreta)= asociados al núcleo 
familiar principal.
• Sexo (var. cuantitativa nominal)= hombre, mujer y otros.
• Trabaja (var. cuantitativa nominal)= con dos categorías, «si», «no».
• Nivel de escolaridad (var. cuantitativa ordinal)= formación académica.












>sexo<-factor(sexo,levels = c(1,2,3),labels = c("hombre","mujer",
+              "otro"),ordered=F)#se define el factor categórico
>trabaja<-sample(c(0,1),100,replace=TRUE)
>trabaja<-factor(trabaja,levels = c(0,1),labels = c("no","si"),
+               ordered=F)#se define el factor categórico
>escolaridad<-sample(c(0,1,2,3),100,replace=TRUE)
>escolaridad<-factor(escolaridad,levels = c(0,1,2,3),labels = c("primaria","secundaria","pregra
do","posgrado"),
+ ordered=T)#se define el factor categórico
>ejercicio.1<-data.frame(sexo,trabaja,escolaridad,edad,peso,velocidad,
+                         estatura,no.libros,no.hermanos)
>str(ejercicio.1)#conocer las variables creadas
'data.frame': 100 obs. of  9 variables:
 $ sexo       : Factor w/ 3 levels "hombre","mujer",..: 2 3 3 1 2 3 2 3 2 2 ...
 $ trabaja    : Factor w/ 2 levels "no","si": 1 1 2 2 2 2 1 1 1 2 ...
 $ escolaridad: Ord.factor w/ 4 levels "primaria"<"secundaria"<..: 1 4 2 2 3 1 4 4 2 3 ...
 $ edad       : int  30 57 25 40 38 49 56 54 57 35 ...
 $ peso       : num  72.3 60.2 69.3 64.5 59.7 67.5 68.2 66.4 61.9 67.6 ...
 $ velocidad  : num  60.2 64.3 74.5 60.4 82.3 70.4 77.5 73.1 69.9 63 ...
 $ estatura   : num  164 177 157 168 169 ...
 $ no.libros  : int  11 3 8 5 6 4 8 0 2 9 ...
 $ no.hermanos: int  2 0 10 1 2 6 0 10 2 2 ...
>head(ejercicio.1)#observar parte de la información
    sexo trabaja escolaridad edad peso velocidad estatura no.libros no.hermanos
1  mujer      no    primaria   30 72.3      60.2    163.7        11           2
2   otro      no    posgrado   57 60.2      64.3    177.2         3           0
3   otro      si  secundaria   25 69.3      74.5    156.8         8          10
4 hombre      si  secundaria   40 64.5      60.4    168.2         5           1
5  mujer      si    pregrado   38 59.7      82.3    169.3         6           2
6   otro      si    primaria   49 67.5      70.4    175.4         4           6
> write.csv2(ejercicio.1,"ejercicio.1.csv",na="")#guardar datos, .csv2
Con la función «str" se indica 100 observaciones en 9 variables. Los datos 
se guardan en la carpeta de trabajo conectada a la consola, con nombre 
«ejercicio1.csv», por medio de la función «write.csv2». Los resultados de 
los datos guardados no van a ser los mismos que los trabajados en el presente 
libro, debido a la generación aleatoria en las variables.
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Media aritmética o promedio
Media aritmética(_)_
Se define como la suma de todas las observaciones de un conjunto de datos 
asociados a una variable, y se divide por el total de las mediciones (Pagano y 
Gauvreau, 2001; Hernández, 2012). Si la variable se representa con un X, el 
identificador sería       .
Este estimativo se calcula para datos no agrupados, con la siguiente fórmula:
donde "Xi" es cada uno de los datos presentes en el conjunto, y "n" es el total 
de datos de la muestra.
Y para datos agrupados (tablas de frecuencia),con la siguiente fórmula:
Donde "Xi" sería la marca de clase de cada intervalo, dentro del conjunto de 
datos, "ni" sería la frecuencia, y "n" el total de datos de la muestra.
Ejemplo 1: se calcula la media aritmética para datos no agrupados, sobre 
las variables cuantitativas del data.frame "ejercicio.1". Se utiliza la función 
«sapply()», para aplicar la función «mean» sobre las columnas [,4:9], 
indicando además, que ignore los valores perdidos con la función «na.
rm=TRUE». La base de datos «ejercicio.1» también se puede cargar desde la 
carpeta de trabajo, como se ilustra en el ejemplo, con una extensión «.csv2». 
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:9], mean,na.rm =TRUE)#aplicar función sapply
       edad        peso   velocidad    estatura   no.libros no.hermanos 
     40.060      65.176      69.453     164.465       5.990       5.470 
Ejemplo 2: si se quiere calcular la media aritmética, agrupando los datos, se 
tiene que definir los intervalos de frecuencia, su marca de clase y las veces en 
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que se repite un dato, dentro del conjunto de datos. Para este ejemplo, se crea 
una función con nombre «freq_agrup», aplicándola a la variable cuantitativa 
continua «peso».
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos





>a=2.5#se aproxima la amplitud a 2.5, para que de 1 en las acumuladas 
>freq_agrup<-function(x,c,a,p){
+   l<-min(x)-p/2+a*(0:c)
+   x_int<-cut(x,breaks=l,right=F)
+   intervalos=levels(x_int)
+   marcas=(l[1]+l[2])/2+a*(0:(c-1))
+   ni<-as.vector(table(x_int))
+   hi<-ni/length(x)
+   Ni<-cumsum(ni)
+   Hi<-cumsum(hi)
+   tabla_x=data.frame(intervalos,marcas,ni,Ni,hi,Hi)




   intervalos marcas ni  Ni   hi   Hi
1 [55.2,57.7)  56.45  2   2 0.02 0.02
2 [57.7,60.2)  58.95 11  13 0.11 0.13
3 [60.2,62.7)  61.45 11  24 0.11 0.24
4 [62.7,65.2)  63.95 27  51 0.27 0.51
5 [65.2,67.7)  66.45 21  72 0.21 0.72
6 [67.7,70.2)  68.95 18  90 0.18 0.90
7 [70.2,72.7)  71.45  7  97 0.07 0.97
8 [72.7,75.2)  73.95  3 100 0.03 1.00
>total<-sum(tab.peso$ni)#se calcula el total de las frecuencias acumuladas
>med.peso.ag<-sum(tab.peso$ni*tab.peso$marcas)/total#se calcula la media, teniendo en 
cuenta la fórmula teórica




De acuerdo con los resultados, los valores la media aritmética agrupada 
(«65.22») y no agrupada («65.17»), no presentan mayores diferencias.
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Media armónica (MA)
Son los valores recíprocos o inversos de la media aritmética, de un conjunto 
de datos asociados a una variable, respecto a otra variable. Se recomienda 
utilizarla para promediar las variaciones de los datos respecto al tiempo 
(Guisande-González et. ál, 2011), o promedios de velocidad (m/s). El valor de la 
media armónica es inferior o igual a la media aritmética.
Su fórmula es la siguiente:
Ejemplo 2: para este ejemplo se trabaja la variable cuantitativa continua 
«velocidad», expresada en km/h.
ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de datos
attach(ejercicio.1)#anclar base de datos
>m.arm.vel<-1/mean(1/ejercicio.1$velocidad)#media armónica





El resultado de la media armónica («68.50») es menor a la media aritmética 
(«69.45").
Media geogmétrica (MG)
Esta variedad de media aritmética se utiliza cuando se tienen datos expresados 
en proporciones o porcentajes (Guisande-González et al., 2011). Su fórmula es 
la siguiente:
La media geométrica es menor o igual a la media aritmética.
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Ejemplo 1: para este ejemplo, se calcula el índice de masa corporal («imc»), 
teniendo en cuenta las variables «peso» y "estatura". Se agrega la nueva 
variable al data.frame de «ejercicio.1», utilizando la función «cbind»; con 
«str» se comprueba si la variable quedo anexada en el data.frame de interés. 
Posteriormente se elabora un histograma para poder observar los valores 
teóricos, relacionados con el índice (Figura 15). 
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
imc<-ejercicio.1$peso/(ejercicio.1$estatura/100)^2
imc#ver resultados
  [1] 26.97994 19.17207 28.18650 22.79858 20.82862 21.94040 24.69007 23.19356 28.18346 
24.80005
 [11] 23.53623 19.66575 26.51648 20.77726 24.46711 28.36627 22.63595 29.16620 22.87437 
21.20639
 [21] 26.05482 23.19871 23.71667 21.29803 26.65472 25.15698 22.32130 19.85297 24.87348 
21.34703
 [31] 25.36612 24.25120 24.85447 21.29096 18.92842 26.04423 25.47347 25.23634 23.26282 
26.51410
 [41] 21.77788 26.25035 25.23993 31.18848 29.42456 22.54507 22.30356 25.03906 20.12601 
26.62097
 [51] 25.58622 29.77242 21.38577 23.67424 24.99193 21.28951 19.22840 20.68681 26.62722 
25.69650
 [61] 18.99063 21.25084 27.89129 24.97658 26.40955 21.16715 30.55548 31.78274 25.15699 
18.82166
 [71] 24.57610 24.81331 16.32907 26.64637 22.75158 23.96738 27.33022 20.34541 26.61987 
26.06417
 [81] 22.53685 21.07100 26.31792 23.27145 21.46522 24.61175 30.76438 18.52312 24.27456 
25.72890
 [91] 24.87108 29.89255 31.23286 25.30102 26.85285 25.43694 24.40468 23.53556 27.17022 
23.79257
>ejercicio.1<-cbind(ejercicio.1,imc)#se agrega la variable imc en una nueva columna
>str(ejercicio.1)
>c.imc<-nclass.Sturges(imc)#número de intervalos
>c.imc#ver resultado de número de intervalos
[1] 8
>h.imc = hist(imc, breaks=8, plot=F)
>colors = rep("blue", length(h.imc$breaks))
>colors[h.imc$breaks >= 18.5] = "red"
>colors[h.imc$breaks >= 24.9] = "green"
>colors[h.imc$breaks >= 29.9] = "orange"
>hist(imc, breaks=8, col=colors)
>legend(x = "topright", legend = c("infer_normal","normal","supe_normal","obesidad"), fill = 
c("blue", "red","green","orange"),title = "IMC")
37R para aprendices SENA
Figura 15. Histograma IMC.
Para el cálculo de la media geométrica, se crea una función («m.geo») aplicada 
a la data de interés («ejercicio.1»); seguidamente, se calcula el estimativo 
sobre la variable «imc».
>m.geo<-function(ejercicio.1)exp(sum(log(ejercicio.1))/length(ejercicio.1))#se crea función
>m.geo(imc)#se aplica función en variable de interés
[1] 24.12
>m.a.imc<-mean(imc)#se aplica media aritmética
>m.a.imc#ver resultado
[1] 24.32
Los resultados de la media geométrica («24.12») son menores a la media 
aritmética («24.32»). 
Media acotada o recortada
Es utilizada, cuando se quiere saber si un dato atípico u outliers, puede tener una 
influencia sobre el estimativo de estadística descriptiva. Los datos se ordenan, y 
se evalúan los extremos para determinar si tienen o no una influencia negativa 
sobre la media (Guisande-González et ál., 2011).
El primer paso es ordenar los datos de menor a mayor, de una serie de datos 
cualquiera:
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El segundo paso es calcular cuantos datos en los extremos, se eliminan.
donde «n» es la longitud de datos, «p/100» el porcentaje de corte.
Ejemplo 1: se crea el objeto «temp.1», que contiene diez datos aleatorios 
relacionados con la variable temperatura ambiental. Al calcular la media 
aritmética (37.57), con corte al 5% (0.5= no se eliminan datos) y 10% (1= se 
elimina un dato a cada extremo), no se evidencia una diferencia significativa, 
indicando que no existen valores atípicos influyentes. 
>temp.1<-c(38.1,38.2,38.2,37.2,37.4,37.3,37.4,36.2,37.5,38.2)
>temp.1<-sort(temp.1)#ordenar datos
>temp.1#ver resultados de ordenación
[1] 36.2 37.2 37.3 37.4 37.4 37.5 38.1 38.2 38.2 38.2
>mean(temp.1)#calcular media aritmética
[1] 37.57
>mean(temp.1,trim=5/100)#calcular media aritmética, corte al 5%
[1] 37.57
>mean(temp.1,trim=10/100)#calcular media aritmética, corte al 10%
[1] 37.6625
Ejemplo 2: al ejemplo anterior, se cambia el primer dato por un valor pequeño 
respecto al resto de valores. En este caso, al realizar un corte del 10% (1= 
eliminar un dato en cada extremo), el valor del estimativo («37.42») presenta 
una diferencia de 2.16 unidades respecto al valor calculado de la media 
aritmética sin corte («35.26»); se puede evidenciar la influencia de un dato 
atípico sobre el estimativo de interés, demostrando que la media aritmética 
puede presentar vulnerabilidad a los outliers. 
>temp.2<-c(18,38.2,38.2,37.2,37.4,37.3,37.4,36.2,37.5,38.2)
>temp.2<-sort(temp.2)#ordenar datos
> temp.2#ver resultados de ordenación
[1] 18.0 36.2 37.2 37.3 37.4 37.4 37.5 38.2 38.2 38.2
>mean(temp.2)#calcular media aritmética
[1] 35.56
>mean(temp.2,trim=5/100)#calcular media aritmética, corte al 5%
[1] 35.56
>mean(temp.2,trim=10/100)#calcular media aritmética, corte al 10%
[1] 37.425
39R para aprendices SENA
Media ponderada
Se utiliza cuando las observaciones o datos recolectados, se le asignan factores 
de ponderación o peso (Guisande-González et ál. 2011). Su fórmula es la 
siguiente:
 
Donde "wi" es el peso de cada variable y "xi" la variable.
Ejemplo 1: como ejemplo, se va a simular el promedio de calificación de un 
estudiante asociado a una asignatura x, donde se han establecido cuatro 
instrumentos de evaluación.
• Quiz de conceptos previos: 10%
• Primer parcial: 20%
• Segundo parcial: 20%
• Parcial final: 20%
• Práctica: 30%
El script es el siguiente:
>alumno<-c("oscar","karen","cecilia","Raul","johana","marcela")#alumnos aleatorios
>quiz<-c(3,4,5,1.8,3.5,2)*0.10#notas aleatorias. Quiz vale 10%
>parcial.1<-c(1,2,3,2,1,4)*0.20#notas aleatorias. Parcial.1 vale 20%
>parcial.2<-c(2,3,4,3,4,3)*0.20#notas aleatorias.Parcial.2 vale 20%
>parcial.3<-c(4,3,4,4,4,3)*0.20#notas aleatorias.Parcial.3 vale 20%
>practica<-c(4,4,3.4,4.5,4,3)*0.30#notas aleatorias.Parcial.4 vale 30%
>notas<-data.frame(alumno,quiz,parcial.1,parcial.2,parcial.3,practica)#se crea data.frame
>notas#ver datos
   alumno          quiz   parcial.1    parcial.2    parcial.3    practica
1   oscar              0.30       0.2             0.4            0.8          1.20
2   karen              0.40       0.4             0.6            0.6          1.20
3 cecilia               0.50       0.6             0.8            0.8          1.02
4    Raul                0.18       0.4            0.6             0.8          1.35
5  johana              0.35       0.2            0.8            0.8           1.20
6 marcela             0.20       0.8            0.6            0.6           0.90
>install.packages("dplyr")#instalar paquete "dplyr"
>library(dplyr)#cargar paquete "dplyr"
>notas %>%   #aplicar media ponderada por grupos                                        
+ group_by(alumno) %>% 
+ summarise(sum(quiz,parcial.1,parcial.2,parcial.3,practica))
`summarise()` ungrouping output (override with `.groups` argument)
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# A tibble: 6 x 2
  alumno  `sum(quiz, parcial.1, parcial.2, parcial.3, practica)`
  <chr>                                                    <dbl>
1 cecilia                                                   3.72
2 johana                                                  3.35
3 karen                                                    3.2 
4 marcela                                                3.1 
5 oscar                                                     2.9 
6 Raul                                                      3.33
De acuerdo con los resultados, la mayor nota la tiene Cecilia («3.72»).
Mediana
Es el valor central o media de los valores centrales en una serie de datos 
ordenados (Guisande-González et ál., 2011; Solano, 2017), cuya mayor utilidad 
se identifica en distribuciones asimétricas. La mediana se calcula teniendo en 
cuenta lo siguiente (Guisande-González et ál., 2011):
• Si "n" es un número impar se aplica la siguiente fórmula:
Recordando que "n" son las observaciones ordenadas en un conjunto de datos 
(Guisande-González et ál., 2011). Al resolver "X", se conocerá la posición donde 
se encuentra el dato de la mitad, por ejemplo:
El vector a contiene cinco datos, cuya longitud sería impar:
a(1,2,3,4,5)
Al aplicar la formula, el resultado es 3. Por lo tanto, la mediana de a estaría en 
la posición tres (3). 
• Si "n" es un número par se aplica la siguiente fórmula:
Al vector anterior se agrega un dato más, quedando con una longitud par:
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a(1,2,3,4,5,6)
Al aplicar la formula, el resultado es 3.5. Este valor se ubicaría entre la posición 
tres (3) y cuatro (4), resultado de la suma entre las dos posiciones, dividido 
entre 2. 
Ejemplo 1: teniendo en cuenta el data.frame «ejercicio.1», se calcula la 
mediana sobre las variables cualitativas continuas y discretas. Es importante 
recordar que deben cargar la base de datos ejercicio.1 en la consola R. Se utiliza 
la función «sapply» para aplicar la función de la mediana («median») en las 
columnas de interés.
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:9], median,na.rm =TRUE)#aplicar función sapply
       edad        peso   velocidad    estatura   no.libros no.hermanos 
      40.00       65.05       70.10      164.45        6.00        6.00 
Moda
Es el valor o categoría que más frecuencia presenta dentro del conjunto de 
datos (Puente-Viedma, 2018), aplicado tanto en variables cualitativas como 
variables cuantitativas. La variable puede tener una distribución unimodal 
cuando cuenta con un solo dato con mayor frecuencia; en el caso de existir dos 
o más datos con la máxima frecuencia, su distribución es bimodal o multimodal 
(Hernández-Martín, 2012).
Ejemplo 1: se crea una función con nombre «moda», que se aplicará a las 
variables cuantitativas del data.frame «ejercicio.1». 
>moda<-function(x){ #se crea la función moda
+   t<-table(x)
+   return(as.numeric(names(t)[t==max(t)]))}




[1] 63.3 64.1 64.8
$velocidad








Se observa que la variable «velocidad» y «peso» tienen una distribución 
multimodal, «estatura» bimodal, y «edad», «no. libros» y «no.hermanos» 










En el caso de las variables cualitativas, se tienen que recodificar nuevamente 
de factor a numérico. En la Tabla 6 se indica las condiciones iniciales para la 
creación de las variables «sexo», «trabaja» y «escolaridad».
>sexo.nume<-as.numeric(as.factor(ejercicio.1$sexo))#se recodifica de factor a numérico
>trabaja.nume<-as.numeric(as.factor(ejercicio.1$trabaja))#se recodifica de factor a numerico
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Tabla 6. Variable cuantitativa continua
Figura 16. Histograma moda.




>moda.ejerc<-apply(ejercicio.1, 2, mlv,  method = "mfv")
>moda.ejerc
$sexo



















[1] "63.3" "64.1" "64.8"
$velocidad
 [1] "63.6" "66.9" "67.6" "68.1" "68.8" "69.9" "70.4" "73.1" "73.8" "74.4"







Se obtienen los mismos resultados anteriores, y en este caso, reconoce tanto 
variables cualitativas como variables cuantitativas.
Con el siguiente script se pueden guardar todos los resultados anteriores; 
en este caso, se utiliza la extensión de archivo «.txt», el cual, debe quedar 
almacenado en la carpeta de trabajo conectada con la consola R:
>med.ar.no_a<-sapply(ejercicio.1[,4:9], mean,na.rm =TRUE)#aplicar función sapply
>med.ar.ag_peso<-freq_agrup(ejercicio.1$peso,c,a,1)#se aplica la función de frecuencia 
agrupada en peso  
>medi_geo<-m.geo(imc)#se aplica la función de media geométrica a índice de masa corporal  
>m.arm<-m.arm.vel#media armónica sobre variable velocidad
>m1<-mean(temp.1,trim=5/100)#calcular media aritmética, corte al 5%,sin dato atípico
>m2<-mean(temp.1,trim=10/100)#calcular media aritmética, corte al 10%,sin dato atípico
>m3<-mean(temp.2,trim=5/100)#calcular media aritmética, corte al 5%, con dato atípico
>m4<-mean(temp.2,trim=10/100)#calcular media aritmética, corte al 10%, con dato atípico
>m.pond<-notas %>%   #aplicar media ponderada por grupos                                        
+   group_by(alumno) %>% 
+   summarise(sum(quiz,parcial.1,parcial.2,parcial.3,practica))
`summarise()` ungrouping output (override with `.groups` argument)
>mediana<-sapply(ejercicio.1[,4:9], median,na.rm =TRUE)#aplicar función sapply, mediana
>moda1<-moda.ejerc#calcular moda para todas las variables
>resultados<-l ist(med.ar.no_a,med.peso.ag,medi_geo,m.arm,m1,m2,m3,m4,m.
pond,mediana,moda1)
>names(Resultados)<-c("media aritmética_datos no agru","media.peso_datos 
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agrupados","media geom",
+                      "media armónic_veloci","media_sin ati_5%","media_sin ati_10%","media_ati_5%",






Capítulo 4. Medidas de 
posición  
Se relaciona con la división (k partes con la misma frecuencia de observación) 
de una serie de datos en partes iguales, conocida como cuantiles de orden k 
en los valores de una variable (Guisande-González et ál., 2011). Los cuantiles 
utilizados son los siguientes (Spiegel y Stephens, 2008): 
• Cuartiles: son aquellos datos que dividen la serie de datos en 4 partes 
iguales (cada parte vale el 25% de la distribución de los datos). 
• Deciles: son los nueve datos que dividen la seria de datos en diez partes 
iguales (cada parte vale el 10% de la distribución de los datos). 
• Percentiles: son los 99 datos que dividen la serie de datos en 100 partes 
iguales (cada parte vale el 1% de la distribución de datos). 
Si se quiere hallar manualmente los cuantiles, se debe tener en cuenta las 
fórmulas de la Tabla 5, para poder conocer la posición donde se encuentra el 
dato, y posteriormente si es par o impar la longitud de datos, conocer su valor. 
Hay que recordar que los cuantiles se utilizan en variables cuantitativas.
Tabla 5. Fórmulas cuantiles.
Donde "n" es la longitud de datos, "j" el percentil, decil o cuartil de interés.
1. Para poner en práctica el concepto, a continuación, se crea un conjunto de 
datos aleatorios (diez observaciones), asociado a la variable edad, ordenando 
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edad (18, 18, 19, 21, 21, 22, 23, 23, 24, 32)
Interesa conocer los cuartiles, el decil 3 y percentil 65. Es importante definir los 
cuartiles, siendo las posiciones base.
• Para el cuartil 2, el resultado da en la posición 5; como la longitud de datos 
es par, este no sería el dato de la mitad (el cuartil 2 es igual a la mediana 
(50%)), por lo tanto, se tiene que promediar con el dato siguiente, para 
encontrar el valor (21.5 años). El cuartil 1 sería 19 años y el cuartil 3 23 años.
• En el caso del decil 3, el resultado da en la posición 3; esta posición contiene 
el 25%, por lo tanto, el 30% (decil 3) se ubicaría entre la posición 3 y 4, cuyo 
valor aproximado serían 20 años.
• El resultado del percentil da en la posición 6.5, por lo tanto, el resultado 
se ubica entre 22 y 23, cuya operación promedio es 22.5, indicando que el 
65% de los individuos observados tienen una edad de 22.5 años o menos; 
también se puede tomar el dato 22 años o 23 años.
2. Trabajando con una serie de datos impar, con los mismos cuantiles de interés, 
los resultados serían los siguientes:
edad (18, 18, 19, 21, 21, 21, 22, 23, 23, 24, 32)
• Para el cuartil 2, el resultado da en la posición 5.5 (21 años o menos se 
ubican en el 50%). El cuartil 1 sería 18 años y el cuartil 3 23 años.
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• Para el decil 3, el resultado se ubica en la posición 3.3; si se aproxima a 3, 
esta posición contiene el 25%, por lo tanto, el 30% (decil 3) se aproximaría 
al siguiente dato, cuyo valor sería 21 años.
• Para el percentil 65, el resultado se ubica en la posición 7.15 (22 años).
Ejemplo 1: se crea la secuencia aleatoria par con nombre «edad.gestion». Se 
utiliza la función «sort» para ordenar los datos. Posteriormente, con la función 
«quantile» se calculan los cuantiles de interés. El cuartil 2 (50%) 21.5 años 




[1] 18 18 19 21 21 22 23 23 24 32
>quantile(edad.gestion)
  0%  25%  50%  75% 100% 







Ejemplo 2: para la secuencia impar se crea un objeto (vector) con nombre 
«edad.gestion1». Cuartil 2 (50%) 20 años o menos, decil 3 (30%) 21 año o 
menos, y percentil 65 (65%) 22.5 años o menos. 
>edad.gestion1<-c(18,18,23,21,23,24,32,19,21,22,21)
>sort(edad.gestion1)
 [1] 18 18 19 21 21 21 22 23 23 24 32
>quantile(edad.gestion1)#Cuantiles
  0%  25%  50%  75% 100% 
  18   20   21   23   32 
>quantile(edad.gestion1,c(.3))#decil 2
 30% 





Ejemplo 3: se puede utilizar la siguiente estructura para calcular los datos 
anteriores. La función «prob» permite indicar los cuantiles de interés.
 
>quantile(edad.gestion, prob=c(0,0.25,0.5,0.75,1))#Cuartiles
  0%  25%  50%  75% 100% 





  65% 
22.85
Ejemplo 4: se calculan los cuartiles para todas las variables cuantitativas del 
data.frame «ejercicio.1».
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:9],quantile)
           edad      peso      velocidad      estatura      no.libros       no.hermanos
0%     18.00     55.70      48.900          145.300           0                         0
25%   30.00     62.70     64.525           158.675           3                         2
50%   40.00     65.05     70.100           164.450           6                         6
75%   51.25     68.30     74.700           168.650           9                         9
100% 60.00    74.10      87.300           189.600         12                      10
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Capítulo 5. Medidas de 
dispersión
Las medidas de dispersión se relacionan con la variabilidad de un conjunto 
de datos asociados a variables cuantitativas. Analiza hasta donde los datos 
centrales (por ejemplo, la media aritmética) dentro de una distribución, son 
representativos (Spiegel y Stephens, 2008; Guisande-González et ál., 2011). 
Entre más cercanos los valores al valor medio, mayor representatividad tendrá 
el estimativo de tendencia central, y menor variabilidad. 
La medidas más comunes son, rango, varianza, desviación estándar, error 
estándar y coeficiente de variación.
En la Figura 17 se puede analizar como dos variables relacionadas con el 
peso, tienen la misma media aritmética, pero con diferencia en cuanto a la 
variabilidad de datos. Los datos de «peso.1» son más representativos por la 
medida de tendencia central, que los datos de «peso.2»; además, en peso 2, la 
alta variabilidad muestra datos atípicos que se salen de su distribución normal.
El script utilizado es el siguiente:
>peso1<-rnorm(100,mean=65,sd=2)#crea primera serie de datos
>peso2<-rnorm(100,mean=65,sd=6)#se crea segunda serie de datos
>pesos<-cbind(peso1,peso2)#se combinan las series anteriores
>pesos#ver resultado
       peso1    peso2
  [1,] 67.75116 62.03887
  [2,] 66.22208 54.49781
  [3,] 61.72561 61.03062
  [4,] 65.97558 69.35131
  [5,] 63.21075 70.66737
  [6,] 65.37885 63.61665
  [7,] 65.45657 80.33021
  [8,] 65.28137 74.36455
  [9,] 65.51761 70.58371
 [10,] 66.45123 69.54002
 [11,] 64.27726 66.39787
 [12,] 65.17670 62.85237
 [13,] 67.31254 67.44029
 [14,] 62.84691 63.02752
 [15,] 65.49820 61.30906
>boxplot(pesos)#graficar boxplot
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Figura 17. boxplot peso.
Rango (R)
También conocido como amplitud, es la diferencia entre el dato menor y el 
dato mayor. Su fórmula es la siguiente:
Ejemplo 1: en R se utiliza la función «range()» para poder conocer el valor 
máximo y mínimo, y posteriormente restarlo. Trabajando sobre el data.frame 
«ejecicio.1», se estima su valor, utilizando la función «sapply» en todas las 
variables cuantitativas.
>sapply(ejercicio.1[,4:9],range)
     edad        peso     velocidad       estatura      no.libros      no.hermanos
[1,]   18         55.7           48.9             145.3                0                     0
[2,]   60         74.1           87.3             189.6                12                 10 
Posteriormente se restan los resultados. Para «edad», el rango sería 42, 
«peso" 18.4, «velocidad» 38.4, «no.libros» 12 y «no.hermanos» 10.  
Ejemplo 2: también se podría calcular, encontrando el dato mínimo y máximo 
por separado, y posteriormente realizar la resta.
>maximo<-sapply(ejercicio.1[,4:9],max)#valor mínimo
>maximo#ver resultados
       edad        peso   velocidad    estatura    no.libros    no.hermanos 
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       60.0        74.1        87.3       189.6        12.0        10.0 
>minimo<-sapply(ejercicio.1[,4:9],min)#valor mínimo
>minimo#ver resultados
       edad        peso   velocidad    estatura   no.libros   no.hermanos 
       18.0          55.7        48.9           145.3         0.0                 0.0 
>rango<-maximo-minimo
>rango
       edad        peso   velocidad    estatura   no.libros     no.hermanos 
       42.0          18.4        38.4            44.3           12.0               10.0
Los datos del «rango» coinciden con los calculados manualmente.
Ejemplo 2: si se aplica la función «summary ()», R elabora un resumen de 
estimativos descriptivos, incluyendo el dato mínimo («Min.»), máximo 
(«Max.»), además del primer cuartil («1st Qu.»), tercer cuartil («3rd Qu.»), 
la media o promedio aritmético («Mean») y la mediana («Median»). 
Además, distingue a que variables se aplica las ecuaciones de interés, 
indicando que «sexo», «trabaja» y «escolaridad» son variables de carácter 
(«Calls:character»), por lo tanto, solo se refleja la longitud de los datos 
(«Length»).
>summary(ejercicio.1)
     sexo                       trabaja                    escolaridad                                         edad      
 Length:100               Length:100             Length:100                                    Min.   :18.00  
 Class :character       Class :character     Class :character                           1st Qu.:30.00  
 Mode  :character    Mode  :character   Mode  :character                       Median :40.00  
                                                                                                                            Mean   :40.06  
                                                                                                                            3rd Qu.:51.25  
                                                                                                                           Max.   :60.00  
      peso                 velocidad               estatura                no.libros    
 Min.   :55.70       Min.   :48.90          Min.   :145.3      Min.   : 0.00  
 1st Qu.:62.70     1st Qu.:64.53        1st Qu.:158.7    1st Qu.: 3.00  
 Median :65.05    Median :70.10     Median :164.4   Median : 6.00  
 Mean   :65.18     Mean   :69.45      Mean   :164.5     Mean   : 5.99  
 3rd Qu.:68.30     3rd Qu.:74.70      3rd Qu.:168.7     3rd Qu.: 9.00  
 Max.   :74.10      Max.   :87.30        Max.   :189.6      Max.   :12.00  
 
no.hermanos   
 Min.   : 0.00  
 1st Qu.: 2.00  
 Median : 6.00  
 Mean   : 5.47  
 3rd Qu.: 9.00  
 Max.   :10.00 
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Varianza (S2)
Se refiere a la media aritmética de los cuadrados de las desviaciones entre 
los valores del conjunto de una variable y su media aritmética (Martínez-
Bencardino, 2012). Cuando se trabaja con la población, su fórmula es la 
siguiente:
Cuando se trabaja con la muestra, se conoce como cuasivarianza, y su fórmula 
es la siguiente:
De acuerdo con Guisande-González et ál. (2011), la mayoría de software utiliza 
la cuasivarianza y no la varianza. 
Ejemplo 1: se calcula la varianza en todas las variables cuantitativas presentes 
en el data.frame «ejercicio.1». «sapply» permite aplicar la función «var» 
sobre las variables de interés.
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:9],var)#cálculo de la varianza
    edad                 peso       velocidad    estatura      no.libros    no.hermanos 
  146.38020    16.06447    62.16898    79.57684    14.11101    11.70616
La «edad» es la variable que presenta la mayor variación en el data.frame 
«ejercicio.1».
Desviación estandar (S)
El anterior estimativo puede generar resultados negativos; para evitar esta 
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condición, se utiliza la desviación estándar o típica que es la raíz cuadrada 
de la varianza (Guisande-González et ál., 2011). Igual que la varianza, para la 
población se aplica la siguiente fórmula:
Para la muestra:
Ejemplo 1: data.frame «ejercicio.1». Con la función «sd» se estima los valores 
de desviación estandar, sobre las variables de interés.
ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de datos
attach(ejercicio.1)#anclar base de datos
sapply(ejercicio.1[,4:9],sd)#cálculo de la desviación estandar
   edad        peso    velocidad    estatura   no.libros  no.hermanos 
12.098769    4.008050    7.884731    8.920585    3.756462    3.421427
Nuevamente la variable «edad», presenta la mayor dispersión de datos, 
dentro del conjunot de datos analizados.
Error estandar de la media (ES)
Establece la precisión en cuanto a la estimación de la media poblacional, a partir 
de una muestra, teniendo en cuenta la desviación estándar o típica (Guisande-
González et ál., 2011). Su fórmula es la siguiente:
Ejemplo 1: asumiendo que los 100 datos del data.frame ejercicio.1 son una 
muestra de una población de 1000 datos, se procede a calcular el error 
estándar. Se crea una función con nombre «se», aplicándola posteriormente a 
las variables de interés.
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>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>se<-function(x) sqrt(var(x)/length(x))#se crea la función
>sapply(ejercicio.1[,4:9],se)#cálculo del error estandar
      edad              peso        velocidad       estatura     no.libros     no.hermanos 
  1.2098769   0.4008050   0.7884731   0.8920585   0.3756462   0.3421427
>sapply(ejercicio.1[,4:9],mean)#cálculo de la media
       edad        peso   velocidad    estatura   no.libros no.hermanos 
     40.060      65.176      69.453     164.465       5.990       5.470
Los resultados se interpretarían de la siguiente forma:
• Edad: el promedio de la media poblacional sería «40.06» con un margen 
de error de «1.20».
• Peso: el promedio de la media poblacional sería «65.17» con un margen 
de error de «0.40».
• Velocidad: el promedio de la media poblacional sería «69.45» con un 
margen de error de «0.78».
• Estatura: el promedio de la media poblacional sería «164.46» con un 
margen de error de "0.89».
• no.libros: el promedio de la media poblacional sería «6"»con un margen 
de error de «1.37».
• no.hermanos: el promedio de la media poblacional sería «5» con un 
margen de error de «0.34».
Coeficiente de variación (CV)
Es el porcentaje que representa la desviación típica con respecto a la media 
(Guisande-González et ál., 2011). Se utiliza cuando se quiere comparar la 
variabilidad entre dos o más conjuntos de datos, relacionados con diferentes 
cantidades de datos y unidades de medición (Guisande-González et ál., 2011). 
Su fórmula es la siguiente:
Ejemplo 1: ser crean cuatro objetos relacionados con calificaciones de cuatro 
asignaturas, con la misma longitud, igual promedio, y diferente desviación 
56 Estadística descriptiva
estándar. Se estructura la función «estimativos» para calcular la media 







   matematica biologia quimica fisica
1              2.1      3.8     3.9    2.8
2              2.1      3.8     3.9    2.8
3              4.1      4.8     2.9    3.8
4              4.1      4.8     3.9    2.8
5              3.1      4.8     3.9    3.8
6              2.1      4.8     2.9    2.8
7              2.1      3.8     3.9    3.8
8              3.1      4.8     3.9    2.8
9              2.1      3.8     2.9    3.8
10           2.1      3.8     3.9    4.8
11           4.1      4.8     3.9    3.8
12           2.1      4.8     2.9    4.8
13           4.1      4.8     2.9    4.8
14           4.1      3.8     2.9    3.8
15           2.1      3.8     2.9    2.8
16           4.1      3.8     2.9    4.8
17           3.1      4.8     3.9    2.8
18           2.1      4.8     2.9    3.8
19           2.1      3.8     3.9    4.8
20           4.1      4.8     3.9    4.8
21           3.1      3.8     3.9    3.8
22           4.1      3.8     2.9    4.8
23           2.1      4.8     2.9    3.8
24           2.1      3.8     2.9    3.8
25           2.1      3.8     3.9    2.8
26           2.1      3.8     2.9    2.8
27           4.1      3.8     3.9    4.8
28           3.1      3.8     2.9    3.8
29           2.1      4.8     3.9    3.8
30           4.1      4.8     2.9    2.8
>estimativos<- function(x){ #se crea la función
+   m <-mean(x)
+   n <- length(x)
+   s <- sd(x)
+   cv <- (sd(x)*100)/mean(x)
+   return(c(longitúd=n, media=m, desviación=s, coef.var.=cv))
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+ }
>sapply(materias,estimativos)#se aplica la función al data.frame creado
           matematica   biologia    quimica     fisica
longitúd   30.0000000 30.0000000 30.0000000 30.0000000
media       2.9333333  4.2666667  3.4000000  3.7333333
desviación  0.9128709  0.5074163  0.5085476  0.7849153
coef.var.  31.1205999 11.8925687 14.9572832 21.0245157
Para interpretar los resultados, se toma como ejemplo la asignatura matemática, 
donde el coeficiente de variación indica que la desviación típica es el 31.12% 
del valor de la media aritmética estimada («2.93»). Al comparar los grupos, 
«matemática» sería la que mayor coeficiente de variación presenta (31.12%), 
y «biologia» la de menor valor (11.89%). 
Ejemplo 2: aplicando el coeficiente de variación al data.frame «ejericio.1», 
nuevamente se crea la función «cv» y se aplica a las variables de interés.
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>cv<-function(x)sd(x)/mean(x)#se crea la función
>sapply(ejercicio.1[,4:9],cv)#cálculo del coeficiente de variación
       edad        peso   velocidad    estatura   no.libros no.hermanos 
  30.201619    6.149580   11.352614    5.424002   62.712228   62.548937 
«no.libros» y «no.hermanos», presentan los mayores valores , en cuanto al 
coeficiente de variación, expresando el porcentaje que contiene la desviación 
estándar, frente al valor de la media aritmética estimada.
Si se quieren calcular todos los estimativos de estadística descriptiva, para 
todas las variables cuantitativas, se puede utilizar el siguiente script:
>library(modeest)#librería para calcular la moda
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>descriptivos<- function(x){ #se crea la función
+   n <- length(x)
+   m <-mean(x)
+   me<-median(x)
+   mo<-mfv(x)
+   s <- sd(x)
+   v<-var(x)
+   cv<-(sd(x)*100)/mean(x)
+   q<-quantile(x)
+   return(c(longitúd=n, media=m,mediana=m,moda=mo,desviación=s,varianza=v, 





      longitúd          media        mediana           moda     desviación 
     100.00000       40.06000       40.06000       30.00000       12.09877 
      varianza      coef.var.   cuartiles.0%  cuartiles.25%  cuartiles.50% 
     146.38020       30.20162       18.00000       30.00000       40.00000 
 cuartiles.75% cuartiles.100% 
      51.25000       60.00000 
$peso
      longitúd          media        mediana          moda1          moda2 
     100.00000       65.17600       65.17600       63.30000       64.10000 
         moda3     desviación       varianza      coef.var.   cuartiles.0% 
      64.80000        4.00805       16.06447        6.14958       55.70000 
 cuartiles.25%  cuartiles.50%  cuartiles.75% cuartiles.100% 
      62.70000       65.05000       68.30000       74.10000 
$velocidad
      longitúd          media        mediana          moda1          moda2 
    100.000000      69.453000      69.453000      63.600000      66.900000 
         moda3          moda4          moda5          moda6          moda7 
     67.600000      68.100000      68.800000      69.900000      70.400000 
         moda8          moda9         moda10         moda11         moda12 
     73.100000      73.800000      74.400000      74.700000      75.600000 
        moda13     desviación       varianza      coef.var.   cuartiles.0% 
     76.300000       7.884731      62.168981      11.352614      48.900000 
 cuartiles.25%  cuartiles.50%  cuartiles.75% cuartiles.100% 
     64.525000      70.100000      74.700000      87.300000 
$estatura
      longitúd          media        mediana          moda1          moda2 
    100.000000     164.465000     164.465000     166.200000     168.300000 
    desviación       varianza      coef.var.   cuartiles.0%  cuartiles.25% 
      8.920585      79.576843       5.424002     145.300000     158.675000 
 cuartiles.50%  cuartiles.75% cuartiles.100% 
    164.450000     168.650000     189.600000 
$no.libros
      longitúd          media        mediana           moda     desviación 
    100.000000       5.990000       5.990000      10.000000       3.756462 
      varianza      coef.var.   cuartiles.0%  cuartiles.25%  cuartiles.50% 
     14.111010      62.712228       0.000000       3.000000       6.000000 
 cuartiles.75% cuartiles.100% 
      9.000000      12.000000 
$no.hermanos
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      longitúd          media        mediana           moda     desviación 
    100.000000       5.470000       5.470000      10.000000       3.421427 
      varianza      coef.var.   cuartiles.0%  cuartiles.25%  cuartiles.50% 
     11.706162      62.548937       0.000000       2.000000       6.000000 
 cuartiles.75% cuartiles.100% 
      9.000000      10.000000
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Capítulo 6. Asimetría 
y curtosis  
Acompañando a la estadística descriptiva o exploratíva, es importante conocer 
el comportamiento de los datos, en lo relacionado con las medidas de forma, 
asimetría y curtosis. Estas medidas solo aplican para datos cuantitativos 
continuos, asociados a distribución normal.
Aismetría (A)
Identifica si los datos de una variable presentan una distribución simétrica, 
donde los lados derecho e izquierdo del valor central son iguales (Guisande-
González et ál., 2011). En el caso de no existir simetría, cuando la distribución 
tiene las mayores frecuencias al lado derecho, se conoce como asimetría 
positiva; cuando están al lado izquierdo, asimetría negativa. En la Figura 18 se 
puede detallar 3 ejemplos simulados de distribución de datos.
La fórmula para calcular la asimetría es la siguiente:
Cuando el valor da cerca al cero, la distribución de datos es simétrica, cuando 
es mayor a cero, asimetría positiva y menor que cero asimetría negativa.
Ejemplo 1: se crean tres objetos, «humedad.1», «humedad.2», 
«humedad.3». Se consolidan en uno solo data.frame con nombre «humedad». 
Se utiliza la función «hist()» para elaborar el histograma, y «density()» para 
graficar la línea de densidad.  Aplicando la función «skewness» del paquete 






>hist(humedad.1,freq = F,probability=T,main="asimetría (-)")
>lines(density(humedad.1),col="red")
>hist(humedad.2,freq=F,probability=T,main="casi simétrico")







   humedad.1   humedad.2   humedad.3 
-0.04758694  0.06095670  0.23675462
«Humedad.1» tendría una asimetría negativa, «humedad.3» positiva y 
«humedad.2» se acerca a una distribución simétrica.
Figura 18. Histogramas, asimetría.
Ejemplo 2: se establece la asimetría, para las variables cuantitativas del 
data.frame «ejercicio.1». La «edad», «velocidad», «no.libros» y «no.
hermanos», presentan asimetría negativa; «estatura» asimetría positiva, y 
«peso» casi simétrico (Figura 19).
>library(moments)
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:7],skewness)
        edad        peso   velocidad    estatura 
-0.04102281  0.02811545 -0.39733511  0.21361447
>par(mfrow=c(2,2),mar=c(3,2,3,2))
>hist(edad,freq = F,probability=T,main="asimetría (-)")
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>lines(density(edad),col="red")
>hist(peso,freq = F,probability=T,main="casi simétrico")
>lines(density(peso),col="blue")
>hist(velocidad,freq = F,probability=T,main="asimetría (-)")
>lines(density(velocidad),col="green")
>hist(estatura,freq = F,probability=T,main="asimetría (+)")
>lines(density(estatura),col="orange")
Figura 19. Histogramas, asimetría ejercicio.1.
Curtosis (C)
Analiza la distribución de los datos en el área central del conjunto de datos, 
enfocada en distribuciones cercanas a la normal (Guisande et al. 2011). Su 
fórmula es la siguiente:
Cuando el valor es positivo, se conoce como curtosis leptocúrtica; cuando se 
acerca a valor cero mesocúrtica; y cuando es negativo platicúrtica (Guisande, 
González et ál., 2011). En la Figura 20 tomada de Guisande-González et ál. 
(2011), se puede detallar gráficamente los tipos de curtosis.
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Figura 20. Típos de curtosis. Modificado de Guisande-González et ál. (2011)
Ejemplo 1: para el data.frame «ejercicio.1», los resultados son los siguientes:
>library(moments)#cargar librería para calcular curtosis
>ejercicio.1<-read.csv2("ejercicio.1.csv",header=TRUE,encoding="latin1")#cargar base de 
datos
>attach(ejercicio.1)#anclar base de datos
>sapply(ejercicio.1[,4:7],kurtosis)#aplica función kurtosis
   edad      peso    velocidad  estatura 
 1.819132  2.483913  2.835992  3.128557
Todas las variables tendrían curtosis de tipo leptocúrtica.
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Ejercicio final: 
a. Utilizando las funciones para generación de números aleatorios, crear cuatro vectores, 
relacionado con los tipos de variables trabajadas en este libro.
b. Crear un data.frame, a partir de los vectores anteriores.
c. Crear una función donde calcule la media aritmética, media armónica, media geométrica, 
mediana y moda.
a. calcular los cuartiles, sobre las variables que aplique.
b. Calcular los deciles 2, 5 y 7, sobre las variables que aplique.
c. Calcular los percentiles 15, 27, 42, 89, sobre las variables que aplique.
d. Crear una función que calcule el rango, varianza, desviación estandar, error estandar y 
coeficiente de variación.
e. Establecer la asimetría y curtosis, sobre las variables que aplique.
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En el primer tomo, de R para aprendices SENA, se trabajó el entrono R, 
herramientas y operaciones básicas, plasmando diferentes experiencias 
formativas e investigativas, desarrolladas en el Centro de la Industria, la 
Empresa y los Servicios, regional Huila. Con este segundo tomo se integran los 
conceptos básicos y ejercicios relacionados con estadística descriptiva. 
Recordar, que la estadística descriptiva es un primer momento dentro del análisis 
de información, donde la exploración de los datos permite estimar un valor 
representativo de una población o muestra, a través de medidas de tendencia 
central, posición, dispersión, o conocer su comportamiento calculando y 
graficando la asimetría, curtosis, y frecuencias absolutas y relativas.  
La media, mediana y moda son las principales medidas de tendencia central; 
percentiles, deciles y cuartiles, medidas de posición; y el rango, varianza, 
desviación estándar, error estándar y coeficiente de variación, medidas de 
dispersión.
A través del software estadístico R, el aprendiz podrá estimar las medidas 
anteriores, utilizando o creando funciones desde la programación, 
complementando su proceso de formación con conceptos de estadística básica. 
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