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Assume that p ≥ 2. Assume n many independent and identical draws from each 10 y i , i ∈ {1, 2, . . . , p}. Let a i , i ∈ {1, 2, . . . , p}, be a set of weights obtained from 11 independent (continuous) uniform random draws over the closed interval [−1, 1].
12
Following standard "effect" notation [?], we will work with the difference between each 13 sample mean and the overall grand mean, i.e., let α i = y i − G where y i is the usual 14 sample mean for the i th group, and G is the observed grand mean, defined and 15 calculated in the usual way from the experimental data. Our random estimator is 16 defined as follows:
Proof of Proposition 1. As an intermediary step to proving the Main Result, we will 18 first consider an estimator that is the least-squares solution for the scaling factor, b (see (??)), 19 subject to the random constraints implied by the weights ai, i ∈ {1, 2, . . . , p}, and solve for its 20 mean squared error. This random least squares estimator is defined as follows:
Mean squared error is defined as E[ 
To simplify notation, and without loss of generality, 24 we assume that a = 1.
25
Recall that for any estimator, E[
where V ar(μi) denotes the variance ofμi. Solving for
), we obtain,
, 32 we can further simplify and carry out summation,
Since ai is uncorrelated with aj, (i = j), and all ai, i ∈ {1, 2, . . . , p} values are pairwise 35 independent of y i , i ∈ {1, 2, . . . , p}, we obtain,
Next, we solve for the sum of squared bias term,
Combining terms gives the following mean squared error value,
which completes the proof of this intermediary step. . squares estimator with the first term multiplied by a fixed scalar value, k, which will function 45 as our shrinkage parameter (recall we set a = 1),
where k ∈ [0, 1]. To clarify, k is a variable we are introducing for the purposes of deriving our pn
Similarly, it is routine to show that the estimator defined in Equation (??) incurs less mean 53 squared error than the vector of sample means if, and only if,
