A nonlinear statistical approach was used to evaluate the efficiency of plant protection products. The methodology presented can be implemented when the observations in an experiment are recorded as success or failure. This occurs, for example, when following the application of a herbicide or pesticide, a single weed or insect is classified as alive (failure) or dead (success). Then a higher probability of success means a higher efficiency of the tested product. Using simulated data sets, a comparison was made of three methods based on the logit, probit and threshold models, with special attention to the effect of sample size and number of replications on the accuracy of the estimation of probabilities.
Introduction
Evaluation of the efficiency of an experimental factor is an important element of agricultural research. It is essential to know what level of implemented treatment ensures the optimal gain. The observations collected in plant protection experiments are various in nature, and can be measured as quantitative traits and analyzed using linear statistical methodology, where the effect of using a herbicide is expressed for example as plant biomass or height (Finney, 1979) . However, the observed response can also be coded on a discontinuous scale, or on a time scale when the data are treated as event times (Burgos et al., 2013 . A special case is where observations are collected in a binary manner, i.e. as a sequence of failures and successes. For example, an individual weed may be evaluated as destroyed or not, and similarly, an individual insect may be classified as alive or not. Although nonlinear statistical methods have been widely developed over recent decades, the analysis of such data sets is not easy.
The aim of this paper is to compare some of the nonlinear statistical approaches used in evaluating the efficiency of plant protection products, with special attention to planning a proper experimental design. The essential assumption in these methods, based on a generalized linear model and threshold model, is the existence of an unobservable and continuous variable, named liability, whose values determine the observed categorical trait. It is supposed that the efficiency is influenced by many unknown factors, similar to diseaseresistance, but their effect is observed on a binary scale. The compared methods are illustrated using simulated data sets.
Material
Let us assume that four plant protection products were evaluated according to the following schema: each product was applied in the same dose to 100 (or 1000) individuals, and only two types of result were observed: the individual weed or insect was destroyed (this observation was recorded as a success and coded as 1) or it was still alive (recorded as a failure and coded as 0).
To simulate the successes and failures we used a standard normal random variable z. To model the differences between products we interpreted a result with z less than fixed c i (i = 1,2,3,4) as representing a success (coded as 1) of the i-th product. This procedure was repeated n = 100 (or n = 1000) times, and the obtained sequence of ones and zeros was treated as one replication or as a series of k replications, k = 2,4,5 (or k = 2,5,10), each of size 100/k (1000/k).
The data were simulated for two sets of parameters c i. The first was more compact, while the other was more widely spread. The assumed values of parameters in these two sets and the numbers of successes obtained are presented in Tables 1 and 2 From a practical point of view, the logit, probit and threshold models differ in terms of the input data representation. In the logit and probit models the input data are the frequencies (empirical probabilities of success), while in the threshold approach there is a sequence of zeros and ones. An interesting question is whether the final results depend on the number of replications.
Therefore several variants of the data were analyzed.
Methods
The generated data sets were analyzed using the generalized linear model with logit and probit link functions, and the threshold model. The implemented methods are well-known in the literature, and so only some essential points will be noted here.
The generalized linear model used in this study can be written as
where E denotes the expectation operator,
f is the observed probability of success of the i-th product in the j-th replication, and i  and j  are unknown parameters representing products (treatments) and replications respectively (McCullagh and Nelder, 1989, Agresti, 1984) .
If the link function has the form:
where ij  is a probability of success corresponding to the i-th treatment (herbicide or pesticide) in the j-th replication, the equality (1) with ij  replaced by ij f is called the logit model (Rao and Toutenburg, 1999; Kala, 2007, McCullagh and Nelder, 1989) .
If the link function in the model (1) is of the form: 
where i  is a fixed threshold corresponding to the i-th treatment (product), and e is the error standard normal random variable. This means that the standard deviation of e is the unit of the random variable w. Therefore the effectiveness of the treatments is here considered as the threshold trait with two categories of observed values (Falconer, 1960) .
The computations were performed in SAS (Statistical Analysis System, SAS Inst. 1997) using the logistic glm procedure (with the logit link function for the logit model, and with the probit link function for the probit model), and using a program developed by authors for the threshold model. In this latter case, Bayesian methods with the Gibbs sampling algorithm were used for the estimation of model parameters. In the animal science literature there are wellknown formulae for the ordinary threshold model with repeated observations for one treatment (Sørensen et al., 1995 , Moliński et al., 2003 . This approach was implemented here. In the Gibbs sampling procedure, the prior distributions were assumed to be an improper distribution for fixed effects and standard normal distribution for errors. The estimation was performed based on the conditional posterior distribution, which for the parameter i  was normal with mean equal to the solution of the appropriate mixed model equations (Sørensen and Gianola, 2002) .
In each analysis, the Gibbs sampler generated 10 000 runs. The first 2000 were discarded as a burn-in period. Moreover, to avoid autocorrelation within the generated sequences, only every tenth result was used.
Results
Using the results of estimation from the logit, probit and threshold models, estimates of probability of success for each product can be established. In the case of the logit model Tables 3 and 4. From a practical point of view, one of the most interesting results of the statistical analysis is the decision as to which product is the most effective. This information follows directly from the estimated probabilities. Since in our study the theoretical (true) probabilities are known, the main question concerns consistency between the estimated and true probabilities. 
Conclusions and discussion
Before analyzing the results, let us note the differences between the sets of initial parameters which determine the true probabilities. In the first set (0.5, -0.3, 0.7, -0.2) the range R = |0.5-(-0.2)| = 0.7, while in the set (-1.7, -0.6, 0.9, 1.5) the range is more than four times larger. In consequence, drawing inferences with respect to the first set is much more difficult. This observation is confirmed by the fact that in the case n = 100 the estimated probabilities differ significantly from their true counterparts, irrespective of the method used.
The differences were so great that even the ranking of products based on the estimated probabilities differs from that based on true probabilities. This does not occur in the case n = 1000 or for the second set of initial parameters.
To draw more precise conclusions, the absolute values of the differences between true and estimated probabilities were calculated. As expected, better accuracy of estimation was achieved for data with n = 1000 individuals per treatment. Moreover, in the logit and probit approaches, replications can improve the results. The best estimates were obtained for two and four replications in the case n = 100 and for two and five replications in the case n = 1000, but only in the first set of initial parameters. When the parameters were taken from the second set, the best results were obtained for ten replicates (almost the same results were also obtained for one replicate in the probit method).
The above considerations lead to the conclusion that the method based on a generalized linear model with two, three or four replications of size n = 100 will produce satisfactory results.
The proposed methodology can be easily expanded to situations with more than two categories. One advantage here is the avoidance of frequency transformation to normal distribution. Similar modeling (a threshold model) has previously been used to analyze the efficiency of herbicides based on real data (Skotarczak et al., 2002) , to research the lodging of cereals (Bakinowska and Kala, 2007) , and to analyze downy mildew infection of field pea varieties (Bakinowska et al., 2012) . The results obtained following the Bliss transformation of data, when compared with those obtained from the threshold model analysis, showed consistency and produced the same ranking of herbicides (Skotarczak et al., 2002) .
