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Abstract
Interface energy and kinetic coefficient of crystal growth strongly depend on the face of the crystalline lattice. To
investigate the kinetic anisotropy and velocity of different crystallographic faces we use the hyperbolic (modified) phase
field crystal model which takes into account atomic density (as a slow thermodynamic variable) and atomic flux (as a fast
thermodynamic variable). Such model covers slow and rapid regimes of interfaces propagation at small and large driving
forces during solidification. In example of BCC crystal lattice invading the homogeneous liquid, dynamical regimes of
advancing front propagating along the selected crystallographic directions are studied. The obtained velocity and the
velocity sequences for different faces are compared with known results.
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1. Introduction
Phase-field crystal model (PFC) was formulated [1, 2]
to describe continuous transitions from the homogeneous
to the periodic state (similarly to the LandauBrazovskii
transition [3–5]) and between different periodic states evolv-
ing over diffusion times. The model is based on the descrip-
tion of the free energy, which is a functional of the atomic
density field periodic in the solid phase and homogeneous
in the liquid state. The form of the free energy close to the
Swift-Hohenberg type [6] and allows to account structural
phase transitions of the first and second order.
Recent advances in PFC-modeling of the different as-
pects of crystallization allow one to model many scenarios
such as dynamics of freezing of colloids and polymers, epi-
taxial growth, ordering of the structures on nano-scales [7]
and rapid crystallization [8]. Results of PFC simulations
could provide interface energies, pattern selection under
non-equilibrium conditions and velocities of moving phase
boundaries [9]. As a simplification of density functional
technique (DFT) for freezing [10], a PFC model utilizes
several approximations [2, 11] which makes it relevant for
modelling of nucleation from undercooled liquids [12], den-
dritic crystal growth [13, 14], heteroepitaxy and multi-
grain growth in presence of hydrodynamical flows [15].
In the present work, we numerically investigate rapid
growth of different faces in body centered cubic crystal lat-
tice (BCC-lattice). With this aim we use the hyperbolic
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(modified) PFC-model which takes into account relaxation
of the phase field and relaxation of the flux of atomic den-
sity [8, 16]. In particular, an influence of the local re-
laxation time and the effect of atomic reticular density of
different crystal faces on the interface velocity are studied.
2. PFC model
The hyperbolic (modified) PFC-model (MPFC) for fast
transitions includes the inertial term for the atomic density
[8, 16] as the result of accounting for the flux ~J(~r, t) and
atomic density field n(r, t) = ρ(r, t)/ρ0 − 1 in a form of
independent thermodynamic variables, where ρ(r, t) is a
density field and ρ0 is a reference density. Therefore, in
MPFC, the free energy is a functional of n and ~J(~r, t)
written by [8, 16, 17]:
F (n, ~J) =
∫ [n
2
(−ε+Di)n− a
3
n3 +
v
4
n4
]
d~r+
+
τ
2
∫
( ~J · ~J )d~r, (1)
where a and v are phenomenological constants controlling
phase transition, τ is the relaxation time of the atomic
density flux ~J(~r, t), ε if the driving force (quench depth),
and the differential operator Di per se elastic module [1,
18–20] describes crystallographic symmetries in one-mode
(i = 1) and two-mode (i = 2) approximations:
Di =
{
r0 + (q
2
0 +∇2)2, i = 1,
[r0 + (q
2
0 +∇2)2][r1 + (q21 +∇2)2], i = 2.
(2)
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Here r0 and r1 are shifts of the first two wave vectors,
responsible for the relative stability of structures, and q0
and q1 are the modules of first two sublattice wave vectors.
In presented work we utilize one-mode case i = 1 with
r0 = 0, q0 = 1.
The MPFC-equation for atomic density field is described
by [8, 16, 17, 21, 22]:
τ
∂2n
∂t2
+
∂n
∂t
= ∇2µ, µ = δF
δn
, (3)
where µ(n) is chemical potential defined by the functional
derivative of the free energy (1),
µ = (1− ε)n+ an2 + vn3 + 2∇2n+∇4n. (4)
If the relaxation of the flux proceed infinitely fast, τ → 0,
Eq. (3) transforms to the original parabolic PFC-equation
[2, 7, 9, 11, 23–25]. The inertia term τ∂2φ/∂t2 makes the
hyperbolic dynamics possible to capture the fast propaga-
tion front over the times τ for flux relaxation [8, 16, 17]
that is important to predict non-equilibrium effects, for
instance, in rapid solidification [26]. Alternatively, Eq. (3)
was proposed in Ref. [21] to incorporate both mass diffu-
sion and fast elastic relaxation. Proposed hyperbolic term
(see Eq. 3) could be obtained with the past history ap-
proach, using the memory kernel to account the history
of the force ∇µ [8, 16, 27]. The equilibrium properties of
solid-liquid interfaces such as interfacial energies and its
anisotropy were studied previously [28, 29] for the case of
small ε.
Using Eqs. (3)-(4), we simulate the growth of different
faces in BCC-lattice at high driving forces ε > 0 [30] with
non-zero values of the relaxation time τ at a = 0. More
specifically, we analyze the crystallization fronts moving
from metastable liquid for seeds with different initial ori-
entations of the BCC-lattice.
2.1. Numerical solution of MPFC equation
Introducing the new variable P one can split Eqs. (3)-
(4) effectively reducing the spatial derivative order [17]:
τ
∂2n
∂t2
+
∂n
∂t
= ∇2µ,
µ = (1− ε)n+ an2 + vn3 +∇2(2n+ P )
P = ∇2n
(5)
The numerical simulation of crystallization in computa-
tional domain of slab configuration was initiated by intro-
ducing the periodic crystalline nucleus oriented along the
elongated side of the domain (which was merging with the
direction of growth, see Fig. 3). With the initial driving
force ε, the density was chosen as n0 at the amplitude
of seed η and equilibrium lattice parameter. Regions of
phase existence were found using the free energy minimiza-
tion [19, 20]. The computational domain consists up to 300
dimensionless units with up to 230 grid points alongside.
Such domain size was enough to reach the constant in-
terface velocity with the formation of periodic crystalline
Figure 1: BCC solid-liquid interface position vs dimensionless time
for different orientation of initial seeds, ε = 0.4, n0 = −0.36, τ = 0.
lattice. At the ends of elongated sides, periodic bound-
ary conditions were defined with the isolation on the other
surfaces of the slab.
For the second time derivative, we utilize a solver with
the backward differentiation formula having accuracy up
to 5th order of magnitude. The system of equations (5) has
been solved numerically in three-dimensions using a direct
scheme of the finite element method with the Lagrange-
C2 elements utilizing the COMSOL Software [31] on two-
processor Xeon-based computer.
3. Results and discussion
3.1. Front velocities
We studied the free growth of 〈100〉, 〈110〉 and 〈111〉
faces of BCC-lattice as the planar front observed in all
our simulations. The average dimensionless velocity V of
the faces was obtained from their positions in time. Its
value was defined as V = Vf/V0 with the front velocity
Vf = (Z
r − Zr0)/(t′ − t′0) [m/s]. The velocity scale V0 was
obtained from the scales of front position Zr [m] and time
t′ [s] as [14, 29]:
V0 = λk
5
mMρ, λ =
kBTΓ
ρ∗0k4m
, (6)
where T is the temperature, kB is the Boltzmann constant,
km is the position of the first maximum of correlation func-
tional C(k) in the reciprocal space, ρ∗0 is the one-particle
number density of the reference liquid state, Mρ is the mo-
bility, Γ is the model coefficient. As the result, the slope
of the curve ”front position – time” defines the value of
the dimensionless velocity V .
Figure 1 clearly shows that the slope of all of three
faces becomes constant, proving that the steady state in-
terface motion is very quick reachable for the constant
velocity, V = const. For given parameters (see Fig. 1)
we obtained the following values for averaged velocities:
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Figure 2: BCC front velocities V as a function of
driving force ε for different crystallographic faces. Repre-
sented lines and points correspond to initial densities n0 =
−0.107,−0.108,−0.19,−0.26,−0.31,−0.36 for ε = 0.05÷ 0.5 respec-
tively. Solid triangles correspond to the propagation of 〈110〉-front
for τ = 0.1 and τ = 0.5. The additional group of triangles 5 from
top to bottom corresponds to the different τ = 0.05, 0.1, 0.2, 0.3, 0.5
for ε = 0.5 and n0 = −0.38.
V〈100〉 = 0.519, V〈111〉 = 0.4623, V〈110〉 = 0.4027 with the
appeared anisotropies V〈100〉/V〈110〉 ≈ 1.29 that is qualita-
tively agrees with the results of work [14]. By contrast,
Gra´na´sy et al. [9, 13] showed the decreasing velocity in
time confirming the diffusion-controlled regime of solidifi-
cation with the existence of different sequence of growth
velocities obtained as V〈111〉 > V〈100〉 > V〈110〉. To resolve
this contradiction between the data of velocity sequences
we shall use the rule that the most quick growth occurs
for the faces with the lower reticular atomic density. One
can find this sequence of velocities in BCC structures in
Section 3.2.
The non-linear dependence of V (ε) presented in Fig. 2
demonstrates effect of relaxation time on the velocity of
different crystallographic faces in BCC-lattice. The se-
quence of growth speeds preserves for all initial param-
eters. The form of the curves is the same as it follows
from the general tanh-solution of PFC-amplitude equa-
tions [32, 33]. With the increase of driving force the ve-
locity tends to its asymptotic limit given by V → Vφ with
Vφ ∼ 1/
√
τ . From Fig. 2 follows that the main difference
in the predictions of the parabolic PFC-model (τ = 0) and
the hyperbolic PFC-model (τ > 0) consists in the decreas-
ing of the front velocity with the increasing τ . This occurs
due to additional degree of freedom, i.e. the atomic flux
as independent variable in the hyperbolic model, which
need to additionally relax in comparison with the parabolic
model.
Obtained anisotropies and thus difference in velocities
for low initial density n0 shown in Fig. 1 begin to de-
crease as the initial density n0 rises. Increasing of n0
Figure 3: Snapshots of propagating fronts (for different τ) showing
the relaxation of defect-structures selected on rapid front along the
〈110〉 at t = 100 at high driving forces ε = 0.5, n0 = −0.38.
makes anisotropy smaller [≈ 1, see point ε = 0.4, for
n0 = −0.31 of Fig. 2, where V〈100〉 = 1.4204, V〈111〉 = 1.42,
V〈110〉 = 1.41] due to effective increasing of the gradient of
chemical potential.
3.2. Reticular density
The growth morphology and movement of crystal lat-
tice faces are determined by the lattice type. According to
the Bravais empirical law the order of preferable growth
directions for faces depends on the reticular density [34]:
the faster growth exists for the faces with the lower reticu-
lar densits of the specific face. The reticular density ρ〈hkl〉
is defined as the number of atoms (or its fraction) per unit
area on a plane [35].
Let us summarize the results for reticular density of
two dimensional triangle structure and three dimensional
face centered cubic (FCC) and BCC lattices using the ge-
ometrical approach. For the equilibrium lattice parameter
a the correspondent densities would be (from lowest to
highest value of the density)
1) Triangle: ρ〈10〉 =
1
3
√
3a
; ρ〈11〉 =
1
2a
;
2) for FCC: ρ〈110〉 =
√
2
a2
; ρ〈100〉 =
2
a2
; ρ〈111〉 =
4√
3a2
;
3) for BCC: ρ〈100〉 =
1
a2
; ρ〈111〉 =
19
√
3
27a2
; ρ〈110〉 =
√
2
a2
.
Therefore, according to the Bravais law, the BCC struc-
ture should exhibit the following sequence for the growth
velocity V〈100〉 > V〈111〉 > V〈110〉 that agrees well with the
calculations of the present work (see results of Fig. 1).
3.3. Formation of disordered crystals
Originating of disordered crystal structures is a special
task of experimental and theoretical works (see Ref. [36]
and references therein). In the present study, large values
of ε and τ could lead to the formation of a disordered struc-
ture due to capturing of atomic disorder from the liquid,
3
see Fig. 3. With this process the specific face decelerates
and becomes wider. This defect structure was also pre-
viously observed, in two-dimensional case of solidification
from an supercooled liquid [37, 38]. This effect is explained
as a consequence of the mismatch between the selected
lattice parameter and the equilibrium lattice spacing. The
mismatch increases with increasing of driving force and
in case of present hyperbolic PFC-equation, with the in-
creasing of the relaxation time τ . The marginal stability
analysis could explain these defects (dislocations), emerg-
ing presumably due to the stress arising from the non-
equilibrium lattice constant selected at the rapidly growth
crystal face [32, 39]. Therefore, the further analysis of the
formation of the disordered lattices is needed.
4. Conclusions
The hyperbolic (modified) PFC-model which takes into
account relaxation of the phase field and relaxation of the
flux of atomic density has been used in numerical study
of rapidly growing 〈100〉, 〈110〉 and 〈111〉 faces in body
centered cubic crystal lattice (BCC lattice). In particular,
an influence of the local relaxation time and the effect of
atomic reticular density of different crystal faces on the
interface velocity has been studied.
The PFC-modeling shows that the BCC lattice exhibits
the following sequence for the growth velocity V〈100〉 >
V〈111〉 > V〈110〉 that agrees well with the experimental Bra-
vais law accordingly which the faster growth exists for the
faces with the lower reticular densities of the specific face.
Formation of the disordered structure due to the lack of
time for the local relaxation of structure has been obtained
in modeling of different faces at the growth under high
driving forces and relaxation times.
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