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ABSTRACT 
This work is motivated by the current trends in future broadband communication networks. On the 
one hand, the latest developments and experimentation with the Asynchronous Transfer mode (ATM) 
technology shows that that ATM is going to be the future transport mechanism in many private and 
public networks. This is driven by the need to efficiently support a large population of 
widebandlbroadband users with different data traffic characteristics and certain Quality of Service 
(QoS) guarantees. On the other hand, the interest in satellites and their role in the future broadband 
multimedia communications systems, has grown considerably since they can very quickly and 
economically extend the boundaries of the terrestrial mobile and fixed networks coverage. On-board 
satellite signal regeneration and' ATM-like' switching is part of the latest experimental developments 
by many payload manufacturers. 
In this thesis, the focus is on the Grade of Service (GoS) and QoS provisioning in future broadband 
satellite multimedia systems by introducing new means for their performance evaluation. The 
investigation includes modelling techniques for both Geostationary (GEO) and non-GEO systems. An 
extensive set of representative results derived analytically and by simulation are presented assuming 
different mixed traffic scenarios. A new methodology for the Available Bit Rate (ABR) service class 
capacity estimation and the CAC strategy that needs to be adopted in S-ATM systems is developed. 
Moreover, the performance evaluation of bandwidth reservation techniques for non-GEO satellite 
constellations is investigated and new rules for maintaining specified GoS performance are proposed. 
This work contributes towards the definition of a satellite network infrastructure that best satisfies the 
requirements of an integrated solution with Broadband-Integrated Services Digital Network (B-
ISON). 
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1. Introduction 
1.1 Background 
In the last few years, great effort has been made to identify the fixed network requirements to support 
user services that combine different types of signals such as text, graphics, audio and video. These 
types of services, widely known as multimedia, consist of at least two different Service Components 
(SC) which are gathered using some association rules [1]. Each SC is responsible for providing the 
communication capabilities of a single information type. A multimedia call is treated as a group of 
SCs that might involve multiple parties and network connections. Therefore, it requires great 
flexibility in handling the network resources and advanced traffic control. 
One of the latest and very attractive research areas that needs to be exploited further, is the provision 
of multimedia services to wireless/mobile users. Extensive research activities are underway to 
evaluate the market and technical requirements and finally to develop the future broadband wireless 
multimedia telecommunication networks. 
ITU and ETS! have already made some progress towards the third generation mobile communication 
systems such as the Universal Mobile Telecommunication System (UMTS)lIntemationai Mobile 
Telecommunications-2000 (IMT-2000) (earlier known as Future Public Land Mobile 
Telecommunication System or FPLMTS) and the Mobile Broadband System (MBS). Different 
parameters have been taken into account for each approach, according to the particular system 
objectives. On the one hand UMTS aims to support wideband services up to 2Mbps in different 
environments and IMT-2000 [2] introduces the need for supporting mobile telecommunications 
"anywhere any time". Multi-mode mobile terminals operating in more than one radio environment are 
foreseen in both UMTS and IMT-2000. On the other hand MBS targets towards mobile services 
requiring data rates far in excess of that offered by UMTS and IMT-2000, in environments with high 
traffic density but with limited mobility. 
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Satellites have not been excluded in any of the future multimedia communications systems since they 
can offer bandwidth on demand, allow higher flexibility concerning topology, reconfiguration and 
network expansion. They also offer broadcast, point-ta-multipoint and multipoint-ta-multipoint 
capabilities. Therefore, their role is essential in rural and remote local loops where the terrestrial 
infrastructure is poor and cannot be deployed economically. 
All of the future multimedia networks rely on a fast and reliable backbone network that can be seen as 
the common platform to interworklintegrate with. A TM is considered to be amongst the best 
candidates to fulfill that role. Proposals already presented in the literature and under study by the 
standardisation bodies (ITU, ATM Forum), identify the structure of the future wireless ATM based 
networks and introduce the concept of Intelligent Network (IN) to solve the problems of service 
mobility. 
1.2 Motivation for this study 
The placement of a fully functional ATM switch in the sky is a great challenge. However, this 
implementation is impractical due to the space segment hardware and power limitations. In a satellite-
ATM network most of the supported ATM traffic classes (CBR, rt-VBR, nrt-VBR) operate on a fixed 
bandwidth allocation basis at the MAC layer. The resources are allocated during the connection 
establishment phase and remain the same for the call duration. The ABR service class has been 
defined in such a way that the source adapts to the network conditions and it requires a dynamic rate 
adaptation. Therefore, the selection of the control functionalities and the related protocols, in addition 
to their distribution between the ground and the space segment, is one of the key system design 
parameters that needs to examined. 
Moreover, a large number of recent studies suggests that modelling network traffic arrivals as Poisson 
processes, results in underestimating the burstiness of the packet arrivals and the required buffer size. 
As a result, the support of a mixture of service classes with different GoS/QoS performance 
characteristics in a S-A TM system including self-similar traffic, is covered in this thesis. This 
investigation mainly discusses the performance issues that are related with the protocol stack areas 
shown in yellow color in Figure 1-1 and the communication interfaces SA, S8 and Sc. 
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Figure 1-1: S-ATM protocol reference model 
This study focu es mainly on a GEO satellite constellation, since it seems to be the preferable sy tern 
architecture for the early Ka-band developments. However, when non-GEO satellites are deployed to 
provide higher elevation angles and shorter propagation path delays, additional parameters need to be 
taken into account for the radio control part of the network. After the call establishment phase, a 
ervice interruption due to unsuccessful inter spot-beam or inter-satellite hand off could always 
happen. Therefore, adaptive methods for regulating the GoS performance requirements of multi rate, 
multi-class services need to be examined and their performance evaluated. 
Network operator can benefit from the direct satellite to user broadband access since they can 
dynamically assign resources according to the traffic demands. Bandwidth on demand can be 
achieved easier over radio than wired networks by aggregating more than one radio channels to a 
particular subscriber. In addition, satellite networks can be deployed rapidly, be easily expanded and 
can be distance insensitive. In most future broadband network an end user should be considered not 
only as fixed terminal equipment but a an account where different kinds of equipment either fixed or 
mobile/transportable, could be used. One of the radio access methods that attracted a lot of attention 
in the last few years within the framework of the European Union (EU) ACTS (Advanced 
Communications Technologie and Services) [3] is the use of satellite with on-board signal 
regeneration and fast packet switching. In an ideal satellite network, users would not see any 
difference between the QoS offered by the terrestrial and the satellite networks. However, several 
implications exist in the design of the future broadband satellite network in providing high quality, 
multimedia ervices in an efficient and dynamic way. 
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1.3 Objectives 
The following points are considered as the main objectives of this thesis. 
Satellite and B-ISDN integration 
• To investigate the most promising communication platform for the future broadband satellite 
communications systems and the level of integration with the fIxed B-ISDN and other terrestrial 
networks 
• To investigate the required resource management functionalities and their placement between the 
ground and the space segment 
• To propose a S-ATM system model that could be used in the future high data rate multimedia 
satellite telecommunication networks 
Admission Control and Wireless GoS/QoS Provisioning 
• Evaluate the performance of the future S-ATM broadband networks and develop new means for 
network dimensioning that take into account multimedia traffic characteristics 
• Investigate the admission control policy and algorithms for wireless GoS/QoS provisioning that 
need to be adopted in future broadband multimedia satellite networks 
1.4 Main achievements 
The main achievements that are reported in this thesis are: 
• Contribution towards the definition of a satellite-A TM network and protocol architecture that 
provides remote access to broadband multimedia services. The main conclusions of this work have 
been summarised and submitted to ETSI as a contribution towards the ETSI study on 
"Standardization Objectives for Broadband Satellite Multimedia" 
• Definition of the functional block diagram of the resource management functions of a GEO 
satellite network and their distribution between the space and the ground segment, assuming a 
regenerative payload, multi-spot beam antennas and on-board ATM 'like' switching/queuing 
capabilities 
• Satellite-ATM network dimensioning for multi-rate multimedia calls with different GoS/QoS 
requirements under different mix traffic scenarios (e.g. voice, video, data) 
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• Self-similar traffic source modeling and queuing performance evaluation 
• Development of a new methodology for the ABR capacity estimation and the CAC strategy that 
needs to be adopted in S-A TM systems. Results under various mix traffic scenarios are presented 
using both analytical and simulation techniques 
• Performance evaluation of bandwidth reservation techniques for non-GEO satellite constellations. 
New rules for maintaining specified GoS performance are investigated 
• A new approach for creating service classes according to the user defined performance criteria has 
been developed and its performance has been evaluated both analytically and by simulation means 
1.5 Organisation of the thesis 
The organisation of this thesis is shown in Figure 1-2. In Chapter 2, a quick overview of the past and 
the on-going research activities leading towards the new multimedia era in satellite communications is 
given. The important network aspects that make a broadband satellite network so different from other 
existing or planned for the future mobile terrestrial networks are considered and influenced the 
adopted baseline network model in Chapter 3. Assuming that the future ATM technology will be used 
in fixed, transportable and in some cases even in mobile broadband terminals, two different scenarios 
for the satellite network integration with B-ISDN are presented. In the first case, the satellite network 
uses existing technology and utilises the European Space Agency On-Board Processor (ESA OBP) 
[4]. Although not very efficient in supporting A TM, this approach could be used in systems that are to 
be launched in the near future. The second scenario looks more into systems that are planned to be 
launched in 5 to 10 years time and extend the A TM functionalities into the space segment. The use of 
the Intelligent Network (IN) concept is a promising option to solve the mobility related problems in 
both scenarios. Therefore, both the involved protocols and the communication interfaces are briefly 
described. 
Chapter 4 deals with the queuing performance and buffer dimensioning of a S-ATM network model 
assuming that the traffic arrivals at the edges of this network are self-similar processes. The S-ATM 
models consists of a variable number of shaped traffic sources (i.e. MAC buffers) followed by an 
ATM multiplexer. Fractional Gaussian Noise samples are used at the input of the traffic shapers. 
Exhaustive simulation runs were perfonned to record the MAC buffer occupancy and derive the 
correction coefficients of an existing formulae for lower bound analysis. In addition, the traffic 
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characteristics at the input of the A TM multiplexer are investigated and the results for the A TM 
buffer overflow probability are presented. 
Chapter 1 Chapter 2 
Introduction ----+ Trends in Future Multimedia 
Satellite Communication Systems 
I j 
Chapter 3 Chapter 4 ~ Broadband Satellite Network Queuing Perfonnance in S-ATM 
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• i 
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Conclusions and Future Wort< 
Figure J-2:Thesis organisation 
In Chapter 5, the ABR capacity estimation in a S-A TM system and the Connection Admission 
Control (CAC) strategy that needs to be adopted is investigated. By taking into account the resource 
utilisation statistics of traffic models that handle the high priority traffic flows (i.e CBR rt-VBR and 
nrt-VBR), a new methodology for a two stage adaptive CAC is developed. Simulation and/or 
analytical methods can be used for the performance evaluation of the ABR service in a S-A TM 
environment. In addition, the A TM buffer dimensioning rules for all the supported services are 
investigated and simulation results that demonstrate the resource availability for the ABR service are 
provided under four different mixed traffic scenarios. 
In Chapter 6 an investigation of the GoS performance of multi-rate, multi-class services is conducted. 
A new technique for radio resource management, applicable to dynamic satellite constellations for 
multimedia applications, is proposed. It uses an adaptive bandwidth reservation policy to map the 
application specific requirements for accepting and maintaining a call. A new service classification 
scheme for the future wireless multimedia systems is also proposed. The performance evaluation of 
the new algorithm using both analytical and simulation results for different traffic scenarios and 
constellation parameters are presented. 
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Chapter 7 includes a summary of the work presented in this thesis along with the main conclusions 
and potential future research directions. Finally, in Chapter 8 a list of the related journal and 
conference publications is presented. 
-31-
Chapter 2: Trends In Future Multimedia Satellite CommunicJJtion Systems 
2. Trends In Future Multill\edia 
Satellite COllllllunication Systellls 
2.1 Introduction 
The market potential of mobile/portable multimedia systems with a year 2002-2010 time scale has 
attracted large investments and clearly triggered the development of the second generation LEO and 
regional GEO satellite communication systems. Within the European Telecommunications Standards 
Institute (ETSI), the EU ACTS (Advanced Communications Technologies and Services) [5] and other 
research programs a lot of work has been completed on UMTS but not so much on the satellite 
segment. Three main scenarios are foreseen for the satellite network infrastructure. The first one is 
based on a post UMTS scenario, the second one is based on the future modifications and extensions 
of the IP standards and the third one is based on the wireless extensions of B-ISDN (i.e. MBS or W-
ATM Forum's specifications). The satellite specific research projects including the ESA activities 
that have been initiated within Europe since 1995 move around two main poles of attraction: the 
UMTSIIMT-2000 and the MBS system concepts. In the following sections a brief overview of the 
architectural design for the three different approaches is given but the main attention in this work is 
paid to the MBS architecture design characteristics and protocols. 
2.2 EU initiatives on satellite multimedia systems 
Early work that has been conducted within the framework of the EU RACE n SAINT project focused 
on the Satellite-UMTS component and the employment of GEO, as well as non-GEO satellite 
constellations. SAINT started in paralJeJ to the commercial system designs such as IRIDIUM, 
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GLOBALSTAR, leO and other S-PCNs proposals. According to [6] the unified concept of UMTS it 
can be viewed under two main drivers: the Generic Radio Access Network (GRAN) and the UMTS 
generic core network. 
Within the EU ACTS programs this work was extended towards the design and implementation of 
hardware testbeds that could demonstrate the technological achievements and prove the feasibility of 
a S-UMTS system design. SINUS (Satellite Integration into Networks for UMTS Services) focuses on 
the satellite air interface. TOMAS (Inter-Trial Testbed of Mobile Applications for Satellite 
Communications) provides the trial UMTS platform for the integration and testing of the satellite S-
UMTS components from other projects, and later on SUMO uses the developments from both SINUS 
and TOMAS in order to validate the URAN approach. Moreover ASPeCT (Advanced Security for 
Personal Communications Technologies) addresses the security features of the new services. 
In parallel to the S-UMTS activities in which the data rates for the satellite segment were limited to 64 
kbps some broadband satellite commercial systems appear worldwide. Systems such as WEST, 
EUROSKYW A Y and TELEDESIC go beyond the S-UMTS data rates but with limited terminal 
mobility. These proposals triggered the interest in new system designs within the framework of ED 
ACTS and other UK broadband satellite research projects. For example, SECOMSIJABATE [7] and 
its extensions ASSET2 and ACeORD3 concentrate on the connection and mobility management 
aspects of the future broadband satellite multimedia networks. They are influenced by both the UMTS 
and MBS system concepts and are directly linked to the commercial system EUROKSYWAY. 
WISDOM4 [8], GIPSE [9) and SWAID [10) move more towards the MBS system characteristics and 
a fully A TM end-to-end network solution. The commercial driver behind these projects is WEST. 
In addition to the ED ACTS two main COST actions (252 and 253) were initiated at the beginning of 
1997 which investigate the multimedia service support over dynamic satellite networks. COST-252 
[11] aims at mobile and portable systems in the access network and does not conflict with core 
network aspects that would be covered in COST 253 activity. Thus, as far as systems are concerned 
COST-252 deals with the satellite parts for third generation mobile UMTSIIMT-2000 as well as the 
portable aspects of the MBS systems. Inputs from other COST programs such as COST-227, 231, 
244, 248 in addition to the results from Research on Advanced Communications in Europe (RACE) 
1 Satellite EHF Communications for Mobile Multimedia Services 
2 ACTS Satellite Switching End-ta-end Trials 
3 ACTS Broadband Communication Joint Trials and Demonstration 
4 Wideband Satellite Demonstration Of Multimedia 
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and the related ACTS projects are considered in COST-252. The COST-252 Working Group 2 
concentrates on network aspects [12] and the produced outputs are expected to contribute to a final 
system specification and to the standardisation of the network procedures. 
In [13, 14] a feasibility study of the applicability of the Packet Reservation Multiple Access (PRMA) 
protocol for LEO satellite systems is performed for both voice and data traffic. A mobility 
management scheme suitable for S-PCNs is described in [15] for both LEO and MEO networks. In 
[16], the Inter Satellite Link (ISL) routing and the performance of MAC techniques for ATM over 
non-GEO satellites are given. A general new routing concept, called "Discrete-Time Dynamic Virtual 
Topology Routing" (DT-DVTR) has been developed [17] to efficiently cope with the periodic 
topology changes of the ISL sub-network in LEO networks. A view of how the concept of the "virtual 
connection tree" and the "neighboring mobile access region" can be used in future mobile satellite 
networks was presented in [18]. Since the satellite movement can be predicted, a new approach was 
proposed to balance the system's call blocking probability with the call dropping probability due to 
unsuccessful handoffs for different types of services. Finally, an investigation of a hybrid-modular 
MAC protocol for LEO satellites is given in [19]. Both real time and non-real time traffic is 
considered covering different A TM service classes. This modular approach utilises both random 
access and reservation based multiple access techniques so that all traffic classes can be supported 
efficiently. 
2.3 UMTS protocol architecture 
The basis of the UMTS protocol stack was defined according to the MONET design methodology 
[20] using the functional and the network architecture design models. The functional architecture 
defines network entities at the application layer and the network architecture defines the Physical 
Entities (PEs) and the Physical Interfaces (Pis). Network entities (comprising of several functional 
entities) represent the control functionality of a node and are defined in the functional architecture. In 
order to allow communication between any pair of functional entities that reside in different network 
entities, the functional interface concept is introduced. Functional interfaces are implemented using 
the OSI application layer protocols. The PEs represent the interconnection capabilities of a node (i.e. 
the lower three layers of the OSI reference model) and are defined in the network architecture. The 
physical entities communicate with each other using physical interfaces. The UMTS signalling 
protocol framework is an intermediate stage where the functionality of each protocol is first decided. 
Then all the different application layer signalling protocols are enumerated and it is decided between 
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which entities each protocol will be used. The UMTS signalling network can be seen a a collection 
of at least two different OSI-type networks. One network type is the SS7 (signalling ystem No.7) and 
the other is the UMTS access network. UMTS is considered to be the system that can provide full 
coverage to mobile users and can roam into several environments with different traffic characteristics. 
Thus, a number of different type of access networks can be implemented and interconnected to a 
generic core network architecture based on SS7. The interconnection between the core and any other 
access network will be done only by using application layer functionality in the UNI/NNI boundary 
entities [21). Therefore, lower layer communication is only allowed between nodes within the ame 
access network or within the core network. 
Higher Layer 
Communication 
Protocols 
Lower Layer 
Communication 
Protocols 
Network 
Entity 
A 
FI 
Network 
Entity 
B 
Figure 2-J: Functional and physical interface interconnection capabilities 
During the de ign of UMTS orne pecific aspect were taken into account such as: 
• The separation of access signalling and network signalling 
• The reuse of Broadband Application Part (BAP) a the protocol for providing the call and 
connection control for UMTS 
• Mobility Control is assumed to be provided by Intelligent Network (IN). Intelligent Network 
Application Part (INAP) is u ed as a potential application entity for mobility related functions 
• Restrictions for using the same protocols in different environments 
• Integration of infrastructure between UMTS and B-ISDN. Sy tern infra tructure integration [22] i 
achieved when both systems have common entitie and interface. UMTS and B-ISDN will u e the 
same local exchanges and the same SS7 network. 
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2.4 Satellite network based on Internet Protocol (S-IP) 
The adoption of IP routing for the satellite segment provides some true challenges [23] in an end-to-
end true packet network. Some of the advantages are listed below: 
• IP routing can be very attractive in LEO meshed networks that adapt badly to circuit switching 
• Support of widely accepted standards that include multicasting and simplified interworking with 
many ground IP based networks 
• Adoption of the new Internet standards such as IP version 6, RSVP (ReSerVation setup Protocol) 
and Mobile IP 
• S-IP has no external protocol performance issues to worry about (such as IP over ATM) 
This is a promising research area for the future however most of the commercial systems have 
adopted different approaches. Some of them e.g. WEST [24], and EUROSKYW AY [25] incorporate 
A TM variants for the satellite switch and Teledesic [26] propose fast packet switching using 
proprietary connectionless adaptive routing protocols. 
2.5 MBS system concept 
MBS is a 3rd generation system whose concept is compatible with the UMTS development but with 
much higher bit rates. In contrast to the UMTS approach where the transmission at the air interface is 
optimised for particular services, MBS is a wireless A TM network [27] which offers a highly 
integrated network with B-ISDN. 
2.5.1 B-ISDN protocol stack 
B-ISDN is expected to offer multimedia services to the end user that involve the transmission of 
voice, data, video, images or a combination of them. A TM has been standardised by the ITU-T as the 
common data transport technology for B-ISDN. Using the ATM scheme, different applications are 
broken up into fixed size cells (i.e. 53 octets) and are carried from source to the destination(s) through 
a number of different network nodes. The network does not distinguish voice, video or data services. 
Instead, it utilizes common hardware that process all cells in a very fast way. A TM switching is 
performed according to the information placed within each cell header. 
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Figure 2-2:B-/SDN protocol stack [28J 
Figure 2-2 shows the B-ISDN protocol stack for the control and the user plane onlys. ATM [29,30] 
was designed for transmission over channels with very good error characteristics. For that reason, the 
protocols used in fixed B-ISDN networks were simplified having less overhead and better throughput. 
2.5.2 Functions of the standard ATM layer 
The main functions of the standard A 1M layer are: Cell multiplexing, switching and QoS 
provisioning. One of the main objectives of the wireless-A TM and MBS type of systems is to 
maintain this functionality very similar to the standard A TM layer with minor modifications. For the 
quality of service provisioning that is one of the main functions of the standard A TM layer the 
following topics are highlighted within the A 1M Forum recommendations. 
5 There is also the management plane which is not shown 
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2.5.2.1 Requested QoS 
The requested QoS classes (related to VCCs) are indicated to the network at the call1connection 
establishment phase. A QoS class is associated with a given connection within a call and does not 
change for the duration of the connection. Re-negotiation of the QoS class may require the 
establishment of a new connection. The QoS related to VPCs is the same as VCCs with the note that a 
VPC will carry VC links of various QoS classes. The QoS of the VPC is required to meet the most 
demanding QoS of the links carried. The QoS related to Cell Loss Priority (CLP) is used for services 
that require a certain QoS for one part of the cell flow and a lower QoS for the remainder. 
2.5.2.2 Generic Flow Control (GFC) at the UNI 
This is a mechanism to control the flow of traffic from A TM connections of various QoS classes. Two 
sets of procedures at the GFC field exist. The ''uncontrolled transmission" procedures that can be used 
across the interface at the S-B and T-B reference points [31] are not for use in shared medium 
configurations. The "controlled transmission" set of procedures can be used across internal customer 
premises network interfaces and across the interface at the S-B reference point. GFC has not been part 
of the A TM Forum standards yet and its use has currently been abandoned. 
2.5.2.3 General characteristics of VCCS NPCs 
A user of a VCCNPC is provided with a specified QoS parameter such as cell loss ratio and cell 
delay variation on a switched, semi-permanent or permanent basis. Cell sequence integrity is 
preserved within a VCCNPC. The traffic parameter negotiation and usage monitoring is applied on a 
VCCNPC basis. At UN! or NNI interface two directions of transmission exist. When a VPI/VCI 
value is assigned for a VCNP link at an interface the same value is assigned for both directions of 
transmission. The bandwidth in both directions may be the same (symmetric) or may be different 
(asymmetric). 
2.5.2.4 VCCNPC establishment 
The establishment of a VCC can be performed with one of the following methods: 
1. Without using signalling e.g. by subscription (semi-permanent) connections. 
2. Using meta-signalling procedures [CCm 1.311] to establish/release a VCC used for signalling. 
3. User-ta-network signalling procedures (e.g. using a signalling VCC to establish/release a VCC 
used in end-to-end communications). 
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4. User-to-user signalling procedures (e.g. using a signalling vee to establish/release a vec within 
a pre-established VPC between two UNIs). 
The value assigned to a VCI at a UN! using the methods listed above, could be assigned by one of the 
following: 1) the network 2) the user 3) negotiation between the user and the network 
4) standardisation 
A VPC may be established/released between two VPC endpoints by one of the following methods: 
1. Without using signalling procedures: in this case a VPC is established/released on a subscription 
basis. 
2. Establishment/release on demand: a) customer controlled VPC establishment/release where VP 
configuration may be performed by the user signalling or network management procedures b) 
network controlled VPC establishment/release may be performed by network signalling 
procedures. 
2.5.3 The ATM call estoblishment phase 
A TM is a connection oriented transfer mechanism. In any fixed or wireless-A TM system the A TM 
connection establishment phase needs to be respected. The calling party initiates a call establishment 
by transferring a SETUP message on the signalling virtual channel and starts timer T303 (see 
Appendix A for all the signalling timers). Then it goes to the Call Initiated state where, if there is no 
response to the first SETUP message, a second one might be sent and T303 is reset. After the second 
expiration of the T303 timer the user will clear the call. The VPCWCI selection is not included in the 
SETUP message. These values are set by the network and are returned in the CALL-PROCEEDING 
message. The VPCI is used instead of the VPI since VP cross-connects may be used in the access and 
multiple interfaces could be controlled by the signaling channel. VPCI have significance only with 
regard to a given signaling virtual channel. The user indicates the requested QoS class and the QoS 
information element, as well as the A TM traffic descriptor in the A TM traffic descriptor infonnation 
element. If the network is able to provide the requested A TM traffic descriptor and QoS class, then 
the network shall progress the call. If the network is not able to provide the requested QoS class or the 
requested A TM traffic descriptor or none of them then it will send a RELEASE COMPLETE message 
with the cause indicator. Upon receiving the SETUP message the network may send the CALL 
PROCEEDING message if the call is to be accepted and will enter the Outgoing Call Proceeding 
state. 
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Figure 2-3: ATM signalling message flows for point -to-point fixed B-/SDN users 
When the user receive the CALL PROCEEDING message it cancels the T303 timer, tarts the T310 
and enters the Outgoing call Proceeding state. An A TM endpoint indicates acceptance of an incoming 
call by sending a CONNECT message to the network_ Upon sending the CONNECT message, the 
user start timer T313 and enters the Connect Reque t state_ After the reception of the CONNECT 
ACK mes age by the network the user has been awarded the call (the CONNECT ACK may al 0 be 
sent by the calling user to the network to allow symmetric call control operation)_ 
2.5.4 ATM layer services 
The ATM layer provides for the transparent tran fer of fixed size ATM layer SDUs between 
communicating upper layer entities_ This transfer occur in a pre-e tablished ATM connection 
according to a traffic contract. A traffic contract consi ts of a QoS class, a vector of traffic 
parameters, a conformance definition and other items. No retransmi sion of lost or corrupted 
information is performed by this layer_ The information exchange between the ATM layer and the 
upper layer across the A TM-SAP includes the following primitives: 
• ATM-SDU: 48 byte of ATM layer user data to be transferred by the ATM layer between peer 
communicating upper layer entities 
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• Submitted loss priority: high or low 
• Received loss priority 
• Congestion indication 
• SOU-type: is only used by the ATM layer user to differentiate two types of ATM-SDUs associated 
with an A TM connection. 
2.5.5 Wireless-ATM system considerations 
Early proposals for the future wireless B-ISDN services [32] [33], [34] try to keep the same platform 
in the wireless protocol architecture as is for the fixed networks and add the necessary functionality to 
provide mobility and support the wireless link characteristics. A modified B-ISDN protocol reference 
model (see Figure 2-4) for future wireless networks uses a packet transfer layer instead of the standard 
A TM layer and on top of it the wireless adaptation layer. 
MlID8geIDeDt Plane 
Control Plane 
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Figure 2-4: Modified B-/SDN wireless 
protocol reference model 
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SONEr I L TAXI IL UTP-3 WIRaLIiSS • 
PYlica'Layer 
Figure 2-5: Wireless ATM protocol 
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The wireless AAL layer [33], depends on the service and the radio access technique. In this layer, 
several different protocols might be fitted, each one related to a particular service and radio access 
scheme (i.e. TDMA, COMA, PRMA etc.). As in the standard AAL layer, the wireless AAL converts 
the SOUs from the higher layer into packets that can be different in length from the standard ATM 
cell. The length of the packets that are sent to the underlying wireless packet transfer layer (similar to 
the A TM layer), can be optimised according to the specific radio access technique needs. 
The physical layer is responsible for the transmission bit rates, modulation, logical to physical 
channel mapping and channel coding. In addition, the physical layer is responsible for signal strength 
measurements, RF channel selection and power control. The advantage of this protocol reference 
model is that it requires less interworking functionality with the fixed B-ISON than those that use the 
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OSI reference model. However. this approach requires modifications at both A TM and AAL protocol 
layers. 
In another proposal [34J. a hierarchical ATM switching network is used for interconnection of PCN 
micro-cells. Each one of them is serviced by high speed shared-access radio links based on ATM-
compatible cell relay principles. In this design the protocol layering is harmonised with the A TM 
protocol stack; new wireless channel specific layers are added (i.e. physical. medium access control 
and data link) below the A TM layer (see Figure 2-5). 
The data link layer is needed to provide an adequate error recovery mechanism from the wireless 
medium specific problems (i.e. high bit error rates at the physical layer) and from the delays or 
blocking at the MAC sub-layer. The ATM header could be compressed into an abbreviated network 
layer header and then a wireless medium-specific data link layer header is added. The reduced VCI 
should be acceptable for the mobile limited addressing requirements for a single wireless channel and 
can be expanded to the standard A TM form at the base station interface. 
A MAC sub-layer design approach is needed for the wireless multimedia applications to be optimised 
to each different radio link. The standard ATM network layer and control services such as call set-up. 
VCINPI addressing. cell prioritisation. and flow control indication will continue to be used for 
mobile services. Modifications to the existing signalling protocol Q.2931 [35J are needed to support 
specific mobility related functions. 
2.6 ATM over satellite 
The protocol architectures described in the previous sections are mainly proposed for terrestrial 
systems and are not necessarily applicable to satellite communications. The main advantages [36] of 
using satellites for user access to the B-ISDN services are: 
• Bandwidth on demand 
• Higher flexibility concerning topology, reconfiguration and network expansion 
• Broadcast and multi-point to multi-point capabilities 
• Very attractive in rural and remote local loops 
• Reuse of the same set of well-specified protocols for call and connection control 
• Reduction of the complexity of inter-working between the satellite and the fixed network protocols 
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However according to the A TM Forum specification UNI v3.1 (see Table 2-1), most of the A TM QoS 
parameters could be affected by the A 1M transmission over satellite links. 
Attribute CER eLR CMR MCTD CDV 
Propagation Delay X 
Media Error Statistics X X X 
Switch Architecture X X X 
Buffer Capacity X X X 
Number of Tandem Nodes X X X X X 
Trame Load X X X X 
Failures X 
Resource Allocation X X X 
CER = Cell Error Ratio. CLR = Cell Loss Ratio. CMR = Cell Misinsertion Rate. MCTD = Mean Cell 
Transfer Delay. CDV = Cell Delay Variation 
Table 2-1: Degradation alQoS parameters (UNlv3.1) 
In addition, A TM transmission over satellite links introduces the following considerations for the 
involved protocols: 
• Long Transmission delays affect the throughput of data protocols due to window size and 
acknowledgment constraints 
• In systems with very large bandwidthxdelay product the interface equipment will require very 
large buffers to hold the transmitted frames 
• The condition of the wireless links vary between good and very bad resulting in bursty errors 
• Retransmission of corrupted data could be problematic due to the alteration of the strict sequence 
data transmission and protocol time-outs, which are more likely to be exceeded 
• The A TM Header Error Correction scheme can correct single bit errors and can detect multiple bit 
errors. If more than 1 bit errors exist in an A TM header the entire cell is lost. The affected QoS 
parameter in that case is CLR, otherwise an undetected error leads to the degradation of the CMR 6 
• At the A TM layer only the header is protected so that errors in the information field are not 
detected at this layer. In some AAL protocols, an error detection mechanism exists. The ATM QoS 
parameters that describe the payload errors are the CER and the SECR7. 
6 Cell Misinsertion Rate 
7 Severely Fnored Cell Ratio 
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For all the above reasons the operation of A TM via satellite can cause serious problems to the existing 
protocols at different layers of the B-ISDN protocol stack. The introduction of an A TM Link 
Enhancement technique (ALE) developed by COMSAT [371 gives a great improvement on the ATM 
cell loss rate on a satellite link. The ALE is inserted between the switch and the satellite modem and 
incorporates a selective interleaving that does not impose any additional overheads. 
The performance of the ATM Adaptation Layer (AAL) protocol on an ATM satellite link depends on 
their error correction and detection capability. For example AAL type 1, (used for constant source bit 
rate) employs a 3 bit Cyclic Redundancy Check (CRC) and a parity check on the Segmentation And 
Re-assembly (SAR) header. Undetected errors would most probably cause a synchronisation error at 
the destination. Solution to this problem is again to interleave the first byte of the AAL type 1 payload 
[371. 
AAL type 3/4 (for variable source bit rate) uses a particularly strong 10-bit CRC at the SAR level. 
The probability of undetected errors can be greatly reduced if full byte interleaving is performed on 
the ATM cell payload that distributes the burst error into two AAL payloads. 
Finally, AAL type 5 offers services similar to the AAL type 3/4 but employs a 32 bit CRC that is a 
much stronger code for error detection. A length-check field is also present and undetected errors 
would rarely occur on a general FEC-coded satellite channel. 
2.7 Baseline system selection 
Both MBS and UMTS mobile terrestrial networks rely on a fast and reliable backbone network and 
A TM could be seen as the common platform to interworklintegrate with any other network. 
Therefore, as shown in Figure 2-6, the Satellite A TM (S-A TM) system concept was selected as a 
baseline in this thesis. 
Until recently, A TM was the only protocol that could provide broadband services with QoS 
guarantees and very fast hardware based packet switching. A broadband satellite network with on-
board signal regeneration and packet switching could efficiently utilise the advantages of A TM 
without violating its connection-oriented nature and the guaranteed QoS characteristics. In the 
satellite segment the B-ISDN protocol standards are reused with the necessary adaptations that enable 
a low level of interworking together with minimal reconfiguration of existing A TM user terminal 
software. 
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Figure 2-6: S-ATM baseline system selection and research issues 
In the last few year, the different worlds of packet communications i.e. IP and ATM have tarted to 
come closer. Therefore, no matter which one i the best transport or network protocol there remains at 
least one fundamental research issue which is common to all the future multimedia ystems: how to 
offer and maintain the desired CoS/QoS in a multi-rate, multi service class network in the most 
efficient way. The A TM approach has been selected to give some answer to this problem but it i 
strongly believed that some of the re earch is ues addres ed in the following chapter could be till 
applicable in a S-IP network. 
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3. Broadband Satellite Network 
Architecture And Protocols 
3. 1 Introduction 
The latest developments and experimentation with the Asynchronous Transfer Mode (ATM) 
technology show that ATM is going to be a candidate transport mechanism in many private and public 
multimedia networks. Therefore, the interest in satellites has grown considerably since they can very 
quickly and economically extend the boundaries of any terrestrial fixed or mobile network. Currently 
there is a huge interest for satellite communications operating at the Ka-frequency bands. 
Several different systems have been proposed and are under research and development world wide. In 
this chapter, the design issues for the satellite protocol architecture that best satisfies the integration to 
the Broadband Integrated Services Digital Network (B-ISDN) are investigated. Two main integration 
scenarios for the satellite access network protocols are presented in this chapter. The first one uses 
A TM cell encapsulation and satellite specific protocols for establishing and managing a connection, 
whereas the second one provides a highly integrated solution with the A TM protocol stack and aims 
towards the definition of a new Satellite-ATM (S-ATM) protocol layer. The ATM protocol 
extensions over the air interface and the on-board processing capabilities are different for each 
protocol platform. As a result, there are still a lot of open issues for investigation before a final 
decision can be reached. A more general satellite packet switching approach increases the system 
flexibility to accommodate any future protocol standards without being restricted by adopting an 
A TM satellite switching solution. However, the second approach provides a highly optimised protocol 
architecture especially if A TM is adopted as the transport mechanism for the future broadband 
communication systems. 
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3.2 Future broadband satellite communication systems 
A large number of commercial systems have been proposed from allover the world at the Ka 
frequency band (30/20 GHz), targeting at high data rate multimedia services mainly to fixed and 
possibly transportable user terminals. Although a great deal of experience exists in the Ku-band, the 
Ka-band appears to be the only location in the spectrum, where the required bandwidth exists. An 
example list of the existing Ka-band proposals namely SPACEWA Y, ASTROLINK [38], 
CYBERST AR [39], TELEDESIC, N-STAR [40], WEST and EUROSKYW AY is shown in Table 3-1. 
System Country ConsteDation Satellite Payload On·board Access Schemes 
Switching 
SPACEWAY USA GEO Regenerative ATM-based MF-TDMA 
ASTROLINK USA GBO Regenerative ATM-based MF-TDMA 
CYBERSTAR USA GBO&LEO Regenerative Packet Switching MF-TDMAlCDMA 
TELEDESIC USA LEO (288) Regenerative Packet Switching MF·TDMA 
CELESTRI* USA LEO(63) Regenerative ATM-based MF-TDMA 
N-STAR Japan GBO Regenerative ATM-based TDMA 
WEST Europe GEO&MEO Regenerative ATM-based MF-TDMA 
EUROSKYWAY Europe GBO Regenerative Packet Switching MF-TDMA 
SKYBRIDGE** Europe LEO(64) Transparent No CDMA 
* The proposal was recently merged with TELEDESIC 
** Ku Frequency Band 
Table 3-1: Examples o/Some Broadband Satellite Ka(Ku)-Bandproposals. 
In this chapter the networking requirements for the satellite component of the future broadband 
telecommunication network are examined and a satellite network architecture (including the relevant 
protocol reference models) that best satisfies the requirements of an integrated solution with B-ISDN 
is identified. The aim is to bring the A TM functionality closer to the user terminal, without violating 
its connection-oriented nature and to guarantee similar Quality of Service (QoS) characteristics. 
However, there is always a penalty to be paid due to the transmission overheads on the air interface 
(due to the A TM cell headers and the extra redundancy bits necessary for header error 
detection/correction). For this reason, alternative solutions for the Satellite-ATM cell structure and 
the impact on the higher layer protocols are investigated. Some level of interworking is required 
between the satellite specific and the backbone network protocols. As a result, the placement of the 
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InterWorking Unit (IWU) defines the satellite network boundaries and indicates the degree of the 
system's integration. 
3.3 Broadband satellite network architecture 
The satellite constellation is perhaps the first important parameter that affects the design of a global 
network infrastructure. Most of the proposed systems in Table 3-1, concentrate on the Geostationary 
Orbit (OEO). For example: in Europe EUROSKYW A Y by Alenia Aerospazio (Italy) and WEST 
(OEO component) by Matra Marconi Space (FrancelUK), in the United States ASTROLlNK by 
Lockheed Martin, SPACEWAY by Hughes and CYBERSTAR (OED component) by Loral Space and 
in Japan N-STAR by NIT. The non-GEO systems are: TELEDESIC that proposed to use 288 Low 
Earth Orbit satellites (LEO) and CELESTRI (LEO 63) which was recently merged with the 
TELEDESIC proposal. At the same time, there are proposals based on hybrid constellation approach 
using OEO and non-OEO components; e.g. WEST and CYBERST AR. As far as the satellite ground 
network is concerned, the number and the location of the Land Earth Stations (LES) depends on the 
constellation parameters and on the provision of InterSatellite Links (ISLs) as well as the feeder link 
bandwidth requirements. 
Another parameter that influences the selection of the satellite network architecture, is the dependency 
on the terrestrial network infrastructure. The satellite links are essential for inter-station signalling when 
there is no terrestrial infrastructure deployed. For example most GEO systems do not need ground 
station interconnection through terrestrial links, whereas non-GEO systems require only a few satellite 
links to the LESs when ISLs are used, otherwise they are highly dependent on a fast backbone network. 
In GEO systems, ISLs are considered mainly to handle the traffic between different regions of the earth 
and to bypass the terrestrial links, whereas in most non-GEO constellations ISLs are essential in order to 
reduce the number of LESs. 
3.4 Network entities and communication interfaces 
Most of the future broadband satellite systems share common characteristics on the satellite network 
architecture, the satellite processing and switChing capabilities, the satellite terminals, the supported 
protocol standards, the access scheme and the interconnection to the terrestrial networks. Therefore, 
in a typical broadband satellite system (see Figure 3-1) the following network entities are considered: 
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• User Terminals (UT): UTs might support several different protocol standard such as: ATM User 
Network Interface (ATM-UNI), Frame Relay UNI (FR-UNI) , Narrowband Integrated Services 
Digital Network (N-ISDN), Basic Rate Interface (BRI), N-ISDN Primary Rate Interfaces (PRI), 
Transmission Control Protocoll Internet Protocol (TCPIIP). They are connected to the Satellite 
Adaptation Unit (SAU) through one of the supported standard interface. 
• Satellite Adaptation Unit (SA U): This is a non-standard, specially de igned unit, respon ible for 
providing access to the satellite network. It performs all the nece ary user terminal protocol 
adaptations to the atellite protocol platform. The SAU also include all the physical layer 
functionalities such as channel coding, modulation/demodulation, the Radio Frequency (RF) part 
and the antenna ection. A set of different types of terminal with a variety of tran mission 
capabilitie is usually offered by a satellite network. Starting from minimum transmission rate of 
16 kbps they can cope with maximum transmission rates of 144 kbps, or 384 kbp for per onal 
type user terminal, or even 2,048 kbp and higher for fixed type terminals with larger antenna. 
All of the supported terminals, share the ame access scheme and protocols stacks. 
ISL 
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Figure 3-1: Satellite network architecture and connectivity with the fixed networks. 
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• Payload (PIL): Full on-board satellite signal re-generation is assumed in most of the future 
broadband satellite systems. The on-board satellite processing units perform multiplexing, 
demultiplexing, channel coding/decoding and fast packet switching using a multi-spot beam 
configuration. In some proposals on-board 'ATM-like' switching is suggested. These switching 
units are experimental or currently under development and include only part of the functionalities 
that a ground A TM switch would perform. Most of the power hungry processing operations such 
as call set-up signalling termination or Connection Admission Control (CAC) are performed on the 
ground. 
• Gateway stations (GTW): These are the Land Earth Stations (LES) that provide connectivity to the 
external networks. In GEO systems the placement and number of GTWs on the ground segment 
depend mainly on the traffic demand. A large number of gateways is expected in geographical 
areas where the traffic demand is high and these gateways are always connected with the same 
satellite(s). However, in non-GEO systems the number and placement of the gateway stations 
depends on some additional system design characteristics such as: constellation design. use (or 
not) of ISLs, and the overall end-to-end system delay budgets. For example, in a global MEO 
system with no inter-satellite links, a total number of less than 10 gateways can provide full 
connectivity to the land masses most of the time. A LEO system will require tens to hundreds of 
gateways but this number can be reduced with the use of ISLs. 
• Network Control Station (NCS): A central entity, used in a GEO satellite system (usually one per 
satellite) that provide overall control of the satellite network resources and operations. This node is 
responsible for allocating radio resources to the LESslGTWs according to a long term resource 
planning scheme. The NCS is responsible for performing call routing and call management 
functions such as location update. handoff (when applicable), authentication, registration, de-
registration, and billing. In non-GEO systems these operations are usually performed in more than 
one GTWs in a distributed manner. 
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Figure 3-2: Network entities and their ATM connection interfaces 
The different network entities that are involved in the communication path in an end-to-end ATM 
connection are shown in Figure 3-2. The interface of the UT to the SAU is a tandard ATM-UN!. The 
interface of the SAU to the atellite access network is called Sat-UNI which is distributed among t 
different atellite network entities via the interfaces S A, Sa, and Sc. 
3.4.1 Interconnection with the other public or private networks 
Most of the future propo ed broadband satellite systems support interconnection to the fixed B-ISDN, 
Frame Relay, N-ISDN and Internet, via the proper interworking units at the gateway. The level of 
interworking between the GTW and the different networks depends on the actual traffic the network 
carried. For the ATM case, the IWU functions could be minimised to the function required for the 
connection of the satellite network with the B-ISDN; the other interfaces will be developed standard 
interfaces with the fixed B-ISDN. Therefore, the signalling protocols for call and connection control 
can be reused (ba ed on the ITU-T Q.2931 standard) and the traffic and network management 
functions can share common characteristics. All A TM service classes can be supported and directly 
mapped onto the atellite air interface through the SAU. 
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Figure 3-3: Global ATM network reference configuration 
In Figure 3-3, a global SatellitelB-ISDN network reference model is presented where the IN concept 
has been selected to solve problem related to call routing, personal/terminal mobility, In GEO 
satellite networks, usually one central station (the NCS) controls the satellite resource, provides 
routing information and perform user database interrogation, Therefore, the interconnection of NCS 
to the IN-platform through Signalling System No 7 (SS7) is es ential when a centrali ed approach is 
used for the satellite network operation. In cases where more than one ground station is needed (that 
applie to both GEO and non-GEO system ), the interconnection of more than one station to the IN 
platform might be nece sary and the satellite network operations are performed in a di tributed 
manner. 
3.4.2 SS7 and IN 
Common Channel Signalling (CCS) is the technique which wa introduced to overcome the 
limitation and disadvantage of networks that use the arne logical and physical channels for the 
signalling and user data tran fer. CCS is based on the u e of a eparate high-speed network that i 
re ponsible for tran ferring and multiplexing signalling information between network elements from a 
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large number of different users. In such away, a reliable and very fast mechanism for database 
interrogation and remote access to other network nodes is provided. SS7 is the current international 
standard for the CCS employment and meets the requirements for the support of PSTN, ISDN, B-
ISON network signalling, as well as advanced IN services. 
The IN concept was introduced as the means to provide flexibility in the service provision and in the 
mobile network design, therefore can be seen as an integral part of a global B-ISDN. The rru 
approach for mobile service support (based on IN) is quite different from that of the A TM Forum that 
suggests the PNNI signalling extensions. The following entities have been identified in IN/Capability 
Set 1 (CS-l): 
• IN Physical Entities: SSP (Service Switching Points), SCP (Service Control Point), SOP (Service 
Data Point), IP (Intelligent Peripheral), SCFJSMS (Service Creation Environment/Service 
Management System), Adjunct (similar to SCP but it is used in a dedicated fashion). 
• IN Functional Entities: SSF (Service Switching Function), CCF (Call Control Function), SRF 
(Specialised Resource Function), SCF (Service Control Function) SOF (Service Data Function), 
SMF (Service Management Function). 
Inside the IN physical entities one or more IN functional entities are implemented. For example, SCP 
implements SCF, CCF and SSF is realised in the SSP and SRF is realised as part of the Intelligent 
Peripheral IP. IN CS-2 documentation has recently been completed with one major addition [41]: the 
call party handling operations. The IN interconnection interfaces presented in Figure 3-3 are based on 
ITU-T SS7 standards with the use of IN enhanced switches at the public ATM network boundaries 
and at the satellite NCS. 
3.4.3 Network node interface 
The interconnection interfaces between public and private ATM networks is the ATM Inter-network 
Interface (AINI), the Public User Network Interface (P-UNI), or the Private Network-Network 
Interface (PNNI) [42]. Another interface is used as the default interface between different public 
ATM networks namely the B-ISDN Inter-carrier Interface (B-ICI) [43} but PNNI can be used as well. 
Two different signalling protocols can be used inside the public A TM network: the public B-ISDN 
Network Node Interface (NNI) based on Broadband-ISDN User Part (B-ISUP) [44] or the ATM 
Forum's specifications for PNNI. 
PNNI includes routing in addition to the network node signalling protocol. ITU B-ISUP is just a 
signalling protocol and comes in three capabilities sets (CS-l,CS-2,CS-3). B-ISUP (in CS-2 and CS-3) 
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is being further developed to support mUlti-point virtual paths, virtual channels and multi-connection 
calls, bandwidth negotiation during set-up, re-negotiation of bandwidth of all active connections along 
with several additional capabilities, including the integration with Intelligent Network (IN). 
The Intelligent Network Application Part (INAP) [45] is the protocol that is used in IN to provide: 
Location information (retrieval and updating), Authentication, Call Routing, Handoff, Charging and 
Operation and Maintenance. The interaction between B-ISUP and INAP is required by the call 
handling procedure in order to allow the IN service logic to influence the processing of IN calls. 
Private ATM Network 
Protocols 
PNNI Signalling 
SAAL 
NNI SSCF Q.2140 
ATM 
PHYSICAL 
Public 8-ISDN Protocols 
IITP8 
SAAL 
UNI SSCF Q.2130 
ATM 
PHYSICAL 
Figure 3-4: ATM based protocol stacks (control plane) for public and private NNI. 
As shown in Figure 3-4, INAP is placed on top of Tran action Capabilities Application Part (TCAP) 
which provides functions and protocols for non circuit-related communication between nodes. TCAP 
uses the services of the connection-Ie s Signalling Connection Control Part (SCCP) and Message 
Transfer Part 3 (MTP-3) which is needed for routing signalling messages to other network nodes. B-
ISUP requires only the MTP-3 protocol layer on top of SAAL, ATM and Physical (PRY) to complete 
the public NNI protocol stack. 
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3.5 A TM protocol encapsulation 
Protocol encapsulation is a imple and easy to implement technique for passing arbitrary protocol 
information through the network entities that could not otherwise interpret specific information. In 
this scenario, the satellite protocol 
platform de igned to 
transparently support different 
user terminal tandard through a 
proprietary , atellite specific, 
interface. The atellite acce 
protocol are terminated at the 
gateway station and are thu not 
een by any external network. 
Therefore, no modification to the 
exi ting protocol tandard are 
neces ary. 
This approach appear to be very 
attractive in sy tern that need to 
accommodate everal different 
type of u er terminal with a 
variety of protocol tandard, 
when the A TM protocol i not the 
dominant tran port mechani m. 
Circuit 
switching, 
witching, 
or even 
packet 
hybrid 
solution for the on-board atellite 
proces or, can be implemented for 
networks that u e thi type of 
protocol platform. 
However, in thi approach it i 
; 
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Figure 3-5: Protocol reference model for ATM encapsulation over 
a satellite specific protocol platform. 
very difficult to offer optimum performance to any particular protocol tandard, resulting in protocol 
inefficiencie (related to the increa ed packet overhead ). The protocol architecture for the ATM 
protocol encap ulation over a non-A TM atellite protocol platform i pre ented in Figure 3-5 for both 
the u er and the control plane . 
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3.5.1 User terminal signalling and protocol termination points 
The protocol stack in the control plane is used for the translation of any type of UT signalling 
protocol messages into the satellite network signalling messages. A satellite specific network layer 
signalling protocol is required for the control of the user terminal connections over the satellite 
network segment. This protocol consists of a set of all the necessary procedures in order to initiate, 
maintain and release satellite network connections and it resides in the SAU, the NCS and GTW 
stations. It uses a connection oriented approach in order to offer the required QoS to all types of 
traffic. Each satellite connection is associated with a Satellite Connection Identifier (SCn which is 
used for routing within the satellite network boundaries. 
The A TM UNI signalling messages pass transparently through the GTW station to the first A TM 
public or private ground network switch. However, for UT to UT calls the termination point of the 
A TM UNI signalling should be performed at the GTW station, since these are connections within the 
satellite network boundaries. In such a case, only one or a very limited number of GTW s that support 
UNI signalling is needed in the overall satellite ground network architecture (a similar approach can 
be followed for any transport protocol used above the satellite specific layers). 
3.5.2 Logical link control and MAC 
The Logical Link Control (LLC) and Medium Access Control (MAC) sublayers, shown in Figure 3-5, 
are grouped together into layer 2 or Data Link Control (OLe) layer protocol functions with the 
following functionalities: 
• Multiplexing of one or more connections on a single MAC connection. 
• Sequence control in frame transmission. 
• Detection of transmission, format and operational errors on a link connection. 
• Recovery from detected errors. 
• Management entity notification of unrecoverable errors. 
• Flow control. 
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A satellite specific LLC sublayer is necessary in this protocol implementation to convey information 
between the satellite network layer entities across the air interface. In order to support a flexible 
satellite air interface with low data rate granularity (of 16 kbps or 32 kbps) and to minimise any MAC 
layer packetisation delays, small, fixed size Protocol Data Units (PDUs) of 53 bytes need to be 
provided by the network layer protocol to the underlying OLC; therefore, mapping exactly one A TM 
cell per LLC PDU seems to be the best solution (for the return up-link direction only). In such a case, 
the LLC header field can be placed next to the MAC layer header on every frame which is transmitted 
over the air interface, as shown in Figure 3-6. 
The atellite MAC layer packet consists of a coded atellite packet header, 53 bytes packet payload, 
plus the extra channel coding bit. In the packet header, the following four field are included: the 
Satellite Connection Identifier (SC!), the Radio Re ource Management (RRM) field , the Logical Link 
Control (LLC) field and the Cyclic Redundancy Checking (CRC) field. 
51 •• 111'0 Plckl' 
Hilde, 
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C R L 
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AlII C.II 
H •• d., 
ATM Cell Payload 
Satellite P acke t Pay load 
(5 3 Oc tets) 
: 
Chlnnol 
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Reed So lomon Coded Sate llite Packet 
C • SCI : Satellite Connection Identifier 
R • RRM : Radio Resource Management 
C • LLC : Log ical Link Control 
• CRC : Cyclic Redundancy Check 
Figure 3-6: MAC layer packet structure for ATM protocol encapsulation. 
In a multi-spot-beam atellite environment, the length of the SCI field that uniquely identifie an 
active connection needs to be large enough to include the maximum number of all the active 
connections that can be supported at any time by the ystem. The pre ence of the RRM field depend 
on the selection of the resource management protocol that is u ed on the satellite acces network. It 
can be used to accommodate bandwidth requests and assignments in both uplink and downlink 
directions. The LLC field can be u ed to multiplex several up-link connections coming from the same 
SAU u ing the arne SCI value. 
Finally, a CRC field is required to detect errors in the atellite packet header. Since most of the 
supported data ervices that require an error detection mechanism operate end-to-end higher layer 
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protocols such as the Service Specific Connection Oriented Protocol (SSCOP) for A TM signalling , 
or the A TM Adaptation Layer 5 (AAL5) for user data, a High Data Link control (HOLC) protocol 
that implements a selective reject (SREJ) mechanism could only be used on demand for non-A TM 
services. In general, the use of a HDLC protocol improves the radio link performance (throughput), 
when the average Bit Error Rate (BER) of the satellite link is higher than lOE-7 or lOE-6. The link 
budget dimensioning for most of the proposed broadband satellite systems is performed in order to 
operate at BER much lower than 10E-6, using powerful Forward Error Correction (FEC) coding 
schemes and interleaving. 
An example of the return up-link frame structure of a satellite system that supports A TM protocol 
encapSUlation is given in [46]. This approach is the one that has been selected within the framework 
of the European ACTS project SECOMS and is currently proposed to be used in EUROSKYWAY. 
The minimum amount of data that a terminal can transmit is a single burst of 80 bytes for the duration 
of one MUlti-Frequency Time Division Multiple Access (MF-TDMA) time slot. In SECOMS, the 
shortened Reed Solomon RS(80,64,16) code is selected in the return uplink direction to protect the 
satellite packet (53 bytes of packet payload and 11 bytes packet header) from channel errors. An 
overview of SECOMS signalling scheme and some parts of the work that we have conducted can be 
found in Appendix B of this thesis. 
Uniformly Distributed Number of Satellite MaxImum RequJred 
Satellite Switcbed Spot-Beams Number of Active Number 
Capacity (Gbps) Connections per spot-beam orSCIBiCs 
2 32 4096 12 
2 64 2048 11 
2 128 1024 10 
2 2S6 512 9 
5 32 10240 13 
5 64 5120 12 
5 128 25liO 11 
5 256 1280 10 
10 32 20480 14 
10 64 10240 13 
10 128 5120 12 
10 256 25liO 11 
Table 3-2: SCI field length assuming 16 kbps as the channel data rate granularity. 
A TM protocol encapsulation has the advantage that it requires minimum processing power at both the 
SAU and the GTW stations, but introduces an additional packet overhead on top of the 5 bytes of 
each ATM cell header. However, this packet overhead can be reduced down to a few bytes. In Table 
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3-2 the calculation of the length of the SCI field is presented. It is assumed that the total capacity of 
the satellite is uniformly distributed amongst the satellite spot-beams and that 16 kbps is the smallest 
channel available to the user. This results in an SCI length of 2 octets, including 2-3 bits for the RRM 
field. In order to accommodate higher date rate tenninals, 3 octets for the LLC field are necessary, 
resulting in a total header length of 5 octets plus 1 octet for error correction and/or detection. 
An alternative approach is the use of ATM header extraction at the SAU and its reconstruction at the 
GTW, since it is not used by the satellite network switch. Although this technique requires extra 
processing power when compared with the A TM cell encapsulation, it reduces considerably the 
satellite packet overhead 
However, such an approach will rapidly consume the available connections from the SCI and/or the 
LLC fields, or increase the MAC header length because, for each connection, information related to 
the Generic Flow Control (GFC), Payload Type (PT), and Cell Loss Priority (CLP) fields, needs to be 
inserted in the MAC header, so the receiving GTW will be able to detect the type of the received 
A TM cell and use it accordingly. 
3.6 A TM based satellite access interface 
In a highly integrated satellite and A TM network scenario the protocol stack inside the satellite 
network boundaries is very similar to the standard ATM. However, the satellite components use the 
Satellite-ATM (S-ATM) layer, which replaces the standard ATM layer, in addition to the Medium 
Access Control (MAC) and the radio physical layers. The protocol architecture for both the control 
and user planes is shown in Figure 3-7. Signalling for call control is based on the Q.2931 protocol 
standard and is tenninated at the NCS. In the case of mobile or portable tenninals future versions of 
B-ISDN signalling and IN standards can be supported in a highly integrated network environment. 
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Figure 3-7: ATM based Sat-UN! protocol stacksjor control and user planes 
3.6.1 Higher layer protocols and IP support 
Native A TM applications are supported through the proper Application Protocol Interface (API) at the 
higher layer protocols and can run on top of a AAL 1, AAL2, ALL3/4 or AAL5 protocols. The AAL 
layer uses the service of the underlying ATM layer and is responsible for handling different type of 
traffic ources such as voice, data, video or a combination of them. AAL's main function is to map the 
service requirements of a user application to the ervice provided by the A TM network layer. One 
common function of these protocols is to format the user data into ATM cell payload. Other 
functions vary with the service needs of the u er and include a transfer of timing from the source to 
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the destination, error detection and error correction TCP/IP or U er Datagram Protocol (UDP)/IP 
applications are supported over the S-A 1M protocol layer (Figure 3-7). 
User Terminal Protocol Stack 
AAL5 I Signalling AAL I AALs 
Satellite ATM (S-ATM) 
Medium Access Control (MAC) 
Physical Layer 
Figure 3-8: User Terminal Protocol Stackfor native ATM and TePIIP 
The adoption of IP over the S-A TM concept is iIIu trated in Figure 3-8 in a similar fashion to the IP 
over ATM solution proposed for the terrestrial systems. Therefore, ATM ignalling is used to 
establish an IP connection through the atellite network and after the connection is established, IP 
encapsulation i performed into AAL5 protocol data units . U eful results can be obtained from [47] 
on the performance of TCP/IP over satellite ATM networks in order to efficiently upport Internet 
traffic. 
3.6.2 Q.2931 signalling protocol timers 
ITU-T recommendation Q.2931 and ATM Forum's UNI v3 .1 pecify the value of all the timers used 
to exchange signalling messages between the user and the network side. The default values for the 
signalling protocol timers are presented in Appendix A for the network side and the u er side 
respectively. In general, the e values are large enough to include very long transmission links such as 
the GEO satellite links. However, the default value of 4 sec for the T303 timer, which is started just 
after the SETUP message transmjssion, at both the user and the network side, might affect the 
operation of the signalling protocol and a slightly higher value could be used. This value strictly 
depends on the signalling channel allocation mechanism to the UT and SAU. It should also be noted 
that only one re-transmission is allowed for the SETUP message. 
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3.6.3 SAAL protocol considerations 
SAAL, is functionally divided into the SSCOP (Service-Specific Connection Oriented Protocol) and 
the SSCF which maps the services provided by the SSCOP to the needs of the user SAAL. This 
structure allows a common connection oriented protocol with error recovery (the SSCOP) to provide a 
generic reliable data transfer for different services defmed by the SSCF. Two such SSCFs, one for the 
signalling at the UNI and one for the NNI, have been defined in Q.2130 and Q.2140 respectively. It is 
also possible to defme additional SSCFs over the common SSCOP to provide different AAL services. 
3.6.3.1 SSCOP parameters and timers at the UNI 
SSCOP (ITU-T Recommendation Q.2110) is a peer to peer protocol that resides in the SAAL 
(signalling AAL) layer and supports both assured and un-assured data transfer. The SSCOP protocol 
that was originally designed to provide error free transmission of the signalling messages can operate 
quite well in a wide variety of environments, including satellite networks. SSCOP uses a very 
efficient selective retransmission mechanism, a large enough (24 bit) modulus sequence numbering 
mechanism for the data units, a rate-based flow control mechanism and provides network delay 
insensitivity. The default protocol parameters are based on a signalling virtual connection operating 
under 10 kbps at the UNI. A proper set of parameters differs depending on the use, condition, link 
rate, round trip delay and receiver re-sequencing buffer size and therefore are configurable. The 
default values for the SSCOP parameters are presented Appendix A. Using different timers an SSCOP 
connection is partitioned into four phases: the Active, Transient, Idle and the Connection Control 
phase. Some timer values could be affected by the operation of the underlying S-A TM and MAC layer 
protocols in a broadband satellite network. For example, for Timer CC 1 second is long enough to 
encounter the round trip propagation delay of the satellite link, provided that a signalling link is 
already established between the UT and the NCC. However, timers KEEPAUVE, poa and IDLE 
might be affected if a discontinuous transmission scheme is selected for the UBR or (ABR with 
MeR=<» traffic. 
3.6.3.2 Active phase 
SSCOP transmitter is always in the active phase if there are SD PDUs to be transmitted or any 
outstanding acknowledgements. Timer _poa is used in this phase to assure that the peer receiver 
8 Service Specific Co-ordination Function 
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is polled often enough to return its status. This is a mechanism to advance the sender's window and 
recover from transmission errors. Since SSCOP does not insist on a reply to every POIL PDU, the 
Timer _NO-RESPONSE runs in parallel to Timer _POIL in order to detect a broken connection 
(maximum interval in which at least one STAT POU response must be received). Timer_POIL may 
be shorter or longer than the round trip delay. Whereas the Timer _NO-RESPONSE must be at least 
the sum of Timer _KEEP-ALIVE and one round-trip delay. 
3.6.3.3 Transient phase 
If there are no new data pending receipt of credit or outstanding acknowledgements and the 
Timer _POIL expires then the Timer _KEEP-AliVE is started and transient state is entered. 
3.6.3.4 Idle phase 
The Timer JDLE is started when upon receipt of a STAT POU and the Timer _KEEP-AUVE is still 
running. When the Timer JDLE expires the transient phase is entered again. Timer JDLE may be 
considered greater than the Timer _KEEP-AliVE 
3.6.3.5 Connection control phase 
This is the phase of a connection during call establishment and release or during re-synchronisation 
or recovery. The transmission of the related messages (BGN, END, RS and ER PDUs) protected by 
the Timer _ce, which should be greater than a round-trip delay. 
3.6.3.6 Default window size for SSCOP 
The following formula can be use to calculate the window size that is sufficient to keep the SSCOP 
transmitter active: 
k = 2 + (2 x Timer_POLL + 6 x Ttd)X Ru 
8 X Ld 
The parameters that affect the SSCOP window are given below: 
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Symbol SSCOP Parameter 
k: SSCOP Window size 
Ttd : End to end transit delay (sec) 
Timer_POLL (sec) 
Ru: SSCOP throughput Bitls 
Ld: Data frame size(octets) 
Table 3-3 : SSCOP parameters 
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Figure 3-9: SSCOP window size Ttd=O. 5 sec, Timer_POOL=0.75 sec 
In Figure 3-9, the SSCOP window size as a function of the data frame size in ATM cells is plotted for 
different values of the SSCOP throughput in a typical GEO satellite network. It i hown that as the 
frame size (in ATM cells) increases, the SSCOP window size approaches a lower limit of 2. The 
optimum window size affects the buffer space requirements at the transmitter side, As expected, the 
higher the throughput the higher the frame size for a given window size. For a frame size equal to a 
single ATM cell the required window size is around 200 at 16 kbp and becomes slightly higher than 
20,000 for 2048 kbps throughput. 
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3.6.4 S-ATM layer 
The common transport layer inside the satellite network boundaries is the S-ATM with similar 
functions to the standard ATM layer. However, traditional A TM cell headers introduce an 
unnecessary overhead into the system, which, unlike fibre based systems, is bandwidth and power 
limited and operates at much higher BER. A modified A TM cell header is proposed to be used in the 
satellite air interface. The S-ATM packet, equivalent to an ATM cell, is shown in Figure 3-10. The S-
ATM header combines both the functions of the MAC header (described in the previous section) and 
the A TM header. 
.. 
Protected 
S - ATM 
Cell Header 
P 
T 
RS Coded satell ite packet 
Header 
Error 
rotection 
ATM Cell Payload 
48 Bytes 
• GFC : Generic Flow Control 
• SVPI : Satellite Virtual Path Identif ier 
• SVCI : Satellite Virtual Channel Identifier 
• C L P : Cell Loss Pr ior ity 
• PT: Pay load Type 
Figure 3-10: ATM based Sat-UN! protocol stacks for control and user planes 
The 4 bits for GFC field that are present in the standard ATM cell header, could be removed, since 
their usage is currently not specified. However, the placement of the GFC bits in the S-A TM header 
might prove to be essential for the operation of the future satellite ATM components. One reason for 
this is the compatibility to future standards and a second is that the e bits could be used internally by 
the satellite access network to operate a dedicated resource request signalling protocol. The tandard 
ATM Virtual Path Identifier (VPl) and Virtual Channel Identifier (VCl) fields are replaced by the 
Satellite VPIIVCI (SVPI/SVCl) field which are used by the on-board satellite switch. The PT and the 
CLP fields , need to be pre ent in the S-A TM cell header, because they both carry es ential 
information related to the particular cell. Finally, extra coding is required to protect the S-ATM 
header bits, since from an erroneous cell no information can be extracted in the ca e of a Partial 
Packet Di card (PPD) mechani m implementation on-board the atellite witch. If the PPD algorithm 
is implemented on the ground, the detection of errors in the header is not sufficient. The header error 
correction and the erroneou cell routing to the correct destination in the ground network with an 
appropriate indication is neces ary so that it can be u ed by the PPD mechani m and in addition it can 
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reduce the Cell Misinsertion Ratio (CMR). At the S-ATM layer, the use of satellite specific functions 
for the Sat-UN! can be dermed and transmitted through the F4 and F5 Operation And Maintenance 
(OAM) cell flows. 
3.6.5 SVPI and SVCI dimensioning 
In a standard A TM cell, two different Virtual Channels (VCs) belonging to two different Virtual 
Paths (VPs) at a given interface may have the same VCI value. Therefore, a VC is only fully 
identified at an interface by both VPI and VCI values. At the ATM cell header, 24 bits are available in 
the VCIIVPI field for connection identification. An important issue for the ATM network operation is 
that each VPI plays the role of an independently manageable group of virtual channels. This is to 
assist the Admission Controller in evaluating the QoS impact of a new connection request on the other 
virtual channels in that VP. However, in the satellite system, the SVPI/SVCI field that uniquely 
identifies an active connection needs to be large enough to include the maximum number of the 
connections that the Satellite network can support. The length of the SVPI field can be reduced if it is 
associated with the spot-beam ID. Two octets for the SVPIISVCI fields will identify up to 65,536 
active connections at any spot-beam and the use of a shorter packet header will increase the system 
throughput. Furthermore, short Bose-Chaudhuri-Hocquenghem (BCH) codes, such as the BCH 
(31,26), or much stronger RS codes can be used for the S-ATM header error correction andlor 
detection. The dimensioning of the SVPIISVCI fields depends on many system parameters, such as 
the satellite capacity, the number of spot-beams, the satellite terminal transmission granularity, and 
the possibility to implement the virtual connection tree algorithm for handoff execution [48] in S-
ATM non-GEO networks. The values presented in Table 3-2 are still valid, if the SCI is substituted 
with the SVPIISVCI field. The validity holds when the algorithms related to handoff execution do not 
require pre-allocation of SVPIISVCI values and the satellite switch can modify the SVPIISVCI fields 
of the incoming cells, before their placement at the output ports. If this function is not available, there 
will be a need to double the addressing space, by adding one more bit to the SVPIISVCI fields. 
3.6.6 LLC layer protocol 
The use of an HDLC protocol layer below the S-A TM layer complicates the protocol stack due to the 
size of the S-A TM ceUs. As shown in Figure 3-9, the use of a protocol similar to SSCOP with a single 
A TM cell payload per S-A TM packet requires very large buffers at both the gateway and the terminal 
sides. Furthermore, it adds considerably on the packet overheads and increases the complexity of both 
the transmitter and the receiver due to implementation of protocol timers, acknowledgments and re-
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transmissions. On the other hand. by moving a protocol such as SSCOP above the S-A TM layer a 
frame size that is larger than one ATM cell can be used (that improves the radio throughput at certain 
BERs) but this approach also complicates the protocol stack. SSCOP is an end-to-end protocol and 
has to be terminated at the GTW. As a result. the use of an LLC layer is not so attractive for ATM 
support over a satellite network in the presence of powerful channel coding and interleaving. 
3.6.7 Retransmission mechanism based on Partial Packet Discard 
A more ATM oriented solution has been considered in [49]. assuming that retransmissions of 
corrupted or lost data is perfonned end-to-end by high layer PDUs. Assuming that the erroneous cells 
can be detected at the satellite switch, these cells and consecutive ones that belong to the same higher 
layer PDU can be dropped and hence reduce the traffic on the TOM downlinks and the fixed network. 
The increase in the complexity of this approach. when compared to the LLC case [50]. is lower since 
no additional processing power is required and less overhead is employed per A TM cell. Only an 
indication of the last A TM cell of a higher layer PDU is required in the A TM cell header and an 
additional state per Virtual Channel (VC). However, such a mechanism reduces the throughput on the 
radio due to unnecessary retransmissions of the correctly received A TM cells within a corrupted 
higher layer PDU. From this point of view, the throughput on the radio link is equivalent to the 
'selective retransmission protocol', when a DLC protocol is used and to the 'go back N' protocol. 
when end to end retransmissions are performed (N is the number of A TM cells per higher layer PDU). 
This mechanism has been proposed in [51] as Partial Packet Discard (PPD). 
3.7 Conclusions 
In this chapter an overview of the protocol architectures for the future broadband satellite networks 
that accommodate A TM compatible equipment is given. The new satellite multimedia components 
could be highly integrated into the future broadband networks by incorporating the emerging B-ISDN 
and IN protocol standards into the satellite specific protocol operations. Two main scenarios were 
presented both applicable to the broadband satellite access networks. One is based on A TM protocol 
encapsulation and use of fast packet switching on the satellite segment and the second is a new 
proposal driven by the definition of a future S-A TM protocol layer that is highly optimised for the 
satellite segment. There are some strong commonalities between the two protocol scenarios, included 
in the term 'ATM compatibility'. This term implies the existence of a common fixed size information 
unit that traverses all the different network interfaces and can carry both control and user data. It 
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relies on a very fast switching fabric at the lower layers of the communication protocols. The higher 
layer protocols in different planes (Le. control, user plane) are responsible for establishing, 
maintaining, releasing or transferring user data during a network connection. According to the current 
technology limitations for the on-board satellite processing power and the existing standard user 
tenninal equipment, some of the planned satellite systems for around the year 2000 might still need to 
encapsulate ATM cells into satellite specific transfer protocols. However, it is expected that in the 
next 2 to 5 years a lot of the Ka-band proposals will base their satellite network infrastructure on a 
new modified version of the ATM protocol layer (S-ATM) which will be satellite specific with no 
major modifications to the A TM protocol stack. The S-A TM cell header fields will carry essential 
routing and control information for the satellite segment and different techniques such as the PPD for 
reliable non-real time data transfer could be used. 
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4. Queuing Perfor:mance in 
Satellite-ATM networks Using 
Self-Si:milar Traffic 
4.1 Introduction 
In a satellite-ATM network most of the supported ATM traffic classes (CBR, rt-VBR, nrt-VBR) 
operate on a fixed bandwidth allocation basis at the MAC layer that is allocated during the connection 
establishment phase. For the ABR and the UBR service classes more complex radio resource 
allocation algorithms can be defined however, assuming an MF-TDMA access scheme, all the 
incoming traffic is shaped at the network access points. The results from well established traffic 
source modelling techniques for a typical voice and video application are available in literature. For 
data applications traditional methods of studying the network performance assume Poisson arrivals 
for the network arrival process. However, recent studies on wide-area traffic patterns suggest that the 
assumption that packet inter-arrival times are exponentially distributed is not always valid. In fact, a 
large number of papers [52,53,54,55,56] suggest that modelling network traffic arrivals as Poisson 
processes, might result in underestimating the burstiness of the packet arrivals and the required buffer 
sizes. 
Therefore, the queuing performance and the buffer dimensioning of an S-A TM network model 
assuming that the network arrivals at the edges of this network are self-similar processes is 
investigated in this chapter. The outcome of this work will be used in the following chapter (chapter 
5) where the support of a mixture of service classes with different GoS/QoS performance 
characteristics in a S-ATM system is described. 
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The S-ATM model consists of a variable number of shaped traffic sources (i.e. shaping is performed 
at the MAC buffers) followed by an ATM multiplexer. Fractional Gaussian Noise (FGN) samples 
were used at the input of the traffic shapers. The analytical models that have been presented in the 
literature calculate only the approximated bounds of the buffer overflow probability in the presence of 
FGN input traffic. Therefore, exhaustive simulation runs were used to record the MAC buffer 
occupancy and to derive the correction coefficients for the lower bound analysis. Finally, the traffic 
characteristics at the input of the A TM multiplexer are investigated and results for the A TM buffer 
overflow probability are presented. 
4.2 Long range dependence and self-similarity 
Some wide-area network traffic studies [55, 56] have provided evidence that the actual network traffic 
is self-similar, or in other words, its bursty nature is kept over a wide range of time scales. Poisson 
models are only valid when modelling the arrivals of TELNET or FTP user sessions but not the FTP 
or WWW (World Wide Web) data bursts. The following definitions for long range dependence and 
self-similarity are adopted from the literature. 
• Definition 1: A weakly stationary process (i.e stationary as regards its second order statistics 
stationary) is called "long range dependent" if the correlation r(k) between neighboring exclusive 
00 
blocks does not asymptotically vanish when the block size is increased i.e. : Lr(k) = 00. This 
k=1 
correlation is zero for the Poisson process and decays exponentially fast towards zero for finite 
state space Markov process. 
• Definition 2: A stochastic process X, is called "self-similar" if it behaves up to a scaling factor in 
exactly the same way at all time scales. The main parameter that characterizes a self similar 
process is the Hurst parameter (H). X, is called strictly self-similar (57]. with Hurst parameter H. 
if: 
and asymptotically self-similar when: 
r(k)::::[k 2(1-H)].L(k) for k~oo and lim L(tx) =1 T/x>O 
, ,~OO L(x) , 
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From the above definitions it can be seen that a self-similar process is long range dependent as long as 
it has any positive correlation since these remain the same at all time scales. Long range dependence 
is quite important to be considered in tele-traffic engineering since it behaves worst than could be 
expected. The fluctuations of traffic are larger than in short range dependent traffic and congestion 
builds up more easily. A lot of research has been carried out in order to develop methods that produce 
self-similar traffic. In [58] a short description of some of the methods presented in the literature is 
given, highlighting their main advantages and drawbacks. Amongst them is the aggregation of n 
(n ~ 00) number of ON/OFF sources in which the ON (active) and OFF (silence) periods follow 
"heavy tailed" distributions e.g., Pareto and the generation of sample paths of a fractional ARIMA 
[59] process. However, in order to create traces of a true self-similar process, these methods require a 
very large amount of computer processing power and can be very slow. Fractional Gaussian Noise 
(FGN) is an example of a type of self-similar process that can be approximated by fast algorithms and 
used in network simulations to model packet arrivals. The estimation of the traffic parameters and the 
buffer dimensioning is an entirely different problem when compared with traditional models. 
4.3 S-ATM queuing model 
One of the main objectives in this investigation is to study the perfonnance of a satellite-A TM 
network model, assuming that the input traffic that enters the system, through a variable number of 
terminals, experiences self-similar characteristics. FGN can generally represent 'free' connection less 
traffic but it is not necessarily applicable to other packet communication networks. Nevertheless, 
FGN provides a useful and practical way to model aggregated LAN traffic that exhibits self-similar 
characteristics. Therefore, the approach suggested in [58] was followed for generating approximated 
FGN sample paths and using the C code provided in [60], a set of 5 different sample traces were 
created that have a target Hurst parameter = 0.5, 0.6, 0.7, 0.8 and 0.89. This method follows the 
approach presented in [61] using a Fast Fourier Transform (FFT) algorithm and it is very fast and 
quite accurate. 
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Self Similar 
Input Traces UT(l) 
MIJ~ FIFO 
UT(2) 
MIJ~ FIFO 
UT(N) 
MIJ~ FIFO 
Figure 4-1: S-ATM network queuing model 
A simulation model was developed in OPNET modeller that run at cell level and is able to run 
different traffic scenarios. The e scenarios include self- imilar traffic, poisson or other network traffic 
arrival processes that are characteri ed either by a known distribution or an input trace file. The block 
diagram of the queuing model that was used to represent a S-ATM network is shown in Figure 4-1. 
Each User Terminal CUT) consist of an input arrival process and an infinite FIFO order MAC buffer 
with ervice rate RMAC• The number of UTs in the model i a simulation parameter. In order to study 
the impact of the H parameter on the system buffer occupancies all FGN traces share the arne mean 
and variance values. In all the presented results, the input proce s is FGN with mean (m=4-), variance 
(v:J6), variable Hur t parameter (H) and represents aggregated LAN traffic that enters the network at 
each service access point. The self-similar traffic arrives at the input of the MAC queues in bursts of 
fixed packets (S-ATM cells) per time unit. The packets come out of each MAC buffer at a fixed 
service rate (RMAcJ and then enter the ATM mUltiplexer. The ATM multiplexer is a FIFO order, 
infinite buffer that accept traffic from all the simulated UTs. Each packet is served at a fixed rate of 
RATM• Various statistics were collected at the inputs and output of each buffer for different imulation 
scenarios. The presented result are normali ed to a common time reference (i .e. time unit=lsec was 
used in all simulations parameters). 
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4.3.1 Testing FGN samples for self-similarity 
As reported in [58], there are at least four tests that a trace consisting of FGN samples must pass; the 
variance-time plot, the Beran's goodness-of-fit for long range dependence [62], the Whittle's 
estimator and the Anderson-Darling A2 omnibus test [63]. Although the Witt1e's estimator is a 
method of calculating the Hurst parameter of FGN samples it cannot provide a test of self-similarity 
of a given trace. Therefore, the variance-time plot test was carried-out due to its simplicity and its 
effectiveness to indicate the "burstiness" of a trace. It is a heuristic test that shows the rate of change 
of the variance when it is calculated for different aggregation sizes. For a process that consists of set 
of samples {Xtl, {t = O,1,2, .. } the aggregated process {X/m)} is the process where: 
1 1m 
x,(ml = -x 2, X(i),t = 1,2, ... 
m i=('-l)m+l 
The variance-time (v-t) plot is the one that is preferred from any other heuristic test. However, for 
very bursty traffic (i.e. H>O.75) it underestimates the Hurst parameter. The Whittle's estimator is 
considered to be the most accurate method to estimate the Hurst parameter. Both the v-t plot method 
and the Whittle's estimator were used to characterize five different FGN traces and the results are 
shown in Table 4-1. The 'Target' Hurst parameter is the parameter that was used in the trace 
generation program and the 'Test' Hurst parameter is the one that was recorded from both tests. 
Trace 'Target' Hurst 'Test' v-t plot Hurst 'Test' Whittle's Estimator Sample Sample 
No Parameter Parameter (95% Confidence) Mean Variance 
I H=O.89 0.832 0.8536±1.49E-03 3.99 16.141 
2 H=O.80 0.752 0.7548±7.77E-04 3.99 16.137 
3 H=O.70 0.658 0.6580±4.59E-04 3.99 16.127 
4 H=O.60 0.566 0.5710±3.84E-04 3.99 16.125 
5 H=O.50 0.493 0.4977±3.76E-04 3.99 16.115 
Table 4-1: Parameters of the generated self-similar FGN sample paths 
In both methods, the 'Test' Hurst parameters are always slightly lower than the 'Target' values. For a 
wide range of H values the 'Test' values are very close to each other. This fact indicates that the very 
fast and easy to implement v-t plot method can be used instead of the Whittle's estimator which 
requires some extra computer processing power. However, for high values of the Hurst parameter the 
v-t plot might result in an underestimation of H. 
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Figure 4-2: Variance-time plots of self-similar FGN sample paths with different H parameter 
Figure 4-2 show that as the trace aggregation ize (m) increase from 1 to 1,000 the variance of the 
five different FGN trace decay by the expected factor of m-2(J-H). Thi decay is hown a a straight 
line in a log-log plot and it illu trates the long range dependence of the traffic that enters the MAC 
buffer of the S-A TM queuing model. 
4.4 Queuing performance at the MAC shaper 
The queue length distribution of the MAC buffer is examined in this paragraph, using FGN as the 
input process. According to [64], there is no exact formula for the queue length distribution of the 
fractional Brownian motion_ Therefore, a lower bound approximation method wa followed re ulting 
in the following expression for the probability of the queue length: 
[ 
(C_m)2H 22H ] 
P( X > x) "" exp - 2 • X -
2 -k (H)-A-m 
Equation 4-1 
where C = RMAC is the mean output rate, m is the mean input rate, A is the variance coefficient 
(defined as the ratio v 1m), v is the input variance, H E [112, 1) is the Hurst parameter and k(H) is 
given by: 
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k(H) = HH (1- H)I- H 
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Figure 4-3:Weibull approximation of P(X>x) for m==4, v==J6, C==RMAC ==6pks/time unit 
Equation 4-2 
A shown in Figure 4-3, the H parameter ha a great impact on the required buffer pace in order to 
achieve a certain CLR. It should be noticed that in general P(X > x) :F- CLR since CLR a ume a 
finite buffer space and the buffer overflow probability a sumes infinite buffer space. Nevertheless, as 
explained in [65], this is not an adequate approximation if extreme ca es are excluded (e.g. when a 
very large burst arrives at once and then for a very long period there is no traffic at all). In the rest of 
this chapter we assume that this approximation is valid, therefore: 
P(X>x)=CLR Equation 4-3 
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A comparison between the simulated and the approximated CLR using Equation 4-1, is shown in 
Figure 4-4, Figure 4-5 and Figure 4-6 for FGN with H=O,85, H=O,75 and H=O,65,O,57 re pectively. 
As reported in [66], Equation 4-1 gives an upper bound of the fractional Brownian torage. This fact 
was confirmed by simulations but only for very high values of H and small buffer size a shown in 
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Figure 4-4. For lower values of H and/or larger buffer sizes Equation 4-1 becomes lower bound as it 
was originally reported by Norros in [64]. 
--
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Figure 4-6: Comparison between approximated and simulated CLR for 
self similar traces 3,4 and Poisson at MAC output rate =6pksltime unit 
Therefore, one important observation is that the approximated lower-bound are only valid for queue 
sizes that depend on the Hurst parameter. In fact, for H=0.75, H=0.66 and H=0.57 these values are 
X>50, X>20 and X>12 packets (cells) re pectively. As a result, it should be expected that for H=0.85 
(see Figure 4-4) or even higher value of H, there is always a point where the expected CLR cro es 
the approximated CLR by Norros lower-bound. 
4.4.1 Impact of the MAC service rate on the queuing performance 
As explained in the previou paragraph, the estimation of CLR (or the buffer overflow probability) of 
a buffer in the presence of elf-similar traffic is not a straight forward procedure. In thi paragraph, 
the combined effects of both the MAC service rate and the Hurst parameter are examined. Several 
simulation runs were performed in order to capture and analyse these effects. 
In Figure 4-7, the average queue length of a MAC haper, as a function of the service rate for different 
H values, is pre ented. In these graphs, the MAC utili ation defined as mlRMAC (mean input rate over 
the MAC output rate) varie from 0.5 to 1. 
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8 
It is clearly hown that for H<O.65, the average queue length is less ensitive to the changes of the 
MAC utilisation than it i for H>O.70. Although the average values give an indication of the buffer 
space requirements what is important to measure is the buffer overflow probability that approximates 
the CLR. 
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Figure 4-13: Poisson traffic stream, 
mean input rate: 0.25 packets/sec 
The results pre ented from Figure 4-8 to Figure 4-12 show the buffer overflow probability for 
relatively small buffer space (i.e. 1<X<1,OOO packet) in the presence of self-similar traffic. Different 
input traffic traces and MAC service rates were considered. There is a great difference between the 
results that use Poi on traffic arrival (see Figure 4-13) and the ones with elf-similar traffic. Very 
large buffer space is required for guaranteed CLR for the FGN traces depending on the Hurst 
parameter. 
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Figure 4-14: Buffer overflow probability for different H at MAC utilisation = 0.80 
In Figure 4-14 and Figure 4-15 the buffer overflow probabilities at a MAC utilisation of 0.80 and 0.67 
are shown respectively for different values of H. It is shown that at least one order of magnitude 
difference in the CLR can be achieved if the utilisation is reduced from 0.80 down to 0.67. 
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Figure 4-J 5: Buffer overflow probability for different H at MAC utilisation = 0.67 
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MAC Utilisation Trace No Target H (see Table 4-1) Buffer Space 
I 0.89 > 10,000 
2 0.80 2,000 
0.80 3 0.70 300 
4 0.60 100 
5 0.50 60 
Poisson 
-
10 
I 0.89 4,000 
2 0.80 600 
0.67 3 0.70 110 
4 0.60 50 
5 0.50 40 
Poisson 
-
5 
Table 4-2: Buffer space requirements for CLR=1O-2 in the presence of self-similar traffic 
In Table 4-2, a summary is given of the buffer space requirements for CLR=1O-2 for all the simulated 
traffic streams for two different values of the MAC utilisation. CLR ratios as high as 10.2 or 10.3 
could be tolerated only by some real-time voice or video applications. Therefore, the methodology 
that was followed in order to approximate the CLR at a much larger buffer space is presented next. 
4.4.2 CLR approximation for very large buffer space 
The buffer space requirements presented in Table 4-2 represent a high CLR assuming low and 
medium MAC buffer space_ In many ATM traffic streams however, the CLR requirements are for 
much lower values (i.e. = 1O.~. Therefore, an approximation method is needed which can predict the 
CLR at much higher buffer space. 
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Figure 4-16: MAC queue length probabilities for self similar trace 1 
(m=3.99. v=16.1. MAC output rate = 6pksltime unit. H=O.85) 
In Figure 4-16, the imulated PDF(X) and the probability P(X > x) = 1- CDF(X), x E [0,00) a a 
function of the queue size is shown. These graphs repre ent the buffer size of an infinite MAC buffer 
that accepts FGN with H=O.85 as an input process. From the plotted graph , it i shown that in the 
region of 2 <x< 100 the sample PDF can be accurately approximated by a straight line. As are ult, the 
probability P(X > x) can be used to approximate the expected CLR in this region. Then by applying 
curve fitting we can approximate the expected CLR at much larger values of buffer size without 
having extremely long imulation times and computer memory pace requirements. The 
approximation given by Norros provides a lower bound of the P(X > x) for large values of (x). 
Therefore Equation 4-1 can also be written as: 
[ [ 
(C_m) 2H]] [(C_m) 2H] In[P(X > x)] ::::; In exp - 2 . X 2- 2H => In[P(X > x)]::::; - k(H 2 . X 2-2H 
2k(H) A ' m 2 ) A'm 
By using the following expression for x: 
[ 
1] _1 (C ) 2H - 2-2 H 
X = -In[P(X > X)] .[ -7] => 
2k(H) A ' m 
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[ 1] [(C m)2H ] - 2-~H In(x)=ln [-In[P(X>X)]]2-2H +In - 2 ~ 2k(H) A'm 
1 1 [ (C m)2H 1 In(x) = .In[-In[P(X > x)]]- ·In - 2 
2-2H 2-2H 2k(H) A'm 
Equation 4-4 
We then use the following transformation: 
N = In(x), 'I' = In[-ln[P(X > x)]] Equation 4-5 
So Equation 4-4 can be written as: 
[ 
(c_m)2H ] 
'P = a· N +~, where a = 2 - 2H, ~ = In 2 
2·k(H) ·A·m 
Equation 4-6 
By applying the transformation shown in Equation 4-5 to the simulation data, we can u e the lea t-
quares method to find the coefficients a and ~. As a result, a new formula can be derived directly 
from Equation 4-1 that takes into account the adjustments applied by ex and ~ to the curve that 
represent the approximated lower-bounds and extend the simulated P(X > x) for much larger values 
of x. Some very long simulation runs (i.e. 2, 4, 16,64 and 128 times longer than the original trace of 
262,]44 samples) confirmed this adjustment (see Figure 4-17). 
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Figure 4-17: Lower-bound approximation and simulation data extrapolation 
using Equation 4-6/or Trace No l(JX, 64X, 128X), H=O.853, MAC output rate 6pks/time unit 
-83-
Chapter 4: Queuing Per/ormJlnce in Satellite-ATM networks Using Self-Similar Traffic 
Trace No 'Test' Runt parameter RMAC IX ~ 
1 H=O.85 5 l.51E-Ol -8.98B-Ol 
6 1.52E-OJ -2.74B-Ol 
7 1.55E-Ol 6.57E-02 
8 l.53E-Ol 2.99E-Ol 
2 H=O.75 5 2.50E-Ol -8.81E-Ol 
6 2.49E-OJ -2.70E-Ol 
7 2.58E-OJ 2.2SE-02 
8 2.59E-Ol 2.47E-Ol 
3 H=O.66 5 4.07E-Ol -1.01E+OO 
6 4.18E-Ol -4.90E-Ol 
7 4.1 4E-O 1 -2.ooB-Ol 
8 3.9 1 E-Ol 4.54E-02 
4 H=O.57 5 5.47E-Ol -l.OSE+OO 
6 4.95E-0l -4.54B-Ol 
7 4.54E-Ol -1.26E-Ol 
S 4. 11 E-Ol l.44E-Ol 
5 H=O.49 5 6.31E-Ol -1.07E+OO 
6 5.25E-Ol -3.81B-01 
7 4.66E-Ol -4.92E-02 
8 4.17E-01 2.l6E-Ol 
Table 4-3: Polynomial coefficients used in Equation 4-6 for simulation data extrapolation 
From Figure 4-18 to Figure 4-21 both the approximated lower-bounds and the curves derived from 
Equation 4-6 are presented for different values of H using the coefficients a and ~ (i.e. shown in 
Table 4-3). The results for the FGN trace with 'Test' H = 0.85 and H = 0.75 (see Figure 4-18 and 
Figure 4-19) show a difference of two orders up to three orders of magnitude between the lower 
bounds and the approximated values by simulation data extrapolation. 
The MAC utilisation has a great effect in the buffer space requirements as shown in both sets of 
curves. For a wide range of CLR values (i.e. 10-4_10'11), up to four orders of magnitude, less buffer 
space is needed if the utilisation is reduced from 0.8 to 0.5. However, moving towards lower values of 
H (i.e. H ~ 0.66 in Figure 4-20, Figure 4-21) the approximated buffer space from Equation 4-6 
becomes less sensitive to the MAC utilisation, which suggests that the plotted graphs approach an 
upper bound as H-+O.5 and showing a rather pessimistic picture. This is due to the unavoidable 
inaccuracies from the curve fitting. Nevertheless, Equation 4-6 can be used to approximate the FGN 
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buffer space requirements for a wide range of H and MAC utilisation values which moves towards an 
approximated upper bound when H<O.66. 
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Figure 4-J8: Lower-bound approximation (plain lines) and simulation data extrapolation 
(dashed lines) using Equation 4-6 for Trace No J, H=O.853 
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Figure 4-19: Lower-bound approximation (plain lines) and simulation data extrapolation 
(dashed lines) using Equation 4-6 for Trace No 2, H=O.7548 
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Figure 4-20: Lower-bound approximation (plain lines) and simulation data extrapolation 
(dashed lines) using Equation 4-6 for Trace No 3, H=0.658 
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Figure 4-21: Lower-bound approximation (plain lines) and simulation data extrapolation 
(dashed lines) using Equation 4-6 for Trace No 4, H=O.571 
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4.5 Testing MAC output samples for self-similarity 
The next step is to examine the nature of the traffic that comes out of the MAC shapers. As shown in 
the previous paragraph, the dimensioning of a buffer that accepts input traffic with self-similar 
characteristics is much different to the one that accepts traffic with exponential inter-arrival times. 
The average MAC buffer size, as a function of the service rate RMAC, is presented in Figure 4-22, u ing 
the FGN trace 1 ('Test' H=0.85) as input traffic. It is shown that as the RMAC approaches the mean 
input rate, the average buffer length becomes higher than 20,000 packets. Only when RMAC becomes 
higher than 6 pks/time unit (i.e. MAC utilisation < 0.67) it drops by a factor of 100. The shaped traffic 
that comes out of the MAC buffer, as expected, has exactly the same mean with the original self-
imilar trace (mean = 3.99 pks/time unit) but the variance ha been reduced down to 3.9896 which is 
very close to the mean value. 
105 ............. . 
. . 
, :: :::::::::~.:::::::.:: '::::::: 
.; ::.::.::: ... ::.: ....... : ....... . 
; .......... : ..... . 
... ; ........... :. 
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MAC output rate (packets/sec) 
Figure 4-22: Average MAC queue length versus MAC output rate 
(Table 4-J, self similar trace No J, m=3.99, v=J6.J, H=O.85) 
As shown in Figure 4-23, the burstiness of the original 'free' traffic trace has been affected and the 
self similarity i no longer present. This i a very important ob ervation due to the fact that the long 
range dependence increases the ATM buffer space requirements considerably for guaranteed CLR. 
The next step is to examine the characteristics of the MAC buffer output process with a fixed MAC 
service rate of RMAC = 6 pk /time unit. This rate represents a MAC utili ation of 0.67 and the 
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probability density function of the packet arrivals per time unit at the MAC output is shown in Figure 
4-24. 
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Figure 4-23: Variance-time plots of the MAC input/output traces 
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Figure 4-24: MAC output trace (MAC Service Rate=6 pks/time unit) 
The PDF that represents the packet arrivals at the MAC buffer cannot be expressed by a known 
analytical expression. However, the convolution of a large number of these traces converges to a 
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Normal distribution, as expected from the central limit theorem [67]. In the following figures, the 
PDF of the packet arrivals at the input of the ATM multiplexer is presented for a variable number of 
UTs. 
007 
0.06 
005 
004 
g 
~ 
0 .03 
002 
0.1 
0.09 
0.08 
0.07 
X 0.06 
i:i:' 
o 
Q. 0.05 
0.04 
0.03 
0.02 
I _ MAC Output Traces = 5 I 
• • 1 II III °5L--~~L-1~0-L~JL~~15-1-L~JL~20-L-1-L~~25~-L-L~~~~ 0.Q1 
X=Packet ArrivalsfTime Unit 
Figure 4-25: Aggregated MAC output traces (5 terminals, MAC Rate=6 pksfTime Unit) 
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Figure 4-26: Aggregated MAC output traces 
(10 terminals, MAC Rate=6 pksfTime Unit) 
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Figure 4-27: Aggregated MAC output traces 
(20 terminals, MAC Rate=6 pksfTime Unit) 
In Figure 4-26 and Figure 4-27, the PDF of the packet arriva1s/time unit at the ATM buffer 
approaches the Norma1 distribution with mean equal to: 
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N 
Lm; = N X m, where mj = m, Vi E {1,2,3, ... } is the mean input rate of each trace. 
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Figure 4-28: Variance-time plots for aggregated MAC shaped traces (MAC rate=6 pks/time unit) 
In Figure 4-28, the variance-time plots of packet arrivals that represent 10 and 20 aggregated MAC 
output traces are shown. In the presented graph , the decay of the variance a a function of the 
aggregation size doe not follow a traight line, therefore the test for self- imilarity fail . Thi i al 0 
shown for the single MAC output trace in Figure 4-23. 
4.6 Queuing performance at the A TM multiplexer 
In this section, the queuing performance of the ATM multiplexer is investigated, as uming a fixed 
RMAC = 0.67. The variance-time plots that were used in Section 4.5, show that the arrival proce at 
the ATM multiplexer has no longer self-similar characteristics. In the presented graph , a variable 
number of self-similar MAC shaped sources contribute to the packet interarrival process of the A TM 
mUltiplexer. This observation remains valid even when the number of self-similar proce es increase 
to 25. 
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4.6.1 Impact of ATM service rate on the mean buffer occupancy 
The mean ATM queue buffer occupancy as a function of the number of terminals is presented in 
Figure 4-29, Figure 4-30 and Figure 4-31. The self-similar traces No 1,2 and 3 (see Table 4-1) were 
used as the input traffic to the MAC buffer with 'Target' H=0.89, 0.80 and 0.70 respectively. These 
graphs also show the effect of the ATM utilisation on the mean buffer occupancy. The ATM 
utilisation is defined as: 
N 
Lmj 
ATMutil=~ 
RATM 
where: mj is the mean input rate per user terminal and RATM is the ATM output service rate and N is 
the number of terminals. 
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Figure 4-29: Mean ATM queue buffer occupancy versus number of terminals 
(input MAC traffic: Trace No 1, 'Target' H=O.89) 
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Figure 4-30: Mean ATM queue buffer occupancy versus number of terminals 
(input MAC traffic: Trace No 2, target H=O.BO) 
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Figure 4-31: Mean ATM queue buffer occupancy versus number of terminals 
(input MAC traffic: Trace No 3, target H=0.70) 
In the presented graphs, it is hown that the mean ATM buffer size reduces as the number of terminals 
(N) increases, This implies that a certain multiplexing gain can be achieved for large enough buffer 
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space. However, it is noticed that for very small buffer ize (i.e. <10 packet) and for ATM utili ation 
< 0.85, the mean buffer size increases as the number of the terminals becomes higher than 10. 
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Figure 4-32: Probability density function of the ATM buffer occupancy for H=O.80 
and ATM utilisation = 0.75 
This can be explained by the shape of the probability density function (PDF) of the ATM buffer ize. 
As shown in Figure 4-32, the PDF has a peak value that move towards higher buffer values a the 
number ofterminals increase and then drops rapidly. 
4.6.2 Impact of input traffic on the ATM mean buffer occupancy 
The impact of the traffic characteristics on the queuing performance of the ATM multiplexer is 
presented in Figure 4-33, Figure 4-34 and Figure 4-35 for ATMutih=0.95, 0.85 and 0.80 respectively. 
As mentioned in paragraph 4.5, the shaped traffic that comes into the ATM multiplexer is no longer 
self-similar, 0 we cannot estimate the Hurst parameter of the MAC output amples since it varies 
over time. Instead, we use the H of the MAC input traces in order to provide a means of comparison. 
The simulation results show that for ATMutil>0.90 the mean buffer occupancy becomes Ie ensitive 
to the number of user terminals. In addition, the H parameter of the input traffic ha a great impact on 
the mean buffer size. A expected, the higher the H the higher the multiplexing gain that can be 
achieved. A hown in Figure 4-33, for 'Target' H=0.50, 0.60, 0.70,0.80 the mean queue length X i 
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bounded between 23<X<33, 33<X<79, 64<X<388 and 300<X<3000 respectively, as the number of 
terminals increases from 1 to 25. 
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Figure 4-33: Mean ATM queue buffer occupancy versus number of terminals for 
ATM util=0.95 (Traces No 2,3,4,5 with 'Target' H=0.80,0.70,0.60,0.50) 
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Figure 4-34: Mean ATM queue buffer occupancy versus number of terminals for 
ATM util=0.85 (Traces No 1,2,3,4,5 with 'Target' H=0.89, 0.80, 0.70, 0.60, 0.50) 
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Figure 4-35: Mean ATM queue buffer occupancy versus number of terminals for 
ATM util=0.80 (Traces No ],2,3,4,5 with 'Target ' H=0.89, 0.80, 0.70, 0.60,0.50) 
For ATMutil <0.90 and large enough buffer size (ee Figure 4-34 for ATMutil=0.85 and Figure 4-35 for 
ATMutil=0.80) it is noticed that the mean buffer size drops rapidly as the number of u er terminals 
increases. For value of H less than 0.70 the mean buffer size i kept Ie than 10 packet (cells). 
4.6.3 ATM buffer overflow probability 
In the previous paragraph, the impact of both the network input traffic and the ATM utili ation on the 
mean ATM buffer occupancy was pre ented. The next step is to examine the A TM buffer overflow 
probability that is assumed to be an accurate estimate of the CLR. The A TM buffer overflow 
probability P(X>x) is calculated from the simulated ATM buffer occupancy histogram files. The 
probability P(X >x) = l-CDF(X), XE[O,oo) is plotted as a function of an infinite buffer (or 
queue) size for all the different network traces shown in Table 4-] and for ATM utili ation value 
from 0.75 up to 0.95 . 
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Figure 4-38: ATM buffer overflow probability for 
Trace No J ('Target' H =0.89) and 
ATM utilisation = 0.80 
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Figure 4-37: ATM buffer overflow probability for 
Trace No J ('Target' H =0.89) and 
ATM utilisation = 0.85 
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Figure 4-39: ATM buffer overflow probability for 
Trace No J ('Target' H =0.89) and 
ATM utilisation = 0.75 
.. 
From Figure 4-36 to Figure 4-39, and Figure 4-40 to Figure 4-42 the plots represent FGN input traffic 
with 'Target' H=0.89 and H=0.80 respectively. For ATM utilisation values greater than 0 .85 the 
buffer overflow probability curves decay very slowly and are less sensitive to the number of the active 
terminals. However, if the ATM utilisation is reduced (e.g. 0.75) a very sharp decay of the CLR is 
expected with the aggregation of more than 17 terminals. The buffer space requirements assuming 
CLR=lO-4 are slightly higher than 20 packets (cells). From the simulation graphs we can extrapolate 
the A TM buffer requirements at much lower values of CLR. 
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Figure 4-41: ATM buffer overflow probability for 
Trace No 2 (Target' H =0.80) and 
ATM utilisation = 0.80 
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Figure 4-42: ATM buffer overflow probability for Trace No 2 (Target' H =0.80) and ATM utilisation = 0.75 
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Trace No 3 (Target ' H =0.70) and 
ATM utilisation = 0.95 
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Figure 4-45: ATM buffer overflow probability for 
Trace No 3 (Target ' H =0.70) and 
ATM utilisation = 0.80 
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Figure 4-44: ATM buffer overflow probability for 
Trace No 3 (Target' H =0.70) and 
ATM utilisation = 0.85 
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Figure 4-46: ATM buffer overflow probability for 
Trace No 3 (Target' H =0.70) and 
ATM utilisation = 0.75 
The ATM buffer overflow probability for input traffic with H=0.70, H =0.60, H= 0.50 i pre ented in 
Figure 4-43 to Figure 4-53 for different ATM utilisation values. Very similar curves to the ones 
presented for higher values of the H parameter are hown at ATM utilisation = 0.75 (Figure 4-46, 
Figure 4-49, Figure 4-53) and large number of terminals (i.e. > 17). However, for lower value of H 
(i.e. less than 0.70), the buffer overflow probability decay much faster even for higher value of 
A TM utilisation and less number of terminals. 
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Figure 4-47: ATM Buffer overflow probability for 
Trace No 4 (Target' H =0.60) and 
ATM utilisation = 0.85 
Figure 4-48: ATM Buffer overflow probability for 
Trace No 4 (Target' H =0.60) and 
ATM utilisation = 0.80 
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Figure 4-49: ATM Buffer overflow probability for Trace No 4 (Target ' H =0.60) and ATM utilisation = 0.75 
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Figure 4-51: ATM Buffer overflow probability for 
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ATM utilisation = 0.85 
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A large number of studies on wide-area network traffic ugge t that the assumption of exponentially 
distributed packet inter-arrival times i not always valid. In fact, they have provided evidence that in 
some cases the network traffic arrival proce s is self-similar, or in other words its bur ty nature is kept 
over a wide range of time scales. In this chapter, the queuing performance of a satellite-ATM network 
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model was investigated, assuming that the input traffic that enters the system through a variable 
number of terminals experience self-similar characteristics. Self-similarity is observed at the edges of 
the satellite-ATM network. A simulation model was developed in OPNET modeller that runs at cell 
level under different input traffic scenarios. Exhaustive simulation runs were performed for several 
traffic traces and buffer utilisations. Statistics at both the MAC and the A TM buffers were recorded in 
order to study the queuing performance and a new formula was derived in order to approximate the 
buffer space requirements for guaranteed CLR. It is observed that the network traffic arrival process 
at the on-board satellite switch is no longer self-similar since it is affected by the MAC shaper at the 
satellite network access points. Certain mUltiplexing gains can be achieved at the on-board satellite 
switch for high values of H provided that the MAC utilization is kept low (i.e. < 0.66). However, there 
might still be cases where the network arrival process at the on-board satellite switch exhibits self-
similar behavior. In such a case, the results presented for the MAC buffer dimensioning can be used 
for the on-board satellite switch. Nevertheless, keeping in mind the space segment power processing 
and buffer space limitations, the possibility of introducing self-similar traffic at the on-board satellite 
switch should be minimised. This could be done with the careful selection of the link utilisation and 
buffer space at the satellite network access points. 
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5. GoS and QoS Provisioning in 
GEO Satellite-ATM Networks 
5.1 Introduction 
In this chapter the resource management functions of a GEO satellite network and their distribution 
between the space and the ground segment are described first. Special attention is given to the 
problem of evaluating the performance of multi-rate, multimedia calls with different GoS/QoS 
requirements. The satellite is assumed to accommodate a regenerative payload, with multi-spot beam 
antennas and on-board 'ATM-like' switching and queuing capabilities. Many broadband satellite 
systems have proposed advanced on-board satellite switching in order to make full use of the 
advantages that ATM technology can offer. However, due to the space segment constraints, a full 
A TM switch on-board satellite is not foreseen. Some of the resource management and control 
functions are placed on the ground segment; i.e the connection admission control and call control 
functions. As a result, the on-board satellite processing requirements are reduced only to the A TM 
traffic management and, where applicable, the up-link resource allocation. In a satellite-A TM network 
most of the supported ATM traffic classes such as Constant Bit Rate (CBR), rt-VBR (real-time 
Variable Bit Rate), nrt-VBR (non real-time Variable Bit Rate) operate on a fixed bandwidth allocation 
basis. The resources are allocated during the connection establishment phase and remain the same for 
the call duration. Available Bit Rate (ABR) has been defined in such a way that allows a dynamic rate 
adaptation according to the network conditions. A number of very interesting studies such as the 
ERICA and ERICA+ [68,69] have been reported that target towards the efficient traffic management 
in A TM networks and discuss the problem of ABR service support as part of a congestion control (or 
congestion avoidance) function, mainly for the terrestrial segment. 
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This investigation can be seen as complementary to the existing research, since it focuses on the ABR 
capacity estimation in a S-A TM system and the Connection Admission Control (CAC) strategy that 
needs to be adopted. An additional parameter has been taken into consideration for the calculation of 
the ABR available capacity; i.e. MAC up-link resource constraints that is not present in a terrestrial 
A TM network. Congestion control should only be invoked when the CAC function fails to effectively 
provide the requested QoS guarantees. By taking into account the resource utilisation statistics of 
traffic models that handle the high priority traffic flows (i.e CBR rt-VBR and nrt-VBR), a new 
methodology for a two stage adaptive CAC has been developed. Simulation and/or analytical methods 
can be used for the performance evaluation of the ABR service in a S-ATM environment. Finally, the 
A TM buffer dimensioning rules for all the supported services are investigated and simulation results 
that demonstrate the resource availability for the ABR service are provided under four different mixed 
traffic scenarios. 
5.2 Resource management and control functions 
One of the main areas of interest in broadband teletraffic engineering is the provision of multimedia 
services with QoS guarantees to a large number of users while maintaining high system resource 
utilisation. In systems where user applications can share common network resources some level of 
connection admission control is required in order to provide fairness and to guarantee that the 
requested QoS criteria are met. In a broadband satellite network, a two level call acceptance control 
algorithm must be considered; the first at the MAC layer and the second at the A TM layer. 
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Figure 5-/: Resource management and control functional block diagram of a S-A TM 
As shown in Figure 5-1, the resource management and control functions are di tributed between the 
space and the ground egment. The on-board satellite witch i re pon ible for providing full 
connectivity from any up-link to any down-link spot beam and it i controlled by the switch control 
unit and the Call Control (CC) and the CAC units. The physical location of the blocks that implement 
the CC and the CAC functions can be on the ground in order to reduce the on-board proce sing 
requirements. In such a way, all the UNI signalling overhead and the call state machine 
implementation can be directed to the NCS on the ground. Depending on the switch implementation 
and the infonnation carried within the S-ATM cells, frequent routing table update such on a per call 
basis could be avoided. As a result, the on-board switch control proce sing requirements are 
minimised. The up-link and down-link resource control unit are responsible for the incoming and 
outgoing traffic management and control the input and the output port of the A TM switch 
respectively. The overall network resource management is perfonned by the Resource Management 
(RM) controller which supervises the operation of the MAC and the ATM resource managers at the 
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NCS. The RM controller dynamically measures the network performance criteria (GoS, QoS for all 
service classes) and instructs accordingly the MAC and A TM resource managers. 
At the S-A TM tenninal side, the control plane protocols are responsible for establishing and 
maintaining each connection. The bandwidth on the air interface is controlled by the MAC layer and 
is shared among all active users tenninals. The usage parameter control (UPC) is a control function 
that could be placed either at an UNI or NNI (in such a case is referred as NPC) interface in order to 
monitor the conformance of existing traffic contracts. Although such a monitoring algorithm is quite 
essential in networks where traffic contract violations could happen by having misbehaving traffic 
sources that could transmit cells in excess of the negotiated cell rates, in a S-A TM network the 
incoming traffic is regulated by the allocated MAC bandwidth units. A MF-IDMA access for the up-
link and TOM for the down-link is considered in our study for the satellite-A TM terminals. For 
gateways and other high data rate tenninals that play the role of traffic concentration units, Time 
Division Multiplex (TOM) access is selected to be most efficient for both the up-link and the down-
link. As a result, the existence of UPC or NPC at the Gateway side is more essential. 
5.3 MAC In GED satellite networks 
As in any other wireless system, MAC regulates the incoming traffic at the satellite network access 
points. Several studies [70,71,72,73,74] based on Demand Assignment Multiple Access (DAMA) [75] 
or DAMA-variants [76,77] using a combination of random access and reservation based schemes have 
been conducted. One of the most important designing targets for a MAC scheme is to maximise the 
resource utilisation while maintaining low delay guarantees. In addition, the protocol stability and low 
complexity of the control algorithm needs to be considered. However, a large class of MAC protocols 
are not applicable for satellite communications [78]. As a reSUlt, the flexibility in designing a MAC 
scheme in a realistic broadband satellite system is limited mainly by the long propagation delay, the 
on-board satellite processing capabilities and some design constraints of the air interface (i.e maintain 
synchronisation, channel reconfigurability). In most of the broadband Ka-band proposals at least a 
minimum up-link bandwidth reservation takes place for most of the supported service classes. In 
addition, the initial call set-up delay for all ATM service classes is always the same, assuming that 
UN! signalling is involved. As a result, a generic and simple approach is needed for the air interface 
and the service mapping according to the source characteristics is done only at the A TM layer. All 
services can be classified at the MAC layer according to the number of slots that are assigned in the 
up-link direction in addition to the time period for which the resources are allocated (i.e. permanent, 
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semi-permanent, on demand). By having a two level control of the service mapping, we increase the 
system flexibility to adopt to various load conditions, simplify the traffic management actions, 
provide fairness among all traffic classes and fmally give different options for charging. In such a 
system, CAC at the call establishment phase will make sure that certain QoS criteria are met. 
5.3.1 The adopted genenc-DAMA MAC scheme 
This investigation focuses on the wireless QoS provisioning in a S-A TM network. Therefore, the 
combined effects at both the MAC and the A TM layers will be examined. In order to do so, it is 
necessary to first clearly identify any assumptions made at the MAC layer. From all the MAC 
proposals applicable for GEO Satellite Networks a generic-DAMA based scheme has been selected as 
the most appropriate one to be used as a reference [79]. The reason is that, when comparing the 
performance of various MAC schemes for GEO satellite networks with multi-class service support, 
there is not a single winner. Their performance depends on the network topology, the traffic demand 
and type (i.e. symmetrical, asymmetrical, aggregation level, burstiness etc.) and the complexity of 
implementing the control algorithm. Keeping in mind that in a broadband satellite-ATM network 
various types of traffic need to be supported and the A TM on-board switch will route traffic coming 
from single user terminal up to high data rate multi-user terminals that need to share the same MAC 
control protocol, a tradeoff in performance versus complexity needs to be made. Recent studies that 
give a comparison of widely known MAC schemes seem to support this idea [78],[80]. Implicit 
reservation is used (i.e content in a slotted Aloha channel) for the first bandwidth request since it is 
the most appropriate scheme for a large number of terminals. 
5.4 Mapping ATM service classes Into the air interlace 
Five distinct service categories have been specified by the A TM Forum [93] to accommodate all the 
different applications: CBR, rt-VBR, nrt-VBR, Unspecified Bit Rate (UBR) and ABR. We assume 
that all service classes except the UBR share the same pool of up-link resources. In order to guarantee 
fairness and a fixed GoS for the other services, the UBR resources in the air interface should be taken 
by another pool of resources with the use of a moving boundary. Since there are no minimum rate 
guarantees for the UBR service or any strict delay requirements, a hybrid approach which combines 
both random access and reservation based resource allocation at the air interface could be used. In this 
way, some level of multiplexing at the MAC layer can be achieved for a large number of bursty 
sources, as long as the system remains in a stable state and there is enough buffering space in the 
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network. At the A TM layer, an effective CAC algorithm should take into account all these 
requirements in order to provide certain levels of QoS to all services classes that share the same 
down-link. 
During the call set-up phase, the CBR, rt-VBR and nrt-VBR services are assigned a fixed number of 
up-link slots which remain constant for the duration of the call. Therefore, some multiplexing gain can 
be achieved only at the ATMlayer by limiting the available resources at the ATM switch output 
queues. For the ABR service, a more flexible access scheme is assumed since it does not have delay 
requirements as strict as the rt-VBR. An ABR call is accepted or blocked at the MAC layer according 
to its Initial Cell Rate (ICR), or Minimum Cell Rate (MCR) requirements. After the call is accepted, 
all the slots that remain free in the up-link direction can be shared among all ABR users in order to 
satisfy the instantaneous requirements for increased bandwidth. If we want to maintain certain call 
blocking rates for all the supported service classes at the MAC layer, the available slots which are 
shared among all ABR services should be used in such away, as not to affect the new call blocking 
rate of any service type. For bi-directional services each link is set-up independently from each other 
but in our study we did not take the forward traffic requirements into consideration. 
5.5 A two-stage connection admission control algorithm 
As shown in section 5.2 (see Figure 5-1), the connection admission control unit runs the decision 
process during the call establishment phase based on the current information that it receives by the 
MAC resource manager and the ATM resource manager. The information that is available to the CAC 
by the MAC resource manager is the available up-link resources at a given spot-beam, the resource 
utilisation statistics and where applicable the collision rates on the random access channels. The A TM 
resource manager reports the current status of the switch queue outputs and buffer overflows statistics 
(i.e. CLR). Based on this information and the predefined values of the number of the active 
connections of a certain type that can be supported at any output port, the CAC decides whether to 
accept or reject a call of a certain type. Most of the studies that investigate the problem of connection 
admission control in ATM networks concentrate on the equivalent bandwidth concept and the 
allocation of bandwidth of an outgoing link, provided that certain QoS criteria are satisfied. In [81], a 
review of the CAC strategies based on the Gaussian approximation, the large deviation techniques and 
the diffusion-based techniques is given. As it was stated clearly by the authors, despite the substantial 
effort on this filed, further research is required on the important issue of real time traffic management. 
The concept of using dynamic versus static resource allocation strategies is given in [82] while in 
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[83,84] the service separation and the division of the overall traffic into multi-class flows is examined. 
Furthermore, the analysis of a decision-based CAC using pre-calculated thresholds is given in [85J 
and in [86J the concept of assigning multiple effective bandwidths to a given connection 
corresponding to different priority levels is described. However, what is not considered in most of the 
existing studies is the combined dimensioning problem of the MAC up-link and A TM down-link 
resources. 
5.5.1 Up-link call blocking probability for multi rate services 
The determination of the call blocking probabilities of (I) different service classes each one requesting 
for constant rate of (ei) from a shared link of capacity (GIN) can be performed with some widely used 
multi-rate models if a complete sharing admission policy is assumed. Each service class (i) is 
characterised by an arrival process which is assumed to be Poisson with mean call arrival rate (I..i) and 
call holding times following a general distribution with mean call holding times (l/J.L;). The analysis of 
multi-rate models is well presented in existing literature and product form solutions for the state 
probabilities can be found in [87,88]. However, the solution to this problem becomes intractable as 
the number of states and service classes increase. Therefore, a recursive solution that was given to this 
problem by [89] simplifies the calculations for a large number of service classes and system states. 
Both the unnormalised probability P U/I(m) of (m) occupied bandwidth units and the normalised 
probability P(m) are given by: 
1 : m= 0 
P/UI(m) = 0 : m<O ( M )-1 
1 I ~ P(m)=Pun(m) I,P/UI(m) 
-LP",,(m-m,) om, 0 :O<m:S;M m=O 
mi_l J.Li 
Equation 5-1 
where M = Gil/de, mj = e/dc and (de) represents the greatest common divisor of (ej). The blocking 
probability per class can be calculated from: 
M 
~i= LP(m) Equation 5·2 
m: M-1IIj +1 
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5.5.2 CBR Service 
A fixed number of up-link slots are allocated for a CBR call; this number corresponds to the source 
Peak Cell Rate (PCR). No multiplexing gain can be performed at the MAC layer from terminals that 
share the same up-link resources due to the real time constraints. However, depending on the activity 
of the source, mUltiplexing gain can be achieved at the A TM layer. For the simulation it was assumed 
that voice traffic was supported over the CBR service. Each source was modelled as an ON-OFF 
process with negative exponential call holding time and the analysis presented in [90] was used to 
obtain the utilisation of the allocated resources as a function of the number of users, for different QoS 
(expressed in terms of CLR and maximum queuing delay, at the A TM switch). 
5.5.3 rt-VBR 
Real-time VBR services are treated similarly to the CBR service at the MAC layer, since this type of 
service has specified delay and jitter requirements. In addition, a VBR source the PCR, the 
Sustainable Cell Rate (SCR) and the Maximum Burst Size (MBS) need to be specified. Therefore, for 
the resource allocation at the ATM layer two possibilities exist [91]. The first one uses the PCR so 
there are always available resources and the second one takes advantage of the statistical multiplexing 
using the SCR or any other value between the PCR and SCR in order to increase the efficiency. For 
the simulation the second approach was selected and it was assumed that video traffic was supported 
over the rt-VBR service. The traffic can be modelled as in [92]. Similar to CBR, the resource 
utilisation can be calculated as a function of the number of users and the expected QoS, in order to 
consider the multiplexing gain at the switch. 
5.5.4 nrt-VBR 
The nrt-VBR service is intended for non-real time applications that accommodate bursty traffic and 
similar to the rt-VBR is characterised in terms of PCR, SCR and MBS. For the ATM cells that are 
transferred within the traffic contract, the application expects low CLR. The resource allocation at the 
MAC layer is proposed to be similar to the CBR service (circuit switch allocation) but using the SCR 
instead of the PeR. Therefore, any multiplexing gain can be obtained at the A TM layer depends 
strictly on the detail characteristics of the traffic sources. The SCR is used at the A TM layer to 
allocate (A TM) resources to each active connection. Since there is no strict delay or delay variations 
requirements, the user terminal is responsible for managing its own transmission rate, depending on 
the terminal buffer size. 
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5.5.5 ABR Service 
During the connection set-up phase. the following traffic parameters are negotiated for the ABR 
service types: the Initial Cell Rate (lCR). the Minimum Cell Rate (MCR) and the Peak Cell Rate 
(PCR). An ABR source is allowed to transmit cells at an Allowed Cell Rate (ACR), which varies over 
time depending on the network congestion status. The mechanism to change the source ACR is based 
on the transmission of RM cells that traverse end-to-end from the source to destination (forward 
direction) and are looped back to the originating source in the backward direction. The contents of the 
RM cells can be changed by the destination or the intermediate nodes by altering the Congestion 
Indication (CI) bit and the Explicit Rate (ER) fields and the source ACR is adjusted according to these 
fields. The network congestion indication mechanism depends on the switch architecture and can be 
Explicit Forward Congestion Indication (EFCI)-based switch or ER-based switch. A set of time-out 
mechanism exists in this type of flow control to overcome the problems arising from erroneous cells. 
The efficient operation of a rate-based congestion control mechanism depends on the careful switch 
buffer dimensioning procedure in order to avoid cell loss. In general. ER based switches perform 
better than the EFCI but are harder to be implemented. For long end-to-end control loops such as 
those that are included in a GEO satellite network, it is suggested that smaller control segments 
should be considered (at least two segments must be created; one for the radio part and one for the 
fixed part of a connection. In this study, only the radio parts of all A TM connections were considered 
and no particular algorithm (either at the MAC or at the A TM layer) that supports bandwidth on 
demand for ABR services has been taken into account. Therefore, both in the performance analysis 
and in the simulation model the main target was to calculate the resources that remain free to be used 
by the ABR services at both the MAC and the ATM layers as a function of the total offered load 
under different traffic scenarios. 
5.5.6 UBR service 
UBR is considered as a 'best effort' service, therefore it should not be considered in the same way as 
any other A TM service type. The placement of CAC is to ensure that QoS guarantees of all the 
existing connections are satisfied before any new connection is admitted to the network. QoS 
provisioning to multi class, multi-priority service classes is supported in the S-A TM network model 
that is described in section 5.2 (see Figure 5-1) by the on-board satellite output scheduler. A movable-
boundary between the UBR and all the other service resources for the air interface is envisaged. This 
boundary should be dynamically adjusted to the traffic mix in order to satisfy both fairness and the 
GoS/QoS criteria for all traffic classes. At the ATM layer, all service classes including the ABR 
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should have priority over the UBR therefore, UBR traffic should be carried out when there is no other 
type of traffic present. 
5.5.7 CAC problem formulation 
Each connection in an A TM network is associated with a set of traffic parameters in addition to a set 
of negotiated and non-negotiated QoS parameters [93]. During the call establishment phase, one 
important network operation is the evaluation of the QoS impact of the new calIon the accepted calls 
that share common resources. CAC is the network function that decides if a new call should be 
accepted or not. A new call can be blocked if there are not enough resources either at the MAC or at 
the ATM layer. So the CAC problem is to try to maximise the MAC and ATM resource utilisation 
while keeping certain GoS and QoS guarantees. In addition, an effective CAC algorithm should 
provide fairness to all services classes and connections and should be fast enough to run in real time. 
From all the above statements two general conditions must be satisfied for a set of multi-class 
connections in a S-ATM network model. The first satisfies the admissionable load in the up-link 
direction at MAC layer (elN) and the second the down-link output ATM rate (COUl') 
J I (7 
I,I,m .. N~ ~-1!!...= Mk 
j=( ;=( I de 
Equation 5-3 
Equation 5-4 
Where (i): is service class and (I) the number of service classes 
(k): is the call origination spot-beam and (K) the number of up-link beams 
(j): is the call destination spot-beam and (J) the number of down-link beams 
(At): represents the MAC up-link capacity (in normalised bandwidth units) of a spot-beam (k). 
(Ai): represents the ATM down-link capacity (in normalised bandwidth units) at the destination down-
link O}. 
(mj), (Clj): represent the assigned resources (normalised bandwidth units) per connection of type (i) at 
the MAC (up-link) and ATM (down-link) layers respectively. 
(N/g ): represents the total number of connections of type (i) that are originated from spot beam (k) 
and are directed towards spot-beam (j). 
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u;"1JI (N/ ,F.) represents the utilisation factor of the assigned resources CJ.; x N/ in the down-link ATM 
multiplexer for guaranteed loss probability (Ei). It is expressed as a function of the total number of 
active connections N/ = I, Nili per traffic class that are directed towards a given downlink-beam 
t 
(j). 
NOTE: For simplicity reasons and without loss of generality in the following analytical and 
simulation results, it is assumed that the S-ATM model consists of a single up-link and down-link 
beam (i.e J=l, K=l). This assumption represents a uniformly distributed traffic load and call 
destination pattern among all beams. However, this methodology is still applicable and could be 
extended provided the non-uniform traffic distributions and certain call destination distribution are 
known. 
5.6 Performance Analysis and Network Dimensioning 
Analytical models can become very complex when considering multi-rate services at both call and 
cell level and a simulation model that runs at cell level requires extremely long processing period to 
produce accurate results at call level. Therefore, a hybrid approach was followed in the performance 
evaluation that combines both analysis and simulation. At call level, both analysis and simulation 
were used for multi-rate, multi-class services and incorporate look-up tables to provide the ATM 
resource utilisation statistics for different A TM service classes. These tables can be generated by 
using proper analytical or simulated traffic source modelling techniques depending on the service 
type. 
The main objective of this work that was first reported in [79] and later in [94], was to investigate the 
performance of the ABR service in a S-A TM network for which not accurate traffic models have been 
developed. In some studies that came to our knowledge, there is an assumption of a given traffic 
model for ABR service or a traffic mix of several traffic sources. On the contrary. in our approach. 
certain traffic scenarios are assumed only for the service classes that have priority over the ABR 
service. Therefore, a means to quantify the aggregated available bandwidth at a given shared down-
link is developed. The outcome of this investigation is to derive a new methodology for buffer 
dimenSioning in order to guarantee certain QoS criteria for the ABR service. No special attention is 
given to the UBR service since it is given less priority than the ABR services. If the available system 
resources are more than the ABR maximum requirements, then the unused resources are left for the 
UBR service in a fair share algorithm. 
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5.6.1 Ca1culotion of the MAC available resources 
Let us assume a set of (I) multi rate service classes with the same parameters as in paragraph 5.5.1 and 
a S-A TM model of a single input/output beam. H (~) is the mean call arrival rate, {l/IJ.i) the mean call 
holding time for service class (J) and (M) the total capacity (in bandwidth units), then the offered load 
(Lj ) and the normalised (L{) per traffic class is given by: 
Ar ' Ar 111; 1-; =-'111;,1-; =-.-. 
III III M 
Equation 5-5 
and the total traffic load is 
Equation 5-6 
At a steady state, the MAC link utilisation (carried traffic) per service class (i) is given by: 
, UMAC 
U MAC ~ U MAC .::::....L- ' I =1-;·(l-~I)= III 'm;.(1-~t>' I = M =4 ·(1-~I) Equation 5-7 
As a result, the availability of the MAC resources at a certain offered load can be expressed as : 
U MAC ~ MAC ~ fru = M - ~UI =M - ~4 .(1- PbI ) Equation 5-8 
i i 
It should be noted that (U:C) represents the bandwidth that can be shared amongst all the ABR 
connections at a given up-link provided the system is in a steady state. This portion of bandwidth 
could be allocated on demand, in a shared way to all the ABR connections. in order to satisfy the 
bandwidth fluctuations on top of the already allocated minimum rate. However. in a real-time 
implementation the available resources should be allocated to the existing ABR connections only 
when there is not a pending bandwidth request from a new connection of any type. In such away. the 
GoS (i.e call blocking probability) of all new connections is not affected. Therefore. an effective BoD 
mechanism should be present in order to utilise as much as possible the available (U':eC ), Finally, by 
adding (U:C ) to the resources that have been already in use by ABR connections we can derive the 
following expression that calculates the upper bound of the MAC resource utilisation (S::~) that 
can be achieved by the ABR service class (i.e. i=I). 
, SMAC 
SMAC =U MAC U MAC SMAC =~ 
ABR fru + /=1 ~ ABR M 
Equation 5-9 
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5.6.2 Calculation of the ATM available resources 
At the ATM layer, the ATM mean resource utilisation (U:TJI ) for a service class (i) can be expressed 
as a function of the utilisation factor u:TIi (NI.E) and the number of active connections (Nj) and of that 
type, provided that Equation 5-3 and Equation 5-4 are valid. Assuming a steady state system, Equation 
5-2 can be used to calculate the call blocking probability at the MAC layer per service class (Phi). As a 
result, the mean number of active connections per service class { No ' NI , ... NI } can be derived by: 
U MAC N. =_; _= 4 .(1- Phi) 
I Tn; Tn; 
Equation 5-10 
therefore ceil(f) is defmed as the ceiling function: 
Equation 5-11 
From Equation 5-11, a formula that calculates the upper bound of the mean ATM resources (S::) 
that are available to the ABR service9, can be easily derived: 
Equation 5·12 
It is assumed that IH represents the set of all the service classes that have priority over the ABR (i.e 
CBR, rt-VBR, nrt-VBR) and t =~ is the ratio between the total down link and up-link resources. 
M 
5.6.3 S-ATM network dimensioning 
In the previous paragraph, a methodology that calculates the upper bounds of resource availability 
both at the MAC and the ATM layer, assuming a mixed traffic scenario, was described. One of the 
most recent arguments within the A TM Forum study groups concerning the required congestion 
control scheme for the ABR service was the selection between rate-based and credit-based control 
loop. Furthermore, a third proposal that is reported in [95] suggests the integration of both rate and 
credit based proposals to coexist in order to make use of the advantages of each method in certain 
network topologies. The rate-based scheme that has been selected by the A TM forum seems to adapt 
9 For which no assumption for the traffic characteristics is made 
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better in WAN s with large propagation delays and therefore seems a more appropriate scheme for 
satellite communications. In this study, no particular algorithm is considered for the ABR resource 
allocation since the objective is the calculation of the available ABR capacity at a S-A TM network 
model. The mean number of ABR connections that are admitted at the MAC with a minimum cell rate 
(MCR) = mj_} can be calculated by using Equation 5-10. Having in mind that the maximum resource 
utilisation that can be achieved at the MAC for the ABR service class is given by Equation 5-9, one 
can derive a set of network dimensioning rules after the careful selection of the following system 
parameters: 
• The ratio 't (shown in Equation 5-12) of the fixed down-link rate over the total allocated up-link 
capacity. This is the parameter that determines the actual satellite network bottleneck. A value of t 
= 1 is effectively a circuit switched solution with no attempt for any multiplexing gain in the on-
board satellite switch. This approach assumes that the up-link MAC bandwidth is fully utilised 
which is not a realistic assumption for most of the expected traffic types. A value of 't > 1 
represents a system with a system bottleneck in the up-link direction which is not a typical case in 
a broadband satellite system design. A S-A TM network with on-board satellite switching and 
buffering targets towards certain multiplexing gains at the switch output ports. Therefore, the 
condition 0 < 't < 1 must be satisfied if a single spot-beam model is used (in the general case this 
condition should be satisfied at a system level). By assigning a value of (t) that is slightly higher 
than the target value (i.e 0.70 or 0.80), some safety guards for any effective bandwidth under-
estimations are taken into account. 
• The on-board satellite buffering space (Bi) and traffic scheduling algorithm: The buffering space 
and processing power are the main two hardware limitations that impose real constraints on the on-
board satellite switch architecture when compared to a terrestrial switch. For real time services (i.e 
CBR, rt-VBR) the buffer space requirements are driven by the maximum allowed jitter (CDVT) 
and CTD. As a result, a fixed buffer space is assumed for these traffic classes. The non-real time 
services are more tolerant to buffering delays, therefore some extra buffering space is required to 
handle the burstiness of the data arrivals at the switch output ports. However, as explained in 
chapter 4 where the network dimensioning and queuing performance using self-similar traffic is 
discussed, the incoming traffic is shaped at the network access points and can be controlled by the 
MAC layer. Part of these results are reported in [96J and can be used for buffer dimensioning of 
service classes that exhibit self-similar behavior. The nrt-VBR service expects very low CLR 
therefore, it is served with a higher priority than any other non-real time service (i.e. ABR, UBR). 
The remaining capacity and buffer space is left for the ABR and UBR service classes. The ABR 
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resources are assigned in a dynamic way using a feedback control mechanism. so the upper bounds 
of the incoming ABR traffic (see Equation 5-9) can be identified and some threshold values for the 
ABR capacity can be assigned. Finally, by placing certain boundaries in the up-link we can assign 
the remaining unused resources to the UBR service without imposing special requirements. 
• The effective bandwidth calculations used by CAC to define the u;"fJI (N,.£,): These are traffic 
dependent utilisation curves that provide average estimates of the buffer service rate as a function 
of the source aggregation level of a certain type. 
5.7 Simulation modelling approach 
A simulation model was implemented in OPNET modeller in order to evaluate the performance of 
multi-class, multi-rate services and compare simulation with analytical results, where applicable. The 
block diagram of a S-ATM model that combines both the cell level statistics at the ATM layer and the 
call level statistics at the MAC layer is shown in Figure 5-2. The model is split into two main tools 
that communicate with each other through statistical files generated by each simulator. At the call 
level simulation a service class is characterized by: 
• Mean call arrival rate (from the total number of users per class) 
• Call arrival distribution (negative exponential is assumed) 
• Mean call duration 
• Call duration distribution (negative exponential distribution is assumed) 
• Service rate at MAC level (MAC slots) 
• ATM class: CBR, rt-VBR, nrt-VBR, ABR, UBR 
• Service rate at A TM layer (A TM class specific) 
Combined results for both the MAC and the A TM resources utilisation can be produced assuming that 
the resource utilisation statistics for the different A TM classes are imported to the call level simulator 
from the cell level simulator or can be calculated analytically. 
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Figure 5-2: Simulation model block diagram 
GoS 
Statistics 
ATMGbS 
Resource 
Utilisation 
Statistics 
At the cell level simulator each ATM traffic source is modeled independently and run at cell level. 
This model is designed to produce statistic about the MAC and the ATM buffer occupancie . The 
following statistics characterise each ATM traffic clas : 
• Number of ources 
• Traffic source packet inter-arrival tatistic 
• MAC service rate 
• A TM service rate 
One of the most important areas of research in the past year is the modelling and characterisation of 
the ATM traffic. Several different algorithms and traffic models have been propo ed and adopted 0 
far by many researchers in their simulations. There is no such single model that can be u ed 
accurately for all traffic sources. Most of the e models are usually applicable to a single type of traffic 
with certain characteri tics. Therefore, some widely accepted traffic models were used to characterize 
different traffic types. 
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5.8 Mixed traffic scenarios and system parameters 
It is assumed that all mix traffic scenarios consist of the following ATM service classes: CBR (class 
0), ABR (class 1), nrt-VBR (class 2) and rt-VBR (class 3). The subset Is = to, 2, 3} represents all the 
high priority classes (i.e CBR, rt-VBR, nrt-VBR) and the CAC applies a certain policy for QoS 
guarantees for all i E I H • Each service class is characterised by a number of up-link slots that are 
requested by the MAC layer and an A TM rate which is used for the A TM layer resource utilisation 
calculations. 
The main objective of this work is the evaluation of the resources that are available to the ABR 
service. Therefore, all ABR services that are accepted at the MAC layer have no resource reservation 
at the ATM layer (i.e. their ATM rate and U~~M = 0) and there is no new call blocking at the ATM 
layer for any service in order to investigate the upper bounds of the A TM over MAC utilisation ratio 
('t). However, calls that cannot be admitted at MAC layer are blocked and cleared from the system. 
The system up-link capacity, for the mixed traffic scenarios presented in Table 5-1, was set to M = 
100 and 600 up-link slots. 
Four different mixed traffic scenarios were investigated: I, II, m and IV. In traffic scenarios I, m and 
IV all service classes (0,1,2.3) contribute equally to the total offered load, whereas in traffic scenario 
II, the contribution of each service class is 20%, 40%, 20% and 20% of the total offered load. The 
traffic scenarios ill and IV are further divided into A and B which represent two different A TM 
utilisation values for the nrt-VBR service class (i.e 0.95, 0.85). In I, II and m, the utilisation factor is 
constant with u2(N2) = 1 for all N2, whereas in scenario IV, the nrt-VBR service class is modeled as a 
FGN process with different values of the Hurst parameter. 
All FGN sample paths have the same mean (m=3.99 cis) and variance (v=16.1). The detailed 
parameters for the generated FGN samples are reported in Chapter 4. New calls are generated 
according to a Poisson distribution; the call duration follows negative exponential distribution with 
average value I minute (all the other parameters are normalised to this value). 
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Service MAC ATM parameters ATMService TraIIlc Scenario Offered 
Class Slots Class Load 
Class 0 I PCR=l. activity CBR. Voice, CLR=lOE-3. 30ms I. III. IV 25% 
factor=O.4 max queuing delay II 20% 
Class I 2 MCR=2 ABR.Data I. III. IV 25% 
4 MCR=4 ABR.Data II 40% 
I 25% 
4 SCR=4 nrt-VBR. Data, u2(N2)=1 II 20% 
Class 2 SCR=4.2 nrt-VBR. Data, u2(N~1 III-A 25% 
6 SCR=4.7 III-B 25% 
SCR=4.2 nrt-VBR Data. self-similar IV-A 25% 
6 SCR=4.7 (FGN) sample paths. IV-B 25% U2 (N,) (as in Table 5-3) 
Class 3 10 PCR=10. SCR=4. rt-VBR. Video. CLR=10E-5. I. II1.IV 25% 
MBS=300 cells 30ms max queuing delay at each II 20% layer (MAC and A TM) 
MAC Up-link Capacity (M) = 100 I.Il 
MAC Up-link Capacity (M) = 600 III.IV 
Table 5-1: Service scenarios, definition of classes and parameters. 
In the following tables, the functions that describe the resource utilisation factor per service class are 
given. The CBR voice (see Table 5-2) and the rt-VBR video (see Table 5-4) utilisation functions were 
generated in [97] following the methodology presented in [90] and [92] respectively. In Table 5-3, the 
A TM utilisation factor for the nrt-VBR service class was calculated from the simulation results that 
are fully described in Chapter 4 of this thesis. The function u:TJI (Nz,B) is the average ATM buffer size 
of a certain type of (N2) FGN processes normalised to the average ATM buffer size of a single FGN 
source (N2=1). The block diagram of the S-ATM modelling approach is presented in Figure 5-2. 
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N. u.(N.) N. u.(Nt) Nt Ut(N.) N] u.(N]) N] Ut(N.) 
1 2.500000 31 1.438644 61 1.297980 91 1.235045 121 1.197710 
:3 2.SOOOOO 32 1.431168 6l 1.29S072 92 1.233511 122 1.196713 
3 2.146890 33 1.423638 a 1.292280 93 1.231988 123 1.195736 
4 2.116295 34 1.416605 6f 1.289577 94 1.230472 124 1.194783 
5 2.072268 35 1.409930 65 1.286980 95 1.229010 125 1.193832 
6 2.016617 36 1.403404 66 1.284497 96 1.227559 126 1.192910 
7 1.952057 37 1.397161 67 1.282040 97 1.226120 127 1.191993 
8 1.892796 38 1.391295 a 1.279595 98 1.224753 128 1.191096 
9 1.843294 39 1.385579 
" 
1.27717S 99 1.223397 129 1.190201 
10 1.798648 40 1.379912 ,. 1.274782 100 1.222052 130 1.189281 
11 1.763556 41 1.374729 71 1.272414 101 1.220764 131 1.188364 
12 1.730927 42 1.369642 72 1.270175 102 1.219469 132 1.187474 
13 1.699998 43 1.364679 73 1.2680S4 103 1.218160 133 1.186587 
14 1.675056 44 1.359834 74 1.265943 104 1.216863 134 1.185707 
15 1.650236 45 1.355326 75 1.263798 105 1.215573 135 1.1~ 
16 1.628948 46 1.350837 
" 
1.2617'" 106 1.214320 136 1.184016 
17 1.609352 47 1.346546 ." 1.259635 107 1.213087 137 1.183181 
18 1.590566 48 1.342298 ,. 1.2S7662 108 1.211895 138 1.182367 
19 1.574131 49 1.338315 
" 
1.2S5709 109 1.210705 139 1.181557 
20 1.557933 50 1.334374 • 1.253849 110 1.209558 140 1.180767 
21 1.543944 51 1.330638 .1 1.2S2006 111 1.208417 141 1.179981 
22 1.529964- 52 1.326851 Q 1.2S0202 112 1.207314 142 1.179206 
23 1.517623 53 1.323273 83 1.248374 113 1.206217 143 1.178456 
24 1.5OS541 54 1.319770 84 1.246563 114 1.205115 144 1.177709 
25 1.494395 55 1.316527 85 1.244814 I1S 1.204021 145 1.176966 
26 1.483851 56 1.313191 • 1.243081 116 1.202934 146 1.176224 
27 1.473737 57 1.309898 17 1.241396 117 1.201860 147 1.17S4S3 
28 1.464461 58 1.306744 18 1.239776 118 1.200780 148 1.174697 
29 1.4552S7 59 1.303733 19 1.238172 119 1.199747 149 1.173947 
30 1.447052 60 1.300786 !Ie 1.236591 120 1.198710 150 1.173219 
Table 5-2: ATM utlisationfaclor U~7JI (Nt.e) for CBR voice sources (£ i.e CLR =lE·3) 
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nrt·VBR Target H 10, ATM util = 0.95 (scenario IV.A) Target H, ATM util- 0.85 (scenario IV·B) 
N2 0.80 0.70 0.60 0.50 0.89 0.80 0.70 0.60 0.50 
1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
2 0.9050 0.6895 0.8106 0.9212 0.7222 0.4479 0.5039 0.6475 0.7071 
3 0.6678 0.5933 0.7399 0.8979 0.4222 0.2675 0.3562 0.5125 0.5954 
4 1.0150 0.6246 0.6888 0.8439 0.5366 0.2599 0.2807 0.4314 0.5420 
5 1.1988 0.5422 0.6641 0.8377 0.7803 0.1776 0.2388 0.3900 0.5061 
6 0.9741 0.4539 0.6428 0.8237 0.2760 0.1234 0.2131 0.3649 0.4943 
7 0.8693 0.4178 0.5942 0.8032 0.2460 0.0976 0.1698 0.3424 0.4834 
8 0.7607 0.3427 0.5644 0.7849 0.1425 0.0590 0.1501 0.3339 0.4860 
9 0.5630 0.3285 0.5490 0.7694 0.1000 0.0483 0.1423 0.3278 0.4953 
10 0.4326 0.3157 0.5378 0.7579 0.0564 0.0432 0.1328 0.3252 0.5039 
11 0.2328 0.3119 0.5383 0.7565 0.0265 0.0400 0.1355 0.3309 0.5220 
12 0.2260 0.2910 0.5167 0.7392 0.0213 0.0391 0.1346 0.3343 0.5347 
13 0.2867 0.3053 0.5079 0.7306 0.0290 0.0456 0.1379 0.3511 0.5745 
14 0.3122 0.2832 0.4942 0.7209 0.0189 0.0389 0.1368 0.3616 0.5967 
15 0.4355 0.2619 0.4842 0.7236 0.0209 0.0339 0.1332 0.3693 0.6145 
16 0.3117 0.2354 0.4630 0.7110 0.0130 0.0285 0.1322 0.3792 0.6345 
17 0.3804 0.2206 0.4421 0.7027 0.0232 0.0271 0.1337 0.3913 0.6580 
18 0.4717 0.2178 0.4326 0.6975 0.0344 0.0268 0.1356 0.4025 0.6801 
19 0.4122 0.2100 0.4262 0.7048 0.0183 0.0257 0.1378 0.4164 0.7062 
20 0.3281 0.2002 0.4156 0.6932 0.0089 0.0251 0.1404 0.4292 0.7301 
21 0.2124 0.1926 0.4147 0.6950 0.0063 0.0246 0.1433 0.4423 0.7538 
22 0.1415 0.1827 0.4061 0.6924 0.0058 0.0249 0.1470 0.4576 0.7808 
13 0.1419 0.1798 0.4013 0.6948 0.0057 0.0253 0.1506 0.4716 0.8060 
24 0.1365 0.1720 0.3961 0.6908 0.0055 0.0256 0.1546 0.4860 0.8317 
2S 0.1147 0.1648 0.3986 0.7029 0.0050 0.0260 0.1596 0.5029 0.8606 
Mean ATM Buffer Length (ceJJs) Mean ATM Buffer Length (eelIs) 
1 2763 389 80 33 2022 I 311 1 47 14 8 
m = 4cls. MAC = 6cls A TM = 4.21C/s m = 4c/s. MAC = 6c/s ATM = 4.71C/s 
Table 5-3: u:TIl (N
2
• B) for nrl-VBR data sources assuming self-similar (FGN) samples paths 
10 As explained in Chapter 4 the 'Target' H values of the FGN sample paths that were used in our simulations were slightly lower than the 
'Test' H values measured with Whittle's estimator. For the 'Test' H values see Table 1 in Chapter 4 
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rt·VBR eLR 
N3 I.OOE-03 I.OOE-04 1....., I.OOE-06 I.OOE-07 I.OOE-08 I.OOE-09 
1 2.166411 2.420048 2.64579 2.849969 3.035592 3.20556 3.365383 
2 1.774541 1.946279 2.099'782 2.239963 2.369915 2.491125 2.604893 
3 1.608226 1.744132 1.86618 1.977801 2.081659 2.178687 2.270452 
4 1.509625 1.624292 1.72697 1.822174 1.909676 1.991473 2.069961 
5 1.442981 1.543427 1.632469 1.717174 1.79314 1.864277 1.933858 
6 1.394673 1.484944 1.563697 1.641271 1.708561 1.77178 1.835004 
7 1.35809 1.44076 1.511421 1.583948 1.644456 1.701563 1.760055 
8 1.329526 1.406341 1.470469 1.539319 1.59438 1.646638 1.701502 
9 1.306699 1.378903 1.437662 1.503768 1.554371 1.602705 1.654728 
10 1.28812 1.356624 1.410909 1.474924 1.S21836 1.566946 1.6167 
11 1.272762 1.338251 1.388775 1.451166 1.494987 1.537421 1.585331 
12 1.259893 1.322891 1.370233 1.431338 1.472555 1.512745 1.559145 
13 1.248979 1.309897 1.354529 1.414601 1.453605 1.491903 1.53705 
14 1.23962 1.298782 1.341099 1.400321 1.43744 1.474133 1.518229 
15 1.23]5]3 1.289176 1.329S08 1.388019 1.423528 1.458851 1.502061 
16 1.224425 1.2808 1.319421 1.377325 1.411455 ].445605 1.488058 
17 1.218171 1.273426 1.310575 1.367952 1.400892 1.434035 1.475838 
18 1.212609 1.266883 1.302757 1.359666 1.391583 1.42386 1.465103 
19 1.207624 1.261031 1.295798 1.352289 1.383323 1.414851 1.455602 
20 1.203123 1.255759 1.289565 1.345672 1.375942 1.406822 1.447142 
21 1.199034 1.250977 1.283944 1.339696 1.369302 1.399621 1.439564 
12 1.195293 1.246612 1.278846 1.334266 1.363297 1.393126 1.43273 
23 1.191854 1.242603 1.274195 1.329301 1.35783 1.387234 1.426538 
24 1.188675 1.238903 1.269928 1.324737 1.352828 1.381859 1.420891 
25 1.185722 1.235469 1.265996 1.320517 1.348227 1.376931 1.415717 
Table 5-4: ATM utlisation u:nt (NJ>£) for rt-VBR video sources 
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5.9 Numerical examples and presentation of results 
In this section combined results from both analysis and simulation are presented for the mixed traffic 
scenarios shown in Table 5-1 . Based on the assumptions that were stated in the previou paragraphs, 
this approach can be used for system dimensioning in any given scenario, provided that accurate 
estimates for the functions that calculate the utilisation factor U ;ATM (N) are available. 
5.9.1 Mixed traffic scenarios I and II 
The call blocking probability as a function of the offered load is presented in Figure 5-3 for traffic 
scenario 1. As expected, the service classes that reque t a higher number of MAC lot experience 
higher call blocking rates. The simulation results are in full agreement with those obtained by anaJy i 
therefore, the simulation model wa used first to check the validity of the analy is and to record 
statistics that cannot be easily obtained through analytical method . 
10° r---~~~--~.--. ~ .. - .--.--.. ~ .. ~ ..~-r-. ~ ..~ ..-. --r-~---r--~~ 
0.4 
':::.::: :::::: :::::::.::0.0::: 
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...... :.::<:::~:.::::::: :~::::::::::::: .. ::~ ::: * * 
................. :::.::::: .: ::" .. : ... .. . . '.' t> t> 
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0 .5 0.6 0 .7 0.8 
Normalised Offered Load 
0.9 
Class 0, CSR 
Class 1, ABR 
Class 2, nrt- VBR 
Class 3, rt-VSR 
Simulation 
Figure 5-3: Call blocking probability for traffic scenario 1 
1.1 
A call blocking probability of 2% for traffic class 0 (requesting a single up-link lot) can be achieved 
at a normalised offered load of around 0.9 E, however this will result in more that 10% lost calls for 
service class 4. The call blocking rates of aJl the supported service classes can be balanced if orne 
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bandwidth reservation mechanism takes place for the high rate service classes. According to a 
technique called "trunk reservation" which is described in Chapter 6 of this thesis, the low rate call 
are rejected after the system reaches a certain state. At this state, only high rate calls are accepted. 
However, as reported in [98], the balancing of the call blocking probability impo es a penalty in the 
link utilisation. 
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Normalised Offered Load 
Figure 5-4: ATM and MAC resource utilisation/or traffic scenario I 
In Figure 5-4, simulation results for both the MAC and the ATM resource utili ation are hown. The 
region between the urn of the ATM utili ation plots for traffic c1as es 0,2,3 and the MAC utili ation 
of all the service classes defines ATM capacity that is available for the ABR service cia s. The plot 
of the MAC resource availability for the ABR service i shown in Figure 5-5, in addition to the upper 
bounds of all traffic classes at the A TM layer which in fact, deternUnes the upper bound for ('t). 
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Figure 5-5: Availability of ABR resources for traffic scenario 1 
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Figure 5-6: Comparison between analytical and simulation results jor scenario I 
As shown in Figure 5-6 and Figure 5-7 there is a very close agreement between the results obtained by 
simulation and the ones that are calculated using Equation 5-11 and Equation 5-9, Equation 5-12 
respectively. However, it should be noted that due to the effect of the ceiling function in the presented 
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analytical results, there is always a possibility for minor mismatches between analytical and 
simulation results. 
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Figure 5-7: Upper bounds of ABR resource availability for traffic scenario I (1=1) 
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Figure 5-8: Call blocking rates for traffic scenario /I 
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Figure 5-9: ATM and MAC resource utiLisation for traffic scenario /I 
Similar results to the ones presented for cenario I, were obtained for traffic scenario II. For mixed 
traffic scenario II, the ervice classe 1 and 2 ( ee Figure 5-8) experience the arne call blocking rate 
although they repre ent different ATM service classes (ABR and nrt-VBR). Therefore, if there is no-
admis ion control applied by the network, the traffic from different ervice cIa e is regulated only 
by the MAC layer. As a result, the ATM resource utilisation can be used to inve tigate the admis ion 
control policy that is applicable at the A TM layer. 
Since the function that calculates the resource utilisation for the ABR service at the ATM layer was 
unknown, the resource utilisation statistics from all the service cia e excluding the ABR were 
collected and presented in Figure 5-5 and Figure 5-10 for traffic scenarios I and II respectively. By 
adding these graphs to the graphs that represent the resources that are available at the MAC layer for 
the ABR services (see Figure 5-11) the upper bounds of the total ATM resource utili ation are clearly 
shown for both scenarios. These values are normalised to the overall MAC resource . The main 
difference between the two plots are due to the fact that the ABR offered traffic in scenario II i 
higher than all the other service classes. 
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Figure 5-11 : ABR resource availability at the MAC layer 
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Figure 5-13: ABR resource availability at the ATM layer 
The Probability Den ity Function (PDF) of the ATM resource utilisation, excluding the ABR services 
is shown in Figure 5-12 (for traffic scenario I, total norrnali ed offered load = 0.72). From these 
results, we can easily plot the PDFs of the ABR resource availability at the ATM layer for different 
value of the overall A TM re ources (Figure 5-13). In fact, any connection adrnis ion control 
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algorithm that is applied to the ABR service will try to optimise the witch capacity requirements by 
taking into account the maximum mUltiplexing gain that can be achieved. In any ca e, the overall 
switch capacity should be Ie s than the upper bound values shown in Figure 5-5 and Figure 5-] 0 for 
the traffic scenarios I & II. Two different values for ('t) i.e. 0.7 and 0.9 were u ed for the calculation 
in Figure 5-13. 
5.9.2 Mixed traffic scenario III 
Analytical results for the mixed traffic scenario ill-A and ill-B ( ee Table 5-1) are pre ented in the 
following graphs. Figure 5-14 shows the call blocking probability for the four different cia se 
assuming equal offered load per class (i.e. 25 %). These results are al 0 applicable for the traffic 
scenario IV since the same parameters for the MAC layer are used. In cenarios ill and IV, the total 
MAC capacity has been increased to 600 nonnalised bandwidth units, therefore, when compared with 
the call blocking rates for scenario I, there is an obvious gain. 
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Figure 5-14: Call blocking rates jar traffic scenario III & IV 
-133-
Chapter 5: CoS and QoS Provisioning in CEO Satellite-ATM Networks 
0 .751----,----...,..-----.----r--;::::=!:::==::::!:==~ 
0.7 
0.65 
j 0.6 
~ 
E 
o 
~0.55 
.Q 
~ 
'5 0.5 
!':! 
" ~ 0.45 
cr: 
0.4 
0.35 
. . •• S(MAC, III 
+ + + + :.' + + S(ATM), III-A 
000 +++ : 
o ¢ 0 + + + + 0 0 S(ATM), 111-8 
00000 + + + + L-_______ --I 
. .... 
••• • 
•• 
. 0000+++++ 
00000++++++ 
000 +++++ 
••• • < 
•• 
•• 
••• 
-<. 
-. •• 
00 0 000 +++++++++ 
00000000'000 
•••• • 
.. ....... : . 
••••• • 
••••••• 0.3 L-_ _ ---' ___ .....L _ _ _ ..L-___ .L-__ ----l ___ .....L ___ ...J 
0 .65 0.7 0.75 0 .8 0.85 0 .9 0 .95 
Normalised Offered Load 
Figure 5-J 5: Upper bounds of ABR resource availability for traffic scenario lIl-A,lIl-B,for 't= J 
The upper bounds of the MAC and ATM resource availability for the ABR are plotted in Figure 5-15 
u ing Equation 5-9 and Equation 5-12 re pectively. A con tant function U2 (N2)=1 is as umed for the 
nrt-VBR service class with SCR =4.21 and 4.71 in cenarios Ill-A and Ill-B respectively. 
5.9.3 Mixed traffic scenario IV 
In mixed traffic scenario IV, the nrt-VBR ervice cIa modelled a a elf- imilar proce . 
Therefore, U2 (N2) (see Table 5-3) i given as a function of the number of active connection N2 and 
also depends on the Hurst parameter (H) that characteri e the FGN sample paths. From Equation 5-7 
(i=2) and Equation 5-12 we can plot the nrt-VBR MAC and ATM re ource utili ation re pectively. A 
shown in Figure 5-16, some certain levels of multiplexing gain can be achieved a the traffic 
burstiness increases (i.e 'Target' value of H ~0.80 and 'Te t' H ~ 0.75) even at high ATM utili ation 
levels for the nrt-VBR ervice class that is as umed in cenario IV-A (i.e. m/SCR=3.99/4.21 =0.947) 
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Figure 5-16: nrt-VBR resource utilisation for traffic scenario lV·A, 't=} 
In scenario IV-B, where the nrt-VBR mean ATM utilisation is (m/SCR=3.99/4.71= 0.847) the 
relevant plots are shown in Figure 5-17. In all the presented results an upper bound value for 't= 1 
assumed in order to have a means for comparison with the re ults presented for cenario III. 
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Figure 5-17: nrt-VBR resource utilisation for traffic scenario lV-B, 't=l 
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Figure 5-19: Upper bounds of ABR resource availability for traffic scenario IV-B,for 1:=1 
In Figure 5-18 and Figure 5-]9 the upper bound of both MAC and ATM re ource availability for the 
ABR service class is shown for cenarios IV-A and IV-B respectively. When comparing these re ults 
to those presented for scenario ill-A and ill-B, an increa e of the ABR capacity from around 5% for 
'Target 'H=O.50 to slightly higher than 10% for 'Target' H>O.80 is obtained. 
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5.10 Summary and Conclusions 
In this chapter an overview of the resource management and the traffic control applicable to GEO 
satellite-ATM networks is given, along with the functional block diagram and its distribution between 
the space and the ground segment. This approach takes into account the space segment constraints of 
a broadband regenerative satellite payload and could be used in the future S-A TM Ka-band system 
proposals that are planned to be launched around the year 2002. 
A new methodology for evaluating the performance of multi-rate, multi-class services is presented 
concentrating on the ABR capacity calculation. This approach introduces a two stage CAC scheme; 
the first at the MAC layer and the second at the ATM layer. A generic-DAMA based MAC protocol 
scheme is adopted in this study and a proposed solution of mapping the A TM layer services into the 
MAC layer service classes is provided. For the CBR, rt-VBR and nrt-VBR a circuit switch solution is 
more appropriate for the satellite air interface. Assuming that the MAC layer can support bandwidth 
on demand, a more flexible scheme can be implemented for the ABR service support. However, the 
GoS of the ABR service class is calculated in a similar way to the circuit-switched services, using the 
MCR. 
Assuming that, in any realistic broadband S-A TM system, the target is to achieve some level of 
multiplexing gain at the on-board satellite switch output buffers and at the same time maintain the 
QoS requirements at the ATM layer each service class is treated in a different way. Therefore, an 
analytical approach for calculating the upper bounds of the available MAC and A TM resources for 
the ABR service, without affecting the GoS or QoS of the rest of the service classes, is developed. 
Finally simulation and analytical results are presented for four mixed traffic scenarios that include 
voice, video and data. 
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6. Service Mapping and GoS 
Provisioning in Non-GEO Satellite 
Networks 
6.1 Introduction 
The use of multi-beam non-geostationary (non-GEO) satellites with advanced on-board processing 
capabilities in future multimedia satellite communications networks is a great challenge [99]. Non-
GEO satellites can provide global coverage with higher elevation angles, satellite diversity and offer 
lower propagation delays with respect to GEO satellites [tOO]. Smaller, high data rate user terminals 
can be used with an increased level of mobility/portability. Connection admission control is one of the 
main areas of concern in any network that needs to provide GoS/QoS guarantees. In non-GEO 
satellite networks after the call establishment phase, service interruption due to unsuccessful inter 
spot-beam or inter-satellite handoff could always happen. 
Therefore, in this chapter an investigation of the GoS performance of multi-rate, multi-class services 
is conducted. In addition, a new technique for radio resource management applicable to dynamic 
satellite networks for multimedia applications is proposed. It uses an adaptive bandwidth reservation 
policy to map the application specific requirements for accepting and maintaining a call. According to 
this, the definition of each service class is based on a range of different performance criteria for the 
call blocking and handoff failure rates. It is assumed that the inter spot-beam handoff times can be 
accurately predicted by the network during the call set-up phase. The call admission controller takes 
into account the performance requirements of the established connections and the affect of accepting 
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a new calion the same spot-beam as well as the handover attempts from the neighbouring spot-beams. 
Both analytical and simulation techniques were used to evaluated the GoS performance. 
The simulation model was developed in OPNET modeler and statistics for the call blocking and call 
dropping probabilities under various traffic conditions were recorded. The simulation results for a 
typical Medium Earth Orbit (MEO) and a Low Earth Orbit (LEO) constellation are presented and the 
performance of the new algorithm is discussed. It is shown that this new approach gives a great 
flexibility to dynamically map different service classes requirements into the network performance 
characteristics. 
This chapter is organised as follows: first, the non-GEO network dynamics and the impact on the 
radio resource management functions is discussed followed by the mobility modelling that was 
adopted in our study. Then the 'trunk' reservation method for regulating the GoS performance 
requirements of multi rate, multi-class services is presented along with the analytical results for a 
mixed traffic scenario. A new service classification proposal based on the new call blocking and 
handoff failure criteria is described next. Then, the description of the mobility reservation scheme and 
the performance analysis of the new algorithm follows. Finally, both analytical and simulation results 
for different traffic scenarios and constellation parameters are presented. 
6.2 Satellite Constellation and Network Architecture 
The choice of the satellite constellation has a great impact on a broadband satellite-A TM system 
design. On the one hand systems that use GEO satellites (placed at about 36,000 Ian of altitude) give 
an almost static user behavior resulting in negligible handover probabilities and no need for virtual 
channel re-arrangement. On the other hand, systems using Low Earth Orbiting (LEO) satellites 
(placed at altitudes ranging from 500 to 2000 Km) require a sophisticated handover algorithm and a 
methodology for accepting new calls, without affecting the quality of service requirements of all the 
active connections. 
Some of the advantages and drawbacks of using GEO satellites instead of LEO satellites can be found 
in [100]. Medium Earth Orbit (MEO) satellite networks seem to be a good compromise [101] between 
the high orbital distances of the GEO systems (with no extra complexity for handoft) and the low 
earth orbital distances (with the very high handover rates due to the satellite movement). Systems that 
use MEO satellites provide large coverage areas and require much fewer number of satellites to cover 
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the whole earth than any LEO satellite system with global coverage. In addition, each satellite can 
stay in view for over 1 hour before a user must switch to the next satellite. 
Figure 6-1, illustrates a dynamic multi spot-beam satellite network architecture and its interconnection 
to an ATM core network. Each satellite coverage area i serviced by at least one earth tation that i 
connected to the fixed ATM network and play the role of the satellite network gateway (GTW). 
Inter-satellite Links (ISLs) are used in order to minimise the number of GTW station . 
MEOorLEO 
Sa .. lllt.. 
NNI 
ATM Core Network 
Figure 6-J: Non-CEO satellite network architecture 
The number of satellites that are visible any time from any particular u er terminal (UT) or GTW 
stations depends on the satellite constellation design in particular the satellite diversity. It is a umed 
that during the call set-up pha e the UT selects the strongest signal among all the available 
frequencies that is usually transmitted by the highe t satellite in the sky at that particular moment. 
6.3 Virtual connection tree concept in non-GEO networks 
In the last years, a few proposal appeared in the literature sugge ting po sible way to overcome the 
user/terminal mobility problems in wireles ATM networks. A compari on among orne of the mo t 
recent re-routing and virtual path re-establi hment algorithms that can upport handoffs in wirele 
ATM networks can be found in [102] . However, the mobility issues related to satellite-ATM 
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networks, are not fully covered yet. In a dynamic satellite-ATM network, the "virtual connection tree" 
concept [103J can be applied as suggested in [104, 105]. This idea was also supported in [I06J where 
a new adaptive routing algorithm applicable in LEO networks with inter-satellite links is presented. 
According to the original "virtual connection tree" algorithm, mobile terminals can freely roam 
around a large area covered by several radio access points and execute handoffs without the 
involvement of the call processor by simply using a predefmed set of virtual circuit numbers for any 
particular path that activate. A mobile user is admitted to a virtual connection tree during the call 
establishment phase and look-up tables are created at the intermediate switching points of the tree. 
These tables contain all the possible paths from the tree root to the access ports that can be reached by 
the mobile station in that tree. At the root of the tree. the use of a virtual circuit number arriving at a 
specific input port will give the indication of which path of the virtual connection tree is currently 
active and update the look-up table in order to correctly route the ATM cells arriving at the reverse 
direction (from the route to the mobile station). 
In a S-A TM network the root of a connection tree can be either a GTW station that serves a particular 
coverage area or an A TM switch of the fixed network. The leafs will be the input ports that 
correspond to a single or a group of spot-beams that feed the on-board switch. The virtual trees will be 
dynamically established and released according to the satellite movement (one or more satellites could 
be visible from the GTW at any particular moment). Every time a mobile station accesses the satellite 
station in order to initiate a call. its exact position can be calculated and the next handover time can be 
predicted with high accuracy. So what becomes important in dynamic satellite systems is that the user 
handoff times and direction in respect to the moving multi-spot beam pattern can be predicted during 
the call initiation phase. This give us a great advantage compared to the terrestrial mobile systems 
since the list of the visited spot-beams can be predefined (satellite diversity and handoff due to link 
degradation and fading is not addressed here but can be easily included). In cases where a new 
satellite becomes visible to the GTW station during the call or one that has leaves to an existing 
virtual connection tree becomes invisible then the call processor gets involved and reconstructs a new 
virtual connection tree. Using a MEO constellation however, the handoff probability to another virtual 
connection tree can be minimised by the beam selection algorithm during the call set-up phase (the 
visibility of a satellite from a fixed point on earth can be for over an hour). 
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6.4 Mobility modelling in non-GEO networks 
The user/terminal mobility in the terrestrial mobile networks is quite different from the fixed/mobile 
non-GEO satellite networks. In our approach it i assumed that the user terminal positions in re pect 
to the satellite movement can be accurately predicted [107] during the call set-up phase. The user 
terminals stay within every spot beam time between 0 and T max which is given by the following 
formula [108]: 
2 · R T --
max - V spot 
Equation 6- /3 
If R is the spot beam radius and Vspot is the spot-beam peed relative to the ground, the terminal 
mobility compared to the satellite movement for low mobile or tran portable types of terminal can be 
neglected. In Figure 6-2 we pre ent two different ways of modelling the user terminal behavior in 
respect to the moving pattern of a multi-beam satellite footprint. 
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Figure 6-2: Non-GEO mobility models 
6.4.1 Mobility Modell 
The first model (i.e. mobility model n can be used to represent mobile terminals moving relatively to 
a LEO polar orbit satellite [112,113] with orbital velocity of Vorb == 26,600 KrnIh e.g. similar to 
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IRIDIUM system. In this model the UT remains in the spot beam where the call was originated for a 
time between 0 to T max depending on it position within the spot-beam. T max is given by Equation 6-
13 and Vspot = Vorb (all the other component speeds can be neglected due to the very high value of 
VOrb)· After the first hand off to the adjacent spot beam, a fixed time between inter-beam handoff 
assumed (Td/=Td2=T max, as shown Figure 6-2) until the call termination. 
6.4.2 Mobility Model II 
In mobility model II the UTs stay within every spot beam they handed-off for a random time between 
o and Tmax .. The detail pot-beam geometry for model II is shown in Figure 6-3. The UT is moving 
relatively to the atellite footprint at a speed V spot which i a sumed to be constant for at least T max· 
Vspot 
Direction of the moving 
spotbeam pattern 
Figure 6-3: Geometry of the call origination and destination spot-beams 
This scenario represents a general scenario of the traveled di tance do in the pot-beams where calls 
are originated (origination spot-beam) and d,. d2 ••• etc. of the traveled di tances in all the following 
spot-beams. From the pot-beam geometry we can calculate the PDF of the random variable d and the 
corresponding PDF of the time Td that each terminal spend in both the origination and the 
destination spot-beams [109,110). 
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6.4.3 Origination Spot-Beam 
The Random Variable (RV) do depends on r which is uniformly distributed over the area of a circle, 
inside the circular pattern of the origination spot-beam. Therefore, the PDFs I,(r),f.f~), 1ef.9) of r, ~ 
and 9 are given respectively by: 
{
21tr 2r f r (r) = 7tR2 = R2 0 S r S R 
o elsewhere 
Equation 6-/4 
f,(~)={~ OS~S21t 
o elsewhere 
Equation 6-15 
f (8) ={~ OS8 S1t 
8r 
o elsewhere 
Equation 6-16 
Equation 6-17 
Since the value of do depends only on r and 9 following the analysis presented in [109] we can 
represent the PDF of do by the following formulae: 
fdO(d)={~~Jf-(~J OSdS2R 
o elsewhere 
Equation 6-18 
and from (6) and Tdo = cWVSPOb assuming a constant Vapor for that period of time, we can derive the 
following PDF: 
f (t)={+~I_(/)2 OStSTIIIIlt TdO 1t IIW< max 
o elsewhere 
Equation 6-19 
6.4.4 Destination Spot-Beams 
In the destination spot-beams, the RV d depends on the penetration angle 9 and it is not uniformly 
distributed over spot-beam area any more. If we assume that there is a certain degree of cell 
overlapping a (i.e. a=O for no cell overlapping, a=2 for full cell overlapping) we can express the 
traveled distance d as : 
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Equation 6-20 
Equation 6-21 
where aL is given by acos( J -a/2). By calculating first the PDF of the RV d, the PDF of Td is finally 
given by the following: 
OSt<(l-aI2)T ... 
T_. l-(T~J' Equation 6-22 
sin(acos(l-a/2)~ t=(1-a/2)r ... 
o elsewhere 
6.5 Radio resource management overview 
In non-GEO networks the GoS is usually affected by the service interruption probability due to 
unsuccessful handoffs in addition to the new call blocking probability. The 'trunk' reservation method 
applied in a Fixed Channel Allocation (FCA) scheme. reserves a number of radio channels only for 
handoffs, so that the forced call termination probability (or call dropping probability) can be reduced 
to an acceptable level that is usually lower than the call blocking probability. Another method. is the 
exploitation of priority based Dynamic Channel Allocation (DCA) schemes that although more 
complex, in some cases perform better than the simple FCA. The combination of different channel 
allocation and handoff policy schemes have been presented in the literature mainly for voice 
communications such as: FCA with Handoff-Priority [111] and DCA-Handoff Queuing [112]. The 
DCA scheme provides flexibility and adaptability to the traffic conditions at the expense of an 
increased complexity. However, DCA are reported to be less efficient (due to their complexity) than 
the FCA under uniform high load conditions. The proposed DCA method [113] claims to overcome 
these problems for LEO mobile satellite systems. 
Our new approach, the Adaptive Bandwidth Reservation Scheme (ABRS), can be applicable to both 
FCA and DCA. A metric called "mobility reservation status" was introduced in [104,105] that is 
Updated every time a new call is accepted. released or a handoff to another spot-beam is perfonned. 
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This metric provides information about the bandwidth requirements of all the active connections in a 
specific spot-beam in addition to the "possible" bandwidth requirements of mobile tenninals currently 
connected to the neighbouring spot-beams. A new call is accepted in a spot beam if there are enough 
channels available for that spot beam and the mobility reservation status of the adjacent spot-beams 
has not exceeded a predetermined threshold (a,.). Handoffs from one spot-beam to another are 
successful, if there are channels available in the target spot-beam and the mobility reservation status 
of that beam is less than another threshold (9";. This work was extended in [114] by considering 
additional parameters for the reservation mechanism and the different service classes performance 
criteria. The satellite orbit parameters and the service specific requirements as well as the mean call 
duration directly affect the number of spot-beams that are involved in the reservation matrix 
calculations. 
6.6 'Trunk' reservation for multi-rate services 
As explained in chapter 5 the call blocking probabilities of multi-rate services can be calculated by an 
accurate and very fast recursive solution. It is shown that the higher the bit rate the higher the call 
blocking probability. 'Trunk' reservation is the method that is used to balance the call blocking 
probabilities of multi rate services. According to this, each service class is admitted into the system 
only up to a certain bandwidth threshold (f};). The fonnula that approximates the call blocking 
probabilities [115, 116] has a very similar fonn to the one presented in chapter 5. It is assumed that 
each service class (i) of constant rate (ei) is characterised by a Poisson arrival process with mean call 
arrival rate (Ai) and mean call holding time (l/JLi) following a general distribution. Then, if (/) is the 
number of service classes in a shared link of capacity (GIN) the approximated un-normalised 
probability P,.,.(m) and the normalised probability P(m) of (m) occupied bandwidth units are given by: 
: m= 0 
Equation 6-23 
where M = elN/de, mj = e;lde and (de) represents the greatest common divisor of (ei) and: 
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{
mo 
m,(m)= o' 
: m·deS ~i 
Equation 6-24 
The approximated call blocking probability per class (i) can be calculated from: 
M 
P"i = LP(m) 
Equation 6-25 
m=min{M-"".~}+l 
According to [117], a very simple and general rule applies when trying to balance the call blocking 
probabilities of multi-rate services: For any subset of traffic classes (J) !:: S = { J, 2, ... 1 } the call blocking 
probabilities are equalised if a bandwidth threshold (~;) = M-max{m;} is applied "if ie co. However, it 
should be noted that call blocking equalisation imposes a penalty on the link utilisation. 
6.6.1 'Trunk' reservation in non·GEO networks 
The 'trunk' reservation method also appeared in the early terrestrial cellular-based and the satellite 
PCNs proposals. A certain number of 'guard'll or 'trunk' channels are used so that the call dropping 
probability due to unsuccessful handoffs is much less than the call blocking probability. For single 
service systems Erlang-B can be used to calculate the offered GoS (it is expressed as a function of 
both the call blOCking and forced call termination probability). In our study, we concentrate on a 
broadband non-GEO multi-rate, multi-service network environment where not much attention has 
been given in the existing literature. Looking at the analytical solutions provided by Kaufman (see 
chapter 5) and Roberts (Equation 6-23) the multi-class service separation is based only on the service 
rate (m;) and the results depend only on the offered traffic load (AIJJ.;) and the system capacity (M). As 
a result, service classes with the same bandwidth requirements (l11t) but different offered load are not 
distinguished. 
Therefore we adopted a slightly different methodology to investigate the call blocking performance as 
well as the call dropping due to unsuccessful handoffs in a broadband multi-service non-GEO 
network. Each traffic class is subdivided into the one that represents the new calls with mean arrival 
rate (An;) and offered load (An; -1t'j ) and the one that represents the handoff requests with mean 
handoff rate (Mi) and offered load (Mj -1t';). The total arrival rate per traffic class is still given by 
11 These are the channels that are reserved for handoff requests only 
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A.;=Anj+!..hj. However, the ratio (l/J.l'j) represents the mean channel holding time12 in a given spot-
beam which should be noted that in general it is different from the mean call holing time (1IJ.1;). In 
order to investigate the rules that regulate the blocking probabilities of multi-rate services using 
'trunk' reservation in a non-GBO network with multi-spot beam payload configuration a mixed traffic 
scenario is assumed. If we defme 5n = {In,2n, ... Inl and 5h = {1h.2h •... ~} the new call and handoff 
services subclasses 'V iE 5 so that 5 = 5 Du5h• then both subclasses will experience the same blocking 
rates although they might correspond to different offered traffic loads (i.e. Anj /Ji't *-!..hl/Ji';) assuming 
that no trunk reservation takes place (i.e. ~in = M I iDE 5ao t}.lh = M I ih E 5~. 
Service Class Service Rate (~ Offered Trame (~) 
Class-On (new call) I 22.22 
ClasS-In (new call) 2 22.22 
Class-2n (new call) 4 22.22 
Class-~ (handoft) I lUI 
Class-l b (handoft) 2 11.11 
Class-2b (handoft) 4 lUI 
Spot-beam capacity M=50, tno=l, ml=2,1ll2=4, 'Trunk' channels only of hand off classes = ~= 0,1,2 
Table 6-1: Non-GEO multi-rate mixed traffic service parameters 
In the following figures, we present the blocking probabilities of a hypothetical mixed traffic scenario 
shown in Table 6-1, using 'trunk' reservation and different rules for regulating the ratios among them. 
In these results it is assumed that all the main service-classes (i.e. i=O.1,2) contribute equally to the 
total offered load and a fixed ratio AnIJi';= 2 x 'U/Ji'; between the new call and handoff arrival traffic 
load. In Figure 6-4. it is shown that when 'trunk' reservation is not used the blocking probability of 
each traffic subclass depends only on the offered load and the service rate (m;). Therefore. new calls 
and handoff requests of each traffic class experience the same blocking rate. 
12 The mean channel holding time (1/11'/) depends on the mean call holding time (1/111). the constellation dynamic and the user/tenninal 
mobility 
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Figure 6-4: Balancing the call blocking probabilities using 'trunk' reservation 
(no trunk: 1'}in =1'}ih = M, with 'trunk ': 1'}in =1'}ih=m2, mh=O) 
A balance of all traffic classes and subclasses can be achieved if 'trunk' re ervation is applied with 
1'}in==1'}ih==max {m;}==m2 \:j iE ~L When comparing this plot (straight line) with the 'no trunk' case in 
Figure 6-4, it is shown that for class 0 (the one with the lowest service rate) the new call blocking 
probability (Pbn) and the handoff failure probability (Pbh) increases whereas for class 2 (the one with 
the highest service rate) decreases. Furthermore, class 1 maintains alma t the same new call blocking. 
In fact, that is slightly higher for total offered load values less than 0.6 and then becomes lower a the 
offered load increases. In mix traffic scenarios where there is a great difference between the min {mi} 
and max {m;} e.g. higher that 10 an oscillation of the blocking probabilities as a function of the 
offered load has been observed by [116, 118]. 
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Figure 6-5: Balancing both new call blocking and handofffailure probabilities using 
'trunk ' reservation (~in = M-mr mh and ~jh = M-m2' mh=l) 
As shown in Figure 6-5 and Figure 6-6 'trunk' reservation can also be used to balance both the new 
call blocking and handoff failure probabilities and at the same time provide a desired ratio between 
them. The bandwidth thresholds should be set equal to ~in=M-mrmh and ~ih=M-m2 ViE g. The ratio 
(Pb/Pbn ) depends on the number of 'trunk' channels (mh) that are reserved for the handoff classes 
only. In the plotted graphs, the straight line between the Pbih and Pbin data points repre ent the 
common call blocking probability of all subclasses if the same bandwidth threshold ~in=~ih=max {mi} 
= rn2 V iE g is used. 
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Figure 6-7: New call blocking versus handofffailure probabilities using 
'trunk' reservation (all calsses 1'}in = M-mrmh and 1'}ih = M-m2' mh=J) 
In Figure 6-7 and Figure 6-8 two different ratio of Pbh / Pbn == 5 and 10 are plotted for mh = 1 and 2 
respectively (i.e. the first points on the left and represent a total offered load of 0.4). However, a the 
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offered load increases the ratio Pbh / Pbn becomes 4 and 6.67 for Il1b =1 and 2 respectively (i.e. the top 
right points which represent a total offered load close to ]). This change is due to the non-linear call 
blocking and offered load relation. 
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Figure 6-8: New call blocking versus handofffailure probabilities using 
'trunk' reservation(i}jn = M-m2·mh and i}jh = M-m2, mh=2) 
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Figure 6-10: New call blocking versus handofffailure probabilities using 
'trunk ' reservation only for handoff calls (1'}jn =M-mh and 1'}jh =M, mh=2) 
As noticed in rno t of the previous graphs, there is an a sociated link utilisation penalty for the lower 
bit rate service cia es when 'trunk' reservation is applied. It eern that this is unavoidable when a 
fair link utilisation among the supported service c1asse is needed. However, this is not alway the 
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case especially in a non-GEO broadband multimedia network. Therefore, in Figure 6-9 and Figure 6-
10 we apply 'trunk' reservation only for the handoff calls (i.e f}.m =M-Illb and ~ih =M, 11lb=2) and try to 
achieve the best PbJPbn performance without considering the balance among Pbm and Pbih subclasses. 
As a result, the best PbJPbn is acheived by class 0 (i.e == lOin Figure 6-10) followed by classes 1 and 
2 with 3.3 and 1 respectively. That indicates that any value of Illb :S m2 does not affect the ~~ 
ratio but it creates a balance between PbOn,Pbto since lllb=Mt_ max {mo. mt}. 
6.7 The Adaptive Bandwidth Reservation Scheme (ABRS) 
In existing proposals for personal communications systems, mobile services require a bandwidth 
reservation mechanism that provides certain guarantees for the blocking and dropping probabilities. 
As shown in paragraph 6.6.1, in a non-GEO multi-rate, multi-service network environment 'trunk' 
reservation could be used in a static way with some extensions to the rules for regulating the call 
blOCking and call dropping probabilities. Some typical real time services such as telephony, video 
telephony and video-conference are usually offered much higher call blocking rates than call dropping 
rates (ratios of 100 over 1 is a typical example) whereas for non-time sensitive applications a service 
interruption might be tolerated. 
Nevertheless, when looking at the way the future wireless multimedia services are developed, a more 
dynamic approach should be adopted. Therefore, a new adaptive bandwidth reservation scheme has 
been developed in order to cope with the future demands. This new method introduces a great 
flexibility to support various service classes with user/application defined performance criteria. The 
designing targets are listed below: 
• Provide a flexible and dynamic radio resource management scheme that best satisfies the 
application performance criteria 
• Incorporate all the useful information concerning the terminal locations at different points in time 
that a multi spot-beam satellite network can provide 
• Accept the calls for which most probably the requested service class requirements are met 
• Block the calls that the probability of meeting the service class criteria is low 
• During inter spot~beam handoffs assign priorities according to the application perfonnance 
characteristics 
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In addition, a new scheme for grouping the future radio multimedia services is proposed according to 
the user service expectations and the network tariff policy. For this scheme, two mandatory and one 
optional parameters are required by the network for the radio resource management decisions. The 
mandatory ones are the expected call blocking and handoff failure rates which are expressed as the 
user/application defined threshold values for accepting and maintaining a call (i.e. 8n and ~ 
respectively). The optional one is the expected call duration (a different range of values can be given 
by the application). When the expected call duration is not given, a default parameter can be used by 
the network depending on the application (i.e. 3 or 5 minutes for telephony, 10 minutes for video-
telephony, etc). In such a way, new calls and handoff requests can be treated differently by the radio 
resource manager using the two threshold values 8n and ~ respectively. 
6.7.1 Service classification and 60S 
An example of a possible classification of the wireless services according to the user defined 
performance requirements is given in Table 6-2. At the application level, only two values (HIGH and 
LOW) are given for the threshold values and therefore up to 4 different service classes are created. 
Class 0 represents all the typical real time applications such as CBR and rt-VBR voice/video where 
the user expectation for a call to be dropped due to the frequent handoffs is less than the call to be 
blocked. On the contrary, Class 1 represents all those applications where the user expectation for 
accepting the call is higher than maintaining the call. For example, it includes all applications that 
need to have immediate access to the network no matter if the call is forced to be dropped in the 
following spot-beams due to the system overload. This service class can be quite attractive for both 
the user and the network when it is combined with a traffic adaptive tariff policy. 
Service class (I) 8. s.. ATMC .... 
Class 0 LOW HIGH CBR,rt-VBR 
Class 1 HIGH LOW ott-VBR, ABR 
Class 2 LOW LOW UBR 
Class 3 HIGH HIGH CBR*, rt-VBR* 
*distress calls or calls with high priority 
Table 6-2: Wireless service classification 
Class 2 represents all user applications that give no priority to a new call compared to a handoff call 
and uses a LOW threshold for both. Finally, Class 3 accommodates applications with the highest 
priority in the system for both call blocking and call dropping rates. Class 3 can be used for distress 
calls, services with the highest tariff policy or for calls that a book-in-advance policy applies. 
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In Figure 6-11, we pre ent the GoS performance expectation map. The u er performance criteria for 
accepting a new call and maintaining an ongoing call are shown on the horizontal and the vertical 
axes respectively. At the application level, a short Ii t of two (HIGH and LOW) or even more 
(including MEDIUM etc.) priority levels are specified. 
..r::: 
Ol 
I 
Low 
Lower Call 
Blocking Rate 
Higher Service 
Interruption Rate 
t 
• GoS '" 
lower Service 
Interruption Rate 
Medium 
Service Class 2 
Bn=LOW 
Bh=LOW 
Higher Call 
Blocking Rate 
High 
Figure 6-J J,' GoS expectation map for future wireLess muLtimedia services 
On the top-right and bottom-right side of the figure service clas e 2 and 0 are hown re p ctiv Iy 
whereas service cia ses 1 and 3 are on the top-left and bottom-left ide of the figure. The four 
distinct service classes represent the four extreme point on the u er expectation map. In pra tice, any 
point between tho e 4 points could be used in the sy tern to dynamically as ign different p rformance 
requirements. In such a way, the network performance under a certain load and available re ourc 
can be dynamically change, using different thre hold value. The e threshold repre ent the rate in 
which the u er's requirements are met. It is then a network pecific task to provide the ab olute values 
for en and eh a well as the ratios between the call blocking and handofffailure probability. A are ult 
we can define the expected GoS of a service clas (i) as: 
Equation 6-26 
where ( Pbin ) is call blocking probability and (Pbih ) the handoff failure probability u ing e in and e,h 
as the waiting factors respectively. It should be noted that in the above formula the handoff failure 
probability is u ed instead of the forced call termination probability (i.e. used in traditional telephony 
networks). 
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6.7.2 Wireless Call Admission Algorithm 
In Figure 6-12, the logic diagram of the call admission algorithm is presented. Every new call request 
is associated with a set of call parameters that are used by the system to dynamically reserve network 
resources and assign priorities among different connections. 
Call arrival at 
T now in spot-beam(k) 
Get call requirements of class i ( m channels, en, 911) 
Estimate spot-beam residual times (TdO,Td1,Td2, ... Tds-1) 
Compare reservation status UT in spot-beam k with en 
NO 
Compare the predicted UT values with 911 in 
spot-beams k+ 1, .. k+s-1 
NO 
Update reservation status 
Accept the call 
Call Acceptance Algorithm 
Place In new call queue 
YES 
Block the call 
Figure 6-12: Call Acceptance Algorithm 
Let us assume that a new call request of type (i) is received by the network in spot-beam (k). A list of 
the predicted spot-beam residual times (Tdo,Tdt.Td2, ... Tds-l) is calculated based on the constelJation 
dynamics and the expected mean call duration ( l/JJ.;) of that type if this is provided. Therefore. the size 
(Sj) of this list is variable and can be represented by the first integer that satisfies the following 
formula: 
S i - 1 L Td k ~ 1 Equation 6-27 
o 
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In cases where the service mean call holding time is unknown, a default value for Sj is used. 
The call admission algorithm is completed in a few steps: 
a) First the number of the free radio channels in the spot-beam k where the call is originated is 
checked 
b) If there are enough free radio channels for a new call to be accepted, then the bandwidth 
reservations Urfor the call origination beam (k) and the handoff destination beams (k+l ... k+S/-1) 
is checked against the service class specific threshold values 8in and 8i11 respectively (see example 
in Table 6-2). 
The admission controller keeps a record of the bandwidth requirements of all the existing calls in each 
beam that might be affected by the new connection. The call is accepted if the following criteria are 
met: 
Equation 6-28 
lJi.(k + j) = Dr(k + j) + ~ (j) ~8ih Equation 6-29 
where: 
Equation 6-30 
Rj (j) represents the bandwidth reservation for the call type (i) in beam (j) and (mj) is the requested 
number of channels (normalised bandwidth units). 
c) If condition b) is satisfied, then the bandwidth reservation table of the spot-beams that are included 
in the list is updated by replacing the values of Uy(k) with U .,(k). 
If any of the call admission criteria is not satisfied, then the call is blocked and it is removed from the 
system. If new call queuing is allowed, then the new call request is placed in a priority queue where 
8in is used to place the call request according to its service class. However, new call queuing was out 
of the scope of the performance evaluation. 
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Spot-Beam k k+1 k+2 k+&1 
EJl~ 
I I 
: T~ :-
.. :. . . :. 
: ~ Tds-1 
I I' /It> reservation ~~~~ ~----~ T~ 
--i T rrex=2FWOIb :- ! 11 me 
: ' . II ~ (k) a reN comection DUra all <iher oomections D MIx call reselV8lion= M X T tI'8X 
Figure 6-13: Resource reservation table updates 
Figure 6-13 illustrates the bandwidth reservation mechani m during the call et-up pha . T I!\1X 
represents the maximum time a call can affect a particular spot-beam and therefor the m imum 
value of RiCk) is M x T max' 
6.7.3 Handoff Policy 
The logic diagram for the handoff algorithm is given in Figure 6- I 4. Provided that ther ar en ugh 
channels in the target spot-beam (j) and the number of traveled pot-beam i I than S" th hand ff 
is Successful if the following condition i true: 
Equatiol1 6- J 
If the above condition is not satisfied, the call i dropped in ca e where queuing i not allowed, 
otherwise the request i placed in a priority queue. In any case, the re erved bandwidth in th previou 
spot-beam is relea ed. When the terminal has reached the limit Sj of the vi ited number of pot-beam 
for which all the bandwidth reservation were made two possible olution are envi aged. Either to 
allow each call to retain the ame performance criteria without any extra re ervation, or to engag the 
call admi sian controller to perform new bandwidth reservation . The fir t approach i the imple t 
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one and provided that the parameters chosen for the admission algorithm are highly optimised, it can 
give satisfactory results. However, if the second approach is used, the new reservations will have to 
be made for a much smaller number of spot-beams. 
Handoff request 
in spot-beam 0) Handoff Control Policy 
Get call handoff requirements of type I (m channels. 9 II) Place In handoff queue 
Compare reservation status UT In spot-beam j with 9 II 
NO YES 
NO 
Update reservation status 
Handoff the caD Drop the call 
Figure 6-14: HandoJJcontrol algorithm 
In cases where handoff queuing is allowed, the value (au.) of each service class will be used for the 
positioning of the request in the queue. However, new call or handoff request queuing was out of the 
scope of our investigation since we concentrate only on the parameters that affect the performance of 
the dynamic bandwidth reservation mechanism. 
6.7.4 Call Termination 
At the cal) termination phase if the number of the visited spot-beams is less than S, then the release of 
the reserved resources in all the remaining spot-beams takes place and the call is cleared fonn the 
system. Otherwise, the call is cleared without any further action. 
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6.8 Analytical Approximation 
In this section, an analytical approach that approximates the GoS performance using the adaptive 
bandwidth reservation scheme is presented. Each service class (i) is characterised by its new call 
blocking probability Pbin and the handoff failure probability Pbu. . If we assume unifonnly distributed 
traffic in all the spot beams and a steady state system, we can then calculate these probabilities 
Pbu, and Pbih as a function of the probability (Pr) that reservation status Ur (k) in any spot beam (k) 
exceeds certain threshold values. According to the call admission algorithm steps (a) and (b) (shown 
in section 6.7.2) and the conditions shown in Equation 6-28 and Equation 6-29 the new call and 
handoff failure probabilities of service type (i) are given by the : 
Si 
Pbjfl = 1- (1- Pbi) X Pr(UT <8in ) x n Pr(UT <9i1.) 
1 
Equation 6-32 
Equation 6-33 
Pbi represents the call blocking probability due to the lack of radio channels and can be given by 
Equation 5-2. Since the probability Pr (Ur<9) can be given by the Cumulative Distribution function 
(CDP) of the random variable UT we fIrSt need to calculate the PDF of UT i.e. fUT (U T)' Having in 
mind that the reservation status fUT) at each spot beam consists of the reservations (UT/I) made from 
the new calls that have arrived in that beam and the reservations (Un.) made from calls that have 
arrived in a different spot-beam, then the random variable UT = UTfi + Un can be calculated by the 
convolution of the PDFs of the random variables Un.. Un. In addition, the random variables Ur,., Un 
are expressed as a function of the RV s Tda and Td for which the PDFs are given by Equation 6-19 and 
Equation 6-22. 
Equation 6-34 
I~ I~ 
UTh = LLRih =LLTd·mi Equation 6-35 
i=O j=l i=O j=l 
where Nj", Nih are the mean number of new calls of type ( i) and the mean number of handoff calls of 
that type respectively. Therefore by using the following formula: 
Equation 6-36 
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and the PDFs of Rin and ~ from: 
Equation 6-37 
we can express the PDFs fur. (Un.)' fUn (U77I ) as the convolution of the PDFs ofthe RVs Ru,and Rm 
respectively. 
N~ NM 
fUT. (Ur,,) = lRo. (Ro,,) ® fRo. c"Ro,,)® ... f Ro. (Ro,,)® .. .'fR/rr (RI,,) ® fR/rr (R/,,)® ... fR/o (Rill) Equation 6-38 
NOl Na 
fUn (Un,) = 1 Rol (Ra,.) ® I ilol (~)® ... I Rol (Ro,,)® ... IRa (RIll) ® IRa (R/h)® ... fRa (RIll) Equation 6-39 
So fmally we can write: 
Equation 6-40 
and by defining as FUr (U r) the CDF of the RV Ur Equation 6-32 and Equation 6-33 can be written 
as: 
Sj 
Phin = 1- (1- Pbi) X FUr (8in ) x n FUr (8m) 
1 
Equation 6-4 J 
Equation 6-42 
The above analytical approach assumes that the offered load per traffic class ()..;,/J1'j + A.;,/).L'jJ is 
known. Ph;" and Phih are expresses in terms of Nj,., Nih and depend on Phjn. Therefore, this solution 
needs some iterations in order to have convergence in a given solution. 
6.8.1 Numerical Examples 
In this section some representative analytical results of the expected new call blocking and handoff 
failure probabilities are presented. The scope of this investigation is to demonstrate the impact of all 
the involved system parameters on the GoS performance of the new adaptive bandwidth reservation 
scheme. In Table 6-3, the parameters of two different satellite payload configurations that were 
investigated are shown. They represent a typical MEO and a typical LEO system. 
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Constellation Parameters MEO LEO 
Orbit height (Km) 10355 1410 
Elevation angle (deg) 40 40 
Spot-beam tears 7 3 
Orbit time (see) 21531.86 6836.91 
Orbit speed (KmIh) 17578.20 25766.07 
Total number of spot beams 169 37 
Max speed relevant to UT, V'POI (KmIh) 5132.63 16164.47 
Max satellite visibility to UT 65 min 50.3 sees 7 min 3.3 sees 
Spot-beam diameter (Km) 668.37 496.25 
Spot-beam overlapping (a ) 0.4 0.4 
Tmax = 2xRN pol (sec) 468.79 110.52 
Table 6-3: MEO and LEO constellation parameters 
The PDFs of the time T dO• T d that a UT spends in the call origination and de tination spot beams are 
plotted from Equation 6-19 and Equation 6-22 respectively. 
3X 'O~ 
25 
05 
°0 50 100 150 200 250 300 350 400 "'SO 500 
Tl~ (1MCOnCit) 
Figure 6-15: PDF o/time TdO spend in the call 
origination beam/or a MEO system ( see Table 6-3) 
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Figure 6-17: PDF of time TdO spend in the call 
origination beam for a LEO system (see Table 6-3) 
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Figure 6-18: PDF of time Tdi spend in the call 
destination beams for a LEO system (see Table 6-3) 
As shown in Figure 6-16 and Figure 6-18 the function frd(~) have a peak value of 0.6 at Td = 376 
and Td = 89 respectively whereas the PDFs fro (1'0) at the call origination spot-beam have a totally 
different shape. 
Service Class en 8h Offered Traffic (%) MEO Offered Traffic (%) LEO 
Class-On (new call) LOW N/A 16.667 8.333 
C1ass-1 n (new call) HlGH N/A 16.667 8.333 
Class-2n (new call) LOW N/A 16.667 8.333 
C1ass-3n (new call) HIGH N/A 16.667 8.333 
Class-Oh (handon) N/A HIGH 8.333 16.667 
Class-I h (handoff) N/A LOW 8.333 16.667 
Class-2h (handoff) N/A LOW 8.333 16.667 
Class-2h (handon) N/A HIGH 8.333 16.667 
Spot-beam capacity M=50, mo = ffil= ffi2= ffi3 = I, 'Trunk' channels only of handoff classes = ffih = 0, 1,2 
HIGH=] , O<LOW:S;I 
Table 6-4: MEO and LEO service and traffic parameters 
Four different service clas es (i.e. i=O, 1,2,3) were con idered according to the ervice cia sification 
criteria shown in Figure 6-11 and Table 6-4. The required GoS criteria per service clas are 8in 
={LOW, HIGH, Law, HIGH} and 8jh ={HIGH, Law, Law, HIGH} for i=O,l ,2,3. In order to clearly 
demon trate the impact of variou system parameter on the GoS performance, the same number of 
radio channels for all service classes is assumed in the analytical calculations (i.e. mi= l). The total 
normalised offered load was 0.64 E and it is distributed among all cIa ses as shown in Table 6-4. 
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The following figures show the results of one iteration of the analytical solution using as an initial 
point for the value Pb;n = Pbi . A fixed value for the HIGH threshold (i.e. 1) and several LOW 
threshold values within the range (0,1] were used in the plots. 
LOW LOW 
0.6 -
t 
0.6 
0 .6 
J p.-4---i~--eo---eo---ee--~ee-- LOW 
--e- classes(On,Oh)) 
--e- classes(1 n, 1 h) 
-+- classes(2n,2h) 
-8- classes 3n,3h 
104L-_~ __ ~~~~~ __ ~_~~~~~~-~~~~~~ 
104 10'" 10-' 10-' 
New Call Blocking Probability (Pbn) 
Figure 6-J9: Jmpact of the LOW threshoLd variations on the CoS performance (MEO, S=J) 
In Figure 6-19 the new call blocking probability (Pbh) versus the handoff failure (or dropping) 
probability (Pb.,) for each service class is plotted for different LOW threshold values. By etting both 
thresholds to (HIGH. LOW) = (I. 1) all services meet at the same point in the GoS map. As expected, 
by reducing the LOW threshold value to 0.6 all service classes that use it as an admission criterion are 
affected (i.e classes 1,2,3). Therefore, clas 0 with admission criteria (8On ,80h) = (LOW, HIGH) moves 
horizontally toward higher Pbo, cia s 1 with (8 1n ,8 Ih) = (HIGH, LOW) move vertically towards 
higher Pbh and class 2 with (820 ,820 = (LOW, LOW) moves diagonally towards both higher Pbo and 
Pbh. Finally, the GoS performance of class 3 is not affected by the LOW threshold variations since 
(830 ,83h) = (HIGH, HIGH). 
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Figure 6-20: Multi-class GoS performance as a junction o/the offered load 
(MEa, S=J, LOW threshold =0.6) 
0.035 
In Figure 6-20 the impact of the offered load on the GoS performance is shown. The result repre ent 
a MEO satellite configuration cenario with Sj=l, V ie {0,1,2,3}, LOW = 0.6 and total offered load 
(normalised) from 0.64 to 0.73. A the offered load increases, all service clas es are affected and the 
GoS performance moves toward both higher Pbo and Pbh values. 
In Figure 6-21, another possible way to affect the performance of all ervice cia se including service 
class 3 is presented, By u ing 'trunk' reservation (for handoff calls only) in addition to the dynamic 
bandwidth reservation cherne, we can achieve (if this is required) a better Pbt/Pbn ratio at a given 
offered load and LOW threshold value. The combination of both techniques improve the ratio 
Pbt/Pbn only for the service classes that give HIGH priority to handoffs (e.g. cia ses 0,3). 
Consequently Pbt/Pbn of class 1 will be reduced and for class 2 remains the arne. In the presented 
results the number of 'trunk' channels reserved for the handoff subclasses only varied from mh=O to 2. 
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Figure 6-21: GoS performance o/the adaptive bandwidth reservation scheme combined 
with 'trunk' reservation/or handoff calls (MEO, S=1, LOW threshoLd =0.6, mh=0,J,2) 
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Figure 6-22: Impact o/the LOW threshoLd variations on the GoS performance (LEO, S=1) 
For the LEO satellite constellation scenario, the ratio between new call and handoff call arrival rate 
was much higher (e.g. 2) when compared to the MEO satellite constellation (e.g. 0.5) Therefore, the 
contribution of all hand off subc1as es to the total offered load is double the one that i offered by the 
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new call subclasses (see Table 6-4). In Figure 6-22 and Figure 6-23 the GoS performance of the same 
set of service classes is examined under a LEO satellite configuration scenario using Si=l and Si=2 
respectively 13. 
o classes(On,Oh) 
o classes(1 n,1 h) 
o classes(2n,2h) 
Do. Classes(3n,3h) 
~ M 
Do. "--O--o--.o--'~--,"'---9-_~-9-__ --e-. LOW 
LOW 
104~--~~~~~--~~~~~L---~~~~~--~~~~~ 
1~ 1~ 1~ 1~ 1~ 
New Call Blocking Probability (Pbn) 
Figure 6-23: Impact of the LOW threshold variations on the GoS performance (LEO, S=2) 
When compared the two different admission policies the one that is more conservative in term or 
bandwidth reservation (S=1) result in much lower PbJPbn ratios than the one with S~2 for the same 
LOW threshold value (e.g. 0.3). This is mainly due to the high percentage of the handoff calls into the 
system. However, as shown in Figure 6-23, there is a penalty on the GoS performance for service 
class 1, for admission policies that use S> 1. The new call blocking probability for c1as I become 
very close to the one of c1as 2 even though they use different en values. 
6.9 Simulation modelling approach 
In addition to the analytical approach presented in the previous sections, both the ABRS cherne and 
'trunk' reservation were al 0 evaluated by simulation mean . The provision of handoff queuing 
increases the system performance under certain traffic condition (e.g. non-uniform), however 
13 S.=1 involves CAC only at the call origination spot-beam and Si=2 at the call origination beam and one call destination spot-beam 
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queuing (either for the new calls or for the handoff requests) was not considered in the simulation 
model since it is out of the scope of this work. The simulation model was implemented in OPNET 
modeler by MIL3. Both MEO and LEO satellite payload configurations were simulated according to 
the parameters shown in Table 6-3 and the mobility model n presented in paragraph 6.4.2. 
All the remaining simulation parameters are shown in Table 6-5 and Table 6-6. A total number of 5 
spot-beams with 1200 uniformly distributed user terminals were simulated. One dimensional model 
was used for the satellite spot-beam pattern movement, with a cycling approach for the users that exit 
the coverage area without completing their call. 
Simulation Parameters Value 
User population 1200 
Service Class (i) 0.1.2.3 
Population per service class variable 
Requested channels per call (mu* 1.2.4 
Mean call rate A; (callslhluser)* 0.3 
Mean call duration (l/J.I.;) (min)* 1.3 
No of simulated spot-beams 5 
Channels per spot-beam (M) 10 
LOW priority threshold (Uik) %) variable 
HIGH priority threshold (Uik) %) 110% 
*See the simulated mixed traffic scenario parameters in Table 6-6 
Table 6-5: Simulation model parameters 
The requested traffic channels (mj) per service class represent the normalised bandwidth units of each 
connection at the MAC layer including any multiplexing gain could be achieved when VBR or ABR 
traffic sources are involved at the terminal side. This effective rate is assumed to be constant during 
the call and could represent multiples of a basic service rate such as: 32, 2x32, 4x32 kbps. The call 
inter arrival times and call holding times follow negative exponential distributions. For the inter-spot 
beam handoffs at both the call origination and destination spot-beams the distributions given by 
equations (Equation 6-19) and (Equation 6-22) were used. 
Two different threshold levels (i.e. HIGH and LOW shown in Table 6-5) control the new calls 
(through 9J and the handoff requests (through 9iJ as shown in Table 6-2. The HIGH threshold was 
kept constant at 110% of the bandwidth reservations Urik) and the LOW threshold varied from 60%-
110%. It should be noted that at the actual upper bound of Urik) was one of the unknown simulation 
parameters since it depends on the bandwidth reservations that are initiated form other spot-beams 
beams. As a result, values for the LOW and HIGH thresholds that exceed the maximum reservation 
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per call per spot-beam (i.e. MxT maJ were allowed in order to obtain the initial system configuration 
parameters. A typical value of the maximum Uik) that was used during our simulations was 
1.1x(MxTmaJ. Values of Uik) higher than 1.4x(MxTmaJ were not recorded in the simulated 
scenarios. 
Trame Trame Service User Service Rate Offered 
Scenario Parameten Class (i) Population (an.) load (E) 
Class 0 300 1 4.5 
I IIJlF3 min Class 1 300 1 4.5 
Class 2 300 1 4.5 
Class 3 300 1 4.5 
Total = 1200 Total = 18 
1I1lo53min Class 0 200 200 200 1 2 4 21 
II lI~l=lmin Class 1 100 100 100 1 2 4 3.5 
lI~rlmin Class 2 100 100 100 1 2 4 3.5 
Total = 1200 Total = 28 
Table 6-6: Simulation mixed traffic parameters 
In Table 6-6, the traffic scenarios that were simulated are presented. In scenario I, all traffic classes (i) 
request for 1 radio channel with mean call duration of 3 minutes and each traffic class contributes 
equally to the total offer load. Scenario n represents a mixture of different user traffic classes with 
various number of requested radio channels (i.e 1,2 and 4) and user population. The mean call holding 
time ( l/)J,;) was 3 minutes for class 0 and 1 minute for classes 1 and 2. 
6.10 Simulation results and discussion 
In addition to the new call blocking probability and handoff failure probability the simulation model 
was used to record a number of other useful statistic that cannot be easily obtained by analysis. 
Hence, the simulation results of the call dropping probability (i.e. the forced call termination due to 
unsuccessful handoft) versus the call blocking probabilities are shown in the following figures. The 
point where all the service classes have exactly the same perfonnance is when both LOW and HIGH 
thresholds are equal to the recorded maximum value of the reservation status. At this point it is 
obvious that no priority is given to any service class and therefore for the same traffic load all curves 
cross at the same point. As the LOW threshold value decreases, it starts to affect the priorities given 
to the new calls over the handoff requests for the different classes. 
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Figure 6-25: SimuLated LEO traffic scenario I with constant S=2 
In Figure 6-24 and Figure 6-25 the service eparation according to the performance requirements 
given in Table 6-2 is clearly shown. Therefore. the four different points of each service cia in the 
plotted graphs. represent the class position in the performance expectation map ( ee Figure 6-11). 
However. as explained in section 6.8.1 where the analytical plots are presented (see Figure 6-22 and 
Figure 6-23) the admission policy has a great impact on the GoS performance. The difference between 
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the two graphs is in the number of spots-beams (S) that are involved in the bandwidth reservations. 
This is also illustrated in the simulation results shown in Figure 6-25 and Figure 6-26 for traffic 
scenario I and LEO satellite constellation. For example, in Figure 6-25 the ratio between the call 
blocking over the call dropping probability for class 0 and LOW=60% is around 5, whereas in Figure 
6-26 for LOW=90% the same ratio is around 30 . 
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Figure 6-26: Simulated LEO traffic scenario I with variable S 
That is due to the fact that a fixed assignment S=2 in a LEO constellation re ult in low level of 
bandwidth re ervation for handoffs (the recorded mean number of handoffs for the uccessfully 
completed calls was 2.4). However, as the level of bandwidth re ervation increa es (i.e. Figure 6-26 
with variable S) the classes 0 and 3 become more dominant and the performance curve of class 1 
becomes closer to the one of class 2. Nevertheles , an overall balance of the call dropping over the 
call blocking rates for all service classe is till maintained. Therefore, depending on the two 
threshold values and the level of bandwidth re ervations a dynamic range of performance ratios can 
be achieved. 
In the following figures a comparison between the results obtained by analysis and simulation is 
presented. The continuous lines in Figure 6-27 and Figure 6-28 represent the simulation re ults and 
the points were calculated according to the analytical approximation presented in the previous ection. 
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Figure 6-28: Comparison between the simulation and the analytical results (LEO, S=2) 
By selecting the proper parameters for the analytical model it is shown that the results fit quite well 
with the simulation data. A slight mismatch between the presented graph cannot be avoided due to 
the effect of the ceiling function in the analytical implementation and the adjustments in the offered 
load. For the analytical results the spot-beam capacity was 50 channels and the normalised offered 
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load was 0.66-0.71. Thi adjustment in the analysis was necessary due to the fact that the analytical 
model becomes accurate when the number of the u ers per traffic class in the system is high enough to 
represent a realistic traffic scenario. In cases where the traffic load is very low, the average number of 
u ers becomes less that 1 and as a result the required number of convolutions is always the same (e.g. 
1 per traffic class). Therefore, when the offered load is not high enough it was observed that the LOW 
threshold has titde affect on the service class performance. 
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Figure 6-29: Comparison with the 'trunk' reservation LEO 
A comparison between the performance obtained by ABRS and the 'trunk' reservation method is 
shown in Figure 6-29 although the two method could be seen as complementary to each other. As 
expected, in a uniformly distributed traffic scenario with a ingle service class both methods perform 
in a simjlar way. That is because on average, they both introduce certain levels of admj ion 
thresholds to satj fy the needs of traffic with different priorities. Neverthele s, an ab olute gain in 
terms of resource utilisation for service class 0 can be achieved by ABRS for as the ratio between the 
call blocking over the call dropping rates increases and was recorded in the LEO constellation 
scenario. Thu , depending on the network design requirements both methods can be combined as 
shown in by ection 6.8.1. 
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Figure 6-30: MEO traffic scenario II 
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Figure 6-31: LEO traffic scenario II 
Finally, in cases where the total offered load is not unifonnly di tributed among the ervice class, the 
GoS performance curves are shifted according to the offered load per traffic clas . As hown in Figure 
6-30 and Figure 6-31 for the simulated traffic scenario II (see Table 6-6), the arne analogies for the 
LOW and the HIGH threshold values still apply. 
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6.11 Conclusions 
In future broadband satellite networks, where dynamic satellite networks are expected to play an 
essential role for providing global coverage, traditional methods used mainly for voice 
communications are not flexible enough to satisfy the needs of various multimedia applications. In 
this chapter, an investigation of the bandwidth reservation techniques and their performance that 
could be used in a non-GEO multi-rate, multi-service class environment has been conducted. The 
adopted methodology and the analytical results of applying new rules in maintaining the desired GoS 
performance at the access radio part is presented. A new approach for creating service classes 
according to the user defined performance criteria is developed and its performance has been 
evaluated both analytically and by simulation means. This approach, can be used to dynamically 
regulate the system's call blocking and handoff failure probabilities for different services classes. A 
new radio resource management scheme, the ABRS is proposed by incorporating two different 
threshold values for handling the new calls and the handoff requests. The bandwidth reservation 
mechanism is simple enough that can be executed in real time for a large population of users. It also 
provides the flexibility to map in a dynamic way the service GoS requirements into the non-GEO 
network performance characteristics. In addition, due to the dynamic bandwidth reservation each 
service class maintains a GoS profile that has been accepted or negotiated during the call set-up phase 
and can be easily modified within the call. The great advantage of the ABRS is that it does not have 
the limitations of the fixed predefmed way of handling calls in a wireless network that 'trunk' 
reservation has. It incorporates a service class separation in such a way that can be adjusted to any 
multi-class traffic scenario that needs to be supported in the future. 
In future broadband satellite networks, where dynamic satellite networks are expected to play an 
essential role for providing global coverage, traditional methods used mainly for voice 
communications are not flexible enough to satisfy the needs of various multimedia applications. In 
this chapter. an investigation of the bandwidth reservation techniques and their performance that 
could be used in a non-GEO multi-rate, multi-service class environment has been conducted. The 
adopted methodology and the analytical results of applying new rules in maintaining the desired GoS 
performance at the access radio part is presented. A new approach for creating service classes 
according to the user defined performance criteria is developed and its performance has been 
evaluated both analytically and by simulation means. This approach, can be used to dynamically 
regulate the system's call blocking and handoff failure probabilities for different services classes. A 
new radio resource management scheme, the ABRS is proposed by incorporating two different 
threshold values for handling the new calls and the handoff requests. The bandwidth reservation 
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mechanism is simple enough that can be executed in real time for a large population of users. It also 
provides the flexibility to map in a dynamic way the service GaS requirements into the non-GEO 
network performance characteristics. In addition, due to the dynamic bandwidth reservation each 
service class maintains a GaS profile that has been accepted or negotiated during the call set-up phase 
and can be easily modified within the call. The great advantage of the ABRS is that it does not have 
the limitations of the fixed predefined way of handling calls in a wireless network that 'trunk' 
reservation has. It incorporates a service class separation in such a way that can be adjusted to any 
multi-class traffic scenario that needs to be supported in the future. 
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7. Conclusions and Future Work 
7.1 Summsry snd conclusions 
Despite the fact that there is still a debate whether A TM is going to be the dominant transport 
mechanism in the future multimedia networks, several different satellite communications systems 
operating at Ka-frequency band have been proposed and incorporate "A TM" like solutions. One fact 
we believe that cannot be argued is that both A TM and IP based networks will have to coexist and 
harmonise their operation towards the new multimedia era. In this thesis, a proposal driven by the 
definition of a future S-A TM protocol layer which is highly optimised for the satellite segment is 
presented. 
It is expected that in the next 2 to 5 years new standards for the broadband satellite networks will 
appear based on a modified version of the A TM protocol layer which will be satellite specific with no 
major modifications to the ATM protocol stack. The S-ATM cell header fields will carry essential 
routing and control information for the satellite segment and different techniques can be used to 
support high quality multimedia services. The existence of a common fixed size information unit that 
traverses all the different network interfaces, carrying both control and user data, seems very 
attractive for network dimensioning and traffic control. This research work focuses on the 
performance issues and modelling of an S-ATM baseline system. However, some of the results are 
still applicable in other satellite packet oriented broadband systems with multi-rate, multi-class traffic 
flows. 
From recent studies on wide-area traffic patterns it is shown that there are cases where the network 
arrivals exhibit self-similar characteristics. Therefore, the queuing performance of a satellite-A TM 
network model is investigated, assuming that the input traffic that enters the system through a variable 
number of terminals experiences self-similar characteristics. A new formula was derived from the 
data collected through exhaustive simulation runs, which approximates the MAC buffer space 
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requirements for guaranteed CLR. It was observed that the network arrival process at the on-board 
satellite switch is no longer self-similar since it is affected by the MAC shaper at the satellite network 
access points. Certain multiplexing gains can be achieved at the on-board satellite switch for high 
values of (H), assuming low MAC utilization levels (i.e. 0.7). Since there might still be cases where 
the network arrival process at the on-board satellite switch exhibits self-similar behavior. the results 
presented for the MAC buffer dimensioning can also be used for the on-board satellite switch. 
Nevertheless. having in mind the on-board power processing and buffer space limitations some 
attention should be paid to the buffer and link dimensioning at the satellite network access points so 
that the possibility of introducing self-similar traffic on-board the satellite switch is minimised. 
In addition. an overview of the resource management and the traffic control functions applicable to 
GEO satellite-A TM networks is given. along with their distribution between the space and the ground 
segment. This approach takes into account the space segment constraints of a broadband regenerative 
satellite payload and can be used in the future S-ATM Ka-band systems that planned to be launched 
around the year 2002. A new methodology for evaluating the perfonnance of multi-rate, multi-class 
services is presented concentrating on the ABR capacity calculation. This approach introduces a two 
stage CAC scheme; the first at the MAC layer and the second at the ATM layer. In any realistic 
broadband SeA TM system the target is to achieve some level of multiplexing gain at the on-board 
satellite switch output buffers and at the same time maintain the QoS requirements. Consequently, at 
the ATM layer each service class is treated in a different way. Therefore an analytical approach for 
calculating the upper bounds of the available MAC and ATM resources for the ABR service without 
affecting the GoS or QoS of the rest of the service classes is developed. Simulation and analytical 
results are presented for four mixed traffic scenarios that include voice. video and data including self-
similar traces. This approach can be used for system dimensioning in any given scenario, provided 
that accurate estimates for the functions that calculate the ATM utilisation factor u:7JI (Nj ) are 
available. 
The ratio (t) of the fixed down-link rate over the total allocated to the up-link capacity determines 
the actual satellite network bottleneck. A value of t = 1 is effectively a circuit switched solution with 
no attempt for any multiplexing gain in the on-board satellite switch. This approach assumes that the 
up-link MAC bandwidth is fully utilised which is not a realistic assumption for most of the expected 
traffic types. A value of t > 1 represents a system with a system bottleneck in the up-link direction. 
In such a system, the optimisation of the MAC slot allocation scheme is one of the main design 
objectives. A S-ATM network with on-board satellite switching and buffering targets towards certain 
multiplexing gains at the switch output ports. Therefore, the condition 0 < t < 1 must be satisfied if a 
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single spot-beam model is used (in the general case this condition should be satisfied at a system 
level). 
Furthermore, non-GEO satellites are expected to play an essential role in the future broadband 
satellite networks. Therefore, an investigation of the bandwidth reservation techniques and their 
performance that could be used in a non-GEO multi-rate, multi-service class environment has been 
conducted. Since the expected traffic mix and the nature of the future applications in a broadband 
non-GEO satellite system cannot be easily predicted, a very flexible connection admission control 
scheme for the wireless part of the network requirements has been proposed. Traditional methods, 
such as 'trunk' reservation, are not flexible enough to accommodate various multimedia applications 
in a dynamic way. Thus, a new approach, the ABRS, for creating service classes according to the user 
defmed perfonnance criteria is developed and its performance bas been evaluated both analytically 
and by simulation means. The new adaptive scheme does not have the limitations of a fixed 
predefined way of handling calls in the wireless part of the network. It incorporates a service class 
separation in a dynamic way, which can be adjusted to any multi-class traffic scenario that needs to be 
supported in the future. This scheme can be used on top of the A TM oriented service classification 
that works at the cell level and has been investigated for GEO satellite networks. 
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7.2 Challenges for the future 
The performance evaluation of multimedia traffic flows in a S-A TM network model is still a 
challenging area for research and some parts of the work presented in this thesis can be extended. 
The study on the self-similar traffic was conducted using FGN sample paths which is one type of self-
similar traffic. The other two known methods for generating self-similar traffic, such as the fractional 
ARIMA and the aggregation of ON/OFF sources that follow 'heavy' tailed distributions, can also be 
used for the buffer dimensioning and provide a means for comparison. 
In addition, using the methodology for the ABR resource calculation presented in chapter 5, various 
algorithms for the on-board satellite traffic scheduler could be investigated and the UBR service could 
be included in the buffer dimensioning process. The analytical model is developed for a single 
input/output spot-beam model that represents a uniform traffic distribution and call destination pattern 
among all the spot-beams. This analysis could be extended to include various other distributions and 
mixed traffic patterns. 
Furthennore, further research is needed for S-ATM networks that employ non-GEO satellites. Part of 
the future work that could extend the research presented in this thesis is the optimisation of the 
bandwidth reservations by introducing new call and handoff queuing into the analytical and 
simulation model. Therefore, additional research is needed in the area of buffer dimensioning and 
queuing performance of S-A TM models in a dynamic satellite constellation environment. 
Finally, the performance issues and modelling in a satellite-IP system baseline could be seen as a very 
attractive topic for further research. The QoS provisioning in a connection-less dynamic network 
environment without the need to employ the quite "heavy" A TM signalling overhead is a real 
challenge. This is quite a promising research area that follows a rather different investigation path 
from the one we have selected in this thesis. We believe that, as far as the on-board satellite switch 
architecture is concerned, some key design issues remain always the same. Thus, for someone that 
starts to investigate an S-IP solution some of the following issues need to be carefully considered first. 
• The number of service classes to be supported for the on-board satellite switch 
• Selection between MF-TDMA or CDMA (what is best for IP traffic support?) 
• Transmission rate granularity 
• Signalling and connection establishment issues 
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• Packet size for the air-interface (single size packets for all service classes or not?) 
• On-board satellite buffering and routing tables updates 
• Processing requirements 
• IP multicasting 
• ATM service support over S-IP 
• Interworking between other protocol standards such N-ISDN. Frame-Relay etc. 
All the above issues suggest that a compromise between native IP and proprietary protocol solutions 
for the satellite segment might be needed. The starting point for this system design is to first exploit 
the advantages that the future IP protocol standards (i.e. RSVP, IPv6, mobile IP) can offer in a 
satellite network and then design a system that makes the most efficient use of them. A comparison 
between a S-IP architecture and the one presented in this thesis could be considered as the next step 
followed by the performance evaluation under the same traffic conditions. 
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9. Appendix A - ATM Signalling 
Protocol Tinters 
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'TIMER DeIauIt CauIe for Start Normal First Second Implementation 
Value Stop Expiry Expiry 
T303 4. SETUP send CONNECl', RetraDsmit Clear Network Mandatory 
CALL SETUP, ratart CoDDeCtion 
PROCEEDING or T303 
RELEASE 
COMPLETE 
received 
T308 JO. RELEASE IIIId RELEASE RetraasmIt ReleuecaD Mandatory 
COMPLETE or RELEASE IUId refereoce 
RELEASE ratartT308 
rec:eived 
T309 lOs SAAL SAAL reeoaoected Clear network NlA Mandatory 
dIIcoaDecdoa. c.us coonec:tIon. ReIeue 
In the MtIft Itate VClUldcaD 
IU"e DOt IoIt reference 
T310 10. CALL CONNECl'or Clear caD NlA Mandatory 
PROCEEDING RELEASE 
nc:eh'ed received 
T316 2 min RESTART IeIld RESTART RESTART may be RESTART may be Mandatory 
ACKNOWLEDG retraDIIDItted retnmlmltteclaeveral 
Encelved aeveral times times' 
T317 <1'316 RESTART ncelved IDterDaI caD MaInten-_ NlA Mandatory 
cIeIIriDI relenDCe NotiflcaUoD 
T322 4. STATUS STArnS STArns STATUS ENQUIRY Mandatory 
ENQVlRY IIIId RELEASE or ENQUIRY may be maybe 
RELI!:ASE retraDIIDItted retranBmltted aeveraI 
COMPLETE aeveraI tbneI tbneI 
received 
T398 4. DROP PARTY IleDt DROPPAIlTY IeIldDROP 'l1mer Is aot Mandatory 
ACKNOWLEDG PARTY restarted 
EorRELEASE ACKNOWLEDGE 
received or RELEASE 
T399 148 ADD PARTY IleDt ADD PARTY Clear tile pIII'tJ Thnerlsaot Mandatory 
ACKNOWLEDG restarted 
E,ADDPARTY 
REJECTor 
RELEASE 
..-wed 
Table 9-1: Q.2931 protocol timers in the network side 
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TIMER Default Cau8e for Start Normal FIrst Second Implementation 
Value Stop Expiry Expiry 
T303 41 SEnJP send CONNECT, CALL Betnmmdt Clear Network Mandatory 
PROCEEDING or SE11JP, restIIrt CoDDeCtlon 
RELEASE T303 
COMPLETE 
rec:eIved 
T308 301 RELEASE sead RELEASE RetraDamit Releuecall Mandatory 
COMPLETE or RELEASEmd refereaee 
RELEASE received restart T308 
T309 lOs SAAL SAAL recoDDeCted Clear network NJA Mandatory 
dfIIcoaaecdoo. CIDDDeCtJoD. 
Calls 10 the IIdlve ReIeae VC and 
state are DOt lost call reference. 
TlIO 101 CALL CONNEClor IIeIICI RELEASE NJA Mandatory 
PROCEEDING RELEASE recehecI 
recdved 
Tll3 4s CONNEcr aend CONNEcr IIeIICI RELEASE NlA Mandatory 
ACKNOWLEDGE 
reeelvecL 
Tll6 2mlo RESTART aend RESTART RESTART may RESTART may Mandatory 
ACKNOWLEDGE be~tted be retnllllmitted 
received BeVenidmes BeVenidmes' 
Tll7 <1'316 RESTART IDterDaI call deIrloJ Malatea.ace NlA Mandatory 
received relereace Notlftaadon 
Tlll 4s STArnS STArns RELEASE STArns STATUS Mandatory 
ENQUIllY sead or RELEASE ENQUlRYmay ENQUIRY may 
COMPLETE be retnDImItted be retraasmltted 
reeelved sevenldmes sevel'llltlmes 
T398 41 DROP PARTY DROP PARTY RDClDROP 11merlanot Mandatory 
sent ACKNOWLEDGE or PARTY restIu1ed 
RELEASE received ACKNOWLEDG 
EorRELEASE 
T399 141 ADDPARTYlelit ADD PARTY CIeu the pu1y 11meriaDOt Mandatory 
ACKNOWLEDGE, restIu1ed 
ADD PARTY 
RElECTor 
RELEASE received 
Table 9-2: Q.2931 protocol timers in the user side 
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SSCOP Parameter Default Value Explanation 
MaCC 4 Mulmum Coanection Control (Count).MuImum number of 
traDImiIIioas of BGNI4, END15, Ea16 or RS17 PDU 
TImer_CC Is Coamecdoo Control PIlaR 
TImer_KEEPALIVE 2s· Transient PbaIe. Keep ABve fuDc:tion: Veriftes that two commUDlcatlDg 
endties partldpatiDg In ID active coDDeCtioD are auve even In • 
proIoaaed abseoc:e of data trlDsfer. 
TImer~()'RESPONSE 7s Active Pbue 
TImer_POLL 750ms Active PItue TlmerJOLL sIwuJd be set to ....... e. value .. pcIIIlble 
tbat will malntal .. throDpput eIIIdeacy andsatllllea tbe .venae and 
mubDum delay requirealeDts for deHvery of data. 
TImer_IDLE 15s IdJePIIaR 
k (MuImum SSCOP SDU 40960dets Muimum lenJtb oftbe Information fteld In SDI8, UD19, IDd ~ 
size) PDU. 
j (MaDnmm SSCOP-UU 40960dets Muimum lenJtb of. variable IeDph SSCOP-UU (User to Vser) ftekl 
size) 
MuSTAT 67 Maximum number Droll elements pIacecIln. STAr! PDV. 'Ibll 
pIIJ'IUDeter II used by the IeIIder oltbe STAT lDeIIIIIe for ...... tatlon 
JIIII1NIIeS and dIouId be ID odd IDtepr pater dIaD or equal to 3-
MuPD 25 MDPD: Maximum Poll Data (Count). Thll parameter II ID upper Ifmlt 
for counter VC(PD) tbat BeBdl. POLL PDV every (MuPD) SD PDU. 
• The first expiry may occur in less time than the stated value, but subsequent expiries sbaIl occur wlthlo the 
nominal tolerance of the stated value 
148eginPDU 
15&dPDU 
16 Error recovCJY PDU 
17 Re-synchronisation PDU 
18 Sequenced Data 
19 Unnumbered Data PDU 
20 Management Data PDU 
21 Solicited Status PDU 
Table 9-3: Default SSCOP parameters of UNf signalling 
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10. Appendix B - Signalling 
ScheDle for MF-TDMA satellite 
networks; the SECOMS approach 
10.1 Introduction 
In Appendix B we present some aspects of the MF-TDMA scheme, since it is seems to be the 
preferable radio access scheme for the future broadband satellite systems. An overview of the 
signalling scheme of a broadband sateUite mobile multimedia system is also given. This is part of the 
work. performed within the EU ACTS SECOMS, WP34OO: Signalling and Protocol Simulation, for 
which we were the coordinating partner and the editor of the deliverable D21. We would like to 
acknowledge the contributions of the all the involved SECOMS partners especially the guidance and 
suggestions by the main contractor Alenia Aerospazio, Italy. Our original contributions to this project 
can be found in [119] [120],[121]. 
10.2 MF-TDMA access scheme 
In an MF-TDMA scheme, the up-link total bandwidth is divided into a number of service carriers fl, 
n, ... fn and each one of them is further divided into a given number of Time Slots (TS) or Frame 
Units (pus) in which each station can transmit a single burst. In Figure 10-1, we present the MF-
TDMA frame structure for both the signalling and the user traffic that is carried in the air interface. 
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Figure 10-1: MF-TDMAframe structure and Signalling/ User traffic area 
~bYI") 
According to the basic SECOMS assumptions two different type of user traffic will be supported by 
the network. These that require permanent bandwidth assignment (real time traffic) and tho e that are 
carried using a semi-permanent bandwidth assignment with non-real time constraints. As shown in 
Figure 10-1 there is no separation between the area used for permanent and emi-permanent 
connections. Using this scheme the network controller can assign resources to different types of 
services in a dynamic way according to the actual traffic demand. The minimum amount of data that a 
terminal can transmit per time unit depends on the size of a single burst of one frame unit. Each 
terminal (Sat-A, Sat-B, Sat-C for the Ka band) uses its own FU time duration and number of FU per 
frame in order to satisfy a common frame duration of 26.5ms. The Multi-Frame duration is common 
to all types of terminals and lasts for a time period equal to 10 frames or 265 m . Each type of 
terminal is able to process up to a number of carriers. For the signalling channels a number of FUs can 
be assigned depending on the characteristics and transmission requirements of each one of them. The 
number of FUs might be from 1 FU per frame (channels like f2, .. fn) up to a whole multi-frame (like 
fO) in ca e of the initial access and the synchronisation channels. 
-191-
Chapter 10: Appendix B - Signalling Scheme for MF-TDMA satellite networks; the SECOMS approach 
10.3 Logical channel hierarchy 
In this paragraph we identify the required logical signalling channels for the communication between 
different satellite network entities and we present a possible way of mapping them into the MF-
TDMA frame structure. Different sets of logical signalling channels are considered, related to the 
radio network access scheme and to the functionality of the control entities . 
................................... 
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Figure 10-2: Required logical signalling channels 
MSC Master Control Station SaT Satellite Terminal 
UT User Terminal 
PIL Payload TRM Traffic Resource Manager 
LM Location Manager GTW Gateway 
Table 10-1: Satellite Network Entities 
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Logical Signalling Channels Access Method Direction 
ACR Acquisition Channel Random Up-Link 
ALBC Acquisition Loop Back Channel Dedicated Down-Link 
RUSe Return Up-link Signalling Channel Random Up-Link 
RRC Resource Request Channel Random Up-Link 
ROSe Return Down-link Signalling Channel Multiplexed Down-Link 
RGC Resource Grand Channel Multiplexed Down-Link 
FUSe Forward Up-link Signalling Channel Multiplexed Up-Link 
FDSC Forward Down-link Signalling Channel Multiplexed Down-Link 
PCR Paging channel Multiplexed Down-Link 
IBSC In-Band Signalling Channel Dedicated Up-Link 
SSSC Steady State Synchronisation Channel Dedicated Up-Link 
SLBC Synchronisation Loop Back Channel Dedicated Down-Link 
PPRSC Point to Point Retum Signalling Channel Dedicated Up-Link 
PPFSe Point to Point Forward Signalling Channel Dedicated Down-Link 
Table 10-2: Required signalling logical channels and access IMthod 
10.3.1 Common control channels 
The common control channels are the channels that are used in the Down-LinklUp-Link direction to 
transmit or receive global infonnation about the satellite network as well as user specific control 
information. A logical separation exists among the common control channels since they are use to 
transmit different kind of infonnation not always useful to all the mobiJe terminals. 
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Figure 10-3: Satellite Network logical channel hierarchy 
10.3.2 Random access channels 
These are the channels where the mobile terminals transmit bursts in order to have access to the 
satellite network. The random access channels are used for initial acquisition and synchronisation. for 
mobile originated calls. for location updates or resource requests. For the SECOMS network the 
Return Up-link Signalling Channel (RUSC) in addition to the Acquisition Channel (ACH) are 
currently use a random access method. The Resource Request Channel (RRC). is the channel used by 
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the SaT in the up-link direction, to transmit traffic resource requests to the on-board TRM. That 
happens when SaT have no other means of communication with the TRM (i.e. the In-Band signalling 
channel cannot be used). The required number of bits for the RRC burst is far less than the nonnal 
burst of 64 bytes. Therefore, it is suggested that a small number of RRC logical channels (up to 5 
mini-slots) could be mapped into one RUSC channel. In such a case we could have up to 5 RRC 
channels every multi-frame. The actual number of RRC channels into the RUSC up-link multi-frame 
can be assigned by the MCS depending on the actual traffic conditions and the maximum number of 
the supported semi-permanent calls 
10.3.3 TDM multiplexed common control channels 
There are two different types of Time Division Multiplexed (TOM) signalling channels. The RDSC 
and the FOSC. All the up-link RUSe are forward to the MCS using the RDSC whereas the FOSC is 
used to transfer signalling information in the forward direction. The receiving data rate of SaT-A is 
4,096 Kbps and 32,768 Kbps for SAT-B,C and GTW/SPS. The down-link frame hierarchy is exactly 
the same as the up-link with the only difference in the number of FUs per down-link frame. The 
number of FUs are 256 for SaT-A and 2048 for SaT-B,C, GTW/SPS. These are the channels for 
Broadcast Control Information, Resource Assignment messages and Paging signals and all other call 
and mobility related messages. The Broadcast Control channels are used by the satellite network in 
the down-link TOM frame to give the mobile terminals all the necessary information about spot beam 
identification and available frequencies, services supported by current spot-beam, location 
information satellite co-ordinates and other broadcast information. The Resource Grand channels 
(RGCs)are used by the satellite in the down-link to transmit the TRM channel assignment messages in 
response to a successful resource allocation request. Each Satellite terminal waiting for a call 
establishment is tuned to the corresponding Forward TOM Down-link carrier for the Resource 
Assignment Signal. The Paging Channels (PCB) and the Common Signalling Channels (CSC) are also 
multiplexed the Forward Down-link TOM multi-frame. For each paging signal an associated up-link 
logical control channel can be assigned for the mobile terminal to respond. This will reduce Mobile 
terminated overall call set-up delay. 
10.3.3.1 Forward Down-link Signalling Channel FDSC 
These are the channels for Broadcast Control Information, Resource Assignment messages and Paging 
signals. The Broadcast Control Channels are used by the satellite network in the down-link TOM 
frame to give to the mobile terminals all the necessary information about spot beam identification and 
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available frequencies, services supported by current spot-beam, location information satellite co-
ordinates and other broadcast infonnation. In SECOMS the Forward Down-link Signalling Channel 
FDSC is used for this purpose. 
10.3.3.2 Acquisition Loop Back Channel (ALB C) 
The Acquisition Loop Back Channel (ALBC) is used to transmit timing and clock measuring 
information in the Down-Link and its position is relevant to the initial Acquisition Channels (ACH) in 
the MF-TDMA frame. 
10.3.3.3 Synchronisation Loop Back Channel(SLBC) 
This is the channel which is used in the forward direction to transmit back the Steady State 
Synchronisation burst with the timing and frequency corrections by the satellite payload. The number 
of SLBC channels that could be accommodated in a down-link frame, depends on the number of the 
carriers per up-link frequency group, and is multiple of 4. 
10.3.3.4 Resource Grand Channels (RGC) 
These channels are used by the satellite in the down-link to transmit the TRM channel assignment 
messages in response to a successful resource allocation request. Each Satellite terminal waiting for a 
resource assignment message is tuned to corresponding Forward TOM Down-link carrier into which 
the ROC channels are mapped. 
10.3.3.5 Common Signalling Channels(CSC) 
This is a common signalling channel that can be used to transfer messages in the forward direction 
from the MCS or the GTWs. These messages are only relevant to the SECOMS internal procedures 
such as call-set up, location update, registration. de-registration and handover. The baseline for the 
SCS channel rate is 16Kpbs which corresponds to one FU per down-link frame. 
10.3.3.6 Paging Channels (PCB) 
The paging logical channels are multiplexed within the Forward Down-link TOM frame. These 
channels are used to page the SaT in case of mobile terminated calls. For each paging signal, one up-
link FU is assigned by the TRM to the SaT mobile terminal to respond. The baseline that is used for 
the for SCS channel rate is 16Kpbs which corresponds to one FU per down-link frame. 
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10.3.4 Dedicated Control Channels (DCC) 
The dedicated control channels are the channels that are used to carry signalling infonnation to and 
from the satellite network entities. These channels can be assigned by the network controller to carry 
end-to-end signalling messages usually after the initial Satellite Tenninal activation. Three different 
kind of dedicated control channels are considered. The steady state synchronisation channels, the 
Point-to-Point signalling channels and the channels that provide in-band user-to-network signalling. 
10.3.4.1 Steady State Synchronisation Channels 
After the initial synchronisation pbase, the SaT become Rxtrx synchronised and the first FU of every 
frame could be used to transmit the steady state synchronisation bursts. SSS bursts consist of the 
Carrier Recovery and Bit Time Recovery (CRBTR) field (64 bits) followed by the Unique Word 
(UW) of 32 bits, the Signalling Field (SF) and the Guard Period (GP). The SF is included to be used 
by the SaT (or by the payload in the down-link SLBC channel) to send additional signalling 
information and it is assumed to be 32 bits. Therefore, the minimum requirements in bits for the 
synchronisation burst is 128 bits. As a result, for all types of tenninals at least IA Frame Units need to 
be used. The synchronisation burst will be send periodically to a dedicated SSSC in the up-link 
direction (one burst every super-frame seems reasonable). Each up-link synchronisation burst will be 
mapped into a dedicated Synchronisation Loop Back Channel (SLBC) in the down-link multi-frame. 
10.3.4.2 Point.to·Point DedIcated Control channels 
he Point-to-Point Forward Signalling Cbannel (PPFSC) and the Point-to-Point Return Signalling 
Channels (PPRSC) are used to carry end-to-end signalling infonnation. These are the channels that 
carry all the layer 3 protocol messages of the user tenninals that have protocol compatibility with the 
fixed networks such as the N-ISDN, B-ISDN, X.25 or any other external network. 
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10.3.4.3 In-Band Signalling Channels(IBSC) 
This type of channels are multiplexed within the dedicated to Satellite terminals traffic channels for 
the duration of a permanent or a semi-pennanent connection. The rate of the msc is low and it 
allows the transmission of small signalling messages from the SaT to the TRM. 
10.4 Mapping logical channels into the MF· TDMA ',..me structure 
10.4.1 Up-link retum logical channels 
In Figure 10-4, we present the mapping of all the up-link logical channels into the MF-TDMA frame 
structure for the Sat-A, Sat-B and Sat-C. If n is the number of the allocated FUs per frame, then n = 
10,32 and 128 for the Sat-A, B, C respectively. The Initial Acquisition Burst will be send to the ACH 
for the duration of two complete frames and will occupy 2xn frame units of the up-link frequency. 
After a SaT becomes TxIRx synchronised, the first FU of every frame will be used to transmit the 
steady state synchronisation bursts (in the SSSC channel) occupying 'A FU. Therefore, we can map up 
to 4 SSSCs into the first FU of every frame. 
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Figure 10-4: Mapping the Return Up-link Logical ChtJnneis into the MF-TDMA/rame 
For n number of PUs per up-link frame the maximum number of SSSC channels that fit into a super 
frame is 64. So, this is the maximum number of the TxIRx synchronised satellite tenninals that the 
system can support per allocated carrier. Therefore, the first PU of every frame is dedicated to the 
SSSC channels and the second to the RUSC. In such a way the SaTs will have the remaining PUs at 
each frequency to transmit user traffic, in-band signalling messages or end-to-end signalling using the 
TC (the PPRSC and PPFSC are mapped into the same FUs that are used by the TCs). The PPRSCs 
occupy one or more TCs (of 16 Kbps) according to the end-to-end signalling requirements. 
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Figure 10-5: Mapping RRC mini-slots into the RUSe channels 
10.4.2 Down-link Forward Logical channels 
In the forward direction, the down-link MF-TDMA super-frame and multi-fr m hier rchy i 
the same as it is in the up-link return direction. The only difference are in the tructur f th r m 
and coding scheme. 
_------------ Forward Down- Link Super-Frarne(I060 rn .) ----
MuHl- Fume I Multi-Pume 2 M ulli·Pume 3 M ullf. I·rlme. 
:,. Mulli-F rarne (265 rn s) 
I Frome 1 IFrame 2 
I 
... I,,·mo 10 I 
............ 
SIT-A, N - 254. -1 48 26.5 ros 
". I , hlnnel 
T : Trlrrlc hlnnol 
Figure 10-6: Mapping the FDSe logical channels into theforward down-linkframe 
In Figure 10-6, we present the down-link forward frame hierarchy and the placem nt of th 
channels. All the forward signalling channels are mapped into the fir t FU of th down-lin fram. 
The exact number of FUs that are occupied by the FDSC i di cu ed in network dim 0 i niog r p rt 
[SECOMS Deliverable ACOO4IDLRlD22]. The remaining FU are left for the u er traffic nd b th 
Permanent (PTC) and Semi-permanent (STC) Traffic Channel can be u ed. 
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