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Lectur ing and other face-to-face teaching – too much or too little?
An assessment based on student feedback and fail rates
Matthew R.E. Symonds*
Centre for Integrative Ecology, School of Life and Environmental Sciences, Deakin
University, Burwood, Victoria, Australia
Institutes of higher learning are tending to reduce the amount of face-to-face
teaching that they offer, and particularly through the traditional pedagogical
method of lecturing. There is ongoing debate about the educational value of
lectures as a teaching approach, in terms of both whether they facilitate
understanding of subject material and whether they augment the student
educational experience. In this study, student evaluation of teaching scores plus
academic outcome (percentage of students who fail) was assessed for 236 course
units offered by a science faculty at an Australian university over the course of
one year. These measures were related to the degree to which lectures and other
face-to-face teaching were used in these units, controlling for factors such as
class size, school and year level. An information-theoretic model selection
approach was employed to identify the best models and predictors of student
assessments and fail rates. All the top models of student feedback included a
measure reflecting amount of face-to-face teaching, with the evaluation of quality
of teaching being higher in units with higher proportions of lectures. However,
these models explained only 12–20% of the variation in student evaluation
scores, suggesting that many other factors come into play. By contrast, units
with fewer lectures have lower failure rates. These results suggest that moving
away from lectures and face-to-face teaching may not harm, and indeed may
improve the number of students who pass the subject, but that this may be
incurred at the expense of greater dissatisfaction in students’ learning experience.
Keywords: Akaike’s information criterion; face-to-face teaching; failure rates;
higher education; lectures; student evaluations
Introduction
Lecturing remains the predominant form of teaching in universities, arguably because it
is, from the teacher’s perspective, a time-efficient means of providing information and
summarising concepts (Beard & Hartley, 1984; McKeachie, 2002). Despite these
advantages, lecturing is regarded by many educationalists as a highly ineffective
method of teaching (see, e.g., Gibbs, 1982; Ramsden, 2003). Principal among the argu-
ments against lecturing is that it does not truly develop critical-thinking skills or deep
understanding of the material, and results in misdirected learning and negative attitudes
towards the learning experience (Bligh, 1998). In other words, lecturing promotes
‘surface’ level knowledge as opposed to ‘deep’ knowledge (Biggs & Tang, 2011;
Marton & Säljo, 1976). However, frequently there are insufficient data to be able to dis-
tinguish the merits of face-to-face lecturing from other methods of teaching such as
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self-instruction, reading and class discussions (Dunkin, 1983; Schwerdt & Wupper-
mann, 2011). There is also evidence that students themselves like lectures as a teaching
mechanism. For example, a recent study of geography students (Mitchell & Forer,
2010) found that the large majority of students described lectures as a good way to
learn information. Charlton (2006) has argued that this might be expected because lec-
tures exploit a basic human preference to have direct contact in a situation involving
communication.
The effectiveness of lectures is usually assessed based either on measures of aca-
demic outcomes (exam results etc.) or on student evaluations of teaching. In the case
of the former, judgement of the success of lecturing versus other activities may
depend heavily on the criteria on which the students are assessed (Dunkin, 1983).
For example, a study of methods used to teach first-year science students in Australia
(Trigwell, Prosser, & Taylor, 1994) found that traditional pedagogy was more success-
ful at information transferral and concept acquisition (surface-level knowledge),
whereas student-focused exercises achieved better results in terms of providing students
with the ability to modify existing concepts or develop new concepts (deep knowl-
edge). In terms of general academic performance, studies typically find either little
difference between average marks from lecture-heavy courses versus other methods
of teaching (e.g., Coleman, Kinniment, Burns, Butler, & Koelmans, 1998; DaRosa
et al., 1991; Kangari, Alipour, & Tabatabaee, 2007), or that other methods, such as
online learning, may achieve slightly better results (e.g., Dutton, Dutton, & Perry,
2001; Williams, Aubin, Harkin, & Dottrell, 2001).
Student feedback-based studies have different analytical obstacles, being often
based on qualitative answers, which may be hard to assess objectively. Conclusions
may also differ wildly based on how teaching approaches are being compared. For
example, Chevins (2005) assessed students’ reaction to an animal physiology course
consisting of a few lectures, but greater amounts of prescribed reading and regular
tests. When asked whether they preferred that to a lecture-only course most students
agreed (though not strongly). By contrast, students on a legal course in Queensland
reacted negatively to the removal of lectures from one of their justice modules
(Field, 2005). These results suggest that there may be a happy medium whereby lec-
tures are one, but not an exclusive, part of a well-taught course.
Evaluating student feedback versus academic performance may yield very different
interpretations of whether lectures provide an effective educational teaching method: a
course may deliver excellent academic results, but be poorly evaluated by the students
or vice versa. Therefore, there is a need for a study that takes into account both aspects
when considering the effectiveness of lecturing. The principal question to be addressed
is whether lecture-intensive (or lecture-light) courses measurably differ in student
assessment of their educational experience and their academic success, and whether
the effect on both is positive or negative.
In this study, quantitative data on both student assessment scores and achievement
(fail rates) were used to examine whether there were associations between these metrics
and the amount of lectures involved in course units offered in a science faculty at an
Australian university. The study also examines these associations in regard to total
amount of face-to-face teaching (since there are many other, perhaps preferable, teach-
ing approaches that involve teacher contact and interaction). The impetus for the study
was based on the observation that tertiary-education providers are moving away from
traditional face-to-face lectures and, instead, offering increasing proportions of their


































decline in face-to-face lectures is something that will affect student performance, and
how students perceive their own educational experience.
Methods
Data collection
This study used information on the teaching approaches used in 236 subject courses
(known as ‘units’ ) offered by a science faculty at an Australian university. The
faculty consists of four schools covering the areas of engineering, information technol-
ogy, architecture and science. The units were those offered in two teaching periods:
July to October 2011 and March to June 2012. Details of the teaching methods used
for each unit are provided in the unit guides made available through the university’s
website and listed under the headings ‘contact hours’ and ‘ teaching methods’ in
these guides. Using these guides, information was gathered on teaching hours in the
form of lectures and non-lecture face-to-face teaching (i.e., tutorials, practicals and
workshops). Only units that were taught throughout the entire teaching period were
considered, avoiding ‘ intensive’ units run over just a few days such as field courses.
These periods consist of 12 teaching weeks; therefore if the contact hours for a unit
were reported as ‘ two 1-hour lectures per week’ this was recorded as 24 (2 × 12)
hours of lectures associated with that unit. The sum of the hours for the two types of
teaching was calculated to provide a measure of total number of face-to-face contact
hours for each unit. Finally a third metric, %lectures, was used based on the percentage
of face-to-face teaching hours in a unit that was given to lecturing compared to other
teaching approaches.
Student feedback scores for each unit were also collected. These scores were gath-
ered by the university’s online student feedback system and are publicly available
through the university website. In these surveys, students are asked to provide a
score between one and five for whether they agree with positive statements, such as
‘ this unit was well taught’ , about their educational experience. A score of five indicates
strong agreement, with a score of one indicating strong disagreement, with higher
average scores indicating better assessment of teaching. The average scores were col-
lated for each unit in response to four issues that seemed likely to be affected by differ-
ences in teaching approach: how well the unit was taught in general, the quality of
feedback provided by teaching staff, whether the unit challenged the student to learn
and whether the students would recommend the unit to others.
In order to ensure consistency within units in the learning experience of students,
the study used only student scores for on-campus students at the campus at which
the chair of the unit (and hence principal teacher) was based. Scores are not available
for units where there are fewer than 10 responses, and hence should be fairly represen-
tative of general student attitudes to the unit.
In addition to student feedback scores, a measure of student academic performance
for each unit was used: the percentage of students receiving a ‘ fail’ grade (a mark less
than 50%). These data were obtained directly from the faculty office on request. The
sample size of units for these data was very slightly reduced (n = 228 units).
Finally, because size of the class may also influence the student learning experience,
the enrolment numbers for the unit at the relevant campus were recorded. These data
were heavily skewed (there were a small number of units with very high enrolments),
and were, therefore, log transformed prior to analysis to better conform to statistical

































assumptions of normality which are required for the general linear modelling approach
described below (Quinn & Keough, 2002).
Data analysis
Statistical analysis of the relevant factors that best predict variation in student feedback
scores and academic results (percentage of students failing) was based on a model
selection using an information-theoretic approach with Akaike’s information criterion
(AIC) (Burnham & Anderson, 2002; Symonds & Moussalli, 2011). Traditional null-
hypothesis testing with p-values has the drawback of being essentially ‘binary’ in think-
ing where a particular effect is either statistically significant or not. It does not consider
how likely a predictive model is in comparison with other models. Research that seeks
to understand variation in a measure that may be explained by complex multiple factors
can, therefore, benefit from alternative statistical methods such as using AIC. Such stat-
istical approaches have become increasingly widespread in the biological sciences, for
example (Garamszegi et al., 2009). AIC is a metric that enables one to compare various
statistical model formulations in order to identify which one best approximates to the
(unknowable) ‘ truth’ . The model with the lowest AIC score is taken as the best approxi-
mating model; however, using AIC allows one to quantify how much better this ‘best’
model is compared to other model formulations. A simple way of doing this is to cal-
culate the ΔAIC score – the difference in AIC value between a given model and the best
model. As a general rule of thumb (Burnham & Anderson, 2002), models with a ΔAIC
score of less than two can be considered to be almost as likely as the best model. Other
models are weaker, and models with a ΔAIC of greater than 10 are so improbable they
should not be considered. For this analysis, a corrected version of AIC, AICc (Hurvich
& Tsai, 1998) used for smaller sample sizes, was employed.
General linear modelling was used to compare a series of possible models predict-
ing the four student feedback variables and the academic outcomes (fail rates). These
models comprised different combinations of six predictor variables/factors:
(A) number of hours of lectures
(B) total amount of face-to-face teaching (‘A’ plus number of hours of non-lecture
face-to-face teaching)
(C) %lectures (‘A’ divided by ‘B’ )
(D) (log transformed) – number enrolled in the unit
(E) identity of the school offering the unit
(F) undergraduate-year level at which the unit is taught (first, second, third, fourth
or graduate).
Variables E and F were included in predictive models as fixed factors. Because vari-
ables A, B and C are heavily inter-related they were never included together in the same
model.
Because the nature of the relationship between the measures of teaching (A, B and
C) and student feedback and fail rates may differ between the schools, thereby obscur-
ing or confounding important patterns when considering data from all schools together,
models involving interaction terms between school identity and teaching metric were
also assessed. In all five analyses, the best approximating model was taken and the
interaction term was added to the formulation. The AICc score of these models includ-


































whether inclusion of the interaction term improved inference, thereby suggesting
whether a breakdown of the models at the level of school was merited.
All analyses were carried out with the MuMIn package (Bartoń, 2012) in R
(R Development Core Team, 2012).
Results
Table 1 shows the best models (within two ΔAICc units) predicting the four types of
student assessment scores plus fail rates.
Student evaluations
The most influential factor underlying variation in student feedback scores was the
school offering the unit. This factor was a ubiquitous feature in all the top models.
Table 1. Top ranked closely competing models (ΔAICc < 2) explaining variation in student
assessment scores and fail rates for units.
Rank Model: How well taught the unit was %R2 AICc ΔAICc
1 School + %lec [0.004] + enrol [−0.25] 12.49 415.75 0.00
2 School + total f2f [0.006] + enrol [−0.31] 11.97 417.14 1.39
3 School + %lec [0.004] 11.02 417.55 1.80
4 School + year + %lec [0.004] 14.18 417.63 1.88
5 School + %lec [0.005] + enrol [−0.26] + school*%lec 14.17 417.67 1.92
– Null model 0 436.80 21.05
Rank Model: Quality of feedback %R2 AICc ΔAICc
1 School + total f2f [0.003] + enrol [−0.48] 17.27 377.90 0.00
No other closely competing model
– Null model 0 412.20 34.30
Rank Model: Was the student challenged to learn? %R2 AICc ΔAICc
1 School + year + total f2f [0.006] + enrol [−0.26] 13.11 313.39 0.00
2 School + total f2f [0.005] + enrol [−0.40] 9.85 313.40 0.01
3 Year + total f2f [0.004] + enrol [−0.28] 10.13 314.81 1.42
4 Total f2f [0.004] + enrol [−0.38] 6.72 315.14 1.75
– Null model 0 327.43 14.04
Rank Model: Would the student recommend the unit? %R2 AICc ΔAICc
1 School + year + total f2f [0.007] + enrol [−0.43] 20.34 409.43 0.00
2 School + total f2f [0.007] + enrol [−0.48] 16.78 411.07 1.64
– Null model 0 453.97 34.54
Rank Model: % students failing the unit %R2 AICc ΔAICc
1 School + year + no. lec [0.073] + enrol [2.79] 36.32 1460.67 0.00
2 School + year + no. lec [0.082] 35.47 1461.49 0.82
3 School + year + %lec [0.025] + enrol [3.25] 35.93 1462.06 1.39
4 School + year + enrol [3.28] 35.16 1462.56 1.89
– Null model 0 1544.39 83.72
Notes: Numbers in brackets are parameter estimates for continuous variables and represent the nature of the
relationship (positive or negative). Abbreviations: %lec, %lectures; enrol, enrolment (class size); total f2f,
total face-to-face teaching; no. lec, absolute number of lectures.

































Specifically, in all cases assessment scores for engineering were lower than for the other
three schools (see Figure 1). In no case, however, was model inference improved by
including an interaction effect between school and measure of face-to-face teaching.
Indeed, in only one case was a model including an interaction term included within
the ΔAICc < 2 threshold (see Table 1). Therefore, the nature of relationship between
teaching approach and student feedback/fail rate can be considered equivalent across
schools, and thus the use of the complete pooled data sample across schools is
appropriate.
Some measure of face-to-face teaching (number of lectures, total amount of face-to-
face teaching or percentage of face-to-face teaching that is lectures) featured in all the
top models. Units with greater levels of face-to-face teaching in general achieved higher
scores. In the case of general assessment of whether the unit was well taught, the top
model identified units with a greater percentage of lectures as being better taught.
However, the individual effect is very weak, explaining only about 2% of the variation
in student scores. Number of lectures alone was a weaker predictor of student scores,
but examination of the distribution of the relationship with number of lectures
suggest that units with very high (four lectures per week) and no lecture content
were rated less well than other units.
Number of students enrolled in a unit also played a role in several of the top models
predicting student scores, with student evaluations being lower in units with higher
enrolments, although, again, in all cases the individual effect size was weak (R2 < 10%).
In two cases (whether the unit challenged the student to learn, and whether the
student would recommend the unit), year level was also identified as a predictor in
the top model, with lowest scores being awarded at the third-year level, but with the
higher scores beyond this stage.
In general, the predictive ability of the top models to explain variation in student
scores range was only moderate (R2 values = 12.5–20.3%). However, in all cases the
top models were vastly better supported than the null intercept-only models.
Academic performance
The best model accounted for over 36% variation in the percentage of students failing a
unit (Table 1). This model featured school, number enrolled, year level of unit and



































absolute number of lectures as predictors. Analysis of this model shows that the percen-
tage of failures of students decreases with year level and increases with number of
enrolments and with number of lectures in the unit. In the last case, though, the individ-
ual effect is again weak (R2 = 8%). There are clear differences in fail rates across
schools, with engineering and IT having higher fail rates than science and architecture
(Figure 2).
Discussion
These results provide some evidence that lectures and other face-to-face teaching (tutor-
ials, practicals, etc.) have a positive role to play in how students perceive their learning
experience. Some form of face-to-face teaching featured in most of the top statistical
models predicting feedback scores. In most cases, this relationship was not so much
directly linked to number of lectures specifically, but rather to the total amount of
face-to-face contact time with the teacher. Students did, however, rate units that have
a higher proportion of lectures as better taught. This is interesting given that studies
which have attempted to identify the aspects considered by students to relate to
‘quality of teaching’ (e.g., Hildebrand, 1973; Kane, Sandretto, & Heath, 2004) identify
teacher knowledge, skill, enthusiasm, personality and student interaction skills as key
aspects. All five of these are arguably (with the possible exception of the last) most
strongly demonstrated in the face-to-face lecture format. Units with greater amounts
of face-to-face contact time generally tended to report higher student scores in response
to queries about quality of feedback, whether the subject was challenging and whether
the student would recommend the unit. Other studies have found that students dislike
the complete removal of face-to-face teaching and prefer it to be mixed with other
approaches (e.g., Field, 2005; Lim, Kim, Chen, & Ryder, 2008).
The other relevant predictors in the analysis of student response were, first, the
school that offered the unit. Specifically, the units offered by the engineering school
were rated with the lower scores. This effect seems unlikely to be related to inter-school
differences in class size or amount of face-to-face teaching (unpublished data). Class
sizes in engineering are not significantly different from those in science and architec-
ture. Although there is a greater average number of lectures per unit in engineering
Figure 2. Mean student failure rates (% fail ± s.e.) split by schools.

































than in the other schools, the difference is not statistically significant and in any event
should result in improved student assessment. It may, though, indicate the nature of the
teaching in engineering. Many of the units offered by engineering suggest highly
specific content, with unit titles including ‘wastewater treatment processes’ , ‘fluid
materials’ and ‘heat transfer’ . It has been argued that this kind of approach promotes
superficial knowledge with less focus on synthesising skills and problem-solving
(Felder, Woods, Stice, & Rugarcia, 2000). The approach contrasts with the greater
focus on project work in information technology and architecture, and the greater
focus on concepts, rather than specific knowledge, in the science faculty at this univer-
sity. Consequently, students in engineering may not ultimately feel that their learning
experience is engaging. Interestingly, failure rates are also higher in engineering, which
may partly reflect the greater number of lectures presented, but also the greater empha-
sis on factual-recall rather than critical thinking. However, these rates are equivalent to
those in information technology, which may suggest a disconnect between the teaching
approach and assessment approach in the latter school. Any general conclusion about
area of teaching must obviously be tempered by the fact that this study represents only a
single within-university comparison. It is interesting, though, that a study across mul-
tiple Australian institutions (Ramsden, 1991) found engineering to be an area with
among the poorest student assessments of learning and, in addition, with the greatest
discrepancy between teachers’ perception of their own teaching performance and the
students’ assessment.
Class size (number enrolled in the unit) was a predictor in most of the top models,
with negative effects on both student evaluations of teaching and academic performance
(higher percentages of fails in units with large enrolments). Negative links between class
size and student feedback are generally ambiguous in the literature (see Aleamoni, 1999,
for review), perhaps because it is how teachers deal with difference in class sizes, rather
than the class size itself, which is more important. In general, the overall effect is usually
weak and tends only to be picked up in studies with large sample sizes (e.g., Bedard &
Kuhn, 2008; Fernández, Mateo, & Muniz, 1998; Gibbs, Lucas, & Simonite, 1996).
The predictor models identified as most strongly influencing student feedback
scores need to be interpreted with caution, however, for two reasons. The first is that
scores from the four feedback measures are inevitably correlated: a unit where useful
feedback is provided is also likely to be rated as well taught. However, it highlights
the point that interpretation of how different aspects of teaching methods and the learn-
ing environment relate to specific responses may be confounded by other factors.
Second, and more importantly, the predictive ability of the models is poor to mod-
erate, explaining less than 20% of the variation in student feedback scores. Whilst these
models are much better supported than the null (no-parameter) model indicating that
these effects, though small, are meaningful, it is important not to over-emphasise the
benefits of face-to-face teaching and lecturing – very many other parameters must
play a role. For example, a study of student feedback responses on social science
courses in the UK (Shevlin, Banyard, Davies, & Griffiths, 2000) found that ‘ lecturer
charisma’ accounted for 37% of the variation in general evaluation scores for the
unit. Therefore, it seems likely that individual teaching skills may play a stronger
part in determining the student educational experience than the teaching format and
learning environment by themselves.
Where there was a much stronger explanatory effect for the variables was in the
models predicting the percentage of students failing units. The best model here


































lectures as a positive predictor, although, by itself this predictor explains only around
8% of variation in failure rates. In addition to school and class size, it featured year
level. There was a clear decrease in fail rates in later year levels, presumably attributable
to the selective nature of the exam process and the elimination of poorer students
(Bennett, 2003).
Links between lecture-only courses and lower academic performance, typically
measured as mean mark, are not a novel finding (see review by Means, Toyama,
Murphy, Bakia, & Jones, 2010), but this result suggests that the problem increases
with absolute number of lectures (rather than just the use of lectures). It may be that
if lectures as a teaching format are predominantly focused on the delivery of content
and surface-level learning, rather than the dissection and deeper consideration of that
content (as criticised by Biggs & Tang, 2011; Bligh, 1998; Phillips, 2005), then
large lecture contents in units may result in information overload, resulting in poorer
performance in end-of-semester exams.
The results of this study highlight a problem analogous to a Faustian pact. High pro-
portions of lectures may (albeit weakly) improve student assessments of quality of
teaching, but simultaneously result in potentially poorer academic outcomes. Conver-
sely, shifts to alternative non-face-to-face teaching approaches do not harm, and may
indeed improve, academic outcomes, but attract the risk of damaging the student assess-
ment of the quality of the teaching. At the very least, these results suggest that face-to-
face teaching and traditional lectures form a small but measurable component of how
students evaluate their own educational experience. As universities increase their online
presence, monitoring students’ satisfaction with their learning will need to identify
means by which it can be maintained in the absence of direct teacher contact and tra-
ditional means of communicating content and context.
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