Abstract. The purpose of this study is to investigate the utility of obtaining "core samples" of regions in CT volume scans for extraction of radiomic features. We asked four readers to outline tumors in three representative slices from each phase of multiphasic liver CT images taken from 29 patients (1128 segmentations) with hepatocellular carcinoma. Core samples were obtained by automatically tracing the maximal circle inscribed in the outlines. Image features describing the intensity, texture, shape, and margin were used to describe the segmented lesion. We calculated the intraclass correlation between the features extracted from the readers' segmentations and their core samples to characterize robustness to segmentation between readers, and between human-based segmentation and core sampling. We conclude that despite the high interreader variability in manually delineating the tumor (average overlap of 43% across all readers), certain features such as intensity and texture features are robust to segmentation. More importantly, this same subset of features can be obtained from the core samples, providing as much information as detailed segmentation while being simpler and faster to obtain.
Introduction
The extraction of large quantities of quantitative features from diagnostic medical images is being used for computer-aided diagnosis, 1,2 screening, 3, 4 and radiomics. 5, 6 Quantitative image features have the potential to provide consistent, nonbiased descriptors of the image being analyzed. Segmenting the region of interest, which might, e.g., represent a tumor, is the first step in being able to extract quantitative features. 7 Manual segmentation of tumors in CT images is a laborintensive and time-consuming task. 8, 9 The time taken by a reader to manually segment each slice of a tumor volume limits the amount of cases that can be processed. Also, manually segmented CT images possess intra-and interreader variability, 10 reducing the consistency of any quantitative image descriptor that depends on the shape or position of the segmentation.
Multiple automatic and semiautomatic image segmentation algorithms have been developed to delineate tumors. [11] [12] [13] [14] [15] While these methods increase consistency and reduce the time needed to segment tumors, 10, 16 they are not always able to segment cases that deviate from the norm. Evaluation of these methods is problematic because ground truth is not always available, especially in some difficult cases such as in liver tumors, due to the high variability that human experts have when delineating tumors.
With this in mind, we have decided to test a method that would allow the generation of image feature data from a simple process to obtain a manually selected subset of the image of a tumor. We first sought to discover features that are robust to changes in the location and shape of the segmentation by calculating the intraclass correlation (ICC) 17, 18 of features obtained from the slice selection and delineations of four readers. Because these features were robust with respect to the segmentation, we explored the possibility of obtaining similar results if we were to ask readers to merely trace a circle, which we call a "core sample," inside the tumor. We simulated this approach by inscribing the maximum circle inside each reader segmentation and analyzing how the features varied between this core sample and its original segmentation.
In this paper, we present an analysis of the overlap between readers' segmentations and the robustness of different categories of features with respect to segmentation, along with a core sample technique that could be easily introduced into clinical practice from which a subset of features is consistent with the same features as could be obtained from the detailed segmentation, while being simpler and faster to obtain.
Materials and Data

Data
Following IRB approval by Stanford University's Research Compliance Office, who waived the requirement for informed consent, we retrospectively selected 29 patients (22 males, 7 females, age range 38 to 85, mean age 64) referred to Stanford University Medical Center with diagnosed hepatocellular carcinoma (HCC) who had triphasic (arterial, venous, delayed) (N ¼ 26) or biphasic (arterial, venous) (N ¼ 3) CT scans prior to surgical resection, and whose tumors were subsequently assessed for microvascular invasion. Two patients had two scans within a close interval prior to resection, resulting in a total of 94 scan volumes. Scans were acquired on GE Medical Systems, Siemens, and Toshiba CT scanners with kV, mA, and slice thickness in the range of 80 to 140 kV, 124 to 699 mA, 0.625 to 3 mm, respectively.
Reader Segmentation
Four radiologists with 6, 10, 12, and 13 years of experience with liver CT independently viewed each image series and selected a centrally located slice along with two additional slices (one more superior and one more inferior, noncontiguous). They manually delineated the tumor in each slice using an opensource annotation tool (ePAD). 19, 20 This created a data set of 282 segmentations per reader, or 1128 segmentations in total. We gave no instructions to the readers about how to segment the slices or which slices to select, except that the first slice chosen had to be centrally located.
Core Segmentation
From each reader outline, we automatically determined a "core sample" by computing the inscribed circle with maximum circumference (Fig. 1) . To obtain the core sample, we first created a grid of equidistant points inside the original segmentation. We then chose the point with the greatest distance from the segmentation boundary. Next, we created a new smaller and finer sampled grid surrounding our candidate point. The process is repeated, until a set precision threshold points is obtained. Finally, to obtain the core sample, we chose the last candidate point and used its position and the minimum distance to the original segmentation boundary as the center and radius of our core sample, respectively. This operation samples the spatial distribution of pixel intensities of the original segmentation while removing information about its shape.
Image Features
The literature describes many algorithms that can be used to extract quantitative features from regions of interest (ROI) within images. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] Features can be categorized as measuring intensity, shape, margin, or texture characteristics. Intensity features express statistics of the pixel values within an ROI. Shape features describe the boundary of the ROI. Margin features characterize the transition between the intensity values inside the ROI and the values surrounding it. Lastly, texture features measure the spatial distribution of pixel intensities inside the ROI. A complete list of the features (n ¼ 745) used in this study can be found in Appendix A.
Metrics
Overlap
To analyze the agreement between i ROIs in a given slice, k, we define overlap as the ratio between their intersections and their unions as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 3 2
Feature consistency
We used the ICC coefficient to measure the consistency of the features extracted for each segmentation across patients, readers, cores, and slices. The ICC describes how members from the same group resemble each other 17, 18 and has often been used to quantify the consistency of measurements made by different experts. 34, 35 A high ICC shows that a feature is consistent across multiple measurements. This is especially useful when ground truth is not known or hard to find, as is the case here. There are multiple algorithms in the literature to calculate ICC; 36 for this study, we used the A-1 method, also known as criterion-referenced reliability expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 2 3 6
where MS R is the mean square for rows (observations), MS E is the mean square error, and MS C is the mean square for columns (readers). n and k represent the total number of rows and columns, respectively. In our study, rows represent each slice where features were extracted. Columns represent the different segmentations which can be provided by different readers and/or different methods (e.g., outline, core sample). We used this method as it measures the degree of absolute agreement taking into consideration the systematic variations between readers/methods. is the automatically determined outline of the core sample.
Results
Differences in Slice Chosen
Readers varied in how many slices they moved superior and inferior to the first selected slice when choosing the alternative slices. Table 1 shows the absolute distance distribution with respect to the center slice. In this table, we can observe how reader 3 chose slices that were further apart than other readers, while reader 1 usually chose slices that were closer together.
Overlap
Overlap between readers
The readers' segmentations did not always overlap as they were free to select the slices for segmentation. Table 2 shows the overlap distribution as a function of the number of readers that segmented a particular slice. As expected, as more readers segmented the same slice, the agreement between all of them was diminished. We did not find any particular pair of readers agreeing significantly more [Tukey's Honest Significant Difference Test (Tukey's HSD), 37 p > 0.05] than the others. Table 3 shows the overlap of each reader's segmentation with its core sample. As one can see, the mean overlap is comparable to the overlap between two of the original readers (76% versus 72%). There were no significant differences between readers (Tukey's HSD 37 p > 0.05). Table 4 shows that the overlap between the readers' cores was lower than the overlap of their manual segmentations (Table 2) .
Overlap between readers and their cores
Overlap between cores
While the values are close in the pair comparisons (two readers), the overlap diverges from the overlap between the original segmentations as more readers are added.
Consistency of Features
Consistency between readers and their cores
We calculated the ICC scores comparing features extracted by each reader using their manual segmentations and their cores. First, we considered only the single centrally located slice chosen by each reader for each phase. Figure 3 plots the distribution of ICC scores for features in four categories (intensity, margin, shape, and texture) for each phase and shows that in all phases, texture and intensity features proved to be the most stable while margin and shape features were the least. Figure 4 ranks the mean ICC scores across phases of the 745 individual features and shows that 584 of them have ICC > 0.8. 36 ,38 so we conclude that these features are highly stable with respect to the segmentation method (outline versus core). We calculated the pairwise correlation for each feature and found that 83% of these correlations were below 0.6, with a median of 0.13, mean of 0.28, and SD of 0.30. These results suggest that the 584 features that show high stability also provide complementary information.
Next, to investigate the effects of a wider variation in slice selection, we computed the ICC for all 81 combinations of readers with selected slices per reader (i.e., four readers, each providing one of their three selected slices) for each phase. Figure 5 plots the distribution of the mean ICC scores per feature subcategory in each phase over the 81 experiments; one can see the same relative stability of feature category independent of the slices selected by the readers. The ICC scores over these 81 experiments of the 745 individual features for each phase are virtually identical to the ones obtained for the centrally located slices, and show that slice selection has little effect on ICC scores that compare features within an outline to features within its core sample.
Please note that in all of the above experiments, only a single slice was used per patient per phase, eliminating any correlation that would be caused by involving multiple slices per patient in the ICC calculation.
Consistency across slices
As in Sec. 3.3.1 above, considering only the data from the single centrally selected slice per reader, we then analyzed the consistency of the features across the different slices chosen by the readers. We sorted the features by their ICC scores and plotted them to observe how many features were consistent in our data set. Figure 6 (a) shows that there is high variation among readers for each feature when comparing readers using their original outlines. We believe that this is due to the difference in distance between slices that we showed in Table 1 , as the least consistent features also had the highest distance between slices (reader 3). It is interesting to note that the spread of the ICC scores between different readers is reduced when we compare the ICC values for the cores [ Fig. 6(b) ]. Table 2 shows that expert readers do not always agree about the boundaries of an HCC. This is at least in part due to low-lesionto-background contrast, heterogeneous density values, and CT noise. Noticing the variability of the boundaries, we decided to explore how much information we could capture with a simpleto-draw core sample. In this study, we simulated drawing core samples by automatically computing them from outlines, but in practice, readers could simply place circles [two-dimensional (2-D)] or spheres [three-dimensional (3-D)] on displayed images much more rapidly than drawing tumor outlines.
Discussion
Core Samples as an Alternative to Border Segmentation
Spatial overlap of core samples showed similar statistics when compared to the overlap of original segmentations (Table 3) . We also identified that interreader agreement between features extracted from core samples is comparable to those extracted from the original segmentations (Fig. 4) with 584 out of 779 features (75%) showing ICC > 0.8. We note that while Table 5 shows the relative stability among the four feature categories, individual features in each category can be more or less stable than the mean shown. The main advantage of the core samples is their relative ease of acquisition. The main drawback of using core samples instead of the original segmentations is that information about border shape and margin sharpness is lost. This is because all core samples are, by definition, circles and may not conform to the actual margins, while the humandrawn shapes were intended to represent the actual tumor shape and stay close to the margins.
Stability of Features to Segmentation
A mean spatial overlap as low as 43% when comparing all readers, or 72% when doing pairwise comparisons, shows the importance of having features that are robust with respect to segmentation (Table 2 ). Therefore, we analyzed which features were most stable to the core sampling by calculating the ICC scores between the original segmentations and their cores. We noticed that texture and intensity features remained highly consistent as shown in Fig. 3 . This supports the notion that we can capture similar information from an easy to generate core sample, simulated here as the largest circle inside the original outline.
We also looked at the consistency of each feature with respect to the slice chosen. As we can see in Fig. 6(a) , feature consistency varies greatly depending on the distance between the slices chosen. However, this gap is reduced when using core samples as shown in Fig. 6(b) . We then looked to see which features were the most stable across different slices and again noticed that intensity and texture features remain highly consistent compared to margin or shape features.
Limitations
The most obvious limitation of our study is the small cohort of 29 patients. As it is very difficult to obtain outlines of tumors from multiple experienced radiologists, we conducted a small study using four radiologist readers as a first step. However, the data acquired from this pilot study confirmed the large variation in human tracings, and that robust features could be acquired despite this variation. While we make no claims that all of our results will hold up in a larger cohort of patients, these results suggest that such a study is indicated.
One of the limitations of this study is that we only tested for stability but not for clinical relevance of the features. Because we did not yet try to correlate the feature data to any clinical variables, we cannot assert how useful each feature is as a predictor. We also admit that some features that have been previously described as clinically relevant (e.g., shape, margin sharpness) are not captured by core samples. However, our study showed that in HCC, and most likely, in many other tumors, there is high variability in human determination of tumor outlines, leading to increased uncertainty in the features derived from the borders. However, the features that have shown high robustness (Table 5) have been reported to be correlated with clinical variables in previous studies (Gabor filters, 39, 40 Daubechies, 41 and Haralick features 42, 43 ). Future studies are needed to further investigate the association of these features with clinical variables.
As observed in Fig. 6 , the stability of the features is affected by the distance between the slices being compared (Table 1) . This suggests what is generally known, i.e., not all information may be captured by a single slice. Ultimately, segmentation should be done in 3-D, and we believe the results shown here will generalize to 3-D core samples. Manually delineating a tumor in 3-D is even more time-consuming and more variable than 2-D outlining. Accurate automated segmentation of these tumors in CT images has, so far, proved elusive. Fortunately, we have shown in this paper that multiple features are stable when selecting a core sample of the tumor, which is less time intensive.
For this study, we simulated the acquisition of core samples by automatic inscription of a circle within the manually outlined tumor. Although we stated that manual acquisition of core samples is much simpler and more rapid to acquire than tumor outlining, we have not tested this explicitly. However, our preliminary results using automatically generated core samples support additional investigation of the stability of features generated within core samples, and the amount of time required to generate them in clinical practice.
Also, we simulated our core samples as the largest circle that could be inscribed in the human tracing. Manually placed core samples might vary in size; however, because we simulated these core samples from four outlines of four independent readers, we feel we have explored any issues that might arise as a function of varied size and placement of core samples.
It is entirely possible that certain tumors may display predictive texture features only near their borders and, in consequence, may be missed by core samples. We could not test for this effect in our small cohort of 29 patients. However, we envision that thoughtful manual placement of core samples by experienced radiologists could compensate for any issues of this type that arises, a topic for further investigation.
Finally, we have only investigated and validated core sampling in the context of CT images of liver tumors. We suspect that our results will generalize to other tumor types and imaging devices, but this claim will have to be specifically evaluated for each application.
Appendix A: Image Features Used in This Study
A.1 Intensity Features
To characterize intensity, we used multiple methods. First, we extracted all the classical statistical descriptors: mean, variance, kurtosis, skewness, entropy, max, and min to characterize the intensity values inside the ROI. Then we measured the contrast, defined as the range between intensity values. We used two methods to measure contrast: the Michelson contrast and the root mean square (RMS) method. The Michelson contrast 44, 45 is defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 1 9 7
where I max and I min are the maximum and minimum values of the ROI, respectively. This method scales the range by twice the average luminosity, and it is used when dark and light areas are equally probable. Another method to measure contrast is the RMS contrast 44, 46 defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 7 5 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 MN
where I ij is the intensity value at the ROI location ði; jÞ, ðĪÞ is the average intensity value, and M and N are the height and width of the ROI. The RMS contrast is defined as the standard deviation of the gray intensity of the image after the image has been normalized between [0, 1].
A.2 Margin Features
To characterize the margin of the lesion, we used the method as shown by Xu et al. 47 In this method, points are selected along the segmentation's boundary, then one calculates vectors, at the selected points, normal to the segmentation boundary. Next, a line segment is fitted at each vector extending a few pixels from each side of the boundary, and image intensity values are sampled along the line segment. Finally, we characterize the sampled values by fitting the sigmoid function E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 5 3 8 fðx; S; W;
where I 0 is the bias intensity, x 0 allows the center of the sigmoid to be different from the center of the line segment, S is the scale of the window where a large S would be indicative of a big intensity change between the inside and outside regions of the segmentation, and W is the width of the window where the width of the window captures the speed of transition between the inner and outer gray values. This regression gives us a parameterization of the boundary at each point in terms of S, W, I 0 , and x 0 .
A.3 Texture Features
To analyze texture, we used multiple algorithms that have been successfully used in the literature: Gabor filters, 48, 49 Haralick features, [50] [51] [52] and wavelets decomposition. 53 Gabor filters are known for representing texture in a similar way to the human vision system, 54, 55 and present multiple advantages for texture extraction and classification. 56, 57 The closed-form equation for the Gabor filter response in 2-D is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 2 9 4 ψðx; y; f 0 ; θÞ ¼ f 2
where f 0 is the central frequency, θ is the rotation angle, and γ and η are the sharpness along the major and minor axes of the filter. In this work, we extracted the response at five different frequencies and at four different orientations.
Haralick features are a set of statistical measurements taken from a gray-level co-occurrence matrix (GLCM). [50] [51] [52] These metrics have shown clinical significance multiple times in the medical literature. 29, 30, [58] [59] [60] [61] [62] A GLCM is defined as the distribution of co-occurring values in an image at a fixed offset. This matrix is defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 5 4 9 Cði; j; Δx; ΔyÞ
1; if Iðp; qÞ ¼ i and Iðp þ Δx; q þ ΔyÞ ¼ j 0; otherwise (7) where i and j are the row and column indices of the GLCM. Δx and Δy are the fixed offsets in both axes of the image. Iðp; qÞ is the gray level at point ðp; qÞ, and N and M are the height and width of the image. A set of common descriptive statistics is then computed from the GLCM. The complete set of descriptors along with their references is shown in Table 6 . To obtain rotation invariant features, we calculate the Haralick features in four directions (0 deg, 45 deg, 90 deg, and 135 deg), aggregate them, and report their maximum, minimum, mean, and standard deviation.
Finally, we also used one-dimensional wavelet feature extraction on the intensity histogram (Haar) 28, 63 and 2-D on the ROI (DB8) 27 as shown in Xu et al. pipeline 32 to evaluate its robustness. 
