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Abstract. Bottom-up interprocedural methods of program analysis construct sum-
mary flow functions for procedures to capture the effect of their calls and have
been used effectively for many analyses. However, these methods seem com-
putationally expensive for flow- and context-sensitive points-to analysis (FCPA)
which requires modelling unknown locations accessed indirectly through point-
ers. Such accesses are commonly handled by using placeholders to explicate un-
known locations or by using multiple call-specific summary flow functions.
We generalize the concept of points-to relations by using the counts of indirection
levels leaving the unknown locations implicit. This allows us to create summary
flow functions in the form of generalized points-to graphs (GPGs) without the
need of placeholders. By design, GPGs represent both memory (in terms of clas-
sical points-to facts) and memory transformers (in terms of generalized points-to
facts). We perform FCPA by progressively reducing generalized points-to facts
to classical points-to facts. GPGs distinguish between may and must pointer up-
dates thereby facilitating strong updates within calling contexts.
The size of GPGs is linearly bounded by the number of variables and is indepen-
dent of the number of statements. Empirical measurements on SPEC benchmarks
show that GPGs are indeed compact in spite of large procedure sizes. This allows
us to scale FCPA to 158 kLoC using GPGs (compared to 35 kLoC reported by
liveness-based FCPA). Thus GPGs hold a promise of efficiency and scalability
for FCPA without compromising precision.
1 Introduction
Points-to analysis discovers information about indirect accesses in a program and its
precision influences the precision and scalability of other program analyses signifi-
cantly. Computationally intensive analyses such as model checking are ineffective on
programs containing pointers partly because of imprecision of pointer analyses [1, 8].
We focus on exhaustive (as against demand driven [2,7,22]) points-to analysis with
full flow- and context-sensitivity for precision. A top-down context sensitive analysis
propagates the information from callers to callees [28] thereby analyzing a procedure
each time a new data flow value reaches its call(s). Some approaches in this category
⋆ Partially supported by a TCS Fellowship
are: call strings method [21], its value-based variants [10, 17] and the tabulation based
functional method [18, 21]. By contrast, bottom-up approaches avoid analyzing callees
multiple times by constructing summary flow functions which are used at call sites to
incorporate the effect of procedure calls [3, 6, 13, 19, 21, 23–28].
It is prudent to distinguish between three kinds of summaries (see [4] for exam-
ples) that can be created for a procedure: (a) a bottom-up parameterized summary flow
function which is context independent, (b) a top-down enumeration of summary flow
function in the form of input-output pairs for the input values reaching a procedure, and
(c) a bottom-up parameterless (and hence context-insensitive) summary information.
Context independence (in (a) above), achieves context-sensitivity through parameteri-
zation and should not be confused with context-insensitivity (in (c) above).
We focus on summaries of the first kind. Their construction requires composing
statement-level flow functions to represent a sequence of statements, and merging the
composed functions to represent multiple control flow paths reaching a program point.
These summaries should be compact and their size should be independent of the num-
ber of statements. This seems hard because of the presence of indirect pointees. The
composition of the flow functions for a sequence of statements x = ∗y; z = ∗x can-
not be reduced to a flow function of the basic pointer assignments for 3-address code
(x = &y, x = y, x = ∗y, and ∗x = y).
Our Key Idea and Approach. We generalize the concept of points-to relations by
using the counts of indirection levels leaving the unknown locations implicit. This al-
lows us to create summary flow functions in the form of generalized points-to graphs
(GPGs) whose size is linearly bounded by the number of variables (Section 2). By
design, GPGs can represent both memory (in terms of classical points-to facts) and
memory transformers (in terms of generalized points-to facts).
Example 1. Consider procedure g of Figure 1 whose GPG is shown in Figure 2(c). The
edges in GPGs track indirection levels: indirection level 1 in the label (1,0) indicates
that the source is assigned the address (indicated by indirection level 0) of the target.
Edge a 1,0−−→e is created for line 8. The indirection level 2 in edge x 2,1−−→z for line 10
indicates that the pointees of x are being defined; since z is read, its indirection level
is 1. The combined effect of lines 13 (edge y 1,0−−→b) and 17 (edge y 2,0−−→d) results in
the edge b 1,0−−→d. However edge y 2,0−−→d is also retained because there is no information
about the pointee of y along the other path reaching line 17. 
The generalized points-to facts are composed to create new generalized points-to
facts with smaller indirection levels (Section 3) whenever possible thereby convert-
ing them progressively to classical points-to facts. This is performed in two phases:
construction of GPGs, and use of GPGs to compute points-to information. GPGs are
constructed flow-sensitively by processing pointer assignments along the control flow
of a procedure and collecting generalized points-to facts. (Section 4).
Function calls are handled context-sensitively by incorporating the effect of the
GPG of a callee into the GPG of the caller (Section 5). Loops and recursion are handled
using a fixed point computation. GPGs also distinguish between may and must pointer
updates thereby facilitating strong updates.
01 void f()
02 { x = &a;
03 z = &w;
04 g();
05 *x = z;
06 }
07 void g()
08 { a = &e;
09 if (...) {
10 *x = z;
11 z = &u;
12 } else
13 { y = &b;
14 z = &v;
15 }
16 x = &b;
17 *y = &d;
18 }
Procs. g and f are
used for illustrating
intraprocedural and
interprocedural GPG
construction
respectively.
Fig. 1. A program fragment used as a running example through the paper. All variables are global.
Section 6 shows how GPGs are used for computing classical points-to facts. Sec-
tion 7 presents the empirical measurements. Section 8 describes the related work. Sec-
tion 9 concludes the paper. A detailed technical report [4] describes how we handle
advanced issues (e.g. structures, heap memory, function pointers, arrays, pointer arith-
metic) and also provides soundness proofs.
The Advantages of GPGs over Conventional Summaries. Indirect accesses of un-
known locations have been commonly modelled using placeholders (called extended
parameters in [25] and external variables in [13]).
The partial transfer function (PTF) based method [25] uses placeholders to con-
struct a collection of PTFs for a procedure for different aliasing patterns involving for-
mal parameters and global variables accessed in the procedure.
Example 2. For procedure g of the program in Figure 1, three placeholders φ1, φ2, and
φ3 have been used in the PTFs shown in Figures 2(a) and (b). The possibility that x and
y may or may not be aliased gives rise to two PTFs. 
The number of PTFs could be combinatorial in the number of dereferences of glob-
als and parameters. PTFs that do not correspond to actual aliasing patterns can be ex-
cluded by combining a top-down analysis for discovering aliasing patterns with the
bottom-up construction of PTFs [25, 28]. Yet, the number of PTFs could remain large.
An alternative approach makes no assumption about aliases in the calling context and
constructs a single summary flow function for a procedure. In a degenerate case, it may
require a separate placeholder for the same variable in different statements and the size
of the summary flow functions may be proportional to the number of statements.
s1: x = ∗y;
s2: ∗z = q;
s3: p = ∗y;
Example 3. For the code snippet on the right, we need two different
placeholders for y in statements s1 and s3 because statement s2 could
change the pointee of y depending upon whether ∗z is aliased to y. 
Separate placeholders for different occurrences of a variable can be avoided if
points-to information is not killed by the summary flow functions [13, 23, 24]. Another
alternative is to use flow-insensitive summary flow functions [3]. However, both these
cases introduces imprecision.
A fundamental problem with placeholders is that they explicate unknown locations
by naming them, resulting in either a large number of placeholders (e.g., a GPG edge
·
i,j
−→· would require i+ j − 1 placeholders) or multiple summary flow functions for
different aliasing patterns that exist in the calling contexts.
Since we use edges to track indirection levels leaving unknown locations implicit:
(a) placeholders are not needed (unlike [13, 23–25, 28]), (b) aliasing patterns from
calling contexts are not needed and a single summary per procedure is created (un-
like [25, 28]), (c) the size of summary is linearly bounded by the number of variables
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Fig. 2. PTFs/GPG for proc. g of Figure 1. Edges deleted due to flow-sensitivity are struck off.
regardless of the number of statements (unlike [13,23,24]), and (d) updates can be per-
formed in the calling contexts (unlike [3, 13, 23, 24]). This facilitates the scalability of
fully flow- and context-sensitive exhaustive points-to analysis.
2 Generalized Points-to Graphs (GPGs)
We define the basic concepts assuming scalars and pointers in the stack and static mem-
ory; see [4] for extensions to handle structures, heap, function pointers, etc.
2.1 Memory and Memory Transformer
We assume a control flow graph representation containing 3-address code statements.
Program points t , u, v represent the points just before the execution of statements. The
successors and predecessors of a program point are denoted by succ and pred; succ∗
pred∗ denote their reflexive transitive closures. A control flow path is a finite sequence
of (possibly repeating) program points q0, q1, . . . , qm such that qi+1 ∈ succ(qi).
Let L and P ⊆ L denote the sets of locations and pointers respectively. Every lo-
cation has a content and an address. The memory at a program point is a relation
M ⊆ P × (L ∪ {?}) where “?” denotes an undefined location. We view M as a graph
with L∪{?} as the set of nodes. An edge x→ y in M indicates that x ∈ P contains the
address of location y ∈ L. The memory associated with a program point u is denoted
by Mu ; since u could appear in multiple control flow paths and could also repeat in a
control flow path, Mu denotes the memory associated with all occurrences of u.
The pointees of a set of pointers X ⊆ P in M are computed by the application
M X = {y | (x, y) ∈M,x ∈ X}. A composition of degree i, M i{x} discovers the
ith pointees of x which involves i transitive reads from x : first i − 1 addresses are
read followed by the content of the last address. For composability of M , we extend its
domain to L ∪ {?} by inclusion map. By definition, M0{x} = {x}.
For adjacent program points u and v , Mv is computed from Mu by incorporating
the effect of the statement between u and v , Mv = (δ(u, v )) (Mu) where δ(u, v) is
a statement-level flow function representing a memory transformer. For v ∈ succ∗(u),
the effect of the statements appearing in all control flow paths from u to v is com-
puted by Mv = (∆(u, v)) (Mu) where the memory transformer ∆(u,v) is a summary
flow function mapping the memory at u to the memory at v . Definition 1 provides an
equation to compute ∆ without specifying a representation for it. Since control flow
Pointer Pointers Pointees GPG Pointers Effect on M after
assignment defined edge over-written the assignment
x = &y M0{x} M0{y} x
1,0
−−→y M0{x} M1{x} =M0{y}
x = y M0{x} M1{y} x
1,1
−−→y M0{x} M1{x} =M1{y}
x = ∗y M0{x} M2{y} x
1,2
−−→y M0{x} M1{x} =M2{y}
∗x = y M1{x} M1{y} x
2,1
−−→y M1{x} or none M2{x} ⊇M1{y}
Fig. 3. GPG edges for basic pointer assignments in C.
Definition 1: Memory Transformer ∆
∆(u, v) := B(u, v ) ⊓
l
t ∈ succ∗(u)
v ∈ succ(t)
δ(t, v) ◦∆(u, t)
B(u, v) :=


∆id v = u
δ(u, v) v ∈ succ(u)
∅ otherwise
paths may contain cycles, ∆ is
the maximum fixed point of the
equation where (a) the com-
position of ∆s is denoted by ◦
such that (g ◦f) (·) = g (f (·)),
(b) ∆s are merged using ⊓,
(c) B captures the base case, and
(d)∆id is the identity flow func-
tion. Henceforth, we use the term memory transformer for a summary flow function ∆.
The rest of the paper proposes GPG as a compact representation for ∆. Section 2.2
defines GPG and Section 2.3 defines its lattice.
2.2 Generalized Points-to Graphs for Representing Memory Transformers
The classical memory transformers explicate the unknown locations using placeholders.
Effectively, they use a low level abstraction which is close to the memory defined in
terms of classical points-to facts: Given locations x, y ∈ L, a classical points-to fact
x−→y in memory M asserts that x holds the address of y. We propose a higher level
abstraction of the memory without explicating the unknown locations.
Definition 2: Generalized Points-to Graph (GPG). Given locations x, y ∈ L, a gener-
alized points-to fact x i,j−→y in a given memoryM asserts that every location reached
by i − 1 dereferences from x can hold the address of every location reached by j
dereferences from y. Thus, M i{x} ⊇M j{y}. A generalized points-to graph (GPG)
is a set of edges representing generalized points-to facts. For a GPG edge x i,j−→y,
the pair (i, j) represents indirection levels and is called the indlev of the edge (i is the
indlev of x, and j is the indlev of y).
Figure 3 illustrates the generalized points-to facts corresponding to the basic pointer
assignments in C. Observe that a classical points-to fact x−→y is a special case of the
generalized points-to fact x i,j−→y with i = 1 and j = 0; the case i = 0 does not arise.
The generalized points-to facts are more expressive than the classical points-to facts
because they can be composed to create new facts as shown by the example below. Sec-
tion 3 explains the process of composing the generalized points-to facts through edge
composition along with the conditions when the facts can and ought to be composed.
s1: x = &y;
s2: z = x;
Example 4. Statements s1 and s2 to the right are represented by GPG
edges x 1,0−−→y and z 1,1−−→x respectively. We can compose the two edges
by creating a new edge z 1,0−−→y indicating that z points-to y. Effectively, this converts
the generalized points-to fact for s2 into a classical points-to fact. 
Imposing an ordering on the set of GPG edges allows us to view it as a sequence
to represent a flow-sensitive memory transformer. A reverse post order traversal over
the control flow graph of a procedure dictates this sequence. It is required only at the
interprocedural level when the effect of a callee is incorporated in its caller. Since a
sequence is totally ordered but control flow is partially ordered, the GPG operations
(Section 5) internally relax the total order to ensure that the edges appearing on different
control flow paths do not affect each other. While the visual presentation of GPGs as
graphs is intuitively appealing, it loses the edge-ordering; we annotate edges with their
ordering explicitly when it matters.
A GPG is a uniform representation for a memory transformer as well as (an abstrac-
tion of) memory. This is analogous to a matrix which can be seen both as a transformer
(for a linear translation) and also as an absolute value. A points-to analysis using GPGs
begins with generalized points-to facts · i,j−→· representing memory transformers which
are composed to create new generalized points-to facts with smaller indlev s thereby
progressively reducing them to classical points-to facts · 1,0−−→· representing memory.
2.3 The Lattice of GPGs
Definition 3: Lattice of GPGs
∆ ∈ {∆⊤} ∪ {(N , E) | N ⊆ N, E ⊆ E}
where
N := L ∪ {?}
E :=
{
x
i,j
−→y | x ∈ P, y ∈ N,
0 < i ≤ |N |, 0 ≤ j ≤ |N |
}
∆1 ⊑ ∆2 ⇔ (∆2=∆⊤) ∨ (N1 ⊇ N2 ∧ E1 ⊇ E2)
∆1 ⊓∆2 :=


∆1 ∆2 = ∆⊤
∆2 ∆1 = ∆⊤
(N1 ∪ N2, E1 ∪ E2) otherwise
Definition 3 describes the meet
semi-lattice of GPGs. For rea-
sons described later in Sec-
tion 5, we need to introduce
an artificial ⊤ element denoted
∆⊤ in the lattice. It is used as
the initial value in the data flow
equations for computing GPGs
(Definition 5 which instantiates
Definition 1 for GPGs).
The sequencing of edges
is maintained externally and is
explicated where required. This allows us to treat a GPG (other than ∆⊤) as a pair of
a set of nodes and a set of edges. The partial order is a point-wise superset relation
applied to the pairs. Similarly, the meet operation is a point-wise union of the pairs. It
is easy to see that the lattice is finite because the number of locations L is finite (being
restricted to static and stack slots). When we extend GPGs to handle heap memory [4],
explicit summarization is required to ensure finiteness. The finiteness of the lattice and
the monotonicity of GPG operations guarantee the convergence of GPG computations
on a fixed point; starting from ∆⊤, we compute the maximum fixed point.
For convenience, we treat a GPG as a set of edges leaving the set of nodes implicit;
the GPG nodes can always be inferred from the GPG edges.
Basic Concept: A generalized points-to fact represented by a GPG edge e ≡ x i,j−→y Sec
.
2.2
Edge composition e1 ◦ e2
◦ : E ×E → E
Sec
.
3
Edge reduction e ◦∆
◦ : E ×∆→ 2E
Sec
.
4.1
GPG update ∆ [X]
[ ] : ∆× 2E → ∆
Sec
.
4.2
GPG composition ∆1 ◦∆2
◦ : ∆×∆→ ∆
Sec
.
5
Construction of GPG ∆
Edge application JeKM
J K : E ×M →M
Sec
.
6
GPG application J∆KM
J K : ∆×M →M
Sec
.
6
Computing points-to
information using GPG ∆
Fig. 4. A hierarchy of operations for points-to analysis using GPGs. Each operation is defined in
terms of the layers below it. E denotes the set of GPG edges. By abuse of notation, we use M
and ∆ also as types to indicate the signatures of the operations. The operators “◦” and “J K” are
overloaded and can be disambiguated using the types of the operands.
2.4 A Hierarchy of GPG Operations
Figure 4 lists the GPG operations based on the concept of the generalized points-to
facts. They are presented in two separate columns according to the two phases of our
analysis and each layer is defined in terms of the layers below it. The operations are
defined in the sections listed against them in Figure 4.
Constructing GPGs. An edge composition e1◦ e2 computes a new edge e3 equivalent
to e1 using the points-to information in e2 such that the indlev of e3 is smaller than
that of e1. An edge reduction e1 ◦∆ computes a set of edges X by composing
e1 with the edges in ∆. A GPG update ∆1 [X ] incorporates the effect of the set of
edgesX in∆1 to compute a new GPG∆2. A GPG composition∆1 ◦∆2 composes
a callee’s GPG ∆2 with GPG ∆1 at a call point to compute a new GPG ∆3.
Using GPGs for computing points-to information. An edge application JeKM com-
putes a new memory M ′ by incorporating the effect of the GPG edge e in memory
M . A GPG application J∆KM applies the GPG ∆ toM and computes a new mem-
ory M ′ using edge application iteratively.
These operations allow us to build the theme of a GPG being a uniform representation
for both memory and memory transformers.
3 Edge Composition
This section defines edge composition as a fundamental operation which is used in
Section 4 for constructing GPGs. Some considerations in edge composition (explained
in this section) are governed by the goal of including the resulting edges in a GPG ∆.
Let a statement-level flow function δ be represented by an edge n (“new” edge) and
consider an existing edge p ∈ ∆ (“processed” edge). Edges n and p can be composed
(denoted n ◦ p) provided they have a common node called the pivot of composition
Statement GPG
sequence Before composition After composition
x = &y
z = x
z x y
1, 1
n
1, 0
p
z x y
1, 1 1, 0
(1, 1−1+0)
x = &y
∗x = z
z x y
2, 1
n
1, 0
p
z x y
2, 1 1, 0
(2−1+0, 1)
Regardless of the direction
of an edge, i in indlev
(i, j) represents its source
while j represents its target.
Balancing the indlev s of x
(the pivot of composition)
in p and n allows us to join
y and z to create a reduced
edge r = n ◦ p shown by
dashed arrows.
Fig. 5. Examples of edge compositions for points-to analysis.
(since a pivot can be the source or target of either of the edges, there are four possibil-
ities as explained later). The goal is to reduce (i.e., simplify) n by using the points-to
information from p. This is achieved by using the pivot as a bridge to join the remaining
two nodes resulting in a reduced edge r . This requires the indlev s of the pivot in both
edges to be made the same. For example, given edges n ≡ z i,j−→x and p ≡ x k,l−−→y with
a pivot x, if j > k, then the difference j − k can be added to the indlev s of nodes in p,
to view p as x j,(l+j−k)−−−−−−→y. This balances the indlev s of x in the two edges allowing us
to create a reduced edge r ≡ z i,(l+j−k)−−−−−−→y. Although this computes the transitive effect
of edges, in general, it cannot be modelled using multiplication of matrices representing
graphs as explained in our technical report [4].
Example 5. In the first example in Figure 5, the indlev s of pivot x in both p and n is the
same allowing us to join z and y through an edge z 1,0−−→y. In the second example, the
difference (2−1) in the indlev s of x can be added to the indlev s of nodes in p viewing
it as x 2,1−−→y. This allows us to join y and z creating the edge y 1,1−−→z. 
Let an edge n be represented by the triple (Sn,(S cn ,T cn ),Tn) where Sn and Tn are
the source and the target of n and (S cn ,T cn ) is the indlev. Similarly, p is represented by(
Sp,
(
S cp ,T
c
p
)
,Tp
)
and the reduced edge r = n ◦ p by (Sr ,(S cr ,T cr ),Tr ); (S cr ,T cr ) is obtained
by balancing the indlev of the pivot in p and n. The pivot of a composition, denoted P,
may be the source or the target of n and p. This leads to four combinations of n ◦ p: SS,
TS, ST , TT . Our implementation currently uses TS and SS compositions illustrated in
Figure 6; ST and TT compositions are described in the technical report [4].
– TS composition. In this case, Tn = Sp i.e., the pivot is the target of n and the source
of p. Node Sn becomes the source and Tp becomes the target of the reduced edge r .
– SS composition. In this case, Sn = Sp i.e., the pivot is the source of both n and p.
Node Tp becomes the source and Tn becomes the target of the reduced edge r .
Consider an edge composition r = n ◦ p, p ∈ ∆. For constructing a new ∆, we
wish to include r rather than n: Including both of them is sound but may lead to impre-
cision; including only n is also sound but may lead to inefficiency because it forsakes
summarization. An edge composition is desirable if and only if it is relevant, useful, and
conclusive. We define these properties below and explain them in the rest of the section.
(a) A composition n ◦ p is relevant only if it preserves flow-sensitivity.
Possible SS Compositions Possible TS Compositions
Statement
sequence
Memory
graph
GPG
edges
Statement
sequence
Memory
graph
GPG
edges
S cn < S
c
p T
c
n < S
c
p
Ex. ss1
∗ x = &y
x = &z
x
y
ℓp
z
ℓn
p: x
2,0
−−→y
n: x
1,0
−−→z
(irrelevant)
Ex. ts1
∗ x = &y
z = x
x ℓn
y
ℓp
z
p: x
2,0
−−→y
n: z
1,1
−−→x
(not useful)
S cn > S
c
p (Additionally T cp ≤ S cp ) T cn > S cp (Additionally T cp ≤ S cp )
Ex. ss2
x = &z
∗x = &y
x z
ℓp
y
ℓn
p: x
1,0
−−→z
n: x
2,0
−−→y
r : z
1,0
−−→y
Ex. ts2
x = &y
z = ∗x
x
ℓp
y
ℓn
z
p: x
1,0
−−→y
n: z
1,2
−−→x
r : z
1,1
−−→y
S cn = S
c
p T
c
n = S
c
p (Additionally T cp ≤ S cp )
Ex. ss3
∗ x = &y
∗x = &z
x
y
ℓp
z
ℓn
p: x
2,0
−−→y
n: x
2,0
−−→z
(irrelevant)
Ex. ts3
x = &y
z = x
x ℓp
ℓnyz
p: x
1,0
−−→y
n: z
1,1
−−→x
r : z
1,0
−−→y
Fig. 6. Illustrating all exhaustive possibilities of SS and TS compositions (the pivot is x). Dashed
edges are killed. Unmarked compositions are relevant and useful (Section 3); since the state-
ments are consecutive, they are also conclusive (Section 3) and hence desirable.
(b) A composition n ◦ p is useful only if the indlev of the resulting edge does not exceed
the indlev of n.
(c) A composition n ◦ p is conclusive only when the information supplied by p used
for reducing n is not likely to be invalidated by the intervening statements.
When the edge composition is desirable, we include r in the∆ being constructed, other-
wise we include n. In order to explain the desirable compositions, we use the following
notation: Let ℓp denote a (P cp )th pointee of pivot P accessed by p and ℓn denote a (P cn )th
pointee of P accessed by n.
Relevant Edge Composition. An edge composition is relevant if it preserves flow-
sensitivity. This requires the indirection levels in n to be reduced by using the points-to
information in p (where p appears before n along a control flow path) but not vice-
versa. The presence of a points-to path in memory (which is the transitive closure of
the points-to edges) between ℓp and ℓn (denoted by ℓp ։ ℓn or ℓn ։ ℓp) indicates that
p can be used to resolve the indirection levels in n.
Example 6. For S cn < S cp in Figure 6 (Ex. ss1), edge p updates the pointee of x and
edge n redefines x. As shown in the memory graph, there is no path between ℓp and ℓn
and hence y and z are unrelated rendering this composition irrelevant. Similarly, edge
composition is irrelevant for S cn = S cp (Ex. ss3).
For S cn > S cp (Ex. ss2), ℓp ։ ℓn holds in the memory graph and hence this compo-
sition is relevant. For Ex. ts1, ℓn ։ ℓp holds; for ts2, ℓp ։ ℓn holds; for ts3 both paths
hold. Hence, all three compositions are relevant. 
Useful Edge Composition. The usefulness of edge composition characterizes progress
in conversion of the generalized points-to facts to the classical points-to facts. This
requires the indlev (S cr , T cr ) of the reduced edge r to satisfy:
S cr ≤ S
c
n ∧ T
c
r ≤ T
c
n (1)
Intuitively, this ensures that the indlev of the new source and the new target does not
exceed the corresponding indlev in the original edge n.
Example 7. Consider Ex. ts1 of Figure 6, for T cn < S cp , ℓn ։ ℓp holds in the memory
graph. Although this composition is relevant, it is not useful because the indlev of r
exceeds the indlev of n. For this example, a TS composition will create an edge z 2,0−−→y
whose indlev is higher than that of n (z 1,1−−→x). 
Thus, we need ℓp ։ ℓn, and not ℓn ։ ℓp , to hold in the memory graph for a useful
edge composition. We can relate this with the usefulness criteria (Inequality 1). The
presence of path ℓp ։ ℓn ensures that the indlev of edge r does not exceed that of n.
The usefulness criteria (Inequality 1) reduces to T cp ≤ S cp < S cn for SS composition and
T cp ≤ S
c
p ≤ T
c
n for TS composition.
From Figure 6, we conclude that an edge composition is relevant and useful only
if there exists a path ℓp ։ ℓn rather than ℓn ։ ℓp . Intuitively, such a path guarantees
that the updates made by n do not invalidate the generalized points-to fact represented
by p. Hence, the two generalized points-to facts can be composed by using the pivot as
a bridge to create a new generalized points-to fact represented by r .
Conclusive Edge Composition. Recall that r = n ◦ p is relevant and useful if we ex-
pect a path ℓp ։ ℓn in the memory. This composition is conclusive when location ℓp
remains accessible from the pivot P in p when n is composed with p. Location ℓp may
become inaccessible from P because of a combined effect of the statements in a calling
context and the statements in the procedure being processed. Hence, the composition is
undesirable and may lead to unsoundness if r is included in ∆ instead of n.
01 void p()
02 { y = &a;
03 q();
04 }
05 void q()
06 { *y = &c;
07 a = &b;
08 x = *y;
09 }
y c
x
a b
2,0
p
1,0 r
1,2
n
1,0
Example 8. Line 6 in the code on the right in-
directly defines a (because of the assignment on
line 2) whereas line 7 directly defines a overwrit-
ing the value. Thus, x points to b and not c after
line 8. When the GPG for procedure q is con-
structed, the relationship between y and a is not
known. Thus, the composition of n ≡ x 1,2−−→y
with p ≡ y 2,0−−→c results in r ≡ x 1,0−−→c. Here ℓp
is c, however it is not reachable from y anymore
as the pointee of y is redefined by line 7. 
Since the calling context is not available during GPG construction, we are forced
to retain edge n in the GPG, thereby missing an opportunity of reducing the indlev
of n. Hence we propose the following condition for conclusiveness: The statements
corresponding to p and n should be consecutive on every control flow path. If they are
not consecutive on some control flow path, (a) the intervening statements should not
have an indirect assignment (e.g., ∗x = . . .), and (b) the pointee of pivot P in edge p
should have been found i.e., P cp = 1.
In the example above, condition (b) is violated and hence we add n ≡ x 1,2−−→y to the
GPG of procedure q instead of r ≡ x 1,0−−→c. This avoids a greedy reduction of n when
the available information is inconclusive.
4 Constructing GPGs at the Intraprocedural Level
In this section we define edge reduction, and GPG update; GPG composition is de-
scribed in Section 5 which shows how procedure calls are handled.
4.1 Edge Reduction n ◦∆
Definition 4: Edge reduction in ∆
n ◦∆ := mlc ({n}, ∆)
where
mlc (X,∆) :=
{
X slces (X,∆)=X
mlc (slces (X,∆) , ∆) Otherwise
slces (X,∆) :=
⋃
e∈X
slc (e,∆)
slc (n, ∆) :=


SS n∆ ⊲⊳ TS n∆ SS n∆ 6= ∅, TS n∆ 6= ∅
{n} SS n∆ = TS n∆ = ∅
SS n∆ ∪ TS n∆ Otherwise
SS n∆ :=
{
n◦p | p ∈ ∆,Sn = Sp, T cp ≤ S cp < S cn
}
TS n∆ :=
{
n◦p | p ∈ ∆, Tn = Sp, T cp ≤ S cp ≤ T cn
}
X ⊲⊳ Y :=
{(
Sn,
(
S cn ,T
c
p
)
,Tp
)
| n ∈ X, p ∈ Y
}
Edge reduction n ◦∆
uses the edges in ∆
to compute a set of
edges whose indlev s
do not exceed that of
n (Definition 4). The
results of SS and TS
compositions are de-
noted by SS n∆ and
TS n∆ which compute
relevant and useful
edge compositions; the
inconclusive edge com-
positions are filtered
out independently. The
edge ordering is not
required at the intraprocedural level; a reverse post order traversal over the control flow
graph suffices.
A single-level composition (slc) combines SS n∆ with TS n∆. When both TS and SS
compositions are possible (first case in slc), the join operator ⊲⊳ combines their effects
by creating new edges by joining the sources from SS n∆ with the targets from TS n∆. If
neither of TS and SS compositions is possible (second case in slc), edge n is considered
as the reduced edge. If only one of them is possible, its result becomes the result of slc
(third case). Since the reduced edges computed by slc may compose with other edges
in ∆, we extend slc to multi-level composition (mlc) which recursively composes edges
in X with edges in ∆ through function slces which extends slc to a set of edges.
Example 9. When n represents a statement x = ∗y, we need multi-level compositions:
The first-level composition identifies pointees of y while the second-level composition
identifies the pointees of pointees of y. This is facilitated by function mlc. Consider
the code snippet on the right. ∆ = {y 1,0−−→a, a 1,0−−→b} for n ≡ x 1,2−−→y (statement s3).
s1 : y = &a;
s2 : a = &b;
s3 : x = ∗y;
This involves two consecutive TS compositions. The first composition
involves y 1,0−−→a as p resulting in TS n∆ = {x
1,1
−−→a} and SS n∆ = ∅. This
satisfies the third case of slc. Then, slces is called with X = {x 1,1−−→a}.
The second TS composition between x 1,1−−→a (as a new n) and a 1,0−−→b (as p) results
in a reduced edge x 1,0−−→b. slces is called again with X = {x 1,0−−→b} which returns X ,
satisfying the base condition of mlc. 
Example 10. Single-level compositions are combined using ⊲⊳when n represents ∗x = y.
s1 : x = &a;
s2 : y = &b;
s3 : ∗x = y;
For the code snippet on the right, SS n∆ returns {a
1,1
−−→y} and TS n∆ re-
turns {x
2,0
−−→b} when n is x 2,1−−→y (for statement s3). The join operator
⊲⊳ combines the effect of TS and SS compositions by combining the
sources from SS n∆ and the targets from TS n∆ resulting in a reduced edge r ≡ a
1,0
−−→b.
4.2 Constructing GPGs ∆(u, v)
For simplicity, we consider ∆ only as a collection of edges, leaving the nodes implicit.
Further, the edge ordering does not matter at the intraprocedural level and hence we
treat ∆ as a set of edges. The construction of ∆ assigns sequence numbers in the order
of inclusion of edges; these sequence numbers are maintained externally.
By default, the GPGs record the may information but a simple extension in the
form of boundary definitions (described in the later part of this section) allows them
to record the must information. This supports distinguishing between strong and weak
updates and yet allows a simple set union to combine the information.
Definition 5 is an adaptation of Definition 1 for GPGs. Since ∆ is viewed as a set of
edges, the identity function ∆id is ∅, meet operation is ∪, and ∆(u, v ) is the least fixed
point of the equation in Definition 5. The composition of a statement-level flow function
Definition 5: Construction of ∆
Assumption : n is δ(t, v ) and ∆ is a set of edges
∆(u, v ) := B(u, v ) ∪
⋃
t ∈ succ+(u)
v ∈ succ(t)
(∆(u, t)) [n ◦∆(u, t)]
B(u, v ) :=
{
n v ∈ succ(u)
∅ otherwise
where
∆ [X ] := (∆− conskill(X,∆ )) ∪ (X)
conskill(X,∆) :=
{
e1 | e1 ∈match(e,∆), e ∈ X, |def(X)|=1
}
match(e,∆) := {e1 | e1 ∈ ∆, Se = Se1 , S ce = S ce1}
def(X) :=
{
(Se, S ce ) | e ∈ X
}
(n) with a sum-
mary flow func-
tion (∆(u, t)) is
performed by GPG
update which in-
cludes all edges com-
puted by edge re-
duction n◦∆(u, t);
the edges to be re-
moved are under-
approximated when
a strong update can-
not be performed
(described in the
rest of the section). When a strong update is performed, we exclude those edges of
∆ whose source and indlev match that of the shared source of the reduced edges (iden-
tified by match(e,∆)). For a weak update, conskill(X,∆) = ∅ and X contains reduced
edges. For an inconclusive edge composition, conskill(X,∆) = ∅ and X = {n}.
Extending ∆ to Support Strong Updates. Conventionally, points-to information is
killed based on the following criteria: An assignment x = . . . removes all points-to facts
x−→· whereas an assignment ∗x = . . . removes all points-to facts y−→· where x must-
points-to y; the latter represents a strong update. When x may-points-to y, no points-to
facts can be removed representing a weak update.
x a b c
x a b c1,0
2,0
3,0
x′ s
N, 0
(a) Memory view (b) GPG view (c) Aggregate edge
Fig. 7. Aggregate edge for handling strong and weak updates. For this example, s = {a, b, c, . . .}.
Observe that the use of points-to information for strong updates is inherently cap-
tured by edge reduction. In particular, the use of edge reduction allows us to model both
of the above criteria for edge removal uniformly as follows: the reduced edges should
define the same pointer (or the same pointee of a given pointer) along every control
flow path reaching the statement represented by n. This is captured by the requirement
|def(X)| = 1.
When |def(X)| > 1, the reduced edges define multiple pointers (or different pointees
of the same pointer) leading to a weak update resulting in no removal of edges from ∆.
When |def(X)| = 1, all reduced edges define the same pointer (or the same pointee of a
given pointer). However, this is necessary but not sufficient for a strong update because
the pointer may not be defined along all the paths—there may be a path which does not
contribute to def(X). We refer to such paths as definition-free paths for that particular
pointer (or some pointee of a pointer). The possibility of such a path makes it difficult
to distinguish between strong and weak updates.
Since a pointer x or its transitive pointees may be defined along some control flow
path from u to v , we eliminate the possibility of definition-free paths from u to v by
introducing boundary definitions of the following two kinds at u: (a) a pointer assign-
ment x = x′ where x′ is a symbolic representation of the initial value of x at u (called
the upwards exposed version of x), and (b) a set of assignments representing the relation
between x′ and its transitive pointees. They are represented by special GPG edges—the
first, by a copy edge x 1,1−−→x′ and the others, by an aggregate edge x′ N,0−−→s where N
is the set of all possible indlev s and s is the summary node representing all possible
pointees. As illustrated in Figure 7, x′ N,0−−→s is a collection of GPG edges (Figure 7(b))
representing the relation between x with it transitive pointees at u (Figure 7(a)).
A reduced edge x 1,j−−→y along any path from u to v removes the copy edge x 1,1−−→x′
indicating that x is redefined. A reduced edge x i,j−→y, i>1 modifies the aggregate edge
x′
N,0
−−→s to x′
(N−{i}),0
−−−−−−→s indicating that (i−1)th pointees of x are redefined.
The inclusion of aggregate and copy edges guarantees that |def(X)| = 1 only when
the source is defined along every path. This leads to a necessary and sufficient condition
for strong updates. Note that the copy and aggregate edges improve the precision of
analysis and are not required for its soundness.
Example 11. Consider the construction of ∆g as illustrated in Figure 8(c). Edge g1
created for line 8 of the program, kills edge a 1,1−−→a′ because |def({g1})| = 1. For line
10, since the pointees of x and z are not available in g, edge g2 is created from x′ to z′;
this involves composition of x 2,1−−→z with the edges x 1,1−−→x′ and z 1,1−−→z′. Edges g3, g4,
g5 and g6 correspond to lines 11, 13, 14, and 16 respectively.
a′ a
z′ z
v
u
e
s x′ x
y′ b′ b
y d
/////
1,1
/////
1,1
/////
1,1
1,1
1,1
N,0
N,0
N,0
N,0
N,0
g1
1,0
g61,0
g7
2,0 g8
1,0
g5
1,0g3
1,0g2
2,1
g4
1,0
a
e
x
w
v z
ub
d
y
y′
f10 1,0
−−−−
1,0
f11
1,0f12
1,0f3
1,0f5
1,0
f7
1,0f2
−−
−−
1,0
f6
1,0
f8
f1 1,0
−−
−−
1,0
f4
2,0
f9
Regardless of the
direction of the arrow,
i in indlev (i,j)
represents its source
while j represents its
target. Edges deleted
by updates are struck
off. Subscript k in
edge names gk, fk
indicates the order of
edge inclusion.
Copy and aggregate
edges have not been
shown for ∆ for f .
(a) ∆ for g (b) ∆ for f
Fig. 8. ∆ for procedures f and g of Figure 1.
The z 1,1−−→z′ edge is killed along both paths (lines 11 and 14) and hence is struck
off in ∆g , indicating z is must-defined. On the other hand, y
1,1
−−→y′ is killed only along
one of the two paths and hence is retained by the control flow merge just before line 16.
Similarly x′ 2,0−−→s in the aggregate edge is retained indicating that pointee of x is not
defined along all paths. Edge g6 kills x
1,1
−−→x′. Line 17 creates edges g7 and g8; this is
a weak update because y has multiple pointees (|def({g7, g8})| 6= 1). Hence b 1,1−−→b′ is
not removed. Similarly, y′ 2,0−−→s in the aggregate edge y′ N,0−−→s is not removed.
5 Constructing GPGs at the Interprocedural Level
Definition 6 shows the construction of GPGs at the interprocedural level by handling
procedure calls. Consider a procedure f containing a call to g between two consecutive
program points u and v . Let Startg and Endg denote the start and the end points of
g. ∆ representing the control flow paths from Startf to u (i.e., just before the call to
g) is ∆(Startf , u); we denote it by ∆f for brevity. ∆ for the body of procedure g is
∆(Startg,Endg); we denote it by ∆g .
Since GPGs are sequences of edges, ∆g ◦∆f involves selecting an edge e in order
from ∆g and performing an update ∆f [e ◦ ∆f ]. We then update the resulting ∆ with
the next edge from∆g . This is repeated until all edges of ∆g are exhausted. The update
of ∆f with an edge e from ∆g involves the following: (a) substituting the callee’s
upwards exposed variable x′ occurring in ∆g by the caller’s original variable x in ∆f ,
(b) including the reduced edges e ◦∆f , and (c) performing a strong or weak update.
A copy edge x 1,1−−→x′ ∈ ∆ implies that x has not been defined along some path.
Similarly, an aggregate edge x′ N,0−−→s ∈ ∆ implies that some (i − 1)th pointees of x,
i>1 have not been defined along some path. We use these to define mustdef (x i,j−→y,∆)
which asserts that the (i−1)th pointees of x, i>1 are defined along every control flow
path. We combine it with def(x i,j−→y ◦ ∆) to define callsup for identifying strong up-
dates. Note that we need mustdef only at the interprocedural level and not at the in-
traprocedural level. This is because, when we use ∆g to compute ∆f , performing a
strong update requires knowing whether the source of an edge in ∆g has been defined
along every control flow path in g. However, we do not have the control flow informa-
tion of g when we analyze f . When a strong update is performed, we delete all edges in
∆f that match e ◦∆f . These edges are discovered by taking a union of match(e1, ∆f ),
∀e1 ∈ (e ◦∆f ).
Definition 6: ∆ for a call g() in procedure f
/∗ let ∆f denote ∆(Startf , u) and ∆g denote ∆(Startg,Endg) ∗/
∆(Startf , v) := ∆g ◦∆f
∆g ◦∆f := ∆f [∆g]
where /∗ let ∆g be {e1, e2, . . . ek} ∗/
∆f [∆g ] :=∆f [ e1, ∆g ] [ e2, ∆g ] . . . [ ek, ∆g ]
∆f [e,∆g] := (∆f − callkill(e,∆f , ∆g)) ∪ (e ◦∆f )
callkill(e,∆f , ∆g) :=
{
e2 | e2 ∈match(e1, ∆f ), e1∈e ◦∆f , callsup(e,∆f , ∆g)
}
callsup(e,∆f , ∆g) := (|def(e ◦∆f )| = 1) ∧ mustdef (e,∆g)
mustdef (x i,j−→y,∆) ⇔
(
x
i,k
−−→z ∈ ∆⇒ k = j ∧ z = y
) ∧((
i > 1 ∧ x′
i,0
−−→s /∈ ∆
)
∨
(
i = 1 ∧ x
1,1
−−→x′ /∈ ∆
))
The total order imposed by the sequence of GPG edges is interpreted as a partial
order as follows: Since the edges from ∆g are added one by one, if the edge to be
added involves an upwards exposed variable x′, it should be composed with an original
edge in ∆f rather than a reduced edge included in ∆f created by e1 ◦∆f for some
e1 ∈ ∆g. Further, it is possible that an edge e2 may kill an already added edge e1 that
coexisted with it in ∆g . However, this should be prohibited because their coexistence
in ∆g indicates that they are may edges. This is ensured by checking the presence of
multiple edges with the same source in ∆g . For example, edge f7 of Figure 8(d) does
not kill f5 as they coexist in ∆g.
Example 12. Consider the construction of ∆f as illustrated in Figure 8(d). Edges f1
and f2 correspond to lines 2 and 3. The call on line 4 causes the composition of
∆f = {f1, f2} with ∆g selecting edges in the order g1, g2, . . . , g8. The edges from
∆g with their corresponding names in ∆f (denoted name-in-g/name-in-f ) are: g1/f3,
g3/f5, g4/f6, g5/f7, g6/f8, g7/f9, and g8/f10. Edge f4 is created by SS and TS com-
positions of g2 with f1 and f2. Although x has a single pointee (along edge f1), the
resulting update is a weak update because the source of g2 is may-defined indicated by
the presence of x′ 2,0−−→s in the aggregate edge x′ N,0−−→s.
Edges g3/f5 and g5/f7 together kill f2. Note that the inclusion of f7 does not kill
f5 because they both are from ∆g . Finally, the edge for line 5 (x 2,1−−→z) undergoes an
SS composition (with f8) and TS compositions (with f5 and f7). This creates edges f11
and f12. Since x
2,1
−−→z is accompanied by the aggregate edge x′ N−{2},0−−−−−→s indicating
that the pointee of x is must-defined, and x has a single pointee (edge f8), this is a strong
update killing edge f10. Observe that all edges in ∆f represent classical points-to facts
except f9. We need the pointees of y from the callers of f to reduce f9. 
For recursive calls, the ∆ for a callee may not have been computed because of a cy-
cle in the call graph. This is handled in the usual manner [9,21] by over-approximating
initial ∆ that computes⊤ for may points-to analysis (which is ∅). Such an initial GPG,
denoted ∆⊤ (Definition 3), kills all points-to relations and generates none. ∆⊤ is not
expressible as a GPG and is not a natural ⊤ element of the meet semi-lattice [9] of
GPGs. The identity GPG ∆id represents an empty set of edges because it does not
generate or kill points-to information. For more details, please see [4].
6 Computing Points-to Information using GPGs
Recall that the points-to information is represented by a memory M . We define two
operations to compute a new memory M ′ using a GPG or a GPG edge from a given
memory M .
• An edge application JeKM computes memory M ′ by incorporating the effect of
GPG edge e ≡ x i,j−→y in memory M . This involves inclusion of edges described
by the set
{
w
1,0
−−→z | w ∈M i−1{x}, z ∈M j{y}
}
in M ′ and removal of edges
by distinguishing between a strong and a weak update. The edges to be removed
are characterized much along the lines of callkill.
• A GPG application J∆KM applies the GPG ∆ to M and computes the resulting
memory M ′ using edge application iteratively.
Let PTv denote the points-to information at program point v in procedure f . Then,
PTv can be computed by (a) computing boundary information of f (denoted BIf )
associated with Startf , and (b) computing the points-to information at v from BIf by
incorporating the effect of all paths from Startf to v .
BIf is computed as the union of the points-to information reaching f from all of
its call points. For the main function, BI is computed from static initializations. In the
presence of recursion, a fixed point computation is required for computing BI.
If v is Startf , then PTv = BIf . For other program points, PTv can be computed
from BIf in the following ways; both of them compute identical PTv .
(a) Using statement-level flow function (Stmt-ff): Let stmt(u, v) denote the statement
between u and v . If it is a non-call statement, let its flow function δ(u, v) be rep-
resented by the GPG edge n. Then PTv is computed as the least fixed point of the
following data flow equations.
Inu,v =
{J∆(Startq,Endq)KPTu stmt(u, v ) = call q
JnKPTu otherwise
PTu =
⋃
u ∈ pred(v)
Inu,v
(b) Using GPGs: PTv is computed using GPG application J∆(Startf , v)KBIf . This
approach of PTv computation is oblivious to intraprocedural control flow and does
not involve fixed point computation for loops.
Our measurements show that the Stmt-ff approach takes much less time than using
GPGs for PTv computation. This may appear surprising because the Stmt-ff approach
requires an additional fixed point computation for handling loops which is not required
in case of GPGs. However, using GPGs requires more time because the GPG at v repre-
sents a cumulative effect of the statement-level flow functions from Startf to v . Hence
the GPGs tend to become larger with the length of a control flow path. Thus computing
PTv using GPGs for multiple consecutive statements involves redundant computations.
Bypassing of BI. Our measurements show that using the entire BI of a procedure may
be expensive because many points-to pairs reaching a call may not be accessed by the
callee procedure. Thus the efficiency of analysis can be enhanced significantly by filter-
ing out the points-to information which is irrelevant to a procedure but merely passes
through it unchanged. This concept of bypassing has been successfully used for data
flow values of scalars [15,16]. GPGs support this naturally for pointers with the help of
upwards exposed versions of variables. An upwards exposed version in a GPG indicates
that there is a use of a variable in the procedure which requires pointee information from
the callers. Thus, the points-to information of such a variable is relevant and should be a
part of BI. For variables that do not have their corresponding upwards exposed versions
in a GPG, their points-to information is irrelevant and can be discarded from the BI of
the procedure, effectively bypassing its calls.
7 Implementation and Measurements
We have implemented GPG based points-to analysis in GCC 4.7.2 using the LTO frame-
work and have carried out measurements on SPEC CPU2006 benchmarks on a machine
with 16 GB RAM with 8 64-bit Intel i7-4770 CPUs running at 3.40GHz. Figure 9 pro-
vides the empirical data.
Our method eliminates local variables using the SSA form and GPGs are com-
puted only for global variables. Eventually, the points-to information for local variables
is computed from that of global variables and parameters. Our implementation over-
approximates an array by treating it as a single variable and maintains its information
flow-insensitively. Heap memory is approximated by maintaining indirection lists of
field dereferences of length 2 (see [4]). Unlike the conventional approaches [25,27,28],
our summary flow functions do not depend on aliasing at the call points. The actually
observed number of aliasing patterns (column S in Figure 9) suggests that it is undesir-
able to indiscriminately construct multiple PTFs for a procedure.
ColumnsA, B, P , andQ present the details of the benchmarks. ColumnC provides
the time required for the first phase of our analysis i.e., computing GPGs. The compu-
tation of points-to information at each program point has four variants (using GPGs or
Stmt-ff with or without bypassing). Their time measurements are provided in columns
D,E, F , andG. Our data indicates that the most efficient method for computing points-
to information is to use statement-level flow functions and bypassing (column G).
Program kLoC
# of Time for GPG based approach (in seconds) Avg. # of pointees per pointer Avg. # of pointees
pointer GPG computing points-to info GPG GCC LFCPA per dereference
stmts Constr. GPGNoByp
GPG
Byp
Stmt-ff
NoByp
Stmt-ff
Byp
G/NoByp
(per stmt)
G/Byp
(per stmt)
L+Arr
(per proc)
G+L+Arr
(per proc)
G+L+Arr
(per stmt) GPG GCC LFCPA
A B C D E F G H I J K L M N O
lbm 0.9 370 0.10 0.22 0.21 0.26 0.28 1.31 1.42 2.21 17.74 0.05 1.09 2.25 1.50
mcf 1.6 480 75.29 33.73 30.05 1.25 0.91 18.73 6.10 10.48 34.74 1.22 4.25 2.57 0.62
libquantum 2.6 340 6.47 10.23 1.95 8.21 1.85 139.50 22.50 1.11 4.49 3.34 1.50 2.93 0.83
bzip2 5.7 1650 3.17 11.11 8.71 4.73 3.30 43.39 8.38 1.89 31.46 0.94 1.72 2.94 0.33
milc 9.5 2540 7.36 6.08 5.89 4.29 5.61 21.15 16.32 4.52 14.06 31.73 1.18 2.58 1.61
sjeng 10.5 700 9.36 39.66 25.75 14.75 7.56 445.22 64.81 3.07 2.68 - 0.98 2.71 -
hmmer 20.6 6790 38.23 51.73 14.86 31.32 13.50 43.49 5.85 6.05 59.35 1.56 1.04 3.62 0.91
h264ref 36.1 17770 208.47 1262.07 199.34 457.26 74.62 219.71 9.24 16.29 98.84 - 0.98 3.97 -
gobmk 158.0 212830 652.78 3652.99 1624.46 1582.62 1373.88 11.98 1.73 6.34 4.08 - 0.65 3.71 -
Program
# of
call
sites
# of
procs.
Proc. count for
different buckets of
# of calls
# of procs. requiring different
no. of PTFs based on the
no. of aliasing patterns
# of procs. for different
sizes of GPG in terms
of the number of edges
# of procs. for
different % of context
ind. info.
# of
inconclusive
compositions(reuse of GPGs) Actually observed Predicted (for non-empty GPGs)
2-5 5-10 10-20 20+ 2-5 6-10 11-15 15+ 2-5 15+ 0 1-2 3-4 5-8 9-50 50+ <20 20-40 40-60 60+
P Q R S T U V W
lbm 30 19 5 0 0 0 8 0 0 0 13 0 13 4 2 0 0 0 3 0 0 3 0
mcf 29 23 11 0 0 0 0 0 0 0 4 0 10 5 2 3 2 1 5 1 1 6 1
libquantum 277 80 24 11 4 3 7 3 1 0 14 4 42 10 7 12 9 0 20 12 1 5 0
bzip2 288 89 35 7 2 1 22 0 0 0 28 2 62 13 4 5 5 0 26 0 0 1 1
milc 782 190 60 15 9 1 37 8 0 1 35 25 157 11 19 2 7 0 6 10 9 14 3
sjeng 726 133 46 20 5 6 14 3 1 3 10 14 99 20 6 3 5 0 3 4 10 17 0
hmmer 1328 275 93 33 22 11 62 5 3 4 88 32 167 56 20 15 15 2 54 20 11 23 4
h264ref 2393 566 171 60 22 16 85 17 5 3 102 46 419 76 23 15 30 3 54 13 27 53 8
gobmk 9379 2697 317 110 99 134 206 30 9 10 210 121 1374 93 8 1083 97 42 41 1192 39 51 0
Fig. 9. Time, precision, size, and effectiveness measurements for GPG Based Points-to Analysis. Byp (Bypassing), NoByp (No Bypassing), Stmt-ff
(Statement-level flow functions), G (Global pointers), L (Local pointers), Arr (Array pointers).
Our analysis computes points-to information flow-sensitively for globals. The fol-
lowing points-to information is stored flow-insensitively: locals (because they are in the
SSA form) and arrays (because their updates are conservative). Hence, we have separate
columns for globals (columns H and I) and locals+arrays (column J) for GPGs. GCC-
PTA computes points-to information flow-insensitively (column K) whereas LFCPA
computes it flow-sensitively (column L).
The second table provides measurements about the effectiveness of summary flow
functions in terms of (a) compactness of GPGs, (b) percentage of context indepen-
dent information, and (c) reusability. Column U shows that GPGs are empty for a large
number of procedures. Besides, in six out of nine benchmarks, most procedures with
non-empty GPGs have a significantly high percentage of context independent infor-
mation (column V ). Thus a top-down approach may involve redundant computations
on multiple visits to a procedure whereas a bottom-up approach may not need much
work for incorporating the effect of a callee’s GPG into that of its callers. Further, many
procedures are called multiple times indicating a high reuse of GPGs (column R).
The effectiveness of bypassing is evident from the time measurements (columns E
and G) as well as a reduction in the average number of points-to pairs (column I).
We have compared our analysis with GCC-PTA and LFCPA [11]. The number
of points-to pairs per function for GCC-PTA (column K) is large because it is par-
tially flow-sensitive (because of the SSA form) and context-insensitive. The number
of points-to pairs per statements is much smaller for LFCPA (column L) because it is
liveness-based. However LFCPA which in our opinion represents the state of the art in
fully flow- and context-sensitive exhaustive points-to analysis, does not seem to scale
beyond 35 kLoC. We have computed the average number of pointees of dereferenced
variables which is maximum for GCC-PTA (columnN ) and minimum for LFCPA (col-
umn O) because it is liveness driven. The points-to information computed by these
methods is incomparable because they employ radically dissimilar features of points-to
information such as flow- and context-sensitivity, liveness, and bypassing.
8 Related Work
Section 1 introduced two broad categories of constructing summary flow functions for
pointer analysis. Some methods using placeholders require aliasing information in the
calling contexts and construct multiple summary flow functions per procedure [25,28].
Other methods do not make any assumptions about the calling contexts [12, 13, 20,
23, 24] but they construct larger summary flow functions causing inefficiency in fixed
point computation at the intraprocedural level thereby prohibiting flow-sensitivity for
scalability. Also, these methods cannot perform strong updates thereby losing precision.
Among the general frameworks for constructing procedure summaries, the formal-
ism proposed by Sharir and Pnueli [21] is limited to finite lattices of data flow values. It
was implemented using graph reachability in [14, 18, 19]. A general technique for con-
structing procedure summaries [5] has been applied to unary uninterpreted functions
and linear arithmetic. However, the program model does not include pointers.
Symbolic procedure summaries [25, 27] involve computing preconditions and cor-
responding postconditions (in terms of aliases). A calling context is matched against a
precondition and the corresponding postcondition gives the result. However, the number
of calling contexts in a program could be unbounded hence constructing summaries for
all calling contexts could lose scalability. This method requires statement-level trans-
formers to be closed under composition; a requirement which is not satisfied by pointer
analysis (as mentioned in Section 1). We overcome this problem using generalized
points-to facts. Saturn [6] also creates summaries that are sound but may not be pre-
cise across applications because they depend on context information.
Some approaches use customized summaries and combine the top-down and bottom-
up analyses to construct summaries for only those calling contexts that occur in a given
program [28]. This choice is controlled by the number of times a procedure is called. If
this number exceeds a fixed threshold, a summary is constructed using the information
of the calling contexts that have been recorded for that procedure. A new calling context
may lead to generating a new precondition and hence a new summary.
9 Conclusions and Future Work
Constructing bounded summary flow functions for flow and context-sensitive points-to
analysis seems hard because it requires modelling unknown locations accessed indi-
rectly through pointers—a callee procedure’s summary flow function is created without
looking at the statements in the caller procedures. Conventionally, they have been mod-
elled using placeholders. However, a fundamental problem with the placeholders is that
they explicate the unknown locations by naming them. This results in either (a) a large
number of placeholders, or (b) multiple summary flow functions for different aliasing
patterns in the calling contexts. We propose the concept of generalized points-to graph
(GPG) whose edges track indirection levels and represent generalized points-to facts. A
simple arithmetic on indirection levels allows composing generalized points-to facts to
create new generalized points-to facts with smaller indirection levels; this reduces them
progressively to classical points-to facts. Since unknown locations are left implicit, no
information about aliasing patterns in the calling contexts is required allowing us to
construct a single GPG per procedure. GPGs are linearly bounded by the number of
variables, are flow-sensitive, and are able to perform strong updates within calling
contexts. Further, GPGs inherently support bypassing of irrelevant points-to informa-
tion thereby aiding scalability significantly.
Our measurements on SPEC benchmarks show that GPGs are small enough to scale
fully flow and context-sensitive exhaustive points-to analysis to programs as large as
158 kLoC (as compared to 35 kLoC of LFCPA [11]). We expect to scale the method
to still larger programs by (a) using memoisation, and (b) constructing and applying
GPGs incrementally thereby eliminating redundancies within fixed point computations.
Observe that a GPG edge x i,j−→y inM also asserts an alias relation betweenM i{x}
and M j{y} and hence GPGs generalize both points-to and alias relations.
The concept of GPG provides a useful abstraction of memory involving pointers.
The way matrices represent values as well as transformations, GPGs represent mem-
ory as well as memory transformers defined in terms of loading, storing, and copying
memory addresses. Any analysis that is influenced by these operations may be able to
use GPGs by combining them with the original abstractions of the analysis. We plan
to explore this direction in the future.
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