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Resumen
Se presentan teoremas ba´sicos de ecuaciones diferenciales auto´nomas y algunos resultados in-
teresantes sobre tales teoremas que permiten describir de manera efectiva ciertas propiedades
de las o´rbitas de tales sistemas.
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1. Introduccio´n
Sea Φ un abierto de IRn y f : Φ −→ IRn una funcio´n. La ecuacio´n diferencial
d~x
dt
= f(~x), (1)
se llamara´ auto´noma si el lado derecho de (1) no depende de la variable independiente t. Otro
concepto importante en este art´ıculo sera´ la nocio´n de punto cr´ıtico o punto de equilibrio. Se
dice que el punto a ∈ IRn es un punto de equilibrio de la ecuacio´n (1) si f(a) = 0. La importancia
de los puntos de equilibrio es que dan origen a soluciones constantes del sistema, es decir que si
a es un punto de equilibrio del sistema (1), entonces ~x(t) = a es una solucio´n de (1).
Si ~x(t) es una solucio´n de (1) diremos que la trayectoria de tal solucio´n es el conjunto {(t, ~x(t)) :
t es un nu´mero real}, por otra parte el cojunto {~x(t) : t es un nu´mero real} se llamara´ la
o´rbita de la solucio´n.
La teor´ıa que trataremos es llamada cualitativa porque nos ofrecera´ informacio´n sobre las o´rbitas
de las soluciones del sistema sin necesidad de encontrar expl´ıcitamente tales soluciones, es decir
no se necesitara´ resolver un sistema para obtener informacio´n sobre sus o´rbitas.
El primer teorema que estableceremos es de particular importancia en el estudio de los sis-
temas auto´nomos. Indica que las soluciones de un sistema auto´nomo se pueden en cierto sentido
“trasladar”.
1
2Teorema 1 Si ~x :]τ1, τ2[−→ IRn es una solucio´n de la ecuacio´n (1), entonces para todo c ∈ IR
~x∗ :]τ1 − c, τ2 − c[−→ IRn,
definida por ~x∗(t) = ~x(t+ c), es tambie´n una solucio´n maximal de la misma ecuacio´n.
En efecto, para todo t ∈]τ1, τ2[
d~x(t)
dt
= f(~x(t)).
Ahora para todo t ∈]τ1 − c, τ2 − c[
d~x(t+ c)
dt
= f(~x(t+ c)) = f(~x∗(t)).
Adema´s,
d~x(t+ c)
dt
=
d~x(t+ c)
dt
d(t+ c)
dt
=
d~x∗(t)
dt
,
de donde se concluye que
d~x∗(t)
dt
= f(~x∗(t)).
La interpretacio´n del teorema anterior es bastante simple. Si ~x = φ(t) es una solucio´n de (1) y si
sustituimos t por t+ c, entonces obtenemos una nueva funcio´n ~x∗(t) = φ(t+ c) la cual tambie´n
es solucio´n de (1). Si por ejemplo, x = tan t y y = sec2 t son soluciones del sistema
dx
dt
= y
dy
dt
= 2xy
Entonces, x = tan (t+ c) y y = sec2 (t+ c) tambie´n son soluciones.
Como una observacio´n importante se podr´ıa sen˜alar que el teorema anterior no es va´lido si la
funcio´n f del lado derecho de (1) depende expl´ıcitamente de la variable t.
Enunciamos a continuacio´n un teorema de existencia y unicidad para sistemas auto´nomos. La
demostracio´n se puede consultar en [5].
Teorema 2 Sean f : Φ −→ IRn y la ecuacio´n diferencial
d~x
dt
= f(~x).
Dadas las hipo´tesis del teorema global de existencia y unicidad, entonces por todo punto de Φ
pasa una y solamente una o´rbita maximal
3Un teorema de particular intere´s en sistemas dina´micos es el siguiente.
Teorema 3 Sea ~x = φ(t) una solucio´n de la ecuacio´n (1). Si φ(t0 + T ) = φ(t0), para algunos
t0 y T > 0 entonces φ(t+ T ) es ide´nticamente igual a φ(t).
Lo que establece este teorema es que si una solucio´n ~x(t) de la ecuacio´n (1) regresa a su valor
inicial despue´s de algu´n tiempo T > 0, entonces tal solucio´n debe ser perio´dica con periodo T .
La demostracio´n de este resultado es simple. Sea ~x = φ(t) una solucio´n de (1) y supo´ngase que
φ(t0 + T ) = φ(t0), para algunos t0 y T > 0. Entonces la funcio´n ψ(t) = φ(t + T ) es tambie´n
solucio´n (1) que coincide con φ(t) en el tiempo t = t0. Por el teorema de existencia y unicidad
se concluye el resultado.
La propiedad anterior es muy u´til sobre todo en el caso en que n = 2. Por ejemplo sea x = x(t)
y y = y(t) una solucio´n perio´dica del sistema de ecuaciones diferenciales

dx
dt
= f(x, y)
dy
dt
= g(x, y)
(2)
Si x(t + T ) = x(t) y y(t + T ) = y(t), entonces la o´rbita de la solucio´n es una curva cerrada
C en el plano xy, ya que en cualquier tiempo t0 ≤ t ≤ t0 + T , la solucio´n se mueve a lo
largo de C. Rec´ıprocamente, supongamos que la o´rbita de la solucio´n x = x(t), y = y(t) de
la ecuacio´n anterior es una curva cerrada que no contiene puntos cr´ıticos de (2). Entonces la
solucio´n x = x(t), y = y(t) es perio´dica. En efecto, observemos que que tal solucio´n se mueve
a lo largo de su o´rbita con velocidad [x2(t) + y2(t)]1/2. Si su o´rbita no contiene puntos cr´ıticos
de (2), entonces la funcio´n [x2(t) + y2(t)]1/2 posee un mı´nimo positivo para (x, y) en C. Por lo
tanto, la o´rbita de x = x(t), y = y(t) debe regresar a su punto inicial x0 = x(t0), y0 = y(t0) en
algu´n tiempo finito T , pero esto implica que x(t+ T ) = x(t) y que y(t+ T ) = y(t), para toda t.
Como un ejemplo interesante a esto, consideremos la siguiente ecuacio´n diferencial de segundo
orden
d2z
dt2
+ z + z3 = 0.
Mostremos que cualquier solucio´n de esta ecuacio´n es perio´dica. Lo primero que se hace es pasar
la ecuacio´n a un sistema de ecuaciones equivalentes, es decir que si hacemos x = z y y = dz/dt,
entonces obtenemos el sistema

dx
dt
= y
dy
dt
= −x − x3.
4Las o´rbitas del sistema anterior son las curvas solucio´n de
y2
2
+
x2
4
+
x4
4
= c2
de la ecuacio´n dy/dx = −(x+x3)/y. El u´nico punto cr´ıtico del sistema es (0, 0), por consiguiente
toda solucio´n x = z(t) , y = z′(t) es una funcio´n perio´dica en el tiempo. Sin embargo, no es
posible calcular el per´ıodo de ninguna solucio´n particular.
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Otro ejemplo interesante es el siguiente. Demostrar que toda solucio´n del sistema de ecuaciones
diferenciales 
dx
dt
= ye1+x
2+y2
dy
dt
= −xe1+x2+y2
es perio´dica. En primer lugar observemos que las o´rbitas de la ecuacio´n anterior son las curvas
solucio´n x2 + y2 = c2 de la ecuacio´n de primer orden dy/dx = −x/y. Es ma´s, x = 0 y y = 0
es el u´nico punto cr´ıtico del sistema. Por lo tanto, toda solucio´n x = x(t), y = y(t) del sistema
anterior es una funcio´n perio´dica del tiempo.
Por u´ltimo, se enunciara´n y demostrara´n resultados sobre el conjunto de los per´ıodos de la fun-
cio´n x∗(t) = x(t+ c). Ba´sicamente se mostrara´ que so´lo existen tres tipos de trayectorias: curvas
cerradas, un u´nico punto y las trayectorias sin puntos dobles.
Teorema 4 El conjunto de todos los per´ıodos de la funcio´n definida por ~x∗(t) = ~x(t+ c), es un
subgrupo cerrado del grupo de los nu´meros reales.
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Sean T1 y T2 dos per´ıodos de x∗(t), entonces se sigue que
x∗(t± T1 + T2) = x∗(t+ T1) = x∗(t),
de donde se deduce que T1 ± T2 es tambie´n un per´ıodo. Esto demuestra que el conjunto de los
per´ıodos es un subgrupo. Falta demostrar que tal subgrupo es cerrado. Sea {Tn} una sucesio´n
de per´ıodos tales que Tn −→ T . Del hecho de que x∗(t) es continua se sigue que
x∗(t+ T ) = l´ım
n−→∞x
∗(t+ Tn) = l´ım
n−→∞x
∗(t) = x∗(t).
Esto demuestra que el conjunto de per´ıodos es un conjunto cerrado.
Otro resultado fundamental es el siguiente.
Teorema 5 Todo subgrupo cerrado G de IR es alguna de las siguientes posibilidades:
IR.
{0}.
{kT0 : k un nu´mero entero}, para algu´n T0.
Supongamos que G 6= {0}, entonces existe al menos un elemento positivo. Esto se sigue del hecho
de que si t < 0, entonces su inverso −t > 0 y pertenece a G. Sea T0 = Inf {t : t ∈ G, t > 0}.
Es fa´cil mostrar que 0 ≤ T0 < ∞. Si T0 > 0, se sigue que T0 ∈ G, ya que G es un subgrupo,
y adema´s que todos los elementos de la forma kT0 tambie´n pertenecen a G. Mostremos que
cualquier elemento q ue no sea de esta forma no puede estar en G. En efecto, los elementos de
forma kT0 dividen a IR en intervalos abiertos de la forma ]kT0, (k + 1)T0[. Supongamos que un
elemento t de estos intervalos tambie´n esta´ en G, entonces tendr´ıamos que t − kT0 > 0 y que
t− kT0 ∈ G. Como t < (k + 1)T0, se sigue que
t − kT0 < (k + 1)T0 − kT0,
6de donde resulta que t− kT0 < T0, lo que contradice la suposicio´n de que T0 es el ı´nfimo de los
elementos positivos de G. Por lo tanto, el caso T0 > 0 no se puede dar.
Si T0 = 0, entonces para todo ² > 0, existe en G un elemento t tal que, 0 < t < ², y esto significa
que los elementos del tipo kt pertenecen a G y dividen a IR en intervalos de longitud menor que ².
De la arbitrariedad de ² se puede concluir que en cualquier vecindad de un elemento de IR siem-
pre existen elementos deG, y como G es cerrado, se sigue que G = IR. Esto demuestra el teorema.
De los teoremas anteriores podemos deducir que el conjunto de todos los per´ıodos de x∗(t) es o
todo IR o todos los mu´ltiplos enteros del menor per´ıodo T0. Esto significa que si una o´rbita se
corta a s´ı misma existen dos posibilidades:
La solucio´n es constante y la o´rbita se reduce a un u´nico punto, el cual se denomina punto
de reposo.
La solucio´n es perio´dica con per´ıodo T0 y la o´rbita es una curva cerrada, la cual se denomina
ciclo.
Se puede concluir que solamente existen tres tipos de o´rbitas , las dos anteriores y las o´rbitas
sin puntos dobles, es decir, que no se autointersecan. De los tres tipos, el estudio del primero
resulta de gran importancia desde elpunto de vista de las aplicaciones pra´cticas. En particular
resulta muy u´til determinar el comportamiento de un sistema f´ısico, en una vecindad del punto
de reposo.
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