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Abstract 
This dissertation researched the development and testing of a Location-Based AR 
prototype and also gives a brief overview of the currently available similar implementations and 
related technologies. 
As the multi-function devices that we know as smartphones have spread and replaced 
the voice communication-oriented mobile phones various hardware features are conceptualized 
and implemented. But the main feature of smartphones, without a doubt, are the applications. 
Regardless of the device, the user has access to an application store where they are able to 
download and install a multitude of programs ranging from games to more or less complex 
utilities. The ability to be this close and present to the users and their routines has uncovered the 
true potential of the mobile software market. 
Narrowing the scope on the multitude of technological advances, we discover a growing 
but nevertheless equally promising field: Augmented Reality (AR for short). Although this 
technology has been present as early as the mid 20th Century, the standard of including a video 
camera on these smartphones and the relatively powerful hardware capabilities as opposed to 
the then standard mobile phones, has suddenly removed the entry barriers for this technology. 
Most common examples of such applications are simple computer vision applications (like the 
Instagram app image filters) as well as AR-focused companion apps for physical items such as 
books and toys that provide a marker that is recognized by the associated application and 
display a digital object or a pop-up with additional information. 
Another not-so-new technology finding a new life on this platform is the Global 
Positioning System (GPS) which allows the applications to provide location-based features. 
As this is a growing trend in mobile development, most of the studies in this area are of 
technical nature, focusing on techniques to facilitate and/or optimize the implementation of this 
technology on the (still) relatively limited mobile hardware. 
Although this study proposes to accompany the conceptualization and development of a 
mobile app with these technologies, it is intended to do so while maintaining special focus on 
the user experience, most specifically, in how the use of these technologies is impacting the 
ability to transmit the intended information to the user. 
 
 
 
 
 
 
 
 
 
 
Resumo 
Esta dissertação investigou o desenvolvimento e testes de uma aplicação AR baseada 
em localização. Também é dada uma breve revisão de implementações semelhantes e 
tecnologias relacionadas 
À medida que os dispositivos multi-função que conhecemos pelo nome de smartphones 
são mundialmente adoptados, substituindo os telemóveis “comuns” focados em comunicação 
por voz, são feitas cada vez mais descobertas e implementações na área do hardware. Tendo 
isso em conta, o ponto principal dos smartphones será, sem dúvida, as aplicações. 
Independentemente do dispositivo, o utilizador tem acesso a uma gama de programas desde 
jogos a utilitários mais ou menos complexos. A possibilidade de estar assim tão próximo dos 
utilizadores e das suas rotinas revelou o verdadeiro potencial do mercado do software. 
Focando nos numerosos avanços tecnológicos, descobrimos um campo que embora 
ainda em crescimento, já apresenta um grande potencial: Realidade Aumentada (RA). Embora 
esta tecnologia tenha estado presente já nos meados do século XX, a práctica comum de embutir 
uma câmara de vídeo nos smartphones em conjunto com o hardware mais próximo dos 
computadores tradicionais remove, de súbito, as barreiras de entrada para esta tecnologia. 
Exemplos mais comuns destas aplicações vão desde aplicações simples de visão por 
computador (como é o exemplo dos filtros da aplicação Instagram) a aplicações que são feitas 
para serem usadas em associação com marcadores presentes em bens físicos como livros e 
brinquedos. 
Uma outra tecnologia que não é exactamente recente, mas que encontrou uma “segunda 
vida” nesta plataforma é o sistema de posicionamento global (mais conhecido pela sigla GPS) 
que permite às aplicações fazer uso dos serviços de localização. 
Sendo uma área ainda relativamente recente no desenvolvimento de software mobile, 
grande parte dos estudos nesta área são de uma natureza mais técnica, explorando formas de 
aperfeiçoar a implementação destas tecnologias no hardware relativamente limitado desta 
plataforma. 
Embora este estudo se proponha a acompanhar a conceptualização e desenvolvimento 
de uma aplicação móvel, mais especificamente de uma aplicação móvel que faça uso de 
serviços de localização, pretende-se que haja uma atenção especial dada à experiência do 
utilizador, mais especificamente em como o uso destas tecnologisas afecta a capacidade de se 
transmitir informação para o utilizador. 
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1. Introduction 
The modern concept of augmented reality has appeared as early as 1901 on a small story 
by famed “Wizard of Oz” author L. Frank Baum but it was only in the late 60’s with works 
from Ivan Sutherland (demonstrated in Figure 1) and, years after that, Myron Krueger, that the 
field of computer vision began to evolve. This allowed substantial advances made mostly in the 
areas of sports broadcasting and military training. In the late 2000’s, the appearance and 
subsequent wild adoption of the smartphones opened the doors to one of the most profitable, 
open and diverse markets in existence with mobile software, now commonly known as “apps”, 
ranging from video games to text editors. With these applications being able to make use of the 
cameras often embedded on the device itself among a number of other sensors, it wasn’t long 
until this platform was found suitable, if not ideal, to the implementation of AR, even more so 
as the hardware side of these devices got more and more powerful with higher-definition 
cameras that allowed for a better source for the computer vision along with more powerful 
processing units that allowed the execution of more complex algorithms in a much shorter time, 
a big requirement especially when it comes to marker-less methods of AR. These 
implementations range from simple marker-based companion apps to markerless maintenance 
visual guides and image effects and filters. 
Among these mobile implementations of AR, there have been a great number of attempts 
to reduce the disparity between the “real” image and the embedded elements, some of which 
recreating the real-life scene’s geometry to simulate depth to better position the virtual object to 
the emulation of the scene’s lighting to have the object stand-out less from its real counterparts. 
Another interesting prospect shown by AR has been its usage in education with many studies 
showing improvement on the student’s performace but a study regarding those AR learning 
experiments (ARLE) state that the design of these experiments often conflicts with the teacher’s 
methodologies and as such, ARLEs should be closely design with these in order to increase the 
value of these results. 
Among the many hardware and software features on smartphones that these AR 
implementations have explored, one of the most promising has been the GPS which some of 
these apps have made use to, for example, position visual markers on the image of a mountain 
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landscape, indicating the position and names of the various peaks. The most notable example of 
an application featuring both AR and GPS has been Pokemon GO, a mobile game with over 800 
million downloads that has its players walking with or without a destination to perform tasks 
related to the capture and training of virtual characters named “Pokemon”. The success of the 
game has been mostly attributed to both to the brand itself and the social aspect it provides but 
nevertheless it stands as the most successful example of a location-based AR application that 
found mainstream appeal. 
Although these developments show themselves as promising, a growing concern shown by 
a few studies has been related to privacy and security as these apps require the capture and 
analysis of live footage from the cameras which along with the broadcasting of the location may 
prove to compromise those two aspects. Regardless, this vertent has been also seen as possibly 
beneficial, especially among outdoor exploration applications as the regular streaming of 
information from the device may be crucial in certain emergencies such as the users getting lost. 
1.1 Motivation  
There are many technologies being discovered, explored and applied in equally numerous 
and diverse areas. In the area of mobile application development, companies seek an advantage 
on an extremely populated and competitive market by staying on top of current trends and new 
technologies that will help their products stand out. On the hardware side, competition between 
manufacturers also opens the door to experimentation and innovation. 
Focusing on the outdoor exploration applications, one of the most promising areas of 
mobile development, various institutions from museums to natural parks see on such 
applications, ways to captivate the visitor by presenting the information intended to be gathered 
from a visit (or sometimes a complement to it) on a new and more personal circle. 
But what about the user? When a “simple” solution proves satisfactory, is it correct to 
assume that more is better? Can such an application really serve as an effectively superior way 
to allow the user to retain the information the institution wants them to learn, let alone be a 
superior solution? 
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1.2 Research Questions 
Although case studies of Location-based AR applications have been made at this point, 
they are few and mostly development-oriented meaning that there is a need to study beyond the 
conceptualization and coding of the application, there is a need to evaluate and explore the 
effects of these applications with the audience itself, figuring out if AR mechanics enhance the 
user experience and, more specifically, if this app can be effective when it comes to relaying the 
required information through the user experience. 
With this in mind, there are three major questions that could be answered with this 
investigation: 
 Can the proposed application be an effective way to transmit information to 
the user? Will the users be able to (easily) retain information obtained through the 
usage of the application? 
 Do the AR mechanics on the proposed application enhance the user 
experience? With AR making for the core experience of this application, will it 
facilitate the acquisition of information in any way or will it prove as a distracting 
gimmick? 
 Can this application prove itself more appealing than a regular 
exploration/tourism application? Taking into consideration applications with 
similar purposes, will the features present on this one make it stand apart on a 
positive way? 
1.3 Contributions 
The development of this main application is tied to a larger project involving the usage of 
both virtual and augmented reality as solutions for a more sustainable form of tourism, 
alleviating the overall stress caused in the fauna and flora resulting from tourist activity. At the 
same time, these installations are intended to provide the best possible experience to the user as 
well as the most optimal way for them to acquire the intended knowledge. 
With this dissertation, it is intended to provide an overall study of the areas of mobile 
applications and their development with a focus on Augmented Reality and their impact in user 
experience. It is expected that the research questions will be answered with the testing of the 
developed prototypes.  
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 As the very development of this application is also to be documented, and therefore, may 
serve as a case study of the development of a location-based augmented reality application that 
applies the concepts, methods and technologies studied below and, therefore, will help enrich 
the area. The results of the tests and inquiries themselves will also be used to provide an 
updated insight into the audiences and their preferences regarding the technologies used and 
how they prefer to see information represented to them. 
 
 
1.4 Structure of the Document 
Beyond this introduction, the second chapter, referent to the literature revision, will be 
divided into five major areas: Mobile Augmented Reality, Augmented Reality for Tourism and 
Learning, Location-based Applications, Location-Based Augmented Reality Applications and 
Software Development. Each one of the first four will provide an insight into the areas, 
beginning with their origins (should it apply), relevant references to previous studies and a 
description of a few commercially released implementations. Regarding the Software 
Development section, this one will be subdivided into the various categories of tools 
documented and compared. The third chapter makes an overview of the conceptualization and 
then implementation of the prototype, explaining the various aspects and decisions that went 
into its making.The fourth and fifth chapters document the testing process and subsequent 
treatment and interpretation of the results, followed by a conclusion. 
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2. Literature Revision 
On this chapter, we will go through a selection of core technologies that make the theme of 
this dissertation. First, Augmented Reality and Location Services will be introduced (with a 
mobile focus from the start). Following that will be an analisys of works and applications on 
fields more related to the theme in question and the objectives of this dissertation as well as an 
exploration over mobile augmented reality interfaces which makes for one of the most 
important parts of an AR application. Finally, a collection of tools and plugins for the 
implementation of these technologies will be analyzed. The objective of the Software 
Development section will be to introduce the development tools and in order to help fundament 
the choices for the ones in the methodology. 
2.1 Mobile Augmented Reality 
According to Yu, Fang, & Lu, (n.d.) “AR systems integrate virtual information into a 
user’s physical environment so that user will perceive that information as existing in their 
surroundings.”. A separate paper regarding the implementation and design issues for mobile 
AR (Gadre et al., 2018) further details the the componets of an AR (not to be confused with 
Mixed Reality) system: “A typical augmented reality based system that employs a mobile device 
has three main components(...) a trigger object, a mobile device and an augmented piece of 
information.”. This information isn’t just strictily limited to images as it can also be “sound, 
taste, and touch” (Yu et al., n.d.) but the current mobile augmented reality technologies are only 
able to apply it by augmenting the phone’s camera feed with virtual objects as well as the 
soundscape surrounding the user as is the example of applications such as Zombies, Run! Which 
is further detailed on a following subsection.  
When introducing a method of estimating a camera pose for an Augmented Reality-based 
mobile game, Bang, Lee, Kim, & Lee, (2017) detail the two main methods of augmented 
reality: marker-based and markerless. “Marker-based AR applications use predefined markers, 
Three-dimensional reference coordinates can be easily and accurately computed from 2D markers.” 
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but the main disadvantage seems to be the fact that marker-based camera tracking only really 
works when the marker is being viewed by the camera. Offering an alternative to this, of course, 
are the markerless methods that use natural features such as “planes, edges, or corners”. The 
methods described are the Simultaneous localization and mapping (SLAM), “a markerless AR 
method, has been studied to estimate a camera pose and build a 3D point cloud” and Parallel 
tracking and mapping (PTAM) that “[separates] the SLAM procedure to tracking and mapping 
tasks” but ultimately require using “an object where its size is known in order to provide scale in-
formation, and it is performed in a small workspace”. In summary, the SLAM markerless method 
is the most dynamic and easier to adapt at the cost of it having a higher need in terms of 
computational resources while the PTAM are more light on that area but require an object of 
reference. 
Frank Baum, (1901) writes on a short story:  “...I give you the Character Marker. It 
consists of this pair of spectacles. While you wear them every one you meet will be marked upon 
the forehead with a letter indicating his or her character.”. This passage is known as the first 
conceptualization of Augmented Reality. It wouldn’t be until over 60 years later, though, when 
Sutherland (1968), would implement the first Head-Mounted Display (which is somewhat 
replicated in current room-scale installations of current consumer-grade Virtual Reality 
technologies such as the HTC Vive).  
From then up to 1994, likely due to technical limitations at the time, Augmented Reality 
was a technology confined to both experimental applications (mostly advanced by NASA, 
aeronautical companies such as Boeing and the military) but with the implementation of a 
computer-generated representation of the 1st and Ten lines during NFL in 1998, AR began 
finding its way into the mainstream. A couple years later Hirokazu Kato (Kato, 1999) 
prototypes a “collaboration between a user wearing see-through head mounted displays(HMD) 
and those on more traditional desktop interfaces” (Figure 2). This prototype consisted on a 
head-mounted display with a camera that upon detection of specific markers, would either show 
the camera feed of other user’s cameras or define a draw area of a “virtual shared board”. The 
Figure 1 - Ivan Sutherland's head-mounted three-dimensional display 
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software used for marker detection would later be released and is now known as the open-
source library called ARToolkit which facilitated the act of overlaying digital objects into the 
live camera feed as well as defining what would be the base of modern marker-based AR. 
 As app-oriented smartphones replace the common voice and text communication oriented 
mobile-phones in the late 2000’s, the already commonly-featured video camera instantly 
provides Augmented Reality with the ideal platform for wide consumer distribution but 
companies like Google and Microsoft already think a step ahead with the Google Glass and the 
Mixed Reality Hololens HMDs respectively, both still in development to this day. 
2.2 AR for Tourism and Outdoor Exploration 
One of the earliest application of AR for tourism purposes dates back to 1999 when 
Hollerer, Feiner, & Pavlik, (1999) from Columbia University’s Department of Science 
prototype “an experimental wearable augmented reality system that enables users to experience 
hypermedia presentations that are integrated with the actual outdoor locations to which they 
are are relevant”. The system consisted of a headset and a pen-based-hand-held computer To 
test this system, they “used these facilities to create several situated documentaries that tell the 
stories of events that took place on our campus”. 
Althought the concept of using a virtual tour as a complement to visits to infrastructures, 
such as museums, wasn’t exactly new, it was the smartphone appearance that breathed new life 
into it as the visitors themselves brought both the hardware and software required to do those 
kind of tours.  
archAR (Wiley & Schulze, 2015) is an application that uses a marker-based approach to 
represent a 3D model of an archeological dig site in Levantine with various plotted points 
scattered throughout it, each one representing a place where an artifact was found. Upon 
selecting one of the points, the user would be presented with an information card with metadata 
regarding the artifact in question.  
In the area of catering, an interesting implementation of AR is made by Cassar & Inguanez 
(2018). In an effort to captivate customers and offer an innovative take on restaurant menus, 
through the use of photogrammetry, it was possible to create 3D models of the various dishes 
available in the restaurant. These textured models would in turn be stored on a server and would 
be displayed with the AR application. After surveying users of this technology with agest from 
11 to over 60 years, the general consensus was that “it offered a morerealistic view of the menu 
and helped explore new items.”. Interviewing the owner of the restaurant where the tests took 
place, the main advantages pointed out were the reduction in work load (since the clients 
themselves inputted the order), easier identification of the client’s table, the reduction in printed 
material and the fact that it didn’t entirely replace the pre-existing order process. 
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In the mobile platform, one of the most common implementations of Augmented Reality 
for tourism is the one found on the Explore Westminster Hall 1application where multiple 
markers are spread throughout the physical location and the usage of the application allows the 
user to trigger various events with the application itself either to present an information card or 
to trigger a passive/interactive scene within it. 
2.3 Location-Based Applications 
The Global Positioning System had its origin in 1973 as a 24 sattelite system that was 
made to improve the navigational systems of the United State’s Department of Defense and 
civilian use was only allowed by 1980. Essentially, through the calculation of the distance 
between the receiver and at least 3 sattelites through the delay between the 
transmission/receiving of the signals sent by each one, it is possible to triangulate the 
geographical position of the receiver. It is estimated that there are about 31 functional GPS 
sattelites by today.2 
Smartphones in current times, as it happens with the cameras, are factory built with these 
GPS receivers. The function of these receivers is the same as in the other devices but the 
wireless connection capabilities along with the cellphone towers that the phone is connected to, 
help provide a much more accurate set of coordinates3 
Although there are currently dozens of location-based applications among the about 4 
million applications present in Google Play and App Store application stores, the first 
                                                     
1 https://play.google.com/store/apps/details?id=com.redfrog.hop 
2 https://www8.garmin.com/aboutGPS/ 
3 https://electronics.howstuffworks.com/gps-phone2.htm 
Figure 2 - Kato's Head-Mounted Display using the now commonly-used black and 
white markers 
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applications to make use of these location services came were the factory-default, platform-
specific map applications such as the Apple Maps for the IOS platform and Google Maps for the 
Android platform. Developers since then have explored a multitude of usages of this feature that 
go beyond simple cartography and orientation. 
In an effort to help new students of the University of Nayarit find their way through the 
campus, Iriarte-Solis, González-Villegas, Fuentes-Covarrubias, & Fuentes-Covarrubias, (2016) 
developed a mobile guide with Location-Based Augmented Reality features. The guide provides 
basic information about the various buildings and murals that compose the campus as well an 
option to impose 3D markers upon the camera feed according to the user’s geo-location (as seen 
in Figure 3). The murals also serve as markers to trigger the appearance of 3D animations. 
 
ArcheoApp (Holzinger, Lehner, Fassold, & Holzinger, n.d.) was an IOS application that 
made use of a map and the phone’s GPS coordinates as a platform for edutainment with the 
users engaging on a semi-virtual scavenger hunt where they would have to go to a location 
(marked a point of interest in the map, as seen in Figure 4) and find clues as to where was the 
next one, learning facts and trivia about the locations along the way. 
Figure 3 - The University of Nayarit's mobile guide 
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In the same theme, Pirker, Gütl, Weiner, Garcia-Barrios, & Tomintz (2015) detail a 
Location-based Mobile Application Creator (LMAC) which was an online framework that was 
used to create various education-oriented location-aware applications. The goal of this 
implementation was to provide a demonstration of the LMAC framework as something that is 
easily adaptable for any subject matter teachers would want to approach. Overall, this 
framework operates by assigning a unique id to a scavenger hunt activity that is defined by a 
series of POIs, each one able to contain a text or a video that is shown before presenting the 
directions for the next POI. 
QONQR is a strategy MMORPG where 3 factions fight for control of the planet. Each 
player chooses one of the factions and has to help conquering and defending parts of the map 
for said faction by playing minigames and leveling up.4 
2.4 Location-based Augmented Reality Applications 
Eventually, both technologies would begin being used together as developers saw a 
practicality in using location services to help set and orient the virtual environment and its 
objects, associating them to geographical coordinates to then be rendered in augmented reality 
according to the device’s location. 
 Zombies, Run! (seen in Figure 5) is one of the earliest successes of this combination: an 
exergame (videogame that serves as a form of exercise) where the player can set a course on the 
map that serves as a supply run to improve and support their virtual base and community. 
                                                     
4 https://play.google.com/store/apps/details?id=com.qonqr.android.blue&hl=en_US 
Figure 4 - The two modes of ArcheoApp 
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During the gameplay, the player will pick up the supplies by simply reaching the point of 
interest and at certain points, will have to increase their pace when zombies are heard getting 
closer to them.5 
 
The most notorious example, however, is Pokemon GO. Developed by Niantic and initially 
released in 2016, it was met with enourmous success, making it a cultural phenomenon with 
millions of people physically exploring the streets, searching for and capturing virtual creatures 
called Pokemon. The game’s main UI consists of a map of exsisting roads and paths but when a 
Pokemon is found, a minigame starts with the camera feed and imposing a 3D model of the 
Pokemon where the player must throw a Pokeball to capture it 6 (as seen in figure 6). This game 
shares simmilatrities with a previous Location-based AR game from the same development 
company called Ingress.  
                                                     
5 https://play.google.com/store/apps/details?id=com.sixtostart.zombiesrunclient&hl=en 
6 https://www.pokemongo.com/en-us/ 
Figure 6 - Screenshots of the game Pokemon GO 
Figure 5 - Screenshot of the Zombies, Run! Location-based game 
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The widespread success of PokemonGO also gave investigators an insight into the 
consequences of the mass adoption of a location-based application, some praising the social 
gaming aspects (Tateno, Skokauskas, Kato, Teo, & Guerrero, 2016) as well as the influence on 
physical activity (Althoff, White, & Horvitz, 2016). But unfortunately not all influences were 
benefitial as some noted a rise on accidents related to the usage of the game7 as well as the 
usage of an in-game lure mechanic to effectively lure players into dangerous areas8. 
On a more related area we have GökovAR (Demir & Karaarslan, 2018), an application 
developed for the purpose of introducing “important centers, touristic places, restaurants, 
hotels and sightseeing places to domestic and foreign tourists”. This application is made using 
Android Studio for the basis of the application, the OpenCV library for the AR elements and 
PostGresSQL for the database contacting the POI coordinates. As with other similar 
applications, this one first sends the GPS information and an image stream to a central server 
which in turn fetches the available locations for the given coordinates from the database and the 
visible augmenting objects (seen in Figure 7). The locations and the objects are then returned to 
the user’s device, displaying the information on the screen. 
 Garay-Cortes & Uribe-Quevedo (2016), with the intention of providing “engaging 
interactions and information about historic landmarks within the Mil. Nueva Granada 
University.”, developed an application that serves mostly as a guide for new students. The 
Augmented Reality portion of the application consists of several landmarks throughout the 
campus that serve as triggers for minigames included in the application itself with the location 
services only used for a dynamic map. 
                                                     
7 https://www.washingtonpost.com/news/the-switch/wp/2016/07/08/pokemon-gos-unexpected-side-effect-injuries/ 
8 https://www.theguardian.com/technology/2016/jul/10/pokemon-go-armed-robbers-dead-body 
Figure 7 - Screenshot of a prototype version of the GökovAR application. The icons's 
positions on the UI are associated to the geolocation of the infrastructures they represent. 
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2.5 Mobile Augmented Reality Interfaces and Interaction 
With the visual part of augmented reality being a crucial element, even in non visual AR 
experiences that make use of sound (as the application itself needs to be set up and configured 
regardless), for exemple, it is mandatory to provide the user with a solidly built and appropriate 
interface. 
2.5.1  Basics and Best Practices 
As we focus is on the mobile platform, there is an entirely unique set of limitations 
presenting itself. Mealy, (n.d.) details a few important points to take into consideration when 
making interfaces for MAR:  
 The only available physical buttons are used for the sound volume and therefore 
the touchscreen UI must provide the interaction. 
 The user will be holding the device at a certain distance in front of their eyes while 
angling the arm or head to view the augmented environment on the screen and 
therefore the application must be designed to be as less taxing and discomfortable 
as possible. 
 When using augmented camera feeds, it is possible to go beyond the classic fixed 
2D interfaces and embed them on the 3D space (which now is a common practice 
for these types of interfaces). Placing the interface in the augmented space also 
removes the need for nested/expandable screens commonly used in the fixed 2D 
UIs 
 Regarding text, it is preferable to use relatively simple fonts and make sure that 
they are large enough at at least 1m of distance to the object in order to provide a 
comfortable read for the user 
Beyond these hints, there is not much in terms of common practices for AR UIs as it is a 
relatively newly established area.  
2.5.2 Further methodologies for Mobile AR interaction 
As Park, An, & Woo (2015) detail, “With  the  advent  of  the  smart  devices,  touch  
screens  have   become   the   dominant   user   interface   technology   for   manipulating virtual 
objects(...) However, this limits interaction mostly to manipulations of 2D  content – rather than 
3D information embedded into the real world.”.  
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On their attempt of finding an effective way to improve the MAR interaction, they 
developed an installation that makes use of light projected from a flexible lamp down into a 
hemispherical surface that is in turn recorded with normal and IR cameras. By moving the light 
on top of the hemisphere space, users were able to provide input towards AR applications. 
Although this has proven itself as a less expensive alternative to dedicated motion-tracking 
gloves and a more immersive way to interact, it ultimately wasn’t deemed “suited for general 
purposes”. 
The majority of other options, when it came to the user’s interaction with the AR 
applications, were based around using the tracking of the (free) hand in front of the camera of 
the device. Kim, Widjojo, & Hwang (2015) detail a method of tracking a bare hand throughout 
the usage of a hierarchical series of layers of “buttons” (as shwown on Figure 8). When the 
user’s hand is detected with a specific “pointing” gesture, the corresponding “buttons” of the 
image are selected and subdivided and the selected area is shaped with each layer until the 
“solution” (the point corresponding to the tip of the index finger) is found.  
2.6 Software Development 
This following section seeks to recollect existing location-based mobile AR applications 
and make a comparison between them. Firstly, the main development softwares will be 
compared and following that, a collection of known Augmented Reality and Map 
charting/location service plugins for each one. It is important to note that the main softwares 
were selected by their multiplatform nature as in the ability to deploy to more than just a 
specific platform 
 
Figure 8 - Visual conceptualization of the button-layer system. 
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2.6.1 Engine 
According to a sales analysis made by the data analysis company Counterpoint9  The two 
leading mobile platforms are Samsung followed by Apple which in turn means that the Android 
platform is leading the market with the Apple-exclusive IOS in second place. 
  Regarding the available Integrated Development Environments (IDEs) for this platform, 
there are many choices available from the base development platforms (Android Studio (based 
of the Android SDK) and XCode for Android and IOS respectively) to other third-party 
alternatives that feature cross-platform deployment and therefore allow developers do not have 
to develop the application from scratch if they want their application to be distributed for more 
than one operating system. It is to note that, unlike Android applications, all IOS applications, in 
order to be deployed, need to be built using the Mac-OS-exclusive XCode IDE therefore making 
a Mac machine, mandatory for IOS development which may be a factor as to why the Google 
Play store (the Android application store) possesses around 100 thousand more applications, 
according to the numbers gathered by a statistics portal 10 . 
Although platforms like the Microsoft-owned Xamarin are relatively popular for cross-
platform app development, game-centered engines such as Unity (Figure 9) and the Unreal 
Engine have proven themselves as a solid alternative even for “serious” apps. 
John Haas relays that the Unity Engine was initially developed by Nicholas Francis, 
Joachim Ante and David Helgason as a Mac OS game engine that they wanted to serve as “the 
definitive tool for 3D on the web” (Haas, 2014). The relatively open license and the release of a 
medium profile game running on it, made for good word-of-mouth which resulted on an 
increase in popularity of the engine with later versions being built for Microsoft Windows (as 
game developers saw themselves having to purchase a Mac computer to use the engine). 
Around 2008, the smartphone industry takes off and what was now Unity Technologies, 
releases a standalone IPhone version of Unity effectively making it the go-to tool for mobile 
game development. To this day, Unity is able to deploy to over 14 different platforms and 
although it is now distributed in 3 different tiers (with the free version being limited to 
individuals or companies with less than $100K of revenue per year), it didn’t stop it from being 
one of the most popularly used engines by independent developers and small companies. 
                                                     
9 https://www.counterpointresearch.com/global-smartphone-market-declines-first-time-cy-2018/ 
10https://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/ 
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In terms of functionality, the Unity Engine currently works with the C# and Javascript 
languages but its Game Object approach allows the creation of exportable Prefabs that can 
contain many things from simple UI templates to full-on game levels with pre-programmed 
values that can be freely distributed and even sold in the Asset Store. This feature allows users 
with no strong background in programming to simply download the Prefab and import it to their 
project with little configuration needed. 
 
 Writing for IGN, an international gaming-focused journalism website, former design 
director of Epic Games, Bleszinski, Cliff (2010) details the history of the Unreal Engine 11. He 
states that the concept for it was born from Tim Sweeney’s shareware game ZZT (1991) for 
which he made available a simplified, custom language, among other features, in order to 
facilitate modifications. Looking up to the successes of similar approaches like Doom with id 
Tech 1 and Duke Nukem 3D with the BUILD, what was then Epic, began working on a First 
Person Shooter named Unreal. With Unreal finding success and being a technical achievement 
on itself, big studios began moving their titles to the Unreal Engine, making it an extremely 
popular engine, used by many big development companies.  
At this time, the Unreal Engine has seen at least 3 iterations before the latest one being 
distributed for free with a royalty model for commercial use which, along with the 
implementation of the blueprint system as an alternative to C++ coding, made it the strongest 
direct competitor to the Unity Engine. 
According to a comparative analysis Weber, Wilkins, Schmidt, & Zwecker, (2015), “no 
engine was remarkably better than the other one” but in relation to the mobile platform it 
concludes that “despite our initial prediction that Unreal Engine would be the winner, Unity 
turned out to be the better choice currently for mobile game development.”.  
                                                     
11 https://www.ign.com/articles/2010/02/23/history-of-the-unreal-engine?page=1 
Figure 9 - Screenshot of the unity Editor. Prefabs can be created by simply dragging 
the scene's GameObjects into the file explorer. 
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2.6.2 Augmented Reality Plugins 
 In order to facilitate the integration of Augmented Reality features on an app without 
requiring the development team to posess expertise in the fields of computer vision and machine 
learning, third party plugins can be used to simplify the process and some are prepared to be 
specifically used with certain tools such as Vuforia with Unity Although there have been many 
AR plugins with compatibility with Unity. only a handful have persisted throughout the years. 
Dimou, (2018), upon making a surface comparison between ARToolkit, kudan, MaxStAR, 
WikiTude and Vuforia evaluating the community support, image tracking stability and SLAM 
tracking capabilities, concludes that [His development team’s] choice though is very clear. We 
use Vuforia when we can have an image target and MaxSt when we don’t. Regarding pricing, 
however, currently both Vuforia and MaxStAR require a paid usage license which is chosen 
according to the profits of the development company which in turn can make the plugins less 
desirable for individuals and/or hobbyists. A comparison between the mentioned plugins may be 
found on Table 1. 
 
 
 
 
Table 1 – Comparison chart between the different plugins available for AR development12 
 
 AR Types 3D Obj. Tracking GPS Mobile Platform Deployment 
ARToolkit Marker-based No No Android/IOS 
kudan13 Markerless (SLAM) Yes Yes Android/IOS 
MaxStAR14 Markerless (SLAM) Yes No Android/IOS 
WikiTude15 Markerless (SLAM) Yes Yes Android/IOS 
Vuforia16 Marker Based+Markerless 
(Ground Plane, SLAM) 
Yes Yes Android/IOS 
 
 
 
                                                     
12 http://socialcompare.com/en/comparison/augmented-reality-sdks 
13 https://www.kudan.eu/kudanslam/ 
14 http://maxst.com/#/en/arsdk 
15 https://www.wikitude.com/ 
16 https://www.vuforia.com/ 
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2.6.3 Location services and cartography 
As the GPS is a basic feature of smartphones, even the basic development tools for mobile 
possess dedicated libraries/plugins that allow developers to implement location-based features. 
By using the Unity Engine, in case a map representation is needed, Unity’s Asset Store presents 
several available packages among which are: Online Maps, Easy Tile Maps, Map-ity and 
MapNav , all presenting the basic functionality but differing on both the monetization, features 
and map provider support (as seen in Table 2). 
 
Table 2: Comparison between four map plugins available in the Unity Asset Store  
  
Regarding the Unreal Engine, however, a search on the Marketplace revealed two GPS 
applications: Location Toolkit and GeoLocation. Both these plugins only deal with basic 
location services and do not directly support any map services (as seen in Table 3).   
 
 Table 3: Comparison between the two found map plugins available in the Unreal 
Engine Marketplace 
 
 
 
 
 
 
 
 Supported Mobile 
Platforms 
Number of Suported 
Map Providers 
Supports 
offline maps 
Monetization 
Online Maps Android/IOS 16 Yes Paid License 
Easy Tile Maps Android/IOS 9 Yes Paid License 
Map-ity Not listed 1 Not apparent Paid License 
MapNav Android/IOS 7 Not apparent Paid License 
 Supported Mobile 
Platforms 
Number of Suported 
Map Providers 
Supports 
offline maps 
Monetization 
Location 
Toolkit 
Android/IOS Only provides 
location 
No Paid License 
GeoLocation Android/IOS Only provides 
location 
No Paid License 
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2.7 Summary 
After researching the various examples and technologies found around this theme, it is safe 
to say that Location-based Augmented Reality is closer than ever before to become a wide 
mainstream adoption if it isn’t already with applications such as Pokemon GO. As expected, the 
AR elements of these applications are the main feature, with the location services providing an 
immersion boost by placing the objects of interest on their accurate real-world positions. It was 
also noted that the vast majority of these applications were implemented as tourism/cultural 
guides, providing directions and indicating various infrastructures that would be of insterst to 
the user. 
 Development-wise, the majority of the applications found made use of the combination 
between Unity3D and the Vuforia plugin and possessed a central server with a database where 
the coordinates and models were stored (these last ones likely due to the impact on the digital 
storage size of the application). The existence of various tools and alternatives to each type 
shows that although AR isn’t as much of a novelty as it was about 2-3 years ago, it doesn’t 
mean that it is far from stopping to be a promising area and that overall, there is still space to 
innovate with a Location-based AR application. 
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3. Location-Based AR App for 
Outdoor Exploration 
In this dissertation, it is proposed the creation of a mobile application to explore several 
concepts. This application involves the usage of both Augmented Reality and Location Services 
(GPS). It features a map of a certain area containing various geolocated points of interest. Each 
point of interest features some kind of interaction with the Augmented Reality elements with the 
intention of providing information to the user.  
3.1 Case-Study: Peneda-Gerês National Park 
The main purpose of this application is for it to not only be directly used by the visitors of 
Mezio in the Peneda-Gerês National Park mostly as a tourist guide, providing information about 
the several key points of interest throughout it as well as general knowledge regarind its fauna 
and flora. 
 There is also an interest on metrics as to gather usage information regarding visits and 
iteneraries to be used as a means to have an insight into what their visitors are most interested in 
and the paths they choose to see/experience it. It is intended to be installed in various tablet 
devices throughout the park that would in turn be requisitioned by the visitors. Possibilities 
regarding the applications of AR range from its use in marked images (such as icons in physical 
signposts) to landscape recognition (trails, mountain lines, etc) need to be properly evaluated to 
consider the load on the devices. 
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3.2 Analisys and Specification 
Initially, the overall structure of this application was open to a volume of variations. These, 
however, had to take into account the limited time they took to be developed. The main aspects 
that were truly defined were the usage of geolocation-based, reality augmenting objects that 
should serve as points of interest to relay information and/or interactive activities for the users.  
3.2.1 Requirements 
Currently, the estimated requirements for the application are as follows: 
 The application is to be distributed throughout institution-owned tablet devices. These 
devices will have to feature at least one camera, a gyroscopic sensor (to accuratly 
detect any rotation movement applied to it) and must also obey the minimum 
requirements to be able to process real-time computer vision operations at a high 
enough framerate. A person or a group of people may requisition this device and use 
the pre-installed application, within the confinement of the park. Upon ending the visit, 
users will have to return the device to the infrastructure or staff. 
 Allow the exploration of the park’s fauna and flora through the usage of AR. It is 
hoped that this feature proves as an engaging way to further captivate users as well as 
prove as an effective way to transmit information. Augmented Reality features may 
even facilitate orientation by providing additional points of reference. 
 The experiences are to be triggered with or without markers. There is no set 
methodology for the approach that is going to be taken with the AR functionalities of 
this application but there is a preference for markerless AR in order to provide a more 
dynamic experience. Within the theme of this dissertation, the markerless approach 
should be taken along with the usage of location services. 
 The application must support the gathering of usage data for the park’s organization. 
Beyond basic usability metrics such as the time spent on each screen and buttons 
pushed, there is also a need to monitor the device’s geographic location throughout the 
park. This information should provide the organization with valuable data regarind 
used trails, most frequented spots and so on. 
 The main technologies to be implemented are the Unity Engine with the Vuforia plugin 
for the augmented reality features. The engine has been chosen by it’s portability and 
pre-existing experience with it. Currently, Vuforia is integrated on the base installation 
of Unity (2018.3.6f1) as the default plugin for AR/XR features. Vuforia also allows for 
relatively easily implementable AR features, both marker-based and markerless. 
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3.2.2 Architecture 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keeping in mind previous distinctions made to the engines and available plugins, as well 
as the pre-existing familiarity to the Unity Engine from the development team, it was decided to 
opt for the Unity Engine for the development of the application. 
Regarding the setup itself (refer to Figure 10), the application will be distributed 
throughout a series of tablets which the users should be able to requisition to explore the park 
and its facilities, making use of the embeded camera to trigger the Augmented Reality features 
and collect information on certain points of interest. Upon finishing their visit, the users should 
return the tablets and the usage information should be collected and stored in a central server 
within the park’s main facilities so it could posteriourly be evaluated by the organization. 
 
 
 
 
 
 
Figure 10 - Diagram of the target structure for the installation 
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3.2.3 Proposed Features 
In order to further captivate and motivate the users (who will most likely be familiar with 
Location-based AR through Pokemon GO), it is proposed the usage of similar gamification 
elements. These elements should consist on the addition of a narrative further unifying the 
elements of the application with both eachother and the user experience. Being an informative 
application focused on the fauna and flora of the park, these last two should play a part on the 
experience, teaching the users about various details and curiosities of elements from both of 
them and then testing the aquired knowledge on a quiz minigame. With this in mind, the users 
should have to select a representation of these elements, a character, that should guide them 
throughout their visit. This character should be featured on various aspects of the application 
Being an outdoor exploration application, this prototype should be centered around a map 
of the area in question from where the users should be able to orient themselves as well as 
transition to and from the Augmented Reality scene. The approach to the overall structure of the 
application should be modular, each main element having a screen assigned to it, each screen 
serving a single main purpose while providing clean and stable transitions to and from it. 
Interface-wise, the interactions should be made through on-screen buttons. However, the 
amount and size of these buttons should have to balance visibility and intuitiveness with a 
minimization of the occupied screen space. 
Figure 11 - Wireframe of the Map screen 
   25 
Regarding which map to use, as this application is to be used on foot, it has to reference 
not only roads but also buildings and pathways/walkable areas. Being an application dedicated 
to a single, defined and relatively reduced area, using a single image instead of implementing 
the commonly used tile system should yield the same results with a much simpler approach. 
Additional elements to this map should be the markers representing the user and selected 
character as well as the various POIs. The UI (shown along with the map in Figure 11) should 
consist of the map itself which the user could control by panning around and zooming in or out. 
Should they want to switch to the AR view, a dedicated button should be always available on 
the screen. 
 
The AR screen (represented by the wireframe in Figure 12) should be the most feature-
heavy screen. In it, the users should see a feed of the camera and the augmenting objects (the 
chosen character and the representations of the points of interest). Said tridimensional objects 
should be positioned on the scene on a geographically accurate way in a defined scale. The 
minigame should also occur on this augmented space, likely associated with the selected 
character’s representative object. Interface-wise, this screen is where most of the information is 
transmitted to the user. To do that, there may be a need to represent text and other graphic 
media.  
 
Figure 12 - Wireframe of the AR screen 
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As the user should be roaming the park with mostly this device in hand, there could also be 
the option to save a screenshot of the AR scene with or without the augmenting elements. These 
images should be saved on the device’s memory and could be sent to the user through email 
correspondence or printed on a service provided by the organization. 
 
 
3.2.4 Narrative study 
The overall gamified experience should consist on the acquisition of clues scattered around 
the augmented world in order to be able to correctly answer the final quiz. 
In the beginning of the experience, users would requisition the tablets from the 
organization and activate the application. On the main menu of the application, they should be 
able to select one of three characters (belonging to the fauna of the Park): a wolf, a deer and an 
eagle and transition to an into screen where the instructions on how to use the application 
should be shown. 
After pressing the continue button on the introduction screen, the users should transisition 
to the Map screen as the usage tracker begins logging their actions. Here, beyond the map itself, 
they should see a marker on the center of the screen indicating their relative position and 
orientation along with other markers for the clue locations and finally, the selected character 
which moves by itself along the map. Initially, the positions of both the markers and the 
selected character were to be hidden from the user and have them be trackable throughout the 
usage of an audio-cue-based proximity sensor. However, further deliberation towards the 
desired user experience has changed this aspect as it should easily prove frustrating for users 
especially regarding the moving character. 
Upon approaching a marker, the device should warn the user about the proximity through a 
vibration and/or visual effect. With that warning, the user should be able to choose wether or 
not they would switch to the AR mode. 
Should the user have approached a clue location and switched to the AR mode, they would 
be greeted by the feed of the device’s camera embedded with the virtual environment where the 
tridimentional representative objects should be placed. Using the device, they should have to 
look around the environment, looking for the clue object (which should vary according to the 
chosen character, for example: the eagle’s clues should be signaled by feathers on the ground). 
After locating the object, they should touch the screen on its position and the information 
regarding the character should be presented either by audio, video or text. Should the user want 
to rewatch the clue, they should be able to add it to a virtual inventory that would accompany 
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them throughout their visit. After acquiring the information, the users can choose to return to the 
map screen. 
 
With the selected character navigating through the map, users are able to participate on 
their quiz at any moment, even if they haven’t gathered all the clues. The quiz, like the clues, is 
activated on the AR mode and by interacting with the representation of the character. Should the 
user not answer correctly a certain amount of questions, they fail the quiz and the character 
escapes to a distant point on the map. If they manage to answer all the questions, they “win” the 
game component and may either restart the experience with a different character or turn in the 
device.  
 
3.3 Implementation 
The developed prototype features the base mechanics of the overall experience. As 
intended, it features Location-Based Augmented reality to expose information regarding the 
character in question. The Wolf was made as this prototype’s available character as it is an 
animal that is featured on the Biological Park. 
 
 
Figure 13 - Main screen of the application with the character selection screen. For this 
prototype, only the Wolf character was available. 
 28 
As shown on Figure 13, the user begins by pressing the button with the wolf icon with will 
trigger a transition to an intro screen where slowly fading text will explain the main purpose of 
the application to the user. When all the text has faded in and the user is finished reading, they 
may touch the screen, changing to the map. 
On the map, they will be able to track their position as well as the selected character’s and 
the Clues. With the selected character being the wolf and the trail being represented by its 
pawprints, the objective of the experience is to capture it by preparing in ambush and answering 
its questions with information gathered by searching for clues. It is up to the user if they want to 
explore all the available points of interest in order to gather all the information or simply go 
straight towards the wolf in order to try to answer to their quiz. 
3.3.1 Development Environment 
The application was developed using the Unity Engine (Figure 14). Its workflow is 
centered around the manipulation of virtual entities named GameObjects through both the 
software’s Inspector interface and the usage of scripts that run C# code. 
 
 
 
 
 
 
Figure 14 - Interface of the Unity project of this application 
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The MonoBehaviour-derived C# scripts are created within Unity’s interface and, on this 
case, were edited with Microsoft Visual Studio (Figure 15), an IDE that allows editing C# code 
among other languages. The Inspector interface is key to Unity development as it is there where 
GameObject modifying occurs through the addition, edition and removal of Components occurs, 
each one modifying the GameObject in some way. Each GameObject possesses at least one 
Component: a Transform that positions, orients and scales it within the virtual space. The C# 
scripts are added as components to GameObjects and its properties can be exposed to be 
modifiable directly on the Inspector. Being MonoBehaviour-derived, the scripts may use 3 base 
Unity-related functions: Awake, Start and Update.  
 The code inside the Awake function runs at the very startup of the application and 
is normally used to define constants, import resources, etc.  
 The code inside the Start function runs whenever the script is activated meaning 
that if it won’t run if the script Component is not activated or if the GameObject 
containing this script as a Component is not activated either. Start always runs 
after Awake. 
 The code inside Update runs during each frame and as the name indicates, it is 
mostly used for all code that requires constant verification or change (ex, counting 
the time, checking if a certain condition is currently true). 
Figure 15 - Interface of the Visual Studio project containing all the scripts of this 
application 
 30 
These are by far not the only functions provided by the MonoBehaviour class but they are 
the core of all Unity scripts. Another noteworthy feature available in Unity is the Coroutines. 
Coroutines allow code to run in parallel to the main cycle without obstructing the main 
execution thread. This is useful for operations that involve linear interpolation such as color 
fades and movements. 
Image/Graphic editing was done using Paint.Net (Figure 16), a free image creation/editing 
tool. This allowed not only to make any needed changes to UI elements but also served to edit 
the map. 
Additional text editing (such as JSON text files) was done using Visual Studio as well as a 
website (jsoneditoronline.org) that facilitates the creation and updating of JSON-type data 
Figure 17 - Interface of jsoneditoronline.org 
Figure 16 – Interface of Paint.Net when being used to crop the map of the 
used area 
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throughout the switching back and forth between the raw, JSON-formatted text and a visual 
editor that interprets and edits it (as seen in Figure 17). 
3.3.2 Base structure of the application 
The base structure of the application was designed to be as simple and modular as possible, 
being able to support multiple screens on the same Scene (what could be considered a level in 
Unity’s game applications).  
This “Screen module” approach (represented in Figure 18) allowed to create a solid and 
easy to understand method of dealing the various available screens of this application while 
keeping track of the objects belonging to each respective scene. 
To this effect, a ScreenBase class was created. It defines 3 properties, namely an ID for 
itself, a list of all GameObjects that belong to it and any existing localizable strings (text) as 
well as two transition functions: Open (receives the ID of the previous screen and activates all 
of the belonging GameObjects) and Close (receives the ID of the next screen and deactivates all 
the belonging GameObjects). Each derivation of the ScreenBase class inherits all these 
properties and functions and is able to override the latter (such as having code run before the 
executing the base Close function).  
 
Figure 18-Diagram representing the base class of each screen and its derivations 
Figure 19-Diagram of the screens and the possible transitions between them 
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For this application, four screens were created: the Menu screen (where the user selects the 
character), the Intro screen (where the user learns the basics about the application), the Map 
screen (where the user navigates and localize themselves) and the AR screen (where the user 
interacts with additional reality augmenting aspects of the application, most specifically, the 3D 
virtual space embuted into the camera feed).  
 
To oversee other aspects of the application beyond the screens, various managing scripts 
were created. The GlobalManager oversees the general functionality of the application as well 
as the other sub-managers. One of such sub-managers is the ScreenManager. The 
ScreenManager, as the name suggests, handles all that is screen-related such as the collection of 
available screen ID’s, the currently active screen as well the transition between screens 
(represented in Figure 19). To perform a transition from a screen to another, the transition 
function receives the ID of the next screen, executes all the operations within the Close function 
of the current screen and then the ones on the Open function of the next screen, defining it as 
the current one in the process. A QuizManager is associated to the selected character, providing 
the functionality of the implemented quiz minigame associated with it. Once activated, it 
handles all the transitions between questions, evaluates the answers and returns the results. 
Other noteworthy scripts include the ARCharacterGame which serves for the core functionality 
of the gamification elements present on this application, tracking all the information related to 
the selected character.  
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3.3.3 Map 
As the previously evaluated GPS and Map plugins proved functional but overcomplicated 
for the desired purpose of this prototype and took a heavy toll on the device’s resources and as 
the map was supposed to be of a relatively small area and wouldn’t make use of various zoom 
levels, it was decided to create a map plugin of our own. The result was functionally satisfactory 
and allowed for a much lighter application overall as instead of multiple medium-resolution tiles 
that would have to be constantly loaded and assembled, this only made use of a single high-
resolution image that was be loaded once when starting the application. Another notable 
difference was the framerate at which the application functions as the fact that it isn’t so 
resource-heavy allows for a 2x higher, 60fps, framerate without serious battery drain which in 
turn allows for a much smoother and responsive control.  
  
The map screen (shown in Figure 20) exhibits the roads/pathways and buildings (a feature 
of the Google Maps service) as well as markers for both the User and the selected Character as 
well as the Trail locations. This can be considered the main screen of the application as this is 
how the user is going to navigate the world augmented by this application between navigating to 
clue locations and tailing the selected character.  
 
Figure 20 - Screenshot of the Map screen 
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As the base map from Google Maps heavily features various informative markers for infra-
structures that cluttered the screen, especially at a higher zoom level such as the one required 
here, and seemingly didn’t allow the removal of markers from the Google Maps UI itself, there 
was a need to use the “My Maps” tool (that allows to create custom Google Maps integration 
scripts for external websites) to create a custom map without those added elements. The result 
(shown on the right side of Figure 21) was extracted from the preview of that map via 
screenshot. 
With this, to use the obtained image as a map, there was still a need to make an association 
between the limits of the image and the geographical coordinates they represent. For this effect, 
the points that anchor this image are the bottom-left (corresponding to the minimum Latitude 
and Longitude represented) and the top-right (corresponding to the maximum Latitude and 
Longitude represented). The obtained values were: 
  
 Bottom-Left: (41,177007, -8,598651) 
 Top-Right: (41,179723, -8,593529)  
Figure 21 - Comparison between the default Google Maps-provided map (left) and the custom 
map (right) 
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In Unity, the cropped image was placed on the UI space as an (UI)Image-type 
GameObject, associated with the default Unity camera (as the Vuforia-provided camera 
includes a watermark). 
  
In order to posteriorly place the additional map elements, an invisible object, “Marker 
Holder” (represented in Figure 22), was placed on the bottom left corner of the map 
(corresponding to the castesian point (0,0)). With the map and marker holder placed, what was 
now left was to find a way to translate the marker coordinates into the respective coordinates 
within the map. 
Figure 22 - Representation of the in-Unity map coordinate system 
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Considering that the latitude and longitude geocoordinates operate on a spherical surface 
(as shown in the comparison on Figure 24), they typically are required to be converted to 
Cartesian coordinates via a series of mathematical operations that take into accound the radius 
of the Earth to accurately perform the translation (shown on Figure 25).  
 
 
However, considering that the space covered in the map is relatively small, there was no 
need to go beyond a simple relation between the distance among the minimum and maximum 
latitudes and longitudes and the dimensions of the Map Image. With that, it was now possible to 
place objects (markers) on the map according to their (relative) geolocation. 
 
 
 
 
Figure 24 - Formula to convert Geographical coordinates to Cartesian (constant 
values are according to WGS-84)  
Values: Φ – latitude, λ – longitude, h – height, a – Earth’s equatorial radius (~6,358.1370 
km), b – Earth’s polar radius (~6356.7523 km) 
Figure 23 - Comparison between a surface defined by 4 Geocoordinates and a normal 
Cartesian quadrangular surface 
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As between markers and nodes there are are at least three different usages of geo-located 
objects, derivation (a common approach to object-oriented programming) was used to tend to 
these necessities (represented by the diagram on Figure 23). To this effect, a base class 
“Location” was created, containing only one identification string (“id”) and two double-type 
numbers (“latitude” and “longitude”). From this base class, two were created (keeping the base 
classes’s 3 main components): Node and Marker. 
The Node class was used to create waypoints for the character’s navigation and therefore 
didn’t need a visual representation (although it was supported for debugging purposes). This 
class made use of a list of connections (each connection simply being the id of the related node) 
and its visual representations for both the map (nodeMarker) and the AR scene (nodeObject). 
The Marker class was used to represent the clue locations as well as the user and character 
markers. Like with the Node class, they possess a representation on both the map and the AR 
scene though the approach used slightly differs on both. The representation of the Markers on 
the map screen is supposed to support interactivity, alternating between unselected/selected 
images (used on this case to represent Clue locations that were already visited) as well as the 
information that the Clue locations yielded. 
In the spirit of creating a modular, easily adaptable application, both the nodes and the 
markers are imported from an editable external text file in the JSON format. With this approach, 
it is possible to edit and create the list of available markers without having to create a whole 
new build for each change.   
Figure 25-The Location base class and its derivations and usages 
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It is also important to note that the structure of the coordinates was changed from two 
floating point (float) numbers to two double precision (double) numbers as the former didn’t 
allow for the required precision to handle said coordinates. This meant that it wasn’t possible to 
input the entire latitude/longitude values, leading to great imprecisions on the placement of the 
Location-derived objects on the map. 
3.3.4 Augmented Reality scene 
As intended, the application makes use of the Vuforia AR plugin albeit on a more basic 
implementation. The initial idea was to make usage of the new Ground Plane Detection feature 
available on this plugin but as it required Android OS above 6.0, Inertial measurement unit with 
Gyroscope Sensors as well as Selective Image Stabilization, it wasn’t compatible with the 
available tablet (SM-T819). With this limitation, the Ground Plane had to be improvised 
through the use of a static invisible horizontal plane at a set height to simulate the ground. 
 
In order to keep dimensions and distances uniform and as accurate as possible, a scale was 
set for the 3D space of 1 Unit = 1m. Regarding the representations of the selected character and 
trails were positioned on the aforementioned invisible, flat plane according to their geolocation. 
This, along with the tablet’s gyroscopic sensor, made it possible to control the rotation of the 
AR camera, allowing the user to look around on the augmented scene.  
Figure 26 - The clue object being displayed in the AR mode 
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3.3.5 Gamification 
With all the base elements of the experience set up, what was left was the main experience 
that ties all these functionalities together. To that effect, elements of gamification were used. 
 
Due to practical and logistical reasons the experience of this prototype revolves around the 
exploration of the geographical area of a parking lot in FEUP (represented in Figure 27) and not 
the Biological Park itself. Initially, the whole campus was considered for the experience but 
after some deliberation, it was decided that a much smaller area was much more adequate for 
the effect of testing this prototype.  
 
The objective is to capture a wolf that is roaming around the area. To do that, the user has 
to correctly answer to a 3 question quiz presented by it with the answers to the questions being 
provided by the 3 clues scattered around the area (the clue locations are indicated on the map). 
The user starts at any given position (depending on their geograpghical location) and is able to 
visit the clue locations in any order. It is also possible to go directly in pursuit of the wolf at the 
risk of getting one of the questions wrong and the wolf running away, forcing the user to go 
after it. Upon approaching the clue location or the wolf, a button appears on the map UI to 
switch to the AR view. 
Figure 27 - The initial map for the experience. The area that was used in the final 
version of the prototype is highlighted with the rectangle. 
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On the AR screen (shown in figure 28), first a pop-up message appears, instructing the user 
to hold the device perpendicular to the ground. This calibrates the AR camera during its 
activation, forcing the device to be on the correct position orientation. When this happens, a 
button appears to proceed to the AR scene. If the user switched to this mode in proximity to a 
clue location, the clue object is relocated to the front of the camera as a means to mitigate any 
possible frustration from not being able to find it. If the wolf is in proximity, instead of the user 
having to look around and touch on it to trigger its approximation to begin the quiz, it was also 
decided that it should automatically move to a point in front of the camera and begin said quiz 
automatically. 
 
 
Interface-wise, in case the user still had any difficulty tracking the position of the 
wolf/trails in the simulated world, additional highlight buttons were implemented. When 
pressing them, if the object was within the screen, a white circle closed on the position, if not, 
an icon with an arrow would appear in the edge of the screen, pointing in its direction. Should 
the user require additional help in understanding the interface, a help popup was also 
implemented on this screen and, like with the Map screen, it is activated by a grey question 
mark. 
Figure 28 - Screenshot of the quiz being shown in the AR mode. The wolf is behind the 
quiz's 3D interface. 
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3.3.6 Usage Tracking 
In order to facilitate the gathering of data during the experinces, a simple log system was 
implemented. The main function saved a time-stamped string on a list while a derivation on it 
records and time-stamps coordinates every 3 seconds, allowing to see the path taken by the 
users during the experience.  
Beyond the coordinates, these logs were used to record button presses and screen 
transitions. Each log list was assigned to a unique session ID generated at the start of the 
application and whenever the experience was done and the users handed over the tablet, an 
invisible button on the top-right corner of the ending screen was pressed in order to export the 
log to a text file (its contents shown in Figure 29). It was intended that the log was to be 
automatically be exported upon the closing of the application but likely due to a bug on a Unity 
function, the log wasn’t being created on those conditions.  
 
 
Figure 29 - An example of an exported usage log. 
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4. Evaluation 
To evaluate the feasibility and practical value of the prototype, a user study was conducted 
on a specified area of Universidade do Porto’s Faculty of Engineering (FEUP). 13 users tested 
the application and provided both their opinion on it as well as additional input regarding their 
past experiences with Augmented Reality. The user’s input was recorded by self-generating logs 
and questionnaires. 
4.1 Instruments 
During each experiment, there were 2 questionnaires that the users were asked to fill. The 
first regarded basic demographic information and the second dealt with the usability of the 
application as well as any previous experiences with both AR applications and Location-based 
AR applications. Both questionnaires were developed and applied using the Google Forms 
platform due to its ease of data treatment. Microsoft Excel was used to process the gathered data 
and create the charts. 
4.2 Methodology 
First, the users were asked to fill an initial short form (see section 6.1 on the Annex) on a 
laptop where they detailed their gender, age and current education level. With the form filled, 
they were accompanied to the area the experience took place in and briefed throughout the 
usage of the application. When they reached the end of the experience (they manage to correctly 
answer to the wolf’s 3 questions), the usage logs were manually saved and the users headed 
Figure 30 - Screenshot of one of the questionnaires made in Google Forms 
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back to the laptop to fill out the second form (shown in Figure 30 and present in section 6.2 of 
the Annex). 
 
All the form results were saved on Google Drive and the usage logs were saved in the 
testing tablet, each log saved into a separate text file properly identified with a unique number 
equivalent to the form ID. To treat and interpret these results, they were exported to a Microsoft 
Excel sheet where the pre-implemented functions helped to determine averages, medians, 
quartiles and standard deviations as well as the creation of charts. 
4.3 Demography of the participants 
The testing sample was composed by students and interns from FEUP that verbally agreed 
to partake on the experience.  
 
The majority of the participants were male (Figure 31) and the ages averaged 26 years old 
with standard deviation of 6.99. The most prominent education level (Figure 32) was the 
master’s degree as most of the participants were Ph. D students working on their projects on 
FEUP’s IT Department. 
 
 
Figure 31-Chart of the gender of the participants 
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4.4 Application Usage 
From the data that was logged with the usage tracking feature, it was possible to register 
information regarding the duration, explored POIs (Clue locations) as well as the number of 
attempts made at the quiz. With all the log messages being time-stamped, it was also possible to 
determine whether or not the users intended to get the clues befor trying to answer the quiz. 
The average duration of the experience for all users was of 515 seconds (8 minutes and 35 
seconds) with standard deviation of 137 seconds (2 minutes and 17 seconds). One of the reasons 
for this deviation may be related to the way the wolf was implemented:  
As the nodes that the wolf randomly defined as targets of its movement were placed solely 
in the extremities of the test area (as seen in Figure 33) and the wolf’s movement speed was 
high, the users were motivated to wait in the middle section for the wolf to come instead of 
giving it chase. This, along with the quiz loss mechanic that would “respawned” the wolf on a 
random node meant that the time it took to “catch” it could not be consistent.  
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Figure 32-Chart of the education level of the participants 
Figure 33 - The possible pathways of the wolf among the test area (represented by the 
red lines) between the nodes (represented by black dots). 
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Regarding the exploration aspect of the application, all users explored at least 2 of the 3 
clue locations. 9 users explored the 3 while 4 left one of the clues out during the experiment. 
The average number of attempts required for the users to get the 3 quiz questions right in a 
row was 2,3 with standard deviation of 1,04 with most of the users having failed the quiz at 
least once. With this in mind, it was also registered what the users decided to pursue first to 
determine if there was some correlation between the users that decided to try the quiz first with 
the users who needed the most attempts. 9 of the users went for the clues first while only the 
remaining 4 decided to try the quiz first. However, it was noted that in a few occasions, the 
users still failed the quiz after getting the 3 clues. 
4.4.1 Usability 
The usability of the application was measured according to the System Usability Scale 
model (Brooke, John, 1996) which is known as a relatively quick and reliable way to measure 
the usability of a software. This model consists on a set of ten questions with a range of five 
answers from “Strongly Disagree” to “Strongly Agree”. Adapted to the context of this 
application, the questions were as follows: 
 
1. I would use this application outside of this experiment 
2. The UI was too convoluted 
3. The application was overall simple to use 
4. I required technical assistance to use this application 
5. I believe the various functions of this application are well integrated 
6. I belive that there are plenty of inconsistencies on this application 
7. I believe that other won’t have difficulties in using this application 
8. I believed that the application on the tablet was impractical 
9. I am confident when using this application 
10. I had to learn a few things before being able to use this application 
 
Following the procedure, the scores for each user are first converted by the following 
criteria: 
 
 Odd-Numbered questions have their score reduced by 1 
 Pair-Numbered questions have their score subtracted to 5 
 
After the conversion, the sum of the scores for each user is multiplied by 2.5 thus 
providing the System Usability Score.  
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With the 13 participants, the calculated SUS average was of about 66.9 which positions 
this application slightly below the average score of 68 in terms of usability.  
From the annotations made along with the experience, there were two recurring 
observations: 
 When the users got near a marker and a flashing button to transition to the AR 
scene appeared accompanied with a vibration on the tablet, the users were prone 
to press the wolf/clue markers themselves instead of the actual button. 
 The navigation within the AR environment still proved challenging as the users 
attempted to move around when looking for clues despite only being able to 
control the orientation of the camera. 
 
4.4.2 Efficiency of the AR Application 
Given this application’s objective of transmitting information to the user, in order to get a 
better idea of the overall usefulness of the application in doing so, an additional set of three 
sentences was made for them to evaluate: 
1. I managed to obtain knowledge through the usage of AR mechanics 
2. The AR mechanics facilitated the obtaining of knowledge 
3. With this being an AR application for outdoor exploration, it was effective with 
the integration of AR mechanics 
To answer these three questions, like with the SUS questionnaire, the users were able to 
rate the affirmations with a score ranging from 1 (Completely Disagree) to 5 (Completely 
Agree). The results may be observed in the Table 4. 
 
Table 4 - Interpreted data from the answers to sentences 1 to 3 
 
 
 
Sentence Average Standard 
Deviation 
Median 1st 
Quartile 
2nd 
Quartile 
Q1-I obtained knowledge throughout the 
usage of AR mechanics 
4.2 0.93 4 4 5 
Q2-The AR mechanics facilitated the 
aquisition of knowledge 
4 0.82 4 3 5 
Q3-This application efficiently integrated 
AR mechanics 
4.15 0.8 4 3.5 5 
   47 
 
 
For the first statement (Figure 34), the evaluations averaged to 4,2 with standard deviation 
of 0.93 meaning that the users overall believed that that the AR mechanics contributed to their 
acquisition of knowledge. 
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Figure 34 - Column graph displaying the responses to the statement "I obtained 
knowledge throughout the usage of AR mechanics" 
Figure 35 - Column graph displaying the responses to the statement "The AR 
mechanics facilitated the aquisition of knowledge" 
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For the second statement (Figure 35), the evaluations averaged to 4 with standard deviation 
of 0.82. meaning that the users generally agreed that the AR mechanics facilitate the learning 
process. 
 
For the third statement (Figure 36), the answers averaged to 4,15 with standard deviation 
of 0.8 which meant that there was a general consensus on the application having efficiently 
integrated these mechanics. 
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Figure 36 - Column graph displaying the responses to the statement "This application 
efficiently integrated AR mechanics" 
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4.4.3 Previous Experience 
Regarding knowledge of what Augmented Reality was (Figure 37), only one of the 
participants stated that they did not have any previous experience with those applications while 
the rest of the sample stated otherwise and managed to define the term on a following written 
text question. 
As expected, the same values were obtained for the following question (Figure 38) with the 
same person claiming they did not use any sort of Augmented Reality application while the 
remaining users all confirmed that they had some sort of contact with the technology. 
The section evaluates the users’s views on Augmented Reality in general, starting with two 
statement evaluations with answers ranging from 1 (Completely Disagree) to 5(Completely 
Agree). The results for each sentence are present in Table 5. 
 
Figure 37-Chart representation of the amount of answers to the question:"Do you 
know what AR applications are?" 
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Figure 38 - Chart representation of the amount of answers to the question:"Have you 
used an AR app before?" 
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Table 5 - Interpreted data from the answers to sentences 4 to 9 
 
Sentence Average Standard 
Deviation 
Median 1st 
Quartile 
2nd 
Quartile 
Q4-I have a preference for an AR application in 
contrast to a "simple" one 
3,15 0.899 3 3 4 
Q5-AR applications are a captivating way to transmit 
information 
4.46 0.66 5 4 5 
Q6-Location-based AR applications are an efficient 
way to transmit information  
4.54 0.66 5 4 5 
Q7-AR experiences are inherently improved with the 
usage of location-based mechanics 
3.92 1.12 4 3 5 
Q8-A Location-based AR application can be useful for 
outdoor exploration 
4.6 0.65 5 4 5 
Q9-A location-based AR application can be more 
useful than a "simple" exploration application 
4.46 0.78 5 4 5 
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Figure 39-Column graph displaying the results of the evaluation of the statement "I 
obtained knowledge throughout the usage of AR mechanics" 
   51 
The result for the question “I have a preference for an AR application in contrast to a 
"simple" one” (Figure 39) garnered an average answer of 3,15 with standard deviation of 0.899 
meaning that the users had a bigger preference for AR applications. 
With an average answer of 4,5 with standard deviation of 0.67, users were also agreeing 
overall that AR applications were an interesting and captivating way to learn (Figure 40). 
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Figure 41-Chart representation of the amount of answers to the question:"Have you 
used an AR app before?" 
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Figure 40 - Column graph displaying the results of the evaluation of the statement "AR 
applications are a captivating way to transmit information" 
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The final section of the form questioned users about their previous experience and views of 
Location-based AR applications. Like with the previous section, the first two items questioned 
whether or not the users have had any experience with said applications to which 9 answered 
Yes while 4 answered No (Figure 41). 
 
With 9 of the users mentioning it, Pokemon GO was the most used application, followed 
by Ingress with 2 mentions and 3 Other applications getting one mention (Figure 42). It may be 
relevant to note that the sole user that previously stated to have no previous AR experience, 
identified Pokemon GO as a previously used application. 
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Figure 42-Chart representing the mentions each application had. Users were able 
to select more than one. 
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Regarding the views on Location-based AR (Figure 43), with an average of 4.5 and 
standard deviation of 0.66, as with “normal” AR applications, users generally agreed that 
Location-based AR applications were an efficient way to transmit information. 
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Figure 43 - Column graph displaying the results of the evaluation of the statement 
"Location-based AR applications are an efficient way to transmit information" 
Figure 44 - Column graph displaying the results of the evaluation of the statement " 
AR experiences are inherently improved with the usage of location-based mechanics" 
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Users were also generally agreeing that the usage of locations services in AR experiences 
(Figure 44) was inherently benefitial: the average answer was 3.9 with standard deviation of 
1.12. 
There was an almost overwhelming agreement among the users that outdoor exploration 
benefited of the usage of location-based AR applications (Figure 45). The average answer was 
of 4.6 with standard deviation of 0.65. 
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Figure 45 - Column graph displaying the results of the evaluation of the statement "A 
Location-based AR application can be useful for outdoor exploration" 
Figure 46 - Column graph displaying the results of the evaluation of the statement " A 
location-based AR application can be more useful than a "simple" exploration application" 
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The statement affirming the superiority of a location-based AR outdoor exploration 
application in comparison to a “simple” one (Figure 46) was generally agreed upon with the 
answers averaging to 4.46 with standard deviation of 0.78. 
4.5 Discussion 
Although the sample was relatively small-sized, as the main purpose of the test was assess 
the overall functionality of the application, it was possible to obtain satisfactory results that met 
expectations. 
The users pointed to some specific usability issues such as less intuitive elements of the 
interface and the AR experience. For the aspect of the users having to wait some time for the 
wolf a possible correction could have been to simply including additional nodes, especially in 
the middle section which would allow the possibility of the wolf turning back around mid-way 
instead of having the user wait for it to travel the whole width of the area and then come back 
around. As for the interface itself, user input may certainly prove crucial for future 
improvements. 
The testing process itself would have benefited of a more rigorous explanation of the base 
principles of the application as well as means of accompanying the users that didn’t show as 
intrusive to the testing experience, letting users fully explore the application and tooltips. 
With the sample being mostly composed by students of the IT area, it was understandable 
that the majority would be familiar with Augmented Reality and its concept. Pokemon GO still 
seems to be the reference for Location-based AR applications, and may even be a reference for 
AR applications alone but as one of the responses demonstrates, the application also may 
transcend its genre by being more reckognizable than it by the more mainstream audiences. 
Further inquiries on previous experiences with AR would be essential to obtain a solid 
conclusion on this matter. 
Regardless, the general consensus appears to be that although their experience with 
location-based AR applications isn’t the most diverse and don’t really believe that AR 
mechanics are an inherent improvement in comparison to “normal” non-AR apps, they belive 
that it is a genre that shows potential in regards to providing effective and engaging ways to 
learn and may be an especially useful tool for outdoor exploration. 
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5. Conclusion 
For this dissertation, there was first a brief analysis made of the related areas and progress 
made on them beforehand. This allowed to verify that: 
 
 The area of augmented reality is one that presents large potential for the 
exploration of new ideas but, at the same time, still finds itself slightly restrained 
by technical limitations of the mobile device’s hardware.  
 Despite the success of Pokemon GO, Location-based AR applications as a sub-
genre may still not be popularly known among the more mainstream users despite 
the numerous implementations. 
The main contribution to the area, however, was the the prototype of the location-based, 
Augmented Reality application. With the purpose of providing information guiding the 
exploration of a defined outdoor test area in FEUP, this application succeeded in providing said 
information to the users. 
Analisys of the obtained results from both the testing and companion inquiries showed that 
there is still an interest in applications such as these that may go beyond it’s novelty factor into 
an actual inherent benefit to outdoor exploration applications that could become standard in 
similar software solutions 
The application itself at this stage is still at an early stage of development, still open for 
additional features beyond the few that were planned and the testing process would have 
benefited of a more focused approach. Regardless, it is believed that this investigation shed 
some light on what users know and expect of such an application. 
 
 
 
 
 
 
 
.  
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5.1 Future Work 
There are various improvements to be made both on the application itself and the testing 
method. Beyond the inclusion of more content on the application with said content being more 
related to the Biological Park in question (as in more companion characters, more diverse 
locations and AR interactions), there are adjustments to be made in the experience and interface, 
the users’s input for this prototype proving critical on what to focus on next when improving 
and re-analyzing the overall functionality of a new version of this application.  
For the testing process, there is also space for a deeper evaluation of the user experience, 
not only by amplifying the size of the sample but also by inquiring about more specific aspects 
of the application (such as the ease in locating the augmenting elements on the AR screen). 
Regarding the theme of Location-based AR applications for outdoor exploration, there is 
also space for additional exploration of technologies that weren’t available for this prototype 
such as the Ground Plane detection and 3D scanning as well as the implementation of 
additional, more advanced positioning and rendering techniques that improve the immersion of 
the augmented reality. 
Beyond the development of applications for natural preservation/tourism institutions, 
additional investigations could explore the impact of implementations such as Pokemon GO and 
the recently released Harry Potter: Wizards Unite actually have in the mainstream media’s 
adoption of Location-based AR applications. 
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6. Annex 
This section contatins additional elements mentioned or pertinent of being featured on this 
investigation. 
6.1 Demographic Questionnaire 
 Gender: 
o Male 
o Female 
o Non-binary 
 Age: 
o (Open numerical answer) 
 Current Education Level: 
o Mid-School 
o Highschool 
o Bachelor’s degree 
o Master’s degree 
o Ph. D 
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6.2 Usability of the application and previous experiences with AR 
 
 “I would use this application outside of this experiment” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “The UI was too convoluted” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “The application was overall simple to use” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 
 “I required technical assistance to use this application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I believe the various functions of this application are well integrated” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I belive that there are plenty of inconsistencies on this application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I believe that other won’t have difficulties in using this application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I believed that the application on the tablet was impractical” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I am confident when using this application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “I had to learn a few things before being able to use this application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 
 “I have managed to obtain knowledge through the usage of AR mechanics” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “AR mechanics facilitated the acquisition of knowledge” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “This application efficiently integrated AR mechanics”  
o 1 (Completely Disagree) to 5(Completely Agree) 
 
 Do you know what AR applications are? 
o Yes 
o No 
 If you answered “Yes” to the previous question, please describe AR 
o (Open Answer) 
 “I have a preference for an AR application in contrast to a "simple" one” 
o 1 (Completely Disagree) to 5(Completely Agree)  
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 “I have a preference for an AR application in contrast to a "simple" one” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 “AR applications are a captivating way to transmit information” 
o 1 (Completely Disagree) to 5(Completely Agree) 
 
 Have you used location-based AR applications before? 
o Yes 
o No 
 If you answered “Yes” to the previous question, please indicate which did you use 
o Pokemon GO 
o Ingress 
o Zombies Run 
o Other... 
 “Location-based AR applications are an efficient way to transmit information” 
o 1 (Completely Disagree) to 5(Completely Agree)  
 “AR experiences are inherently improved with the usage of location-based mechanics” 
o 1 (Completely Disagree) to 5(Completely Agree)  
 “A Location-based AR application can be useful for outdoor exploration” 
o 1 (Completely Disagree) to 5(Completely Agree)  
 “A location-based AR application can be more useful than a "simple" exploration 
application” 
o 1 (Completely Disagree) to 5(Completely Agree) 
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