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ABSTRACT Standard implementations of density functional theory (DFT) describe
well stronglyboundmolecules andsolidsbut fail todescribe long-rangevanderWaals
attractions.We propose here first-principles-based augmentation to DFT that leads to
the proper long-range 1/R6 attraction of the London dispersion while leading to low
gradients (small forces) at normal valence distances so that it preserves the accurate
geometries and thermochemistry of standard DFT methods. The DFT-low gradient
(DFT-lg) formula differs from previous DFT-D methods by using a purely attractive
dispersion correction while not affecting valence bond distances. We demonstrate
here that the DFT-lg model leads to good descriptions for graphite, benzene,
naphthalene, and anthracene crystals, using just three parameters fitted to reproduce
the full potential curves of high-level ab initio quantummechanics [CCSD(T)]on gas-
phase benzene dimers. The additional computational costs for this DFT-lg formalism
are negligible.
SECTION Molecular Structure, Quantum Chemistry, General Theory
L ondon dispersive interactions
1 (van der Waals attrac-
tion) play an essential role in biological systems, mole-
cular electronics, energetic materials, and molecular
crystals. Current implementations of density functional theory2
(DFT) describe well the intramolecular geometries and en-
ergies for such systems but fail to treat London dispersive
interactions3 important in intermolecular interactions. A simple
example is that graphite at the PBE level of DFT4 predicts an
infinite interlayer separation. Similar demonstrations have
been published for systems ranging from weakly bound
complexes5 to π-stacking of DNA pairs.6
For finite molecules, ab initio quantummechanics (QM) at
the CCSD(T) (coupled cluster singles and doubles plus pertur-
bative triples) level takes into account the simultaneous single
excitations of electronpairs ondifferent centers at theheart of
London dispersion, leading to an accurate treatment of dis-
persion for molecular complexes such as benzene dimers.7
However, the CCSD(T) method scales as N7, making it im-
practical for calculations on crystals or biological macromo-
lecules such as proteins and DNA.
Wepropose here a simple first-principles-based augmenta-
tion to DFT that
• leads to a proper 1/R6 London dispersion interaction at
sufficiently long distances that themolecular orbitals do
not overlap
• maintains small forces (lowgradients) at short distances
so that it does not affect valence geometries and
cohesive energies of covalent molecules, which are
already described well with widely used DFT methods
• introduces only a single set of parameters for each
pairwise interaction type (C-C, C-H, and H-H), all de-
rived fromhighly accurate CCSD(T)ab initio calculations
on model complexes and then used to correct the
interactions of large molecular complexes and crystals
We adopt the DFT-low gradient (DFT-lg) model of eq 1
EDFT-lg ¼ EDFTþDlg






Here, Clg,ij is the parameter measuring the strength of the
missing dispersive interaction between atoms i and j sepa-
rated by rij. To determine the scale at which this dispersion
form is appropriate, we take R0ij as the typical equilibrium
vdWdistance between atoms i and j. Here, we adopt the vdW
radii from the UFF force field8 since it is defined for all atoms
up through Lr (element 103). The scaling parameter blg= 1 is
fixed here but could be adjusted if a system requires shifting
the location of the maximum gradient (this might occur
because the vdW radii of many elements remain uncertain).
The Dlg dispersion function is purely attractive (increasing
monotonically with distance) but becomes constant at dis-
tancesmuch shorter than the standard vdWradii; therefore, it
should not affect valence geometries or energies.We consider
this to be an advantage over previously suggested forms9-13
in which the correction force is attractive at the largest R but
repulsive at smallerR (seeFigure1andFigure S1of Supporting
Information [SI]), which we consider nonphysical. Thus
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DFT-lg is distinctly different frompreviousDFT-Dmethods9-13
that use a multiplier as a damping function. Since DFT-lg
leads to small forces for intramolecular distances, it should
have little effect on the cohesive energies (thermochemistry)
used in defining the parameters of current DFT methods. It
would affect the energies ofmolecular complexes used in the
M06 and X3LYP flavors of DFT but not others. Thus, the lg
correction does not require a modification in the standard
DFT parameters.
In this work, we show that the DFT-lgmodel with just three
parameters (namely, Clg,ij, where ij= C-C, C-H, and H-H)
corrects the PBE14 or B3LYP15 levels of DFT to reproduce the
full potential curves of high-level ab initio quantummechanics
[CCSD(T)] for the benzene dimers. Moreover, the parameters
obtained from the benzene dimers lead to good structures
and energies for graphite, benzene, naphthalene, and anthra-
cene crystals without refitting. This transferability validates
the DFT-lg model for describing London dispersion of mole-
cules and solids.
Various strategies have been suggested for overcoming the
dispersion problem in DFT:
(1) Gobeyond the conventionalDFTKohn-Shamformula2
to includeexcitations to thevirtual orbitals by solving the
time-dependent DFT (TD-DFT) equation16 or by refor-
mulating the DFT Hamiltonian (e.g., XYG317).
(2) Use the conventional DFT framework, but modify the
exchange-correlation functionals (Exc) to account for
the long-range correlation description implicitly. The
hope is that the new functional would improve the
overall performance, including the vdW description.
Examples of this approach are M06 and X3LYP.18
(3) Incorporate a dispersion term explicitly through ad
hoc augmentation. One can accomplish this by solv-
ing a modified Hamiltonian quantummechanically19
or by adding an empirical classical term evaluated
separately.9-13
The DFT-lg method belongs to category (3) but is first-
principles-based since all the parameters are determined
fromhigh-level QM. DFT-lg involves negligible extra computa-
tional cost, making it practical for all systems being treated at
the PBE or B3LYP levels of DFT.
Becke and Johnson (BJ)18c built a somewhat similar damp-
ing strategy into their exact-exchange-based energy func-
tional. The BJ approach is essentially different from the ad
hoc DFT-D methods (category 3 described above and includ-
ing DFT-lg) that provide a correction to the final energy from
DFT. Instead, BJ calculates dispersion parameters (C6-C10 etc.)
from the position-dependent dipole moment of the ex-
change hole, which is nonempirical but rather expensive.
The additional term, the effective vdW distance, R0ij, in the
denominator of the BJ form is a function of C6-C10 para-
meters plus two atom-independent empirical parameters
determined by least-squares fitting to vdW calibration data.
On the other hand, we use a standard set of equilibrium vdW
distances taken from UFF. We also add a scaling parameter
blg to provide further flexibility, but we have not needed this
flexibility yet. Thus, DFT-lg does not modify the DFT func-
tional as BJ does.
The benzene dimer is the simplest prototype system for
studying aromatic π-π interactions. Benzene dimers have
several important configurations, T-shaped (T), sandwich (S),
and parallel-displaced (PD) configurations (see inserts of
Figure 2). High-level ab initio CCSD(T)calculations7,20 were
carried out using an aug-cc-pVQZ* basis set with counter-
poise (CP) corrections. These calculations show that the T
and PD configurations have a comparable binding energy of
∼2.9 kcal/mol, but the S configuration is less stable by∼30%
(Figure 2 and S2, SI).
We calculated the binding energies of benzene dimers for
all three configurations using DFT PBE with a 6-311G**þþ
basis set and finegrids.21 Comparing thePBEand theCCSD(T)
results shows that PBE finds no binding for the S and PD
structures (Figure 2) andaccounts for only 42%of the binding
energy for the T structure, leading to the equilibrium distance
being too long by 0.3 Å (6%).
Despite the poor description of benzene dimers with PBE,
PBE-lg reproduceswell the full CCSD(T) potential curves for all
three configurations over the wide range of separations in
Figure 2. This good agreement demonstrates that the DFT-lg
formalism is adequate for describing London dispersion since
these benzene configurations exhibit distinct binding char-
acteristics, including dispersive and electrostatic interactions.
With only three Clg dispersion parameters, C-C, H-H, and
C-H (Table S2, SI), we fit the dispersion corrections for all
three configurations as a function of distance. This suggests
that these dispersion parameters may be applicable to other
conformations found in crystal packing or dynamics. To
optimize parameters, we used Computational Materials De-
sign Facility (CMDF) software13,22 that implements full para-
meter gradients. Thus, we consider that DFT-lg provides an
extension of the accuracy of CCSD(T) to the practical descrip-
tion of the dynamics of large interacting vdW complexes.
We use the same procedure to obtain three B3LYP-lg
parameters that correct the B3LYP level of DFT (Table S2 of SI).
The B3LYP-lg model also reproduces the CCSD(T) results
Figure 1. Dispersion correction (Edisp) developed in this work
(denoted as lg) for interactions of two carbon atoms compared
with othermethods (WY1,9WY2,9EHFSK,11 andOBS12). The same
C-C equilibriumbond distanceR0=3.851Å and Clg=586.8 kcal/
mol Å6 are used for all curves. Edisp= -Clg/r
6 without damping is
also plotted.
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well for all three configurations (Figure S3, SI), despite the
B3LYP description of the benzene dimers being even worse
than PBE. Similarly, one could define HF-lg parameters to go
from simple Hartree-Fock to full dispersion correction (see
the application to inert gas dimers in the SI).
Graphite crystals provide an excellent benchmark system
for validating the DFT-lg dispersion model for solids since
London dispersion is responsible for the binding between
graphene layers, determining the interlayer separation (c/2).
Using all-electron projected augmented wave (PAW) poten-
tials, Ooi et al.4 showed that PBE failed completely to describe
interlayer bonding in graphite, leading to infinite separation
and no binding. Recent PBE calculations4 with ultrasoft (US)
pseudopotentials by Mounet et al. led to an extremely weak
attraction (presumably due to the US pseudopotential) with
an optimal c of graphite of 8.49 Å, which is 1.8 Å or 27% lar-
ger than the experimental c = 6.6721 Å (extrapolated to
0 K).23,24 They obtained a PBE interlayer binding energy4 of
0.06 kcal/mol, only 1/17 of the experimental values (ranging
from 0.8 to 1.2 kcal/mol28-30).
We carried out energyminimizations on2 2 2 graphite
supercells using DFT PBE25 with norm-conserving pseudopo-
tentials and a local contracted-Gaussian basis set. These PBE
calculations lead to c=7.14 Å (14% larger than experiment)
and an interlayer binding energy of 0.10 kcal/mol (10%
of experiment). Using the same C-Clg parameter from fitting
to the benzene dimers, PBE-lg leads to c=6.5235 Å, 2.2%
smaller than experiment. PBE-lg predicts a sheet-sheet
elastic constant of C33= 38.21 GPa, 6.1% smaller than ex-
periment, 40.7 GPa at 0 K26 (Table 1). PBE-lg leads to an
interlayer binding energy (BE) of 0.97 kcal/mol, which is
consistent with the three experimental values of 0.81 (
0.23,28 0.99 ( 0.12,29 and 1.20 ( 0.1230 kcal/mol.
Recent quantum Monte Carlo (QMC) calculations for
graphite31 led to c=6.853 Å at 0 K (0.33 Å or 5% larger than
experiment) and BE = 1.38 ( 0.23 kcal/mol (∼20-60%
larger than experiment). Although QMC is not practical to use
sufficiently large supercells to obtain convergence, even for
graphite, our PBE-lg values are consistent with the QMC
results, given the current level of convergence for QMC.
Nonlocal effects were recently incorporated into DFT to
account for dispersion,32 leading to c=7.0 Å (0.5 Å too long)
and BE = 0.76 kcal/mol for graphite.32
At negligible extra computational cost, PBE-lg provides
more accurate results than the current levels of QMC and
nonlocal DFT methods in predicting equilibrium interlayer
separation, interlayer binding energy, and C33 elastic con-
stant of graphite (Table 1). Thus, PBE-lg results could serve
as a benchmark for studying dispersive interactions in
solids.
Figure 2. Binding energy (Eb) of benzene dimers as a function of distance calculated using the pure PBE and the dispersion-corrected
method PBE-lg for (a) T-shaped, (b) sandwich, and (c) parallel-displaced configurations. The Clg parameters in the DFT-lg model (eq 1) are
C-C, 586.8113; H-H, 31.1372; and C-H, 8.6912 kcal/mol 3Å
6 (Table S2, SI).
Table 1. Equilibrium c0 Lattice Parameters, Interlayer Binding Energies (BE), and Elastic Constant C33 of Graphite Calculated by the DFT-lg
Method, Compared with Quantum Monte Carlo (QMC), DFT Calculations, and Experimentsa
c0 (Å) BE (kcal/mol/atom) C33 (GPa)
0 K 0 K þ ZPE 300 K þ ZPE 0 K 300 K þ ZPE 0 K 0 K þ ZPE 300 K þ ZPE
PBE DFT4 8.49 8.5102(27.5%)b 8.5244(27.1%)c 0.06 0.058d 2.4 2.37(-94.2%)e 2.41 (-93.4%)f
nonlocal DFT32 7.0 7.0167(5.2%)b 7.0284(4.8%)c 0.78 0.76d 33 32.59(-19.9%)e 33.20 (-9.0%)f
QMC31 6.8527 6.8690(3.0%)b 6.8805(2.6%)c 1.38 1.34d 36.6 36.15(-11.2%)e 36.83 (0.9%)f
DFT-lg 6.5080 6.5235(-2.2%)b 6.5344(-2.6%)c 1.00 0.97d 38.69 38.21(-6.1%)e 38.93(6.7%)f
experiments 6.6562b 6.672123 6.709024 1.24d 1.20( 0.1230 41.2e 40.7( 1.1 (unpublished) 36.5( 126
1.02d 0.99( 0.1229
0.84d 0.81( 0.2328
a The DREIDING force field27 was used to calculate the corrections of zero-point energy (ZPE) and lattice vibrations (VIB) at 300 K. b ZPE correction:
0.24%. cZPE and VIB corrections: 0.41%. d ZPE and VIB corrections: 3.0%. eZPE correction: 1.2%. fZPE and VIB corrections: 0.6%.
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PBE-lg predicts eclipsed graphite (AA stacking) to be 0.23
kcal/mol less stable than AB stacking (Figure 3), with an
interlayer separation of 3.4606 Å, 6% larger than the AB-
stacking graphite.
Benzene crystal structures are known at temperatures
down to 15 K and at pressures up to 1.1 GPa from X-ray and
neutron scattering spectroscopy (Figure S5, SI). From these
data, we derived an “experimental” zero-temperature equa-
tion of state (EOS) (Figure S6 of SI). PBE overestimates the
volume at 0 K by 35.0%, a direct consequence of the missing
dispersive interactions. At the experimental 0 K geometry,
PBE leads to a pressure of 1.43 GPa (Figure 4).
Using the PBE-lg dispersion parameters for the benzene
dimers, the PBE-lg EOS agrees well with the corrected experi-
mental EOS at 0 K (Figure 4). At ambient pressure, the PBE-lg
volume is 2.8% larger than that from experiment, 13 times
better than the 35.0% expansion predicted by PBE alone
(Table S8, SI). The PBE-lg pressure at the experimental
equilibrium volume is 0.11 GPa, 13 times better than PBE.
This suggests good transferability of molecular cluster results
to molecular crystals.
The experimental heat of sublimation (ΔsubH) for benzene
is 10.612 kcal/mol at 190 K (Table S9 of SI). Correcting for the
specific heat and the zero-point energy27 leads to a value of
11.295 kcal/mol at 0 K. This can be compared to 0.913 kcal/
mol for PBE (92% error) and 6.762 kcal/mol for PBE-lg (S9),
40% error. This may indicate that we need to allow optimiza-
tion of the blg parameter. Thus, the lg dispersion correction
improves significantly both the structure and the binding
energy of the crystal.
To examine the transferability of the benzene-based dis-
persion correction to other molecules, we studied the
naphthalene and anthracene polycyclic aromatic hydrocar-
bon (PAH) crystals. On the basis of the EOS at 298 K and
various pressures (Figures S10 and S11 of SI), we derived a
zero-temperature EOS of the naphthalene crystal to serve as a
reference for validation (Figures S12 and S13 of SI). We cal-
culated pressures at various volumes using PBE and PBE-lg.
For naphthalene, the PBE equilibrium volume is 24.7% too
large,whereas the PBE-lg volume is 3.4% too small, a factor of
7 improvement (Table S8, SI). At the experimental geometry,
PBE leads to a total pressure of 1.24 GPa, compared to-0.31
GPa from PBE-lg. The experimental ΔsubH for naphthalene is
17.208kcal/mol. Correcting for zero-point energy and specific
heat27 leads to 20.095 kcal/mol at 0 K. This can be compared
to the PBE value of 2.043 kcal/mol and the PBE-lg value of
11.335 kcal/mol (Table S9, SI).
For the anthracene crystal, PBE predicts an equilibrium
volume that is 28.6% larger than that of experiment (extra-
polated to 0 K), whereas the PBE-lg value is too small by 2.2%
(Table S8, SI). At the experimental 0K structure, PBE leads to a
pressure of 1.39 GPa, whereas PBE-lg leads to -0.28 GPa
(Table S8, SI). The experimental ΔsubH for anthracene is
23.423kcal/mol. Correcting for zero-point energy and specific
heat27 leads to 27.042 kcal/mol at 0 K. This can be compared
to the PBE value of -0.286 kcal/mol and the PBE-lg value of
12.329 kcal/mol (Table S9, SI).
The calculated binding energies as a function of volume for
benzene (Figure S14, SI) and naphthalene (Figure S15, SI)
crystals confirm the dramatic improvement with DFT-lg.
DFT-lg also leads to good descriptions of the vdW equilib-
rium distances and binding energies for diatomic rare gas
molecules from He-He to Xe-Xe (Figure S16 and Table S17
of SI).
The DFT-lg method should lead to more reliable ab initio
molecular dynamics simulations since the distinct low gradi-
ent feature eliminates artificial repulsive dispersion forces at
smaller distances in most current DFT-D methods. Recently,
Figure 3. Binding energies (Eb) as a function of c lattice para-
meters of graphite crystals with AB and AA stacking at 0 K. The
solid lines represent least-squares fits to the PBE-lg results, while
the dashed lines are for PBE. F=6 is fixed in fitting PBE-lg for AB-
stacking graphite; full optimizationwould lead to F=6.0580. The
fitting function is Eb(c) = A exp[B(c - c0)] þ D/(c/c0)F. The para-
meters for AB,PBE-lg are A= 1.3914, B= -1.5870, c0 = 6.5080,
D= -2.3957, and F= 6.0000; those for AB,PBE are A= 0.2443,
B=-1.8761, c0 = 7.2560, D=-0.3558, and F=9.3446; for AA,
PBE-lg, they are A = 0.5165, B = -1.8394, c0 = 6.9211, D =
-1.2912, and F= 5.0923; the values for AA,PBE are A= 0.0144,
B = -2.2106, c0 = 8.1370, D = -0.0903, and F = 2.8567. The
fitting parameters are also listed in Table S4 (SI). The dot-dash line
represents the fitted lg dispersive interaction for AB-stacking
graphite. The fitting function is Edisp(c) = G/(c/c0)
H, where c0 =
6.5080, G= -1.1091, and H = 4.2790.
Figure 4. EOS of benzene crystal (orthorhombic phase I) calcu-
lated using the PBE and PBE-lg methods, compared with the
corrected experimental EOS at 0 K (dashed line).
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we developed the XYG3 DFT method17 that includes double
excitations to Kohn-Sham virtual orbitals, leading to excel-
lent accuracy for describing the potential surfaces of molec-
ular complexes and reactions, including those dominated by
the vdW dispersion. However, XYG3 is far more costly than
PBE or B3LYP. We propose that the DFT-lg method might
provide a pragmatic strategy to describe dispersion in large-
scale systems followed by single-point XYG3 calculations at
critical points.
SUPPORTING INFORMATION AVAILABLE The full set of
dispersion correction (lg) parameters for PBE and B3LYP are
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