ABSTRACT Considering the limitations of the applications of a Dempster-Shafer evidence theory (DSET) in multiple attributes decision-making (MADM) and the defects of the existing MADM methods with intuitionistic linguistic numbers (ILNs), in this paper, we propose a new MADM approach. First, we provide a method to translate the evaluation values denoted by ILNs into the mass functions (MFs) under the framework of DSET. Second, we calculate the subjective weights of attributes based on the AHP method. Then, we propose a new definition of fuzzy entropy (FE) for ILNs and the objective weights of attributes are calculated by the defined FE. Moreover, we develop a linear objective programming model to obtain the comprehensive weights of attributes based on the obtained subjective and objective weights of attributes. Third, we introduce some procedures to modify the MFs of alternatives on each attribute. On these bases, a new DSET-based MADM approach with ILNs is presented. Furthermore, an application example of hotel selection is used to illustrate the presented approach. At last, some comparative analyses with other MADM methods are conducted to show the feasibility and superiority of the proposed approach.
I. INTRODUCTION
Multiple attributes decision making (MADM) is an act of selecting the most satisfactory one(s) from all available alternatives which are related to multiple attributes. After decades of developments, MADM has become one of the main branches of modern scientific decision-makings and has been used in many fields, such as social networks [20] , [29] , digital supply chain [2] , selection problems [9] , [11] , [14] , [21] , [22] , etc. In MADM, one of the persistent problems is how to accurately express the preferences of decision experts (DEs) for the alternatives under different attributes. To solve this problem, many useful tools had been presented, like fuzzy numbers (FNs) [38] , intuitionistic fuzzy numbers (IFNs) [1] , intuitionistic linguistic numbers (ILNs) [27] , etc. ILNs, as the generalization of IFNs and linguistic terms (LTs), not only allow DEs to use LTs to evaluate the performance of alternatives on attributes, but also reflect the degrees that the attributes' performance belongs to or does not belong to the LTs. ILNs allow DEs to express their subjective preferences for alternatives more clearly in MADM.
Since the ILNs were proposed, many MADM methods based on them had been developed. In [28] , an intuitionistic fuzzy entropy (IFE)-based method was proposed to solve the MADM problems under intuitionistic linguistic environment in which the IFE was used to calculate the weights of attributes. In [37] , an extended TODIM approach based on nonlinear programming was proposed to solve the MADM problems with ILNs. Other studies about MADM methods with ILNs mainly focused on the IL aggregating operators. Liu and Wang [16] proposed the IL power generalized weighted average (ILPGWA) operator and the IL power generalized ordered weighted average (ILPGOWA) operator which considered the relationships of the aggregated arguments, and then established two approaches to MADM problems with ILNs based on these two operators. Ju et al. [13] investigated two novel MADM methods based on IL Maclaurin symmetric mean (ILMSM) operator and the weighted ILMSM (WILMSM) operator. Liu et al. [17] proposed a method based on the IL dependent Bonferroni mean (ILDBM) operator and the IL dependent geometric Bonferroni mean (ILDGBM) operator, and this method could relieve the influence of unfair evaluation values provides by some biased experts.
Although researchers have explored many applications of ILNs in MADM, these existing methods have their own disadvantages: (a) The method in [28] used the IFE to calculate the weights of attributes. But the IFE defined in [28] is unreasonable because it only considered the intuitionistic fuzzy information of ILNs while ignored the effects of LTs. For example, when calculating the fuzzy entropy (FE) of two ILNs s 3 , 0.3, 0.7 and s 4 , 0.3, 0.7 , we get the same FE for them. Thus, the definition of FE for ILNs needs to be improved. (b) In addition, the aggregating operators-based MADM methods [13] , [16] , [17] with ILNs have complicated calculation processes. (c) These operators -based methods cannot get the correct aggregation result when there exists a non-membership of an ILN is zero. So, we need to develop a new method to overcome these drawbacks described above.
For a MADM problem, the key to make effective decisions is to obtain the overall performances of alternatives under all attributes by using appropriate integrating tools. The Dempster-Shafer evidence theory (DSET) proposed by Dempster [7] can realize the function of integration since the combination rule in DSET can be utilized to fuse a group of evidences from different sources. About the combination rules, there are two basic concepts in the DSET: one is the frame of discernment and the other is the MFs (also called basic probability assignments (BPAs)). DEs can not only assign BPAs value to any subset of the identification framework, but also can express uncertain information by assigning a BPA to the entire identification framework. Therefore, DSET has great advantages in expressing uncertain or incomplete information. Hence, many studies had extended DSET to the MADM field. The studies on the application of DSET in MADM mainly focus on the following aspects.
A. THE APPLICATIONS OF EVIDENTIAL REASONING (ER) ALGORITHM IN MADM
Yang and Singh [33] first proposed the ER algorithm for MADM based on the evaluation analysis model and the evidence combination rule of the DSET in 1994. Because of its advantages in integrating conflict information, many further studies of ER algorithm in MADM had been conducted. Utility intervals [35] , fuzzy belief decision matrix [34] , belief rule-based inference methodology [32] were developed to enrich the original ER algorithm. In the last five years, new studies had been made in the applications of ER in MADM. Zhang et al. [39] derived the interval evidential reasoning (IER) algorithm to handle MADM problems under interval uncertainty; Fu et al. [8] used the ER rule to measure the reliability of experts; Liu et al. [15] used the ER algorithm to solve multiple attribute sorting problem;
Zhou et al. [40] generalized the ER rules to solve MADM problems in group decision making; an ER based preference combination approach was applied to establish a MADM model [3] .
B. THE CONSTRUCTION OF MADM METHODS
Many researchers have combined the DSET with other theories and put forward lots of novel MADM methods. In references [24] and [26] , two fuzzy soft set methods in MADM were developed on the basis of DSET. References [24] and [26] used the grey relational analysis (GRA) or ambiguity measure (AM) to calculate the uncertain degrees of attributes and got the suitable mass functions (MFs) of different alternatives with attributes, and then the combination rule of DSET was applied to obtain the overall MFs of alternatives, and finally ranked the alternatives according to their belief measures. In [4] , Chen et al. proposed a novel fuzzy MADM method based on intuitionistic fuzzy numbers (IFNs) and DSET. This method used the ER methodology to get the aggregated intuitionistic fuzzy values (IFVs) of alternatives, which overcame the drawbacks existed in other MADM methods with IFSs. Chen et al. [6] directly regarded the membership degree, non-membership degree and hesitancy degree of IFNs as MFs and fused them by the combination rule in DSET, and then a method for intuitionistic fuzzy group decision-making with preference based on DSET was established. In [5] , Chen and Chiou developed a MADM method based on interval-valued intuitionistic fuzzy sets (IVIFSs) and ER methodology. Recently, Ma et al. [18] proposed a probabilistic linguistic multiple attributes group decisionmaking (PLMAGDM) method based on ER approach. All the above developed methods provided some ways to solve MADM problems and widened the applications of DSET in MADM.
Through the analysis of the above DSET-based MADM methods, we find that these methods have the following limitations: (d) All of them are unable to handle MADM problems with evaluation information denoted by ILNs, which limits the applications of DSET in MADM. ILNs are useful tools to express the evaluation information in MADM. Therefore, it's necessary and meaningful to extend DSET to solve MADM problem with ILNs. (e) Most of them were developed based on the known weights of attributes or experts. However, in actual decision making, the weights of attributes or experts are difficult to get due to the urgency of the decision making and the complexity of the decision environment. Even though the DSET-based MADM method in [6] introduced the models to obtain the weights of attributes and experts, this method is only applicable in intuitionistic fuzzy environment. Thus, more applications of DSET in MADM need to be studied.
Considering the defects of the existing MADM methods with ILNs ((a), (b), (c)) and the limitations of the applications of DSET in MADM ((d), (e)), we need develop a new approach for MADM with ILNs and the weights of attributes are unknown based on the DSET. The main contributions of this paper are summarized as follows: is overcome. The framework of this paper is as follows. Section II reviews some basic concepts of DSET and ILNs. Section III provides a method to convert the decision matrices denoted by ILNs into MFs. Section IV describes the determination of the comprehensive weights of attributes and the fusion procedures of multiple evidences. Section V presents a new approach for MADM with ILNs based on the DSET and describes the application of the proposed approach. Section VI verifies the feasibility and superiority of the proposed approach and conducts a comparison analysis. Section VII describes the conclusion.
II. PRELIMINARIES
In this part, we briefly review some relative concepts of DSET and ILNs.
A. THE DSET
The theory of belief functions, also called DSET, was firstly proposed by Shafer [23] and then perfected by his student Dempster [4] , which is defined as follows:
Definition 1 [4] : Suppose U = {U 1 , U 2 , · · · , U n } is a frame of discernment and its elements are mutually exclusive. The power set of U is represented by [23] : Let m 1 , m 2 be two independent BPAs defined on the same frame of discernment U , then a combined BPA can be derived by Dempster's combination rule which is described as follows:
where K = B∩C=∅ B,C⊆U m 1 (B)m 2 (C) is a normalization constant which called conflict coefficient of two BPAs. Note that the Dempster's combination rule is only applicable to such two BPAs which satisfy the condition K < 1.
Example 3: Let U = {a, b, c} be the frame of discernment, m 1 and m 2 be two BPAs on U .
Then the fusion process of m 1 and m 2 is shown as follows:
The combined result of m 1 and m 2 is:
B. THE INTUITIONISTIC LINGUISTIC SET (ILS)
ILS [37] was defined on the basis of IFS and LT set (LTS). Here, we firstly introduce some basic knowledge about LTS. Definition 4 [17] : Let S t = {s i |i = 0, 1, · · · , 2t} be a finite and totally ordered discrete LTS, where s i represents a predefined LT and t is a positive integer. Then, S t needs to meet the following characteristics: VOLUME 6, 2018
(1) The LTS S t is ordered: s i s j if and only if i > j; (2) A negation operator is defined as: neg(s i ) = s 2t−i . In the process of integrating LTs, the integrated results are often mismatched with the elements in the given discrete LTS. To solve this problem, Herrera et al. [10] proposed the continuous LTS S = s θ |θ ∈ R + which is an extension of S t . If s θ ∈ S t , we call s θ an initial LT; otherwise, we call s θ an extended LT.
Definition 5 [37] : Let X be a universe of discourse, then an ILS on X is defined as:
where
The values of µ E (x) and ν E (x) represent the membership degree and non-membership degree of the element
. In particular, when X has only one element, the ILS E is reduced to s θ (x) , µ E (x) , ν E (x) , which we call it an intuitionistic linguistic number (ILN). Definition 6 [16] : Let e 1 = s θ (e 1 ) , µ (e 1 ) , ν (e 1 ) and e 2 = s θ (e 2 ) , µ (e 2 ) , ν (e 2 ) be any two ILNs, λ ≥ 0, then we have
Definition 7 [17] : Let e 1 = s θ(e 1 ) , µ (e 1 ) , ν (e 1 ) and e 2 = s θ (e 2 ) , µ (e 2 ) , ν (e 2 ) be any two ILNs, then the normalized Hamming distance between them is given as follows:
Definition 8 [16] : For an ILN e = s θ(e) , µ (e) , ν (e) , its score function S (e) and accuracy function H (e) are defined as follows.
The order relationship for two any ILNs e 1 and e 2 can be defined as follows [17] :
, then e 1 = e 2 .
III. THE CONSTRUCTION OF THE MFs
In this section, we provide a method to construct the MFs of alternatives by calculating the AMs of ILNs. There are two key problems need to be solved in the application of DSET in MADM problems. One is the frame of discernment of evidences; the other is the distribution of BPA, i.e. MFs. Suppose the alternatives set of a MADM problem is Z = {z i |i = 1, 2, · · · , m} and the criteria set is G = g j |j = 1, 2, · · · , n . All possible answers to this problem are contained in the alternatives set Z , namely, at least one alternative meets the requirements of this problem. Then Z can be regarded as the frame of discernment according to the knowledge of DSET. The performance evaluations of all alternatives with respect to an attribute can be seen as a BOE. The primary problem is how to construct the suitable MFs on each attribute. There are some researches on the generation of MFs, such as using AM [26] , grey mean relational degree [24] , [36] to determine the uncertain degrees of the attributes, and then construct the MFs according to the uncertain degrees.
However, these researches are unable to construct the MFs of MADM problems in the context of ILNs. To overcome this problem, we define a formula to calculate the AMs of attributes based on the score values of ILNs, and then determine the MFs of each attribute based on the values of AMs. AM proposed by Jousselme et al. [12] is a new measure of uncertainty in DSET, and its definition is described as follows:
Definition 9 [12] : Let U = {U 1 , U 2 , · · · , U n } be a frame of discernment, and m be a BPA defined on U . The AM of this BPA is
|B| is the pignistic probability distribution of m in which |B| represents cardinality of set B.
Next, we introduce the procedure to construct the MFs of alternatives based on AMs.
Suppose
is a decision matrix expressed by the ILNs, in which r ij = s θ ij , µ ij , ν ij is the assessment value of alternative z i with respect to attribute g j . The construction steps of MFs are shown as follows:
Step 1: Construct the matrix of score values.
Obtain the score value of r ij = s θ ij , µ ij , ν ij by using formula (9) , and construct the matrix of score values S = S ij m×n of all evaluation values r ij .
where S ij represents the score value of ILN r ij , i = 1, 2, · · · , m and j = 1, 2, · · · , n.
Step 2: Calculate the AM of each attribute g j , denoted by am g j .
S ij represents the normalized score values of r ij .
Step 3: Normalize all am g j , denoted by un g j .
un g j can be regarded as the final AM of attribute g j .
Step 4: Construct the MFs on each attribute.
where m g j ({z i }) represents the BPA of alternative z i with respect to attribute g j .
where m g j (Z ) represents the BPA value for the whole frame of discernment Z , namely, the uncertainty of the evidence. For each attribute g j , it's obvious that
, A ∈ Z can be regarded as a BOE on the frame of discernment Z . Example 10: Suppose a MADM problem with the set of alternatives is Z = {z 1 , z 2 , z 3 , z 4 } and the set of attributes is
The evaluation values of attributes are given in the form of ILNs based on the LTS S 3 = {s 0 , s 1 , s 2 , s 3 , s 4 , s 5 , s 6 }. R is the decision matrix, as shown at the bottom of this page.
We calculate the MF of each attribute by using the method presented above.
Step 1: Obtain the matrix of score values.
The score value of each ILN can be calculated by formula (9) , and we obtain the matrix of score values S. 
Step 2: Calculate the AM of each attribute. By formula (12), we get am
Step 3: Obtain the normalized AM of each attribute. By formula (13), we have un
Step 4: Calculate the MFs. By formulas (14) and (15), we get the MFs under each attribute and the results are shown in Table 1 . From Table 1 , we can see that the decision matrix R expressed by ILNs has been translated into four pieces of evidence. For example, the BPAs of attribute g 1 are:
IV. DETERMINATION OF ATTRIBUTES WEIGHTS AND THE FUSION OF EVIDENCES
In this section, we propose a linear objective programming model to obtain the comprehensive weights of attributes. Besides, we discuss how to fuse multiple evidences of high conflicts.
A. DETERMINATION OF THE OBJECTIVE AND SUBJECTIVE WEIGHTS OF ATTRIBUTES
In order to get the comprehensive evidence of alternatives under all attributes, we need to integrate multiple evidences corresponding to all attributes. In the process of fusion, we cannot ignore the influence of the weights of attributes on the final fusion results. In this subsection, we calculate the
subjective weights of attributes based on the AHP method. In addition, we give a new definition of the fuzzy entropy (FE) for ILNs. Moreover, a method to obtain the objective weights of attributes is introduced based on the defined FE of ILNs. a) Obtain the subjective weights of attributes by AHP method. Assume that a pairwise comparison matrix F = f jl n×n of attributes is given based on the complementary scale of 0.1-0.9 [30] , shown as follows:
. . .
where f jl (j, l = 1, 2, · · · , n) represents the importance degree of attribute g j relative to g l , and
Then the subjective weights of attributes can be obtained by the following formula [31] :
where α g j represents the subjective weight of attribute g j , j = 1, 2, · · · , n. The subjective weight vector of attributes is α = α g 1 , α g 2 , · · · , α g n .
b) Obtain the objective weights by fuzzy entropy. The fuzzy entropy (FE) of ILN describes the uncertainty and unknown degree of it. Reference [28] calculated the FE of ILN by a kind of intuitionistic FE which only considered the intuitionistic fuzzy information in ILS while ignored the effects of LTs. In [19] , an entropy measure for interval-valued intuitionistic uncertain linguistic set (IVIULS) was defined and it considered the effect of uncertain LTs on FE. Thus, in the light of [19] , here we define the conditions that a reasonable FE of ILS should be satisfied.
Definition 11: A real-valued function H : ILN (X ) is called an entropy measure of ILN (X ), if it satisfies the following conditions:
Next, we give the theorem for the FE of ILS.
The FE of this ILS is defined as follows:
for any ILS E = x, s θ(x) , µ E (x) , ν E (x) |x ∈ X . Then we prove that formula (17) satisfies the four conditions in Definition 11.
Proof:
Thus
Then it's easy to get
It's easy to have
Next, we calculate the objective weights of attributes based on the new defined FE of ILS.
The evaluation values of all alternatives on attribute g j can construct an ILS, denoted as E g j = r ij |j = 1, 2, · · · , m , where r ij = s θ ij , µ ij , ν ij . Then, the FE of attribute g j can be calculated by formula (18) .
where H E g j represents the FE of attribute g j .
The objective weights of attributes can be obtained by formula (19) .
where β g j represents the objective weight of attribute g j . The objective weight vector of attributes is β = β g 1 , β g 2 , · · · , β g n
B. A SINGLE-OBJECTIVE OPTIMIZATION MODEL TO OBTAIN THE COMPREHENSIVE WEIGHTS OF ATTRIBUTES
Considering that there are certain limitations [31] on the weights of attributes obtained only by subjective method or objective method. Thus, in this subsection, we propose a linear objective programming model to obtain the comprehensive weights of attributes for MADM problems with ILNs. This method is developed on the basis of the subjective and objective weights of attributes obtained from the previous parts, which not only makes full use of objective weights but also satisfies the subjective requirements on weights of attributes. This method is described as follows:
Suppose the comprehensive weight vector of attributes is ω = ω g 1 , ω g 2 , · · · , ω g n , ω g j represents the comprehensive weight of attribute g j (j = 1, 2, · · · , n). The subjective weighted value, objective weighted value and comprehensive weighted value of the evaluation value r ij = s θ ij , µ ij , ν ij are α g j r ij , β g j r ij and ω g j r ij , respectively.
From formula (9), we calculate the distance between the comprehensive weighted values ω g j r ij and the subjective weighted values α g j r ij , denoted as d ham ω g j r ij , α g j r ij and have
Similarly, we calculate the distance between the comprehensive weighted values ω g j r ij and the objective weighted values β g j r ij , denoted as d ham ω g j r ij , β g j r ij and have
In order to achieve the unification of subjective and objective, the comprehensive weight vector of attributes should minimize the sum of the absolute value of d ham ω g j r ij , α g j r ij and d ham ω g j r ij , β g j r ij . Thus, the following single-objective optimization model is constructed.
where represents the known incomplete information of attribute weights.
For convenience calculation, we use LINGO to solve this model and get the comprehensive weight of attributes ω = ω g 1 , ω g 2 , · · · , ω g n .
C. THE FUSION OF EVIDENCES
MADM problems involve multiple attributes. In order to get the final comprehensive evaluation results, we need to fuse the evidences under all attributes. In actual decision making, the evidences under different attributes may conflict with each other.
Example 13: Three cellphones (z 1 : IPhone X, z 2 : Huawei Mate10 and z 3 : Meizu M15) are evaluated under two attributes g 1 (quality) and g 2 (price). The weight vector of attributes is ω = (0.6, 0.4)
T . Based on the previous reviews of consumers, we derive two pieces of evidences on attribute g 1 and attribute g 2 which are shown as follows:
To get the comprehensive comments of these three cellphones, we use the combination rule of DSET (formula (2)) to fuse the above two pieces of evidences: Firstly, we calculate the conflict degree of BPA g 1 and BPA g 2 , and we get K = 0.94 which suggests that the two pieces of evidence are highly conflicting. Next, we use formula (2) to get the combined BPA of BPA g 1 and BPA g 2 , and we have BPA : m ({z 1 }) = 0, m ({z 2 }) = 1 and m ({z 3 }) = 0.
The combined result shows that all consumers choose Huawei Mate 10, which doesn't conform to the actual situation since many consumers choose IPhone X in practice. To better deal with the fusion of highly conflicting evidences, we use the evidence weights [6] to amend the MFs before fusing. The procedures are shown as follows: VOLUME 6, 2018
Step 1: We calculate the evidence weights of attributes, denoted as λ j (j = 1, 2, · · · , n).
where ω g j max = MAX ω g 1 , ω g 2 , · · · , ω g n represents the maximum weight.
Step 2: We use the evidence weights of attributes to modify the MFs of alternatives and obtain the matrix of the modified MFs.
wherem g j (z i ) represents the modified MF of alternatives z i on attribute g j .
Step 3: We use formula (2) to fuse the modified MFs of alternatives under all attributes and obtain the combined MFs of alternatives.
wherem (z i ) represents the combined MF for alternative z i under all attributes.
Based on the above procedures, we combine the two pieces of evidences in Example 13.
First, we use formula (21) to calculate the evidence weights of attributes g 1 , g 2 and get λ 1 = 1, λ 1 = 
V. AN APPROACH TO MADM PROBLEMS WITH ILNS BASED DSET AND ITS APPLICATION
In this section, we propose a MADM approach for ILNs with uncertain weights of attributes based on DSET. Moreover, we apply this proposed approach to deal with a practical problem.
A. INTRODUCTION OF THE PROPOSED APPROACH
For a MADM problem, let Z = {z 1 , z 2 , . . . , z m } be a set of alternatives, G = {g 1 , g 2 , . . . , g n } be the set of attributes. Experts use ILNs to evaluate the attributes information based on the given LTS S t = {s 0 , s 1 , s 2 , ..s l ., s 2t }. R = r ij m×n is the final decision evaluation matrix, where r ij = s θ ij , u ij , v ij represents the assessment value of alternative z i with respect to attribute g j . The weight vector of attributes is w = (ω 1 , ω 2 , . . . , ω n )
T and the exact weights of attributes are unknown. But the information of the relative importance degrees for attributes or certain specific conditions of attributes' weights can be provided. Then the goal is to select the best fitted alternative(s) from all alternatives. Based on the analysis above, in this subsection, we propose an approach to solve this MADM problem with LLNs based on DSET and decision steps are defined as follows:
Step 1: Construct the matrix of score values. Using formula (9) to calculate the score value of evaluation value r ij , denoted by S ij . Then, construct the matrix of score values, shown as follows:
Step 2: Obtain the MFs of alternatives on each attribute. Using formulas (12)- (15), the MFs of alternatives on each attribute can be calculated, shown as follows:
where m g j ({z i }) represents the MF of alternative z i with respect to attribute g j , i = 1, 2, · · · , m and j = 1, 2, · · · , n.
Step 3: Calculate the comprehensive weights of attributes.
Step 3-1: Use formula (16) to obtain the subjective weights of attributes, shown as follows:
Step 3-2: Use formulas (18) and (19) to obtain the objective weights of attributes, shown as follows:
Step 3-3: Solve the model of formula (20) to obtain the comprehensive weights of attributes, shown as follows:
Step 4: Obtain the combined MFs of alternatives under all attributes.
Step 4-1: Use formulas (21) and (22) to modify the MFs of alternatives on each attribute, the modified results are shown as follows:M = m g j ({z i }) n×m wherem g j (z i ) represents modified MF of alternatives z i on attribute g j .
Step 4-2: Use formula (2) to fuse the modified MFs of alternatives and obtain the combined MFs of alternatives under all attributes, the results are shown as follows:
Step 5: Ranking the alternatives according to the MF value of each alternative.
The higher the MF value, the better the alternative.
B. APPLICATION OF THE PROPOSED APPROACH
In this subsection, we apply the proposed approach to solve a practical MADM problem of hotel selection (cited from [37] ). The data in this problem was extracted from the online comments of TripAdvisor.com. Through the analysis of these reviews, [37] transformed the problem of hotel selection into a MADM problem with ILNs. In the following, we briefly describe this problem: Five hotels in the city of Chiang Mai were selected as an alternatives set Z = {z 1 , z 2 , z 3 , z 4 , z 5 }, where z 1 represents the Shangri-La Hotel, z 2 represents the Viang Thapae Resort, z 3 represents the Dhara Dhevi, z 4 represents the Napatra Hotel and z 5 represents the Park Hotel. These five hotels were evaluated by six attributes: location (g 1 ), sleep quality (g 2 ), comfort level (g 3 ), service (g 4 ), cost performance (g 5 ) and cleanliness (g 6 ). The text comments for each hotel z i on attribute g j can be transformed into suitable LTs from the LTS S 4 = {s 0 , s 1 , s 2 , s 3 , s 4 , s 5 , s 6 , s 7 , s 8 } = {none, extremely worse, worse, poor, medium, good, excellent, extremely excellent, perfect}. The exact weights of attributes are unknown. But we know attribute g 5 is superior to g 6 and g 6 is superior to g 1 . Besides, the specific conditions of weights are: Next, we use the proposed approach in the last subsection A to select the most suitable alternative.
Using formula (9) to calculate the score value of evaluation value r ij , denoted by S ij . Then, construct the matrix of score values, shown as follows: 
Step 2: Obtain the MFs of alternatives on each attribute. Using formulas (12)- (15), the MFs of alternatives on each attribute can be calculated, shown as Table 3 . Step 3: Calculate the comprehensive weights of attributes.
Step 3-1: According to the relative importance of attributes given in the example, the pairwise comparison matrix of attributes is given as follows: Step 4: Obtain the combined MFs of alternatives under all attributes.
Step 4-1: Use formulas (21) and (22) to modify the MFs of alternatives on each attribute, the modified results are shown as follows:
Step 4-2: Use formula (2) to fuse the modified MFs of alternatives and obtain the combined MFs of alternatives under all attributes, the results are shown as Step 5: Rank the alternatives. According to the BPA value of every alternative, we can obtain z 3 z 1 z 2 z 5 z 4 in which alternative z 3 is the best. Thus, we can say the Dhara Dhevi hotel is the best hotel.
The preference order of the alternatives produced by our proposed approach coincides with the ranking of these hotels on TripAdvisor, which proves the feasibility of the proposed DSET-based MADM approach with ILNs.
VI. COMPARATIVE ANALYSIS WITH OTHER MADM METHODS
To further illustrate the feasibility and superiority of the proposed MADM approach, we use other three MADM methods to solve the same hotel selection problem described in Section V, and then we make a comparative analysis of these results. These three MADM methods include the ILPGWA operator-based MADM method with ILNs [16] , the IFE-based MADM method with ILNs [28] and the DSET-based MADM method with IFNs [4] .
A. COMPARING WITH THE ILPGWA OPERATOR-BASED MADM METHOD WITH ILNS [16] The ILPGWA operator-based MADM method firstly calculate the weight associated with each evaluation value, and then use the ILPGWA operator to aggregate the evaluation values of alternatives under all attributes, after which the comprehensive evaluation values of alternatives are obtained; and finally rank the alternatives according to the score value of the comprehensive evaluation value of each alternative. The ranking results by the ILPGWA operator-based method [16] and our proposed method are listed in Table 5 .
From Table 5 , we find that the ranking result obtained by the ILPGWA operator-based MADM method is the same as the ranking from our proposed approach. Obviously, this can prove the validity of the proposed method. However, the ILPGWA operator-based MADM method has one defect that it cannot get the reasonable ranking result when there exists a non-membership of an ILN is zero. Let us illustrate this defect by Example 14.
Example 14: We make a small change to the hotel selection problem in Part B of Section V by changing the value of ILN r 21 from s 8 , 0.9, 0.1 to s 8 , 0.9, 0 , where r 21 represents the evaluation value of alternative z 2 on attribute g 1 . The other evaluation values are the same as the decision matrix shown in Table 2 . The new ranking results of the hotels produced by our proposed approach and the method in [16] are shown in Table 6 . From Table 5 and Table 6 , we find that the ranking result obtained by the ILPGWA operator-based method after slightly changing the value of r 21 is very different from pervious ranking result, which is reflected in the position of alternative z 2 . It's unreasonable that the position of alternative z 2 changes from third to first with a small change of r 21 . It's caused by the ILPGWA operator. The method in [16] uses the ILPGWA operator to aggregate the evaluation values of alternative z 2 under six attributes r 21 = s 8 , 0.9, 0 , r 22 = s 7 , 0.5, 0.4 , r 23 = s 7 , 0.6, 0.3 , r 24 = s 6 , 0.6, 0.2 , r 25 = s 5 , 0.8, 0.2 , r 26 = s 7 , 0.7, 0.2 , and the aggregated evaluation value of alternative z 2 is r 2 = s 6.65 , 0.74, 0 . For alternative z 2 , although its non-membership of the evaluation value on attribute g 1 is zero, and the non-membership degrees of the evaluation values on the other five attributes are not zero, the non-membership of the aggregated evaluation value of alternative z 2 obtained by the ILPGWA operator is zero. Obviously, it is incorrect. Thus, the ILPGWA operator can't correctly aggregate the evaluation values when there exists one whose non-membership is zero. So, an unreasonable ranking result is produced by the ILPGWA operator-based MADM method.
The ranking obtained by our proposed method after changing the value of r 21 doesn't be changed, but the MF value of alternative z 2 changes from 0.185 to 0.186. This result is reasonable because a slight change in the evaluation value r 21 will affect the MF value of alternative z 2 without affecting the ranking of all alternatives. Thus, our proposed method overcomes the defect in the ILPGWA operator-based MADM method.
B. COMPARING WITH THE IFE-BASED MADM METHOD WITH ILNS [28]
The IFE-based MADM method with ILNs constructs a linear fuzzy programming model based on IFE to obtain the weights of attributes. Then, the IL weighted arithmetic averaging (ILWAA) operator is used to aggregate the evaluation values of each alternative. Last, the alternatives are ranked by the score value of each alternative. The score values of alternatives are
and the ranking of hotels by this method is
Compared the preference orders of alternatives obtained by the IFE-based MADM method [28] and our proposed method, we find that the positions of alternatives z 2 and z 5 are different. In the ranking obtained by our proposed method, alternative z 2 is superior to alternative z 5 . But in the ranking by the method in [28] , alternative z 2 is inferior to alternative z 5 . According to the ranking of hotels on TripAdvisor and the ranking result by the ILPGWA operator-based MADM method, we know the result of ''alternative z 2 is inferior to alternative z 5 '' produced by the IFE-based MADM method is contrary to the fact. Thus, the ranking result produced by the IFE-based MADM method is unreasonable. The reason caused this unreasonable result is that the IFE of this method has defect, which only considers the intuitionistic fuzzy information of ILNs while ignored the effects of LTs. For example, we calculate the IFEs of r 21 = s 8 , 0.9, 0.1 and r 51 = s 5 , 0.9, 0.1 , we obtain E (r 21 ) = E (r 51 ) = 0.158 by the method in [28] . Obviously, it's irrational that the IFEs of r 21 and r 51 are the same because their LTs are different. The improved FE for ILNs defined in our proposed method overcomes the defect in the traditional IFE. We apply formula (17) to calculate the FEs of r 21 and r 51 , then we get H (r 21 ) = 0.071 and H (r 51 ) = 0.348. Obviously, formula (17) defined in this paper takes into account the effects of LTs on FEs, which is more reasonable than that in [28] . So, the ranking result produced by our proposed method is more reliable.
C. COMPARING WITH THE DSET-BASED MADM METHOD WITH IFNS [4]
The DSET-based MADM method with IFNs directly regards the IFNs as the belief degrees of alternatives on attributes regarding different evaluation grades, and translates the belief degrees into MFs based on the known weights of attributes. Then, the ER algorithm was used to aggregate the evaluation values. Finally, this method calculates the degrees of similarity between the ideal alternative and each alternative, and then ranks the alternatives.
Because this method can only solve MADM problems with known weights of attributes, we take the weight vector ω = (0.07, 0.18, 0.164, 0.136, 0.25, 0.2)
T calculated by our method. In addition, this method was developed under the environment of IFNs, we firstly convert the decision matrix denoted by ILNs (shown in Table 2 ) into IFNs by omitting the LTs in ILNs, and the converted decision matrix is listed in Table 7 . The ranking obtained by the DSET based MADM method with IFNs is very different from the result derived by the proposed method. That's because the DSET-based MADM method with IFNs is flawed in dealing with MADM problems with ILNs. To solve the hotel selection problem by this method, we discard the LTs in ILNs which leads to the much loss of original evaluation information. Thus, an unreasonable ranking is obtained.
D. COMPARISON SUMMARY
The comparisons over the above four MADM methods are listed in Table 8 .
From Table 8 , we find that in the information type, the DSET-based MADM method [4] with IFNs can't handle MADM problems with ILNs, which limits the application of DSET in MADM; in the weights of attributes, only the IFE-based MADM method [28] with ILNs and the proposed DSET-based MADM method with ILNs can solve MADM problems with unknown weights of attributes; in the VOLUME 6, 2018 aggregation method, the ILPGWA operator-based MADM method [16] and the IFE-based MADM method both use operators to aggregate the evaluation values, the DSET-based MADM method [4] with IFNs apply the ER algorithm to aggregate information and the proposed DSET-based MADM method with ILNs use the combination rule of DSET to aggregate information.
Through the comparative analysis in Parts A, B, C and Table 8 , compared with the other three MADM methods, the proposed DSET-based MADM method with ILNs has the following advantages:
(1) It extends the application of DSET in MADM to ILNs and can deal with MADM problems with unknown weights of attributes. (2) Its aggregation process is more reasonable. The combination rule of DSET can overcome the defect of the ILPGWA operator. The proposed method can also produce a reasonable ranking result even there exists an evaluation value whose non-membership degree is 0. (3) Its ranking result is more reliable. The new defined FE for ILNs in the proposed method overcomes the shortcoming in the traditional IFE of ILNs. Thus, the ranking result produced by it is more in line with the reality.
VII. CONCLUSION
In this paper, we propose a DSET-based MADM approach with ILNs and unknown weights of attributes. We present some formulas to obtain the MFs of alternatives on each attribute based on the original decision matrix denoted by ILNs. We also define a new FE for ILNs and give the formula to calculate the objective weights of attributes based on the new defined FE. We further propose a linear programming model to obtain the comprehensive weights of attributes, which fully combines the subjective and objective weight information. Based on these, we propose an approach to MADM problems with ILNs based on DSET and apply it to solve a hotel selection problem. Later, we verify the effectiveness and superiority of the proposed approach by comparing the ranking results of hotels produced by the other three MADM methods. The comparison results show that our proposed approach outperforms the other three MADM methods. It can make full use of the advantages of ILNs and DSET in representing and processing uncertain information.
It not only extends the DSET to the field of MADM problems with ILNs, but also provides an effective tool for DMs to solve MADM problems with ILNs.
In the future, we will extend the application scopes of our proposed method in the real word. For example, our proposed method can be utilized to address the problems like conditionbased maintenance [25] , the supplier selection of aircraft spare parts [6] and so on, and we will also explore the broader application of DSET in MADM, such as combining it with classical decision method including VIKOR, TODIM.
