We study balanced labellings of diagrams representing the inversions in a permutation. These are known to be natural encodings of reduced decompositions of permutations w 2 n , and we show that they also give combinatorial descriptions of both the Stanley symmetric functions F w and and the Schubert polynomial S w associated with w. Furthermore, they lead to an explicit basis for the Schubert modules introduced by Kraskiewicz and Pragacz.
Introduction
By a diagram we mean any nite collection of cells D Z Z . The purpose of this paper is to study a class of objects called balanced labellings of a diagram. The de nition makes sense for any diagram, but for certain diagrams associated with permutations w 2 n , the set of balanced labellings has a remarkably rich structure. A glimpse of this may be seen in our Theorem 4.3, which shows that balanced labellings (of permutation diagrams) yield symmetric functions, in the same way that Schur functions can be constructed from column strict tableaux. These are in fact the symmetric functions F w introduced by Stanley in 16] , where they played a role in deriving formulae for the number of reduced decompositions in n . Balanced labelled diagrams can be viewed as encodings of reduced decompositions, and this fact forms the basis for much of the present work.
We consider both injective labellings, which generalize standard Young tableaux, and column strict labellings, which are analogs of column strict tableaux. Both standard Young tableaux and balanced tableaux (introduced in 5]) are special cases of injective balanced diagrams, and many results relating these families of tableaux appear naturally from this point of view. When ag conditions are imposed on column strict diagrams, one obtains the Schubert polynomials of Lascoux and Sch utzenberger 11] (see also 10], 14]).
As an application, we show that balanced column strict agged diagrams can be used to construct an explicit basis for the Schubert module introduced by Kraskiewicz and Pragacz 9] ; see also 15] . This paper is organized as follows: Section 2 gives the basic de nitions, and establishes the fundamental correspondence between injective balanced diagrams and reduced decompositions. Section 3 applies these results to obtain some old and new theorems about balanced tableaux (that is, balanced Ferrers diagrams). Section 4 proves that column strict diagrams yield symmetric functions, and Section 5 discusses in detail the encoding and decoding procedure that associates monomials with labeled diagrams. Section 6 applies the material developed in Sections 4 and 5 to show that placing ag conditions on balanced column strict diagrams yields Schubert polynomials. Section 7 proves the result on Schubert modules stated in the last paragraph.
This work began as a modest project undertaken by one of the authors (CG) to extend some of the results in 5] to shifted and skew shapes (see Section 3). It was greatly expanded and enhanced by the collaboration made possible during the special year on Combinatorics at the Mittag-Le er Institute, and in particular was strongly in uenced by parallel developments represented in 3], 6], and 15]. The authors are grateful to the Institute for its support. Thanks are also due especially to Richard Stanley and Alain Lascoux for helpful comments and advice.
Balanced diagrams: basic de nitions and results
In this section, we de ne the notion of a balanced labelling of a diagram, which for permutations diagrams are related to the earlier notions of balanced tableaux in 5], the standard w-tableaux in 8], and total re ection orderings in 4] (see the remark after Lemma 2.5 for more discussion). For the notation and terminology related to permutation diagrams, we follow the rst chapter of 14].
Let w 2 n be a permutation. The inversion diagram of w is the set I(w) = f(i; j) j i < j; w i > w j g n] n]
where n] denotes the set f1; 2; : : :; ng. A somewhat more useful (but clearly De nition 2.1 (Balanced hooks) A labelling of the cells of H i;j (w) with nonnegative integers (possibly repeated) is called balanced if it satis es the following condition: if one rearranges the labels within the hook so that they weakly increase from right to left and from top to bottom, then the corner label remains unchanged. A hook with a balanced labelling is called a balanced hook.
Example. The Remark. In 5] , the notion of a balanced hook is tranposed relative to the de nition here, i.e. the corner label remains unchanged when one rearranges the labels within the hook so that they weakly increase from bottom to top and from left to right. However, transposing the diagram gives a bijection between balanced diagrams (in the sense of this paper)
for D(w) and balanced diagrams (in the sense of 5]) for D(w ?1 ), so our statements will still agree with those of 5].
If w 2 n has length L, a reduced decomposition of w is a sequence a = (a 1 ; a 2 ; : : :; a L ) of positive integers a i such that w = s a1 s a2 s aL (1) where s i = (i; i + 1) denotes an adjacent transposition. We consider permutations as acting on positions, and interpret the multiplication in (1) from left to right. Thus a 1 represents the rst transposition, and a L the last. Each a i corresponds to a unique inversion in w, namely the pair of numbers transposed by a i in the product (1), and a is determined uniquely by the order in which these inversions are carried out. The cells of D(w) also correspond naturally to inversions in w, namely, (p; q) 2 D(w) if and only if (q; w p ) is an inversion of w. This leads to the following de nition.
De nition 2.3 (Canonical labelling) Let w 2 n be a permutation of length L, and let a be a reduced decomposition of w. Let Proof. This is a routine veri cation, left to the reader. For some hints as to how to proceed, see Lemma In the special case of type A n?1 , where W = n , the root system and positive roots may be chosen to be R = fe i ? e j g 1 i;j n R + = fe i ? e j g 1 i<j n : In this case, the inversion set I(w) coincides under the correspondence (i; j) $ e i ?e j with the inversion diagram I(w) de What is perhaps surprising about the balancedness condition is that it is weaker than the betweenness condition in the de nition of a normal ordering. For example, if w 0 is the longest permutation in n (so that we are ordering all of R + ), then checking the betweenness condition is equivalent to O(n 2 log(n)) comparisons, while checking the normal ordering condition is equivalent to O(n 3 ) comparisons. In 5] it was shown that injective balanced tableaux biject with reduced words (or normal orderings) in the special case where W = n and D(w) is a partition diagram. In 8], Kraskiewicz generalized this notion in two directions by de ning standard w-tableaux for arbitrary elements w in a nite Weyl group W. These standard w-tableaux are again de ned by a \hook-like" condition which is weaker than the betweenness condition, and biject with reduced decompositions of w ( 8] , Theorem 2.9). For W = n , our formulation of the balanced condition for general diagrams is somewhat cleaner than that of 8], but essentially equivalent.
The notion of balanced column-strict labelings introduced in the present paper appears to be new, as is the fact that they lead to interesting objects such as Stanley symmetric functions and Schubert polynomials. Proof. Suppose that row i of T contains an occurrence of the largest label M. We must rst show that i is a descent of w. Assume not, i.e. w i < w i+1 . Let (i; j) be the rightmost occurrence of M in row i of T. Since w i < w i+1 , there exist some cell(s) in D(w) below (i; j) in the same column. This implies that the hook H ij is unbalanced, because there are no other occurrences of M to the right of column j in this row, and there are no other occurrences of M in column i by column-strictness. Therefore i must be a descent of w.
It follows that row i contains a a unique border cell = (i; j). We must show that T(i; j) = M. Since (i; j) is a border cell we have w i+1 = j, which implies that the hook H ij is entirely horizontal and lies in row i. Bal There are several cases to check, depending on how the sets fa; b; cg and fi; i + 1g intersect, but many of these cases are trivial, as we now explain. Since for any r; s the (r; w s )-entry of T coincides with the (r; w 0 s )-entry of Tn unless (r; w s ) = (i; j), the veri cation is trivial unless i 2 fa; b; cg and j 2 fw a ; w b ; w c g. Therefore we may assume we are in this case, so that (Tn ) abc will have one fewer entry than T abc . Furthermore, if T abc has at most two entries (so that (Tn ) abc has at most one entry), then the veri cation is trivial from the fact that M occurs in a border cell.
Thus we may assume T abc has three entries, (Tn ) abc has two entries, so that w c > w b > w a , and either (i; i + 1; j) = (a; b; w b ) or (i; i + 1; j) = (b; c; w c ). In the former case, one can check that T abc being balanced and (Tn ) abc being balanced are both equivalent to the condition that T(a; w c ) T(b; w c ). In the latter case, one can check that T abc being balanced and (Tn ) abc being balanced are both equivalent to the condition that T(a; w c ) T(a; w b ). 2
From Lemma 4.8 we obtain a recurrence analogous to a well-known formula for standard Young tableaux. 
Proof. Rewrite the above equation as
We will show that this formula is valid for all k by induction on l(w). Let a = a 1 a 2 a L , so thatŵ = ws aL is shorter than w, and the above formula holds for a 1 a 2 a L?1 2 RD(w) 
For the example illustrated above we have k 1 2 3 4 5 6 7 J(k) 3 Remark. It is somewhat surprising that formulae (2) and (4) where the second sum is over all sequences 1 i 1 i 2 i L such that i k < i k+1 whenever a k < a k+1 , and i k a k for all k.
We show in this section that this formula leads to another combinatorial expression for S w , involving just a single sum over balanced diagrams. The content of Theorem 6.2 is that ag conditions i k a k for reduced decompositions translate into ag conditions T(i; j) i for diagrams when a is transformed into T a using the procedures described in the last section.
To be precise, we have the following theorem, which implies Theorem 6.2. Recall that BFL(w) denotes the set of balanced column strict labellings of D(w) with T(i; j) i for all i.
Proof. From Theorems 7.1 and 6.2, we conclude that dim C Schub D(w) = S w (1; 1; : : :) = jBFL(w)j: Therefore we need only show either that fe T g T2BFL(w) are linearly independent or that they span Schub D(w) . We will show they are linearly independent.
First note that the tensor space T D is a Z N -graded vector space in which a labelling T is graded by its content x T , so any linear dependence among the fe T g can be assumed to be homogenous, i.e. only involving labellings T with the same content.
Any T 2 BFL(w) corresponds uniquely to a pair (a; i) where a = a 1 a L 2 RD(w) and i = i 1 i L satisfy the conditions in Theorem 6.1, and we will use the notation T (a;i) to denote the T corresponding to (a; i). Lexicographically order the pairs (a; i) by the following rule: (a 0 ; i 0 ) < (a; i) if there exists some r L so that a 0 r < a r and a 0 s = a s for s = r+1; r+2; : : :; L. 
