Abstract. For generalized normal derivations, acting on the space of all bounded Hilbert space operators, the following integral representation formulas hold:
Introduction
In his paper [Ki] Kittaneh proved the following theorem for bounded Hilbert space operators: Theorem 1.1. Let A and B be normal bounded operators such that AX − XB belongs to the Hilbert-Schmidt class for some bounded operator X, and let f be a Lipschitz function defined on σ(A) ∪ σ(B). Then f (A)X − Xf (B) also belongs to the Hilbert-Schmidt class; moreover,
where L stands for the Lipschitz constant associated to f.
The proof presented there is based on a famous Voiculescu theorem representing every normal operator as a sum of one diagonal and one Hilbert-Schmidt class operator which has the arbitrary small Hilbert-Schmidt norm (see [Vo] ). If A = B is self-adjoint, then (3) holds for arbitrary closed derivations, as shown recently in [Sh] . The aim of this paper is to show that this one, just like several other results, including Muir and Wong trace inequality tr(A − B)(A −1 − B −1 ) ≤ 0 for covariance matrices A and B, can be seen as a consequence of the above integral representations (1) and (2). As known, some double integral formulas similar to (1) have already been discussed in [BS66] , [BS68] and [BS69] , but only under different additional conditions: for a pair of unitary or self-adjoint operators A and B, X = I, the identy operator and f belonging to Lip(α) class for some α > 0 ( [BS66] Th.10), or for a pair of normal operators A and B, a Hilbert-Schmidt class operator X and for a Lipschitz function f ( [BS66] Th.1, [BS68] Th.1 and their preliminaries). For matrices, a formula of this type has been treated in [HJ] . The basic intention of this paper is to extend formulas (1) and (2) to all bounded operators X having Hilbert-Schmidt class generalized normal derivation (g.n.d.) AX − XB, and finally, to present some typical applications. Thoughout this paper B(H) and C ∞ (H) will stand respectively for spaces of all bounded and all compact linear operators acting on a separable, infinite-dimensional complex Hilbert space H. For an X ∈ B(H) let σ(X) and X denote its spectrum and norm respectively. Following [GK] , for an arbitrary X ∈ C ∞ (H), let s 1 (X) ≥ s 2 (X) ≥ · · · denote the singular values of X, i.e., the eigenvalues of |X| = √ X * X, arranged in a non-increasing order, with their multiplicities counted. Each "symmetric gauge function" Φ on sequences gives rise to a unitarily invariant (u.i.) norm on operators defined by A Φ = Φ ({s n (A)}). We will denote by the symbol |||·||| any such norm, which is defined on a natural subclass C |||·||| of C ∞ called the norm ideal associated with the norm |||·||| and satisfies the invariance property |||U XV ||| = |||X ||| for all X ∈ C |||·||| and for all unitary U and V .
Especially well known among unitarily invariant norms are the Schatten pnorms defined as
They represent the norm on the associated ideal C p (H) known as the Schatten p-class. For a complete account of the theory of norm ideals, the reader is refered to [GK] , [GGK] and [Si] . In this paper we will be particularly interested in operators belonging to C 2 (H), which is also known as the Hilbert-Schmidt class, and which represents a Hilbert space itself when equipped with the inner product X, Y = tr(XY * ). Norm · 2 is lower semicontinuous, i.e., w-lim n−→∞ X n 2 ≤ lim inf n−→∞ X n 2 , as follows from the well known representation formula
The Ky-Fan norms defined as
. . , represent another interesting family of unitarily invariant norms. The property saying that for all X ∈ C ∞ and Y ∈ C |||·||| with X k ≤ Y k for all k ≥ 1 we have X ∈ C |||·||| with |||X ||| ≤ |||Y ||| is known as the Ky-Fan dominance property.
Throughout this paper, for a given A and B in B(H), a symbol A will be reserved for the left multiplication by A and B for the right multiplication by B on C 2 (H). Also, we will reserve A and B to denote normal bounded operators on H (selfadjointness not excluded), while E and F will stand respectively, for their associated spectral measures. As a standard spectral theory fact says, those measures are concentrated on spectrum of their associated operators, i.e., supp(E) = σ(A) and supp(F ) = σ(B). For such A and B the mapping ∆ : B(H) −→ B(H) given by ∆(X) = AX −XB is called a generalized normal derivation, and, as usual, the same name will also be used for AX − XB itself. Special aspects of normal derivations were treated in [Fi] and [R56] .
Double operator integrals
For analytic (in each variable) functions, defined in a neighbourhood of the Cartesian product of the spectrum of two arbitrary bounded Hilbert space operators, the corresponding functional calculus on B(H), sometimes under different names, was considered in detail by many authors (see [CF] or [DK] for details). For essentially bounded Borel functions defined on the Cartesian product of the spectrum of two normal operators, the corresponding functional calculus could not, in general, be defined on the whole B(H) (see [Fa] for a counterexample), but merely on C 2 (H), which is, therefore, a natural framework for introducing double operator integrals. For their presentation, we will use a slightly different approach than this one given in [BS66] and [BS68] , where one can also find more details about integration in other Schatten classes. We start with the following statement from [J93] , which is a starting point for an introduction of double operator integrals.
For a more prospective insight, here we present some details of the proof. So, whenever X = Y, the corresponding mapping µ X = µ X,X is positive, finite and σ-additive on rectangles, and therefore, it can effectively be extended to at least all Borel sets in C 2 by a standard Caratheodory extension procedure. For arbitrary X and Y in C 2 (H), let us note that µ X,Y = 1 4 (µ X+Y − µ X−Y + ıµ X+ıY − ıµ X−ıY ) holds for rectangles, and therefore, µ X,Y is a restriction of the right hand side to Borel sets in C 2 . Next, we see that for its total variation |µ X,Y | we have an estimate
for all Borel sets ∂ ⊂ C 2 . First, following the lines of the proof of Theorem 2.1 in [J93] , we see that
whenever ∂ ∈ Σ 1 , i.e., whenever ∂ is representable as at most a countable union of mutually disjoint rectangles γ n × δ n . According to the properties of outer measure, for an arbitrary Borel measurable ∂ and a given > 0, there is a
due to (5). Letting −→ 0, we see that (5) holds for all Borel sets ∂. Finally, for all at most countable partitions {∂ n } of ∂, we may conclude (4) because
Closing this passage through Theorem 2.1, we turn our attention to its applications. So, our next concern is a mapping
An equivalent interpretation of (6) will say that for every bounded, Borel measurable function f defined on σ(A) × σ(B), and for every Y ∈ C 2 (H), the mapping X → σ(A)×σ(B) f d µ X,Y is a bounded linear functional on C 2 (H). Therefore, there exists a bounded linear operator on C 2 (H), which will be denoted by f (A, B) , such that
In the sequel we will preferably refer to f (A, B) as a (essentially bounded) C 2 (H) multiplier, rather than a C 2 (H) operator or transformer. More descriptive notation
, which slightly differs from still cannonical
, will be used here instead of possibly rigid σ(A)×σ(B) f dµ X,Y (in fact, this was already done in (7)). If X = Y, then we denote the same integral by
For the norm of such a C 2 (H) operator we have f (A, B) ≤ f ∞ by (6), but a more precise observation will easily show that it is in fact an equality.
It is just a matter of straightforward calculation to show the validity of the following formulas in this functional calculus: (A, B) ) is the essential range of σ(A) × σ(B) by f, measured by µ × ν, for any positive measures µ and ν mutually absolutely continuous with respect to E and F respectively.
From (iii) and (v) follows that f (A, B) is a normal operator on C 2 (H), and also that
Normality of f (A, B) could also be seen as follows:
Theorem 2.2 (Fuglede-Putnam for essentially bounded multipliers). For every essentially bounded Borel function f and for all
The assertion of this theorem remains true for all bounded X with finite left or right hand side in (8) if f is an analytic multiplier. This is a central result in [J93] . For the related aspects of the standard derivation multiplier X → AX − XB see [Fur] and [N] , and for other generalization of (8) see [W83] , [W78] and [W81] .
Here, we would also like to point out another important special case of (iii): if f is a Lipschitz function on σ(A) ∪ σ(B), then
A restricting aspect of this formula is that X has to be in C 2 (H), which obviously does not include the identity operator I on any infinite dimensional Hilbert space H. So this essentially bounded functional calculus is not fully applicable (at least not in this form) to perturbations or A − B nor the generalized normal derivations AX − XB on B(H). Nevertheless, we will show that this formula holds as well for all X in B(H) having a Hilbert-Schmidt class derivation AX − XB; this is exactly the content of our next section.
Derivation formula
Theorem 3.1 (Derivation formula). Let A and B be normal bounded operators such that AX−XB ∈ C 2 (H) for some X ∈ B(H). Then for every Lipschitz function
Remark. The value off on a diagonal set {(z, z) : z ∈ σ(A) ∪ σ(B)} in this integral formula is irrelevant just because µ AX−XB vanishes there. For differentiable f it is often more convenient to (re)definef (z, z) = f (z) for all z ∈ σ(A) ∩ σ(B).
Proof. First, we will 'split' this formula on their local ingredients (and then, of course, recover it from scratch). Reducing the spectrum outside the diagonal set by the localization technique, we will be able to apply essentially bounded functional calculus because X 'locally' belongs to the Hilbert-Schmidt class. Having both sides in formula (10) vanishing along the diagonal set, a controlled limit process will allow us to 'extend' this calculus to the missing diagonal set also.
So, let δ
with λ k,l as its center and let {δ i } I i=1 be a reindexation of (finite) covering {δ n k,l } for the set σ(A) ∪ σ(B). For i, j ∈ I let us denote E i = E(δ i ) and F j = F(δ j ), as well as
. By a well known spectral theory fact we have σ(A i ) ⊂δ i and σ(B j ) ⊂δ j . For i = (k 1 , l 1 ), j = (k 2 , l 2 ) we define i − j := max{|k 1 − k 2 |, |l 1 − l 2 |}. So, if i−j > 1, thenδ i ∩δ j = ∅. According to the inversion formula for holomorphic calculus (see [DK] , [R56] or [Fi] ), it follows that
, and therefore, it is a HilbertSchmidt class operator from F j (H) to E i (H). By (12) the same thing happens to X i,j itself, which means that E i XF j ∈ C 2 (H). So according to essentially bounded functional calculus we havě
together with the fact that
Finally, we have to somehow include all those i−j ≤ 1 in the same formula. To do this, we will consider C 2 (H) projectors Q n defined by Q n (Z) = i−j ≤1 E 2 n i ZF 2 n j , for all Z ∈ C 2 (H). By Theorem 2.8.6 from [BS80] we conclude that the monotonically decreasing projector family {Q n } n≥1 is strongly convergent on C 2 (H), and therefore, there exists the following C 2 -lim n→∞ Q n (AX − XB). To determine this limit, for fixed a and b in {−1, 0, 1}, let λ i = λ i + 2 −n (a + ıb) denote the center of the square δ i neighboring δ i . In each of those cases we have
and so
Splitting Q n (AX − XB)g, h into nine such sums, we get
as n −→ ∞, and quite similarly lim n→∞ Q n (f (A)X − Xf (B)) = 0. By virtue of (14) we have
and then, according to the lower semicontinuity of · 2 , it follows that
Therefore, the same Theorem 2.8.6 from [BS80] is applicable to f (A)X − Xf (B), and so C 2 -lim n−→∞ Q n (f (A)X − Xf (B)) = 0, together with the already shown fact that C 2 -lim n→∞ Q n (AX − XB) = 0. Now, a straightforward calculation gives:
as follows from (13). Having that the last two terms tend to zero in the norm of C 2 (H) (f (A, B) is a bounded C 2 (H) operator), we finally getf (A, B)(AX − XB) = f(A)X − Xf (B), as desired.
We may also see that if we have two Lipschitz functions f and g, then an immediate consequence will be
which, according to the basic properties of double operator integrals, gives 
Consequently,
, where Co stands for the closed convex hull of a given set.
For f = g, an immediate consequence of this corollary is Theorem 1.1 of Kittaneh, which, in turn, gives in its special case f (z) = z that
This is a considerable straightening of the classical Fuglede-Putnam theorem (see [Fug] , [P] , [R58] and [Be] ), because AX − XB = 0 implies A * X − XB * = 0 by (17). The following theorem is a straightforward consequence of the above derivation formula and generalizes some inequalities of Muir and Wong for covariance matrices, given in [Mu] and [Wo] . Theorem 3.2. Let some self-adjoint bounded operators A and B be such that AX− XB ∈ C 2 (H) for some X ∈ B(H). If f and g are monotonically increasing Lipshitz functions defined on σ(A) ∪ σ(B), then
In particular, if A and B are invertible, then for all real α and β the following holds:
If X = I, A = B, and α, β = −1, the last inequality is strict.
We proceed with related norm inequalities for operator monotone functions. Some of them could also be derived by considering commuting (normal) multiplication operators AX = AX and BX = XB on C 2 (H), but here we show how they can naturally be derived in the framework of double operator integrals. 
and
and particularly,
Proof. Without loss of generality we may suppose that X 2 = 1. If A or B is invertible, then essentially bounded calculus is fully applicable, and therefore a straightforward computation shows that
where dµ X (z, w) = E(dz)XF (dw) 2 2 . Every such operator monotone function is concave (see [BSh] , [Kw] or [Do] ), and therefore
for a function g defined by g(u) = f 2 ( √ u). According to [FKK] , g is also an operator monotone function, and therefore concave. Now, an application of Jensen's inequality to concave function g and a probability measure µ X (total mass µ X ([0, +∞) 2 ) = X 2 2 = 1) gives
Therefore, (18) follows for invertible A or B, in particular
for all > 0. Another appeal to the lower semicontinuity of · 2 gives
due to the continuity of operator monotone function f. Statement (19) could be proved similarly, taking into account the fact that |g(z) − g(w)| ≤ g (|z − w|) for z, w > 0, as known from [A] , for example.
To prove (20), we apply (18) to positively defined operators A β and B β and operator monotone function t −→ t α β .
Inequalities (18) and (20) turn out to be equalities for A = B = X = ·, f , f a one-dimensional (orthogonal projection) operator for any (unit) vector f ∈ H, and the same happens to be true in (19) for A = X = ·, f f and B = 0. This shows that all constants appearing in the above inequalities are optimal; and each of those inequalities is (at least) as precise as it was for scalars.
For non-real α a change of constants is inevitable even for scalar multiples of an identity operator on finite-dimensional Hilbert spaces. With the help of double operator integrals we will show that some scalar inequalities still hold for their appropriate classes of operators.
Theorem 3.4. Let A, B ≥ 0, X ∈ C 2 (H) and let α be a complex number in the strip 0 ≤ e α < 1. Then
and also
for all unitarily invariant norms |||·||| .
Proof. From integral representations
As A −→ A(A + t) −1 is operator monotone for each t > 0, it follows from (19) that for X 2 = 1,
, from which (22) easily follows for X 2 = 1 as well.
The proof for (23) only differs in an application of (18) instead of (19).
To prove (24) we note that for all Ky-Fan k-norms · k , k = 1, 2, . . . , the following holds: 
where (26) follows by the theorem of Ando in [A] , especially when applied to operator monotone function A −→ A(A + t) −1 for all t > 0. By the Ky-Fan dominance principle we conclude (24) for all unitarily invariant norms |||·||| .
The proof for the last assertion of our theorem is quite similar to the previous one, and the only essential difference consists of an application of the inequality which is, in turn, a straightforward consequence of the concavity (in the operator order ≤) for the operator monotone function A −→ A(A + t) −1 for all t > 0, as shown in [Kw] , for example.
The last two theorems extend results of [A] and [BKS] to non-real α, saving the original real case constants; moreover, they improve constants appearing in [Da] and [Bo] applications to C 2 (H). Inequality (20) has been recently generalized to all unitarily invariant norms in [J] , but only under restricting condition β ≥ 2α. We also recommend that the reader compare those constants with their analogous for self-adjoint derivations treated in [JK] and [J97] , to realize that in both cases, our norm inequalities for operators are still inheriting (despite its substantial domain extension) the unchanged constants from their parallel scalar inequalities.
Finally, we conclude this paper believing that both (22) and (24) are just special consequences of the following: 
for some p ≥ 1 and for all 0 ≤ α ≤ 1 and k = 1, 2, . . . .
