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A major bottleneck in protein structure prediction is
the selection of correct models from a pool of
decoys. Relative activities of 1,200 individual
single-site mutants in a saturation library of the
bacterial toxin CcdB were estimated by determining
their relative populations using deep sequencing.
This phenotypic information was used to define an
empirical score for each residue (RankScore), which
correlated with the residue depth, and identify
active-site residues. Using these correlations,
98% of correct models of CcdB (RMSD % 4A˚)
were identified from a large set of decoys. The
model-discrimination methodology was further vali-
dated on eleven different monomeric proteins using
simulated RankScore values. The methodology is
also a rapid, accurate way to obtain relative activities
of each mutant in a large pool and derive sequence-
structure-function relationships without protein
isolation or characterization. It can be applied to
any system in which mutational effects can be moni-
tored by a phenotypic readout.
INTRODUCTION
Protein structure prediction is a difficult problem that has been
addressed by various approaches. Homology-based modeling
and threading are two widely used approaches to derive struc-
tural models for a given protein sequence (Eswar et al., 2006;
Kiefer et al., 2009; Lobley et al., 2009; Meller and Elber, 2001;
Sali and Blundell, 1993; Wu and Zhang, 2007). An alternative
approach of ab initio structure prediction is used when no reli-
able homologs can be identified. Ab initio techniques have
been successfully used to predict structures of small proteins
(Rohl et al., 2004; Roy et al., 2010). The two major issues in
ab initio structure prediction are generation of accurate models
and selection of correct models from a large dataset of decoy
models. In the present work, we explore the use of a residue-
depth-based parameter for model ranking. Residue depth is
the average minimum distance of the constituent atoms ofStructure 20, 37a given residue from the nearest bulk water molecule (Chakra-
varty and Varadarajan, 1999; Tan et al., 2011). We estimate
this parameter using mutant phenotype data obtained from
deep sequencing and use this information to guide protein
structure prediction. Deep sequencing has been successfully
used for single-nucleotide polymorphism (SNP) detection (Van
Tassell et al., 2008), genome sequencing, and genetic analysis
(Bentley et al., 2008; Margulies et al., 2005). The tremendous
power of this highly parallelized technique has been recently
explored in deriving relative fitness estimates and sequence-
function correlations for a subset of residues in proteins and
nucleic acids (Fowler et al., 2010; Hietpas et al., 2011), deter-
mining protein:DNA interacting residues (Kinney et al., 2010),
studying codon bias effects on fitness (Hietpas et al., 2011),
and for RNA structural characterization (Lucks et al., 2011).
We extend the application of deep sequencing combined with
saturation mutagenesis to the field of protein structure
prediction.
The experimental system used is the Controller of Cell Division
or Death B (CcdB) protein. CcdB is an F plasmid encoded
Escherichia coli toxin responsible for plasmid maintenance and
is an inhibitor of DNA gyrase (Bernard and Couturier, 1992; Ber-
nard et al., 1993; Dao-Thi et al., 2005). It is a homodimeric protein
with 101 residues per protomer. The ccdb gene was cloned
under the PBAD promoter so as to achieve tunable protein
expression by varying the concentrations of arabinose (inducer)
or glucose (repressor) (Chakshusmathi et al., 2004). Since the
protein is a toxin, the cells bearing active CcdB mutants die,
and the cells with inactive mutants survive. Since activity
depends on the protein expression level, mutants that show an
inactive phenotype at low expression levels typically show an
active phenotype at higher levels (Bajaj et al., 2008). We have
previously constructed a large library of 1,500 single-site
mutants of CcdB by site-directed mutagenesis (Bajaj et al.,
2008). In the present study, we characterized each mutant in
terms of its relative activity using next generation sequencing.
This, in turn, was derived from its relative population in cells
transformedwith the library and plated in the presence of various
repressor and inducer concentrations. From this data, we
derived an empirical parameter, RankScore, which correlated
with a structural parameter, residue depth. RankScore was
further used to discriminate good structural models from a
pool of CcdB decoys. The approach was extended to other
proteins to show that RankScore information obtained from1–381, February 8, 2012 ª2012 Elsevier Ltd All rights reserved 371
Figure 1. The Read-Length Distribution across All the MIDs
The majority of the reads consist of more than 400 bases at all the MIDs. The
inset shows the whole range of read-length.
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Deep Sequencing-based Protein Model Discriminationsuch mutagenesis experiments can be used as a general tool to
guide protein structure prediction.
RESULTS
Pooled Library Preparation and Data Statistics
The plasmid library of 1,430 site-directed mutants was trans-
formed into the CcdB sensitive E. coli strain Top10pJAT.
Transformed cells were plated on various LB plates containing
seven different concentrations of glucose (repressor) and arabi-
nose (inducer) arranged in order of increasing protein expression
level. At each condition, only cells containing mutants that
display an inactive phenotype will survive. The ccdb gene from
plasmid pools isolated at each condition, as well as the original
library, was amplified by PCR using primers containing a 10
base long Multiplex IDentifier sequence tag (MID) to encode
the growth conditions. Tagged libraries were then pooled
together and sequenced with the 454 GS FLX sequencer (Roche
Inc., Basel, Switzerland). Reads at each condition (hereafter
designated by the MID number) were processed and analyzed.
Overall,250megabases of data was obtained from all the eight
libraries. Data statistics of mapped reads and bases are shown
in Table S1 (available online). The overall read length distribution
showed that most reads were >400 bases long (Figure 1), which
is greater than the ccdb gene length (306 bases). The numbers of
amino acid mutations per read are shown in Table S2. Fifty to
sixty percent of the reads have only a single amino acidmutation,
whereas 4%–9% reads showed more than one amino acid
mutation per read. A large fraction of reads (35%–40%) showed
zero detectable amino acid mutations per read. These reads do
not necessarily correspond to wild-type (WT) reads, and the
observation of zero mutations may be due to the stringent
criteria used for mutation detection. Only reads with a single
mutation were analyzed further. The total number of such reads
is normalized to 105 (arbitrary reference) at each MID. Normal-
ized read numbers for all mutants at each MID are listed in
Table S3. The fraction of inactive mutants decreases with
increasing expression level from 32% at MID 2 to 7.4% at372 Structure 20, 371–381, February 8, 2012 ª2012 Elsevier Ltd All rMID 8. Thus, at high expression levels, most single-site muta-
tions were tolerated.
Mutational Sensitivity Score
WT CcdB shows an active phenotype and kills cells, even at the
lowest expression level achievable here (MID 2, 0.2% glucose).
The activity of the various CcdB mutants can be measured in
terms of their effect on cell growth as a function of expression
level/MID. A mutational sensitivity score (MSseq) was derived
as the MID at which cells transformed with the mutant are killed.
In terms of the number of sequencing reads, the MSseq can be
derived as the MID at which the number of reads for a particular
mutant decreases by 5-fold or more relative to its previous MID.
Interestingly, for most mutants the number of reads as a function
of MID show a step-function-like behavior as opposed to
a gradual decrease, suggesting that the observed phenotypes
are a result of threshold effects. At low expression levels,
a mutant with lowered activity does not affect cell growth and
results in detectable reads. Once a threshold expression level
is reached, all cells containing the mutant are killed, and hence
the number of reads drops to zero. The MSseq ranges from two
(mutants that show activity indistinguishable from WT) to nine
(mutants that were still inactive at the highest expression level
achievable in this study). Overall, MSseq was assigned to 1,176
mutants (Table S3). To validate the phenotypes and scores
derived from sequencing data, 100 mutants spanning the
complete MSseq range were chosen and individually trans-
formed. Individual mutant phenotypes as a function of expres-
sion level were monitored by plating transformed cells for each
mutant at multiple repressor and inducer concentrations to
derive a plate-basedmutational sensitivity score (MSplate). These
scores were compared with those derived from sequencing data
(Figure 2). Both scores were highly correlated (correlation coeffi-
cient 0.95 and slope 0.96) validating the phenotypes derived
from deep sequencing. In addition, the sequences of the
mutants obtained from deep sequencing were in good agree-
ment with the known sequences of the site-directed mutants
that had been pooled to create the library. Of the 1,176 mutants
detected in the pooled library by deep sequencing, the
sequences of 1,035 mutants were identical to the corresponding
mutants that had been created by site-directed mutagenesis.
Though we have not performed rigorous analysis for error esti-
mation, the high correlation coefficient between MSseq and
MSplate and also detection of 88% of the true positive mutations
(1,035 of 1,176) are indicative of low error rates.
RankScore
A parameter called RankScore was defined, which combines
activity data at various expression levels. A rank was assigned
to every mutant based on the population distribution of MSseq
values (Table 1; see Experimental Procedures). The average
rank of all mutants at a particular residue position was termed
as the RankScore of that position. A lower RankScore indicates
higher mutational tolerance. It was found that surface amino
acids exhibited low RankScore values, whereas buried ones
had high RankScore (Figure 3). The hot-spot active-site residues
had very high RankScores. The RankScore was better correlated
with residue depth (averaged over all atoms in the residue) than
with accessibility (correlation coefficients of 0.61 and 0.53,ights reserved
Figure 2. Correlation of MS Scores from
Deep Sequencing with Those Obtained
from Plating Individual Clones
(A) Correlation of MS scores for 100 CcdBmutants
obtained from plating experiments of individual
mutants and derived from 454 sequencing data.
MSplate score for eachmutant was assigned as the
MID at which the mutant colonies disappear on
plates. The mutants were chosen so to span the
complete MSseq range. In the case of 454 deep
sequencing data, the MSseq score was the MID at
which the number of reads decrease by 5-fold or
more relative to the previous MID. The MID here
represents various glucose/arabinose concentra-
tions arranged in order of increasing expression
level. The regression fit is shown as a solid line.
The slope was 0.96 and correlation coefficient is
0.95.
(B) Since several data points overlapped (i.e.,
different mutants had identical values of MSseq
and MSplate), the x-coordinates for such points
were spread randomly over ± 0.25 units to show all
the data points.
(C) An experimental derivation of the mutational
sensitivity score on plates (MSplate). 40 represen-
tative CcdB mutants along with the wild-type and
a negative control (thioredoxin, 2TRX) were
spotted on LB agar plates containing various
glucose/arabinose concentrations corresponding
to that used at various MIDs. MSplate was assigned
as the MID at which the colonies on the plate
disappear and corresponds to the inducer
concentration at which a given mutant shows an
active phenotype. Cells transformed with WT
CcdB do not survive under any conditions,
whereas those transformed with a nontoxic
control, E. coli thioredoxin (Trx), grow under all
conditions.
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RankScores are excluded, the RankScore showed enhanced
correlation (0.65) with residue depth, rather than with accessi-
bility (0.52). This is because such potential active-site residues
have low depth but are highly sensitive to mutation and therefore
have high RankScores. The correlation with depth improves if
average values within a bin are used (r2 = 0.91 and 0.41 for depth
and accessibility, respectively; Figure 4), suggesting that muta-Table 1. Rank Assignment Based on the Population Distribution
of Relative Activities in the Mutant Pool
MSseq
a
Incremental No. of
Active Mutants
Cumulative No. of
Active Mutants
Population
(%) Ranks
2 796 796 68 1
3 12 808 69 69
4 14 822 70 70
5 30 852 72 71
6 122 974 83 73
7 46 1,020 87 84
8 69 1,089 93 88
9 87 1,176 100 94
a Increasing values of MSseq are associated with increasing levels of
CcdB expression.
Structure 20, 37tional effects at positions buried just below the solvent acces-
sible surface of the protein are different than those at positions
buried deep within the core of the protein.
Model Discrimination Based on RankScore
If a structural model is similar to the native structure, residue
depth from the native structure and models should be highly
correlated. Since we have shown that RankScore is correlated
to residue depth from the native structure, in principle, the corre-
lation coefficient between RankScore and model residue depth
ðrscoredepthðeÞÞ, where e stands for experimental, can be used for
model discrimination. To test this hypothesis, a decoy set was
generated for CcdB by refining models obtained from threading.
27 threading alignments (from eight different dimeric templates
with different RMSD values from the CcdB crystal structure,
Protein Data Bank [PDB] id 3VUB; Loris et al., 1999) were used
for model generation. Each of these models was further refined
using the Rosetta refinement protocol (Raman et al., 2009) to
generate 300–500 models per alignment (see Experimental
Procedures). Of these, 50 randomly chosen models per align-
ment were used for model discrimination (Figure 5A). The perfor-
mance of rscoredepthðeÞ was compared with the model discrimination
ability of the Rosetta energy function (Figures 5C and 5D). The
Rosetta energy function has been used to rank models obtained
from ab initio simulations, and it has been shown that for proteins1–381, February 8, 2012 ª2012 Elsevier Ltd All rights reserved 373
Figure 3. Mapping of RankScore onto the Structure of CcdB
RankScore increases from blue to red. RankScores are inversely correlated
with mutational tolerance. Mutations at most surface positions are well toler-
ated and hence have low RankScores (blue). The known DNA-gyrase binding
site residues have the highest RankScores, and the region is encircled in the
figure. The figure is prepared in PyMOL (The PyMOL Molecular Graphics
System, version 1.2r2, DeLano Scientific, LLC).
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are typically close to the actual native structure (DiMaio et al.,
2011; Kuhlman et al., 2003; Rohl et al., 2004). The number of
models selected having backbone RMSD % 4A˚ in the top 10,
25, 50, or 75 models based on rscoredepthðeÞ were 50%–130% better
(p value = 0.014) than were the corresponding numbers in
respective RMSD ranges when selected using Rosetta energy
(Figure S1).
Simulated RankScore
To examine the applicability of our approach for model discrim-
ination to other proteins for which we did not have experimental
RankScore values, we assigned a set of random RankScore374 Structure 20, 371–381, February 8, 2012 ª2012 Elsevier Ltd All rvalues (in the range of 1–100) to residues in the target protein
subject to the constraint that this set of values should have
a rscoredepth value of 0.6 with native residue depth values (derived
from the crystal structure of the target protein). The generated
values are termed as simulated RankScore ðrscoredepthðsÞÞ. Ten sets
of simulated RankScores were generated and used for model
discrimination on the CcdB decoys (Figures 5B and S2). CcdB
decoys were generated as described in the Experimental
Procedures. Ten models from each set with the highest
rscoredepthðsÞ were selected and sorted to obtain the unique models
(81 models). The RMSD distribution of these models was
compared with the same number of models selected based on
either experimental RankScore or Rosetta energy (Figures 5C
and 5D). 79 out of 81 selected models had backbone RMSD%
4A˚ when experimental RankScore was used for model discrimi-
nation as compared to 64 and 35 models when simulated
RankScore or Rosetta energy respectively were used for model
discrimination. Furthermore, structural clustering of the selected
81 models was performed, and a maximum of the top five
clusters were considered. Clusters were ranked based on the
average correlation coefficient of cluster members. The back-
bone RMSD of cluster centers, with respect to the crystal
structure of CcdB, selected based on rscoredepthðeÞ (2.51, 3.06,
3.34, and 2.74) or rscoredepthðsÞ (4.99, 2.60, 3.02, 2.86, and 2.51)
were found to lie at lower values compared to when Rosetta
energy was used for model discrimination (5.39, 2.36, 4.16,
4.48, and 2.8). This suggests that rscoredepth can be used as an alter-
native metric to energy-based parameters for model discrimina-
tion. Although the simulated RankScore performsworse than the
experimental RankScore in terms of model discrimination, it is
still sufficiently accurate and hence can be used to test the
discriminatory ability of rscoredepth on other proteins of known struc-
ture for which experimental RankScore values are not yet
available.Alternative Parameter for Model Discrimination
The hot-spot gyrase binding residues of CcdB were observed to
have high RankScore values. In general it is likely that binding-
site/active-site residues will be spatially clustered in a single
surface patch (Guharoy and Chakrabarti, 2010; Landgraf et al.,
2001; Schueler-Furman and Baker, 2003). A spatial proximity
parameter (R) was defined as the radius of gyration of CcdBFigure 4. Correlation of Average RankScore
in a Bin of Accessibility and Depth
A plot of average RankScore with (A) binned
accessibility and (B) binned residue depth. The
data show that the correlation is better with depth
(R2 = 0.91) than with accessibility (R2 = 0.41). Error
bar represent standard deviation of RankScore
in a bin of accessibility or depth.
ights reserved
Figure 5. Model Discrimination for CcdB
(A) Model discrimination based on correlation coefficient of experimental
RankScore values ðrscoredepthðeÞÞ derived from mutant phenotypes.
(B) Model discrimination based on correlation coefficient calculated using
simulated RankScore values ðrscoredepthðsÞÞ. Models are colored in accordance
Structure
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Structure 20, 37residues (excluding Gly and Pro) having RankScoreR
RankScoreðmeanÞ+ 1:5s. A large fraction of selected residues
with high RankScore are expected to be part of the binding/
active site. Consequently, if a model is correctly folded, these
residues should be spatially clustered and hence should have
a lower R value relative to incorrect models. Gly and Pro were
excluded because these have specific stereochemical proper-
ties and may be unusually sensitive to mutation, even when not
part of the active-site. In the case of CcdB, nine residues satisfy
this criterion, of which three are part of the active site, three are
within 5A˚ of one of the active-site residues, and the remaining
three are at buried sites. As shown in Figure 6A, the models
with lowR values lie in the lower RMSD range for theCcdB decoy
set. For the lowest 5% of R values (67 models), 88% of models
have an RMSD of% 4A˚ from the native structure.
Furthermore, simultaneous use of both parameters, R and
rscoredepth in case of CcdB was found to be helpful in filtering out
some of the higher RMSD models that were selected when
one of the two parameters was used (Figures 6B and 6C). The
inset of Figure 6C features those models that have the highest
5% of rscoredepth and the lowest 5% of R values. These models are
highly enriched in low RMSD structures. Hence, in addition to
rscoredepth, R and/or a combination of both parameters is also a useful
metric to enrich native-like models from a pool of decoys.
Extension to Other Proteins
The proposed approach for model discrimination based on rscoredepth
was initially extended to seven other proteins for which crystal
structures are known. Approximately two monomeric proteins
each, from all four structural classes were chosen with size in
the range of 100–150 amino acids. For each of the seven
proteins, 105 ab initio models were generated by fragment
assembly using the Rosetta Abinitio module. For five of these
seven proteins, where ab initio modeling did not generate any
models with backbone RMSD% 4A˚, the decoy sets were gener-
ated by threading as discussed in the Experimental Procedures.
Briefly, models were built for 7–9 threading alignments and
further refined using Rosetta to generate 300–500 models
per alignment. Of these, 50 randomly chosen models per align-
ment constituted the decoy set (Table 2). Ten sets of randomly
assigned RankScores were simulated for every protein based
on the crystal structure depth with the constraint that the
correlation coefficient between RankScore and native depth
was 0.6 ± 0.01. The model selection protocol was the same as
that followed for CcdB. The backbone RMSD distribution ofwith the threading alignment used. Similar plots for nine other similarly
randomly assigned sets of RankScore values are shown in Figure S2. The top
panel shows the distribution of Rosetta Energy values as a function of RMSD
from the crystal structure for the dataset of decoys. The dashed line separates
the 81 lowest energy models from the rest. The middle and lower panels show
the 81 best models as a function of RMSD from the CcdB crystal structure.
Models are selected based on rscoredepth when experimental (middle) or simulated
(lower) RankScores were used (see text for details).
(D) Backbone RMSD distribution of selected models in (C) when using
RankScore derived from deep sequencing (black), simulated RankScores
(red), and Rosetta energy (green). The total RMSD range was divided into 1A˚
bins. Both experimental and simulated RankScore showed improved
discrimination between good and bad models relative to the Rosetta energy
function. See also Figure S1 and S2.
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Figure 6. Clustering of Residues with
High RankScore as a Metric for Model
Discrimination
(A) The spatial proximity parameter R is defined
as the radius of gyration of residues with
RankScore R RankScore (mean) + 1.5s. These
are likely to be the active site residues. Models
with low R values (lowest 5%) have low backbone
RMSD with respect to the crystal structure of
CcdB and are shown below the dashed line. The
model discriminating ability of R combined with
rscoredepthðeÞ or rscoredepthðsÞ is shown in (B) and (C)
respectively. The dashed horizontal and vertical
lines separate the top 5% of models based on low
R and high rscoredepth, respectively. The intersection of
the two sets lies in quadrant 3 (Q3), and its zoomed
view is shown in an inset in (C). Q3 is enriched in
low RMSD models.
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Deep Sequencing-based Protein Model Discriminationmodels selected based on rscoredepthðsÞwas compared with the same
number of models selected based on Rosetta energy. The distri-
bution of rscoredepthðsÞ and Rosetta energy as a function of backbone
RMSD is shown in Figures 7A, 7B, and S3 for a specific case of
the Hpt domain of the anaerobic sensor kinase ArcB (PDB id
2A0B; Kato et al., 1999). When rscoredepthðsÞ was used for model
discrimination, the number of selected models with backbone
RMSD% 4A˚ were nine as compared to two with Rosetta energy
(Figure 7C). Also, a large number of higher RMSDmodels (>10 A˚)
were selected by Rosetta energy (89 models) as compared to
rscoredepthðsÞ (50 models; Figure 7C).
In an alternative set of evaluations, four additional proteins
were chosen from a set of targets previously evaluated by
I-TASSER (Roy et al., 2010). Three of these were considered to
be hard targets, and the remaining one was considered
a medium target by I-TASSER based on statistical significance
of alignments (Roy et al., 2010). For these four proteins (70–90
residues length), 2 3 104 decoys were generated individually
using I-TASSER. A similar model selection protocol based on
rscoredepthðsÞ was followed as discussed previously. The selected
models were structurally clustered, and the clusters were ranked
based on the average correlation coefficient of the members.
The backbone RMSDs’ of the top ten cluster centers were found
to lie in a significantly lower range when compared with the
RMSD of the top ten models predicted by I-TASSER (Table 2,
bottom 4 rows).
The overall performance of rscoredepthðsÞ in terms of model discrim-
ination is summarized in Table 2. The rscoredepthðsÞ is able to select low
RMSD models from large pools of decoys for all of the cases
examined. The CcdB data suggests that a substantial further
improvement in the predictions is likely if experimental, rather
than simulated, rscoredepth and R values are used.
DISCUSSION
Reliable protein models are sometimes difficult to obtain when
there is low sequence identity between the target and proteins
of known structure. The present studies demonstrate that Satu-
ration Mutagenesis phenotypes Analyzed by Deep Sequencing
(abbreviated as SMADS) can guide protein structure prediction.
A flowchart of the SMADSmethodology is shown in Figure 8. The
RankScore and R parameters described previously, used either376 Structure 20, 371–381, February 8, 2012 ª2012 Elsevier Ltd All rindividually or in combination, are able to extract good models
from a large pool of decoys. The Rosetta energy-based ab initio
modeling approach works remarkably well for small proteins but
is less efficient for proteins greater than 125 residues. In
contrast, the RankScore performs better for proteins having
a large number of deep residues (approximately >10 residues
with depthR 6A˚) and on average proteins larger than 75 resi-
dues satisfy this condition. In the present work, we observe that
mutational tolerance is more closely related to residue depth
than to accessibility, as all residues below the surface have
accessibilities close to zero but vary in depth. In several previous
studies, including our own, residues have been categorized as
either buried or exposed, distinguished by arbitrary accessibility
cut-off typically ranging from 5%–15% (Ahmad and Gromiha,
2002; Bajaj et al., 2005; Miller et al., 1987). One of the initial goals
of this work was an attempt to derive an appropriate burial cut-
off based on mutational sensitivity. Instead, it was observed
that mutational sensitivity and hence RankScore correlate with
residue depth. Hence, using this biologically relevant readout,
there is no appropriate ‘‘cut-off’’ with which to distinguish buried
and exposed residues. Instead, precisely because of such
a correlation, it is possible to use mutational data to guide model
discrimination, in an energy independent manner. This is a useful
complement to existing energy-dependent computational
methods.
The current definition of RankScore takes into account only
the population distribution of MSseq scores and might be
improved by inclusion of terms like change in polarity, size,
and/or hydrophobicity upon mutation. Furthermore, if experi-
mental RankScore information can be incorporated into ab initio
structure building in a manner similar to X-ray diffraction data
(DiMaio et al., 2011) or NMR chemical shifts (Shen et al., 2008),
this might further guide the generation of correct models.
The present work also outlines a rapid and accurate method-
ology for obtaining relative populations of different mutants
in a library under varying conditions. We observe that the
largest decreases in fitness result from mutations at active
site residues. Since these residues are likely to be spatially clus-
tered, this provides an additional metric to discriminate correctly
folded models in a pool of decoys. Additionally, it can also be
used for active-site identification/prediction and functional
annotation.ights reserved
Table 2. Backbone RMSD Distribution of Models Generated by Either Ab Initio Fragment Assembly or Threading for Various Proteins and Overall Performance of rscoredepthðsÞ and
Rosetta Energy / I-TASSER in Terms of Model Discrimination
PDB id Length
Decoy Set Secondary Strb No. of
Selected
Modelsc
No. of Selected
Models with
RMSD% 4 A˚d Mann-
Whitney
Test p Valuef
RMSD of the Top 5 Models after Clustering
at Radius 2A˚ (Minimum Cluster Size = 2)
Size
RMSD
Rangea
No. with
RMSD%4 A˚ %H %S %L rscoredepthðsÞe
Rosetta
Energy rscoredepthðsÞ Rosetta Energy / iTASSER
1LU4g 134 400 2.3–17.4 150 45 23 32 54 47 18 <104 3.1, 3.6, 5.9, 2.5 5.7, 2.5, 3.1
1MYTg 146 350 1.6–17.1 100 68 0 32 48 34 3 <104 6.3, 3.0, 4.6, 5.0 4.8, 4.3, 3.2
1TP6g 126 450 2.4–9.7 236 32 47 21 51 49 40 <104 3.2, 2.8, 5.1 4.1, 2.7, 3.2, 4.8
1VM9g 109 400 2.0–11.9 82 7 39 53 64 28 24 0.01 3.7, 4.4, 4.7, 2.7, 6.2 3.7, 4.1, 5.9, 6.8
1WOUg 119 350 3.5–10.7 79 50 23 28 73 12 29 <10-4h 6.7, 4.0, 4.3, 5.5, 3.9 3.9, 5.7, 3.8
1VYFi,j 135 105 2.4–20.0 38 17 56 27 96 5 0 <104 3.3, 10.6 
2A0Bi,j 118 105 2.7–21.3 123 84 0 16 95 9 2 <104 13.8, 13.9, 3.4, 4.2, 5.6 16.4, 17.0, 17.0, 15.1
1kjs_k 74 2 3 104 3.5–26.4 268 68 0 32 95 7  0.06l 3.6, 9.4, 9.5, 4.3, 12.4 6.4, 11.0, 12.9, 9.3, 11.5
1mkyA3k 81 2 3 104 3.2–18.3 1528 37 25 38 99 13  0.41l 4.4, 5.7, 2.9, 4.1, 4.6 4.0, 5.0, 5.6, 3.6, 4.7
1o2fB_k 77 2 3 104 3.3–17.4 2216 62 27 11 97 27  0.04l 5.1, 5.3, 3.9, 4.4, 4.4 4.6, 4.1, 9.8, 7.4, 8.8
1tig_k 88 2 3 104 3.4–28.2 315 35 30 35 94 1  0.01l 5.3, 6.3, 12.4, 6.5, 3.8 3.8, 12.4, 17.4, 12.9, 9.9
a Backbone RMSD range (in A˚) observed in the decoy set.
b Secondary structure content from the respective crystal structures.
c Total number of unique models selected based on RankScore or Rosetta energy.
dNumber of models with backbone RMSD% 4A˚ selected based on either RankScore or Rosetta energy.
e rscoredepthðsÞ is the correlation coefficient of simulated RankScore versus model residue depth.
f Nonparametric Mann-Whitney test (one-tailed) to assess if themedian of the RMSD distribution of the selectedmodels based on rscoredepthðsÞ is significantly lower as compared to that based on Rosetta
energy.
g Very few low RMSD (%4A˚) models were generated for these proteins by the ab initio approach. Hence, a decoy set of 350–450 models were generated by refining threading derived models as
described in the Experimental Procedures and used for model discrimination. The median of the RMSD distribution of models selected based on rscoredepthðsÞ is lower than that based on the Rosetta
energy.
h The median of the RMSD distribution of models selected based on rscoredepthðsÞ is higher than that based on the Rosetta energy.
i Decoy datasets comprise exclusively of 105 models derived using the Rosetta Abinitio module.
j Clustering done with radius 3 A˚.
k Decoy set generated using I-TASSER. The targets were selected as described in the Experimental Procedures.
l Test of significance was performed for RMSD values of the top ten cluster centers selected based on rscoredepthðsÞ and the ten models predicted by I-TASSER.
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Figure 7. Model Discrimination for a Decoy Set of 105 Ab Initio
Models Generated for PDB id 2A0B
(A) Model discrimination using rscoredepthðsÞ. A representative set of rscoredepthðsÞ values
are shown here. Similar plots for nine other sets of rscoredepthðsÞ versus RMSD are
shown in Figure S3. Models with ten highest rscoredepthðsÞ values are shown above
the dotted line.
(B) Model discrimination based on Rosetta energy. Models with the 95 lowest
Rosetta energy values are shown below the dotted line.
(C) Backbone RMSDdistribution of 95 selectedmodels based on rscoredepthðsÞ from
ten independent simulations (filled bars, see text of Figure S3 for details) and
Rosetta energy (empty bars, data from B). The total RMSD range was divided
into 1A˚ bins. rscoredepthðsÞ shows improved discrimination between good and bad
models relative to the Rosetta energy function (see also Figure S3).
Figure 8. A Flowchart of the SMADS Methodology
(A) Experimental method.
(B) Data analysis.
Structure
Deep Sequencing-based Protein Model DiscriminationThere have been recent attempts to use deep-sequencing to
evaluate activities/fitness of mutant proteins. These have been
typically restricted to a small stretch of sequences (Fowler
et al., 2010; Hietpas et al., 2011). In the present study, we
show that using a parallelized site-directed mutagenesis
strategy, it is possible to accurately determine phenotypic infor-
mation for all possible single-site mutants of a protein from
a pooled library. The fact that each clone in the library is mutated
at a single codon, greatly simplifies interpretation of the data.
The demonstrated methodology can be applied, in principle,
to any protein system in which structural modulations due to378 Structure 20, 371–381, February 8, 2012 ª2012 Elsevier Ltd All rights reserved
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Deep Sequencing-based Protein Model Discriminationmutations are reflected in a phenotypic readout. With advance-
ments in high-throughput mutant generation and screening,
and next-generation sequencing techniques, such studies can
be completed in a relatively short time span for any protein/
nucleic acid system for which a phenotypic readout is possible.
For many proteins, a binding partner or ligand can be used to
construct such a readout. Even in the absence of any binding
partner, cell-surface expression of an epitope-tagged protein
can be used as a convenient readout (Chao et al., 2006). In
contrast to conventional methods for structure determination,
such as crystallography or NMR, such readouts do not require
proteins to be purified. Hence, this may prove useful for proteins,
such as glycoproteins, membrane proteins, and other macromo-
lecular systems, that are difficult to structurally characterize by
crystallography or NMR. In addition, the validated saturation
mutagenesis phenotypes and RankScore data shown in Table
S3 provide a rich resource for understanding effects ofmutations
on protein stability, folding, and evolution.
EXPERIMENTAL PROCEDURES
Plasmids and Host Strains
The ccdb gene was cloned under the control of the PBAD promoter in the
vector pBAD24 to achieve tunable expression levels using arabinose
(inducer) or glucose (repressor) (Chakshusmathi et al., 2004). Two E. coli
host strains were used: Top10pJAT and CSH501. Top10pJAT is a CcdB-
sensitive strain and was used for screening the phenotypes. The pJAT8araE
plasmid encoding the arabinose transporter araE was introduced into TOP10
strains to ensure uptake of approximately equal amounts of arabinose in all
cells (Bajaj et al., 2008). The plasmid pJAT8araE was kindly provided by
Dr J.D. Keasling (University of California, Berkeley, CA, USA). CSH501 is a
CcdB-resistant strain due to a mutation in the chromosomal copy of gyrA,
which abolishes DNA gyrase-CcdB binding. CSH501 was kindly provided
by Dr M. Couturier (Universite Libre de Bruxelles, Brussels, Belgium). Indi-
vidual mutant plasmids transformed into CSH501 were stored as glycerol
stabs (Bajaj et al., 2008).
Mutant Library Generation
1,438 single-sitemutants of CcdB (Bajaj et al., 2008) from E. coli CSH501 stabs
were inoculated individually into 96 deep well plates containing 1 ml Terrific
Broth per well with 100 mg/ml ampicillin as antibiotic marker, with the aid of
a Biomek 3000 liquid handling system (Beckman Coulter Inc). The cultures
were grown until saturation (36 hr) at 180 rpm and 37C. 500 ml of the satu-
rated culture from each well was pooled together and harvested at 6000 rpm
for 15 min at 4C. The master pool of plasmids was purified from the pooled
culture using a Qiagen kit and the presence of the CcdB insert was recon-
firmed by single and double digestion with NdeI and HindIII enzymes (New
England Biolabs). Approximately 2 mg of pooled plasmid library was purified
from700ml of culture. 2ml of competent Top10pJAT cells (a CcdB-sensitive
strain) were transformed with 50 mg of the pooled plasmid library and then
grown for 1 hr in 10 ml LB media containing 0.2% glucose (highest repressor
level to avoid leaky expression). After 1 hr, the cells were pelleted down and
glucose was removed by subjecting cells to three washes with 10 ml LB.
Finally, equal amounts of cells resuspended in 10 ml LB were spread onto
50 LB agar plates (120 3 120 3 17mm, Greiner Bio-One, Frickenhausen,
Germany) containing various percentages of glucose and arabinose concen-
trations (2 3 101 Glu, 4 3 102 Glu, 7 3 103 Glu, 0 Glu/Ara, 2 3 105 Ara,
73 105 Ara, or 23 102 Ara) at 37C. The colonies growing at each condition
were washed off the plates, and 50–200 mg plasmid pools were recovered from
the pooled cells isolated from each plate. The ccdb gene from each pooled
set of plasmids and from the master pool was amplified using a set of forward
and reverse primers, which contained multiplex identifier (MID) sequences
(10 bases long) unique for each condition. 122 ng for MID 1 and 61 ng
each for MID 2–8 of purified PCR products (as estimated from a Bioanalyzer,
Agilent Technologies) were mixed together, and the pooled library wasStructure 20, 37sequenced using the 454GenomeSequencer FLX platform (Roche Inc., Basel,
Switzerland).
Data Processing
All reads with a minimum read-length of 200 bases were aligned with the WT
CcdB sequence using ClustalW (Chenna et al., 2003). A mutation at a codon
level was assigned if (1) the quality score (Q) of all bases of the codon was
R20 and (2) no base in ± 5 bases had Q < 20 around the mutant codon. All
instances of the putative mutant codons per read were subjected to these
criteria. The reads with only a single amino acid mutant codon were consid-
ered for further analysis (53% of total reads).
Mutational Sensitivity and RankScore
For a given mutant, a mutational sensitivity (MSseq) score is assigned as the
MID at which the normalized number of reads (normalized to 105 total reads
for each MID, an arbitrary reference) decrease by 5-fold or more compared
to its previous MID. This score ranges from 2–9 with two representing the
most active and nine the least active, that is, the most sensitive to mutation.
A parameter called RankScore was defined for each residue based on the
overall distribution of mutational sensitivity scores. All mutants with a MSseq
score of two were assigned a rank of one (say a% of total mutants). The next
rank was assigned as [a + 1] to all mutants (say b%) having a MSseq score of
three and thus accounting for a cumulative total of (a + b%) of mutants.
Furthermore, all mutants (say c%) with a MSseq score of four were assigned
a rank of [(a + b) + 1] and so on. The ranks are thus related to the cumulative
distribution of mutants with the most active mutants having the lowest ranks
and the least active having the highest. The RankScore for a position was
defined as the numerical average of the assigned ranks to all mutants at that
position.
Ab Initio Model Generation
Ab initio models for monomeric proteins were generated by using the Rosetta
(version 2.3) ab initio protocol (Kuhlman et al., 2003; Rohl, 2005; Rohl et al.,
2004). A database of proteinswith <30%sequence identity to the target protein
was used for fragment generation. 105 models were generated with the
following command line options: rosetta -fa_output -new_centroid_packing
-vary_omega -omega_weight 0.5. Ab initio models for the CcdB homodimer
were generated using the fold-and-dock protocol of Rosetta as described
previously (Das et al., 2009).
Model Generation by Threading and Refinement
The query protein sequence was submitted to the LOMETS metaserver (Wu
and Zhang, 2007). The search database contained protein sequences with
<30% identity to the query sequence. In the case of CcdB, models were gener-
ated using alignments only with dimeric templates. For the remaining mono-
meric proteins, the models were generated from LOMETS-derived template
alignments using MODELLER (Eswar et al., 2006; Sali and Blundell, 1993).
7–9 templates were selected from various backbone RMSD ranges with
respect to the crystal structure of the target (care was taken not to overpopu-
late any specific RMSD range) and further refined using Rosetta with the
following options: rosetta -relax -farlx -ex1 -ex2 -short_range_hb_weight
0.5 -long_range_hb_weight 1.0 -farlx_cycle_ratio 1.0 to generate 300–500
models for each template. Dimeric models of CcdB generated by threading
were refined using following options of Rosetta (version 3.2): rosetta -relax:
thorough -relax:chi_move -symmetry:symmetry_definition. 50 randomly
chosen models from each of these refined sets were used for further analysis.
The backbone RMSD was calculated with respect to the native crystal
structure using the g_confrms tool of Gromacs (version 4.0.5; Hess et al.,
2008; Van Der Spoel et al., 2005).
Model Generation by I-TASSER
Four targets were selected from the target list used by I-TASSER (Zhang,
2008), of which three were hard targets (1mkyA3, 1o2fB_, and 1tig_), and
onewas ofmedium difficulty (1kjs_). Decoy sets of 23 104models were gener-
ated for each target using a stand-alone version of I-TASSER (Roy et al., 2010).
A database of proteins with <20% sequence identity to the target protein was
used as the search dataset. Clustering and subsequent refinement protocols
of I-TASSER were used to obtain ten predictions for each target from1–381, February 8, 2012 ª2012 Elsevier Ltd All rights reserved 379
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Deep Sequencing-based Protein Model DiscriminationI-TASSER. The procedure for model selection based on simulated RankScore
was similar to that discussed before.
Structural Clustering and Ranking
The selected models were structurally clustered using g_cluster tool of
Gromacs (version 4.0.5) with a clustering radius of 2 A˚. The minimum cluster
size was set to two. Clusters were ranked based on the average correlation
coefficient of the cluster members. The backbone RMSD of the cluster center
with the native structure was reported.
Tests of Significance
A nonparametric, one-tailed Mann-Whitney test was performed using
GraphPad Prism (version 5.01 for Windows, GraphPad Software, San Diego,
CA, USA, http://www.graphpad.com) to assess if models selected based on
rscoredepthðsÞ have significantly lower RMSD from the native structure compared
to models selected based on Rosetta energy.
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