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ABSTRACT 
Knowledge of the Fermi surface is one of the most impor­
tant requirements for understanding the properties of a metal. 
A very powerful tool for studying this surface is the de Haas-
van Alphen effect, the oscillations in the magnetic suscepti­
bility with magnetic field found in metal single crystals at 
very low temperatures. Gold originally studied the de Haas-
van Alphen effect in lead using pulsed magnetic fields up to 
a maximum of 80 kG. His results indicated that the Fermi 
surface was much like a free-electron surface, and that valua­
ble additional information should become available by extend­
ing the measurements to higher fields. • In the present study 
an apparatus has been designed and constructed to extend the 
magnetic fields to 200 kG. With the aid of these higher 
fields many new features of the Fermi surface in lead have 
been quantitatively determined. The shape of the Fermi sur­
face can be well explained in terms of an orthogonalized-plane-
wave model using only two parameters, the two Fourier compo­
nents of the pseudopotential, and ^200' the 
orthogonalized-plane-wave approach is successful in describing 
the shape of the Fermi surface, the calculated cyclotron 
masses are too small by a factor of order two. The theoreti­
cal implications of this are discussed briefly. Shortly be­
fore this thesis was completed, de Haas-van Alphen oscillations 
xi 
were observed in iron whiskers, the first time that the effect 
has been observed in a ferromagnetic metal. Preliminary re­
sults show that the saturation magnetization in iron must be 
taken into account in order to determine the true periods of 
the oscillations. 
1 
1. INTRODUCTION 
1.1. The Fermi Surface 
The Fermi surface of a metal is defined as the constant 
energy surface in momentum space at which there is a discon­
tinuity in the momentum distribution of the electrons at 
absolute zero. Knowledge of the shape of this Fermi surface 
is very important in understanding the properties of a metal. 
For example, the electrical conductivity of a metal is deter­
mined by the scattering of electrons and this scattering can 
only take place between initial and final states which lie 
close to the. Fermi surface. 
When one notes that electron-electron interactions are 
of the same order of magnitude as the kinetic energy of an 
electron, it seems at first sight surprising that a discon­
tinuity in the momentum distribution could exist. This 
problem has been given a great amount of theoretical attention 
recently,1 and Luttinger in collaboration with Kohn and Ward 
(Luttinger i960; Luttinger and Ward i960) has treated the 
electron-electron interaction and, to all orders of perturba­
tion theory, the existence of such a discontinuity has been 
obtained. From the experimental point of view, as we shall 
see later, there is no doubt about the existence of a well-
^See Luttinger (1961) and Falicov and Heine (1961) who 
give further references. 
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defined Fermi surface. 
In order to calculate many physical properties, such as 
transport behavior, scattering probabilities are needed in 
addition to details of the Fermi surface, and the theoretical 
expressions usually take the form of complicated integrals 
from which it is in general impossible to separate out the 
details of the Fermi surface. However, there is a class of 
experiments which depends principally on the details of the 
Fermi surface and to only a lesser extent on scattering 
probabilities. Such experiments are the de Haas-van Alphen 
(dHvA) effect, cyclotron resonance effect, magnetoresist-
ance effect, magnetoacoustic effect, and the Kohn effect. In 
general, the quantum mechanical theories used for interpreta­
tion of the results of these experiments are based on the one 
electron approximation. In reality, one is dealing with a 
system of interacting particles; but, as several authors have 
shown, the system can be described in terms of individual 
' quasi-par tides' which are uncorrelated. (See, for example, 
Pines 1955.) 
The main experiments giving direct information about the 
Fermi surfaces of metals have been described in several re­
views (Pippard 1961; Harrison and Webb I960; Lax 1958)> and 
we will give only a short summary of these experiments in 
Section 1.3. In order to clarify this discussion we begin 
with a review of the concept of Brillouin zones in the follow­
3 
ing section. 
1.2. Brillouin Zones: Reduced and Extended 
Zone Pictures 
If the crystal lattice were ignored, the energy surfaces 
for a system of independent electrons would "be spheres in 
momentum space ; this space we shall also refer to as the 
reciprocal lattice or wave vector space (k-space). In this 
case the radius of the Fermi sphere (the constant energy sur­
face enclosing all the occupied states at absolute zero) would 
be kp = (3%^n)1/^ where n is the density of free 1 conduction1 
electrons in the metal. 
When a small lattice potential is added thus creating a 
periodic structure, the primary effect is to produce planes 
of energy discontinuity in k-space defined by the equation 
K2/2 = k • K where K is a vector of the reciprocal lattice 
and the magnitude of k is 2n/k (Brillouin 1953). These 
planes, called Bragg planes, break up the reciprocal lattice 
into zones. The region cut off by those planes nearest the 
origin of the reciprocal lattice is a polyhedron called the 
first Brillouin zone. (Any figure with the same boundaries 
as the first Brillouin zone will be referred to as the primi­
tive zone or cell.) The second zone is made up of all regions 
of k-space that can be reached from the origin by crossing 
only one Bragg plane. The third zone is found by crossing 
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two Bragg planes and so on. It can be shown that all Bril­
louin zones have the same volume and can be mapped into the 
primitive zone by reciprocal lattice translations K (Brillouin 
1953, p. 243). 
The importance of this division into Brillouin zones may 
be seen by considering the motion of an electron in k-space. 
Using a semiclassical approach, we assume that the electron 
is a localized particle whose motion in an electromagnetic 
field is described by the equation 
* §  = £  a . i )  
where F is the Lorentz force. If only a quasi-steady magnetic 
field, H, is present, Equation 1.1 becomes 
a d £  =  
dt c 
where r is the velocity of the electron. Thus we see that in 
k-space the electron moves'around an orbit that is the inter­
section of a constant energy surface with a plane normal to H. 
(Also, from Equation 1.2 we see that the orbit in real space 
is related to the orbit in k-space by a scaling factor ) 
eH 
If this orbit intersects a Bragg plane, in general the plane 
will not be crossed because of the energy gap, and the elec­
tron will be 1 Bragg reflected1 (The wave vector is changed by 
a reciprocal lattice vector.) to an equivalent point on the 
"boundary of the zone from which it will continue along the 
orbit. Thus the orbit will remain in only one zone and if 
this zone is remapped into the primitive zone, the orbit will 
appear continuous. 
This remapping consists of displacing each section by an 
appropriate reciprocal lattice translation in order to bring 
it into the primitive zone. The result is called the reduced-
zone scheme. Pippard (1961) has shown a good example of this 
remapping procedure for a two-dimensional square lattice 
(Figure 1.1); the constant energy contour was originally a 
circle, but it has been broken up by the Bragg planes. We see 
that the second zone contour maps into a square shape, the 
third forms a star and the fourth forms small pockets at the 
corners of the remapped zone. The energy varies continuously 
with k in each remapped zone which we shall often refer to as 
a band. 
When the lattice potential (or pseudopotential described 
in Section 5.2) is allowed to vanish but symmetry is main­
tained, the only effect is to alter the connectivity of the 
constant energy spheres as they intersect the Bragg planes. 
This is called the 1 empty lattice1 or 1single-orthogonalized-
plane-wave1 approximation. The spherical free electron sur­
face is divided into portions, each of which may be mapped 
into the primitive zone in the manner pictured above. This 
procedure was used by Gold (1958b) in describing the Fermi 
6 
Figure 1.1. Remapping procedure for a constant energy 
contour for a two-dimensional square 
lattice 
(after Pippard 1961) 
a. Third zone . 
t>. Second zone 
c. Fourth zone . 
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surface of lead. This method can be extremely complicated in 
three dimensions, but Harrison (1959) has described a method 
for carrying out this mapping simply. Harrison's method con­
sists of drawing free-electron spheres about each reciprocal-
lattice point. The regions enclosed by only one sphere are 
occupied regions belonging to the first zone. Those enclosed 
by two spheres belong to both the first and second zones, and 
so on. 
The primitive zone may be considered as a repeating unit 
of the reciprocal lattice and when this is done we have the 
1 repeated-zone scheme'. In this case, crossing a Bragg plane 
into an identical neighboring cell is equivalent to Bragg 
reflection. 
Sometimes the remapping produces a multiply-connected 
Fermi surface and in this case the possibility of open orbits 
exists. The idea of open orbits is best discussed with a 
picture using this repeated zone scheme. Figure 1.2a shows 
an example (Chambers I960, p. 110) of an open orbit running 
in the £ 010 "2 direction for a periodically repeating Fermi 
surface of intersecting [100 ] cylinders. The electron path 
extends indefinitely in this repeated zone scheme. The con­
cept of open orbits will be important when we discuss magneto-
resistance in the next section. 
Figure 1.2. Examples of open orbits (Chambers I960) 
a. H in (010) plane 
b. H tilted away from [ 100 ] in an 
arbitrary direction 
(001) 
(100) 
—h# 
(010) 
"B 
q8 
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1.3. Experimental Methods for Studying 
the Fermi Surface 
1.3.1. Ko.hn effect 
Although the Kohn effect has been found in only one 
metal, lead (Brockhouse et al. 1961), we will begin with this 
experiment because of its essential simplicity. In this ex­
periment the dispersion curves for lattice vibrations are 
determined by inelastic scattering of low energy neutrons or 
x-rays. Kohn (1959) has predicted the occurrence of kinks in 
these curves, theoretically corresponding to logarithmic 
infinities of slope. For a simply-connected convex Fermi 
surface Wo11 and Kohn (1962) show that these kinks should 
occur at values of phonon wave vector satisfying the relation 
g. + K = 2kp , where K is a reciprocal lattice vector and kp 
is a wave vector on the Fermi surface. It seems reasonable 
to extend this result to more complex forms of the Fermi sur­
face by assuming & satisfies 
SL + S = 2e (1.3) 
where De is an extremal distance ('calipered' dimension) 
across the Fermi surface. Thus we have a method for obtaining 
extremal dimensions of the Fermi surface. 
Physically the Kohn effect is due to the influence of 
conduction electrons on the effective forces between ion cores. 
10 
Let us, for simplicity, consider a spherical Fermi surface.. 
and assume K = 0. A phonon with wave vector £ propagates 
through the lattice creating electron-hole pairs with zero 
energy loss. This can be pictured as the scattering of an 
electron from one part of the Fermi surface to another. 
Figure 1.3 shows the spherical Fermi surface in a repeated 
zone scheme. When |q| becomes greater than the diameter of 
the Fermi surface 2kp, this scattering can no longer take 
place and the shielding of the ion cores by the conduction 
electrons will decrease sharply. This decrease in shielding 
increases the forces between the ions and the phonon frequency 
will Increase as shown in the kink at (c). Similarly, down­
ward kinks can occur when |q + Kj passes from outside to in­
side the Fermi surface as q increases; such kinks are shown 
at (e) and (f). Brockhouse et al. (1961) have studied this 
effect in some detail in lead and their results will be dis­
cussed in Chapter 6. Paskin and Weiss (1962) have also found 
similar kinks in the dispersion curve using x-rays. 
1.3.2. Ultrasonic attenuation in a magnetic field 
Attenuation of sound waves in a magnetic field is another 
approach for studying the Fermi surface and, in fact, gives 
similar information to that obtained from the Kohn effect. 
In this experiment the electron mean free path must be longer 
than the sound wavelength and therefore very pure metals and 
11 
= CHANGE IN PHONON MOMENTUM 
IN [llO] DIRECTION 
PHONON 
FREQ. 
2ir 
q [110] yz-
REDUCED WAVE VECTOR 
Figure 1.3. Illustration of the Kohn effect 
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liquid helium temperatures are required. The results are 
rather complicated and sometimes difficult to interpret. 
Pippard (1960a) has considered this problem for arbitrary 
Fermi surfaces and found oscillations quasi-periodic in l/H 
may occur which depend on 1calipered1 dimensions of the Fermi 
surface normal to the magnetic field and the direction of 
sound propagation. Cohen, Harrison, and Harrison (I960) have 
looked at the problem in detail for a free electron gas in a 
background of positive charge of the same density. For the 
skin depth much less than the sound wavelength X and for waves 
propagating perpendicular to the magnetic field direction, 
they show that maxima in attenuation occur at 
qR = n7t as qR -> œ . (1.4) 
Here q = 2TT/X and R is the radius of the orbit in real space. 
Using the scaling factor which relates orbits in real space 
in a magnetic field H to those in k-space, we may write Equa­
tion 1.4 as 
D = (1.5) 
ÏL C A(g) 
Here De should be the same extremal dimension of the Fermi 
surface as in the Kohn effect, and A(l/H) is the period of the 
oscillations. Using longitudinal waves, Rayne (1962, p. 223) 
has observed several oscillations in attenuation in very pure 
13 
lead samples and used Equation 1.5 to estimate extremal 
dimensions of the Fermi surface. We shall return to a dis­
cussion of these results in Chapter 6. 
1.3.3. Anomalous skin effect 
In this experiment micro-waves are incident upon the plane 
surface of a sample and the surface resistance is determined 
by measuring the power absorbed. In the extreme anomalous 
limit (skin depth much less than mean free path) the surface 
impedance (Pippard 1960b) is given by 
Zoo = a Sffi (1 - /3 i) (1.6) S 
2 
where S"^ = J* |p^.| dk^ and a is a number between 1 and 2 
which depends upon the behavior of electrons hitting the sur­
face (a = /J for diffuse scattering). Py. is the radius of 
curvature in a plane normal to the sample surface at an 
'effective point1 where y ^ E has no component normal to the 
sample surface. 
Study of the anomalous skin effect has been quite valuable 
for metals with single-sheet Fermi surfaces such as copper 
(Pippard 1957). For a metal with a Fermi surface of several 
sheets, however, the contributions from all sheets are com­
bined in the surface resistance and can not be separated. In 
general for such metals the anomalous skin effect can be used 
14 
to determine only the total area of the Fermi surface, S, from 
— 
the average of (Rod ) over all surface orientations according 
to the formula 
(B°°3)aV = (4) (3^)Au>2 (1'71 
Here Roo is the real part of the surface impedance and Rqq is 
obtained by averaging over all current directions parallel to 
the sample.surface for a fixed crystal surface orientation. 
However, S is most readily determined from measurements of 
(Roo on polycrystalline samples. Here one must assume that 
3, V 
(Roo )av can be replaced by (Rœ ) and that the crystallites 
have no preferred orientation. 
1.3.4. Magnetoresistance 
The study of the resistance of metals in the limit of 
large magnetic fields is one of the simplest methods for in­
vestigating the connectivity of the Fermi surface. That is, 
the regions of existence of open orbits can be found from a 
study of magnetoresistance as a function of crystal orienta­
tion. Lifshitz, Azbel, and Kaganov (1957) have worked out the 
theory of magnetoresistance for an arbitrary dispersion rela­
tion using a linearized Boltzmann equation. The results for 
compensation (equal numbers of holes and electrons causing 
cancellation of the linear Hall term in the conductivity 
15 
tensor) are quite different from those for non-compensation. 
The presence of open orbits is determined by saturation 
or nonsaturation of the magnetoresistance in the limit of 
large magnetic fields. The longitudinal magnetoresistance 
(current in direction of magnetic field) always saturates, but 
for the transverse magnetoresistance there are several possi­
bilities : 
a. For an uncompensated metal saturation occurs for all 
directions of field and current, if there are either no open 
orbits or open orbits in two perpendicular directions. For 
open orbits in only one direction nonsaturation occurs for all 
directions of magnetic field perpendicular to the open orbit 
direction except for current perpendicular to both the field 
and open orbit directions; in this case saturation occurs and 
the open orbit direction is determined. 
b. In the case of a compensated metal, nonsaturation 
occurs for all directions of field and current if there are 
no open orbits. For open orbits, the results for a compen­
sated metal are the same as for an uncompensated one. 
Alekseevskii and G-aidukov have used the above considera­
tions quite successfully in their study of the magnetoresist­
ance of tin (Alekseevskii et al. 1961) and lead (Alekseevskii 
and Gaidukov 1962). 
Study of the Hall coefficient RH for large magnetic 
fields can also help to determine whether open or closed 
16 
orbits are present. For closed orbits or open orbits in only 
one direction the Hall coefficient tends to a constant value 
at high fields. On the other hand, for open orbits in two 
directions Eg -» l/H2 as H -> oo . So far very little use 
has been made of the high-field Hall coefficient in metals. 
1.3.5. Cyclotron resonance 
Cyclotron resonance in metals, Azbel-Kaner effect (Azbel 
and Kaner 1956, 1957)» is used to determine the cyclotron 
mass, which is a differential property of the Fermi surface. 
Here a magnetic field is applied parallel to the specimen 
surface with an rf electric field perpendicular to the mag­
netic field. A series of resonances periodic in l/H is 
observed and the cyclotron mass m* is obtained from this 
period according to the formula 
m* = iszrrW - (1-8) 
where to is the frequency of the electromagnetic field. The 
cyclotron mass is defined as 
= ÉfiÇ (1"9)  
where A is the area enclosed by the orbit formed by the in­
tersection of an energy surface with a plane kz = constant, 
perpendicular to the magnetic field; the energy derivative is 
17 
evaluated at the Fermi surface. 
In practice it is difficult to align the magnetic field 
exactly parallel to the specimen surface and also the surface 
is not perfectly smooth. Therefore, this experiment usually 
picks out sections of the Fermi surface for which vz = 0, 
where vz is the average velocity in the direction of the 
magnetic field. Harrison (1960b) has shown that vz = 0 for 
an extremal orbit, that is, for = o .  
z 
Usually the extremal section will lie in a plane of 
mirror symmetry where vz = 0 at all points on the orbit. 
Figure 1.4a shows such an orbit. However, one frequently 
finds extremal sections that do not lie in a mirror plane and 
where only the average velocity vz is zero ; Figure 1.4b is an 
example of this. One can distinguish between these two pos­
sibilities by varying the rf polarization. If resonance is 
observed with current parallel to the field, it must be due 
to an orbit for which only the average value vz = 0. Such 
polarization studies have been carried out by Young (ca. 1962), 
Khaikin and Mina (1962), and Kip, Langenberg, and Moore (1961). 
In general it is not possible to associate the cyclotron mass 
directly with the relevant orbit without additional informa­
tion, but this difficulty is not present in the de Haas-van 
Alphen effect which we discuss in Section 1.4. 
18 
Figure 1.4. Drift velocity for different types of 
extremal orbits 
19 
1.4. de Haas-van Alphen Effect 
In the present investigation the de Haas-van Alphen 
effect was used to study the Fermi surface and we therefore 
discuss this experiment in somewhat more detail. 
The de Haas-van Alphen (dHvA) effect, oscillations of 
magnetic susceptibility periodic in l/H observed in metal 
single crystals at low temperatures, is one of the most power­
ful tools for studying the shape of the Fermi surface and its 
differential properties. 
The existence of oscillations can be shown in a rela­
tively simple manner by considering the effect of a uniform 
magnetic field H in the z direction. It is assumed that the 
motion of an electron in a state with wave number k is de­
scribed by the Lorentz force equation 
& È = |1 x H (1.1) 
where v = ~ V^E represents the electron velocity. In the 
presence of the magnetic field electrons move in quantized 
orbits in the x - y plane while the motion in the z direction 
is not affected. 
Onsager (1952) applied the Bohr-Sommerfeld quantization 
rule to this problem for an arbitrary dispersion law E(k): 
j> p • dq = (n + Y)2«h , (1.10) 
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where p is the momentum canonically conjugate to the space 
coordinate q in the presence of the magnetic field. He found 
that the quantized orbits in k-space enclose areas given by 
A = 2TC(n * ^ )eH (1.11) 
' île 
Here Y is a constant and equals 1/2 in the free electron case. 
Since kz is not affected by quantization, we consider a 
thin disk in k-space of thickness 6kz. The quantized levels 
can then be thought of as cylinders with height £>kz and en­
closing the cross-sectional areas Ar . It can be shown that 
the Fermi energy shifts very little with field and that this 
effect can be neglected (Pippard 1961, p. 23). As H increases 
the cylinders expand according to Equation 1.11 and eventually 
pass through the Fermi surface. The energy of the system U 
fluctuates with a period determined by the rate at which these 
cylinders move through the Fermi surface. For a disk at kz 
this period becomes 
1 = *<vh) = t1-12' 
where A" (kz) is the cross-sectional area of the Fermi surface 
at kz. The magnetization, given by - dU/dH at 0°K, oscillates 
with the same period and can be expressed in a Fourier series, 
in the form 
21 
ôM(kz) E Or(kz) sin £—22|£^y(l) ]ôkz* (1*13) 
3 Because the phase of oscillations is large, typically 10 -
104 for metals, the extremal values of A (kz) predominate when 
we integrate over kz. If higher harmonics are neglected, the 
magnetization oscillates with period 
p 
= sE;. • <la4) 
where Q is an extremal area of the Fermi surface normal to 
H, as for example in Figure 1.4. In real metals several 
periods may be found since the Fermi surface may have several 
extremal areas. Because of the periodic nature of the effect 
it is possible, as with cyclotron resonance and the magneto-
acoustic effect, to separate out the contributions from dif­
ferent extremal sections. 
We have considered the effect only at absolute zero, but 
at higher temperatures the Fermi surface is no longer sharply 
defined and the amplitudes of the oscillations decrease. 
Lifshitz and Kosevich (1955) have calculated the oscil­
latory part of the magnetization for an arbitrary dispersion 
law including the effects of a finite temperature as well as 
a spin term. The result is that the oscillating part of the 
magnetization for a uniform applied magnetic field, H, in the 
z direction is given by: 
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(1.15) 
oo sin 
S 
r=l 
&rcAo(Ep) - | _ 27trYl cos Term 
eH 4 J m 
2 
r sinh Xr 
Here V is the volume of the sample, and 0(EjO is the 
extremal area of the Fermi surface in a plane normal to the 
magnetic field given in wave vector units, cm" . The cyclo-
' 2 
tron mass is defined as in Section 1.3 by m* = ~ Here 
_ 2%VokT îM 
2IR AEJ, 
x 
= —m— ani 
akz2 
is the magnitude of a curvature 
o 
factor and shows that the amplitude is greater if the cross-
sectional area changes only slowly about an extremum. Y is a 
phase factor which would be 1/2 for a quadratic dispersion 
law. In general X is large enough that only one term need be 
kept in the summation and (sinh X)becomes 2e~^. 
Equation 1.15 neglects, collision broadening and Dingle 
(1952) has shown that each harmonic in the summation should 
be multiplied by a term of the form 
2ff2rm*ckx 
eftH 
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to take tills Into account, x = is an effective temper-
7CkT 
ature which is found experimentally to he of the order of 1° -
2°K, and T is an appropriate relaxation time. Equation 1.15 
can be written in the form 
Hoso - M0(H,I) sin * % - 2*t] (1.16) 
where M0(H,T) varies only slowly with H. 
From Equation 1.16 extremal areas of the Fermi surface 
normal to the magnetic field can be calculated from the periods 
of oscillations, and by studying the orientation dependence of 
these periods the shape of the Fermi surface can be inferred. 
Furthermore, from the variation of M0(H,I) with temperature 
and magnetic field the cyclotron mass and the collision broad­
ening temperature, respectively, can be determined. 
1.5. Outline of the Present Investigation 
In the work presented here the de Haas-van Alphen effect 
has been studied in lead and the results used to describe the 
Fermi surface. Gold (1958b) originally investigated this 
effect in lead using pulsed magnetic fields up to a maximum 
of 80 kG. His results indicated that the Fermi surface was 
much like a free-electron surface and according to this model 
additional valuable information should become available by 
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extending such measurements to higher fields. Therefore, in 
the present study an apparatus was designed and constructed 
to extend the range of pulsed fields to 200 kG and this is 
described in Chapter 2. In Chapter 3 the measurements are 
described and possible errors are considered. As was hoped, 
several new de Haas-van Alphen periods were found for the 
magnetic field along symmetry directions; these results are 
described in Chapter 4. From these measurements many new 
features of the Fermi surface have been quantitatively deter­
mined. In fact, the shape of the Fermi surface can be well 
explained in terms of an orthogonal!zed-plane-wave model using 
only two parameters, two Fourier components of the pseudo-
potential, V]_ll and VgQQ. This calculation is described in 
Chapter 5. In Chapter 6 the two parameter model is related 
to various experimental results. In Chapter 7 the results are 
summarized and, some suggestions for further study are made. 
In addition some preliminary results on the de Haas-van Alphen 
effect in iron whiskers are reported in the last chapter. 
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2. EXPERIMENTAL PROCEDURE 
2.1. General Considerations 
In the present study measurements of the magnetic suscep­
tibility of lead single crystals were carried out at low 
temperatures using the pulsed field technique developed 
originally by Shoenberg (1957)• These measurements required 
extremely homogeneous, large, magnetic fields and temperatures 
between 1°K and 4°K. The equipment that was constructed to 
satisfy these requirements will be described in succeeding 
sections. 
Figure 2.1 shows a block diagram of the experimental 
apparatus. The sample, a tiny needle of lead in this case, 
is put inside a compensated pickup coil which is then placed 
at the center of a pulse solenoid. A time varying magnetic 
field is produced by discharging a bank of capacitors through 
this solenoid. As the field varies, a signal is induced in 
the pickup coil which contains, in addition to a slowly vary­
ing component due to imperfect compensation, a component 
proportional to dM/dt where M is the magnetization of the 
sample. The slowly varying component is filtered out and the 
oscillatory part, the dHvA signal, which is usually of the 
order of millivolts, is amplified and observed on one trace of 
a dual-beam oscilloscope. Simultaneously the second trace of 
the oscilloscope shows the current passing through the pulse 
Figure 2.1. Block diagram of dHvA equipment 
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coil. The traces are photographed and periods and amplitudes 
are determined from the film. 
2.2. Pulse System 
The pulse-field system consisted of a large bank of 
capacitors, the unit for charging and discharging these 
capacitors, and the pulse coil. 
Thirty Gr.E. oil-filled 120 P-F capacitors capable of being 
charged to 3000 volts were used in the present experiment. 
The equipment for charging and switching the capacitors was a 
Raytheon Model 8100 Impulse Magnetizer. This unit was capable 
of charging the capacitors to any voltage between 1000 and 
3000 volts and then, by means of an ighitron switch, discharg­
ing the capacitors through the pulse coil. The ignitron was 
a type WL-5550 which would handle 15 millisecond pulses of 
over 1500 amperes maximum quite satisfactorily. However, 
since this apparatus had been constructed for commercial use 
in magnetizing or welding, modifications were necessary in 
order to use it in our experiment. Tfe found that several 
relays, which were opening and closing unnecessarily during a 
pulse, produced large spikes on the trace showing the de Haas-
van Alphen signal. It was possible to delay these effects 
until the pulse was over by making minor modifications in the 
circuit. Figure 2.2 shows the modified circuit diagram for 
the charging uni t. 
Figure 2.2. Circuit for charging and discharging capacitor bank 
(modified Raytheon impulse magnetizer circuit) 
* 
i 
WL672A kv9 
:»156 
,IM A 
. l50n[|R39 
'30K 
TIS 
-f 000 v 
"off" "on" II SW* 15 j_SW7 16 
220V] 
T6 
.440V 
220V < 
31 
The heart of the entire experiment is the pulse coil. 
The coil needs to be strong to withstand the large forces 
during a pulse and must be carefully compensated to produce a 
homogeneous magnetic field. 
With these thoughts in mind, several pulse solenoids, 
similar to those described by Gold (1958a) and Priestley (1961) 
were constructed. The coils were wound with rectangular 
copper wire (0.030" x 0.045") with a "Lewmex" Grade M insula­
tion about 0.002" thick.^ Figure 2.3 shows a completed coil. 
This coil was 12 centimeters long and contained 12 layers of 
wire with about 100 turns per layer. The inside diameter was 
1.6 centimeters and the outside diameter approximately 3.8 
centimeters. The coil was wound on a split brass mandrel 
covered with a layer of paper which could be removed from the 
completed coil to allow more working space inside. An epoxy 
resin, Araldite D, was applied with a brush during the winding 
to bond the turns together and a sheet of thin graph paper was 
placed "between the layers of wire for additional electrical 
insulation. After the winding was completed, the coil was 
placed under a heat lamp for about 24 hours in order to cure 
2 
the Araldite. Then a sheet of Scotch-ply reinforced plastic 
^This wire was obtained from London Electric Wire Company 
and Smith's Ltd., London, England. 
^Manufactured by Minnesota Mining and Manufacturing 
Company. 
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Figure 2.3. Schematic drawing of pulse coil 
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was wrapped around the coil, prestressed mylar,^ was wrapped 
around this thermal setting Scotch-ply, and the coil heated 
at 135*0 for about 5 hours. Heating caused the mylar to 
shrink so that the Scotch-ply made a strong outer coating for 
the coil. 
Great care was taken in compensating the pulse coils in 
order to obtain the homogeneity required for observation of 
dHvA oscillations. (For periods as short as 2 x 10~^ Gauss""*" 
the field variation over the length of the sample AH/H must 
be less than one part in 10^.) 
Two slightly different types of coils were constructed 
for the dHvA effect measurements. In one case it was intended 
to let the oscillations from one crystal beat against those 
of a second crystal and study the beat periods as a function 
of relative orientation of the two crystals. For this pur­
pose a solenoid was required with two homogeneous regions, 
AH/H < 10~4, each about 0.5 cm long and separated by a dis­
tance along the coil axis of about 1.5 cm. In order to obtain 
this variation two turns were omitted at the center of the 
final layer of windings. Figure 2.4a shows a profile of the 
field variation along the axis for this type of coil. Figure 
2.4b shows a profile for the same coil after addition of 
compensating turns as described below. For the second type 
^Prestressed mylar was obtained from the Aliis Chalmers 
Manufacturing Company. 
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Figure-2.4. Field profiles for a pulse solenoid 
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of coil no turns were omitted as a region at the center of the 
coil approximately one centimeter long was required over which 
AH/H < 10"\ 
The coils were compensated with the aid of two small 
nearly identical pickup coils of 100 turns each. Figure 2.5a 
shows the compensating circuit. A current of 33 c/s was used 
in the pulse solenoid since the period of our pulsed magnetic 
field corresponds approximately to this frequency. With the 
switch in one position, say I, the outputs from the two pickup 
coils added and a large reading was observed on the scope 
proportional to twice the magnetic field produced by the 
solenoid. With the switch in the other position, II, the 
voltages from the two pickup coils nearly canceled, the degree 
of cancellation depending upon the relative positions of the 
two coils. This cancellation allowed the use of considerable 
amplification to observe the small differences in voltage as 
one pickup coil was moved relative to the other held fixed as 
a reference. In this way curves such as those in Figure 2.4 
could be made for different positions of the compensating 
turns. 
The brass support rods, that clamped the end cheeks to 
the coil as shown in Figure 2.3, were also used as conductors. 
The compensating turns were attached to the support rods by 
clamps making the adjustment of the turns fairly simple. The 
number of compensating turns required on each side of the coil 
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was ordinarily less than 12. "When satisfactory homogeneity 
was obtained, the compensating turns were soldered to the 
clamps and fastened to the coil with Araldite. Then the coil 
was ready for calibration. 
The pulse coils were calibrated in several ways. One 
method used a mutual inductance bridge circuit comparing the 
inductance of the pulse coil with the known value for another 
coil with coil constant of 101.54 Gauss/amp. This method 
probably gave the coil constant only to about 0.5$ as it was 
difficult to obtain a sharp null. A second method used an 
InAs Hall effect probe which had been previously calibrated 
by nuclear magnetic resonance. This method had the disad­
vantage that the output of the Hall probe varied with tempera­
ture by about 0.1% per degree and the current through the 
solenoid caused an unknown temperature rise in the Hall probe. 
This temperature rise limited the currents used in the pulse 
coil to less than four amperes for this measurement. The most 
satisfactory method was the use of nuclear magnetic resonance 
with which the field could be measured over a range from 300 
to 1100 Gauss. Figure 2.6 shows a schematic of the nuclear 
magnetic resonance calibration apparatus. The pulse coil was 
immersed in liquid nitrogen. A small glass dewar, especially 
constructed to fit inside the pulse coil, was filled with 
1This coil was obtained from Experimental Physics Group X. 
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glycerin and the NMR pickup coil inserted in this dewar. The 
resonance frequencies were determined as a function of the 
current through the coil as measured with a potentiometer 
across a .01 ohm standard resistor. The coil constant was 
calculated from the standard formula for proton resonance, 
f(kc) = 4.2577 H(Oersteds). The current through the pulse 
coil was regulated by the power supply of a Hàrvey Wells mag­
net. With this method the dc coil constant could be deter­
mined very accurately. 
The coil constants for three similar coils were approxi­
mately 114 Gauss/amp and the measured values agreed to about 
1/2$ with values calculated using the formula: 
k * 4 JoUfc) {"^TIY75 " 2(^Tt2)3/2} (2-1)  
Here the summation is carried out over the layers of the coil. 
rk is the radius of the kth layer, nk is the number of turns 
per meter in the kth layer, AR is the thickness of the wire, 
and 4, is the length of the coil. Corrections were also made 
for the compensating turns. 
The pulse coils used in this experiment had the following 
coil constants: 
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Method of calibration 
Mutual Inductance Comparison 
NMR 
Hall Effect 
Hall Effect 
In liquid nitrogen the pulse coil has a resistance of 
about 0.25 ohms and an inductance of the order of 6 mh. 
Figure 2.7 shows examples of the current through the coil 
during a pulse. Because the camera reverses the trace in the 
actual experiment, we have drawn these pictures in the same 
manner and time increases from right to left. The second 
ignitron, or crowbar, fires at A as shown in Figure 2.7a. If 
the crowbar is removed from the circuit, the trace is more 
symmetrical as shown in Figure 2.7b, and certain errors in 
period measurement tend to cancel. This cancellation will be 
discussed in more detail in Chapter 3. 
The exponential decay after the second ignitron fires, was 
used to estimate the temperature rise to be about 25*0 during 
a pulse of 160 kG maximum field. 
During a pulse the magnetic field was determined by dis­
playing on one beam of the dual beam oscilloscope the voltage 
drop across a .01 ohm standard resistor in series with the pulse 
coil. Calibration lines were also put on the scope to elim­
inate distortion and variation of sensitivity. Figures 2.8 
and 2.9 show a diagram of the calibration circuit which pro-
Coil Gauss/amp 
B 114.4 +0.5 
C 114.2 + 0.1 
0 113.8 ± 0.6 
33 114.0 + 0.6 
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vided a voltage accurate to better than 0.1%. A switch on the 
calibration unit allowed use of this accurate voltage to buck 
out part of the voltage drop across the .01 ohm resistor. The 
remainder could then be amplified and, in this way, the 
accuracy of the measurement was greatly increased. The 
calibration lines were put on the picture after the pulse, 
either manually or automatically, by means of a stepping relay. 
Figure 2.9 also shows the trigger circuit for starting the 
calibration lines. During the actual pulse the scope was 
triggered from a voltage divider network across the pulse coil 
as shown in Figure 2.1. 
2.3. de Haas-van Alphen Signal 
The signal from a pickup coil around the needle-shaped 
sample was amplified, filtered, and displayed on the second 
trace of the oscilloscope. Filtering removed most of the 
steady component of the magnetization leaving only the oscil­
latory part, and noise, to appear on the oscilloscope. 
Originally a Tektronix 555 oscilloscope was used for this 
experiment, but this was later replaced by a Tektronix 502 
which seems to have less drift and distortion. Also, the 
Tektronix 502 has only a single set of horizontal deflection 
plates which implies that the two traces should sweep together. 
The two traces, the dHvA oscillatory signal and the field 
trace, were photographed with a Dumont oscillograph camera 
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(type 302) using Polaroid-Land film, type 44, with a speed 
rating of 400. 
One of the most important tasks was the construction of 
good pickup coils. In order to eliminate most of the induced 
signal in the pickup coil not caused by the sample a second 
coil is wound around the first in series-opposition. It is 
arranged that the area-turns of the two coils balance; then 
the opposing coil will have fewer turns than the primary. 
In practice, an excess of 'opposing' turns is wound and then 
slowly removed until the minimum induced signal is observed 
when the pickup coil is placed in a uniform alternating 
current. Both rotating and stationary pickup coils were con­
structed. Figure 2.10 shows the two types of coils and the 
sample holders that fit in the coils. The stationary coils, 
used to study oscillations for the magnetic field along the 
« specimen axis were wound with 52, 46, and 44 AWG copper wire 
on red fiber forms with internal hole of diameter 0.035". 
"When 46 AWG wire was used, approximately 1500 turns were wound 
. in one direction and then the winding direction was reversed 
and about 1000 compensating turns were wound on top of the 
original 1500; with care this could be done with very little 
scrambling.1 
The rotating coils and sample holders were made from 
-IThe coils were wound with a coil winder manufactured by 
the Willy Aumann Co. 
Figure 2.10. Sample holders, pickup coils, and 
rotating mechanism 
(A centimeter scale is shown for 
comparison) 
a. Stationary sample holder 
b. Crystal inside glass capillary 
c. Stationary sample holder inserted 
in pickup coil 
d. Pickup coil 
e. Nylatron forks 
f. Wheel containing rotating pickup 
coil 
g. Position of stationary pickup coil 
used in beat measurements 
h. Rotating pickup coil 
i. Wheel 
3. Teflon bushing 
k. Sample mounted in rotating sample 
holder with mirror for orientation 
I. Form for rotating pickup coil 
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nylatron and were very similar to those used by Gold (1958b). 
The rotating coils usually had a total of about 1600 turns of 
No. 46 AWGr wire and were designed to fit into the small nyla­
tron wheel shown in Figure 2.10. 
In order to find and separate the de Haas-van Alphen 
periods, capacitors were added in parallel with the pickup 
coil to make a resonant circuit. Then the largest amplitude 
for a particular dHvA period, P, would occur for a magnetic 
field such that 
v  
'  < 2 ' 2 >  
where v is the resonant frequency of the pickup coil plus 
capacitors. By changing the value of capacitance, we could 
vary the resonant frequencies from about 5 kc to 160 kc for 
the pickup coils normally used. The maximum frequency was 
limited by the capacitance in the line and pickup coil. A 
special coil wound with approximately 10;000 turns of 52 AWG 
copper wire had a maximum resonant frequency of only 32 kc/sec. 
Figure 2.11 shows the capacitors, pre-amplifier, and the 
high pass filter which was used to cut out frequencies below 
about 1000 cycles. The amplifier had a maximum gain of 
approximately 100 and was normally used at this setting. 
Twin T rejection filters (General Radio 1961) were some­
times used following the amplifier to filter out large ampli-
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tude oscillations of different period (Figure 2.5b). In this 
way several new dHvA periods were observed. 
2.4. Rotating System 
The system for rotating the sample was similar to that 
used by Gold (1958b) and will not be described in any detail. 
Some parts of the rotating mechanism are shown in Figure 2.10. 
A nylatron wheel containing the sample and pickup coil rotated 
in nylatron forks. Teflon bushings were used to reduce fric­
tion so that the wheel turned quite easily at low temperatures. 
Built into the forks was a second, stationary, pickup coil for 
use in comparing two samples by studying beat periods. The 
outside diameter of the rotating mechanism was 11 mm to fit 
inside the cryostat which had a 12.2 mm inside diameter. This 
rotating mechanism was attached to a glass tube about 12" long 
which extended outside the high field region and was then held 
by a stainless steel tube supporting a winch case at its top. 
The total length of this suspension was about 42". 
A length of braided nylon fishing line, ten pound test, 
was wrapped twice about the winch, glued, and then extended 
in a loop about a groove in the rotating wheel holding the 
pickup coil, where it was glued again. A spring in the winch 
case kept tension on this string at all times. It was then 
possible to turn the handle of the winch at the top of the 
sample holder and rotate the wheel at the bottom. This device 
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worked well even when immersed in liquid helium although some 
backlash was present which made it necessary to have a means 
for checking the orientation of the sample axis with respect 
to the solenoid axis. 
Figure 2.12 shows a block diagram of the sample orienta­
tion circuit. This orientation was determined by means of two 
pairs of identical Helmholtz coils mounted just outside the 
liquid nitrogen dewar. One pair was coaxial with the pulse 
solenoid while the axis of the other pair was at right angles 
to the solenoid axis and in the plane of rotation of the 
pickup coil. The Helmholtz coils were energized with 100 c/s 
current using a variable transformer, "Dekatran" to accurately 
adjust the current ratio in the two sets of coils without 
changing the relative phases. (Eddy current effects were 
negligible at 100 c/s.) The voltage induced in the pickup 
coil by the Helmholtz coils was amplified and filtered and the 
output read on an oscilloscope, vacuum tube voltmeter or a 
center-zero do microammeter. The current ratio in the two 
sets of Helmholtz coils was adjusted by means of the "Dekatran" 
for a minimum. The ratio was equal to the tangent of the 
angle the pickup coil axis made with the axis of the pulse 
coil. 
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2.5. Samples and Preparation 
The lead used in this experiment was zone-refined lead 
obtained from Dr. G. P. Boiling of Westinghouse Research Labs 
and the polycrystalline extruded wire was found to have a 
resistivity ratio P30QO/P4. 2° &%out 4000. This lead was 
extruded into long wires about 0.4 mm in diameter and single 
crystals were grown on a "Kapitza" furnace using a lead seed 
crystal to obtain any desired orientation. This procedure is 
also described in detail by Gold (1958a). The long wire was 
cut with a razor blade into 5 mm to 6 mm lengths which were 
then etched for about half an hour in concentrated HOI. 
The samples were carefully mounted in glass capillaries 
(i.d. % .022", o.d. % .029") by glueing one end with Duco 
cement. The other end was left open to allow liquid helium, 
access. The glass capillaries were then glued into small 
nylatron or nylon holders which could be inserted into the 
pickup coil forms. The samples mounted in the sample holders 
for both the rotating and stationary coils are shown in Figure 
2.10. 
The samples were then oriented using standard back re­
flection x-ray techniques with a single crystal oscillation 
goniometer.1 A tiny mirror was attached to each rotating 
sample holder as a reference for orientation. A small light 
^TJnicam Single Crystal Oscillation Goniometer S.25. 
54 
could be fastened to the x-ray collimator and the beam passing 
through the collimator was reflected by the mirror and ob­
served in the telescope attached to the rotation camera. 
Since the telescope was at right angles to the light or x-ray 
beam, the reflection was observed with the mirror normal at an 
angle of 45° with respect to the beam direction. The axis 
along the length of the sample and the mirror normal were the 
reference directions by which the crystal axes could be lo­
cated. After the determination of orientation the sample 
holder was ready to be mounted in the pickup coil. The sample 
holder, coated with N type Apiezon grease, was pushed into the 
hole in the pickup coil form. A screwdriver slot in the end 
of the sample holder allowed the sample to be rotated about 
its axis until the desired crystallographic plane was parallel 
to the plane of rotation of the wheel. At low temperatures 
the Apiezon grease hardened and the sample holder was held 
firmly in the pickup coil. The orientation of the sample axis 
could be determined to about 1° while the plane of rotation 
could be located to within about 3°. 
2.6. Cryostats and Pumping System 
Several liquid helium cryostats were used; the first was 
made of glass and later ones were made of stainless steel. 
Figure 2.13 is a schematic diagram of a stainless steel cryo­
stat. In Figure 2.14a this cryostat is shown surrounded by 
Figure 2.13. Schematic diagram of stainless steel 
helium cryostat 
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the outer liquid nitrogen container. In Figure 2.14b the 
nitrogen container has been removed and we see the liquid 
helium cryostat with the pulse coil, which just fits over the 
narrow tip of the cryostat. 
This cryostat was constructed so that it could be assem­
bled and taken apart easily. Hence Wood's metal was used in 
making one of the solder joints. No spacers were necessary 
in the vacuum innerspace. The use of stainless steel did not 
affect the magnetic field homogeneity, and estimates of the 
magnetic field produced by the eddy currents gave a negligible 
correction to the field calibration. However, due to eddy 
current heating and possible magnetic transitions, from 1 to 
5 cubic centimeters of liquid helium were lost on each pulse. 
This helium loss was observed as a rise of about 1 centimeter 
in the oil manometer. It was necessary to use very thin wall 
stainless steel tubing for the tip to reduce this loss. 
In order to reach temperatures below 4.2°K, it was neces­
sary to pump on the liquid helium. A Heraus Roots type vacuum 
pump, CVC Model VPRG-1000A, backed by a Kinney forepump, CYC 
Model E-225, was used to obtain temperatures slightly below 
1°K. The Heraus pump had no oil in the pumping chamber but 
used the rotation of two interlocking dumbbell-shaped pieces 
to sweep out the helium gas. This pump had a pumping speed of 
approximately 300 liters/sec at 10"^ mm of Hg while the fore-
pump had a speed of about 130 cubic feet/minute. Temperatures 
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were determined from the vapor pressure of helium as read 
on ordinary mercury and oil manometers. 
60 
3. OSCILLATION PERIODS AND AMPLITUDES: THEIR 
MEASUREMENT AND THEIR ERRORS 
3.1. Examination of Photographs and Period Measurements 
The results from the dHvA experiment appear directly on 
polaroid film and some information is obtained at once by 
examination of the envelope of the oscillations. Figure 3.1a 
shows an overall pulse in which time is increasing from right 
to left. The magnetic field trace (lower trace) is nearly a 
half sine wave and the field calibration is represented by the 
horizontal lines. The upper trace shows the dHvA oscillations 
and we note that their amplitude goes to zero at the field 
maximum, since no oscillations take place when the magnetic 
field is constant. The resonant frequency technique (v = 
21 k c/s) was used to separate the different sets of oscilla­
tions (Section 2.3). According to Equation 2.2 the maxima in 
the envelope occur at H/H^ = Pv and this equation can be used 
for a,rough estimate of P with values of H/H^ measured at the 
oscillation (blip) maximum. 
Figure 3.1a is an example of the intricate patterns that 
can occur in this experiment. On either side of the field 
maximum we find narrow spikes corresponding to the a oscilla­
tions1 while the Y oscillations of longer period (and larger 
"hfe use the notation of Gold (1958b) labeling these 
oscillations. 
Figure 3.1. Examples of dHvA oscillations in lead 
(all vertical graticule lines at one centimeter 
intervals) 
a. Overall picture for E// Q110 1. 
Calibration lines 0, 114, and 171 kG. 
2.0 ms/cm sweep 
b. Overall picture for H// £ 10.0 3 showing Y 
and 9 oscillations well separated. Baseline 
= 39.9 kG and calibration lines at intervals 
of 5.71 kG. 
1.0 ms/cm sweep 
c. a oscillations for H // £ 110 ] showing 
modulation by the Y oscillations. Baseline 
= 130.1 kG and calibration lines at intervals 
of 1.142 kG. 
0.1 ms/cm sweep 
d. a oscillations for H /! £ 111 3 showing modu­
lation by the Y oscillations. Twin T filter 
used to attenuate Y oscillations. 
Baseline = 116.4 kG and calibration lines 
at intervals of 1.142 kG. 
0.1 ms/cm sweep 
e. Y oscillations showing beats for H 21° from 
120013 in a (.99, .14, 0) plane. 
Baseline = 55.96 kG and calibration lines 
at intervals of 1.142 kG. 
0.1 ms/cm sweep 
f. oscillations for E // £ 111 3 • 
Baseline = 113.1 kG and calibration lines 
at intervals of 1.142 kG. 
0.1 ms/cm sweep 
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amplitude) resonate at lower fields. In "between is a compli­
cated mixture where an additional period was discovered upon 
more detailed study (Chapter 4). 
Figure 3.1b shows a simpler overall picture in which the 
resonance technique was used quite successfully to separate 
the T and 0 oscillations. 
In order to obtain accurate period values as well as to 
study the more complicated details of the oscillations, it was 
necessary to expand the time scale and observe only a small 
section of the pulse. (Examples are shown in Figures 3.1 and 
3.2.) This expansion was done by means of the various magni­
fications and sweep speeds available on the oscilloscope. The 
oscillations were then spread out and could be counted easily. 
Their period was determined from the number of cycles n be­
tween two values of field, and Sg, and the relation 
(V-, - V2)(0.01) 
* = na 2^ (3.1) 
and Vg are the voltages corresponding to H-j_ and Eg, and G 
is the coil constant in Gauss/amp (Section 2.2). The current 
in the pulse coil was determined from the voltage drop across 
a 0.01 ohm resistor. 
The accuracy of the field measurements was increased by 
applying a known voltage to buck out part of the field trace 
(Section 2.2), so that the change observed on the oscilloscope 
Figure 3.2. Examples of dHvA oscillations in lead 
a. U oscillations for H /J [ 110 ] . Twin T 
filter used to attenuate 0 oscillations. 
Baseline = 164.4 kG and calibration lines 
at intervals of 1.142 kG. 
0.05 ms/cm sweep 
b. Field pulse under same conditions as (a) to 
show reproducibility of oscillations 
c. 0 oscillations for H U [110]. No twin T 
filter was used and the P> oscillations are 
barely observable. Baseline = 148.5 kG and 
calibration lines at intervals of 11.42 kG. 
0.1 ms/cm sweep 
d. Y oscillations for H // £ 111 J . Baseline = 
5.?1 kG and calibration lines at intervals 
of 11.42 kG. 
0.1 ms/cm sweep 
e. a oscillations for H // F 110 ] . Twin T 
filter used. Baseline =" 124 kG and cali­
bration lines at intervals of 1.14 kG. 
0.05 ms/cm sweep 
f. Second harmonic of 0 oscillations for 
H H £ 100 ] . Twin T filter used. Baseline 
= 137 kG and calibration lines at intervals 
of 1.14 kG. 
0.05 ms/cm sweep 
g. T oscillations for H /! [ 110 ] . Baseline 
= 45.7 kG and calibration lines at intervals 
of 11.42 kG. 
0.1 ms/cm sweep 
h. 0 oscillations for H // £ 100 3 • Baseline 
= 94.6 kG and calibration lines at 11.4 kG. 
0.2 ms/cm sweep 
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represented only a small portion of the total field. By means 
of the scale on the traveling microscope it was possible to 
interpolate between field calibration lines. 
Normally at least two measurements were made on each 
picture, one counting maxima and the other minima. Usually 
at least 30 or 40 cycles could be counted, but sometimes there 
were as few as ten to fifteen cycles. 
In some cases strong oscillations were apparently masking 
additional sets of oscillations. For example, in Figure 3.2c 
we see, in addition to the strong g oscillations, the possi­
bility of some low amplitude oscillations of shorter period. 
In Figure 3.2a and 3.2b twin T rejection filtering has attenu­
ated the g oscillations and the shorter period is plainly 
visible. 
Often when the amplitudes were small, and especially when 
filtering was required, it was difficult to separate periods 
or to decide if the oscillations were genuine. Normally, 
pictures were repeated several times (3.2b is a repeat of 
3.2a) and this repetition usually allowed real oscillations 
to be separated from noise. Also, the fact that the oscilla­
tions disappeared at higher temperatures indicated that they 
were not merely noise. A third and more decisive check was 
to plot values of l/H at the oscillation maxima or minima 
versus integers and this plot would result in a straight line 
for true dHvA oscillations, the period being given by the 
slope of the line. Figure 3.3 shows such a plot for the 
0.0682 
=> 0.0680 
P= 0.303 x I0~8 GAUSS"1 
0.0677 
0.0675q 5 10 
n (INTEGERS) 
Figure 3.3. Plot of l/H at oscillation maxima versus integers (H II E 110 3 ) 
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oscillations of Figure 3.2a. Sometimes, two distinct slopes 
were observed which indicated two separate periods, as shown 
in Figure 3.4. This plotting technique proved very useful in 
the separation and accurate determination of periods. 
In more complicated dHvA patterns, two or more periods 
often occurred together in beating patterns. Figure 3.le 
shows an expanded picture of simple beats due to two periods 
which differ by about Q%. Gold (1958a) has given a fairly 
complete discussion of the determination of periods when sim­
ple beats occur and his results will be summarized here. 
If two periods with the same amplitude are beating, the 
waists will be zero and measurement over a large number of 
cycles (i.e. over several beats) gives the average period. If 
the waists are not zero, similar measurement gives the period 
of the dominant term P^ (except in a few special cases un­
likely in this experiment (Manley 1945)) while the period of 
the subordinate term is obtained from the relation 
AP =  P d  -  P s  = ±5^1  .  (3 .2 )  
N is the number of oscillations per beat. The plus or minus 
sign depends upon the effective period at the waists Pmj_n and 
at the maxima Pmax- If Pmj_n > ?max> then Pd > Ps and the plus 
sign should be used while for Pmax > Pmj_n the minus sign is 
taken. For more than 15-20 cycles per beat it is difficult to 
tn 0.700 
P* .476 x I0~° GAUSS' 
çy 
0.690 
P« .378 x 10"° GAUSS 
0.680 50 30 40 20 
n (INTEGERS) 
Figure 3.4. Plot of l/H at oscillation maxima versus integers 
(H // [ 100 ] )
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detect any difference "between P„,„„ and P . and this criterion 
max min 
can not be applied. 
The interpretation of beats is not always straightforward 
as in Figure 3.le. Some of the remaining photographs in 
Figures 3.1 and 3.2 point out possible effects that must be 
considered. 
Figures 3.2d and 3.2g show expanded pictures of the Y 
oscillations where the resonance technique was used. We see 
a sharp drop and apparent beats just after the resonance maxi­
mum occurs. These beats appearing only after the maximum are 
probably due to the 'gliding tone effect1 which is the re­
sponse of a resonant system to a signal of slowly increasing 
or decreasing frequency. This effect has been studied by 
Barber and Ursell (194-8) and Shoenberg (ça. 1962). Physically, 
if the pickup coil has rather high Q and is driven with a 
slowly varying frequency (v(t) = H/PH^ for dHvA oscillations 
with period P), the amplitude of the oscillations will increase 
smoothly to a maximum near the resonant frequency. After the 
resonant frequency has been passed, the coil will continue 
to ring at its resonant frequency, and this resonant frequency 
beats with the time-varying dHvA frequency. 
The equivalent circuit for our pickup coil and capacitor 
system is of the form: 
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This circuit satisfies the differential equation: 
L ^ t  +  E §t  +  S =  ?  (3-3)  
where 
F = F0 sin(§| + i f )  
and Hq is the field magnitude at t = 0. Barber and Ursell 
(1948) give the solutions of Equation 3.3 in terms of a param­
eter 
k 
where ID = l/LC and 
b 
for our experiment. A large value of k implies little damping. 
For representative values for our system (E s 5 ohms, L = 
10 ^  h, to ss 2 x 105 sec~^, and b ss 100 sec~^) k s 0.4 and 
• b»/2 a: 3 x 103. 
figure 3.5 shows the envelope of this transient resonance 
for several values of k and we see that the results for 
k = 0.5 are similar to Figures 3.2d and 3.2g. Figure 3.2h 
_ 4L2OB2 /b\ 
- —(S) 
= -(®o - 2Ll) 
% =0 
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Figure 3.5. Envelope of transient resonance, 
gliding tone effect 
(after Barber and Ursell 1948) 
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shows the 0 oscillations in which an unusually sharp cutoff 
is observed after the resonance buildup. This cutoff is 
probably also related to the 1 gliding tone effect1, but the 
exact shape has not been explained. 
When the resonance technique is used, it is important to 
choose the region of measurement carefully to avoid small 
errors in the period values. For t/boa/2 less than 0 or greater 
than 4, the measured frequency is the dHvA frequency to a good 
approximation; while near the amplitude maximum, the measured 
frequency is the natural frequency of the resonant system. 
Plots of l/H at the maximum or minimum of each cycle versus 
integers have usually shown a small change of frequency after 
the resonance maximum. Part of this change, however, is due 
to the phase shift effect (Section 3.2g). 
Figure 3.1c shows another complicated modulation effect 
occurring in the a oscillations, in this case for the magnetic 
field along the Q110 3 crystal axis. The amplitude exhibits 
beats exactly in phase with the slower Y oscillations and it 
is thought that these beats are caused by some interaction 
between the a and Y oscillations rather than by an additional 
set of oscillations. We see from the picture that the minimum 
in the a* s occurs when the amplitude of the Y's is passing 
through zero with positive slope. (Time is measured from 
right to left.) This result implies that the minima in the 
a oscillations occur at the minima in the magnetization due 
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to the T oscillations My, since in pulsed field measurements 
dM/dH is observed rather than M. Pippard has suggested that 
this effect is caused by a fluctuation in the eddy currents 
produced when the strong amplitude T oscillations change the 
effective magnetic field seen by the conduction electrons and 
hence change the sample resistance by the magnetoresistance 
effect. The increased eddy currents for My a minimum would 
tend to wash out the oscillations as shown in Figure 3.1c. 
Furthermore, the transverse magnetoresistance saturates for 
all current directions for H parallel to [ 110 ] (Alekseevskii 
and Gaidukov 1962) and gives additional weight to Pippard's 
suggestion. 
On the other hand, although dM/dH can be fairly large, 
M/H is small and it does not appear possible that the Y oscil­
lations can affect the resistance appreciably. In addition, 
Figure 3.Id shows the a oscillations for H parallel to £ 111 ] 
where a twin T filter has been used to reject the Y oscilla­
tions. Although the fact can not be determined from this 
picture, these beats turn out to be in phase with the Y oscil­
lations. However, the magnetoresistance does not saturate 
for this direction of H (Alekseevskii and Gaidukov 1962). 
It thus seems unlikely that Pippard's suggestion is 
correct, but this requires further study. (See also Section 
Ipippard, A. B., Cavendish Laboratory, Cambridge, England. 
Modulation of a oscillations. Private communication (1962). 
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3.2. ) From consideration, of Figure 3. Id alone we might 
associate the beats with a new set of oscillations, but it is 
more likely that they are connected with the Y oscillations 
with which they are exactly in phase. Thus, to sum up, con­
siderable caution must be used in interpretation of beats. 
Also, since the oscillations are, strictly speaking, periodic 
in B"*^, intermodulation effects may occur and give rise to 
extraneous beat patterns (Section 3.2). 
3.2. Errors 
Priestley (1961) and Shoenberg (ça. 1962) have both given 
comprehensive discussions of the errors in period measurements 
and their outline will be followed here. 
The dHvA periods showed no measurable field or tempera­
ture dependence. Since even the longest periods in lead are 
so short that they are only barely observable by the torque 
method (Dhillon and Shoenberg 1955), it is impossible to check 
consistency by a comparison of pulsed-field measurements with 
steady-field torque results. 
The periods from pulsed-field measurements are thought 
to be quite accurate if one takes the average of periods 
determined from rising and falling field at the same H (Sec­
tion 3.2g). The results from different pulses agree closely 
and, in fact, the standard deviation, taken for at least ten 
measurements, was less than 1% for the periods of the stronger 
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oscillations. For some of the weaker oscillations, this 
deviation was 5%-6%. (See Table 4.1.) 
There are several possible systematic errors that can 
occur in this experiment: 
a. Standard Resistor. The 0.01 ohm Leeds and Northrup 
non-inductive standard resistor used in determining the cur­
rent through the pulse coil, was compared with a 0.01 ohm 
Rubicon standard resistor from the Instrument Shop. A Leeds 
and Northrup tfenner potentiometer was used to make the com­
parison. The resistance was found to be (1.0001 + 0.00005) x 
10~2 ohms. This resistor was calibrated three times during 
the period of a year and no measurable variation was found. 
The temperature rise in the standard resistor during a 
pulse is certainly less than 10°C, which would imply a change 
in resistance of less than 0.02%, which is negligible. The 
magnetoresistance has not been measured for this standard 
resistor, but Priestley (1961) has checked the values for a 
similar resistor in a 2000 Gauss field and found the effect 
to be negligible. (See also part f.) 
b. Pulse Magnet. The important periods in symmetry 
directions were measured with pulse coil 0 which was cali­
brated using NMR (Nuclear Magnetic Resonance) at low fields 
and found to give 114.2 + 0.1 Gauss/amp (77°E) • We also 
calculated the constant for coil 0 by summing over the layers 
and correcting for compensating turns. The calculated value 
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was 113.8 + 0.05 Gauss/amp, where room temperature dimensions 
were used. Calibrations using other methods were good only to 
about 0.5$. 
The coil was calibrated with direct current; but, since 
the dominant frequency component of the high-field pulse was 
only about 30 c/s, one would expect negligible difference from 
the calibrated value. The coil may change shape slightly dur­
ing the field pulse, and thus cause an error in the measured 
value of the field. There are no direct high field measure­
ments of sufficient accuracy to check this effect, and not 
even a good estimate of its magnitude seems possible. The 
epoxy resin which bonds the coil is rather inflexible at 
liquid nitrogen temperatures and cracking has been observed 
in the outer layers of resin that were too thick. Most of 
this cracking, however, was probably due to thermal shock on 
cooling. Therefore, since no better information is available 
at this time, it is assumed that changes in coil shape can be 
neglected. 
c. Calibration Voltages. A Leeds and Northrup type K-3 
potentiometer was used to check the output voltage of the 
calibrator unit, which was found to be accurate to 0.1$ on all 
settings of the 'Decapot' voltage divider. A mercury cell 
provided a reference voltage and the balance was checked with 
the null indicator in the calibrator unit before each run. 
d. Ground Loops. Ground loops were not a problem as the 
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voltage drop across the standard resistor was read differen­
tially on the oscilloscope. 
e. Oscilloscope Errors. Initially a Tektronix 555 
oscilloscope was used. This instrument had a dual set of 
horizontal deflection plates and separate time-bases and it 
was therefore necessary to align the two traces before each 
run. In the center of the cathode-ray tube the traces were 
aligned to better than 0.3 mm, but within about 1 centimeter 
of either edge the traces were often separated by as much as 
1 mm so that the edges of the pictures could not be used to 
determine periods. The error in the field measurement due to 
this effect is estimated to be less than 0.3$. 
The more recent measurements were made with a Tektronix 
502 oscilloscope which had only one set of horizontal deflec­
tion plates. With this scope no measurable difference in 
trace alignment or sweep velocity was found. A Tektronix time 
mark generator which had been calibrated against WW was used 
for this check. 
Drift of the vertical deflection amplifiers in the 
Tektronix 555 oscilloscope was another source of error, but 
this drift was not as serious as might be expected, since the 
bucking technique was always used (Section 2.2). The error in 
the calibration lines due to this drift could have been 0.2 of 
the spacing between lines which could cause an error of the 
order of 0.4$ in the field measurement. 
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The drift of the vertical deflection amplifiers in the 
Tektronix 502 seemed to be much less. Repetition of calibra­
tion lines on the same photograph, after approximately 15 
seconds delay, showed no appreciable displacement of the 
calibration lines. The error, when the 502 was used, is 
estimated to be less than 0.05$. 
f. Period Differences for Rising and Falling Fields. 
"When the de Haas-van Alphen period was measured for rising and 
falling fields by means of the resonant frequency technique, 
there was generally a difference of from 3$-8$ with the higher 
period measured for falling field. (See columns 6 and 7, 
Table 4.1.) There are several contributions to this differ­
ence. Eddy currents in the thin-wall appendix of the stain­
less steel dewar are estimated to produce a magnetic field of 
less than 25 Gauss, a negligible contribution in this experi­
ment. The self-inductance of the 0.01 ohm manganin standard 
resistor is estimated to be less than 10"? h. For dl/dt = 10 ^ 
amps/sec the induced voltage across the standard resistor 
would be 0.01 volt, causing an error in the field measurement 
of the order of 0.5$. This effect would increase the reading 
for a rising field and decrease it for a falling field. Tak­
ing the average period for both rising and falling fields 
should correct for this effect, if the field pulse is symmet­
rical about the maximum, which is very nearly true (Figure 
3.1a). 
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Kosevich (1958) has studied the effects of eddy currents 
produced in a sample by a time-varying field. He obtained a 
rather complicated solution for an infinite cylinder with axis 
parallel to the magnetic field axis. Gold (1958a) has con­
sidered the effects of eddy currents assuming that the skin 
depth is much greater than the radius of the sample. With 
this simpler model he showed for his experiment (H a^T ~ 80 kG) 
that eddy currents had some effect on the amplitude, but 
negligible effect on the period. 
The period is changed by a factor (1 - ô), where ô = 
Tra^H/HP, a is the radius of the sample in centimeters, and P 
is the sample resistivity in a magnetic field in e.m.u. Thus, 
the measured period is less than the actual period for rising 
field and vice versa. 
The eddy-current effect cannot be calculated accurately 
for the present experiment (H^^ ~ 200kG), since there are no 
magnetoresistance measurements on lead single crystals at such 
high fields. However, the magnetoresistance has been measured 
on polycrystalline lead at fields up to 220 kG (Cotti et al. 
1962, p. 523; Luthi i960) and we shall use these data to make 
an order of magnitude estimate. Their material had a resis­
tivity ratio P293°/P()0 ~ wblch- is roughly the same as 
the lead used in this experiment (Section 2.4). Their results 
fit an expression of the form: 
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Ap(H) = 2.18 x 10"10 (H • -)1'5 (3.5) 
Prp 
for HPQ/P^ > 10? Gauss. PQ IS the resistivity at the Debye 
temperature (90°K), and PT is the resistivity at temperature 
T. 
For the samples used in this experiment we estimate 
PQ/PQ ~ 1200 and therefore from Equation 3.5 Ap/p^ ~ 100 for 
H = 50,000 Gauss and Ap/p^ ~ 800 for H = 200,000 Gauss. Since 
at room temperature lead has a resistivity of the order of 
2 x 10ohm-meters, the pulsed field resistivities for T = 1°E 
become approximately: 
P(50,000) = 3 x 10~9 ohm-meters = 300 emu 
p (200,000) = 2.4 x 10*"® ohm-meters = 2400 emu. 
• -MIL 
For H/H ~ 100, t> ~ 4 x 10~ at 50,000 Gauss, which is negligi­
ble. 
For H parallel to £ 110 3 the magnetoresistance saturates 
for all current directions (Alekseevskii and Gaidukov 1962) 
and the value of ô might be larger, possibly of the order of 
0.02. This contribution is important, but averaging the 
periods for increasing and decreasing fields will correct for 
this error. Also, the magnetoresistance minimum is very sharp, 
and it would be necessary to be very close to the Q110 3 to 
see any effect of eddy currents on periods. The effect on 
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amplitudes could be much, more important and will be considered 
in the next section. 
The most important contribution to the period difference 
for rising and falling fields is due to the phase change of TT 
occurring when the time frequency of the dHvA oscillations 
passes through the resonant frequency of the pickup circuit. 
In Figure 3.2f, the phase change of the second harmonic pass­
ing through resonance can be observed against the constant 
phase of the fundamental. This effect again causes the meas­
ured period to be longer for rising fields and shorter for 
falling fields. Since normally from 25-50 cycles are measured, 
this effect would cause a difference of from 2% to 4$ in the 
periods, which is at least half of the observed difference. 
Averaging the values for rising and falling fields also cor­
rects for this effect. 
g. Errors in Measuring Pictures. The magnetic field 
corresponding to a particular cycle on the dHvA trace is de­
termined by using a traveling microscope to interpolate be­
tween calibration lines. The calibration unit (Section 3.2c) 
furnishes a bucking voltage accurate to 0.1$, so that only a 
small part of the actual voltage is measured on the film. 
Bucking voltages up to 15 volts have been used in this experi­
ment and a value of 5 volts has been chosen for the following 
error estimates. 
A small error is introduced if the horizontal direction 
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of travel of the microscope is not parallel to the calibration 
lines. This error is negligible for the conditions of this 
experiment; since, for example, a 5° mistake in alignment 
would cause an error in the field measurement of only 0.01$. 
Another cause of reading error is the width of the field 
trace. Normally, this width is the source of a random error 
which is less than 0.05 of the separation of calibration lines. 
Since, for most accurate field measurements, the calibration 
lines have 0.1 volt separation, the reading error should be of 
the order of 0.1$. "When the field trace crosses a calibration 
line, it is very difficult to obtain an accurate measurement 
and these crossing points should be avoided in period deter­
minations. The most reliable results are obtained by plotting 
the reciprocal magnetic field at the maximum or minimum of 
each cycle versus integers, as explained in Section 3.1. 
h. Summary. Period values can be trusted only if they 
are averaged at the same value of H for rising and falling 
fields. If this averaging is done, the stronger oscillations, 
for which from 30 to 70 cycles can be measured, should be 
accurate to about 1$ while the weaker oscillations may be in 
error by up to 5$. The major unknown effect is the change 
in pulse coil constant at large magnetic fields, but this 
effect" is expected to be small. 
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3.3. Amplitude Measurements 
The cyclotron mass and collision broadening term in Equa­
tion 1.15 are determined from the variation of the amplitude 
with temperature and magnetic field, respectively. When pulsed 
magnetic fields are used, dM/dt = dM/dH dH/dt is the quantity 
measured. From Equation 1.15 we find 
-2?c rm ckx 
rly/2 cos(~~ + t - 2xrT) e e M cos 2ml 2 *ii ™t in 
r=1 2 sink 2tt2rm*kl£ 
e hH 
-Here only the sine term was differentiated as its argument is 
large for the magnetic fields and periods of this experiment. 
-27t^rm*ck:x 
The collision broadening term, e e hH ^ ^as been included 
in this expression. Normally the argument of the sinh term 
is large enough even for the fundamental that the sinh can be 
replaced by an exponential whereas the higher harmonics are 
not easily observed. 
The pickup voltage, V, should be approximately given by: 
V = -47tN(7ta2) ^  || (3.7) 
where N is the number of effective turns in the pickup coil 
(approximately 1000 for the coils used here). 
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From Equation 3.6 we find for the fundamental term: 
-1/2 
r a2A-
x 
-27c^m*ck(T + x) ^ (3.8) 
cos (|| + i - 2tvy) j e eM 00s in 
= A(H, T) cos (|| + 5 - 2TTY) 
Since the only part of Equation 3.8 that depends on the tem-
-27t2m*ck( T) 
perature is T e e ^  , a plot of In A/T versus T should 
2 * 
be a straight line with slope from which the effec­
tive mass m* can be determined. Similarly, a plot of 
2 # 
In (AS^/2) versus H-"1" should have a slope "2?r ^  x). 
Then if m* is known, the collision broadening temperature x 
can be found. 
In this study only the temperature variation of amplitude 
was studied and no attempt was made to investigate the field 
dependence. The resonance technique is necessary for the 
separation of most periods found in lead and the relationship 
for the amplitude as a function of field has not been com­
pleted worked out for these conditions. (See Shoenberg (ça. 
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1962) for a calculation in which damping was omitted.) 
For a study of the temperature dependence, the amplitude 
A(H,I) was taken as the size of the resonant blip. Unlike 
period measurements, these determinations of amplitude as a 
function of temperature are not very accurate ; in fact, effec­
tive masses determined in this manner may be in error by more 
than 10%. 
There are many possible factors that can affect the 
amplitudes. Variations may be caused by changes in the peak 
field Ejaaj. and the shape of the field pulse. If the interval 
between pulses is not sufficiently long to dissipate the heat 
in the coil, both and H will be altered and as a conse­
quence the dHvA amplitude will change. In practice approxi­
mately 5 minutes were allowed between pulses. This interval 
was about twice the length of time that noticeable boiling 
occurred in the liquid nitrogen. In addition, as the helium 
level falls, the resistance of the pickup coil leads increases 
and the Q of the circuit is decreased. Mechanical vibrations 
and changes in the orientation of the rotating pickup coil can 
also affect mass measurements. (In this experiment only 
stationary pickup coils were used for mass determinations.) 
Seating effects due to eddy currents in the sample and 
the magnetocaloric effect in the glass capillary are also 
important. Shoenberg (ca. 1962) has considered these effects 
for the noble metals and concluded that during a pulse the 
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temperature increase below the X point is negligible, but 
there may be a temperature rise of the order of 0.1°K above 
the X point. Although the radius of lead samples used in this 
experiment is from two to four times the radius of one of 
Shoenberg's copper whiskers, the magnetoresistance in lead is 
also larger, and his conclusions are probably reasonable for 
lead as well. For magnetic fields in directions where satura­
tion occurs, [2110 3> the heating problem might be expected to 
be more critical, but we have found no evidence for any serious 
effect. Unfortunately, many of the parameters necessary for a 
detailed calculation are uncertain. 
Eddy currents can also affect the amplitudes more direct-, 
ly. As Gold (1958a) has shown, the amplitude is reduced by a 
factor 
and for most orientations of the magnetic field, this reduc­
tion of amplitude is negligible for H > 60,000 Gauss. 
However, if a magnetic field in the 110 ] direction is 
considered, where saturation should occur, this might not be 
the case. Long beats might appear with period in l/H of P1 
= HY/HQ, where Y = 2ÎPs/uwta2, pg is the saturation value for 
the resistivity, and the pulsed magnetic field is assumed to 
VAQ 
sin 
26 
PH 
PH _ (3.9)  
PHP H2 
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vary according to H = HQ sin uot. A very crude estimate of P g  
is 6 emu for H in the (% 110] direction. This value is esti­
mated from the data of Alekseevskii and Gaidukov (1962) and 
Luthi (i960). Then Y ~ 3 x 10"6 and P' ~ 3 x 10™%/%. This 
result does not account for the long beats in the Y oscilla­
tions (Chapter 4) since they extend over an angular region of 
at least 25° whereas the magnetoresistance minimum is very 
sharp (< 5°). Also, due to eddy currents these beats would 
not be periodic in l/H, as the long beats are found to be. It 
would be interesting to study carefully the oscillations for a 
(3110 3 orientation in order to look for these beats. 
Another factor affecting the amplitude is a frequency 
modulation effect which may be important when the dHvA ampli­
tudes are large. The actual field seen by the electrons in 
the sample is the B field rather than the externally applied 
magnetic field.^ Therefore, in the expression for the mag­
netization M (Equation 1.15) the external field H should be 
replaced by H + 4tcM. As H varies, the effective field oscil­
lates with M; and, since dM/dH can be appreciable even for M 
small, the effect is important. Shoenberg (ça. 1962) has con­
sidered this problem in connection with the large amplitude 
of some of his harmonics and has made a preliminary calcula-
3-Shoenberg, D ., Dept. of Physics, University of Cambridge, 
Cambridge, England, and Holstein, T., Dept. of Physics, Uni­
versity of Pittsburgh, Pittsburgh, Pennsylvania. Magnetic 
fields in lead. Private communication (1962). 
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tion valid for small amplitudes. This calculation indicates 
that the frequency modulation effect could increase the ampli­
tudes of the higher harmonics at the expense of the fundamental. 
This effect should be important at the lowest temperatures 
where the oscillations are strongest, and will be considered 
in Chapter 4 in connection with effective mass measurements. 
Frequency modulation can also cause mixing to produce "combina­
tion tones", but no definite evidence for this effect has been 
found in lead. 
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4. EXPERIMENTAL RESULTS 
4.1. The Empty Lattice or Single OPW 
Model for Lead 
As we have mentioned "before, the dHvA periods can "be 
fitted quite successfully into a nearly free electron model 
in which only the connectivity of the free electron Fermi 
sphere is altered at intersections with Bragg planes (Chapter 
1). We shall label this model by the more impressive title of 
the single OPW model. In order to classify the periods ob­
served it is helpful to relate them to this model. Therefore, 
before proceeding to the experimental results, we shall di­
gress somewhat and describe the single OPif Fermi surface for 
lead. 
Lead is a face-centered-cubic metal with a lattice con-
— ft 
stant aQ = 4.94 x 10 cm at room temperature (Kittel 1956, p. 
4 0 ) .  A t  0 ° K  t h i s  v a l u e  i s  a p p r o x i m a t e l y  4 . 9 0  x  1 0 ~ ^  c m . T h e  
reciprocal lattice points form a body-centered-cubic structure 
and Figure 4.1 shows the fundamental Brillouin Zone. The 
notation of Bouckaert et al. (1936) is used to label symmetry 
points and lines. 
^The difference between the lattice constant at room 
temperature and that at 0°K has been estimated from the 
thermal expansion data of /White (1962). 
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Figure 4.1. Fundamental Brillouin zone for the fee 
lattice 
(The letters label symmetry points and 
lines.) 
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If four valence electrons are assumed for lead, Harrison's 
method (See Sec. 1.1.) can be used to determine the single OPW 
Fermi surface which is shown in Figure 4.2. The first band is 
full, in the second band the Fermi surface contains a large 
hole region, the Fermi surface in the third band encloses a 
multiply-connected structure containing electrons, and small 
pockets of electrons are shown in the fourth band. Note that 
in this figure, although the first and second bands are cen­
tered about r, the third and fourth are centered about X and 
L, respectively. 
Lead often appears to have only two valence electrons 
when it combines chemically with other elements. For this 
reason Hume-Rothery"^ has argued that only two electrons per 
atom should be considered in drawing the Fermi sphere for lead. 
However, positron annihilation studies in polycrystalline lead 
(Wallace I960, p. 30) point toward four conduction electrons 
per atom. In addition, if a two valence sphere is assumed, 
there will be no portion of the Fermi surface (Figure 4.2) 
producing short period oscillations with period nearly inde­
pendent of orientation corresponding to the a oscillations 
described later in this chapter. It will be shown that the 
Fermi sphere for four valence electrons per atom fits the dHvA 
results qualitatively and this will be the starting point for 
^Hume-Rothery, William, Dept. of Metallurgy, University 
of Oxford, Oxford, England. Fermi surface of lead. Private 
communication (1961). 
VALENCE 2 
/< 
VALENCE 3 
VALENCE 4 
Figure 4.2. Fermi surfaces of foc metals according to the single OPW 
approximation (after Harrison 1960b) 
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the Fermi surface model considered. 
In his original paper Gold (1958%) suggested that the Y 
oscillations were due to pockets of electrons in the fourth 
band as well as the third band electron surface. Later he 
noted that better agreement with other experiments would be 
obtained if the fourth band were assumed empty (Gold I960). 
We have followed this suggestion and consider only the second 
and third bands in our description of the Fermi surface. 
The a oscillations to be described in the next section 
will be associated with the second band. The complexity in 
the description is introduced by the third band surface which 
may be considered as a 1thickening-up1 of the [ 110 ] lines 
forming the boundary of the primitive Brillouin zone. The 
remaining oscillations can be related to this surface as will 
be shown in Section 4.2. Figure 4.3 shows a model of the 
single OPW third band Fermi surface made from 36 identical 
pieces or arms with axes in [110 ] directions. In Figure 4.4 
we show the same surface where, for simplicity, we have re­
placed the single OPW arms by pipes in order to illustrate the 
possible orbits. 
4.2. Period Measurements for Symmetry Orientations 
The construction of a Fermi surface model requires good 
period values particularly at symmetry directions. Therefore, 
the first sample holders were constructed with stationary 
Figure 4.3. Single OPW model of third band Fermi 
surface of lead 
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Figure 4.4. Pipe model of third band Fermi surface of lead 
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pickup coils and measurements were made with the magnetic 
field along the symmetry axes of the crystal, £ 100 3 > [110 
and |2 111 %%. Table 4.1 shows the periods found for symmetry 
orientations of the crystal. In his investigation of lead, 
Gold (1958b) classified his oscillations Qt, p, and Y. This 
notation is retained and noted in the first column of the 
table where other Greek letters, #, e, and ô, have been used 
for the new sets of oscillations. 
The period values are given for both rising and falling 
fields, and for most oscillations differ by from 3% to Q%. 
The main part of this difference can be attributed to the 
phase change when the dHvA time frequency passes through the 
resonant frequency of the pickup circuit as discussed in 
Chapter 3. The average periods in Gauss~^ have been converted 
into areas using& 0 = 5-80 x 10"^/P where & 0 is given in 
units of (27t/a)2 and a, the lattice constant of lead at T = 
0°K, has been taken as 4.90 x 10~® cm (Section 4.1). This 
result is shown as the observed A* 0 in the ninth column of 
Table 4.1. For observation of most of these periods the 
resonance technique was used and the third column indicates 
the approximate magnetic field at which the resonance occurred. 
In many cases the same oscillations were observed at several 
field values by a change of resonant frequency or capacitor 
charging voltage and the value given in the table is the one 
primarily used. 
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The fourth column refers to Figure 4.4 where for conven­
ience the orbits in the third band have been labeled on the 
pipe model. The areas enclosed by these orbits have been 
calculated according to the single OPW model and these results 
are shown in the last column of Table 4.1. The association 
of a period with an orbit in this table is based primarily 
upon a one to one correspondence between the observed areas 
and those of the single OPW model. The remaining columns in 
the table will be discussed in Chapter 6. 
The periods observed for symmetry orientations will now 
be described in some detail: 
[ n o ]  
For the magnetic field along a 110 ] crystal axis, 
three separate periods were observed. The a and T oscilla­
tions had previously been investigated by Gold and are thought 
to refer to the second-band hole surface and the third-band 
multiply-connected surface of arms along [110 3 directions, 
respectively. Long beats in the T oscillations were studied 
and approximately 4o cycles/beat were found; this implies the 
existence of two periods differing by approximately 2.5/6. The 
third set of oscillations labeled U had a period between the 
values for the Y and the a oscillations. In order to see 
these oscillations it was necessary to filter out the stronger 
Y oscillations. Because only from ten to fifteen cycles were 
observed, this period is not accurately determined. These P> 
Table 4.1. dHvA periods and extremal areas for lead 
Period x 108 (Gauss'1) Ar o (units of U;r/a)2) 
H > O H < 0 Average Observed Calculated 
Two parane ter Slngls 
0?Vf Qodelaa OPVf 
A. B model 
Y' [no3b 3 c 60 5. 16 +.03 5.44 +.03 5.30 +.03 0.109+.001 0.110 0.113 0.158 
a [110] 2 a 130 0. 570+.006 0.618+.006 0.594+.006 0.976+.01 1.1 1.05 1.16 
V [110 3e 3 U) 166 l, ,62 +.08 1.90 +.08 1.76 +.08 0.33 +.02 0.25 0.36 0.37 
Y [110 3cd 3 155 2, ,60 +.07 2.80 +.07 2.70 +.07 
Y" [100 3e 3 5 90 4. ,0 +.2 4.59 +.2 4.3 +.2 0.135+.006 0.156 0.126 0.133 
8 [100 3 3 V 60 1. 181 +.01 1.94 +.01 1.88 +.01 0.309+.002 0.311 0.311 0.300 
8 [ loo 3f 3 140 0.87 +.03 0.98 +.03 0.93 +.03 
aitodel A: = -0.069 ry, V200 = -0.039 ry; Model B: = -0.045 ry, V2Q0 = +0.052 ry. 
tiLong beats are observed Indicating a second period differing by about 2. 5Î». Because of the 
uncertainty in which of the two periods relates to the central section of an ana (orbit Ç), wo regard 
this number as the possible error for purposes of calculation in Chapter 5. 
F^iltering techniques were required. 
d5econd harmonic of (3110 3 Ç. 
eBecause of the complicated beating effects In the Y oscillations for the field near Q100 3 this 
period may be too large by as much as 10#. 
S^econd harmonic of [100 3 v. 
Oscll- Orientation Band Orbit ~H 
latlon (kG) 
Table 4.1 (Continued). 
Oscil­ Orientation Band Orbit Period z 203 (0 -1. IMS". ) A, ir.itg of ( 2-r/u ; 2 )  
lation (kG) H > 0 H < 0 Average Observed Calculai 
T'.;o p?. rv-.ït or 
0?îf soiolsa 
A 3 
el 
3V:v:le 
Cv'i 
Eodel 
el [100]° 3 V 165 0. 30 +.02 0.3'* +.02 0.32 +.02 1.8 +.1 1.48 1.63 1.66 
*2 [100] = 2 a 160 0. 33 +.02 0.41 +.02 0.39 ±.02 1.5 ±.1 1.63 1.53 1.83 
e3 [100] =6 3 162 0. 48 +.03 0.4? +.03 0.49 +.03 
r  [Hl]h  3 Ç 90 4. 6 +.1 4.9 +.1 4.75 ±.1 0.122+.003 0.126 0.126 0.187 
a [111] 2 a 125 0. 604+.006 0.643+.C06 0.G26+.005 0.93 +.01 0.94 0.93 1.05 
a [HI] '1  3 168 2. 9 +.1 3.3 +.1 3.1 +.1 
61 [111] 3 e 115 0. 87 +.0i 0.89 ±.01 0.83 +.01 0.66 +.007 0.66 0.65 0.72 
62 [111] J 
[100] 
3 
4 
cr 145 0.27 ±.C2 —0.2c ±.03 -2.2 +.3 2.2 
0.020 
2.45 2.5 
0.077 
[100] 4 0.028 s +> 
1 
0.1) .  
[100] 4 -0.025 
[100] 4 -0.025 0.03 
KPosslbly fourth harnonlc of [ 100 ] v. 
hThls crystal nay have been 4° from £ l"11 71 • 
S^econd haraonlc of [1U] a. 
3This period wan only measured on falling field. 
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oscillations are associated with the orbit to on the third band 
surface.1 
[100] 
For the magnetic field along a (%100 ] crystal axis Gold's 
Y and |3 oscillations were observed as well as several new sets 
of oscillations. The g oscillations have very large amplitude; 
in fact, both the second and third harmonics have been seen. 
These p oscillations were originally associated with the orbit 
§ (Gold 1958b), but here they have been reinterpreted to be 
associated with the orbit v, in better agreement with the OPW 
model. This correspondence is used in the fitting procedure 
described in Chapter 5 and will be discussed in Chapter 6. 
The two additional periods observed for this orientation 
have been associated with the second band hole surface and a 
large electron orbit in the third band. As no orientation 
studies have yet been made of these periods because of their 
low amplitudes, their assignments are uncertain. If the single 
OPW model is a reasonable approximation, as we rotate the 
magnetic field away from the [100 ] direction toward (% 110 ], 
one set of oscillations should eventually die out correspond­
ing to orbit yj while the other should merge smoothly into the 
a oscillations. 
^The orbit u» was first suggested by Young (ca. 1962) on 
the basis of rf polarization effects in his cyclotron reso­
nance studies of lead. 
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[m] 
For the magnetic field in the [ ill ] direction two sets 
of oscillations were observed in addition to Gold's a and Y 
oscillations. These new oscillations are labeled ô]_ and 
and are assumed to be produced by electrons in the third band. 
Figure 3.If is a photograph of the longer period oscillations 
which are assumed to be related to the orbit 6. The shorter 
period oscillations ôg were observed only with very large 
pulsed fields, approximately 200 kG maximum. These oscilla­
tions were studied only for falling fields (H < 0). 
Returning to Table 4.1, we see that the observed areas 
are very close to the single OPW areas. This correspondence 
suggests the possibility of modifying the single OPW surface 
slightly to obtain an accurate description of the Fermi sur­
face (Chapter 5). 
4.3. Orientation Dependence of dHvA Periods 
Rotation studies were made only in a (100) plane. These 
studies were carried out in an attempt to verify the associa­
tion of periods with the orbits given in Figure 4.4. Gold 
associated the g oscillations with an orbit inside the square 
face of the Brillouin zone (§ in Figure 4.4). Better agree­
ment with the single OPW model is obtained if these oscilla­
tions are associated with the v orbit; and, since beats are 
observed in the Y oscillations for the field in the vicinity 
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of the [ 100 3 crystal axis, the extra term giving rise to the 
"beats might well be the orbit §. 
Figure 4.5 shows the periods found for rotation in the 
(100) plane. For the 0 oscillations periods were measured for 
both H > 0 and H < 0, and the average is given in the diagram. 
These oscillations disappear for the field approximately 29° 
from the [0013 direction, tie can make some qualitative 
judgements as to the nature of the surface responsible for the 
9 oscillations from the following considerations. For a 
cylinder with axis along the [0013 direction the period 
would vary as P(9) = 2(0) cos 9 where 6 is the angle between 
the [0013 direction and the field direction; for a hyper-
boloid of revolution about the H0013 2 < P(O) cos 6 and for 
an ellipsoid of revolution P > P(0) cos 9. The period of the 
f$ oscillations varies more rapidly with angle than P(0) cos 9 
suggesting that the surface is formally of the hyperboloid 
type. The orientation dependence of the period due to the 
single OPW orbit v has been calculated and is plotted in 
Figure 4.5 as a smooth curve nearly fitting the experimental 
points for the @ oscillations. 
The Y periods measured only for H > 0 are shown in the 
upper part of Figure 4.5. The region near [ool 3 «s-s inves­
tigated rather thoroughly, but only a few field directions 
near [0113 were studied. The oscillations have been divided 
into two groups: the Y1 oscillations which were dominant 
105 
6.0 
[001] POSSIBLE 
INTERPRETATIONS 
[ooi] 
5.0-
4.0 
'OO I a. CROSSING 
3.0 
X 
CL 
2.0 
b. NO 
CROSSING 
-10° O 10° 1.0 
-40 -20 0 . 20 40 
6-ANGLE FROM [OOl] (DEGREES) ANGL
Figure 4.5. Orientation dependence of dHvA periods in a 
(100) plane 
(o Experimental points for specimens with 
[ 100 3 axis along the wire 
A Calculated from beat periods 
... Calculated from long beats in the Y 
oscillations which were studied only 
for H near [110 ] 
The lines are obtained from the single OPff 
Fermi surface where periods corresponding to 
non-extremal cross-sections are shown 
schematically as dashed lines.) 
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allowing accurate period measurements, and the shorter period 
Y" oscillations determined primarily from beats. In addition, 
the long beats, mentioned in Section 4.2, occurred in the Y1 
oscillations; but these were studied only for H near j%011 ], 
and therefore are not shown in detail in Figure 4.5. (The 
orientation dependence of the long-beat periods has been dis­
cussed by Gold (1958b).) 
For field directions near [001] the pattern of the Y 
oscillations is somewhat complicated and more than two sets of 
oscillations may be present. The Y" periods have been deter­
mined from the Y oscillations under the assumption that only 
two sets of oscillations occur; and these values may, there­
fore, not be reliable. In addition, it is not possible to 
decide from these data whether crossing curves occur for 
H fj C 001 2 • 
As an aid in interpreting these measurements we have 
included in Figure 4.5 the orientation dependence of the single 
OPW orbits: §, corresponding to an orbit centered at X in the 
Brillouin zone, and Ç corresponding to an arm cross-section 
(Figure 4.4). Symmetry does not require this latter orbit to 
be extremal for H in a (100) plane except for H parallel to 
[110 ]. Consequently, there is no apriori reason to observe 
a period due to orbit away from [110 ] and dashes have 
been used to stress this fact. As an illustration we show in 
Figure 4.6 a plot of single OPW areas normal to [001 3 for 
3 0.4 
0.3 
0.2 
.205 -.267 
-.3 -.2 -.1 0 .1 .2 .3 .4 .5 .6 
kz [DISTANCE FROM ORIGIN (FOR X)(UNITS OF 2TT/o)] 
Figure 4.6. Single OPW areas normal to the [001] direction 
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sections taken at varying distances kz from r. We note that 
the orbit Ç exists only over a short range of kz and is not 
extremal although in reality dA/dkz may be small enough to 
give rise to dHvA oscillations. 
According to the single OPW model C]_ can continue as a 
non-extremal orbit approximately 4° beyond [001 ] and an 
additional orbit Cg will exist as well. Possible periods 
corresponding to areas enclosed by these orbits have been in­
cluded somewhat schematically in Figure 4.5 as dashed lines. 
This single OPW model points out two possibilities for 
the Y oscillations that can occur for H near [001 ]: 
a. The curves can cross at Qool ] and continue for a 
few degrees (Insert a Figure 4.5). In this case several sets 
of periods could be observed due to the Ç orbits as suggested 
by the dashed curves. Khaikin and Mina (1962) have observed 
several cyclotron masses for this orientation and their re­
sults would seem to favor this possibility (Chapter 6). How­
ever, because of the lower phase, it is possible to observe 
masses for non-extremal orbits using cyclotron resonance while 
the corresponding dHvA periods would probably not be detected. 
A drawback to this interpretation is that it would lead us to 
expect yet a further set of oscillations due to the orbit §. 
This orbit is extremal, but no distinct oscillations with 
period appropriate to ç have been found. 
b. No crossing occurs and the Y1 oscillations die out a 
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few degrees before reaching [001] (Insert b Figure 4.5). 
Only one set of Y-oscillations (Y") would be observable at 
[001] and these should arise from orbit §. While with this 
interpretation the drawback of possibility a does not exist, 
it is surprising that the oscillations due to the favorable 
orbit § should be of relatively low amplitude. 
From the qualitative considerations just given we con­
clude that the observed results near £ 0013 may be better 
accounted for by possibility b. However, further study using 
new experimental techniques with greater resolution is re­
quired to decide quite unambiguously between the two possi­
bilities. 
4.4. Cyclotron Mass Measurements 
As another approach to classifying the g oscillations, 
we measured cyclotron masses for the magnetic field along the 
[ 001J crystal axis using the temperature dependence of am­
plitude (Section 1.3). The resonance technique was used; a 
resonant frequency of 4? kc separated the g and Y oscillations 
satisfactorily. The amplitudes for a set of oscillations were 
measured at approximately the same value of field and from 
three to five minutes were allowed between pulses for the 
pulse coil to cool. In spite of these precautions, there was 
considerable variation in amplitude resulting in an estimated 
uncertainty of 15% in the experimental mass values. Figure 
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4.7 shows a plot of In A/T versus T for both the P and Y 
oscillations. From the graph, allowing for the uncertainty 
in measurement, the plot appears to deviate from a straight 
line below the X point (2.19eK) for both the P and Y oscilla­
tions. Shoenberg (ça. 1962) has found a similar effect in 
some copper whiskers and suggests two reasons for this: Above 
the X point, heating effects may become important and cause 
the measurement to give too large a value for the mass. If 
this effect is important, a change in slope might be expected 
at the X point. A second reason for the change of slope is 
the frequency modulation effect discussed in Section 3.2. As 
the temperature decreases, the amplitudes become larger; but, 
because the B field rather than the applied magnetic field is 
the one seen by the electron, the amplitudes of the higher 
harmonics may be increased at the expense of the fundamental. 
The amplitudes measured at the lowest temperatures are too 
small and consequently the measured mass is too small. This 
effect would not necessarily cause a break at the X point, but 
a gradual change in slope should take place. In our plot the 
variation appears gradual and suggests this latter effect as 
its primary cause. #e therefore determine our masses from the 
slope at higher temperature. The resulting values are: 
(m*/m)g = 1.30 + 0.15 and (m*/m)y = 0.85 ± 0.1. 
The value for the g oscillations is in good agreement 
with the results of Khaikin and Mina (1962) who associate this 
Ill 
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Figure 4. 7 .  Plot of log 10 A/T versus T for 9 and Y 
oscillations 
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mass with, the v orbit and may have used rf polarization to 
infer this (Chapter 6). However, the mass value for the T 
oscillations lies between two masses observed by Khaikin and 
Mina, (m*/m)^ ~ 0.75 and (m*/m)ç ~ 0.93. Because of the un­
certainty in this measurement, the mass of the Y oscillations 
could be either of these two masses or might be a resultant 
of masses due to more than one orbit. 
Since a second period in the Y oscillations has been 
found only from beats for orientations near [001], it has 
not been possible to resolve two masses in the Y oscillations. 
Again, more careful measurements should be made to study de­
tails of the oscillations near the (%001 ] direction. 
4.5. Comparison of Experimental and 
Calculated Amplitudes 
Although areas may be accurately determined from period 
measurements using Equation 1.14, the absolute values of 
amplitudes may depend upon factors not included in Equation 
3.8 such as crystal perfection. Gold (1958%) has noted that 
lead has a filamentary structure which could cause a reduction 
in amplitude, especially for the shortest period oscillations, 
but this should not be important for symmetry directions where 
the periods take maximum or minimum values. 
The amplitudes to be expected for the a and T oscillations 
for H // 13110 3 and the 0 oscillations for H Jf [ 100 ] can be 
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estimated from Equation 3.8. If we assume a temperature of 
1°E, the pickup voltage becomes approximately: 
-9 + %) 
v = 6 M cos n 3-
p ^/o d m 
P H" ,2,3/2 (£&) m2 
'Z 
• -i 
where we have assumed H/H = to cot uut and eu ~ 220 sec for our 
pulse coil. 
The curvature factors for the Y and g oscillations have 
been estimated from the single OPW Ç and v orbits, respective­
ly, while for the a oscillations the value for a sphere is 
assumed. From the field dependence of the amplitude Gold 
(1958%) has estimated the values of x for the Y and g oscilla­
tions to be 2.0 and 13, respectively. Since x is not known 
for the a oscillations, a range of values is assumed. Table 
4.2 shows these amplitude estimates compared with experimental 
values. 
The agreement is satisfactory for the 9 and Y oscilla­
tions, but a large value of x is required in order that the 
calculated amplitude of the a oscillations agree with experi­
ment. Some additional factors must contribute to the reduced 
amplitude of the short period <x oscillations. One of these 
could be a reduction due to eddy currents (Chapter 3). The 
dHvA amplitudes are not very well understood. 
Table 4.2. Comparison of calculated and experimental pickup voltages 
Oscillations H P X 
m* 
m 
+27r2m*ck(T+x) 
e Î1H 
Vcal V exp 
kGauss Gauss' -1 
* 
°K mv mv 
a at £ 110 ] 
(second band) 90 6 x 
ON I O
 
.
—
I 
271 3-6 1.0a 6.2-11 8. 5-0.4 0.5-0.1 
0 at £ 100 ] 
(orbit v) 80 5.3 x 
OO 1 o
 
: —
1 
1.3 1-2 1.30 4 - 6  1 6  -2 10 -5 
Y at £ 110 ] 
(orbit C) 70 1.9 x H O 
1 Co
 
2.3 1-3 0.56* 1.7- 3.5 3-•0.54 5 -1 
aGold (1958b). 
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5. DESCRIPTION OF THE FERMI SURFACE 
5.1. Introduction 
Two approaches were tried out to find a suitable repre­
sentation of the lead Fermi surface. The first was an expan­
sion of E(k) at the Fermi surface in a symmetrized triple 
Fourier expansion. The second method was "based on an orthog­
onal! zed-plane-wave (OPW) approach using the procedure de­
scribed by Harrison (1960a). This latter method was more 
successful in describing the free electron-like lead Fermi 
surface and it was also easier to attach physical significance 
to the expansion coefficients. 
5.2. Fourier Expansion Method 
This method will be described only briefly as it was not 
used in the final description of the Fermi surface. Garcia-
Moliner (1958) first suggested that the Fermi surface of cop­
per as determined by Pippard (1957) could be fitted to lj& by 
an analytic function which is the first two terms of a sym­
metrized triple Fourier expansion. This achievement suggested 
the possibility of fitting the surface of lead to a similar 
expansion. The expansion fits the surface from only one zone 
at a time. Since we had the most information about the third-
zone multiply-connected surface, we decided this surface would 
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be a good test of the method. 
The general form for the expansion of E(k) for a fee 
structure is: 
+ cos ^ (m+n)kx cos ^ (l+m)ky cos ^ (l+n)kz 
+ cos j|(m+n)kx cos ^ (n+l)ky cos ^ (l+m)kz) 
While the above is a purely formal expression which satisfies 
the crystal symmetry requirements, we may remark that the 
coefficients of this expression are matrix elements of the 
total Hamilton!an between Vannier functions (Slater 1956) 
centered on different atoms and these coefficients depend only 
on the vector difference R - R between the two atoms. Since 
Vannier functions are fairly localized, it was thought that 
the expansion might converge rapidly, and therefore only a 
few coefficients would be needed to fit the Fermi surface. 
Thus two cross-sectional areas, which were used to select 
B/A10Q and E/A^iY, were chosen as follows: 
1. The first area was the cross-section of an arm in the 
third band normal to the [] 110 direction and passing through 
Z A-,mr|{cos ^(l+m)k% cos 
+ cos ^ (l+m)kx cos ^ (m+n)ky cos ~(n+l)kz 
+ cos ^ (n+l)k% cos â(l+m)ky cos ^(m+n)kz 
+ cos ^(n+l)k^ cos â(m+n)ky cos ^ (l+m)kz (5.1) 
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the point U. (See Figures 4.1 and 4.2.) This area was ob­
tained from the period of the Y oscillations for H parallel to 
[ 110 ]. Because of the long beats this area is uncertain by 
at least l%-2% (Section 4.1). 
2. The second area was the cross-section inside a square 
face of the Brillouin zone, i.e. normal to the [ 100 %) direc­
tion and centered around the point X. This area was origin­
ally assumed to give rise to the g oscillations but was later 
associated with the Y" oscillations (Section 4.3). 
When parameters chosen in the above fashion were used, it 
was possible to predict the areas of certain other orbits, 
hut these did not agree well with experiment. For this reason 
two additional parameters were added in the hope of obtaining 
a better fit. However, as more data were obtained, it soon 
became apparent that the lead Fermi surface was much closer to 
the free-electron surface than originally thought. The 
Fourier expansion would require many more terms to satisfac­
torily describe the sharp corners possible in the nearly-free-
electron Fermi surface for a polyvalent meta)., and for this 
reason we have not pursued this approach any further. We may 
remark, however, that the Fourier expansion method has been 
used quite successfully by Roaf (ça. 1962) to fit the cLHvA 
results of Shoenberg (ca. 1962) on the noble metals. Here the 
departure from a free electron surface is somewhat greater 
than in lead, but there are no sharp corners, and one "sphere" 
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merges smoothly into the next (Figure 5.1). Even for this 
simpler surface Eoaf used 6 terms in his expansion. 
5.3. Orthogonalized-Plane-Wave Method 
Cohen^ suggested that it might be more reasonable to 
start from a free electron approach and use energy gaps as 
parameters to fit the Fermi surface. We adopted this sugges­
tion in using the method of Harrison (1960a) which is essen­
tially an interpolation scheme based on the orthogonal!zed-
plane-wave (0PW) approach. 
In the OPTf method as suggested by Herring (1940) and ex­
tended by Phillips and Kleinman (1959, 1960a, 1960b) valence 
wave functions,i.e. of the conduction electrons, are assumed 
to resemble symmetrized combinations of plane waves orthogo-
nalized to the ion-core wave functions. Basis functions 
are introduced as the smoothed parts of the orthogonal!zed 
plane waves. Due to the orthogonal!zation procedure the wave 
equation for the 0^ contains in addition to the attractive 
lattice potential, a term with the form of a repulsive poten­
tial. Several authors (Phillips and Kleinman 1959, 1960b; 
Heine 1957%; Harrison 1962) have made calculations showing 
that there is approximate cancellation between the attractive 
^Cohen, M. H., Institute for the study of Metals, Univer­
sity of Chicago, Chicago 37, Illinois. Fermi surface of lead. 
Private communication (1961). 
Figure 5.1. Fermi surface of copper 
(after Shoenberg I960) 
119b 
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and repulsive potentials in the core region, leaving a small 
effective pseudopotential. The pseudopotential is actually an 
integral operator. This repulsive operator is not very sensi­
tive to (Phillips and Kleinman 1959) and in many calcula­
tions is replaced by a simple analytic function of coordinates 
Vp(r). Then if V®(r) is assumed to be small, ordinary per­
turbation theory can be used to find the basis functions 0^ 
(Bassani and Celli 1961). This approach gives a justification 
for the success which the free-electron model has had in de­
scribing the energy bands in metals (Mott and Jones 1958); 
the actual (uncancelled) atomic potentials are large and if 
plane waves were chosen from the start, convergence would be 
extremely slow. 
The OPW equations can be written formally in a simple 
manner following Phillips and Kleinman. We consider a one-
electron Hamilton!an 
H = T + V 
where 
E \ = Ek xk " 
T is the kinetic energy term and V is the potential. (If 
exchange is included, V will not be a simple function of 
coordinates.) We assume that core wave functions are known 
and that these wave functions are eigenfunetions of the same 
(5.2) 
(5.3) 
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Hamilton!an as the valence wave functions X^. This condition 
is important in order to obtain the best convergence (Phillips 
and Kleinman 1959)• 
The solutions of Equation 5.3 are assumed to take the 
form 
Xk = 8k -  = (+cl*k)+c • ( 5 -4 )  
Here the X^ are constructed to be orthogonal to the core 
states and the are assumed to be the remaining smooth part 
of Xjj.. The core wave functions satisfy the equation 
H *0 = BC *c * (5.5) 
Substituting Equation 5.4 into Equation 5.3, we obtain: 
T 0k + (V + Vr)9^ = E^ ek (5.6) 
where 
Vr ek = - Z (3c - • (5.7) 
Vr is an operator corresponding to the repulsive term in the 
pseudopotential, lP = V + Vr. Now we assume X%. can be ex­
panded in a complete set of functions orthogonal!zed to the 
core functions. That is, let 
Xk = r of 
K k k 
and (5.8) 
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e £  =  r i l  -
where 
t§ = # - Z (*cl#)tc » (5-9) k k c c k v 
and we assume that the 0— are smooth functions. 
If we multiply Equation 5.6 by and integrate, we 
obtain: 
(0l' 11 + vp|e^ ) = |e^ ). (5.10) 
Substituting Equation 5-8 into Equation 5.10, we find 
+Ti-> = • (5- ix) 
where 
T- + VP- = (0-' |T + VP|0-). (5.12) 
EK' EK' k k 
We now assume that the are Diane waves e^— + —^ * — 
k /v 
(that is, the are OPW's) and that T~_, is the free electron 
JKJS-
kinetic energy, proportional to Jk + k|^ for K = K1 and 0 for 
K ^  K'. We also assume Vp is small and can be replaced by a 
We note that if the 0— are chosen as plane waves, the $— 
k k 
will not be orthogonal. ™" 
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simple function of coordinates (Phillips and Kleinman 1959)• 
If we expand in a Fourier series 
Vp = e1—*— , (5.13) 
£ -
Equation 5.11 becomes 
ICS + r nc5'+ s o| v£_K, = e£ eg' . (5.i4) 
For the interpolation scheme used here we assume that the 
higher Fourier components of the repulsive and attractive 
potentials cancel exactly and that only a few low Fourier 
components need be used to fit the experimental results. Then 
the eigenvalues of Equation 5.14 are found by solving deter­
minants of low order. Vp— is assumed to depend only on the 
E'K 
wave number difference K-K1, whereas, in fact, these Fourier 
coefficients also depend upon the individual state wave-
vectors k, since the potential is a non-local operator. That 
is, the matrix elements 7Py vary somewhat over the Brillouin 
S s 
zone face. Harrison (1962) and Ham (I960, p.23) have noted 
variations of a few hundredths of a Rydberg in aluminum, mag­
nesium, and the alkali metals. Harrison^ has calculated matrix 
elements for zinc for K parallel to k, K parallel to -k, and K 
^Harrison, "W. A., General Electric Research Laboratory, 
Schenectady, New York. Matrix elements in zinc. Private 
communication (1962). 
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perpendicular to k using the OPW method. The results are 
shown in Figure 5.2. We see that the curves do not coincide 
and the matrix elements for any particular k may differ by as 
much as 0.1 ry. However, in our calculation k does not vary 
greatly over the region of interpolation. For example, in the 
expansion about U (Section 5.3) the vector k rotates thru an 
angle of only about 20® and has about a 30$ change in magni­
tude. Therefore, for the purpose of describing the Fermi sur-
pk face we assume the matrix elements Tr/r are constants, 
E K —- — 
With these approximations, Equation 5.14 becomes a system of 
equations of the same form as for the nearly-free-electron 
approximation. 
The Vg,_g are adjustable parameters determined from the 
experimental results in the following manner. A symmetry 
point on the Brillouin zone such as U or W (Figure 4.1) is 
chosen. An OPW with wave vector k at this symmetry point is 
degenerate with n other OPW1s (at W there are a total of 4 and 
at E a total of 3) with wave vectors related to k by reciprocal 
lattice vectors (i = 1, 2, n). This number determines 
the rank of the Hamiltonian matrix considered in finding the 
energy levels and mixing with all other states is neglected. 
An OPW with wave vector k in the vicinity of the symmetry 
point has approximately the same energy as OPW' s related by 
the same as above. Therefore, a secular determinant can be 
written for an OPW with wave vector k and the n OPW* s with 
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wave vectors k-K^ (i = 1, •••, n). For fixed energy E the 
resulting secular equation can be solved for the values of k 
giving the constant energy surfaces about the symmetry point. 
The Vg,_g are chosen by adjusting calculated cross-sectional 
areas of the Fermi surface to agree with dHvA data. The de­
tails of this procedure will be discussed more completely in 
the next section. 
5.4. Determination of the Fermi Surface 
Harrison (1960a) has used the OPW interpolation scheme 
with the energy levels from Heine's band calculation (1957c) 
to describe the Fermi surface of aluminum. Heine's values for 
the energy levels at symmetry points of the Brillouin zone were 
used to determine two Fourier components of the pseudopoten-
tial. With these Fourier coefficients, Harrison determined 
the constant energy curves in the neighborhood of the Fermi 
surface. 
For lead we are not as fortunate, since no band calcula­
tion has yet been made although such a calculation should be 
possible since self-consistent atomic wave functions are now 
available (Herman and Skillman 1962). Instead we use the 
experimental areas to determine the Fourier components; the 
areas were selected as follows: 
a. The areas were required to be small areas about 
symmetry points in order to use analytic expansions and thus 
12? 
avoid graphical interpolation. This requirement restricts us 
to considering small orbits on the third-zone surface since 
the extremal orbits in the second zone are very large. 
b. Two areas are required since two matrix elements, 
Vin VgQQ) are needed in order to remove the free-electron 
degeneracy along the line H - W; the third-zone surface is 
'centered1 on such a line. 
c. The areas should be associated with accurately known 
dHvA periods. 
The above requirements restricted us to the use of the 
orbit about U (Ç) and the orbit about"W (v) with the enclosed 
areas given in Table 4.1. The orbit about X (§) might have 
been chosen, but the accuracy would have been poorer and 
graphical methods would probably have been required in order 
to find the area enclosed. 
We begin by considering the expansion related to the 
(3 HO 3 area,A-ç around the point U. An OPW of wave number 
k^ = (1/4 + kx, 1/4 + k , 1 + kg) in the vicinity of U has 
matrix elements connecting it with two other OPW' s with wave 
numbers k^ = k^ - (0, 0, 2) and k^ = k^ - (1, 1, l).1 All 
three OPW' s have nearly the same energy (for kx = k^ = kz = 0 
the energies would be the same) so that if mixing with other 
states is neglected the Hamiltonian matrix corresponding to 
\a11 wave vectors will be given in units of 2%/a measured 
from r, where a is the lattice constant. 
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Equation 5.14 can be written 
f V. 200 V. Ill \ 
H V 200 T^ 2) Till (5.15) 
V 111 T(%) J 
From symmetry V111 and V2Q0 are real. T(k) is the kinetic 
be regarded as an energy scaling factor which can be divided 
out of all the matrix elements. Then the fitting is independ­
ent of this quantity. We stress this point because of the 
discrepancies of a factor of 2 to 3 between the observed 
cyclotron masses and the masses predicted by the single OPW 
model. 
Thus following Harrison (1960c, p. 33), we assume that 
effects such as electron-electron interactions and electron-
phonon interactions do not modify the geometrical properties 
of the Fermi surface, but only change the velocities and 
relaxation times of an electron near this surface. In what 
follows we use the free-electron mass m for the scaling factor 
and assume the mass discrepancies can be accounted for by in­
clusion of electron interactions. Cyclotron masses will be 
discussed in Chapter 6. 
In order to find the constant energy surfaces, the energy 
E is fixed as an eigenvalue in Equation 5.15 and the values of 
energy term which we write as T(k) = -fi^k2/2m* where h2/2m* may 
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kx, ky, and kz are found that satisfy the secular equation for 
assumed values of the parameters and v200* TtLe resulting 
function of kx, k^, kz and E describes the constant energy 
surfaces around the symmetry point U. In particular, E is set 
equal to the free electron Fermi energy, Ep = 0.70 ry, in 
order to determine the equation of the Fermi surface near H. 
Introduction of the matrix elements produces a small change 
in Bp, but this change should have negligible effect upon the 
shapes of the constant energy curves and is therefore neglected 
(Appendix A). 
The intersections of the Fermi surface with symmetry 
planes are found by eliminating one of the coordinates. "When 
we set k^. = -ky = k, i.e. for the {110} sections, the secular 
equation obtained from the Hamiltonian (5.15) reduces to a 
o 
cubic equation for k„ as a function of k and the solution of 
this equation is discussed in Appendix A. One set of solu­
tions (k, kz) describes the (110) cross-section through the 
center of an arm in the third band (orbit Ç) and another set 
determines part of the second band hole surface. The area of 
the Ç cross-section was compared with the observed area and 
the parameters and V Q^Q were varied until agreement was 
found. Figure 5.3 shows this extremal cross-section for one 
set of the parameters, &&& 7200' along "with the simple 
OPW surface for comparison. Figure 5.4 and Figure 5.5 show 
this area as a function of the parameters and VgOO" It 
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turns out that the results depend only on the magnitude of 
7^21 « The values of 7-^ and 72Q0 are given in calculation 
units (OU) where 1 CU = 0.454 ry. 
A similar expansion in (110) planes can be made about any 
point P on the line TJ - tf (Figure 4.1) by replacing E by E' = 
p 
E - 2T in the secular equation obtained from Equation 5.15. 
Here /2Y is the distance along the line U - ff measured from 
U. Y = 0 at TJ and Y = 0.25 at V. In this manner the shape of 
the entire arm can be determined within the limitation that 
only three OPW s are used. As Y approaches 0.25 the addition 
of a fourth OPW becomes necessary. In order to take this into 
account in an approximate manner E(k) has been calculated for 
the symmetry line U - W for four OPW s (Appendix A). These 
results have then been used to correct the values chosen for 
E' based upon three OPW s. (Each band is corrected separately 
as described in the appendix.) 
Around W a similar expansion was made using four OPW s 
with wave vectors k^ = (1/2 + k^, ky, 1 + kz), k^ = k^ -
(2, 0, 0), k^ = k^ - (1, 1, 1), and k^ = k - (1, 1, 1). These 
four states have nearly equal energies (for k^ = k^. = kz the 
energies are equal) and the Hamiltonian in this case becomes 
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H = 
T(%l) V 200 Vlll Vlll 
V200 T(k2) Vlll Vlll 
Vlll 7111 T(k3) Y200 
Tlll ?111 V200 T(k4) 
(5.16) 
if mixing with other states is neglected. 
In accordance with the discussion in Section 5.3, we 
assume "V^iLiL and ^200 ^ ave same values as in the Hamiltonian 
(5.15). The solutions of the secular equation resulting from 
Equation 5.16 are discussed in Appendix B. 
The windmill orbit v in a plane normal to £ 100 3 (Figure 
4.4) was obtained by setting k^ = 0 and solving the resulting 
quart!c equation for kz as a function of ky. for different 
values of and ^200' One set of solutions determines the 
windmill orbit and the area enclosed is compared with A" v. 
Figure 5.6 shows this windmill orbit v calculated for two sets 
of the parameters, and v2oo* Figures 5.7 and 5.8 show 
the area of orbit v as a function of and Vgoo" 
Values of the parameters were .-elected so that the cal­
culated cross-sectional area enclosed by orbit Q normal to 
£ 110 3 equaled the area Ar Q and the area of the windmill 
orbit v about "ff normal to £ 100 3 equaled the area A v. The 
parameters T and 72qo are no'fc uniquely in this manner 
since two sets can be found to fit the experimental areas, a 
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set with V200 > 0 and a set with V20Q < 0. Since Vm enters 
2 
the equations only as its sign is undetermined, but its 
magnitude depends on which of the two values of ^ 200 ^ "s chosen. 
The values of the parameters were found to be: 
Model A - |V11:L| = 0.069 ry, Y200 = ~0-059 
Model B - |V113J = 0.045 ry, V200 = 0.052 ry. 
At this point it is impossible to choose one model over the 
other. 
Within the framework of our particular OPW model the 
parameters and ^200 are determined to about 6%. This 
estimate incorporates the uncertainties in the dHvA periods; 
in general a change in an experimental area would result in 
a change of between 2$ and in the matrix elements. The 6% 
uncertainty also allows for small errors in calculating the 
areas (usually less than 1%) as well as the possibility of 
relaxing the fitting conditions slightly to obtain better 
agreement with other dHvA areas (Chapter 6). For model B 
above the values were given for relaxed fitting conditions, 
and the values for more exact fitting of A- ç and ^  v are 
IVml = 0'°46 ry and ^ 200 = T^' 
An estimate of the errors involved in the model itself is 
much more difficult. The decrease in the Fermi energy due to 
the introduction of the lattice potential might require a 
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change in the parameters of possibly 20%, but, as we noted 
before, this has little effect upon the shape of the Fermi 
surface. In addition the use of different numbers of OEW s at 
different points in the Brillouin zone might cause an error of 
roughly ±0% in the matrix elements. (This estimate is sug­
gested from the comparison of the 3 OPW results with the 4 
OPW results at point U in the Brillouin zone (Appendix A).) 
No attempt will be made here to estimate errors caused by 
neglect of the variation of the matrix elements throughout the 
Brillouin zone (Section 5.3) and the omission of any higher 
Fourier components of the pseudopotential. 
Harrison*" has plotted the matrix elements from band cal­
culations for several different elements on one graph shown in 
Figure 5.9. Some preliminary results from a band calculation 
p 
for tin have been included and the two sets of values for 
lead have been added using the minus sign for V^. Either 
set appears consistent with the general trend of the results 
for other elements if the minus sign is chosen. (A detailed 
band calculation would be necessary to determine the sign of 
Harrison, ff. A., General Electric Research laboratory, 
Schenectady, New York. Matrix elements from band calculations. 
Private communication (1962). 
p 
Miasek, M., Department of Physics and Astronomy, Univer­
sity of Rochester, Rochester 20, New York. Band structure of 
tin. Private communication (1962). 
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After V"m and ^200 been selected, the results from 
the computer calculations described in Appendices A and B were 
used to determine parts of both the second-band and third-band 
Fermi surface near the line U - ¥. These results were graphi­
cally extended and connected smoothly in order to describe the 
entire Fermi surface. 
Figure 5.10 shows the modification of the free-electron 
sphere by the lattice potential for a (110) cross-section 
through r. The main changes occur near intersections of the 
sphere with Bragg planes. (The second-band hole surface has 
been remapped and is drawn inside the fundamental zone. This 
surface is changed from the single OPIf surface by only a slight 
rounding at the corners. ) 
Although the values chosen for the Fourier components may 
have little significance away from the Fermi surface, a few 
E(k) curves (Figures 5.11 and 5.12) have been drawn along 
symmetry directions for models A and B. First we point out 
that for calculations along r - X (A) and r - 1 (A) only two 
OPW1 s and consequently one matrix element were used. The 
curves were adjusted to fit at X and L, respectively, and 
slight discrepancies resulting from the use of only two OPW s 
may be noted at r. Similarly along T - U only three OPTf1 s 
were used and again a discrepancy (in this case rather small) 
is seen at r. 
We may also remark that the shapes of the E(k) curves in 
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Figures 5.11 and 5.12 are independent of the sign of 
However, we have assumed that is negative in labeling the 
energy levels. (The notation of Bouckaert et al. (1936) has 
been followed as far as possible; the subscript 1 always re-. 
fers to the state transforming according to the identity 
representation. ) As a result Tgx is higher in energy than "W^. 
(The symmetry of is fundamentally p-type while that of 
is s-type. ) If were positive, and Wg would be inter­
changed with corresponding changes in labeling for the remain­
der of the energy-level diagram. 
Figures 5.11 and 5.12 point out some differences between 
model A and model B: 
For model A a band with predominately s-type symmetry is 
lowest with a gap between this and the next band of roughly 
0.1 ry. This next highest band is mainly p-type and crosses a 
third band along the line r - ÏÏ. These two bands are degen­
erate at ¥. The Fermi level is also higher than a fourth band 
which has p-type symmetry at W. Thus model A suggests the 
existence of small pockets of electrons in the fourth band 
near if. 
For model B the lowest band is essentially p-type and the 
first and second bands are nearly degenerate, especially along 
•ff - U. The highest level at W is again p-type and non-degener-
rate. We note that the fourth band is empty for model B. 
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6. COMPARISON OP EXPERIMENTAL AND CALCULATED RESULTS 
6.1. dHvA Effect 
6.1.1. Extremal areas at symmetry directions 
In Chapter 5 we determined two sets of Fourier coeffi­
cients of the pseudopotential arising in the two 0P"W models, 
A and B. With these coefficients it was possible to determine 
the intersections of the Fermi surface with various symmetry 
planes. Figures 6.1 - 6.5 show such extremal sections for the 
remapped second- and third-zone surfaces. In some cases the 
results for both models are so similar that only one is shown. 
Figure 6.1 shows both the second-band and third-band surfaces 
for a (110) section through r. This figure is a remapping of 
the modified free-electron surface shown in Figure 5.10. 
Figure 6.2 shows the dogbone-shaped orbit y» for a (110) sec­
tion through W. The orbit bounding the hole surface for a 
(100) section (Figure 6.3) runs along sharp ridges in the 
single OPff model. The addition of lattice potentials rounds 
off these sharp corners, and thus produces a considerable 
reduction in the enclosed area. 
From drawings such as those in Figures 6.1 - 6.5 it was 
possible to use a planimeter to determine the cross-sectional 
areas enclosed by the orbits. The planimeter was used for all 
areas except those enclosed by the [110 ] orbits Ç and to and 
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the 13100 3 orbit v, since these last three areas were obtained 
directly from the computer calculation. The resulting areas 
from models A and B are shown in Table 4.1. The areas meas­
ured with the planimeter are probably accurate to only 3JÉ. 
As can be seen from Table 4.1 both models give fairly 
good agreement with the dHvA results. Although the parameters 
were taken from the third-band surface alone, the models are 
quite successful in accounting for the second-band surface as 
well. In order to improve the fit for orbits such as ç and to 
additional Fourier coefficients (for example Tggg) might be 
necessary. Also, the addition of a spin-orbit coupling term 
might affect the results. In Appendix C we have noted that 
the inclusion of spin-orbit coupling should not make an ap­
preciable change in the shape of the third-band Fermi surface 
(since we are fitting to this surface), but the shape of the 
second band surface might be modified. Figure 11.5 shows 
E(k) curves corresponding approximately to model A with and 
without the spin-orbit term. We note that the second-band 
energy may be lowered slightly with respect to that of the 
third band, when spin-orbit coupling is included. This lower­
ing suggests a smaller second-band (110) area, which is in 
better agreement with the dHvA results. Figure 11.6 shows 
E(k) curves corresponding to model B; here, however, the spin-
orbit term has the opposite effect. 
All the long dSvA periods observed can be accounted for 
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by the multiply-connected third-band surface. In agreement 
with this fact model B predicts that the fourth-band is empty 
with a small energy gap at W of ~ .01 ry from the Fermi level 
(Figure 5.11). On the other hand, model A does not require 
the fourth-band to be empty (Figure 5.11) and would predict 
the occurrence of oscillations of very long period (~ 2 x 10~^ 
Gauss ^) from small electron 1 pockets' centered on ¥. Such 
oscillations have not been observed in lead. Figure 11.7 shows 
the effect of the addition of the spin-orbit interaction term 
on the energy levels at W. The energy of the fourth band for 
model A might rise above the Fermi level for the correct value 
of the spin-orbit parameter and, in that case the fourth band 
should be empty for model A. 
6.1.2. Orientation dependence 
The results of the OPW interpolation method are not in 
a form suitable for describing the orientation dependence, 
unlike the results from the Fourier expansion method. However, 
we have been able to estimate graphically the orientation 
dependence of the areas enclosed by £, v, and 5 for rotation 
in a (100) plane. These results are shown in Figure 6.6, 
where the experimental points have been repeated from Figure 
4.5. 
The orientation dependence of the Y' oscillations pre­
dicts a tapering of the arms (period varies less rapidly than 
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the cosine of the angle from [110 ]). This tapering is also 
suggested "by the occurrence of long beats in the Y1 oscilla­
tions (Chapter 4). Model A also predicts such a tapering and 
in fact gives a reasonable fit to the Y1 oscillations; however, 
model B does not predict any tapering. 
The orientation dependence of the g period agrees very 
well with the v-orbit period estimated from either model; 
therefore only one curve has been drawn representing both 
models. The §-orbit period has approximately the same angular 
dependence as the Y" period, but the actual period values are 
somewhat different. Model B gives closer agreement with these 
YM oscillations; however, in view of the uncertainties con­
nected with these oscillations (Chapter 4), we favor model A 
which predicts tapering of the arms. 
6.1.3. Angular range for the existence of orbits 
The limiting direction of H for observation of a particu­
lar orbit can be estimated from the models with an uncertainty 
of possibly 4°. To within this accuracy the results predicted 
by models A and B are the same and in Table 6.1 only an 
average is given to be compared with experimental values from 
dHvA, magnetoacoustic, and cyclotron resonance measurements. 
We must emphasize that exact agreement between the meas­
ured and calculated results is not expected, since the models 
should predict the maximum angular range. In this connection 
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Table 6.1. Angular range for existence of orbits (measured 
from relevant symmetry directions) 
Experimental Calculated 
Orbit 
Plane 
of tilt dHvA 
Ultrasonic 
attenuation 
Cyclotron 
resonance 
2-Parameter 
models 
[001] 5 (100) 19° a 23°* 250 cd 27° 
[100 ]  V (100) 29° 40oC 26° 
[100] 1] (HO) 21°* 250 
o
 
00 CVJ 
[111] 6 (211) 18°* 16° C 24° 
aGold (1958b). 
M^ackintosh (ca. 1962). 
cKhaikin and Mina (1962). 
A^ccording to the results of Khaikin and Mina, these two 
masses join at about 12° from (% 100 ]. 
the cyclotron resonance result for the [ 100 ] v orbit is 
somewhat surprising. Possibly because of its low phase the 
cyclotron resonance experiment may be detecting a non-extremal 
orbit which would not be observed with the higher phase dHvA 
experiment. It is difficult in practice to determine from the 
model whether an orbit in a plane tilted from a symmetry 
direction is extremal or not. 
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6.1.4. Cyclotron mass and electronic specific heat 
Cyclotron masses corresponding to four orbits have been 
calculated for the two parameter models from the relation 
m* = 5L2/2TT (dA/dB)p (Section 1.3.5). Figure 6.7 shows a 
plot of A- versus E for the [ 100 ] v and Q110 3 (if orbits, 
and Figure 6.8 shows a similar graph for orbits [110 ] Ç and 
[ 110 3 a* The results for model B are shown, but model A 
gives almost identical values. The mass ratios for these 
orbits, calculated from the slopes of the curves, differ very 
little from the corresponding single OPTf ratios calculated by 
Harrison's method (Harrison 1960b) (Table 6.2). 
The energy contains a scaling factor which depends upon 
the choice of mass (Section 5.4). Here we assume that this 
scaling factor corresponds to the free-electron value so that 
all mass ratios are given with respect to this quantity. In 
other words, we assume the free-electron value for the mass 
associated with the single OFW sphere when Bragg reflections 
are ignored. 
Also given in Table 6.2 is a comparison of mass values 
obtained from dHvA amplitudes with those obtained from the 
more direct (and more reliable) cyclotron resonance experiment 
(Section 1.3). These values are found to be in good agreement 
where comparison is possible. However, the experimental values 
are greater than those predicted by the single OPff and two-
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Table 6.2. Cyclotron masses 
Orientation Orbit m*/m 
Cyclotron Single Two 
dHvA resonance OPW parameter 
model model 
[110] c 0. 56+0.06a 0.56+0.02b 
0.55° • 
0.21 0.20 
[110] a 1. 0 +0.1a 1.1 - 1.2° 0.58 0.56 
[110] IV 1.35+0.04b 
1.25 - 1.4° 
0.52 0.52 
[100] c 0.75+0.02° 
0.75° 
0.25* 
[100] Ç 0. ,85+0.1® 0.9° 0.19 
[100] V 1. 3 +0.15 1.35° 0.49 0.49 
[100] V 1.28° 1.00 
[111] a 1.21° 0.59 
[111] 9 1.26° 0.44 
aGold (1958b). 
Y^oung (ca. 1962). 
°Khaikin and Mina (1962). 
E^bis orbit is not extremal for the single OPff model. 
eThis mass has been associated with orbit 5 (possibility 
(b) in Section 4.3). However, if possibility (a) is the cor­
rect one, the mass would be due to a combination of the § and 
C orbits. 
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parameter models "by approximately a factor of two. 
This same mass discrepancy has occurred in other metals. 
For example, band calculations for aluminum (Heine 1957a; 
Harrison 1960a) give a mass ratio m*/m of approximately unity 
which, is too small by roughly a factor of two compared to the 
electronic specific heat value. As another example, for the 
bcc phase of sodium, Stern has estimated from specific heat 
measurements that m*/m may be as high as 1.7 while m*/m ~ 1 
from band calculations (Quinn I960, p. 64). 
This discrepancy may well be resolved in an approximate 
fashion by a change of scaling factor due to electron inter­
actions. Thus Harrison and Quinn have suggested that electron-
electron and electron-phonon interactions could correct for the 
mass discrepancies in aluminum and sodium, and we should ex­
pect these effects to be important in lead as well. The 
transition temperature in lead is relatively high (~ 7°K) and 
the Debye temperature is low (~ 90°K), and both of these facts 
suggest a strong electron-phonon interaction. Also, the 
density of conduction electrons is roughly the same for both 
lead and aluminum and this fact implies similar electron-elec­
tron interactions. 
The problem of treating electron-electron and electron-
phonon interactions is, however, very complex. Heine (1957c) 
included correlation and exchange corrections from first-order 
Bohm-Pines theory in his band calculation of aluminum. This 
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gave an appreciable correction to the specific heat of the 
wrong sign. Fletcher and Larson (1958) extended the Bohm-Pines 
results to second order and a large correction of the proper 
sign resulted. This large correction casts doubt upon the 
convergence of the expansion. 
It has also been shown that effects of electron-electron 
interactions enter differently for different experiments. For 
example, Kohn (1961) has shown that the cyclotron mass, as 
well as the dHvA period, of a free-electron gas is unchanged 
by electron-electron interactions, while Gell-Mann (1957) has 
shown that these interactions do affect the specific heat of 
an electron gas. Consequently, it seems reasonable not to 
attempt to include corrections for electron-electron or 
electron-phonon interactions in a band calculation or in a 
determination of the Fermi surface. These corrections could 
be included later, modifying the properties of electrons in a 
fixed band structure. 
We have already noted from Table 6.2 that reasonable 
agreement with the observed cyclotron masses is obtained if 
the free-electron masses are, roughly speaking, scaled up by 
a factor of 2. The different scaling factors for various or­
bits can be accounted for in a semi-quantitative manner as 
follows. The cyclotron mass can also be written as 
- = è J  ^
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where we take the integral around the orbit of the reciprocal 
of the component of the velocity normal to H (Chambers 1956). 
"We now assume that vA is changed from the free-electron value 
Vj.» because of electron interactions, and we divide the orbit 
up into a 'smooth part' and perturbed sections near the Bragg 
planes; the velocities are assumed to be different in these 
regions. 
For example, if we consider the cross-section of an arm 
( 110 ] Ç), we assume that the velocities are modified as 
shown in Figure 6.9a. Here <*-[_, and are scaling factors 
to correct the velocities from the free-electron value; the 
same scaling factor Y^  is taken to apply to all the 'smooth' 
portions in the third zone. Then the expression for the 
cyclotron mass for this orbit can be written from Equation 
6.1: 
 ^ ÏL F r t^an i H t^an + f &%tan 
m 
- 2"L J + J r^ r J 
t = (6.2) 
4. P6 dktan * Pf dktan , P* ^ tan 1 
J Yj'flj.o J J _) 
d e f 
According to the two-parameter models the shape of the 
orbit does not differ too much from the shape of the single 
OPW orbit. This suggests that the mass ratio can be deter­
mined by summing angles subtended by the arcs (ab, be, etc.) 
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and dividing by 2TT, as is correct for the single OPW case 
(Harrison 1960b). If this assumption is made, Equation 6.2 
can be written 
,m*\ _ if A9ab , A9ef ^  A9cd . 9ad ~ A6ab ~ A9cd 
T'llMlC " °l ~ ~ fl 
C-3) , 
9da " A9' 
ft 
Here m is the free electron mass; ©ad and 9^ a are the angles 
subtended by the arcs ad [= (a, b) - (c, d) 3 and da [ = 
(c, d) - (e, f) - (a, b) ] of the single OPW siirface, so that 
9 d + 0^  * 
=- = (ÏÏ2.) , the single OPW mass ratio. The 
m [11QJÇ 
angles A9 account for the rounding at the Bragg planes and can 
be thought of as the angles subtended by arcs at the intersec­
tions of Bragg planes with the Fermi sphere. This rounding is 
assumed to be the same over the entire plane, i.e. at all 
intersections. Then if we define 
P1 * A0ab(è[ * - A6ef(i[ " 7^  
and (6.4) 
P2 = ùecd(a^  " ' 
we find from Equation 6.3 
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* * 
D^-ioie = 7^ ' [noie+ 2Bi + "a (6-5) 
The mass ratio for orbit Ç is now written in terms of three 
parameters. We assume that the same values of p^  and Pg ac­
count for all orbit intersections with (111) planes and (200) 
planes, respectively. Turning now to the windmill orbit 
( [ 100 J v) around ¥ (Figure 6.9b), we find with the above 
assumptions 
'HH Q.oo> = B.oo> + 461 + 4b2 (6-6) 
Originally it was thought that three parameters Y-j_, P^ , 
and pg would be sufficient to adjust the single OPW masses, 
but the cyclotron masses for the second band hole surface were 
too small compared to the masses on the third band surface. 
Therefore, the fourth parameter Yg was added and the velocity 
on the smooth parts of the second-band surface was assumed to 
be scaled differently (Yg) from that on the smooth parts of 
the third-band surface (Y^ ); the same parameters, P^  and P2> 
were used for the effects at the intersections with Bragg 
planes. Since we now had four parameters, it was necessary to 
use two additional cyclotron masses. These masses were chosen 
to be associated with the second-band hole surface and the 
same procedure as before was used to obtain the following mass 
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ratios: 
* 
(6 .8 )  
Substituting the values for the single OPW and observed cyclo­
tron masses from Table 6.2 into Equations 6.5, 6.6, 6.7. and 
6.8 and solving the four simultaneous equations, we find: 
01 = -0.043, P2 = -0.0166, r± = 0.319, and T2 = 0.495. 
With these values the adjusted cyclotron masses for four 
other orbits were calculated from the free-electron values and 
the results are shown in Table 6.3. These we consider to be 
Table 6.3. Adjusted single OPW masses compared with experi­
mental masses 
Cyclotron Mass 
Orbit 
Experimental 
value 
Adjusted single 
OPW value 
[100] § 
[HI] 9 
[HO] » 
[100] g 
0.90 
1.21 
0.75 
1.35 
0.53 
1.39 
0.69 
1.2 
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In reasonable agreement in view of the roughness of our esti 
mate. The only important discrepancy is for the [100 ] § 
The above procedure does not work for an orbit following 
a "ridge" instead of crossing it. Therefore, the mass ratio 
corresponding to orbit "*) , for example, cannot be determined. 
It is also possible to estimate the electronic specific 
heat by means of this procedure and the formula for the den­
sity of states at the Fermi surface: 
surface 
where m*(kz) is the total cyclotron mass in a plane kz = 
constant. In order to make this estimate the intersections 
of the free-electron sphere with planes parallel to one an­
other and normal to [110 ] have been considered. The ex­
tended-zone picture has been employed and the values of 
Gig, Bj, and gg as determined above have been used to estimate 
the cyclotron masses for the various plane sections. For 
example, for a (110) plane through r we find ~(kz = 0) = 2.21 
(equivalent to the sum of the contributions from a hole sur­
face and two arm cross-sections). Similar values were esti­
mated for eight planes perpendicular to the 110 ] direction 
at various distances from the origin under the assumption that 
the fourth band was empty. These values were found to change 
mass. 
(6.9) 
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very little with. kz, so that an average value could be used to 
determine approximately the density of states N(Ep) as in 
Equation 6.9. This density of states was divided by the free-
electron density of states N0(Ej,) to give N(Ej»)/N0(Ep) as 2.28. 
This result is in good agreement with the experimental value 
N(Ep)/N0(Ep) = 2.1 obtained from electronic specific heat 
measurements (Decker et al. 1958)• 
6.2. Extremal Dimensions of the Fermi Surface 
6.2.1. Kohn effect 
Brockhouse et al. (1961) have studied dispersion curves 
of lead for lattice vibrations propagating in the [ 111 3, 
£ 110 3 > and [[ 100 3 directions, while Paskin and Weiss (1962) 
have made similar studies using x-rays. We see from Figure 
6.10 that so-called Kohn anomalies or kinks can be observed 
(Section 1.3). However, it is difficult to give a criterion 
to determine the exact phonon wave-vectors at which these 
kinks occur. In fact, a kink observed in the f 110 3 disper­
sion curve (Figure 6.10) was originally thought to occur for 
a phonon wave-vector of 0.41 (2?v/a), but from the same data 
Kohn later suggested a value of 0.47 (2x/a). The positions 
of the kinks have been estimated for this and other dispersion 
curves using Brockhouse1s interpretations when they were given. 
The extremal dimensions determined from these wave vectors are 
shown in Table 6.4 along with values calculated from the two-
24 
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Figure 6.10. Phonon dispersion curve for lead 
(after Brockhouse gt al. 1961) 
Table 6.4. Extremal dimensions of Fermi surface of lead (units of 2n/a) 
Orbit 
Direction of 
extremal 
dimension 
Figure 
reference 
Single 
OPW 
Calculation 
models^  
A B 
Magneto-
acoustic 
effect 
[110 ] a [100] 6.1 a 1.54 1.50 1.510 1.45*^  
[no] C [100] 6.1 d 0.465 0.33 0.35 0.35## 
[ 100] v [100] 5.6 f 1.05 0.91 0.87 
[100] Ç [100] 6.5 1 0.54 0.64 0.38 
[100] [100] 6.5 m 1.46 1.36 1.63 
[100] a [100] 6.3 s 1.50 1.49 1.490 
[110] u> [100] 6.2 v 0.48 0.37 0.606 
Kohn effect 
*** 
0.75-0.9^  
0.87-0.97^  
"Model A: l^ m! = 0.069 ry, V200 = -0.039 ry; Model B: V-m = 0.045 ry, 
v200 = 0.052 ry. 
**Rayne (1962). 
•••Brockhouse (1961). 
/ 
rThere is uncertainty about the existence of this anomaly. 
P^askin and Weiss (1962). 
Table 6.4 (Continued). 
Orbit 
Direction of 
extremal 
dimension 
Figure 
reference 
Single 
OPW 
Oalculation 
models* 
A B 
Magneto-
acoustic 
effect 
[ I " ]  » [2H]  6.4  1  0.86 0.88 0.88 -0.73^ 
[H I ]  » [211] 6 .4  k  1.78 1.56 1.64 
[m] « [211] 6.4  p  1.08 0.97 0 .96  
[m] c [211 ] 6.4  r  0 .54  0 .38  0.40 
[no]  »  [211] 6.2  w 1.07 0 .74  0.90 
[110] « [H I ]  
61 5 
0.99  
0 .74  
1.0 
0 .73  
0 .97  
0 .76  
[no]  «  [H I ]  6.2  x  -0 .54  ~o. 62 * «0.68 
Kohn effect 
1.0*** 0.96] 
0.73***0.77^ 
0.61*** 
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parameter and single OPW models. The letters labeling the 
extremal dimensions refer to Figures 5.6 and 6.1 - 6.5. The 
agreement is satisfactory except for the extremal dimension of 
the 13100 3 § orbit in the £ 110 3 direction. Although sev­
eral extremal dimensions determined from the model have ap­
proximately the same value as the result obtained from the 
dispersion curve, only the [1110 3 extremal dimension from the 
[100 3 § orbit would cause the downward kink observed. This 
discrepancy will be mentioned again in connection with the 
magnetoacoustic data. Another possible kink occurs in the 
longitudinal branch for the wave vector in the [100 3 direc­
tion with magnitude 0.75 (2rr/a) - 0.9 (2n/a) and this has been 
included in the table as a questionable result. In some ionic 
crystals such as Nal (Woods i960) a similar shape in the 
£ 100 3 dispersion curve near the zone boundary has been ob­
served and can be fitted using a consistent model of force 
constants between the atoms. Therefore, this rather pro­
nounced kink might be explained without consideration of the 
effects of conduction electrons. 
6.2.2. Magnetoacoustic effect 
Rayne (1962) and Mackintosh (ça. 1962) have estimated 
some extremal dimensions from their magnetoacoustic data 
(Section 1.3). Their results are included in Table 6.4. Un­
fortunately, the unpublished data we have received from Rayne 
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are rather incomplete and we have no information about the 
accuracy of the extremal dimensions given. However, the 
magnetoacoustic values are probably more accurate than neutron 
scattering values in view of the uncertainty in positioning 
the kink. 
The [ 110 3 dimension for the £100 3 § orbit determined 
from the two-parameter models is in good agreement with mag­
netoacoustic results. The Kohn effect appears to predict a 
value larger by about 10%, but in view of the uncertainties 
mentioned above the magnetoacoustic prediction is more relia­
ble. 
Another extremal dimension in the [ 110 3 direction ob­
tained from magnetoacoustic measurements, namely 0.39 (2tt/a), 
could be associated with any of three orbits, £ 110 3 G, 
£ 110 3 or H100 3 v, since both models A and B predict 
similar £ 110 3 dimensions for these orbits. "Whatever the 
interpretation, there appears to be a difference of about 10% 
between the experimental value and the calculated values. 
The results available at present do not help us to choose be­
tween model A and model B. 
6.3. Surface Area 
The effect of the pseudopotential on the total area of 
the Fermi surface can be estimated if we consider the effect 
of one Bragg plane at a time. If the decrease in surface area 
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due to a single Bragg plane is small, the decrease in area due 
to all Bragg planes intersecting the Fermi sphere should be 
approximately the sum of the changes for individual planes; 
this is because the shape of the Fermi surface in the extended-
zone scheme remains practically spherical, except in the 
immediate neighborhood of a Bragg plane (Figure 5.10). Thus 
the effect of any particular plane may be regarded as being 
independent of the presence of other planes. 
In Figure 6.11 we see the modification of the free-elec­
tron sphere by a single Bragg plane of type [ 111 ] at a dis­
tance 0.866 (27t/a) from the origin, corresponding to a matrix 
element = 0.069 ry as in model A. The change in sur­
face area is not difficult to determine since the modified 
sphere is still a figure of revolution about the central 
fill] axis normal to the Bragg plane. The decrease in area 
AS due to this plane is graphically found to be AS = 0.50 + 
0.08 (2rt/a)^ ; and, since the surface area of the free-electron 
sphere Spg = 19.3 (27c/a)^ , we have AS/S^ g = 0.026 + 0.004. 
Similar estimates have been made for other distances and 
associated potentials as shown in Table 6.5. This calculation 
was made before the final parameter values were chosen for 
models A and B, but the use of these values would not change 
the results significantly. 
For the fee structure there are 8 {111} planes and 6 
{200} planes intersecting the Fermi sphere for four electrons 
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MODIFICATION OF FREE ELECTRON SPHERE 
BY A SINGLE BRAGG PLANE. 
Figure 6.11. Modification of free-electron sphere 
by a single Bragg plane 
177 
Table 6.5. Effect of Bragg planes on surface area 
Plane 
Distance 
from 
origin 
(2%/a) 
Matrix 
element 
M (ry) AS (a/27T)2 AS/Spg (per plane) 
[HI] 0.866 0.067 0.50+. 08 0.026+.004 
[HI ] 0.866 0.045 0.35+.07 0.018+-004 
[200 3 1.0 0.035 0.20+.07 0.010+.003 
[200 3 1.0 0.050 0.50+.08 0.026+.003 
per atom. The total surface area Is approximately the same 
for both models: S/S^ j, = 0.73+. 1 (model A) and S/Spg = 0.70 
+.1 (model B). 
Aubrey (I960) has determined the area of the Fermi sur­
face in lead from measurements of the anomalous skin effect 
(Section 1.3). He finds S/S^ g = 0.55+.05. However, the 
accuracy of the experimental value of the Fermi surface area 
is not high because of several systematic errors which might 
not have been fully allowed for in Aubrey's estimated error. 
These arise because: 
a. The crystallites in the polycrystalline sample may 
have a preferred orientation introduced during the extrusion 
process (cf. Barrett 1943, p. 382). 
b. A surface property is measured and this depends 
critically on surface polish. A poor surface polish will give 
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a surface area that is too low (Chambers 1952). 
c. Effects of relaxation and finite mean-free path re­
quire correction. This correction amounts to only a few per 
cent in measurements on magnesium, zinc, and cadmium (Fawcett 
1961). 
d. In the estimate of surface area it is assumed that 
W be replaced by where (%-co) is the 
average of the surface resistance in the anomalous region 
( S e c t i o n  1 . 3 ) .  T h i s  a s s u m p t i o n  w i l l  n o t  b e  v a l i d  i f  R œ  ( 9 ,  0 )  
is very anisotropic. For both copper and tin, detailed stud­
ies of the anisotropy of Rœ have been made and the ratio 
has been estimated. For copper this ratio is 
found to be 1.11 and for tin 1.25 (Fawcett 1961). These 
figures in some way reflect the distortion of the Fermi sur­
face from the free-electron sphere. No data on the anisotropy 
of Rœ (0, 0) for lead are available at present, but we may 
assume that the surface distortion might be comparable to that 
in tin. Fawcett (I960) has given an uncorrected value S/S-pj, 
= 0.55 for tin which is the same as Aubrey's uncorrected value 
for lead. Thus if Aubrey's result for lead is scaled up by 
the factor of 1.25 for tin, the ratio of the surface area to 
that for a free-electron sphere becomes S/Sp-g = 0.68. This 
result is in fair agreement with the calculated results, 
especially in view of the uncertainties in both estimates. 
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6.4. Open Orbits 
Alekseevskii and Gaidukov (1962) have made very complete 
magnetoresistance measurements on lead, and their stereo-
graphic projection of open orbit directions is shown in Figure 
6.12. The magnetoresistance increases quadratically with H 
over a wide range of field directions (Region II). Saturation 
of resistance occurs only for H in a (111) plane (Region III) 
where narrow minima occur for the current perpendicular to a 
Qlll 3 direction and also for H in the £ 110 3 direction; 
here a narrow minimum occurs independent of the direction of 
current. 
To interpret their results, Alekseevskii and Gaidukov 
used the results of Lifshitz and Peschanski (1959), who clas­
sified open orbits into two types; 
I. Open orbits in one direction of k-space giving a one-
dimensional region of field directions over which the orbit 
exists. These can occur only when the magnetic field lies in 
a symmetry plane and region III is an example of this. 
II. Open orbits existing at the boundary between a region 
of electron orbits and a region of hole orbits. In this case 
a two-dimensional region of field directions would exist where 
open orbits occur. Region I on the sterographic projection is 
of this type. Region II is a region where no open orbits 
exi st. 
In discussing open orbits we shall for simplicity consider 
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Figure 6.12. Stereogram of magnetic field 
directions for which open orbits 
were found to exist (after 
Alekseevskii and Gaidukov 1962) 
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the single OPW Fermi surface since it has a shape very similar 
to the 2 parameter Fermi surface. Young (ca. 1962) has demon­
strated that the single OPW model for lead is compatible with 
these results of Alekseevskii and Gaidukov, contrary to the 
interpretation originally given by these authors. He has 
shown that when the orbit T (the large hole orbit in Figure 
4.4) exists, a plane slightly tilted from the [110 3 contains 
regions of electron orbits and regions of hole orbits and an 
open orbit exists at the boundary between the two regions. 
Therefore, Region I on the sterographic projection extends 
over the same range as the orbit T. According to the single 
OPW model T can exist over a range of magnetic field direc­
tions 5° - 10° from £ 110 3 in any direction, in agreement 
with the results of Alekseevskii and Gaidukov. 
Figure 6.13 shows a type I open orbit based on the single 
OPW model. Here H is in a Q211 3 direction and the orbit 
runs in the £ 111 3 direction. This orbit is the orbit P 
shown on the pipe model in Figure 4.4. As H rotates from the 
[2113 direction in a (111) plane, the orbit p ceases to 
exist when H is a few degrees from £ 110 3 because r exists 
instead. 
The "whiskers" shown on the stereogram of Figure 6.12 for 
H perpendicular to £ 100 3 and [ 110 3 and within a few de­
grees of the £ 110 3 direction are also due to the presence of 
type I open orbits. Figure 6.14 shows such an open orbit 
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/ TYPE I OPEN ORBITS 
/ (211) PLANE THROUGH ORIGIN \ 
 
• I 
Figure 6.13. Type I open orbits as given by 
the single OPW model 
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TYPE I 
X / OPEN ORBIT 
Figure 6.14. Type I open orbit as given by the 
single OPW model (H tilted 5° from 
[HO] in a (110) plane) 
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running in the general [ 110 ] direction for H tilted 5° from 
[lio] in a (110) plane. 
Thus the third-band surface of the single OPW model, or 
slight modifications of it, as in our two parameter models, 
can account very well for the magnetoresistance results. 
6.5. Pitting the & Oscillations into a Particular 
Model of the Fermi Surface 
In his study of lead, Gold associated the g oscillations 
for H near [ 100 ] with the third-band hole orbit § inside the 
square face of the fundamental Brillouin zone shown in Figure 
4.4. In the present calculation we have assumed, instead, 
that the g oscillations correspond to the electron orbit v 
around the intersection of four arms. Although experiments 
were attempted to verify this choice, some uncertainty remains. 
This problem of the assignment of the g oscillations is of 
such paramount importance (these being used in the determina­
tion of our OPW models) that we devote the following para­
graphs to a discussion of the reasons for this association: 
a. Agreement with the single OPW approach 
The observed dHvA periods fit quite well into a single 
OPW model and, as was pointed out in Chapter 4, the associa­
tion of the g oscillations with the v orbit is consistent with 
this model. The experimental area corresponding to the period 
of the g oscillations is 0.31 (27t/a)2, which agrees better 
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•with, the single OPW area^  = 0.30 (2?r/a)2 than with A ^ = 
0.13 (27t/a)2, as in Gold's original interpretation. If the 
area A ^ were increased to fit the value of 0.31 (2rr/a)2, we 
would have a large perturbation from the single OPW model.^  
Also, an increase in the area of^  would probably put too 
much taper in the arms to fit the orientation dependence of 
the Y' period (Figure 6.6). In addition to the agreement of 
the absolute magnitudes, the orientation dependence of the 
v-orbit period, as predicted by either the single OPW or the 
two-parameter models, agrees closely with the dependence of 
the 0 period shown in Figure 6.6. 
However, if this interpretation for the 0-oscillations 
is correct, the Y" oscillations, which we have associated with 
§ are of rather low amplitude and this result is puzzling. 
Both A v and/\ g are extremal and the single OPW model pre­
dicts that the curvature factor (92A"/ôkz2)- 2^, which occurs 
in the amplitude expression 3.8, is roughly the same for both 
areas, namely 0.9 for A: v and 0.6 for A ç* A factor P~2 
I^t is true that the cross-section of an arm A" ç would 
have to be decreased from the single OPW value by nearly 50% 
to agree with experiment, but both and V20Q help with 
this reduction. For A v» on the other hand, inclusion of 
tends to increase the area while v2oo causes the area to 
decrease. Thus we might expect A v to be little changed from 
its single OPW value as appears to be true experimentally. 
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occurs In Equation 3.8 and the period associated with the 
orbit § is about twice the period associated with orbit v. 
On the other hand, the single OPif Ç mass is smaller than the 
v mass by, roughly speaking, a factor of two (Table 6.2) and 
the same holds for the observed masses; this result has the 
opposite effect on the amplitudes. Thus from a combination 
of these factors we would expect A^  s- for H = 80 kG if 
the relaxation time is taken to be the same for both orbits 
(x = 1°K), whereas in practice we find A ^  < A ^ . A further 
puzzling feature is that the oscillations V- associated with 
the orbit u>, also at the junction of four arms, have very low 
amplitude whereas we might expect this amplitude to be com­
parable to that of the p oscillations. Possibly lattice 
broadening effects could be different for different orbits and 
this problem remains for further study. 
b. Mass Agreement 
The cyclotron mass values agree well with the values 
determined from the temperature dependence of the dHvA ampli­
tudes. As was discussed in Section 6.1, the free-electron 
masses can be scaled up by a factor of roughly two to agree 
with the experimental masses; however it can be seen from 
Table 6.2 that an abnormally large scaling factor of seven 
would be required if the high-mass 0 oscillations were asso­
ciated with the orbit § rather than orbit v. Young (ca. 1962) 
(and probably Khaikin and Mina 1962) has studied rf polariza­
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tion effects (Section 1.3) and decided that the mass corres­
ponding to the 0 oscillations must refer to an orbit for which 
the velocity in the field direction averaged around an orbit 
v2 may be zero, but that vz / 0 at some places on the orbit. 
For orbit §, vz = 0 at all points on the orbit, while this is 
not true for the orbit v. This is probably the most important 
reason for associating orbit v with the 0 oscillations, 
c. Alloy studies 
"We have shown that better overall agreement is ob­
tained if the v orbit is associated with the 0 oscillations, 
but it should be possible to establish this definitely by 
studying the effects of alloying on the dSvA periods. Accord­
ingly some studies were attempted using lead alloys with about 
1/2/6 bismuth, 1/2% thallium, and a combination of l/4j£ bismuth 
and 1/4$ thallium. If a rigid band structure is a reasonable 
approximation, we might expect the addition of thallium to 
increase the period of the 0 oscillations if they refer to the 
electron orbit v and decrease the period if they refer to the 
hole orbit §. For the bismuth alloy the opposite effect 
should occur, while the ternary alloy should give a partial 
check on the rigid-band model, being of the same electron 
concentration as pure lead. Unfortunately the added elements 
considerably reduced the mean free path and although oscilla­
tions were observed, there were not enough cycles to obtain 
sufficiently accurate period measurements. This experiment 
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should be repeated using more care in the alloy preparation 
together with beat techniques (Chapter 7)• 
Further careful period measurements as a function of 
orientation should be made for the field near the £ 100 3 
direction. If only one Y oscillation period is observed for 
H exactly parallel to £ 100 3 > this oscillation should cor­
respond to orbit § which is definitely extremal for our model, 
i.e. possibility (b) in Section 4.3. (It is unlikely that the 
§ and Ç periods would have exactly the same value for H f j  
[ 100 ].) However, with techniques giving better resolution, 
it is quite possible that more than one period might be ex­
tracted from the rather complex oscillograms of the Y oscilla­
tions. Ehaikin and Mina (1962) observed two masses for 
H £ 100 3 with values close to the single value found from 
the Y oscillations in this experiment (Section 4.4). One of 
their masses was associated with orbit § and one with the arm 
cross-sections Ç, which need not be extremal. Thus this pos­
sibility of two Y periods at £ 100 3 should be checked care­
fully with the dHvA effect. 
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7. CONCLUDING DISCUSSION AND SUGGESTIONS 
FOR FURTHER STUDY 
In this study it has been shown that the Fermi surface of 
lead is very free-electron-like. In fact, models using only 
two components of the pseudopotential to perturb the free-
electron sphere have been found to fit the available experi­
mental data rather closely. (We are inclined to favor model A 
over model B because model A predicts the taper of the third-
band arms (Section 6.1).) In this respect lead is similar to 
aluminum (Harrison 1960a; Priestley 1961), indium (Rayne and 
Chandrasekhar 1962), zinc (cf. Harrison 1962), and magnesium 
(Priestley 1961). The results of many experiments suggest 
that all polyvalent metals may have a free-electron-like Fermi 
surface. Possible exceptions might be the transition and 
rare-earth metals, on account of their unfilled core states, 
but as yet the experimental results for such metals are 
fragmentary. 
A brief discussion of the necessity for models is in 
order here. If the Fermi surface has a simple form (centro-
symmetric and convex), its shape can be uniquely determined 
from, for example, the complete orientation dependence of dHvA 
periods; Lifshitz and Pogorelov (1954) have given an exact 
mathematical procedure for doing this. However, for poly­
valent metals such as lead the Fermi surface may take a com­
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plicated shape and may even be multiply-connected: then it is 
difficult, if not impossible, to obtain an unambiguous shape 
for such surfaces from experimental data alone. Moreover, it 
will not in general be possible to fit the observed surface 
areas into the Brillouin-zone scheme without the aid of a con­
sistent model. Such a model must first be guessed and then 
compared with experiment. Once adopted, the model may pre­
dict further features and suggest additional measurements, as 
was the case for lead. Finally, the model is modified, as 
suggested by the new results, until reasonable agreement is 
obtained. 
Some of the details of the Fermi surface of lead require 
further experimental investigation. Also, lead appears to be 
a good metal for detailed studies of periods and amplitudes 
and their dependences upon temperature, magnetic field, crys­
tal perfection, and alloying. It seems worthwhile to list 
some of these problems: 
a. Orientation dependence of the new sets of oscilla­
tions in lead. The orientation dependence of the 6^  oscilla­
tions is presently under investigation. 
b. Analysis of the oscillations present for H near 
£ 100 ^  (Chapter 4). A technique with better resolution is 
required and this problem is being considered at present. 
'Artificial' time-varying frequencies v = H/PH^  will be pro­
duced to be mixed with the dHvA signal. Measurements of the 
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difference frequencies should give an accurate determination 
of the dHvA periods. In the future, a computer might be used 
in conjunction with correlation techniques to sort out the 
periods. 
c. Study of the dHvA periods in alloys to determine 
whether the oscillations are due to electron or hole orbits 
(Section 6.5). 
d. Cyclotron masses should be determined for the new 
sets of oscillation. In this connection the reasons should be 
found for the considerable scatter in the amplitude measure­
ments as a function of temperature (Section 4.4). 
e. Study of the effects of the resonance technique when 
used in a determination of relaxation times from the field 
dependence of amplitude (Section 3.3). The fact that the 
relaxation times obtained in this manner are much shorter than 
the estimates from electrical conductivity (Gold 1958b) should 
also be considered from a theoretical point of view. 
f. Investigation of possible differences between dHvA 
oscillations from orbits for which only vz = 0 and orbits for 
which Vg = 0 at every point on the orbit (Section 6.5). 
g. Study of the possible effects of frequency modulation 
due either to replacement of H by B in the formula for mag­
netization (Section 4.4) or to interband effects. 
h. Study of a crystal for H exactly parallel to £ 110 3 
in order to look for long beats due to eddy currents (Section 
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3.3). 
i. Search for oscillations due to non-extremal orbits. 
For example, end points as well as stationary points might 
contribute to the integral over k2 for the oscillatory com­
ponent of magnetization (Section 4.3). 
j. Optical studies. For example, one might look for the 
effects of a very small energy gap between the Fermi level and 
the fourth band near Tf (Figure 5.11). 
k. Studies of the anomalous skin effect in lead single 
crystals (Section 6.3). 
Returning to more theoretical aspects, we might improve 
upon the pseudopotential interpolation model. A program is 
presently being carried out to include a fourth OPW at all 
points of calculation in the zone. This program should allow 
a more systematic description of the Fermi surface. The values 
of the matrix elements may be modified, but the shape of the 
Fermi surface should change very little. The inclusion of a 
spin-orbit term would also be desirable (Appendix 0). 
Once model A or model B has been finally selected, this 
particular model could also be used to obtain an analytic 
description of the Fermi surface if the coefficients in a 
symmetrized triple Fourier series are adjusted to fit the band 
energies at many points throughout the zone. (Bach band must 
be considered separately.) This procedure would tend to 
smooth out the mismatches made in taking different OPV s at 
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different points; more important, we could then determine 
analytically the orientation dependence of the areas, the 
total surface area, and the open-orbit directions, etc. We 
would also have a description of the Fermi surface in a form 
which would be more convenient for a calculation of transport 
properties. 
The possibility^ now exists for a complete band calcula­
tion from first principles (page 126). This calculation is 
highly desirable in view of the considerable amount of experi­
mental data now at hand. Also, such a calculation should 
enable us to distinguish between the two models A and B. 
Probably the OPW method should be used for the band calcula­
tion, where the separation between the third band energies 
at W or U and the Fermi level would be estimated from our 
two-parameter models. 
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8. PRELIMINARY DHVA STUDIES 0? IRON 
During the concluding stages of the study of lead de 
Haas-van Alphen oscillations were discovered in iron whiskers, 
the first time that the effect has been observed in a ferro­
magnetic metal. The whiskers were obtained from Dr. R. Tf. 
De Blois at General Electric Research Laboratory, Schenectady, 
New York, and were grown by the Brenner process, hydrogen 
reduction of ferrous bromide (Brenner 1956). These were 
roughly 0.1 mm - 0.2 mm in diameter and 5 mm - 8 mm in length. 
The resistivity ratio P2930/^ 34 2° was o^uni* e^ between 200 
and 300, a very satisfactory figure for iron. 
Figure 8.1a shows the overall pulse which gave the first 
recognizable oscillations. A resonant frequency of ~ 18 kc/s 
was used and, under these conditions, the field at which the 
oscillations occurred was surprisingly low, about 4o kG. In 
Figure 8-lb the same oscillations have been spread out for 
counting. "We note from Figure 8. la that the oscillations are 
observed for H < 0. This fact is probably connected with 
heating due to eddy currents and to the magnetization of the 
iron. When the iron whiskers were remounted in larger 
glass capillaries, allowing better access for liquid helium, 
oscillations were also found for H > 0. Furthermore this 
remounting greatly improved the signal to noise ratio as can 
be seen by comparing Figure 8.1b with 8*Id. 
Figure 8.1. Examples of dHvA oscillations in iron 
a. Overall picture for H // £ 100 ] .
Calibration lines at 0, 114.2 and 
171.3 kG. 
2.0 ms/cm sweep 
b. Oscillations in (a.) spread out. 
Baseline = 34.26 kG and calibration 
lines at intervals of 11.42 kG. 
0.2 ms/cm sweep 
c. Oscillations for H// [ 110 ] .
Baseline = 0 kG and calibration lines 
at intervals of 11.42 kG. 
1.0 ms/cm sweep 
d. Oscillations in (c.) spread out. 
Baseline = 22.84 kG and calibration 
lines at intervals of 11.42 kG. 
0.2 ms/cm sweep 
195b 
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Observation of the oscillations for rising field is fur­
ther hampered by a violent ringing which occurs at the start 
of the pulse (right-hand side of Figure 8.1a). This ringing 
is strictly periodic in time and most probably is a conse­
quence of the increased Q of the pickup coil when it contains 
the iron whisker. 
Since the iron whiskers grow preferentially with axis 
along a £ 100 3 direction, most of our samples were of this 
orientation and only one sample has been studied for H // 
[ 110 ]. The results are qualitatively similar for the two 
orientations. 
"While one distinct set of oscillations with P ~ 10 ^  
Gauss"" has been observed (Figures 8-lb and 8.1d), there are 
indications that oscillations of still longer period (P ~ 
10"6 Gauss- "^) exist as well. However, so far we have no clear 
evidence of faster oscillations corresponding to large por­
tions of the Fermi surface. 
Because of the large internal magnetization in iron, a 
serious complication arises in the determination of dHvA 
periods. From Equation 1.16, the oscillatory component of 
magnetization has been written: 
M = M0(H, T) sin (g + \ - 2ttY) , (8.1) 
but actually the H in this equation (which we have previously 
assumed to be equal to the applied field) should always be 
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replaced by the magnetic induction B (Chapter 3). This cor­
rection is essential in ferromagnetic materials. For the very 
high pulsed fields used in this experiment we would expect 
that the magnetization would reach saturation almost immedi­
ately after the start of a pulse (The applied field necessary 
to completely magnetize iron is less than 1 kG.) (cf. Piety 
1936). Therefore we have added a constant field 47caMg to the 
applied field H in Equation 8.1, where the saturation magneti­
zation 4TCMs is 21.8 kG at T = 0°K (Bozorth 1951, p. 54) and a 
is an adjustable parameter. 
In Chapter 3 a method for period determination was de­
scribed which consisted of plotting H-"*" at oscillation maxima 
or minima versus intergers. For lead, straight lines were 
obtained and the periods were determined from the slopes. For 
iron this procedure does not yield straight lines. It is 
necessary to make a plot of (H + 47raMg)-  ^rather than H~\ 
where a is adjusted to give the best straight line as deter­
mined by a least-squares fit. A detailed least-squares com­
puter program has been prepared to extract the true period 
?0 and the best value of o. 
Another approach was to plot H at oscillation maxima 
versus integers n and draw a smooth curve through the points. 
Then if we consider n to be a continuous variable and deter­
mine dH/dn, we find 
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n + 9 = P™1/2 IdH/dnl"1/2 (8.2) 
"•l/2 
where p is an unknown constant. A plot of |dH/dn|~ versus 
n should result in a straight line with slope P~ly//2. Figure 
8.2 shows such a plot for the oscillations shown in Figure 
8.lb. The considerable scatter in the points is partly due to 
taking derivatives, but a reasonable straight line can never­
theless be drawn. From such graphs of our preliminary data 
we find PQ a 10"^  Gauss-**- and a is found to lie between two 
and three. These values are as yet very approximate. 
The surprising fact that a is approximately two or three 
rather than unity is not understood at present. However, a 
similar increased value of a has been noted in the anomalous 
Hall effect in ferromagnetic materials (cf. Volkenshtein and 
Fedorov I960). It appears that this effect is related to the 
spin-orbit coupling in ferromagnets (cf. Eondo 1962). 
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Figure Q.2. Derivative method for determining periods 
in iron 
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11. APPENDIX 
11.1. Appendix A: Determination of Constant Energy-
Curves Near U 
An OPW at TJ (Figure 4.1) has the same energy as two other 
OPW1 s whose wave vectors differ by the reciprocal lattice 
vectors (0, 0, 2) and (1, 1, l).^  The wave vectors of these 
three OPW s are: 
-1 = 
Eg = - (0, 0, 2) = (^ , -1) (11.1) 
% = - (1, 1, 1) = (- - §, 0) 
2 2 2 2 
where E*= E* = e| = E . 
In the limit that the pseudopotential goes to zero, these 
three OPW1 s would be degenerate and consequently they are the 
only ones considered near U. 
An OPW of wave vector k + E^ , k = (k^ , ky, k^ ), in the 
region near IT is connected by the same reciprocal lattice 
vectors to two other OPW1 s having nearly the same energy. 
Mixing with any other states is neglected and the procedure 
of Harrison (1960a) is followed to write the Hamilton!an 
"kill wave vectors in Appendices A, B, and C have been 
divided by 27t/a. 
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matrix as: 
I T(k + K±) 
H = 
V 
V200 
Vill 
V1 
200 
T(k -
Vill 
vin 
vin 
T(k + E3)J 
(11.2) 
I(k) is assumed to be spherically symmetric and is written in 
the form T(k) = (îl2/2m) (2tc/a)2k^  as for free electrons (Chap­
ter 5). Thus the Hamiltonian matrix 11.2 can be rewritten 
with these assumptions as: 
H = 
/ (È + S-L)' 
V, 200 
111 
200 
(k + Eg)' 
111 
111 
111 
(k + E3)' 
(11.3) 
where (h /2m) (2rt/a) has been divided out of every matrix 
element; the shape of the Fermi surface is independent of this 
quantity. 
The matrix 11.3 can be reduced to a slightly simpler form 
by a similarity transformation which takes account of the 
symmetry when k = 0, i.e. at U. This gives 
210 
H1 = SES'1 
( 
/2Vn 
fV 
200 
'ill 
-2ik„ 
(11.4) 
/2V 111 21k, 
K2+£2-|-(ibc+iy) 
K +k 200 
•where 
S - f 
1 0 \ 
0 /2 
i 0 
(11.5) 
/ 
For an expansion in the k^  = ky plane, for example, we 
set k_ = k = k and the secular determinant to "be solved for y 
the intersection of this plane with the constant energy sur­
faces is given "by: 
K2+2k2*k2+k+V200-l 
/2T, 
/2V 
111 
-2ik„ 
111 
2 p 2 
E +2k -3k+k^ -E 
2ik. 
0 
K2+2Ak+k2-V200-B 
= 0 (11.6) 
In special cases Equation 11.6 can be factored, but in 
general the result is a cubic equation: 
211 
F(w, k) = w3 + w2(-4 - 30 - k + 6k2) + w£ 3C2 + 40 - (V^  
+ 2V2i;l) + k(12 + 20) + k2(-120 - 13) - 4k3 
+ 12k4 D + wtoo * 2V?il' " °3 + 2T111T200 
+ k(-C2 . 2T2X1 + 3T|00) + k2(5C • 602 . 2T|00 
- 4V2X1) + k3(-3 + 40) + k4(-10 - 120) - 4k5 
+ 8k6 
= 0, (11.7) 
2 2 
where w = k and 0 = B - K . 
z 
This cubic equation can be solved for w as a function of k 
for fixed 0 to give sections of the constant energy surfaces 
normal to the [110 ] direction. This was initially done by 
hand for a few cases and later programmed for the IBM 704. 
The area ^  and effective mass ratio (ÏL2/2TC) (dÀ/dE) were 
calculated for different values of Vu.1* V200' an^  All 
energies are given in calculation units OU where the Fermi 
energy for four free electrons per atom becomes 1.538 OU. If 
the free electron mass is chosen, 1 OU = 0.454 ry. 
Figure 11.1 shows a sample plot of these results. Only 
results for kz > 0 are shown, but a complete plot would be 
symmetric with respect to the axis of the abscissae. Curve I 
with its mirror image corresponds to a small closed cross-
section through an arm in the third zone (orbit Ç). This area 
was one of the two used in fitting to the dHvA data (Section 
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5.4) Curves II and III of Figure 11.1 are "boundaries of the 
second-zone hole surface. 
A similar calculation in (110) planes is possible about 
any point P on the line U - W (Figure 4.1). Equation 11.7 
can still be used if E is replaced by E1 = E - 2Y2 and C = 
E1 - E2. /2 Y is the distance to P along the line TJ - W 
measured from U. This same substitution can be used to find 
the associated cyclotron mass ratio. At "W, as will be dis­
cussed in Appendix B, a fourth OPTf is included in the expan­
sion. The inclusion of this fourth OPtT becomes important as 
Y approaches 0.25. Even with the use of the computer inclu­
sion of the fourth state in the Hamilton!an 11.2 would have 
complicated the calculations considerably, and so only three 
states were kept for simplicity. 
Along the line U - If the energy levels were found from 
Equation 11.6 by setting kz = 0. The resulting energy levels 
are: 
=1 = K2 + 2y2 - T200 
E2 = K2 • 2Ï2 • 7200/2 - ((V200/2)2 + 2V211)1/2 
*3 = K2 + 2T® + T20C/2 + <<V200/2)2 + 2V111>1/2 
The energy levels were also calculated along the line TJ - W 
with the addition of a fourth OPW, E^  = k + E^  - (1, -1, 1). 
Both the four OPV results and the three OPW results are shown 
in Figure 11.2 for two sets of parameters V^ -Q. and Y2Q0 chosen 
214 
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Figure 11.2. B(k) curves along the symmetry 
line U - W 
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to obtain the best fit to two observed dHvA periods (Chapter 
5). The discrepancy in the third-band energy at U arising 
from the use of three OPW's rather than four is roughly 0.002 
ry for model A and 0.01 ry for model B; the calculated cross-
section of an arm is too large when only three OPTf1 s are used. 
In order to obtain the required area an increase of roughly 
0.001 ry (model A) or 0.008 ry (model B) in each matrix ele­
ment would be necessary, but the increase would change the 
shapes of the constant energy surfaces very little. We have 
therefore made no correction for this difference and the four 
OPIf energy curve was shifted to fit the three OPW value at U; 
this in turn left a small discrepancy at V. Then the differ­
ence between the three OPIf and four OPW energies AE^ (P) was 
used to estimate the effect of the fourth OPW on the shape of 
the constant energy surfaces. It was assumed that the ener­
gies of the third-band states in a (110) plane containing P 
were also shifted by AB^ (P). This gave for each point P new 
values of C to be used in Equation 11.7 as given below: 
Y Model A Model B 
- C(CTJ) A-(r) C(CTT) 9V(Y) 
0 0.413 0.110 0.413 0.113 
0.05 0.410 0.108 0.416 0.115 
0.10 0.398 0.100 0.420 0.117 
0.15 0.378 0.0883 0.433 0.126 
0.20 0.358 0.0767 0.473 0.155 
0.25 0.378 0.0883 0.543 0.205 
(^  (Y) is also given in units of (2w/a)2 and shows the taper­
216 
ing predicted by model A.) In this manner the approximate 
shape of the arm could be determined in the vicinity of U. 
The second-band hole surface was changed very little by the 
addition of the fourth OPW and no correction was necessary. 
The contribution from each Bragg plane (matrix element 
7g) as included by second order perturbation theory lowers the 
energy of a state. If, for example, we consider orbit Ç, the 
energy at U is lowered and so for fixed Bp, ft- ç will be in­
creased; this can be considered approximately equivalent to 
holding the state energy fixed (at U) and effectively raising 
Bp. On the other hand, if we consider the electron gas as a 
whole, the effect on the Fermi energy due to Vg is a decrease 
given by second-order perturbation theory as: 
6Bf _ 1 V K 
\ 8 % 
12k, 
where x = 
I & 
2 
x In for |K| £ 2k,, (11.10) 1 - x 
, kp is the radius of the Fermi sphere, 
and Bp is the free-electron Fermi energy. 
* o 
These two effects tend to cancel each other although the first 
is larger. Therefore, the shift in the Fermi energy is neg­
lected for Bragg planes omitted from the calculation. If two 
Bragg planes are considered as in the Hamilton^  an matrix 11.2, 
Equation 11.10 implies a correction of the order of 0.4$ to 
the Fermi energy. Again this decrease in Fermi energy would 
21? 
make a small change in the values chosen for the matrix ele­
ments, but would have little effect upon the shape of the 
Fermi surface, and therefore the calculation has been made 
neglecting this decrease. 
The results of this calculation give the cross-sectional 
area determined by the orbit Ç on the third-band surface and 
also part of the second-band hole surface as functions of 
and v200. 
11.2. Appendix B: Determination of Constant 
Energy Curves about W 
To find constant energy curves in the neighborhood of if, 
four OPW* s are considered, since four free-electron states 
are degenerate at W. At W the OPW* s considered have wave 
vectors given by 
KWl - (1/2, 0, 1) 
= £- - (0, 0, 2) = (1/2, 0, -1) 
2 "1 
- 
(1
' 
1» = (V2, -1, o) 
KW4 = KWi - (1, -1, 1) = (1/2, 1, o) 
(11.11) 
where 
K2 WI = 4-
In an expansion around W an OPW corresponding to + k 
and three other OPW1s related by the reciprocal lattice vec­
tors above are considered. Then the Hamilton!an matrix be-
218 
comes: 
H = 
Kk + S^ ) T 
200 
'ill 
111 
200 
+ ^2) 
ill 
in 
in 
'ill 
in 
'm 
T(£ + Swj) V200 
(11.12) 
'200 I(k + S».) 47 
As "before a simpler form is obtained if a similarity 
transformation is made : 
H* = SHS -1 
Kw+£2+2TU1+V200 
Here 
and 
-/2ik„ 
/?ik 
S = 1/2 
/2ik, 
V- "2VH1 /*2ik 
+V200 
Vïïik, 4+^+kx 
"
V200 
(11.15) 
0 
k2 = fc2 + %2 + <4 
1 1 l 1 
1 1 -1 
-i/2 i/2 0 0 
0 0 -i/2 i/2 
4+S2-VT200/ 
(11.14) 
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At W (k = k = k_ = 0), the eigenvalues are: 
x y z 
4 + V200 + 271X1 
p B2j3 = " V200 (doubly degenerate) (11.15) 
E4 = + V200 " 2V111 
For non-zero k the secular determinant obtained from H1 can 
be factored only for some special values such as kx = 0 or 
ky = 0. In order to obtain the 'windmill1 orbit v in a (100) 
plane, we set k% = 0. This gives a quartic equation which can 
2 2 be solved for k as a function of k or vice versa: y z 
G(u, w) = u4 + 4u3(w - B - 1) + 2u2[3w2 + 6w(-B - 1) + 4B 
+ 3B2 - V200 - 2V2^ ] + 4u[w^  - 3w2(B + 1) 
+ w(4 + 4B + 3B - ^ 00 ~ 2^ 111^  - B3 - B 
+ B
'
T200 + 2Tlll' + 2T111T200 + 4o3 + ^  
- 4w3(B + 1) + 2w2(4B + 3B2 - 1^ QQ - 27^  ) 
+ 4<-B2 - B3 + B(7200 • 2T21X) • 2V211V200 
+ ioo 3  + $ 4 -  2 1 , 2 2^00 + 2Tlll' - 8BT111T200 
+ V200 " 471UV200 
= 0 (11.16a) 
o 2 2 
where u = k , w = k ; and B = E - E . B = 0.288 CÏÏ for a 
y z w 
sphere corresponding to four conduction electrons. 
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1^11' V200' ® were treated as parameters and Equation 
11.16 was solved for u as a function of w. Figure 11.3 shows 
a sample plot of these results. In this example the fourth-
zone pockets of electrons are absent since they disappear for 
V200 + 2 lTUll > B <U-17) 
For the 1 dogbone1 orbit oo normal to the [ Oil ] direction 
we set ky = -kz in the secular equation resulting from H' 
(Equation 11.13) and solve thé quartic equation: 
H (w, x) = w4 + 4w^ (x2 - C - 1) + w2[6x4 + x2(-12C - 10) 
+ 80 + 6C2 + 4 - 2Y2oo - 4v^  ^] + 4w[>6 
+ x4(-3C - 2) + X2(3C + 3C2 - 1 - VgQQ - 2T2^ ) 
" °3 " °2 + ioo0 + 27111° + 27111T200 + T200 ] 
J _8 , r>-*$ t _on 1 ^  _i_ .^4 ZZ-r,2 , -i _ OTT  ^
v 
' 200 
- 4T21:l) + z2 ( -2C2 - 4C3 + *V200C + 8721X0 
+ 8t!Hv200 - 27200 + 4Tnil + °4 - 27200°2 
+ T200 " 4T111° " 8CT1117200 " 47111V200 
= 0 (11.16b) 
2 
where w = 2z and x = k^ . 
Figure 11.4 shows a sample plot of these results. Hotice 
that the fourth-zone pockets of electrons at "W have appeared 
as predicted by 11.1?. 
Figure 11.3. Plot of second-band and third-band 
constant energy surfaces for a (100) 
section which contains orbit v 
|TillI = °-10 CU> V200 = °'11 CU' 
B = 0.288 CU 
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Figure 11.4. Plot of second-band and third-band 
energy surfaces for a (110) section 
which contains orbit if 
!Villi = 0.155 on, v200 = -0.070 on, 
B = 0.288 on 
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11.3. Appendix C: Spin-Orbit Coupling 
The spin-orbit coupling term in the Hamilton!an has the 
form (cf. Jones i960, p. 24?) 
Hg0 = 5^ (2.T x 2.) • a (u-18) 
•which "becomes for free atoms: 
Hso = 2^ ^  * • a = SM a • s (11-19) 
Condon and Shortley (1935, p. 237) give for the one electron 
atomic parameters in cm"1: 
ae Sn Pb 
where 
§nl 880.1 2097-3 7294 
CD 
?nl = a2 J Rnl(r) 5(r) r2 dr , (11.20) 
and is the radial part of the wave function. Thus the 
spin-orbit interaction increases with atomic number and is 
important in lead (= 0.066 ry); it should therefore not be 
neglected in a complete band calculation. 
In our case, where the matrix elements are estimated by 
fitting to de Haas-van Alphen effect data, it is difficult to 
know how to include this interaction. It is probably reason­
able to take the atomic spin-orbit interaction as a first 
approximation in the crystal, since the main contribution 
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occurs near the ion cores where the wave functions should be 
similar to those of the free atom and the potential is spheri­
cally symmetric if overlap is neglected. However, Liu (1962) 
has suggested that the splitting may be enhanced over that in 
the atom because the conduction electron wave function is 
larger near the ion cores due to normalization within the unit 
cell. 
In order to include spin effects in the OPW equations we 
consider 
H = I + T + Vso (11.21) 
where V is the same potential function considered in Chapter 
5 and Vs0 is the spin-orbit interaction. With this addition 
Equation 5.10 becomes: 
(#' | T + VP I EK) + (*£' I VS0 I XK) = | EK) 
& — £ ~~ — £ — • 
(11.22) 
Substituting 
=  I0 !* !  A N 4  9T=  |  °I  ^  
into Equation 11.22, we obtain 
E 0* + V®- ) + E Vs0- = R 0& (11.23) 
K £ SE' m' £ k ££' - k 
where 
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T~L, + VP—t is defined in Equation 5.12 as 
Si SK 
+ Vp- = (0-* I T + VP I 0-), 
m' m' k k 
and 
Vso^  = (•" | Tso | (11.24) 
KK1 k 1 Tk 
Equation 11.23 is now in a form in which the spin-orbit 
interaction can be introduced. V?~, are assumed to depend only 
Sfc 
on K - K1 (Chapter 5). The spin-orbit matrix elements are 
written with the entire OPif as basis element and we assume 
that near the ion cores (where the spin-orbit interaction is 
most important) the OPW's are like the free atom wave func­
tions which are orthogonal to the core wave functions. 
The problem in this calculation, where no wave functions 
are actually obtained, is to decide what spherical harmonics 
are contained in the OPW's or what spherical harmonics to 
associate with a particular value of k. Segall (1961) has 
computed for his wave functions for aluminum the ratios of the 
p and d components to the s components at the surface of the 
sphere inscribed in the Klgner-Seitz cell. These are compared 
with the corresponding quantities for the nearly free electron 
case. He finds good agreement and his results indicate that 
the p and d contributions are roughly the same. This result 
.actually depends upon the radius at which the comparison is 
made and is arbitrary to that extent. 
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In lead, for simplicity, we ignore the d contribution and 
consider only s and p components. We assume our OPW's are 
orthogonall zed to the atomic wave functions and near the ion 
cores are of the form of the next higher atomic states (in 
lead 6s and 6p). We also require that the wave function 
assumed near the ion core be a basis vector of the group of k. 
The same number of states are considered as were considered 
when spin-orbit coupling was neglected. The wave functions 
near the core are chosen as a combination of a p function 
directed along k with sufficient s function to allow normali­
zation and orthogonal!zation to the other degenerate or nearly-
degenerate states. These atomic wave functions were combined 
with spin functions and the results used to suggest the spin-
orbit contribution to the E(k) curves. 
For example, for two OPW's with wave vectors = 
(k^, 0, 1) and Kg = ^  - (0, 0, 2) = (k^, 0, -1) the space 
parts of the wave functions used in calculating the spin-orbit 
term were assumed to have the form: 
= A(r) + B(r)(-Y° cos 9 + 9 (Y1 - Y"1)} 
(11.25) 
t2 = -Mr) + B(r){-Y° cos 9 - (^  _ y'1)} 
where 
P À2(r)r2 dr = cos 29 f B2(r)r2 dr, 
J J (11.26) 
and 
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J À2(r)r2 dr + J B2(r) r dr = 1, 
9 = tan'^k^), and the T™ are spherical harmonics. In 
this case the introduction of the spin-orbit interaction leads 
to a Hamilton!an matrix of the form 
%(Si) V200 0 -Q/2 ^ 
V200 Q/2 0 
0 Q/2 V 200 / 
-Q/2 0 v 200 T(5g) / 
(11.27) 
where 
Q = sin 29 J §B dr = tan 9 §„ (11.28) 
(Çp is the atomic parameter for lead). 
This matrix is equivalent to the matrix obtained by-
making a Hermitean 2x2 matrix into two real matrices and 
therefore the 4x4 matrix has the same eigenvalues as 
f 
H = Ht • Hso 
I (El) V200 + 19 
\_ 7200 " 19 *(%) 
(11.29) 
Since off-diagonal elements are complex conjugates, we 
may treat this two-OPW case with spin-orbit coupling consider­
ing only 
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200 
T(Kg) 
and adjusting the values of Vgoo to tlle data. V200 = 
200 + iQj, where this is taken as some average value over 
the region of interpolation. 
In a similar manner an estimate of the effect of the 
spin-orbit term for 3 OPW s was made along the line U - V. 
However, here it was not possible to relate the results to the 
two real matrices obtained from a 3 x 3 Hermitean matrix, 
although the resulting 6x6 matrix factored into a 3 x 3 
matrix and its complex conjugate. 
The 3x3 matrix was written as 
E = E t  + Hg0 
/2Vn 
.2 
f P2 + V 
/2V 111 
200 
- IF, 
111 + iPl 
\ IF 
where 
P 
IF: 
2 2 
= K + 2Y 
-IF, 
-i? 
\ 
P2 - V 200 / 
(11.30) 
o < r < 4 
n -> v. 
= 1/2 tan p sin 2a ( -c°3 2P * 
1 1 - sin2p(l + sin22a) )
1/2 $p-
*2 = V 
-ia 
tan p 5p, (11.31) 
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and 
P = e"ia / cos 28 x1/2 . 
3 2 1 - sin2p(l + sin22a) p 
Here 
a = TC/4 - tan"1 (2 /2Y) 0 < a < w/4 
IP , i/o • " , (11.32) 
and p = tan (2Y + 1/8) 7 0 < p < %/4. 
Figures 11.5 and 11.6 show a plot of energy versus wave 
number along U - * derived from the secular determinant ob­
tained from the Hamiltonian matrix 11.30 for several values of 
the lattice potential. The atomic spin-orbit parameter = 
0.066 ry (page 225) has been assumed for this calculation. 
For comparison 3S(k) curves for which = 0 are shown on the 
same graph. Although the spin-orbit parameter is of compara­
ble magnitude to the matrix elements of the lattice potential, 
the shapes of the curves are modified very little by the addi­
tion of §p. In fact a particular E(k) curve for = 0 can be 
fitted quite closely for / 0 if vm &&& V20Q are changed. 
In this calculation the third-band surface was used for fitting 
and addition of the spin-orbit term should not alter the shape 
appreciably although the band gaps would be changed. 
At If four OPW* s have been used to determine the energy 
levels as a function of the spin-orbit coupling parameter. 
This additional interaction splits the doubly-degenerate level, 
an especially important modification if the highest level were 
degenerate. However, for the parameter values chosen for this 
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calculation, the separation "between third and fourth hands is 
changed very little as can be seen in Figure 11.7. The fourth 
band energy at V increases as the value of the coupling param­
eter is increased; this suggests that for model A for a rea­
sonable choice for this parameter the fourth band energy at V 
may be raised above the Fermi level. In addition the separa­
tion between the second and third bands is changed thus af­
fecting the shape of the hole surface. 
To summarize, we see that the addition of the spin-orbit 
coupling term can be important, helping to empty the fourth 
band of model A. The band gaps would be modified, but the 
shape of the fitted surface (third band in this case) would be 
changed very little. 
Figure 11.7. Energy levels at V as a function of the 
spin-orbit coupling parameter 
Model A 
Model B 
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