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REFRACTOR SURFACES DETERMINED BY NEAR-FIELD DATA
ARAM L. KARAKHANYAN AND AHMAD SABRA
Abstract. In this paper we study the near-field refractor problem with point source at the origin and prescribed
target on the given receiver surface Σ. This nonvariational problem can be studied in the framework of prescribed
Jacobian equations. We construct the corresponding generating function and show that the Aleksandrov and
the Brenier type solutions are equivalent. Our main result establishes local smoothness of Aleksandrov’s solutions
when the data is smooth and when the medium containing the source has smaller refractive index than the medium
containing the target. This is done by deriving the Monge-Ampe`re type equation that smooth solutions satisfy
and establishing the validity of the MTW condition for a large class of receiver surfaces, which in turn implies the
local C2 regularity of the refactor.
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1. Introduction
We consider the following setting. Sn is the unit sphere in Rn+1, n ≥ 2, and U an open subset of the upper
hemisphere Sn+. Let Σ be a regular hypersurface in R
n+1 given implicitly by a function ψ and V an open set in Σ.
AMS Classifications: Primary 35J96, Secondary 78A05, 78A46, 78A50.
Keywords: Monge-Ampe`re type equations, local regularity, MTW condition, far field refractor, antenna design.
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We are given two smooth positive function f ∈ L1(U) and g ∈ L1(V) such that
(1.1)
∫
U
f dσ(Sn) =
∫
V
g dσ(Σ).
Assume Γ is a refractive surface parametrized radially over U , Γ = {ρ(x)X : X = (x, xn+1) ∈ U }, and separating
two homogeneous media with respective refractive indices n1, n2. In medium n1, rays are emitted from the origin O
with direction X ∈ U , and are refracted into medium n2 with the unit direction Y according to the Snell’s law given
in (2.2), see Figure 1. The refracted ray strikes Σ at the point Z(x). We say that Γ solves the near field refractor
problem if Z(x) ∈ V for every (x, xn+1) ∈ U , and
(1.2)
∫
E
f(X) dσ(Sn+) =
∫
R(E)
g(Z) dσ(Σ), for the Borel subsets E ⊂ U
with R the imaging map corresponding to Σ, defined as follows:
Q ∈ R(E) ⇐⇒ Q = Z(x) for some (x, xn+1) ∈ E.
Let Y (x) be the unit direction of the refracted ray corresponding toX = (x, xn+1). We can write Z(x) = ρ(x)X+tY
where t(x) = |Z(x) − ρ(x)X| is the distance that the refracted ray travels before striking Σ at Z(x). All over the
paper, we assume the following geometric conditions on the solution ρ, the source U and the target Σ:
H1◦ yn+1 > 0. This condition requires the refractor to be below the target.
H2◦ ψn+1 > 0, with ψn+1 :=
∂ψ
∂zn+1
.
H3◦ ∇ψ(Z(x)) · Y (x) > 0, i.e. the target is visible in the direction Y .
H4◦ dist(U ,V ) > 0.
For every X = (x, xn+1) ∈ U , we write Z(x) = (z1(x), · · · , zn(x), zn+1(x)) := (z(x), zn+1(x)). Notice that if Γ
solves the near field refractor problem then
f
g
=
dσ(Σ)
dσ(Sn+)
,
where dσ(Σ) =
|∇ψ|
ψn+1
|detz(x)|dz, and dσ(Sn+) = dx√
1− |x|2 =
dx
xn+1
. Consequently
(1.3) |detDz(x)| = f(X)ψ
n+1(Z(x))
|∇ψ(Z(x))|g(Z(x))xn+1 .
The existence of a Brenier solution to the far field refractor problem is studied in [GH14], i.e. in this case Γ is
such that for every Borel set F ∈ Σ ∫
R−1(F )
f =
∫
F
g.
Solutions are constructed so that they are supported at every point by a cartesian oval.
In order to study the regularity of weak solutions one has to rewrite the equation |detDz| = f
g
|ψn+1|
|∇ψ| as a Monge-
Ampe`re type equation det(D2ρ+H(x,ρ,∇ρ)) = h(x, ρ,∇ρ) with some matrix H := H(x, v, p), x ∈ Rn, v ∈ R, p ∈ Rn
and function h. Note that the matrix D2ρ + H(x, ρ,∇ρ) is positive definite thanks to the existence of touching
ovaloids from below if κ < 1. Moreover, the matrix H is to verify the Ma-Trudinger-Wang condition [MTW05]
(1.4)
∂2Hij
∂pk∂pl
ξiξjηkηl ≤ −c0|ξ|2|η|2, η, ξ ∈ Rn, ξ ⊥ η,
with some positive constant c0 > 0. This condition alone does not immediately imply that the generalized solutions
are locally smooth, and some further structural conditions must be imposed.
The paper is organized as follows. In Section 2, we use the Snell’s law and the stretch function t(x) = |Z(x)− ρ(x)X|
to write (1.3) into an equation of Monge-Ampe`re type and prove the following theorem:
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Theorem 1. Let X = (x, xn+1), xn+1 =
√
1− |x|2, |x| < 1 be the canonical parametrization of the upper hemisphere
and regard ρ as a C2 function of x. If Γ = {X ∈ Rn+1 : ρ(x)X, X ∈ U } is a solution to the near field refractor
problem satisfying conditions H1◦ −H4◦ then ρ solves the following
(1.5) det(M) det
(
D
2
ρ+
1
bt
A+ 1
b
B
)
=
f
g
yn+1
xn+1
∇ψ · Y
|∇ψ|
1
tn
,
where the matrices M,A,B are given respectively in (2.17), (2.18), (2.19). Moreover, the matrix M is invertible in
some small neighborhood of x = 0 . Here b(x, ρ,∇ρ) = κρ−
√
ρ2 + (1− κ2)(|∇ρ|2 − (∇ρ · x)2)
ρ2 + |∇ρ|2 − (∇ρ · x)2 , and κ =
n1
n2
.
We mention that using a different stretch function, a Monge Ampe`re type PDE for solutions to the near field
problem is derived in [GH14, Appendix], however the equation is not simplified and the invertibility of the matrices
involved in the equation requires further checking.
In section 3, we simplify further the matrices A and B, and then calculate (1.5) at x = 0 yielding to the following
Theorem.
Theorem 2. At x = 0, we have
A(0, ρ,∇ρ) = ρId− κ
2 − 1
ρ
∇ρ⊗∇ρ,(1.6)
B(0, ρ,∇ρ) = (κ− bρ)Id− 2b
ρ
∇ρ⊗∇ρ.(1.7)
Therefore (1.5) becomes at x = 0
(1.8) det
(
D
2
ρ+
1
bt
(
ρId− κ
2 − 1
ρ
∇ρ⊗∇ρ
)
+
κ− bρ
b
Id− 2
ρ
∇ρ⊗∇ρ
)
=
f
g det(M)
∇ψ · Y
∇ψ
1
tn
yn+1.
We stress the fact that Theorems 1, and 2 are valid independently of whether n1 is smaller or larger than n2.
Writing (1.8) of the form det(D2ρ+ I + II) = h, we calculate in Section 4, the MTW condition and show that for
orthogonal vectors ξ, η
∑
i,j,l,m
[
∂2 (Iij + IIij)
∂pl∂pm
]
ξiξjηlηm =
∑
l,m
Hlmηlηm.(1.9)
with H given in (4.4). Studying the sign of H we conclude in Section 4 the following Theorem.
Theorem 3. The MTW-condition
∑
lmHlmηlηm < 0, is satisfied at x = 0, provided that κ < 1, hypotheses H1
◦ −
H4◦ hold, and ψ is concave in Y direction, i.e. Σ is a concave graph in Y direction near Z, see Figure 1.
Theorem 3 implies the MTW condition at every point. In fact, let Z0 ∈ Σ. Rotate the coordinate system of Rn+1
in such way that Z is the image of the north pole in the new coordinate system. Since A,B are smooth functions of
their arguments it follows that if H < 0 at x = 0 then H < 0 in some neighborhood of x = 0. We also briefly discuss
the case κ > 1 in Remark 7.
In Section 5, we prove the C2,α regularity the Brenier solutions constructed in [GH14]. To do this we first prove
in Section 5.1, using a Legendre type transform, that these refractors are Aleksandrov solution, i.e. satisfy (1.2). We
next show in Section 6.2, that if V is R-convex (see Definition 2) a local support ovaloid of the weak solution is in fact
a global support ovaloid, which follows from the MTW property of the solution and the visibility conditions assumed
in [GH14], see Lemma 8. Using this geometric property, one can conclude from the a priori estimate established in
[MTW05], [JTY14], [Tru14], the local C2,α regularity by using the standard mollification argument in small balls,
see also [KW10]. Thus we have
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Theorem 4. Let f, g ∈ C2 and λ ≤ f, g ≤ Λ for some constants λ,Λ > 0. Let p ∈ Γ ∩ {tX,X ∈ U , t > 0} such
that H1◦ −H4◦ are satisfied, for every such p, and Σ is R-convex (see Definition 2). Then every Aleksandrov weak
solution of the refractor problem is locally C2 smooth.
The conditions in Theorem 4 are optimal, i.e. if one of the conditions stated above fails then examples of non C2
solutions can be constructed as in [KW10].
We mention that existence and regularity of other refractor problems is already studied in the literature. The far
field case when the target is a set of direction in the sphere is formulated in [GH09] as a mass transport problem and
the MTW conditions for the cost functions was analyzed in both cases when n1 < n2 and when n1 > n2. In the case
of a planar source, i.e. when radiations are emanated from a plane with vertical direction, C1,α estimates is proved
in [GT15] when n1 < n2, and in [AGT16] when n1 > n2. Local C
2 regularity of the planar source refractor problem
is studied in [Kar16]. Existence of the solutions with lenses (i.e. two surfaces) and arbitrary radiant field is proved
in [GS16], [GS18].
Near field problems differs point from the far field case since it cannot be formulated as a mass transport setting.
[Tru14], formulated the problem into a prescribed Jacobian setting and formulates conditions for existence and
regularity of these solutions. More results in this direction were obtained in [JT18], [AG17], and [GK17]. In these
paper, the authors analyzed sufficient conditions that shall be satisfied by surfaces solutions to Monge-Ampe`re type
equation in order to obtain smoothness of the optical surfaces.
Energy problems for reflective surfaces have been also studied. In this case, Snell’s law is much less complicated
yielding to a simpler Monge-Ampe`re type equation. Regularity is established in various papers. We mentions the
following results for the far field case [Wan04], [Loe09], and [KW10] for the near field case.
We summarize the notation used in this paper in the following table:
List of Notations
S
n
+ = {X = (x, xn+1) ∈ Rn+1 : |x|2 + x2n+1 = 1, xn+1 > 0},
κ =
n1
n2
,
a = ρ2 + |∇ρ|2 − (∇ρ · x)2,
b =
κρ−
√
a− κ2(a− ρ2)
a
,
q =
√
a− κ2(a− ρ2),
α = − b
2
κ2 − 1
[
κq + ρ+ (κ2 − 1)x · ∇ρ
q
]
,
β =
b2
q
,
Q =
b
q + b (|∇q|2 −∇ρ · x(ρ+∇ρ · x)) ,
σ = κ− b(ρ+ x · ∇ρ),
γ = b−Q (σ x · ∇ρ+ b|∇ρ|2) ,
F = σ + α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ.
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2. Preliminaries and main formulae
Let U be an open subset contained in Sn+. Let Γ be the surface given radially by ρ(x)X, with x = (x1, · · · , xn),
and X = (x, xn+1) ∈ U , and ρ is C2 positive function. We assume that the surface Γ separates two media 1 and
2 with corresponding constant refractive indices n1 and n2. In medium 2 we are given a target Σ parametrized
implicitly by the function ψ, i.e. ψ(z1, · · · , zn+1) = 0 for every (z1, · · · , zn+1) ∈ Σ. Let V be an open subset of Σ.
We are given positive functions f ∈ L1(U ), and g ∈ L1(V ) such that∫
U
f =
∫
V
g.
A ray emitted from the source O with unit direction X ∈ U is refracted at ρ(x)X by Γ into medium 2 with unit
direction Y , the refracted ray hits the target Σ at the point Z(x) = (z1(x), · · · , zn+1(x)). Let R be the imaging map
for the refractor Γ defined as follows: for every Borel set E ⊆ U
R(E) = {Q ∈ Σ : Q = Z(x) for some (x,
√
1− |x|2) ∈ U }.
We say that Γ = {ρ(x)X : X ∈ U } is an Aleksandrov solution to the near field refractor problem if Z(x) ∈ V for
every (x, xn+1) ∈ U , and for every Borel set E∫
E
f(X)dσ(Sn+) =
∫
R(E)
g(Z)dσ(Σ).
The goal of this section is to compute the differential equation satisfied by ρ, and prove Theorem 1. For this we
assume that ρ, U and V satisfies conditions H1◦ −H4◦.
Let ν be the unit normal at ρ(x)X toward the medium n2. From [KW10] Proposition 2.1 or [GM13, Lemma 8.1],
ν is given by
(2.1) ν(x) = − (∇ρ, 0) −X (ρ+∇ρ · x)√
ρ2 + |∇ρ|2 − (x · ∇ρ)2 .
At ρ(x)X the ray emitted from O with direction X is refracted into the medium n2 with unit direction Y =
(y1, · · · , yn, yn+1) := (y, yn+1). By Snell’s law on Rn+1, we have that X − n2
n1
Y is parallel to ν, i.e.
(2.2) X − n2
n1
Y = λν,
with λ = X · ν − n2
n1
√
1−
(
n1
n2
)2
(1− (X · ν)2), see [GH09].
We have that the refracted ray with direction Y hits the surface Σ at the point
(2.3) Z(x) = ρ(x)X + t(x)Y (x) := (z(x), zn+1(x)),
where t(x) = |Z(x) − ρ(x)X| denotes the stretch function.
2.1. First form of Dz. In this section we derive a formula for Dz where z is the projection of Z onto {xn+1 = 0}.
We denote ∇ψ =
(
∂ψ
∂z1
, · · · , ∂ψ
∂zn
,
∂ψ
∂zn+1
)
=
(
ψ1, ψ2, · · · , ψn, ψn+1) = (∇̂ψ,ψn+1) . Recall from Condition H1◦,
that yn+1 > 0, and so yn+1 =
√
1− |y|2.
Proposition 1. Let Σ be defined implicitly as the zero level set of some smooth function ψ : Rn+1 → R. Let t
be the stretch function determined implicitly from the identity ψ(Xρ + tY ) = 0. Let z(x) = ρ(x) + t(x)y(x) =
(z1(x), · · · , zn(x)) be the projection of Z, given by (2.3), onto the plane {xn+1 = 0}, then
(2.4) Dz = (∂xjzi)i,j = µ1 + tµ2Dy = µ2 (µ0 + tDy) ,
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Medium 2
Medium 1
ΣZ
O
ν
θ1
X
θ2
Y
Figure 1. Snell’s law of refraction, see Luneburg [Lun64] page 65.
where the matrices µ1, µ2, µ0 are defined below
µ1 = ρ Id+ x⊗∇ρ− 1∇ψ · Y
(
ρ
(
y ⊗ ∇̂ψ
)
− ρψ
n+1
xn+1
y ⊗ x+ (∇ψ ·X) y ⊗∇ρ
)
,
µ2 = Id− 1∇ψ · Y y ⊗
(
∇̂ψ − ψ
n+1
yn+1
y
)
,
µ0 = µ
−1
2 µ1 = ρId+ x⊗∇ρ+ y ⊗ [ρx− ρy − (X · Y )∇ρ] .
The proof of Proposition 1 will follow from Lemmas 1 and 2 stated below. Observe that for 1 ≤ i ≤ n we have,
zi(x) = ρ(x)xi + t(x)yi(x). Differentiation in xj , 1 ≤ j ≤ n yields
(2.5)
∂zi
∂xj
= ρ(x)δij +
∂ρ
∂xj
xi +
∂t
∂xj
yi(x) + t(x)
∂yi
∂xj
, 1 ≤ j ≤ n.
Then
(2.6) Dz = ρ Id + x⊗∇ρ+ y ⊗∇t+ tDy.
We first find a formula for ∇t.
Lemma 1. If t satisfies ψ(Xρ+ tY ) = 0, then
∇t = − 1∇ψ · Y
(
ρ∇̂ψ − ρψ
n+1
xn+1
x+ (∇ψ ·X)∇ρ+ t(Dy)t
(
∇̂ψ − ψ
n+1
yn+1
y
))
.
Proof. Observe that zn+1 = ρ(x)xn+1 + t(x)yn+1 = ρ(x)
√
1− |x|2 + t(x)
√
1− |y|2. Then for 1 ≤ j ≤ n we have
∂zn+1
∂xj
= xn+1
∂ρ
∂xj
− ρ(x) xj
xn+1
+ yn+1
∂t
∂xj
− t(x)
∑n
k=1 yk
∂yk
∂xj
yn+1
.(2.7)
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Recall that the surface Σ is defined implicitly by the equation ψ(Z) = 0, Z ∈ Σ. Since on Σ we have that
Z = Xρ+ tY then after differentiating ψ(Xρ+ tY ) = 0 with respect to xj , and 1 ≤ j ≤ n, and using (2.5), (2.7) we
obtain
0 =
n∑
k=1
ψ
k ∂zk
∂xj
+ ψn+1
∂zn+1
∂xj
=
n∑
k=1
ψ
k
(
ρ(x)δkj +
∂ρ
∂xj
xk +
∂t
∂xj
yk + t(x)
∂yk
∂xj
)
+ψn+1
[
xn+1
∂ρ
∂xj
− ρ(x) xj
xn+1
+ yn+1
∂t
∂xj
− t(x)
yn+1
n∑
k=1
yk
∂yk
∂xj
]
= ρψj − ρψ
n+1
xn+1
xj +
∂ρ
∂xj
(∇ψ ·X) + ∂t
∂xj
(∇ψ · Y ) + t(x)
n∑
k=1
∂yk
∂xj
(
ψ
k − ykψ
n+1
yn+1
)
.
Hence, writing the above system in vector form yields the identity
0 = ρ∇̂ψ − ρψ
n+1
xn+1
x+ (∇ψ ·X)∇ρ+ (∇ψ · Y )∇t+ t (Dy)t
(
∇̂ψ − y
yn+1
ψ
n+1
)
.
From Condition H3◦, ∇ψ · Y 6= 0, so solving the above equation in ∇t, we obtain Lemma 1. 
Given two vectors ξ, η in Rn and A an n× n matrix, we have
(2.8) ξ ⊗ Aη = ξ(Aη)t = ξηtAt = (ξ ⊗ η)At,
hence from Lemma 1 we deduce that
(2.9) y ⊗∇t = − 1∇ψ · Y
[
ρ
(
y ⊗ ∇̂ψ
)
− ρ ψ
n+1
xn+1
y ⊗ x+ (∇ψ ·X) y ⊗∇ρ+ t y ⊗
(
∇̂ψ − y
yn+1
ψ
n+1
)
Dy
]
.
Consequently, by virtue of (2.6) we obtain
Dz = ρ Id + x⊗∇ρ− 1∇ψ · Y
[
ρ
(
y ⊗ ∇̂ψ
)
− ρψ
n+1
xn+1
y ⊗ x+ (∇ψ ·X) y ⊗∇ρ
]
+ t
(
Id− 1∇ψ · Y y ⊗
(
∇̂ψ − ψ
n+1
yn+1
y
))
Dy
:= µ1 + tµ2Dy.
Next we recall the Morrison-Sherman formula. If µ = D + ξ ⊗ η with A invertible matrix then
(2.10) detµ =
(
1 + ξ · D−1η) detD.
If 1 + ξ · D−1η 6= 0 then
(2.11) µ−1 = D−1 − D
−1ξ ⊗ ηD−1
1 + ξ · D−1η ,
We show that µ2 = Id− 1∇ψ · Y y ⊗
(
∇̂ψ − ψ
n+1
yn+1
y
)
is invertible and calculate µ−12 . In fact, applying (2.10)
detµ2 = 1− 1∇ψ · Y y ·
(
∇̂ψ − ψ
n+1
yn+1
y
)
=
1
∇ψ · Y
(
∇ψ · Y − y · ∇̂ψ + ψ
n+1
yn+1
|y|2
)
(2.12)
=
ψn+1
∇ψ · Y
(
yn+1 +
|y|2
yn+1
)
=
ψn+1
yn+1 (∇ψ · Y ) .
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Then, from H2◦, µ2 is invertible and the Sherman-Woodburry-Morrison formula (2.11) yields
µ
−1
2 = Id +
1
∇ψ · Y y ⊗
(
∇̂ψ − ψ
n+1
yn+1
y
)
detµ2
= Id +
yn+1
ψn+1
y ⊗
(
∇̂ψ − ψ
n+1
yn+1
y
)
= Id + y ⊗
(
yn+1
ψn+1
∇̂ψ − y
)
.
We can rewrite Dz as follows Dz = µ2
(
µ−12 µ1 + tDy
)
. The proof of Proposition 1 then follows from the following
Lemma.
Lemma 2. Let µ0 = µ
−1
2 µ1 and µ1, µ2 are as in Proposition 1. Then
µ0 = ρId+ x⊗∇ρ+ y ⊗ [ρx− ρy −∇ρ(X · Y )] .
Proof. We have
µ0 = µ
−1
2 µ1 =
(
Id + y ⊗
(
yn+1
ψn+1
∇̂ψ − y
)){
ρId + x⊗∇ρ− 1∇ψ · Y y ⊗
[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]}
.
In order to simplify µ0 we notice that for every a, b, c, d column vectors in R
n,
(a⊗ b)(c⊗ d) = abtcdt = a(b · c)dt = (b · c)a⊗ d.
Then
µ0 = ρId + x⊗∇ρ− 1∇ψ · Y y ⊗
[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
+ρy ⊗
(
yn+1
ψn+1
∇̂ψ − y
)
+
(
yn+1
ψn+1
∇̂ψ · x− y · x
)
y ⊗∇ρ
− 1∇ψ · Y
(
yn+1
ψn+1
∇̂ψ · y − |y|2
)
y ⊗
[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
.
Next we regroup the terms by separating those containing y in tensorial products
µ0 = ρId + x⊗∇ρ
+y ⊗
{
− 1∇ψ · Y
[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
+ ρ
(
yn+1
ψn+1
∇̂ψ − y
)
+
(
yn+1
ψn+1
∇̂ψ · x− y · x
)
∇ρ
− 1∇ψ · Y
(
yn+1
ψn+1
∇̂ψ · y − |y|2
)[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]}
.
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The expression in the brackets can be simplified as follows:{
. . .
}
= − 1∇ψ · Y
(
yn+1
ψn+1
∇̂ψ · y + 1− |y|2
)[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
+ρ
(
yn+1
ψn+1
∇̂ψ − y
)
+
(
yn+1
ψn+1
∇̂ψ · x− y · x
)
∇ρ
= − 1∇ψ · Y
(
yn+1
ψn+1
∇̂ψ · y + y2n+1
)[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
+ρ
(
yn+1
ψn+1
∇̂ψ − y
)
+
(
yn+1
ψn+1
∇̂ψ · x− y · x
)
∇ρ
= − yn+1
ψn+1
[
ρ∇̂ψ − ρψ
n+1
yn+1
x+ (∇ψ ·X)∇ρ
]
+ρ
(
yn+1
ψn+1
∇̂ψ − y
)
+∇ρ
(
yn+1
ψn+1
∇̂ψ · x− y · x
)
= ρx− ρy −∇ρ(X · Y ).
Then µ0 = ρId + x⊗∇ρ+ y ⊗ [ρx− ρy − (X · Y )∇ρ] , as required. 
Remark 5. From Proposition 1 it follows that Dz = µ2(µ0 + tD
2y), where the matrix µ0 does not depend on the
Hessian of ρ thanks to Lemma 2. Therefore, we expect that Dy will contain D2ρ.
2.2. Formula for Dy. In this section, we show the following result. We refer the reader to the list of notations in
the introduction.
Proposition 2. If the ray with direction X is refracted by ν into the unit direction Y = (y, yn+1) according to the
Snell’s law (2.2) in Rn+1, then
Dy = [κ− (ρ+ (x · ∇ρ)b)] Id+ [α(∇ρ− (ρ+ x · ∇ρ)x)− 2b x]⊗∇ρ+
+
{
b(Id− x⊗ x) + β [∇ρ− (ρ+ x · ∇ρ)x]⊗ [∇ρ− (x · ∇ρ)x]
}
D
2
ρ.
We first derive a formula for Y = (y, yn+1).
Lemma 3. The ray with direction X is refracted by Σ into the direction Y such that
Y = κX + b ((∇ρ, 0)−X(ρ+ x · ∇ρ)) .
Proof. From Snell’s law (2.2), we have
Y =
n1
n2
X +
−n1
n2
(ν ·X) +
√
1−
(
n1
n2
)2
(1− (ν ·X)2)
 ν = (y, yn+1).
From (2.1) X · ν = ρ√
a
, hence
Y = κX −
(
κ(ν ·X) −
√
1− κ2(1− (ν ·X)2)
)
ν
= κX +
κ ρ√
a
−
√√√√1− κ2(1− ( ρ√
a
)2) (∇ρ, 0)−X(ρ+ x · ∇ρ)√
a
= κX +
1
a
(
κρ−
√
a− κ2(a− ρ2)
)
[(∇ρ, 0) − (ρ+ x · ∇ρ)X] .

We next calculate ∇b.
10 ARAM L. KARAKHANYAN AND AHMAD SABRA
Lemma 4. Using the notations of Proposition 2
∇b = α∇ρ+ β D2ρ (∇ρ− (x · ∇ρ)x).
Proof. The proof follows from a straightforward computation. We have
∂a
∂xj
= 2
[
ρ
∂ρ
∂xj
+
n∑
k=1
∂2ρ
∂xj∂xk
∂ρ
∂xk
− (x · ∇ρ)
(
∂ρ
∂xj
+
n∑
k=1
∂2ρ
∂xj∂xk
xk
)]
= 2(ρ− x · ∇ρ) ∂ρ
∂xj
+ 2
n∑
k=1
∂2ρ
∂xj∂xk
(
∂ρ
∂xk
− (x · ∇ρ)xk
)
.
Then
(2.13) ∇a = 2(ρ− x · ∇ρ)∇ρ+ 2D2ρ (∇ρ− (x · ∇ρ)x).
From the formula of b and q, notice that
b =
1
a
(
κρ−
√
a− κ2(a− ρ2)
)
=
1
a
κ2ρ2 − κ2ρ2 − a(1− κ2)
κρ+
√
κ2ρ2 + a(1− κ2)(2.14)
=
κ2 − 1
κρ+
√
κ2ρ2 + a(1− κ2)(2.15)
=
κ2 − 1
κρ+ q
.
Applying the logarithmic derivative yields
∇b
b
= −κ∇ρ+∇q
κρ+ q
= − 1
κρ+ q
[
κ∇ρ+ 2κ
2ρ∇ρ+ (1− κ2)∇a
2q
]
.
Substituting the formula for ∇a from (2.13), we get
∇b = − b
κρ+ q
[
κ∇ρ+ 2κ
2ρ∇ρ+ (1− κ2)[2(ρ− x · ∇ρ)∇ρ+ 2D2ρ (∇ρ− (x · ∇ρ)x)]
2q
]
= − b
κρ+ q
[(
κ+
1
q
[κ2ρ+ (1− κ2)(ρ− x · ∇ρ)]
)
∇ρ+ 1− κ
2
q
D
2
ρ(∇ρ− (x · ∇ρ)x)
]
= − b
κρ+ q
[
κ+
1
q
[κ2ρ+ (1− κ2)(ρ− x · ∇ρ)]
]
∇ρ+ b(κ
2 − 1)
q(κρ+ q)
D
2
ρ (∇ρ− (x · ∇ρ)x)
= − b
2
κ2 − 1
[
κq + ρ+ (κ2 − 1)x · ∇ρ
q
]
∇ρ+ b
2
q
D
2
ρ [∇ρ− (x · ∇ρ)x]
and the proof of the Lemma follows. 
We are now ready to derive the formula for Dy in Proposition 2.
Proof of Proposition 2. Writing y = (y1, · · · , yn), we have from Lemma 3
yi = κxi + b
(
∂ρ
∂xi
− xi(ρ+ x · ∇ρ)
)
= κxi + b
(
∂ρ
∂xi
− xi
(
ρ+
n∑
k=1
∂ρ
∂xk
xk
))
, i = 1, . . . , n.
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Differentiating in xj we get
∂yi
∂xj
= κ δij + b
[
∂2ρ
∂xj∂xi
− δij
(
ρ+
n∑
k=1
∂ρ
∂xk
xk
)
− xi
(
∂ρ
∂xj
+
n∑
k=1
∂ρ
∂xk
δjk +
n∑
k=1
∂2ρ
∂xj∂xk
xk
)]
+
∂b
∂xj
(
∂ρ
∂xi
− xi
(
ρ+
n∑
k=1
∂ρ
∂xk
xk
))
= κ δij + b
[
∂2ρ
∂xj∂xi
− δij (ρ+ x · ∇ρ)− xi
(
2
∂ρ
∂xj
+
n∑
k=1
∂2ρ
∂xj∂xk
xk
)]
+
∂b
∂xj
(
∂ρ
∂xi
− xi (ρ+ x · ∇ρ)
)
.
Consequently
Dy = κ Id + b
(
D
2
ρ− Id(ρ+ x · ∇ρ)− x⊗ (2∇ρ+ (D2ρ)x))+ (∇ρ− x(ρ+ x · ∇ρ))⊗∇b.
Using property (2.8) of tensor product,
Dy = κ Id− (ρ+ x · ∇ρ)(b Id + x⊗∇b) + b(Id− x⊗ x)D2ρ+∇ρ⊗∇b− 2b x⊗∇ρ.
In view of Lemma 4, we isolate the Hessian of ρ to get
Dy = κ Id− (ρ+ x · ∇ρ) (b Id + x⊗ [α∇ρ+ βD2ρ(∇ρ− (x · ∇ρ)x)]+
+b(Id− x⊗ x)D2ρ+∇ρ⊗ [α∇ρ+ βD2ρ(∇ρ− (x · ∇ρ)x)]− 2b x⊗∇ρ.
Regrouping the terms, and using (2.8) again we get
Dy = [κ− (ρ+ (x · ∇ρ)b)] Id + [α(∇ρ− (ρ+ x · ∇ρ)x)− 2b x]⊗∇ρ+
+
{
b(Id− x⊗ x) + β [∇ρ− (ρ+ x · ∇ρ)x]⊗ [∇ρ− (x · ∇ρ)x]
}
D
2
ρ.

2.3. Proof of Theorem 1. Plugging the formula of Dy in (2.4) we get
Dz = µ2
[
µ0 + t
{
[κ− (ρ+ (x · ∇ρ)b)] Id + [α(∇ρ− (ρ+ x · ∇ρ)x)− 2b x]⊗∇ρ
}
+t
{
b(Id− x⊗ x) + β [∇ρ− (ρ+ x · ∇ρ)x]⊗ [∇ρ− (x · ∇ρ)x]}D2ρ].
Applying (2.12)
(2.16) detDz =
1
∇ψ · Y
ψn+1
yn+1
det
[
µ0 + t
{
(κ− b(ρ+ x · ∇ρ))Id+{α(∇ρ− x(ρ+ x · ∇ρ))− 2bx}⊗∇ρ}+ tMD2ρ],
with
(2.17) M = b(Id− x⊗ x) + β [∇ρ− (ρ+ x · ∇ρ)x]⊗ [∇ρ− (x · ∇ρ)x] .
It remains to show that M is invertible, compute its inverse of M and multiply the Hessian free matrix by it.
First we prove
Lemma 5. We have
detM =
(
1 +
b
q
[|∇ρ|2 − (∇ρ · x)(ρ+∇ρ · x)]
)
b
n
xn+1.
Moreover, in a neighborhood of x = 0, M is invertible and
M−1 = 1
b
{
Id+
x⊗ x
x2n+1
−Q
(
∇ρ− ρ
xn+1
x
)
⊗∇ρ
}
.
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Proof. Let D = b(Id− x⊗ x) then from (2.11) detD = bn(x2n+1) = bnxn+1 6= 0 since xn+1 > 0 and κ 6= 1 then D is
invertible and
D
−1 =
1
b
(
Id +
x⊗ x
x2n+1
)
.
Denote ξ = β(∇ρ− (ρ+∇ρ · x)x) and η = ∇ρ− (∇ρ · x)x. We calculate 1 + η ·D−1ξ. Note that D is symmetric.
Thus
η ·D−1ξ = ξ ·D−1η = 1
b
{
ξ · η + 1
x2n+1
(ξ · x)(x · η)
}
.
Substituting η, ξ into the last formula and simplifying the resulted expression we obtain
1 + η ·D−1ξ = 1 + β
b
[
(∇ρ− x(ρ+∇ρ · x)) · (∇ρ− x(∇ρ · x)) + 1
x2n+1
(∇ρ · x− |x|2(ρ+∇ρ · x))(∇ρ · x− |x|2(∇ρ · x))
]
= 1 +
b
q
[
(∇ρ− x(ρ+∇ρ · x)) · (∇ρ− x(∇ρ · x)) + (∇ρ · x− |x|2(ρ+∇ρ · x))(∇ρ · x)
]
= 1 +
b
q
[
|∇ρ|2 − (∇ρ · x)2 −∇ρ · x(ρ+∇ρ · x) + |x|2∇ρ · x(ρ+∇ρ · x) + (∇ρ · x− |x|2(ρ+∇ρ · x))(∇ρ · x)
]
= 1 +
b
q
[
|∇ρ|2 −∇ρ · x(ρ+∇ρ · x)
]
.
Combining these computations we get
detM = detD det(Id + η ⊗D−1ξ) =
(
1 +
b
q
[|∇ρ|2 − (∇ρ · x)(ρ+∇ρ · x)]
)
b
n
xn+1.
Notice that if κ > 1 then b > 0 and clearly detM > 0.
If κ < 1 which is the case we will study later for regularity, we have at x = 0 using (2.14)
1 + η ·D−1ξ = 1 + b
q
|∇ρ|2
= 1 +
κ2 − 1
κρq + q2
|∇ρ|2
= 1 +
κ2 − 1
κρq + (1− κ2)a+ κ2ρ2 |∇ρ|
2
= 1 +
κ2 − 1
κρq + (1− κ2)(ρ2 + |∇ρ|2) |∇ρ|
2
.
Since κ < 1 then the denominator is larger than (1− κ2)|∇ρ|2, and hence b
q
|∇ρ|2 < −1 and so 1 + η ·D−1ξ < 0, and
M is invertible at x = 0. Therefore by continuityM is invertible in a neighborhood of x = 0.
We next calculate M−1. We have
D
−1
ξ ⊗ ηD−1 = 1
b
[
Id +
x⊗ x
x2n+1
]
β(∇ρ− (ρ+∇ρ · x)x)⊗ (∇ρ− (∇ρ · x)x)1
b
[
Id +
x⊗ x
x2n+1
]
=
β
b2
[
Id +
x⊗ x
x2n+1
]
(∇ρ− (ρ+∇ρ · x)x)⊗ (∇ρ− x(∇ρ · x))
[
Id +
x⊗ x
x2n+1
]
.
We first compute the vector
[
Id + x⊗x
x2
n+1
]
ξ and then take its tensor product with η
[
Id + x⊗x
x2
n+1
]
and then simplify
the resulted expression in order to get
D
−1
ξ ⊗ ηD−1 = β
b2
[
∇ρ− (ρ+∇ρ · x)x+ ∇ρ · x− |x|
2(ρ+∇ρ · x)
xn+1
x
]
⊗ (∇ρ− (∇ρ · x)x)
[
Id +
x⊗ x
x2n+1
]
=
1
q
[
∇ρ− ρ x− |x|
2ρ
x2n+1
x
]
⊗
[
∇ρ− (∇ρ · x)x+ ∇ρ · x− |x|
2(∇ρ · x)
x2n+1
x
]
=
1
q
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ.
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Combining our obtained calculation we get
M−1 = 1
b
(
Id +
x⊗ x
x2n+1
)
−
1
q
1 +
b
q
(|∇q|2 −∇ρ · x(ρ+∇ρ · x))
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
=
1
b
{
Id +
x⊗ x
x2n+1
− b
q + b (|∇q|2 −∇ρ · x(ρ+∇ρ · x))
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
}
.

Remark 6. Notice that from (2.14), and the formula for Q we have
Q =
κ2 − 1
κρ+ q
q +
κ2 − 1
κρ+ q
[|∇ρ|2 − (∇ρ · x)(ρ+ (∇ρ · x))]
=
κ2 − 1
κρq + q2 + (κ2 − 1) [|∇ρ|2 − (∇ρ · x)(ρ+ (∇ρ · x))]
=
κ2 − 1
κρq + (1− κ2)[ρ2 + |∇ρ|2 − (x · ∇ρ)2] + (κ2 − 1) [|∇ρ|2 − (∇ρ · x)(ρ+ (∇ρ · x))]
=
1
ρ
κ2 − 1
κq + ρ− (κ2 − 1)∇ρ · x .
Proof of Theorem 1. We want to isolate the Hessian D2ρ. We do this in a neighborhood of x = 0. From (2.16),
we write
detDz =
tn
∇ψ · Y
ψn+1
yn+1
detMdet
[
1
t
M−1µ0 + M−1
{
(κ− b(ρ+ x · ∇ρ))Id+ {α(∇ρ− x(ρ+ x · ∇ρ))− 2bx}⊗∇ρ}+D2ρ].
Letting
A = bM−1µ0,(2.18)
B = bM−1
{
(κ− b(ρ+ x · ∇ρ))Id+ {α(∇ρ− x(ρ+ x · ∇ρ))− 2bx}⊗∇ρ},(2.19)
and replacing in (1.3), we conclude the proof of Theorem 1. 
3. Simplifying the matrix coefficients
In this section we simplify the form of the matrices A and B given in (2.18), (2.19).
3.1. The matrix A. We show the following simplified formula for A.
Lemma 6. Let A be the matrix given in (2.18), then
A = ρ
(
Id+
x⊗ x
x2n+1
)
− κ
2 − 1
ρ
∇ρ⊗∇ρ+ ρ(1− κ+ b(ρ+ x · ∇ρ))
[
γ∇ρ+ κ− ργ
x2n+1
x
]
⊗ x.
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Proof. From Lemmas 2, and 5,
A = bM−1µ0
=
{[
Id +
x⊗ x
x2n+1
]
−Q
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
}
{ρId + x⊗∇ρ+ y ⊗ [ρx− ρy −∇ρ(X · Y )]}
= ρ
{[
Id +
x⊗ x
x2n+1
]
−Q
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
}
+x⊗∇ρ+ |x|
2
x2n+1
x⊗∇ρ−Q(x · ∇ρ)
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
+
{
y +
x · y
x2n+1
x−Q(∇ρ · y)
(
∇ρ− ρ
x2n+1
x
)}
⊗ [ρx− ρy −∇ρ(X · Y )]︸ ︷︷ ︸
J
.
We simplify J and express it as a linear combination of x⊗ x, x⊗∇ρ,∇ρ⊗ x and ∇ρ⊗∇ρ.
From Lemma 3
y = κx+ b(∇ρ− (ρ+ x · ∇ρ)x), X · Y = κ− bρ,
and so
ρx− ρy − (X · Y )∇ρ = ρx− ρ [κx+ b(∇ρ− (ρ+ x · ∇ρ)x)]− (κ− bρ)∇ρ
= ρ(1− κ+ b(ρ+ x · ∇ρ))x− κ∇ρ.
On the other hand
y +
x · y
x2n+1
x−Q(∇ρ · y)
(
∇ρ− ρ
x2n+1
x
)
= [κ− b(ρ+ x · ∇ρ)]x+ b∇ρ+ [κ− b(ρ+ x · ∇ρ)]|x|
2 + bx · ∇ρ
x2n+1
x
−Q ([κ− b(ρ+ x · ∇ρ)]x · ∇ρ+ b|∇ρ|2)(∇ρ− xρ
x2n+1
)
:= α1x+ γy
with
α1 = κ− b(ρ+ x · ∇ρ) + [κ− b(ρ+ x · ∇ρ)]|x|
2 + bx · ∇ρ
x2n+1
+
Q([κ− b(ρ+ x · ∇ρ)]x · ∇ρ+ b|∇ρ|2)ρ
x2n+1
=
κ− ρ{b−Q([κ− b(ρ+ x · ∇ρ)]x · ∇ρ+ b|∇ρ|2)}
x2n+1
=
κ− ργ
x2n+1
.
Observe
γ = b−Q ([κ− b(ρ+ x · ∇ρ)]x · ∇ρ+ b|∇ρ|2)(3.1)
= b−Q (κ(x · ∇ρ) + b [|∇ρ|2 − (x · ∇ρ)(ρ+ x · ∇ρ)])
= b−Qκ(x · ∇ρ) +Qq − b
= Q(q − κ(x · ∇ρ)),
where we used the formula for Q to get the last line. Hence
J =
(
κ− ρ γ
x2n+1
x+ γ∇ρ
)
⊗ {ρ (1− κ+ b(ρ+ x · ∇ρ))x− κ∇ρ}
=
(
κ− ρ γ
x2n+1
ρ(1− κ+ b(ρ+ x · ∇ρ))
)
x⊗ x
+ γρ(1− κ+ b(ρ+ x · ∇ρ))∇ρ⊗ x− κκ− ργ
x2n+1
x⊗∇ρ− κγ∇ρ⊗∇ρ.
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We write
A = ρId+A1x⊗∇ρ+A2∇ρ⊗ x+A3x⊗ x+A4∇ρ⊗∇ρ.
Notice that
A1 =
Qρ2 + 1 +Qρ(x · ∇ρ)− κ(κ− ργ)
x2n+1
.
We claim that A1 = 0. In fact, Remark 6 and (3.1) yield
(x2n+1)A1 = 1− κ2 + ρQ [(ρ+ x · ∇ρ) + κ(q − κ(x · ∇ρ))]
= 1− κ2 + ρQ [κq + ρ+ (1− κ2)x · ∇ρ]
= 0.
We also have
A2 = γρ(1− κ+ b(ρ+ x · ∇ρ))
A3 =
ρ
x2n+1
+
κ− ργ
x2n+1
ρ(1− κ+ b(ρ+ x · ∇ρ)),
A4 = −Qρ−Q(x · ∇ρ)− κγ
= −x
2
n+1
ρ
Qρ2 + 1 +Qρ(x · ∇ρ)− κ(κ− ργ)
x2n+1
− κ
2 − 1
ρ
= −x
2
n+1
ρ
A1 − κ
2 − 1
ρ
= −κ
2 − 1
ρ
and hence the Lemma follows. 
3.2. The matrix B. We simplify now the matrix B, and show the following
Lemma 7. Given B in (2.19), we can write
(3.2) B = σ
{
Id+
x⊗ x
x2n+1
}
+
QρF − αρ− 2b
x2n+1
x⊗∇ρ+ (α−QF )∇ρ⊗∇ρ.
Proof. We have from (2.19), and Lemma 5
B =
{[
Id +
x⊗ x
x2n+1
]
−Q
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
}
{σId + [α∇ρ− (α(ρ+ x · ∇ρ) + 2b)x]⊗∇ρ}
= σ
{
Id +
x⊗ x
x2n+1
−Q
(
∇ρ− ρ
x2n+1
x
)
⊗∇ρ
}
+ [α∇ρ− (α(ρ+ x · ∇ρ) + 2b)x]⊗∇ρ
+
1
x2n+1
(
αx · ∇ρ− (α(ρ+ x · ∇ρ)− 2b)|x|2)x⊗∇ρ−Q (α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ)(∇ρ− ρ
x2n+1
x
)
⊗∇ρ
= σId + σ
x⊗ x
x2n+1
+ Λ0x⊗∇ρ+ Λ∇ρ⊗∇ρ.
The coefficient of x⊗∇ρ is
Λ0 :=
σQρ
x2n+1
− α(ρ+ x · ∇ρ)− 2b+ 1
x2n+1
(
αx · ∇ρ− (α(ρ+ x · ∇ρ) + 2b)|x|2)
+
Qρ
x2n+1
(
α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ)
=
Qρσ
x2n+1
+
1
x2n+1
(αx · ∇ρ− α(ρ+ x · ∇ρ)− 2b) + Qρ
x2n+1
(
α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ)
=
1
x2n+1
{
Qρ
[
σ + α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ]− αρ− 2b}
=
1
x2n+1
{QρF − αρ− 2b} .
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The coefficient of ∇ρ⊗∇ρ is
Λ := −Qσ + α−Q
[
α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b)x · ∇ρ
]
= α−Q
[
σ + α|∇ρ|2 − (α(ρ+ x · ∇ρ) + 2b) x · ∇ρ
]
= α−QF.
Therefore (3.2) follows. 
3.3. The equation at x = 0. We are now ready to prove Theorem 2.
The value of the variables in the notation list at 0 are summarized in the following list:
a(0, ρ,∇ρ) = ρ2 + |∇ρ|2,
q(0, ρ,∇ρ) =
√
ρ2 + (1− κ2)|∇ρ|2,
b(0, ρ,∇ρ) = κ
2 − 1
κρ+ q
,
α(0, ρ,∇ρ) = − b
2
κ2 − 1
[
κq + ρ
q
]
,
β(0, ρ,∇ρ) = b
2
q
,
Q(0, ρ,∇ρ) = κ
2 − 1
ρ(κq + ρ)
,
σ(0, ρ,∇ρ) = κ− bρ = κq + ρ
κρ+ q
,
γ(0, ρ,∇ρ) = b−Qb|∇ρ|2,
F (0, ρ,∇ρ) = σ + α|∇ρ|2.
Proof of Theorem 2. Notice that at x = 0
α−QF = α− κ
2 − 1
ρ(κq + ρ)
[κ− bρ+ α|∇ρ|2] = α
(
1− κ
2 − 1
ρ(κq + ρ)
|∇ρ|2
)
− κ
2 − 1
ρ(κq + ρ)
σ
= α
(ρ2 + (1− κ2)|∇ρ|2) + ρκq
ρ(κq + ρ)
− κ
2 − 1
ρ(κρ+ q)
= α
q2 + ρκq
ρ(κq + ρ)
− b
ρ
=
αq(κρ+ q)
(κq + ρ)ρ
− b
ρ
=
b2(κρ+ q)
ρ(1− κ2) −
b
ρ
=
b(κ2 − 1)
ρ(1− κ2) −
b
ρ
= −2b
ρ
.
Plugging in the obtained results at x = 0 in the formulae for A, and B obtained in Lemmas 6 and 7, the proof
follows. 
4. The A3 condition
To express the A3 condition at x = 0 we use the dummy variables v ∈ R p = (p1, · · · , pn) ∈ Rn in place of ρ and
∇ρ. Recall that the A3 conditions requires
(4.1)
∑
i,j,l,m
∂2 (Iij + IIij)
∂pl∂pm
ξiξjηlηm ≤ −c0|ξ|2|η|2.
For simplicity we will drop the dependence of the functions involved evaluated at (0, v, p) and use their values obtained
in Section 3.3.
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We define
I(0, v, p) =
1
b(0, v, p)t
(
vId− κ
2 − 1
v
p⊗ p
)
,(4.2)
II(0, v, p) =
κ− b(0, v, p)ρ
b(0, v, p)
Id− 2
v
p⊗ p,(4.3)
then (1.8) can be written as follows
det(D2ρ+ I(0, ρ,∇ρ) + II(0, ρ,∇ρ)) = RHS.
We calculate in this section the derivatives of the matrices I , II and the stretch function t and deduce the required
A3 condition (4.1).
4.1. Derivatives of I and II. In this section, we show the following Proposition.
Proposition 3. Given orthogonal vectors ξ and η in Rn, we have at x = 0∑ ∂2 (Iij + IIij)
∂pl∂pm
ξiξjηlηm =
∑
l,m
Hlmηlηm,
with
Hlm =
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)(
kv + q
t
)
plpm
+
κ|ξ|2
κ2 − 1 qplpm(4.4)
=
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)(
(κv + q)
(
1
t
)
plpm
+ qpm
(
1
t
)
pl
+ qpl
(
1
t
)
pm
+ qplpm
(
1
t
))
+
κ|ξ|2
κ2 − 1 qplpm
where t, q and its derivatives with respect to p are evaluated at (0, v, p).
Proof. We have
1
b
=
κv + q
κ2 − 1 , then
Iij(0, v, p) =
κv + q
κ2 − 1
(
1
t
)(
vδij − κ
2 − 1
v
pipj
)
.
Then it follows that
∂Iij
∂pl
(0, v, p) = −κv + q
v
(
1
t
)
(pipj)pl +
(
κv + q
κ2 − 1
(
1
t
)
pl
+
qpl
κ2 − 1
(
1
t
))(
vδij − κ
2 − 1
v
pipj
)
.(4.5)
Differentiating (4.5) with respect to pm we get
∂2Iij
∂pm∂pl
= −κv + q
v
(
1
t
)
(pipj)plpm −
qpm
v
(
1
t
)
(pipj)pl −
κv + q
v
(
1
t
)
pm
(pipj)pl −
(
κv + q
v
(
1
t
)
pl
+
qpl
v
(
1
t
))
(pipj)pm
(4.6)
+
1
κ2 − 1
(κv + q
t
)
plpm
(
vδij − κ
2 − 1
v
pipj
)
.
Notice that since ξ and η are orthogonal then the following three identities hold
n∑
i,j,l,m=1
(pipj)plpmξiξjηlηm =
n∑
i,j,l,m=1
(δjmδil + δimδjl)ξiξjηlηm = 2
n∑
i,j=1
ξiηiξjηj = 2(ξ · η)2 = 0,
(4.7)
n∑
i,j,l=1
(pipj)plξiξjηlηm = ηm
n∑
i,j,l=1
(pjδil + piδjl)ξiξjηl = ηm
 n∑
j,l=1
pjξlηlξj +
n∑
i,l=1
piξlηlξi
 = 2ηm(ξ · η)(p · ξ) = 0,
(4.8)
n∑
i,j,m=1
(pipj)pmξiξjηlηm = 0.
(4.9)
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Hence using the identities (4.7), (4.8), (4.9), and (4.6) we get
(4.10)
∑
i,j,l,m
∂2Iij
∂pl∂pm
ξiξjηlηm =
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)∑
l.m
(
kv + q
t
)
plpm
ηlηm.
We next calculate the derivatives of II . From (4.3) we have
IIij =
κq(0, v, p) + ρ
κ2 − 1 δij −
2
v
pipj .
Then
∂2IIij
∂pl∂pm
=
κqplpm
κ2 − 1 δij −
2
v
(pipj)plpm .
Therefore (4.7) yields
n∑
i,j,l,m=1
∂2IIij
∂plpm
ξiξjηlηm =
κ|ξ|2
κ2 − 1
n∑
l,m=1
qplpmηlηm.(4.11)
The proof of Proposition 3 is now complete. 
4.2. Derivatives of the stretch function. To compute the derivatives of t we use a computation form [Kar16].
Recall that ψ(Z) = 0 for every Z ∈ Σ then using the dummy variables (x, v, p) we have from (2.3)
ψ
(
v
(
x,
√
1− |x|2
)
+ tY
)
= 0,
where using Lemma 3
(4.12) Y (x, v, p) = κ
(
x,
√
1− |x|2
)
+ b(0, v, p)
(
(p, 0)−
(
x,
√
1− |x|2
)
(v + x · p)
)
.
At x = 0, denoting en+1 = (0, 0, · · · , 0, 1) the n+ 1 dimensional vertical vector, we have
ψ (ven+1 + tY ) = 0.
Differentiating with respect to pm yields
0 =
n+1∑
k=1
ψ
k(tpmyk + t(yk)pm),
hence for m = 1, · · · , n
tpm
t
= −
∑
k ψ
k(yk)pm∑
k ψ
kyk
= −∇ψ · Ypm∇ψ · Y , m = 1, . . . n.(4.13)
Hence
(4.14)
(
1
t
)
pm
=
1
t
∇ψ · Ypm
∇ψ · Y , m = 1
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Differentiating (4.13) with respect to pl we get
tpmpl
t
− tpmtpl
t2
= −
[∑
ks ψ
ks((ys)plt+ ystpl)(yk)pm +
∑
k ψ
k(yk)pmpl
∇ψ · Y
−
∑
k ψ
k(yk)pm
(∇ψ · Y )2
∑
k,s
ψ
ks((yk)plt+ ystpl)yk +
∑
k
ψ
k(yk)pl
]
= − 1∇ψ · Y
[(
∇2ψYpl · Ypm −
∇ψ · Ypm
∇ψ · Y ∇
2
ψYpl · Y
)
t
+
(
∇2ψY · Ypm −
∇ψ · Ypm
∇ψ · Y ∇
2
ψY · Y
)
tpl
+∇ψ · Ypmpl −
∇ψ · Ypm
∇ψ · Y ∇ψ · Ypl
]
= − 1∇ψ · Y
[(
∇2ψYpm · Ypl −
∇ψ · Ypm
∇ψ · Y ∇
2
ψY · Ypl
)
t
+
(
∇2ψYpm · Y −
∇ψ · Ypm
∇ψ · Y ∇
2
ψY · Y
)
tpl +∇ψ · Ypmpl
]
+
tpmtpl
t2
.
Therefore using the calculation above and (4.13), and rearranging the terms we infer(
1
t
)
pmpl
= − tpmpl
t2
+
2tpmtpl
t3
=
1
t(∇ψ · Y )
[(
∇2ψYpm · Ypl −
∇ψ · Ypm
∇ψ · Y ∇
2
ψY · Ypl
)
t(4.15)
+
(
∇2ψYpm · Y −
∇ψ · Ypm
∇ψ · Y ∇
2
ψY · Y
)
tpl +∇ψ · Ypmpl
]
=
1
t(∇ψ · Y )
[(
∇2ψYpm · Ypl +
tpm
t
∇2ψY · Ypl
)
t
+
(
∇2ψYpm · Y +
tpm
t
∇2ψY · Y
)
tpl +∇ψ · Ypmpl
]
=
1
t(∇ψ · Y )
[
1
t
∇2ψ (tYpm + tpmY ) · tYpl +
1
t
∇2ψ (tYpm + tpmY ) · (tplY ) +∇ψ · Ypmpl
]
=
1
t(∇ψ · Y )
[
1
t
∇2ψZpm · Zpl +∇ψ · Ypmpl
]
.
We calculate the derivative of Y . In fact from (4.12), and the formula for b we have
Y (0, v, p) = κen+1 +
κ2 − 1
κv + q
((p, 0)− ven+1) .
Then
(4.16) [Y (κv + q)]pmpl = κen+1qpmpl .
4.3. Final form of A3. Replacing (4.14), (4.15), (4.16) in (4.4) we get
Hlm =
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)[
κv + q
t2(∇ψ · Y )∇
2ψZpm · Zpl +
1
t(∇ψ · Y ) ((κv + q)∇ψ · Ypmpl + qpm∇ψ · Ypl + qpl∇ψ · Ypm + qplpm∇ψ · Y )
]
+
κ|ξ|2
1− κ2 qplqpm
=
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)[
κv + q
t2(∇ψ · Y )∇
2ψZpm · Zpl +
∇ψ
t(∇ψ · Y ) · [Y (κv + q)]plpm
]
+
κ|ξ|2
κ2 − 1 qplpm
=
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)[
κv + q
t2(∇ψ · Y )∇
2ψZpm · Zpl +
κψn+1
t(∇ψ · Y ) qplpm
]
+
κ|ξ|2
κ2 − 1 qplpm
=
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)(
κv + q
t2(∇ψ · Y )∇
2ψZpm · Zpl
)
+
[
κψn+1
t∇ψ · Y
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)
+
κ|ξ|2
κ2 − 1
]
qplpm .
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We show that D2q ≥ 0 for κ < 1. Recall q(0, v, p) =
√
v2 + (1− κ2)|p|2 so for κ < 1.∑
l,m
qplpmηlηm =
∑
l,m
(
1− κ2
q
δlm −
(1− κ2)plpm
q2
)
ηlηm
=
1− κ2
q
|η|2 − (1 − κ
2)2
q3
(p · η)2 = 1− κ
2
q
(
|η|2 − 1− κ
2
v2 + (1− κ2)|p|2 (p · η)
2
)
≥ 0.
Consequently returning to Hlm we have that
(4.17) Hlm =
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)(
κv + q
t2(∇ψ · Y )∇
2ψZpm · Zpl
)
+
[
κψn+1
t∇ψ · Y
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)
+
κ|ξ|2
κ2 − 1
]
qplpm ,
where the second term is nonpositive for κ < 1. Hence, if the first term is negative definite then the MTW condition follows.
4.4. Proof of Theorem 3. We bring the second fundamental form of receiver Σ into the play Let Z0 be a fixed point
on Σ. Introduce a new coordinate system xˆ1, . . . , xˆn, xˆn+1 near Z0, with xˆn+1 pointing in Y direction. Since we require
∇ψ 6= 0, without loss of generality we assume that near Z0, in xˆ1, . . . , xˆn, xˆn+1 coordinate system Σ has a representation
xˆn+1 = ϕ(xˆ1, . . . , xˆn). Recall that the second fundamental form of Σ is
II =
∂2xˆi,xˆj
ϕ√
1 + |Dϕ|2
, i, j = 1, . . . , n,(4.18)
if we choose the normal of Σ at Z0 to be
(−Dxˆ1ϕ,...,−Dxˆnϕ,1)√
1+|Dϕ|2 ,Dϕ = (Dxˆ1ϕ, . . . ,Dxˆnϕ, 0).
Denote ψ(Z) = Zn+1 − ϕ(z) and assume that near Z0, Σ is given by the equation ψ = 0. It follows that
∇2ψ = −
∣∣∣∣∣∣∣∣∣∣∣∣
ϕ11 · · · ϕ1n 0
.
..
. . .
.
..
.
..
ϕn1 · · · ϕnn 0
0 · · · 0 0
∣∣∣∣∣∣∣∣∣∣∣∣
.(4.19)
Therefore for Z = x+ uen+1 + tY we have ∇2ψY = 0 and hence
∇2ψZpmZpl = ∇2ψ(tYpm + tpmY )(tYpl + tplY )(4.20)
= t2∇2ψYpmYpl
= −t2∇2ϕYpmYpl .
We have Y (κρ+ q) = κX(κρ+ q) + (1 − κ2)(en+1ρ−∇ρ). Differentiating this equality with respect to pk we infer
(Y (κρ+ q))pk = (κX(κρ+ q) + (1− κ2)(en+1ρ− p))pk .
Therefore
Ypk =
1
κρ+ q
[
(κX − Y )qpk − (1 − κ2)ek
]
(4.21)
=
1− κ2
κρ+ q
[
pk
q
(κX − Y )− ek
]
.(4.22)
Since ∇2ψY = 0 then it is enough to consider the projection of the vector ζ = 1−κ2
κρ+q
[
pk
q
κX − ek
]
on the hyperplane Π0 parring
through Z0 and perpendicular to Y . Denote X0, e0k, k = 1, . . . , n be the projections of X, ek on Π0. Recall that here X is en+1.
Then we have that
− 1
t2
∇2ψZpmZpl =
∑
l.m
∇2ϕYpkYplηkηl
=
(
1− κ2
κρ+ q
)2
∇2ϕ
(
pk
q
κX0 − e0k
)(
pl
q
κX0 − e0l
)
ηkηl
=
(
1− κ2
κρ+ q
)2
∇2ϕ
(
(p · η)
q
κX0 − η0
)(
(p · η)
q
κX0 − η0
)
.
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Plugging this into (4.17) with dummy variable v, p we get∑
l,m
Hlmηlηm =
(
v|ξ|2
1− κ2 +
(p · ξ)2
v
)(
(1− κ2)2
(∇ψ · Y )(κv + q)∇
2ϕ
(
(p · η)
q
κX0 − η0
)(
(p · η)
q
κX0 − η0
))
(4.23)
+
[
κψn+1
t∇ψ · Y
(
v|ξ|2
κ2 − 1 −
(p · ξ)2
v
)
+
κ|ξ|2
κ2 − 1
]
qplpm .
Clearly, if ψ is concave in Y direction (see Figure 1) then H is a negative definite quadratic form obtaining hence our A3
condition. 
Remark 7. If κ > 1 then we demand |∇ρ|2 ≤ ρ2
κ2−1 so that b is well defined. Then the first factor in (4.23) is negative.
However, if ∇2ϕ is negative definite too then the first term is positive. As for the second term in (4.23) then we have that
qplpm is negative definite. Thus if Σ is strictly concave in Y direction so that the second negative term can be absorbed then
we have that H > 0 near 0 and the A3 condition will follow.
5. Existence of weak solutions
5.1. Existence of Aleksandrov solution. In [GH14] Gutierrez and Huang used cartesian ovals to construct weak solutions
to the near field refractor problem. Given a point P in a medium n2 and a point O in medium n1, with n1 ≤ n2, the Cartesian
oval O(P, b), b > 0 is the set of points M ∈ Rn+1 such that
|M |+ 1
κ
|M − P | = b.
Recall κ =
n1
n2
, and we consider the case when κ < 1, see Figure 1.
If |P | < b < 1
κ
|P | we define then the lower part of the oval defined as follows
O−(P, b) =
{
M ∈ O(P, b) : M|M | · P ≥ κ
2
(
b+
√(
1
κ2
− 1
)(
1
κ2
|P |2 − b2
))}
.
Assume O−(P, b) separates the media n1 and n2. It is proved in [GH14], that if X ∈ Sn such that
X · P ≥ κ2
(
b+
√(
1
κ2
− 1
)(
1
κ2
|P |2 − b2
))
,
then the ray emitted from O with direction X is refracted by O−(P, b) into P . O− can be given radially by the function
h(X,P, b) =
1
κ2
X · P − b−
√(
1
κ2
X · P − b
)2
− ( 1
κ2
− 1)( 1
κ2
|P |2 − b2)
1
κ2
− 1
.
Using these ovals the authors in [GH14] showed the existence of a Brenier solution to the near field refractor problem, in case
the target and the source satisfy some visibility conditions, see Section 6 in the mentioned paper. A solution Γ = {ρ(x)X, X ∈
U } is constructed such that at every point it is supported by a refracting oval O−(P, b) for some b > 0, and P ∈ V , that is for
every X0 ∈ U there exists P ∈ V and b > 0 such that
ρ(x) +
1
κ
|ρ(x)X − P | ≤ P for all X ∈ U with equality at X = X0.
The first visibility condition requires
(5.1) X · P|P | ≥ κ+ τ for some 0 < τ < 1− κ,
this to ensure that the ray touches O− the refracting part of the oval, at a positive angle, i.e. not tangentially. The second
visibility condition requires that
(5.2) in a small coneQr0 with vertexO, every line passing throughO intersectsV at at most one point.
If U , and V satisfy the above visibility conditions, and f ∈ L1(U ), g ∈ L1(V ) positive then the authors showed that if
M0 ∈ Qr0 there exists a refractor as described above passing through M0 such that for every Borel set G ∈ V ,∫
R−1(G)
f =
∫
G
g,
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where R is the imaging map induced by the refractor ρ. Moreover, it is shown that the solution has a positive distance from
the source O and the target V .
We show in this section that every Brenier solution is an Aleksandrov solution by defining a Legendre type transform. Recall
that V ⊆ Σ, with Σ given implicitly by ψ(Z) = zn+1 − ϕ(z) = 0.
Theorem 8. If U and V satisfies the visibility conditions (5.1), (5.2) and ρ is a Brenier solution to the near field refractor
problem then ρ is an Aleksandrov type solution, i.e. for every Borel set E ∈ U we have∫
E
f =
∫
R(E)
g.
Proof. Recall that V ⊆ Σ with Σ given implicitly by the function ψ satisfying conditions H1◦,H2◦. Let Z = (z, zn+1) ∈ V .
Define the Legendre type transform
(5.3) b(Z) = max
X=(x,xn+1)∈U
(ρ(x) + |ρ(x)X − Z|).
Let X0 be a point where the maximum is attained then for every X ∈ U
ρ(x) +
1
κ
|ρ(x)X − Z| ≤ b(Z),
with equality at X = x0, and hence the oval O(Z, b), supports ρ at ρ(x0)X0. Notice that from the visibility condition (5.1) we
have that X0 · Z|Z| ≥ κ+ τ , and so the refracting part O
−(Z, b) is supporting ρ i.e. the ray ρ(x0)X0 is refracted into Z.
We claim that b is differentiable almost everywhere as a function of z. In fact, since the solution ρ is uniformly away from
V then b(Z) is the minimum of C2 functions ρ(x) +
√
(ρ(x)x − z)2 + (ρxn+1 − ϕ(z))2 of z (for x fixed) with bounded Hessian.
Thus b(Z) is semi-concave and so locally Lipschitz, and hence differentiable almost everywhere.
Given the set
S = {Z ∈ V : Z ∈ R(X1) ∩R(X2) : for X1 6= X2 in U }.
We claim that if Z ∈ S then Z is a singular point for the function b(Z) and hence |S| = 0. In fact, given Z ∈ S then there
exists b1, b2 ∈ R such that the oval O(Z, b1) supports S at X1, and O(Z, b2) supports S at X2. Notice that if b1 < b2 then
ρ(x2) +
1
κ
|ρ(x2)X2 − Z| = b2 > b1,
this is a contradiction since O(Z, b1) supports ρ. So b1 = b2 := b. Hence the maximum in (5.3) (i.e. b(Z)) is attained at X1
and X2, and so
b(Z) = ρ(x1) +
1
κ
|ρ(x1)X1 − Z| = ρ(x2) + 1
κ
|ρ(x2)X2 − Z|.
If Z is a differentiability point for b, then by the supporting property of the ovals we get
Dzb = Dz
[
ρ(x1) +
1
κ
|ρ(x1)X1 − Z|
]
= Dz
[
ρ(x2) +
1
κ
|ρ(x2)X2 − Z|
]
.
Recall that Z = (z, ϕ(z)), X1 = (x1, x
n+1
1 ), X2 = (x2, x
n+1
2 ) then above identity implies
1
κ
z − ρ(x1)x1 +∇ϕ
[
ϕ(z)− xn+11 − ϕ(z)
]
|ρ(x1)X1 − Z|
=
1
κ
z − ρ(x1)x1 +∇ϕ
[
ϕ(z) − xn+11 − ϕ(z)
]
|ρ(x1)X1 − Z|
,
recall that t(x) = |Z − ρ(x)X| and Z − ρ(x)X = t(x)Y . Simplifying above identity we get
t(x1)y(x1) +∇ϕ(z)t(x1)yn+11
t(x1)
=
t(x2)y2 +∇ϕ(z)t(x2)yn+11
t(x2)
.
Thus
y(x1)− y(x2) +∇ϕ(z)(yn+1(x1)− yn+1(x2)) = 0
and so
Y (x1)− Y (x2) = (−∇ϕ, 1)(yn+1(x1)− yn+1(x2)).
Hence Y (x1)− Y (x2) is orthogonal to ∇ψ. Let τ be a vector tangent to ψ, hence we have Y (x1) · τ = Y (x2) · τ , and Y (x) · ∇ψ
is positive for all x (by H3◦)and so Y (x1) = Y (x2). Then the line passing through Z with direction Y intersects the refractor
at two points ρ(x1)X1 and ρ(x2)X2 but these are two points on the same half oval O−(Z, b) and so x1 = x2 a contradiction,
and the claim follows.
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Having showed that |S| = 0, proceeding as in Theorem 6.7 [GS18] it follows that the Brenier solution constructed in [GH14]
is in fact an Aleksandrov solution. 
6. Regularity of weak solutions
6.1. R-convexity of V .
Definition 1 (Refraction cone). Let ν1, ν2 be unit vectors and set νc1,c2 =
ν1c1+ν2c2
|ν1c1+ν2c2| for any two constants c1, c2. Let the
unit vectors Yc1,c2 be determined from the identity
X − n2
n1
Yc1,c2 = λνc1,c2 νc1,c2
where X = ξ/|ξ| with λν = ξ · ν − n2
n1
√
1−
(
n1
n2
)2
(1 − (X · ν)2),. The two dimensional cone
Cξ,ν1 ,ν2 = {ξ + tYc1,c2 , t > 0, c1 ≥ 0, c2 ≥ 0}
with vertex ξ and spanned by the vectors Yc1,c2 is called a refraction cone at ξ.
Definition 2 (R-convexity). We say that V ⊂ Σ is R−convex with respect to a point ξ in the cone CU = {tX, t > 0, X ∈ U }
if for any two unit vectors ν1, ν2 the intersection Cξ,ν1,ν2 ∩ V is connected. If V is R−convex with respect to any ξ ∈ CU
then we simply say that V is R−convex.
In particular a geodesic ball on the convex surface Σ is an example of R−convex V .
6.2. Local supporting function is also global. Recall that the supporting ovaloid O is below of the refractor for every
X ∈ U which follows from the discussion in Section 5. Consequently, one may wonder if the locally admissible refractors (i.e.
O contains the refractor only in a vicinity of the contact point) are also globally contained in O. This issue was addressed by
G. Loeper in [Loe09] for the optimal transfer problems. For the refractor problem we have
Lemma 8. Under the condition (1.4) a local supporting ovaloid is also global.
Proof. The proof is very similar to that of in [Loe09], [TW09]. Let Oi = O(Zi, bi), i = 1, 2 be two global supporting ovaloids
of ρ at M0 such that the contact set Λ 6= {M0}. Thus ρ is not differentiable at M0. To fix the ideas take M0 = en+1ρ(0).
We claim that if γi is the normal of the graph of Oi, i = 1, 2 at M0 then for any θ ∈ (0, 1) there is Zθ ∈ Σ ∩ CM0,γ1,γ2 and
bθ > 0 such that Oθ = O(Zθ , bθ) is a local supporting ovaloid of ρ at 0 and
(6.1) Dρθ(0) = θDρ1(0) + (1− θ)Dρ2(0),
where ρθ, ρ1, ρ2 are the radial functions of the ovaloids Oθ,O1,O2, respectively. Notice that since the radial functions ρi, i = 1, 2
of ovaloids are smooth then the slope of the tangent plane of ρθ is the linear combination of that of ρ1 and ρ2.
Moreover, the correspondence θ 7→ Zθ is one-to-one thanks to the assumption ∇ψ ·Y > 0. By choosing a suitable coordinate
system we can assume that Dρ1(0) −Dρ2(0) = (0, . . . , 0, α) for some α > 0. Then we have that for all 0 < θ < 1
max[ρ1(x), ρ2(x)] ≥ θρ1(x) + (1− θ)ρ2(x)(6.2)
= ρ(0) + [Dρ2(0) + αθ]xn +
1
2
[
θD2ρ1(0) + (1− θ)D2ρ2(0)
]
x⊗ x+ o(|x|2)
where the last line follows from Taylor’s expansion.
Using the notations of Section 5 we have that
(6.3) D2ρθ(0) = −H(0, ρ(0), p1 + θ(p2 − p1))
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where H is the matrix (4.4) (see Section 4), and we set pi = Dρi(0), i = 1, 2 and used (6.1). For all unit vectors τ perpendicular
to xn axis we have from (6.3)
d2
dθ2
D2ττρθ(0) = −
d2
dθ2
Hij(0, ρ(0), p1 + θ(p2 − p1))τiτj(6.4)
= −α2 ∂
2
∂p2n
Hjj(0, u(0), p1 + θ(p2 − p1))τiτj
≥ α2c0
where the last line follows from (1.4) with c0 > 0.
Therefore
(6.5) D2ττρθ(0) ≤ θD2ττH1(0) + (1− θ)D2ττH2(0) − ĉ0θ(1− θ)|p1 − p2|2
where ĉ0 depends on c0.
Differentiating ρ(x) + 1
κ
√
(ρ(x)x− z)2 + (ρ(x)xn+1 − ϕ(z))2 in xi, 1 ≤ i ≤ n we get
(6.6) ∂iρ+
1
tκ
{
(ρ(x)xm − zm)(∂iρ(x)xm + ρ(x)δim) + (ρ(x)xn+1 − ϕ(z)(∂iρ(x)xn+1 − ρ
x
xn+1
)
}
= 0
or equivalently
(6.7) ∇ρ+ 1
tκ
{
(xρ− z)ρ+ [(xρ− z) · x]∇ρ+∇ρ(ρxn+1 − ϕ(z))xn+1 − ρ x
xn+1
(ρxn+1 − ϕ(z))
}
= 0
Simplifying this expressions and solving with respect to ∇ρ we find that
∇ρ
(
1 +
1
tκ
(ρ− Z ·X)
)
= − 1
tκ
(x
ϕ
xn+1
− z)ρ
and therefore we conclude that
∇ρ = − ρ
ρ− Z ·X + tκ
(
x
ϕ
xn+1
− z
)
.
Observe that at x = 0 this formula yields that
(6.8) θp1 + (1− θ)p2 = θρ1(0)
ρ1(0) − ϕ(z1) + tκ
z1 +
(1 − θ)ρ2(0)
ρ2(0) − ϕ(z2) + tκ
z2,
where we assume that Σ is the graph of a function ϕ such that for ψ(Z) = Zn+1 − ϕ(z) the form (4.23) is negative definite.
From these n + 1 equations we see that zθ and bθ = b(zθ) are smooth functions of θp1 + (1 − θ)p2. This yields the following
crude estimate for the remaining second order derivatives
∣∣θD2jnH1(0) + (1− θ)D2jnH2(0) −D2jnH(0)∣∣ ≤ Cθ(1− θ)|p1 − p2|2, j = 1, . . . , n,(6.9)
where C depends of C2 form of ϕ. Consequently, after plugging (6.5) and (6.9) into (6.2) and recalling that |p1 − p2| = α we
conclude
max[ρ1(x), ρ2(x)] ≥ ρ(0) + [p2 + αθ] xn + 1
2
[
θD2ρ1(0) + (1 − θ)D2ρ2(0)
]
x⊗ x+ o(|x|2)
≥ ρ(0) + [p2 + αθ] xn + 1
2
D2ρθ(0)x ⊗ x+ ĉ0θ(1− θ)α2
n−1∑
j=1
x2j − Cθ(1− θ)α2|xn||x|+ o(|x|2)
= ρ(0) + [p2 + αθ] xn +
1
2
D2ρθ(0)x ⊗ x−
+ĉ0θ(1− θ)α2|x|2 − θ(1− θ)α2(C|xn||x|+ ĉ0x2n) + o(|x|2)
≥ ρ(0) + [p2 + αθ] xn + 1
2
D2ρθ(0)x ⊗ x−
+
ĉ0
2
θ(1− θ)α2|x|2 − θ(1− θ)α2
(
2C2
ĉ0
+ ĉ0
)
x2n + o(|x|2),
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Λ1,2
Λ1,θ0
x¯0
0
U +
Figure 2. The inclusion principle: the A3 condition demands that after striking x¯0 the set Λ1,θ0
cannot cross Λ1,2, in other words Λ1,θ0 cannot leave U
+ (the blue region) and continue along the
dashed surface.
where the last line follows from Ho¨lder’s inequality. Now fixing θ0 as in (6.1) and using the estimate |D2ρθ(0) −D2ρθ0 (0)| ≤
C|θ − θ0| (with C depending on ϕ) we obtain
max[ρ1(x), ρ2(x)] ≥ ρ(0) + [p2 + αθ0]xn + 1
2
D2ρθ0 (0)x ⊗ x+
+α [θ − θ0]xn + 1
2
D2ρθ(0)x⊗ x−
1
2
D2ρθ0 (0)x ⊗ x
+
ĉ0
2
θ(1 − θ)α2|x|2 − θ(1 − θ)α2
(
2C2
ĉ0
+ ĉ0
)
x2n + o(|x|2)
≥ ρθ0 (x) + α [θ − θ0]xn + C|θ0 − θ||x|2 −
+
ĉ0
2
θ(1 − θ)α2|x|2 − α2
(
2C2
ĉ0
+ ĉ0
)
x2n + o(|x|2).
Choosing θ = θ0 + xnα
(
2C2
ĉ0
+ ĉ0
)
such that |xn| < δ with sufficiently small δ we finally obtain
max[ρ1(x), ρ2(x)] ≥ ρθ0 (x) − C|θ0 − θ||x|2 +
ĉ0
2
θ(1− θ)α2|x|2 + o(|x|2) =(6.10)
= ρθ0 (x) +
ĉ0
2
θ(1 − θ)α2|x|2 + o(|x|2)
≥ ρθ0 (x), ∀x ∈ Bδ.
This, in particular, implies that ρθ0 is a local supporting ovaloid near x = 0.
It remains to check that ρθ0 is also a global supporting ovaloid.
Lemma 9. There is a unit direction e such that the normal images of the cones form positive angle with e. Hence there is an
n−dimensional plane Π such that O1,O2,Oθ are graphs over Π in e direction.
Proof. By construction of the weak solutions we know that the visibility cones of the ovaloids have solid angles pi − τ for
some τ > 0, see (5.1). Suppose that C1 and C2 are the visibility cones of O1,O2, respectively. The surface O∗ given by
ρ = max[ρ1, ρ2] is contained in C1 ∩C2. Thus it is enough to show that the intersection of the ovaloids O1,O2 is inside Oθ in
C := C1 ∩ C2, since outside of the intersection cone the inclusion is obvious.
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The Gauss map of O∗ is contained in some hemisphere since both cones C1, C2 have apertures < pi− τ thanks to (5.1), and
hence so does C. Moreover, the image of the Gauss map of Oθ ∩C is contained in that of O∗ hence there is a direction e such
that O∗ ∩ C and Oθ ∩C are graphs in e direction 
From here we can proceed as in [Kar16], Lemma 10.1.
The set Λ1,2 = {x ∈ Π, : ρ1(x) = ρ2(x)} passes through 0 and splits U into two parts U + and U − (recall that Λ12 is a
smooth surface). It follows from (6.10) that the contact sets Λi,θ0 = {x ∈ Rn : ρi(x) = ρθ0 (x)}, i = 1, 2 are tangent to Λ12 from
one side in some vicinity of 0, say in U +. If there is x¯0 6= 0 such that, say, x¯0 ∈ Λ1,2 ∩ Λ1,θ0 then ρ1(x¯0) = ρ2(x¯0) = ρθ0 (x¯0)
and ∇ρθ0 (x¯0) = θ¯0∇ρ1(x¯0) + (1− θ¯0)∇ρ2(x¯0) with possibly different θ¯0.
Observe that by construction the ray emitted from X¯ = (x¯0,
√
1− |x¯0|2) after refraction from O1,O2 and Oθ0 hits the point
Z1, Z2 and Zθ0 , respectively. Then repeating the argument above with 0 replaced by x¯0 and θ0 by θ¯0 (but keeping ρθ0 fixed),
we can see that (6.10) is satisfied in Bδ(x¯0) implying that Λ1,θ0 is tangent with Λ1,2 at x¯0 and lies in U
+, see Figure 2. Thus
ρθ0 is a global supporting ovaloid. 
Now the proof of C2,α regularity follows as it was explained in Introduction before the statement of Theorem 4.
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