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Abstract
In this paper, we de.ne cellular automata on a grid of the hyperbolic plane that is based on
the tessellation obtained from the regular pentagon with right angles. Owing to the properties
of that grid, we show that 3-SAT can be solved in polynomial time in that peculiar setting;
then we extend that result for any NP problem. On this ground, several directions are indicated.
c© 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
In the .rst section, we recall the necessary prerequisites of hyperbolic geometry
that are needed for a better understanding of the paper. Thereby, the paper is made
self-contained. Of course, the reader, eager to see other properties of the hyperbolic
plane, is vividly encouraged to do so and, to that goal, the indicated literature points to
several references for getting more information on the subject, namely, [9, 7, 6, 11, 4].
In the second section, we concentrate on the pentagrid that we de.ne there and the
properties that are needed to obtain the following main result:
Theorem 1. NP problems can be solved in polynomial-time in the space of cellular
automata in the hyperbolic plane.
∗ Corresponding author.
E-mail addresses:margens@iut.univ-metz.fr(M. Margenstern),morita@ke.sys.hiroshima-u.ac.jp(K. Morita).
0304-3975/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(99)00328 -X
100 M. Margenstern, K. Morita / Theoretical Computer Science 259 (2001) 99–128
In Section 3, we prove the result by constructing a cellular automaton based on
our pentagrid which is able to solve the 3-SAT problem in polynomial-time, even in
quadratic time, and then give a polynomial time general scheme for the reduction to
any NP-problem of 3-SAT in the framework of cellular automata in our pentagrid. In
Section 4, we develop various considerations for the continuation of the studies here
initiated.
1. The hyperbolic plane
It is not the .rst time that the hyperbolic plane appears in theoretical computer
science, see for instance [12], but it seems to be the .rst time that the possibilities it
contains are explicitly indicated.
Indeed, the hyperbolic plane has properties which are very diDerent from those of
the euclidean plane. The usual euclidean intuition can be sometimes useful but it is
most often misleading in the hyperbolic plane which appears to be much richer than
the euclidean one on many grounds. The misleading of the euclidean intuition in the
hyperbolic space seems to have discouraged people to deal with that space.
We recall that hyperbolic geometry arose in the .rst half of the XIXth century from
attempts to prove Euclid’s parallel axiom on the basis of the other axioms of euclidean
geometry.
Lobachevsky – the .rst to be published –, then Boliay, discovered, each in their own
way, that a new geometry could be derived from one of the possible contradictions of
Euclid’s axiom, without apparently leading to a logical contradiction. In the last quarter
of the XIXth century, several models of lobachevskian geometry in the euclidean space
were found: that fact proved that the new geometry, later called hyperbolic, does not
contain any contradiction if the euclidean one is consistent. The already indicated
references contain a historical account of these discoveries as well as descriptions of
various models.
One of these models, devised by Henri PoincarHe, takes place in the open unit disk.
In our sequel, we shall consider that model without further reference.
1.1. Lines of the hyperbolic plane and angles
In PoincarHe’s disk model, the hyperbolic plane is the set of points lying in the open
unit disk of the euclidean plane. The lines of the hyperbolic plane in PoincarHe’s disk
model are either diametral segments (open segments as the points lying on the unit
circle do not belong to the hyperbolic plane) or circles, orthogonal to the unit circle.
By circle we mean the arc of such circles which are de.ned by the intersection with
the open unit disk. We say that the considered circle supports the hyperbolic line,
h-line for short, and sometimes simply line when there is no ambiguity.
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Consider the points of the unit circle as points at in;nity for the hyperbolic plane:
it is easy to see that an h-line de.nes two points at in.nity by the intersection of its
euclidean support with the unit circle. They are called points at in.nity of the h-line.
The following easily proved properties will often be used: any h-line has exactly two
points at in.nity; two points at in.nity de.ne a unique h-line passing through them; a
point at in.nity and a point in the hyperbolic plane uniquely de.ne an h-line.
The angles between h-lines are de.ned as the euclidean angle between the tangents
to the arcs which are taken as the support of the corresponding h-lines. This is one
reason for choosing that model: hyperbolic angles between h-lines are, in a natural
way, the euclidean angle between the corresponding supports. In particular, orthogonal
circles support perpendicular h-lines.
In the hyperbolic plane, given a line, say ‘, and a point A not lying on ‘, there
are in.nitely many lines passing through A which do not intersect ‘. In the euclidean
plane, two lines are parallel if and only if they do not intersect. If the points at in.nity
are added to the euclidean plane, parallel lines are characterized as the lines passing
through the same point at in.nity. Hence, as for lines, to have a common point at
in.nity and not to intersect is the same property in the euclidean plane. This is not the
case in the hyperbolic plane, where two lines may not intersect and have no common
point at in.nity. We shall distinguish those two cases by calling parallel, h-lines that
share a common point at in.nity, and non-secant, h-lines which have no common
point at all neither in the hyperbolic plane nor at in.nity. So, considering the situation
illustrated in Fig. 1, there are exactly two h-lines parallel to a given h-line that pass
through a point not lying on the latter line and in.nitely many ones that pass through
the point but are non-secant with the given h-line. This is easily checked in PoincarHe’s
disk model, see Fig. 1. Some authors call hyperparallel or ultraparallel lines that we
call non-secant.
Another aspect of the parallel axiom lies in the sum of interior angles at the vertices
of a polygon. In the euclidean plane, the sum of angles of any triangle is exactly .
In the hyperbolic plane, this is no more true: the sum of the angles of a triangle is
always less than . The diDerence with  is, by de.nition, the area of the triangle in
the hyperbolic plane. Indeed, one can see that the diDerence of the sum of the angles
of a triangle with  has the additive property of a measure on the set of all triangles.
As a consequence, there is no rectangle in the hyperbolic plane. Consequently, two
non-secant lines, say ‘ and m, have, at most, one common perpendicular. It can be
proved that this is the case: two non-secant lines of the hyperbolic plane have exactly
one common perpendicular.
As that result plays an important part in the proof of the existence of the grid which
we shall later de.ne in the hyperbolic plane, we give a sketchy proof of that fact here.
The proof is given in the frame of PoincarHe’s model, although there are proofs purely
belonging to hyperbolic geometry, see for instance [9]. The notion of pencils of h-lines
is very important in hyperbolic geometry. Such a pencil is a family of h-lines that
depend on one parameter. There are three kinds of them, in the hyperbolic plane: the
set of lines that pass through the same point of the hyperbolic plane, the set of lines
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Fig. 1. Lines p and q are parallel to line ‘, with points at in.nity P and Q. h-line m is non-secant with ‘.
that pass through the same point at in.nity – they are indeed parallel – and the set of
lines orthogonal to a given line then called basis of the pencil.
That latter family is characterized by the set of the centers of the euclidean supports
of the lines which belong to the pencil. It is the set of centers of circles orthogonal
to two given circles, which are here the unit circle and the support of the h-line that
de.nes the basis of the pencil. In our case, these circles intersect and the searched set
is the euclidean line that passes through the two common points of these circles, except
the open segment inside both the circles. In elementary geometry, this is called the
radical axis of the two circles. If two h-lines, say ‘ and m do not intersect, the radical
axes they de.ne with the unit circle do intersect in a point P, possibly at in.nity. If
P is at .nite distance, the tangents from P to the unit circle touch it in R and S. The
intersection with the unit open disk of the circle centered in P that passes through R
and S gives us the needed common perpendicular. If P is at in.nity, the circles are
symmetric to the diameter of the unit circle which passes through P, say , and the
just given construction gives the diameter, which is perpendicular to , as the common
perpendicular of ‘ and m.
It can be added that parallel h-lines have no common perpendicular.
Consider two parallel h-lines, and let P be their common point at in.nity. The
above construction would give P as the center of the circle supporting the common
perpendicular. But no circle with center P is orthogonal to the unit circle, except the
circle with zero as a radius.
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Consider the following problem of euclidean geometry:
Let ; ;  be positive real numbers such that +  + = 
and let two lines ‘; m intersecting in A with angle
(P)  be given. How many triangles ABC can be constructed with B∈ ‘;
C ∈m and BC making angle  in B with ‘?
The answer is clear: in.nitely many. This property of the euclidean plane de.nes
the notion of similarity.
Another consequence of the non-validity of Euclid’s axiom on parallels in the hy-
perbolic plane is that there is no notion of similarity in that plane: if ; ;  are positive
real numbers such that ++ ¡; ‘ and m are h-lines intersecting in A with angle
; there are exactly two triangles ABC such that B∈ ‘; C ∈m and BC makes angle
 in B with ‘ and angle  in C with m. Each of these triangles is determined by the
side of ‘ with respect to A in which B is placed.
1.2. Re>ections with respect to an h-line
Any h-line, say ‘, de.nes a re>ection denoted by ‘ through that line. Let  be the
center of the euclidean support of ‘, R its radius. Two points M and M ′ are symmetric
with respect to ‘ if and only if , M and M ′ belong to the same euclidean line and
if M:M ′=R2. Moreover, M and M ′ do not lie in the same connected component
of the complement of ‘ in the unit disk. We also say that M ′ is obtained from M by
the reLection through ‘. It is clear that M is obtained from M ′ by the same reLection.
All the transformations of the hyperbolic plane that we shall later consider are re-
Lections or constructed by reLections.
By de.nition, an isometry of the hyperbolic plane is a .nite product of reLections.
Two segments AB and CD are called equal if and only if there is an isometry trans-
forming AB into CD.
It is proved that .nite products of reLections can be characterized as either a single
reLection or the product of two reLections or the product of three reLections. In our
sequel, we will mainly be interested by single reLections or products of two reLections
(the reader interested in the properties of a product of three reLections is referred to
the literature).
At this point, we can compare re>ections through a line in the hyperbolic plane
with symmetries with respect to a line in the euclidean plane. Indeed, these respective
transformations share many properties on the objects on which they respectively oper-
ate. However, there is a very deep diDerence between the isometries of the euclidean
plane and those of the hyperbolic plane: while in the .rst case, the group of isometries
is solvable, in the second case, it is simple.
The product of two reLections with respect to lines ‘ and m is a way to focus on
that diDerence. In the euclidean case, according to whether ‘ and m do intersect or
are parallel, the product of the two corresponding symmetries is a rotation around the
point of intersection of ‘ and m, or a shift in the direction perpendicular to both ‘
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and m. In the hyperbolic case, if h-lines ‘ and m intersect at a point A, the product of
the corresponding reLections is again called a rotation around A as far as the obtained
transformation can be considered as what is intuitively called a rotation. But, if ‘ and
m do not intersect, there are two cases: either ‘ and m intersect at in.nity, or they
do not intersect at all. This gives rise to diDerent cases of shifts. The .rst one, called
shift, is a kind of degenerated rotation, as in the euclidean case, and the second one
is called hyperbolic shift or displacement along the common perpendicular to ‘ and
m. Such a displacement can be characterized by the image P′ of any point P on the
common perpendicular, say n. We shall speak of the displacement along n transforming
P into P′ and sometimes simply of hyperbolic shift or displacement when the explicit
indication of the line along which the displacement is performed is not needed.
It can be proved that for any couple of two h-lines ‘ and m, there is an h-line n such
that ‘ and m are exchanged in the reLection through n. In the case when ‘ and m are
non-secant, n is the perpendicular bisector of the segment that joins the intersections
of ‘ and m with their common perpendicular. The construction of h-line n is the same
in all cases: let L1; L2 be the points at in.nity of ‘ and M1; M2 those of m. We can
always label the points in such a way that the euclidean lines L1M1 and L2M2 intersect
in , outside the closed unit disk, possibly at in.nity. In the case that L1 =M1, the
euclidean line L1M1 is the tangent at L1 to the unit circle. From , the tangents to the
unit circle de.ne two points at in.nity through which a single h-line passes which is
namely h-line n. Indeed, it is not diMcult to check that L1 and L2 are the images of,
respectively, M1 and M2 under the reLection de.ned by n constructed as just indicated.
It immediately ensues that ‘ is the image of m under the reLection through n.
2. The pentagrid
2.1. De;nition and existence of the pentagrid
Our pentagrid is obtained by tessellation. This operation .rst consists in taking a
convex polygon P. Let S(P) be the set of the h-lines that support its sides. If E is
a set of polygons, one extends S to E by setting that S(E)=
⋃
P∈E S(P). Given K
a set of h-lines and E a set of polygons, we de.ne that K(E)=
⋃
k∈K; Q∈E k(Q).
Setting T0 = {P}, we inductively de.ne Tk+1 by Tk+1 = S(Tk )(Tk). Finally, we de.ne
T∗= ⋃∞k=0Tk to be the tessellation generated by P. We say that the tessellation is a
tiling one if and only if the following conditions hold:
– any point of the hyperbolic plane belongs to at least one polygon in T∗;
– the interiors of the elements of T∗ are pairwise disjoint.
In the so-de.ned tiling of the hyperbolic plane, all tiles are equal to the generating
polygon.
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Fig. 2. The four roots of the pentagrid.
generates a unique tiling tessellation. There are elementary proofs of the result in [2, 8].
The theorem immediately shows that a tiling tessellation is generated by the regular
pentagon with right angles which is generated by the triangle with the following angles:
=5; =4; =2. One can easily check that this pentagon, if it exists, can be split into 10
such triangles. Conversely, as the angle condition is satis.ed, the regular pentagon with
right angles can be built up from the considered triangles. This also shows that the
regular pentagon with right angles exists and is unique, up to isometries. The so-de.ned
tiling tessellation will from now on be called pentagrid.
2.2. The Fibonacci tree
We give here the material for an independent proof of the existence of the pentagrid.
Consider Fig. 2 where four regular pentagons with right angles have a common
vertex A and, pair-wise, a common side ending with A. It is plain that, by the reLections
through x- and y-axis, and by starting from P0, we obtain the three other pentagons.
And so, the tessellation exists if and only if it exists for a quarter of the hyperbolic
plane.
Let us now restrict ourselves to such a quarter, say the south-western one, for in-
stance, and denote it by Q. Fig. 3 shows how the pentagrid looks for a quarter of the
hyperbolic plane.
Consider again P0 in Q − call it the leading pentagon of Q – and number its sides
clockwise by 1, 2, 3, 4 and 5 as indicated in Fig. 4. By the existence of a common
perpendicular between two edges of the pentagon which are separated by a single edge,
we see hat h-lines 2 and 3 do not intersect 5, which means that one component in
the unit disk, that is delimited by the complement of 3, is included in Q, namely, the
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Fig. 3. The pentagrid in the south-western quarter.
Fig. 4. Splitting the quarter into four parts.
component which does not intersect P0. The complement of P0 in the quarter can be
split into three regions as follows. The support of 2 delimits two connected components
in the quarter. Take as R1 the closure of the component which does not intersect P0.
What remains in Q\R1 is in the same way separated by 3 and, similarly, call R2 the
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region delimited by 3 whose interior does not intersect P0. De.ne R3 in the same way
with respect to 4, R1 and R2 being deleted from Q, see Fig. 4.
One can easily notice that R1 and R2 are the images of Q by, respectively, the
displacement along 1 that transforms 5 into 2 and the displacement along 4 that trans-
forms 5 into 3. In order to see these transformations most conveniently, take note of
the fact that 1 is the common perpendicular of 5 and 2, and that 4 is the common
perpendicular of 5 and 3. This is an immediate onsequence of the fact that P0 has the
right angle as an interior angle for all its vertices. This de.nes the initial part of a
tree: P0 is associated to the root of the tree, and let us consider that the root has three
sons, ordered from left to right and, respectively, associated to R3, R2 and R1. We can
denote it as indicated by Fig. 6. We shall say that the root is a 3-node because it has
three sons.
Now, observe that regions R1 and R2 are isometric to Q by the displacements de-
scribed above. This means that the same splitting can be done for these regions, which
means that sons can be de.ned for the corresponding nodes in the same way as it was
performed for the root. We shall also say that the nodes associated to R1 and R2 are
also associated to their leading pentagons which are the images of P0 by the considered
displacements.
Now, let us see the status of region R3. It is plain that R3 is not isometric to Q. But
let us consider P1 the reLection of P0 through 4 with sides which are now numbered
anticlockwise, so that the same number is given to the edges supported by the same
h-line. In order to avoid possible confusion, we put the name of the considered pentagon
as an index, if needed. De.ne P1 as the leading pentagon of R3. We notice that 2P1
delimits the image of Q by the displacement along 1P1 that transforms 5 into 2P1 . Let
S1 be the considered region. Now 1P1 delimits S2 which is the closure of R3\(S2 ∪P1).
And so, we can associate two sons to the node associated to R3: the left one to S2 and
the right one to S1. Each thus de.ned node is also associated to the leading pentagon of
the corresponding region. We say that the node associated to R3 is a 2-node. Note the
fact that S2 ∪P1 is obtained from R3 ∪P0 by the displacement along 5P0 that transforms
1P0 into 4P0 ; see Fig. 5.
One can clearly see how we may proceed now. De.ne the following two rules:
– a 3-node has three sons: on the left a 2-node and, in the middle and on the right,
in both cases, 3-nodes;
– a 2-node has 2 sons: the left one is again a 2-node and the right one a 3-node.
Those two rules, combined with the axiom which tells that the root is a 3-node, uniquely
de.ne a tree which we call Fibonacci tree (see Fig. 6).
One can easily prove, by induction on n, that if fn is the nth term of the Fibonacci
sequence, then f2n+1 is the number of nodes of the tree of depth n.
In order to set up a bijection with the considered tiling of Q, one may simply label
the edges of the tree, which is considered as a non-directed graph, in the following
way: the label, leading from a node to one of its sons, is the number in {1; 2; 3; 4; 5}
of the reLection that transforms its associated pentagon into the pentagon associated to
the considered son.
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Fig. 5. Splitting region R3 into three parts.
Fig. 6. Two rules for the Fibonacci tree.
Fig. 7. The Fibonacci tree with the numbering of its connections.
From the numbering of the .rst three rows in Fig. 7, we can see the following two
properties, which are easily obtained by induction:
– odd rows start with 4 and are decreasing;
– even rows start with 1 and are increasing.
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Fig. 8. The tessellation in the south-western quarter. Numbering convention: solid lines: thick: 1, thin: 2;
dotted lines: thick: 3, thin: 4, points: 5.
Call missing numbers the numbers which are indicated over dotted edges in Fig. 7.
These arcs designate a reLection that directly transforms the pentagon associated to the
above node into the pentagon associated to the below node, but that corresponds to an
arc which does not belong to the tree. We can also easily see that if we mix the num-
bering of a row with the missing numbers as indicated above and at the corresponding
place, we obtain a regular sequence of numbers: a beginning of (43215)+∞ for odd
rows and a beginning of (12345)+∞ for even rows.
Finally, notice that for all nodes, except those belonging to the rightmost and leftmost
branches of the tree, root included, there are .ve edges that connect this node to others,
taking into account the parental edge and one or two possible dotted edges, associated
to missing numbers. Notice that for each node, the considered .ve edges are labelled
from 1 up to 5 with, alternatively, clockwise and anticlockwise numberings. We shall
call connection all the edges considered in the tree, dotted ones included.
Notice that the above numbering allows to give a diDerent image of the tessellation,
taking into account the number of each h-line that constitutes it, as shown in Fig. 8.
2.3. The representation proof for the Fibonacci tree
We can now turn onto the proof that our Fibonacci tree is in bijection with the tiling
tessellation of Q we introduced. In Section 2.2 we associated a region to each node of
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Fig. 9. Splitting the quarter into four parts.
the Fibonacci tree. The needed bijection consists in attaching to each node the leading
pentagon of the region to which it is associated. Let us prove that this indeed is a
bijection.
For that purpose, let us go back to Fig. 4. We shall now de.ne another splitting of
Q, see Fig. 9, which will also be transported to sub-regions by successive displacements
along edges of the considered pentagons.
Notice that in Fig. 4, two regions play an analogous part as long as they are images
of Q by a displacement along a side of pentagon P0. Let B be the leftmost branch of
the Fibonacci tree and denote its nodes by bi, i∈N. Starting from b1, each node of
the branch is a 2-node. One can easily see what are the regions associated to those
2-nodes. By construction, the region associated to bn splits into three parts: its leading
pentagon, a region isometric to Q and another one, namely bn+1, isometric to bn. Let
Qn be the region isometric to Q de.ned by bn, n¿0. This allows us to consider in Q
region R4 de.ned by R4 =
⋃
n¿1 Qn. Then let R5 be the closure of the complement, in
Q, of R1 ∪R2 ∪R4, see Fig. 9, where R4 is the entire dark area. One can easily notice
that R5 is the union of all pentagons in Q having an edge supported by 5P0 .
We consider now that splitting of each region associated to a 3-node in the Fibonacci
tree of Q, which is obtained by the image of the splitting, that we just de.ned for Q,
by the displacement transforming Q into the considered region. We claim:
Lemma 1. For any point M of Q; there is a 3-node n in the Fibonacci tree of Q such
that M belongs to the region R5 in the splitting of the region associated to n.
This lemma will be proved by the help of the following properties:
Lemma 2. Let Pn be the leading polygon associated to bn. Then dist(Pn; A) converges
to 1 as n tends to +∞.
M. Margenstern, K. Morita / Theoretical Computer Science 259 (2001) 99–128 111
Lemma 3. The diameter of any region associated to a node of depth n in the penta-
grid tends to 0 as n tends to in;nity.
Proof of Lemma 1. If M ∈R5, with R5 directly attached to Q, we are done. And so,
we may assume that this is not the case.
Assume now that starting from the root of the Fibonacci tree, M always belongs to
a region attached to a 3-node in the splitting process that we de.ned. One can notice
that the regions attached to a node of depth n are at a distance from A which is greater
than the distance of the pentagon associated to bn and A. The reason is that reLections
from outside into inside through a euclidean circle decreases euclidean lengths. One
can also notice that the diameter of these regions tends to 0. As the distance from bn
to A tends to 1 and as the diameter of regions R1 and R2 in a 3-node tends to 0 when
the depth of the node tends to in.nity, M cannot belong to Q. And so, at some point
in the considered splitting, M falls into the region attached to a 2-node, that is to say,
a region R5 for the 3-node which is the father of that 2-node.
Consider now the proof of Lemma 2.
It is clear that Pn+1 is obtained from Pn by a reLection through an edge of Pn
which is orthogonal to the support of 5P0 , say ‘. Let A0 =A and A1 be the other
vertex of P0 lying on ‘. We inductively de.ne points An and h-lines mn as follows:
mn is the perpendicular to ‘ raised from An; A2n+2 is the reLection of A2n through
m2n+1 and A2n+1 is the reLection of A2n−1 through m2n. Let n be the abscissa of An,
taken positively for the sake of simplicity. Let = 1. If U and V are points of ‘ of
respective abscissas u and v and if they are symmetric with respect to the h-line of
equation (X − !)2 + Y 2 =!2 − 1, an easy computation shows that
v=
1− !:u
!− u ; u=
1− !:v
!− v :
On the other hand, if the h-line passes through A1, this gives the equality !=
(1 + 2)=2. Applying these computations to n’s, we obtain that
n+2 =
1− n!n+1




We have now: 1−n+2 =1− (1−n!n+1)=(!n+1−n). Replacing !n+1 by its value
in that expression, we get
1− n+2 = (1 + n)(1− n+1)
2
1 + 2n+1 − 2nn+1
: (∗)
As x 	→ (1+x)=(1+k 2−2kx) always increases, if we replace n by n+1 in (∗) under
the assumption that n¡n+1, we obtain that 1− n+2¡1− n+1 and that n+1¡n+2,
which establishes that n¡n+1 for all n as this is trivially the case for n=0. Notice
also that !n¿1 and so, as we have 1− n!n+1− (!n+1− n)= (1+ n)(1−!n+1)¡0,
we obtain n¡1.
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Coming back to (∗), notice that the denominator is a quadratic expression in n+1
which increases if n+1 increases, as long as n+1¿n. And so, an easy computation
gives
1− n+2¡1− n+11− n (1− n+1):
This also provides (1 − n+2)=(1 − n+1)¡(1 − n+1)=(1 − n) which, by induction,
yields (1− n+1)=(1− n)¡1− 1. And so we may conclude that
1− n+2¡(1− 1)n+1(1− 1):
Consequently, n tends to 1 as n tends to in.nity.
Lemma 3 is an immediate corollary of the following statement:
Lemma 4. Let ‘ be an h-line. Let S be the nearest point of ‘ from A in euclidean
distance. Then
max{MN ; M;N ∈L−}621− AS
2
1 + AS 2
;
where L− denotes the points in the unit disk of the bounded connected component
which is delimited by ‘ and which does not contain A.
Proof of Lemma 4. If the points at in.nity of ‘ are P and Q, one can easily see
that PQ= max{MN ; M;N ∈L−}. If 2* is the angle from which PQ is seen from
A in the euclidean plane, then PQ=2 sin *. An easy computation shows that sin *=
(1− AS 2)=(1 + AS 2).
It is now possible to prove that the Fibonacci tree is in bijection with the tiling
tessellation of Q that we considered.
First, the tessellation covers all Q. If M is a point in Q, it belongs to the region 5
of some 3-node. Let + denote that region 5. Then + is a union of a sequence of
pentagons ,n for which one edge is always supported by the same h-line, say ‘.
Pentagon ,0 is the leading pentagon of + and all the other ones are obtained in the
following way. Pentagon ,n has two vertices on ‘, say Gn and Gn+1 which are also ends
of the two edges of ,n which are perpendicular to ‘, say mn and mn+1, respectively.
De.ne G0 as the vertex of ,0 on ‘ which is an extremal point of +, considered as
an h-convex region of Q. Then the reLection of ,0 through m1 gives ,1 with G1 as a
common vertex of ,0 and ,1 on ‘. By induction on n, one can easily establish that
Gn+1 is the common vertex of ,n+1 and ,n on ‘ and that ,n+1 is the reLection of
,n through mn+1, and that Gn+1 is the image of Gn−1 by the reLection through mn.
Remember now that reLections diminish euclidean distances inside the .nite component
they de.ne, compared to distances in the in.nite component. As a consequence, the
euclidean distance from ,n to A is greater than the euclidean distance from Pn to A.
Now, + is the union of ,n’s and it contains M . If M did not belong to any ,n, then,
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Fig. 10. Connecting the four Fibonacci trees.
as dist(,n; A) tends to 1 when n tends to in.nity and as the diameter of the regions
with leading pentagon ,n tends to 0 when n tends to in.nity, which is an immediate
application of Lemma 3, M would lie on the unit circle. This is impossible, and so,
M belongs to some ,n.
The uniqueness is clear for P0 associated to the root. The further splitting brings
three new pentagons whose interiors are pairwise disjoint. It can be checked that the
uniqueness property is kept untouched by the splitting process. Indeed, the appended
pentagons are the leading pentagons of regions which are disjoint from the pentagons
obtained in the previous steps.
Consequently, the set of pentagons associated to the Fibonacci tree is a tiling
of Q.
2.4. Representation of the hyperbolic plane
Four Fibonacci trees will clearly make it possible to represent precisely the whole
hyperbolic plane. It is worth indicating how to ‘glue’ those trees to one another.
For that purpose, notice that the nodes of the rightmost and the leftmost branches
of a Fibonacci tree do not have .ve connections. This comes from the fact that the
restriction to a quarter makes it necessary to rule out one reLection for each node of
those extremal branches because the corresponding reLection yields an image which
belongs no more to the same quarter. Indeed, the missing connection allows to go
from a node of a considered Fibonacci tree to a node of another Fibonacci tree, and
the depth of the latter node is increased by one step. The connection is illustrated by
Fig. 10.
In particular, the extremal nodes of depth n which belong to neighboring trees
are connected by a dotted edge which corresponds to the continuation of the regular
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sequence of numbers seen before but with the following property: as one turns from
one tree to another, if the numbering was decreasing, it is now increasing and if it was
increasing, it is now decreasing. As illustrated in Fig. 10: for two Fibonacci trees, one
of which was considered and the other which is not connected to it, the .rst row has
the same decreasing numbering: 4, 3, 2; while for both other trees, the .rst row has
the same increasing numbering: 2, 3, 4.
3. Solving 3-SAT in the pentagrid
It is well known that if we have binary trees at our disposal “for free”, it is possible
to solve NP-problems in polynomial time, see [14, 5]. However, it is not immediate
to implement binary tree algorithms in the pentagrid, and the goal of this section is to
indicate how one can proceed.
The tools that we developed in the previous section, enable us to prove the main
theorem which is a corollary of the following result, as we shall check it in Section 3.3:
Theorem 2. The problem 3-SAT can be solved in quadratic time by a cellular au-
tomaton on the pentagrid.
We shall split the proof into two steps: .rst, using the Fibonacci tree, we show
how to delimit a working space of size 2n starting from a unary representation of n
in O(n) time. We call as marking algorithm the algorithm that we shall describe and
that performs that task. Then we show how to adapt the marking algorithm into an
algorithm which computes a solution of 3-SAT in quadratic time under the assumption
that data are given with numbers written in unary representation. Then, by standard
methods, we go from a con.guration that uses the binary representation of numbers into
a con.guration that uses the unary representation in polynomial time in the size of the
initial representation. It will .nally be possible to solve 3-SAT in time O(k 2), assuming
that k is the size of the data where numbers are written in the binary representation.
3.1. Marking an exponential working area in polynomial time
Intuitively, we presently know that, in a Fibonacci tree, the number of nodes which
are on the same depth is an exponential function of that depth. One can easily notice
that, starting from the root of the Fibonacci tree which is a 3-node, the sub-tree that is
obtained by considering 3-nodes only, is a binary tree, see Fig. 11. That tree contains
the area delimited by the marking algorithm.
First, before proving any lemma, we have to indicate how we represent positive
numbers on the pentagrid, using the unary representation. We do that in a simple way,
taking the .rst n cells from c0 up to cn−1 of the rightmost branch in the Fibonacci tree
which is associated to the south-eastern quarter, c0 being the leading pentagon of that
quarter. Notice that all the pentagons, that support the considered cells, lie along h-line
5. We call as central cell the cell attached to the leading pentagon of the south-western
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Fig. 11. Displaying the initial con.guration for the 3-SAT problem: By their positions on the left-hand side
of the Fibonacci tree, dark nodes indicate the index of the encoded variable. Here, we did not represent the
diDerence of encoding between positive and negative literals.
quarter, as long as the computation always uses that cell. We choose that con.guration
as it helps to prove the other results and we call that representation the initial form.
Lemma 5. Consider n given in initial form. Then it is possible to mark a complete
binary tree of depth n in 3n− 1 steps of computation; for n¿0.
Proof. The idea is the following. If a number, at least 1, is present on its left side, the
central cell sends to it a signal proceed. The signal then puts the cells which constitutes
the number into motion. Call level of the tree the set of nodes at the same depth. The
tree is constructed level by level. Whenever a unit that constitutes the number arrives
on the central cell, it then goes down along all the branches of the current tree until it
reaches the current leaves. Those leaves are then transformed into ordinary nodes that
send a signal to their sons, so that they become leaves.
Consider the following table of transitions, given on the left-hand side:
– ◦ → S ◦ → • ◦ ◦ ◦ ◦ –
◦ ◦ → S S ◦ ◦ → S S ◦ ◦ ◦ –
◦ ◦ ◦ → ◦ – / → • S ◦ ◦ –
◦ ◦ – → ◦ – • → – • S ◦ –
◦ – – → – • S → – • – • – –
• S ◦ → • – • → • – • – – –
– • S → – S ◦ – → – • – – – –
• – → – • – • → • – – – – –
– • – → – • – – → –
– – – → –
where – is a quiescent state, / indicates any state, and the right-hand part above
illustrates the application of the rules on an example.
One can check that, as it uses the above transitions, the last unit which constitutes
the number reaches the central cell at time 2n− 1 and it must perform n− 1 steps to
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reach level n− 1 which is not yet completed when the considered unit arrives on the
central cell. The nth step within the tree consists in creating the nth level.
We must now check that the construction of the tree is possible without exceeding
the time indicated above.
At the time when a unit reaches the central cell, say t, assume that there are already
k levels, the last one being the leaf level. The preceding units are going down the tree
and they give the same signal in every node of the level on which they stand. And so,
assume that there are also signals at levels 2, 4, and so on until level k or level k− 1,
depending on the parity of k. Call h the latest level. At the time t + 1, the signals in
the tree are at levels 1; 3; : : : ; h+1. If h was the leaf level, there is now one more level
and the leaf level is at level h+ 1. If h is not the leaf level, then h+ 1 is that level.
Consider now what happens at the time t + 2: a new unit possibly reaches the central
cell and signals are now at levels 2; : : : ; h + 2. In all cases, the tree has exactly one
more level. Our claim on the time complexity of the considered process ensues by a
simple induction argument. If 3n−1 steps are needed for n, assuming that the nth unit
reaches the central cell at time 2n−1, then the (n+1)th unit reaches the central cell at
time 2n+1. And so, the level n of the tree is reached at time 3n+1 by the (n+1)th
signal. Accordingly, the (n+ 1)th level is completed at time 3n+ 2=3(n+ 1)− 1.
In order to complete our proof, we must indicate how to implement the marking
algorithm as a cellular automaton on the pentagrid.
We label all the pentagons of the pentagrid, using 1, 2, 3, 4 and 5 as already
indicated: adjacent pentagons have the same labelling for their common edges. We
consider that this labelling is known by the cellular automaton or, in other words, that
it is contained in its hardware. We also assume that the orientation of the labelling is
known to the cellular automaton. Remember that, by de.nition, the orientation of the
central cell is positive, and that going from a pentagon to an adjacent one, changes
the orientation into its opposite. Although that information can be computed from the
numbering and the orientation, we also assume that the type of the node that each cell
represents – 2-node or 3-node –, is also known to the cellular automaton.
Consider .rst the migration of the units that constitute n from their position until
they reach the central cell. We assumed that the considered cells are along an h-line
labelled by 5, and so the sides concerned by the propagation of the previous signals
•, ◦ and S are alternately 4 and 1. The translation can be done very simply as now
illustrated for rule S ◦ ◦ → S. The rule splits into two new ones:
◦ – – S – ◦ → S
S – – ◦ – ◦ → S
As only the cells seen through sides 1 or 4 are concerned, any neighboring cell seeing
S sees it through a side, say i, with i =∈{1; 4}.
Let us see now how to implement both the construction of the tree and the propa-
gation of signals in the constructed tree. Notice that if the signal arrives through i in
a cell which is a 3-node, then the 3-node sons of the cell that is reached, say ,, are
M. Margenstern, K. Morita / Theoretical Computer Science 259 (2001) 99–128 117
seen from , through i − 2 and i + 2, with the convention that 5 + 1= 1, 5 + 2= 2
and 5− 1= 4 and 5− 2= 3. During the propagation, it is suMcient that when a signal
reaches a node, the signal also indicates the number of its father node. The concerned
cells then understand that they must further convey the signal. One can easily check
that the condition of visiting only 3-nodes is preserved when the signal goes from a
level to the next one.
The previous propagation of levels can be simulated in terms of only levels by the
following transition table:
– – → – • → – → •
– • → • – • ◦ → – → ◦
• → ◦ • ◦ → ◦ ◦ – →
◦ – → ◦ • • → • ◦ • / → ◦
• – → – – → – – – →
• ◦ / → • ◦ – → ◦ – →
– → •
where / is any state. We can illustrate the application of those rules with the following
example, where the process can endlessly be continued. It can be easily stopped by
the arrival of the last unit of the input into the central cell. This can be marked by
a new state and the table above must accordingly be updated by appending the new
rules entailed by the new state.
– – – – – • ◦ – –
– – – – • ◦ • – –
• – – – – • ◦ – –
– – – – • ◦ • ◦ –
• ◦ – – – • ◦ • –
• – – – • ◦ • ◦ –
• ◦ – – –
The implementation of these rules is straightforward. Let us illustrate it on the ex-
ample of rules – – → and • ◦ • → •. The rules are transformed
as follows:
– – – – – i → i
•i – • j – – ◦i → •i – – • j – •i ◦i → •i
where the format is the following:
i − 2 i − 1 i i + 1 i + 2 old content → new content
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and where what is labelled as j indicates the content of the corresponding neighbor, i
being the father node. Notice that in the above rules, j must satisfy j−2=i or j+2= i.
From these indications, one can easily implement the other rules as well as those
which allow to unify this part of the computation with the preceding: this is the roˆle
of symbol which, above, indicates the central cell. To link the two phases of
the computation consists in indicating whether a unit is present or not. Consider for
instance, the rule – →. The corresponding rules on the pentagrid are:
– – – → •5
providing that we consider the cell seen from the central cell through 5 as the father
node of the central cell.
3.2. Solving 3-SAT in unary representation
Theorem 3. The problem 3-SAT can be solved in a quadratic time in the size of the
data when numbers are written in unary representation.
It is clear that Theorem 2 is a consequence of Theorem 3, as long as we prove that




Proof of Theorem 3. We .rst describe the representation of the data. Recall that
an instance of 3-SAT consists of a .nite set of variables x1; : : : ; xn, and of a .nite
conjunction of clauses, each one being a disjunction of the form yi ∨yj ∨yk where
y, called a literal, is either x or ¬x. We may assume that n is the exact number of
variables occurring in the conjunction. This means that each yi occurs at least once in
the conjunction. We may also assume that clauses are pairwise distinct and that s is
their exact number in that respect. Notice that it entails 3s¿n and
s68








We display the data in the following way:
– n is given in unary and in the initial form, along the rightmost branch of the Fi-
bonacci tree which is associated with the southeastern quarter of the hyperbolic
plane;
– let s be the number of clauses of the considered conjunction; we de.ne a bus that
consists of cells b1; : : : ; bs on the leftmost branch of the Fibonacci tree associated to
Q; the corresponding pentagons also lie along h-line 5;
– from each bi, we consider the rightmost branch of the subtree of root bi in the
Fibonacci tree of quarter Q; let the clause be yu ∨yv ∨yw, with u; v; w ∈ {1; : : : ; n},
u6v6w; we take the .rst w nodes of the branch de.ned above, as the representation
of the clause, the rightmost son of bi being the .rst unit representing w; we use
the same units to represent u and v, giving an appropriate state for the cells which
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stand at positions u, v and w in that representation; one can notice that the pentagons
supporting the w units lie along the same h-line;
Fig. 11 gives a schematic display of the representation, by making use of Fibonacci
trees.
The algorithm works according to three diDerent stages.
During the .rst stage, the binary-tree working area is marked, which requires 3n−1
steps. In the second stage, we proceed onto the progressive evaluation of the conjunc-
tion for all possible assignations. We deal with that point as follows. The conjunction,




yi ∨yj ∨yk ;
where F is a set of triples of natural numbers with range in {1::n}.
Notice that the number of all the assignations of truth values for x1; : : : ; xn is 2n.
We can represent them by the branches of a binary tree, leading from the roots down
to the leaves. The bifurcations of level i + 1 allow one to consider the value true or
false for the variable xi+1 in combination with all the possible values of the variables
x1; : : : ; xi.
Conjunction C can also be written as C =
∧s
i=1 4i, where 4i is the ith clause. Now
de.ne Ci =
∧i
k=1 4k , for i = 1; : : : ; s. The second stage of our computation is split
into s sub-stages. At the beginning of sub-stage i, Ci−1 is already evaluated, with
C0 = x∨¬x; during the sub-stage, we evaluate 4i, so we are able to evaluate Ci at the
end of the sub-stage. In the third step, after the evaluation of Cs, we collect the result
of all the assignations on the central cell which then gives the result.
Consider one of the sub-stages of the second stage, say the ith one.
The result of the evaluation of Ci−1 is contained in each leaf of the binary tree
delimited at the .rst stage, according to the marking algorithm. For our purpose, we
need a slight modi.cation of that algorithm: when the last unit constituting n creates
its own leaves, it puts in each leaf the value true to initialize the process we now
study. Moreover, when the central cell detects that the last unit of n has started its
spreading over the tree, as no unit arrives anyhow into the central cell, the cell sends
a signal proceed to the bus, making the .rst clause enter the tree.
A clause enters the tree in the same way as this was the case for n so as to delimit
the working area. The marking algorithm is again used in order to recognize the level
associated to the index of the .rst literal, then of the second one and, .nally, of the
third one. When the .rst index, say , reaches its level, in each sub-tree with a node
of that level as a root,  sends a signal of partial evaluation. Consider for instance
a node, say a, of level . Then, all the leaves belonging to the left-subtree of the
tree of root a progressively receive the evaluation (0,u; u) if y is x, the evaluation
(1,u; u) if y is ¬x. Correspondingly, the leaves belonging to the right-subtree will
receive the evaluation (1,u; u) if y is x and the evaluation (0,u; u) if y is ¬x. In
these partial evaluations (6; u; u), u indicates that the second and third indices are not
known yet and so, the corresponding value is undetermined. Of course, the second
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index, say , reaches its level with the previous partial evaluation in each node. The
signal sent by y determines the evaluation more precisely, by replacing the second
u by 0 or 1 in the left sub-trees determined by its level according to whether that
literal is the variable or its negation. Similarly, u is replaced by 1 or 0 in the right
sub-trees. When the third index reaches its level, it proceeds in the same way, sending
this time a full evaluation restricted to the variables x; x; x which take place in the
considered disjunction. When the evaluation reaches the .nal leaves of the tree, each
triplet (6; 6; 6) provides the value true or false and the corresponding value is anded
to the value of Ci−1 previously computed for the assignation that corresponds to that
leaf, providing the evaluation of Ci for that assignation.
The third step is easy: starting from the leaves, each node sends the .nal evaluation
to its father node. The father node makes the or of the evaluations given by its sons and
sends the result to its own father. This way, the central cell receives the or performed
on all the assignations.
We have now to estimate the time needed for that computation.
The .rst stage costs 3n−1 steps to delimit the tree. To send a signal to initialize the
leaves simply costs two more steps, as the central cell needs one time to realize that
no unit enters into it any longer. Things happen as if n + 1 were sent with a special
value for the (n+1)th unit. This makes the automaton a bit more complex but has no
more incidence on the time, like the one mentioned above. Consequently, time t1 for
the .rst stage is t1 = 3n+ 2.
Consider the time needed by a sub-stage in the second stage. We can assume that the
signal proceed was already received by the .rst unit of the encoding of the clause but
the unit has to wait until the last unit of the previous clause has entered the bus. It then
immediately enters the bus because the last unit conveys a special symbol indicating
that it is the third literal of a clause. So, the central cell can manage the process, since
it knows when a unit is the last one of a clause and when it is the .rst one of the
next clause.
It takes at most 2(i + 1 + n) − 1 steps for the last unit of the ith clause to reach
the central cell, according to the algorithm we already saw. The process of evaluation
has the same length as the delimitation of the tree: n steps. And so, an estimate of the




(2(i + 1 + n)− 1 + n)= 3sn+ s+ s(s+ 1):
One can easily see that the third stage may start just after the last unit of the last
clause has been dealt with: it is suMcient to put an additional unit in the encoding of the
last clause after the last unit which corresponds to that clause. So, as the computation
of the or on all assignations costs time n, the time t3 needed for the last stage is
t3 = n+ 2.
As a consequence, it is clear that the computation time is quadratic in the size k of
the data, as far as n6k.
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Notice that to implement the previous algorithm, several minor improvements can
be brought to the procedures, making it possible to spare both a bit of states for the
cellular automaton and a few steps in the computation. For instance, the evaluation of
a clause can have already been done when the .rst or the second literal yields the
value true. The same can be done for the and in the progressive evaluation of the
conjunction when a false disjunction is detected.
3.3. Solving 3-SAT in polynomial time
The proof of Theorem 2 seems to follow from Theorem 3 by any technique that
changes a binary representation into the corresponding unary one, as the number of
variables, say n, is contained in the size of the data, say k: each variable occurs at least
once and so, in natural encodings, we always have n6k. We also have s6k, where
s is the number of disjunctions. However, we have to check that usual algorithms can
be implemented in our setting.
This is not very diMcult but for the sake of completeness and in order to give
the reader a self-contained paper, we describe in outline a transformation of a binary
encoding of the data into the unary one which is given in the previous subsection, as
it can be performed on the pentagrid.
We display the binary representations of the indices involved in the considered tree
as follows, see Fig. 12, in the north-western quarter, using the Fibonacci tree attached to
that quarter. The rightmost branch of that tree is connected, as indicated in Section 2.4,
to the leftmost branch of the Fibonacci tree associated with Q. Let c0; : : : ; cs be the
.rst s pentagons with one edge on h-line 5 shared by the considered quarters. They
are represented by the rightmost branch of the Fibonacci tree associated to the upper
quarter, say, for short, the upper Fibonacci tree. Node ci has three sons and .ve
grandsons. Among those grandsons, exactly three are 3-nodes, call them 7, 7 and 7,
the considered clause being y ∨y ∨y. For each node 7j, the binary representation
of j is encoded on the leftmost branch, starting from 7j which contains only 2-nodes.
Let 61; : : : ; 6kj be the binary representation of j with 61 as the lowest bit. Then 61 is
put in the 2-node son of 7j, 6i+1 being in the 2-node son of the node containing 6i.
The 3-node sons of 7j are level 1 of a binary tree, with 7j as a root, which will be
used to compute the unary representation of j.
The computation is performed in the following way: nodes 7, 7 and 7 receive at
the same time the proceed signal that comes from node ci. Node 7j transmits the signal
to nodes 61; : : : ; 6kj exactly as in the algorithm we have seen in Section 3.1. The same
marking algorithm is used with the following modi.cation: each unit has the value 0
or 1 that it transmits to be .xed in each node at the level corresponding to its position
in the binary representation of j. When the last unit, 6kj , has completed its marking,
the unary representation of j is contained in the tree: it is the sum of all the nodes
containing the value 1. So, it is suMcient to indicate how those 1’s migrate to their
.nal place in Q where they assume the representation of the corresponding index for
clause 4i.
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Fig. 12. Displaying the initial con.guration for the binary 3-SAT problem: The given encoding corresponds
to the encoding of Fig. 11. For the sake of clarity, the representation of clauses is indicated only for the
.rst one x1 ∨ x2 ∨ x3. In the Fibonacci tree of the north-western quarter, we represented only used edges,
also for the sake of clarity.
Let us look more closely at that process: Starting from the level 0, i.e. the root,
the levels, one after another, pour the content of their nodes along, say, the rightmost
branch, until each unit that constitutes the content of that level reaches its .nal place
on the other side of the bus. Of course, we are not speaking of all the levels, but only
of those whose content is 1’s. Consider level i with 1’s in each of its nodes. Let ‘(i)
be the length of the path followed by the leftmost node, in order to reach the rightmost
node on the same level. Then, the unit has to cross over i nodes to reach 7j, then 3
nodes to reach the bus and then at most
∑
h¡i 2
h=2i nodes to cross over the already
placed units. In these conditions, the total cost for the variable with the highest index,
say tmax, is at most
∑
i6k(2i + 2‘(i) + 2
i).
We have to point now at the fact that ‘(i) is not 2i because the considered binary
tree is embedded in the Fibonacci tree. The length of level k in the Fibonacci tree is
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f2k+1 as we have already seen. Moreover, it is never possible to go from a node of
the considered level to the next one by a reLection belonging to the pentagrid. We
have to go from one node to, say, its right brother by .rst climbing back to the father
node and then going down to the right brother, using a dotted edge in case the right
brother is not a son of the father node, see Fig. 7 in Section 2.2, and so, the length
is twice f2k+1. Notice that fn¡A((1 +
√






One can easily show that 8¿((1 +
√
5)=2)4, and so, f2i+1¡A:2(3i)=2. We get that
‘(i)62A:2(3i)=2. Noticing that 2(3i)=262i
√




2k + 2i)= s(s+ 1) + 2k+2
√
2k + 2k+1. As the greatest possible index
is n and as 2k6n¡2k+1, we obtain that tmax64:n
√
n+ s(s+ 1).
One can easily notice that the total cost for one clause is at most 3tmax and that the
total cost of the translation into unary form for all the clauses is at most 2s+ tmax. And
so, taking also into account that a signal sent by the last clause to the central cell needs
2s steps to reach its goals, the time needed to transform the binary con.guration into
the unary one is at most 4s+ tmax. Accordingly, this time is less than the time needed
to compute the solution, when one starts from the unary con.guration. Theorem 2 is
now proved.
3.4. Solving any NP-problem in polynomial time
In order to complete the proof of our main result, we have to prove that we can go
in polynomial time from the representation of the problem to its translation to 3-SAT
within the frame of cellular automata in our pentagrid.
To that purpose, we start from the general theorem which states that, given an
NP-problem, say +, there is an algorithm which transforms any instance of + into an
instance of 3-SAT, say S, such that S has a solution if and only if + has a solution.
We may assume that this algorithm is given as a deterministic Turing machine, with
a single head and a single tape. Its .nal con.guration is an encoding of S that we
may assume to be of the following form:
−bin(ks) c bin(js) b bin(is) a : : : bin(k1) c bin(j1) b bin(i1) a 1n−
where bin(m) is the binary representation of number m with 0’s and 1’s, while a,
b and c are markers, n is the number of variables, and s is the number of clauses.
This encoding with markers is a solution though not the only one, but it does not
essentially diDer from other natural encodings of the same data. Moreover, providing
it is displayed in the pentagrid, one can easily transform it into the con.guration that
we described for the binary representation of an instance of the 3-SAT problem.
One can easily construct a one-dimensional cellular automaton which mimics the
behavior of the considered Turing machine as follows: in the space diagram of the
con.gurations that are reached by the cellular automaton, the con.guration reached at
time t + 1 is the encoding of the next Turing con.guration with respect to the Turing
con.guration, which is encoded by the cellular automaton con.guration at time t.
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What we see now is that the latter cellular automaton can be embedded in the
pentagrid and it will mimic the behaviour of the one-dimensional cellular automaton
also in polynomial time.
Indeed, let ‘ be the length of the initial Turing con.guration, which is encoded
symbol by symbol by the cellular automaton, say C. For technical reasons, the head of
the Turing machine with its current state is encoded as a cell of the cellular automaton,
inserted in between the cell which encodes the left neighbour of the square scanned
by the Turing machine and the cell which encodes the scanned square itself. Let ‘(t)
be the length of the Turing con.guration at time t.
We know that ‘(t)6P(‘) for some .xed polynomial P and for all t. Let k be a
level of the Fibonacci tree so that 2:P(‘) is less than the number of nodes of level k.
Remember that the rules introduced in Section 2 to de.ne Fibonacci trees allow to
de.ne a left to right order on the levels of those trees. At the initial time, the initial
con.guration of C is displayed on level k: from left to right on the level and starting
from its middle, each node mimics the corresponding cell of the initial con.guration
of C. The other nodes of the level mimic the quiescent state of C. One can easily
adapt the computation of C to the pentagrid, which will completely be performed on
the considered level of the Fibonacci tree. It is suMcient to guarantee that each cell
will know the state of its ‘neighbours’ in constant time. Looking at Fig. 7, it is easy to
see that this can be done in at most 3 steps, as follows: consider three nodes a, b and
c, on the same level and consecutive, in the sense of the left to right order de.ned on
the level. Consider node d‘ the leftmost son of b. Node d‘ sees both a and b through
its edges; in particular, it sees a through the dotted edge of the tree leading from a to
d‘. Consider now dr , the leftmost son of c. Node dr sees both b and c; in particular,
it sees b through the dotted edge leading from b to dr . Consider the current simulated
con.guration at time t. At time t+1, d‘ and dr know the content of, respectively, a
and b and of b and c. They are witnesses of the corresponding states. Of course, at
the same time, dr is also a witness of the contents of b in as much as it is the left
neighbor of c. So, at time t + 2, as d‘ and dr are seen from b, b can update its state
according to the states of a and c at time t. This means that there is a constant delay
of 2 steps in the simulation. The computation time is thus 2:P(‘) for the automaton on
the pentagrid to reach the simulated representation of the terminal Turing con.guration.
At this stage, we may assume that the head of the Turing machine scans the right-
most cell of the con.guration at halting time, thus giving the signal to the cellular
automaton to migrate the content of the level onto the central cell, so as to dispatch
the information represented above. By using the same kind of migration as we already
saw of nodes on the same level through one branch of the tree, the process can be
done in 2(k+P(‘))+3:m:s steps, where m is the size of the binary representation of n.
This completes the proof of Theorem 1.
Remark. At this point we see the importance of our assumption that the numbering
of the pentagons, their orientation and their type as nodes of Fibonacci trees are given
by the hardware of the cellular automaton. It can be noticed that the orientation and
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the type of each node could be established by the cellular automaton, providing that
the orientation and the type of the central cell is given. If k is the size of the data, k
steps are suMcient to dispatch the information over the initial area. So, our assumption
about the orientation and the type does not alter generality.
4. Further investigations
A concrete cellular automaton which solves the 3-SAT problem can be devised both
from the algorithms given in the previous section and the partial tables with their
translation for the pentagrid, also given in that section.
The power of the pentagrid makes us believe that a concrete cellular automaton can
be found with a relatively small number of states. What is depicted above, taking into
account certain speci.c features of the hyperbolic plane, makes it reasonable to think
that such an automaton would be constructed with less than one hundred states.
As our aim is mainly to stress on the complexity results, we do not further describe
such an automaton in this paper. This will be done in a forthcoming paper by members
of our laboratories.
What we would like to indicate here is some continuations of the matter dealt with
in this paper.
4.1. Other grids and other computational models
A .rst remark, in keeping with hyperbolic geometry, is that what we said about
the pentagrid can be repeated about other grids, namely about any grid based on the
regular n-polygon with right angles. Classical hyperbolic arguments, we have already
had a Lavor of it here, show that such a regular polygon is unique, up to isometries,
for each .xed n, with n¿5. But, in particular, our dissection of a quarter indicated
in Section 2 can be repeated almost word for word, using a similar in.nite tree with
bounded branching. This way, we obtain a theorem of the existence and uniqueness of
the tiling tessellation generated by the regular n-polygon with right angles, call it the
regular n-polygrid. The proof also constructs a tree which is associated to the covering
of the south-western quarter. The considered tree provides an eMcient tool to always
have a location while moving on the polygrid.
Indeed, here the tree has the following property, very parallel to the properties of
Fibonacci trees: there are two kinds of nodes, n − 2 nodes and n − 3 nodes. One
can check that n− 3 sides are supported by h-lines which do not intersect n, n being
the generalized notation used for the pentagon. This allows one to de.ne parts of Q,
isometric to Q itself. Side n− 1 de.nes a region, say S0 which is not isometric to Q.
Consider  the displacement along n transforming 1 into n−1 and, accordingly, P0 into
P1. Now, remove from S0, the n−4 regions isometric to Q which are now bordered by
n−4 sides of P1, namely, those which are distinct from n, n−1, n−2 and 1P1 (notice that
nP0 and nP1 are supported by the same h-line, and that it is also the case for n − 1P0
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and n − 1P1 and also for n − 2P0 and n − 2P1 ). We obtain a region which is the image
of S0 ∪P0 by . This allows us to de.ne the rules making it possible to construct the
tree. We leave the details of the rest of the proof to the reader.
It should be noticed that among all possible polygrids, the pentagrid is the best
suited to the 3-SAT problem: one can easily see that a higher number of edges would
seriously increase the cost of the translation of the binary con.guration into the unary
one.
Clearly, there is more to it than mere cellular automata implemented on the hyper-
bolic plane. The possibility of constructing regular grids for any number greater than 4
can be used to construct other models based on tessellations or graphs. As an example,
one can think of planar Turing machines or even tiling, already tackled by Robinson,
see [1] for decidability-=undecidability of tiling properties. Other examples are pebble
algorithms and also chip-.ring games on in.nite graphs. It is clear that Petri nets could
also be embedded in the hyperbolic plane, the representation of regular grids given in
the paper provides an Ariadne thread not to lose one-self in the numerous directions
of the hyperbolic plane which arise at each step.
4.2. Towards a new class of complexity
The above considerations lead us now to more general ones.
It seems to us that the main result of the paper draws our attention to the space
environment in which we consider complexity problems, and which was, up to now,
not taken into account.
Let us make it clearer. Consider the general de.nition of P and NP classes. Indeed,
these classes are usually de.ned for Turing machines and, with the euclidean line
as the space for computations. We shall recall those assumptions by the following
notation, Pt; e;1 and, respectively, NPt; e;1. This explicit notation invites us to consider
other computational models, for instance, cellular automata, as well as other spaces,
for instance, the hyperbolic plane, as well as other dimensions.
It is not diMcult to see that Pt; e;1 =Pt; e; k for all k’s: the exploration of a polynomial
number of items in any euclidean space of any .nite dimension is polynomial. This
consideration also indicates that NPt; e;1 =NPt; e; k and that Pca;e;1 =Pca; e; k as well as that
NPca;e;1 =NPca; e; k , where the subscript ca indicates the use of cellular automata. Notice
also that Pt; e;1 =Pca;e;1, as the exploration of a cellular automaton by a Turing machine
is polynomial in the size of the con.guration. That also entails NPt; e;1 =NPca;e;1. And
so we can simply write Pe=Pm; e; k and NPe=NPm; e; k with m for t or ca and for any
natural number k¿1. These properties indicate a strong robustness of P and NP classes
with respect to models and dimensions in the euclidean case.
Our result states that NPe⊆Pca; h;2, where h denotes the reference to hyperbolic ge-
ometry. And so, many questions arise: is that inclusion a strict one? Noticing that
Pt; h;1 =Pca; h;1 =Pe, and also that NPt; h;1 =NPca; h;1 =NPe we may ask whether the in-
clusions of Pca; h;1 in Pca; h;2, of NPca; h;1 in NPca; h;2 and of Pca; h;2 in NPca; h;2 are strict
or not? Our opinion is that the three inclusions are all strict. Another interesting ques-
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tion is the following: we know that Pe⊆NPe⊆Pca; h;2. Are those inclusions also strict
ones? Notice that we may have Pe =Pca; h;2 and still Pe=NPe. But we think that it
might be easier to prove Pe =Pca; h;2 which could give a new starting point to try to
prove that Pe =NPe.
Another interesting point is the diDerence between Pt; h;2 and Pca; h;2 and, respectively,
between NPt; h;2 and NPca; h;2. At .rst glance, our constructions do not work for Pt; h;2.
Other directions of researches could also be investigated.
A .rst direction is to investigate complexity problems in this new setting, involving
the hyperbolic space. Here we use the plane, but perhaps, for other problems, the
three-dimensional hyperbolic space would be of help. Classes of complexity could be
revisited to take into account the space in which the problems arise: as an example,
is the inclusion Pca; h; k ⊆Pca; h; k+1 strict or not? This can lead to new results: not only
for a new insight into well-known problems, but also to explore new settings of the
same problem. Consider, for instance, the travelling salesman problem. We can use
the hyperbolic plane to solve it in polynomial time. We can also consider the same
problem for a salesman travelling in the hyperbolic plane, where the distances are not
those we are used acquainted to, although the hyperbolic plane is also a metric space.
Another motivation is that several works were dedicated to the study of the travelling
salesman problem in the case of the euclidean metric so as to measure the distance
between diDerent towns, see, for instance, [1, 13].
A second direction consists in visiting again NP-complete problems. We saw that
3-SAT is quadratic in Pca; h;2. The known reductions of other NP-complete problems
is polynomial, but this increases the degree of the reduction in the hyperbolic plane
if we apply this result. Most certainly, a direct approach would bring new results.
Perhaps other grids are more useful for other problems, and at .rst glance, to use other
polygonal grids might have an incidence on the degree of the polynomial to solve a
given problem. There are a lot of questions in that line. There are several ways to
explore them which could lead to a new scale between NP-complete problems.
A third direction consists of the new light shed on the P=NP question in the
ordinary settings. As the hyperbolic space has properties which are very diDerent from
the properties of the euclidean space, in particular, it has many more directions, would
not that be a hint favorable to prove that P =NP in euclidean conditions? It seems that
for the last ten years the works in the .eld of complexity incline people to believe
more in P =NP. Apparently, the present result also belongs to that trend.
As a conclusion, we would like to say a few words about the feasibility of the result.
The hyperbolic geometry is surely one of the highest realizations of human mind.
To show that the world we live in, which overwhelms us with such a strong evidence,
is not the only possible world, that there is a new world which has properties much
diDerent from ours, is a striking exploit. But hyperbolic geometry is not a mere concept,
a pure creation of mind. It is seen by several cosmologists as a better constituent than
euclidean geometry in global models of the universe.
Finally, why could not the possibilities opened by molecular computations and quan-
tum computation help for a real implementation of some polygrid?
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