Abstract. In the medical field, we are amassing phenomenal amounts of data. This data is imperative in discovering patterns and trends to help improve healthcare. Yet the researchers cannot rejoice as the data cannot be easily shared, because health data custodians have the understandable ethical and legal responsibility to maintain the privacy of individuals. Many techniques of anonymization have been proposed to provide means of publishing data for research purposes without jeopardizing privacy. However, as flaws are discovered in these techniques, other more stringent methods are proposed. The strictness of the techniques is putting in question the utility of the data after severe anonymization. In this paper, we investigate several rigorous anonymization techniques with classification to evaluate the utility loss, and propose a framework to enhance the utility of anonymized data.
Introduction
Health research is central to the advancement of health care, which imperatively requires access to health data. However, health records are intrinsically identifiable, and control over the use of the data is necessary. When trying to publish health data, custodians of such data inevitable encounter hurdles relative to privacy [10] . To address such issues, a Privacy Rule was established in the United States which constitutes a comprehensive Federal protection for individuals' medical records and is known as Health Insurance Portability and Accountability Act (HIPAA) [12, 13] . The legislation regulates health care groups, organizations or businesses, on how to use and disclose privacy data.
In recent years, several significant privacy preserving techniques have been proposed to protect individual's privacy when sharing the information. These techniques are progressively stricter as vulnerabilities in these algorithms are discovered. However, while such strict techniques prevent identification, they can significantly hinder the utility of the data for research purposes. In this paper we investigate several rigorous anonymization techniques with novel criterions based on a classification technique to evaluate the data utility. The remainder of the paper is organized as follows: in subsequent sections, we briefly introduce k -anonymity [1, 4] , l -diversity [3] and t -closeness [7] and their related limitations with tangible examples. We then present our utility evaluation methods on the anonymized data based on SVM, and the results of utility loss are analyzed. Given the sigificant utility loss, a privacy preservation with utility enhancement supervision framework is proposed. We present the implementation of the framework and algorithm with comparison experiment before concluding.
Privacy Preservation Technique
A typical health data table includes the basic personal information as well as their sensitive information such as diagnostic and treatment history records. All these attributes can be categorized into three classes [2]:
-Identifier attributes: a minimal collection of attributes that can explicitly identify individual records. -Sensitive attributes: considered to be private.
-Quasi-identifier (QI) attributes: a minimal collection of attributes that can be linked with external information to re-identify individual records with high probability.
According to the HIPPA regulation, the removal of all identifier attributes is necessary. However, relinking attack [4,5] is a notorious attack on the deidentified tables by joining two tables having common quasi-identifier attributes. For example, based on the statistics, approximately 97% of 54,805 voters in the Cambridge, U.S. can be uniquely identified on the basis of full combination of the zip-code, gender and birthday attributes; 87% can be identified with the combination of only 5-digit ZIP-code, gender and birthday; and another 69% uniquely with the ZIP-code and birthday [2] . This result reveals a serious privacy preservation problem and shows a high possibility of re-identifying the de-identified table under the re-linking attack.
k -Anonymity beyond De-identification
k -Anonymity Principle. The simple identifier removal process cannot guarantee the anonymity of the published data due to its potential leakage on QI attributes. The k -anonymity technique is designed to avoid re-linking attacks through generalizing the QI attribute values. For each QI attribute, a treestructured domain generalization hierarchy is maintained, in which the node in higher levels contains more generalized information. Given this hierarchy, the specific values in the original table can be replaced by the more general values in higher level nodes of the hierarchy. Records with the same generalized value are gathered into an equivalence class [2] , thus the re-linking attack cannot distinguish a certain individual from other records in the certain equivalence class.
