Abstract. The computable Lipschitz reducibility was introduced by Downey, Hirschfeldt and LaForte under the name of strong weak truthtable reducibility [6] . This reducibility measures both the relative randomness and the relative computational power of real numbers. This paper proves that the computable Lipschitz degrees of computably enumerable sets are not dense. An immediate corollary is that the Solovay degrees of strongly c.e. reals are not dense. There are similarities to Barmpalias and Lewis's proof that the identity bounded Turing degrees of c.e. sets are not dense [2] , however the problem for the computable Lipschitz degrees is more complex.
Introduction
If α and β are real numbers, what does it mean for α to be more random than β? Algorithmic information theory tells us that the randomness of a real is linked to the descriptional complexity of its initial segments. This suggests α will be more random than β if the descriptional complexity of any initial segment of α is greater than the descriptional complexity of the corresponding initial segment of β. This can be formalized using plain Kolmogorov complexity by saying α is more random than β if for some constant c, for all n, C(α n) ≥ C(β n) − c where α n means the string formed by taking the first n bits of α. For an introduction to Kolmogorov complexity see [5, 8, 10] . The real numbers can also be ordered by computational power, typically using Turing reducibility. In this case we say that α has greater computational power than β if it is possible to compute the bits of β using the bits of α. What is the relationship between relative randomness and relative computational power? It is certainly easy to construct reals α and β such that α is more random than β but β has greater computational power than α. For example, α could be Chaitin's Ω and the nth bit of β could be 0 unless for some m, n = 2 m and ∅ (m) = 1. In this paper we will examine the computable Lipschitz or cl reducibility. This reducibility measures both relative randomness and computational power. This paper establishes that the ordering this reducibility defines on the computably enumerable sets is not dense. there exists a Turing functional Γ and a constant c such that for all x, Γ A (x) = B(x) and the use of this computation is bounded by x + c.
The distinction between reals and subsets of N is not important because we can identify a real number α ∈ [0, 1] with A ⊆ N if α = 0.A(0)A(1) . . . . The fact that dyadic rationals have two possible binary representations is not of concern to us because the dyadic rationals are all computable reals. In essence, the Turing functionals used in Definition 1.1 are effective versions of Lipschitz continuous operators (for details see [9] ).
If we require the constant c in Definition 1.1 to be 0, then we get an even stronger reducibility known as identity bounded Turing or ibT reducibility. Another related reducibility is that of weak truth-table or wtt reducibility where we require the computational use to be bounded by some computable function.
Both the ibT reducibility and the cl reducibility maintain some sense of relative randomness. If α ≥ cl β, then for some constant c, C(α n) ≥ C(β n)−c and K(α n) ≥ K(β n)−c (where K is prefix-free Kolmogorov complexity). There are applications of these reducibilities beyond randomness. For example, the ibT reducibility has been used in differential geometry [4] .
We can define a degree structure on the subsets of N using any of these reducibilities. For example, we say A ≡ cl B if A ≤ cl B and B ≤ cl A. We can then define the cl degree of A to be deg(A) = {B : A ≡ cl B}. The class of all cl degrees is a partially ordered set under ≤ cl where deg(A) ≤ cl deg(B) is defined to hold if A ≤ cl B. If we only consider those degrees that have a computably enumerable member, then we can talk about the cl degrees of c.e. sets. Similarly we can also talk about the Turing degrees, the wtt degrees or the ibT degrees.
Given such a structure a fundamental question is whether or not it is dense. The Turing degrees of c.e. sets, and the wtt degrees of c.e. sets are both dense [7, 11] . Barmpalias and Lewis showed that the ibT degrees of c.e. sets are not dense [2] . For the cl degrees of c.e. sets, the main related results in this area are the following. [6] ) There is no cl-minimal c.e. set. That is for every c.e set A, there exists a c.e. set W such that A > cl W > cl ∅. [1] ) There are no cl-maximal c.e. sets. That is for every c.e set A, there exists a c.e. set W such that A < cl W .
Theorem 1.2. (Downey, Hirschfeldt and LaForte

Theorem 1.3. (Barmpalias
Hence the cl degrees can be though of as downwards dense but as there is no maximal element, it does not make sense to talk about upwards density. This paper establishes the following theorem. The proof of this theorem uses a construction that is loosely based on Barmpalias and Lewis's proof that the ibT degrees of c.e. sets are not dense [2] . However, the question for the cl degrees is more difficult. New techniques are developed in this paper that may well find wider applicability.
This theorem has a simple corollary to another measure of relative randomness, Solovay reducibility. Definition 1.5. (Solovay [5] ) A real β is Solovay reducible to a real α, written β ≤ S α, if there are a constant c and a partial computable function f : Q → Q such that if q ∈ Q, and q < α, then f (q) < β and β − f (q) < c(α − q).
A real α is called a strongly c.e. real if α = 0.A(0)A(1)A(2) . . ., for some c.e. set A. Hence Theorem 1.4 could be stated as the cl degrees of strongly c.e. reals are not dense.
Solovay reducibility agrees on the strongly c.e. reals with cl reducibility on the c.e. sets that define those reals, i.e. if α = 0.A(0)A(1)A(2) . . ., and β = 0.B(0)B(1)B(2) . . ., for c.e. sets A, B then β ≤ S α if and only if B ≤ cl A [6] . Hence we get the following corollary. Corollary 1.6. The Solovay degrees of strongly c.e. reals are not dense.
In the study of algorithmic randomness, an important class of reals are the c.e. reals. A real α is c.e. if {q ∈ Q : q < α} is computably enumerable (where Q is the set of all rationals). There has significant recent study of the cl degrees of c.e. reals [3, 6, 13] . The question as to whether or not the cl degrees of c.e. reals is dense remains open. The techniques developed in this paper to prove Theorem 1.4 may be useful in answering this question.
In this paper we follow the notation of Soare's Recursively Enumerable Sets and Degrees [12] . We write A n for A (n + 1). Given a set A ⊆ N, and integers a, b we define: A[a, b] = {x ∈ A : a ≤ x ≤ b} and A(a, b) = {x ∈ A : a < x < b}. When comparing strings, we will write α β if α is an initial segment of β. If α β and α = β then we will write α ≺ β.
Overview of proof
Our goal is to prove that the cl degrees of c.e. sets are not dense. To do this, we will construct c.e. sets A and B such that B < cl A and for any c.e. set W such that B ≤ cl W ≤ cl A we have that A ≡ cl W or B ≡ cl W . Another way of describing this situation is to say that A is a minimal cover of B.
We will achieve this goal by developing a construction of A and B that meets a number of requirements. First we need to ensure that B ≤ cl A. To keep B ≤ cl A, we will code any change to B into A by changing A before the change in B. This ensures that if A s x = A x, then B s x = B x. Hence B(x) is computable from A with use x + 0.
Secondly, we need to ensure that A ≤ cl B. This can be achieved by diagonalizing all cl functionals. We can take an enumeration of all Turing functionals {Γ p } p<ω . We can turn this into an enumeration of cl functionals {∆ p } p<ω , by defining for any oracle Z:
where, γ Z p (x) is the use function of Γ p with oracle Z. This works because any Turing functional has an infinite number of indices. Assume that we have some Turing functional Ψ, and an oracle Z, such that for some constant k, ψ Z (x) ≤ x + k. This means that Ψ with oracle Z is a cl functional. Now there is some index p ≥ k such that Γ p = Ψ and Γ Z p has use function
So we can ensure that A ≤ cl B by meeting for all p ∈ N, the requirement: P p : ∆ B p = A. Given any p, if at some stage s, for some k, we find that ∆ B d [s] k = A s k, then we want to find some x < k with x ∈ A s , add x to A s+1 and preserve B on x + p ≥ δ Bs p (x). This is the Friedberg-Muchnik strategy for dealing with such requirements. If we do this for all p ∈ N, then A ≤ cl B. For these requirements, we do not need to add anything to B. However, it will be advantageous to do so. We will change B but only above δ Bs p (x). In fact our construction must make some change to B as we know by Theorem 1.2 that B cannot be computable. Thus we will depart slightly from the classic Friedberg-Muchnik approach; if we add something to A, we will always add something to B as well.
To understand why it is useful to add something to B, we need to consider our other requirements to make A a minimal cover of B. What we will do is enumerate over all triples r = a, b, c . Now for all such r we define W r to be the ath c.e. set (we could define r as a function of a but this is cumbersome). Also we define: It is simpler to write r = W, Φ, Ψ with the understanding that W = W r , Φ = Φ r and Ψ = Ψ r . Hence we see that if B ≤ cl A but A is not a minimal cover of B then for some triple r = W, Φ, Ψ we have that:
(1) Φ A = W ; and (2) Ψ W = B; and (3) A ≤ cl W ; and
What we will do is ensure that for all such triples W, Φ, Ψ , if properties (1) and (2) above hold, then either property (3) or (4) does not hold. Consider if we want to ensure that (3) does not hold. Do show this, we need to build a Turing functional Γ such that Γ W = A with γ W (x) ≤ x+c for some constant c. Hence we would like to somehow get W to permit every A change. The problem is W is not under our control. We can regard W as being controlled by an opponent who would like to see us fail. However, if (2) holds then we can force a W change by adding to B at a stage s + 1 within the length of agreement of Ψ W [s] and B s . This is why we always add something to B. We add to A to meet some requirement P p . At the same time we add something to B to force a change to W (the change to B is above the use of the change to A). We will use this W change to ensure either (3) or (4) is false i.e. that W ≡ cl A or W ≡ cl B.
This gives us another set of requirements R r for all r ∈ N.
R r :
If W r = Φ A r and B = Ψ Wr r , then there exists a Γ such that: W r = Γ B with γ B (x) ≤ x + r; or A = Γ Wr with γ Wr (x) ≤ x + r. In our proof we will need to monitor various length of agreements to determine when we need to act on a particular requirement. Definition 2.1. Given two reals α, β we define:
If r = W, Φ, Ψ and s ∈ N, we define the length of agreement for requirement R r by:
If p ∈ N and s ∈ N, we define the length of agreement for requirement P p by:
Note that l r and m p are computable. We will say that l r is unbounded if {l r (s) : s ∈ N} is infinite. Because we know the bound on the use, we can establish the following lemma which we will use later. (1) l r is unbounded; 
(2)⇒(3): Take any x ∈ N. Let s 0 be a stage such that:
In the discussion to follow we will assume we know that for a certain r = W, Φ, Ψ , l r is unbounded. We will use this knowledge to develop a strategy for meeting a requirement P p that tightly controls what the set W can do.
Given that l r is unbounded, suppose at some stage s, y < l r (s) and y ∈ B s . At stage s + 1, we set B s+1 = {y} ∪ B s . We need to code the change to B into A, so we choose some x ≤ y with x ∈ A s and set A s+1 = {x} ∪ A s . Our change to B has broken the computation of Ψ, i.e. Ψ W (y)[s] = B s (y) = 0 = B s+1 (y). In order to fix the computation, the opponent must add something to W within the use of the computation of y. The use is bounded by y + r, so the opponent must add some value to W less than or equal to y + r. However, the opponent also wants to ensure that Φ A = W . Now because we coded the B change into A by adding x to A, we have given the opponent the opportunity to define the Φ functional on this change to A. This allows the opponent to add something to W s+1 and also have that
because A has not changed within the use of z. Hence if W s+1 (z) = W s (z) the Φ computation will be broken. If we preserve A on z + r then this computation can never recover. Consequently in order to fix Ψ without breaking Φ, W must change between x − r and y + r.
To meet a requirement P p , we select an x ∈ A s and y ∈ B s with x + p < y at a stage s where m p (s) > x and l r (s) > y. Then we add x to A s+1 and
as the change to B is outside the use of the computation of x. Additionally, we know that in order to fix the computation Ψ, W must change between x − r and y + r. We will refer to this process of adding x to A and y to B as diagonalizing P p .
Of course this still gives the opponent a number of choices for where W can change. What we will show is that we can construct an interval where the opponent only has two choices. Let us assume that for some p > 2r, we want to diagonalize P p and restrict the places where W can change in response. As we control A and B, we can create an integer interval [b, c] , and a stage s, such that: If we add x(I) to A and y(I) to B, then we know that some element of [x(I) − r, y(I) + r] must be added to W . The only elements left in this interval are x(I, r) and y(I, r). If W responds by adding x(I, r), then as we know x(I, r) ≤ x(I) + r, we can use this change in W to permit the change we have already made to A. Otherwise, if W responds by adding y(I, r), then as we know y(I, r) ≤ y(I)+r, we can regard our change in B as coding the change in W . In the first case, we will say that W follows A during the diagonalization of P p . In the second case we will say that W follows B.
Even assuming that we can create such intervals, there is more to be done. There are an infinite number of diagonalization requirements that need to be meet. It is possible that for infinitely many of these W could follow A and for infinitely many of these W could follow B. First, note that if W almost always follows B then, after some point, every W change made during some diagonalization is coded by a change to B within r positions of the change to W . We can use this fact to show that W ≤ cl B. b p < c p < b q < c q I p and I q are to meet requirements P p and P q respectively with p < q.
Further consider if at stage s we can ensure that
Now what happens if W has followed A on interval I q , and W has followed B on interval I p ? In this case we have that y(I p , r), x(I q , r) ∈ W s . Note that y(I p ) ∈ A s and x(I q ) ∈ B s . Thus we can define A s+1 = A s ∪ {y(I p )} and B s+1 = B s ∪ {x(I q )}. How can W respond? Well W must respond by adding some element of [y(
In this case we have a simple strategy to ensure that l r is bounded. As A s (c p , b q ) = B s (c p , b q ) we can add an element of (c p , b q ) to A and B each time l r exceeds b q . To make l r exceed b q again, some element of (c p , b q ) must be added to
So if W follows A on the interval I q , and l r is unbounded, then W must follow A on interval I p as well. We will use to idea to develop a construction where if infinitely often W follows A, then W ≡ cl A. The basic idea is that we prefer our requirements P p to be assigned diagonalization intervals like I p that proceed an interval I q were W has followed A. Hence if there is the opportunity for a requirement P p to get an interval like this, it will do so (provided it does not injure any higher priority requirements). Now to compute A(x) from W (x + r) we do the following. Run the construction of A and B until a stage s such that:
(1) W s (x + r) = W (x + r); and (2) Every diagonalization requirement assigned a diagonalization interval before x that has not yet diagonalized has an interval before one where W has followed A. Now if any of these requirements do diagonalize, W must follow A. Thus there must be some change to W s within r places of the change to A. However, as W s (x + r) = W (x + r), no such requirement can diagonalize and so A s (x) = A(x).
Diagonalization Intervals and Blocks
We need to formalize the concept a diagonalization interval introduced in the previous section. Suppose that we have a diagonalization interval interval I and that r ∈ R(I). We need to know how W r responds to a diagonalization on I. The function g A defined below records those elements of R(I) that follow A, and the function g B those elements that follow B.
Definition 3.3.
(
The following lemma provides our strategy to meet a requirement P p using an appropriate diagonalization interval.
Lemma 3.4. If I = b, c, s 0 , k is a diagonalization interval, R ⊆ R(I) and p ≤ 2k then there is a strategy starting at s 0 to ensure that either:
(1) For some r ∈ R, l r is bounded; or (2) Requirement P p is met, and
Proof. Assume that for all r ∈ R, l r is unbounded. We only act on stages s ≥ s 0 when all length of agreements l r exceed c. The set of such stages must be cofinite by Lemma 2.2. Now if m p never exceeds c during such a stage s, then m p is bounded so requirement P p is met. Otherwise if m p (s) > c for some such stage s, then set A s+1 = A s ∪ {x(I)} and B s+1 = B s ∪ {y(I)}.
Then wait until a stage s 1 when for all r ∈ R, l r (s 1 ) > c. If this happens, then for any r ∈ R, there must be some element of [b, c] in W r,s 1 \ W r,s . But this means that either x(I, r) or y(I, r) are in W r,s 1 and so r ∈ g A (I, s 1 ) ∪ g B (I, s 1 ). Now we will prove that it is possible to construct diagonalization intervals.
there is an strategy that either:
(1) Ensures for some r ∈ R, l r is bounded; or (2) For some stage s 1 > s 0 there is a diagonalization interval I = b, c, s 1 , k with a ≤ b < c ≤ d and I is suitable for all r ∈ R i.e. R ⊆ R(I).
Proof. Our approach is to build a large enough number of diagonalization intervals so that we can argue by the pigeonhole principle that one of them must be suitable for all r ∈ R. As each diagonalization interval has length 6k + 2, then there is enough space in the interval [a, d] for 2k 2 + 1 diagonalization intervals. For i ∈ N such that 0 ≤ i < 2k 2 + 1, let b i = a + i(6k + 2) and c i = a + (i + 1)(6k + 2) − 1. The ith diagonalization interval that we will build will be on the interval [b i , c i ]. On each of these diagonalization intervals we want to add all but two elements to A and B. The only elements we will not add will be the b i + 2k and c i − 2k = b i + 4k + 1 positions in each diagonalization intervals. We call these elements the zeros and define:
to be the set of all zeros. Hence the set of elements we want to add to A and B is:
The construction proceeds in two phases, the build phase and the review phase. Review phase: Let s 1 be the current stage. If for some i, b i , c i , s 1 , k is a diagonalization interval that contains R then finish. Otherwise, if there is some z ∈ Z and some r ∈ R such that, [z − r, z + r] ⊆ W r,s 1 , we set A s 1 +1 = A s 1 ∪ {z} and B s 1 +1 = B s 1 ∪ {z} and terminate the algorithm.
To verify the above algorithm first note that if the review phase is never reached, then by Lemma 2.2, this must be because for some r ∈ R, l r is bounded. If we do reach the review stage then consider any r ∈ R. We know that each change to B has forced a change to W r within r places of the change to B. As k ≥ r, we have that:
Now assume that for all z ∈ Z, for all r ∈ R, [z − r, z + r] ⊆ W r,s 1 . Then as there are two zeros in each diagonalization interval [b i , c i ], and as k ≥ max(R), we have that:
If there are more than 2k intervals i where
This would contradict (1), hence there can be at most 2k intervals i where:
Thus there can be at most 2k|R| ≤ 2k 2 diagonalization intervals where for some r ∈ R, |W r,
The contrapositive of the proceeding argument gives us that if there are no diagonalization intervals that include R, then there must be some z ∈ Z and r ∈ R such that [z − r, z + r] ⊆ W r,s 1 . In this case the construction adds this z to A and B and as there is no position where W r can respond, l r is bounded above.
The approach outlined in Section 2 to meeting one requirement r where l r is unbounded can be extended to two requirements r 0 and r 1 provided that we know whether or not both l r 0 and l r 1 are unbounded. The interesting case is if they are both unbounded. For this situation we build a pair of diagonalization intervals I 0 = b 0 , c 0 , s, p and I 1 = b 1 , c 1 , s, p for each requirement P p . The intervals would have the property that {r 0 , r 1 } ⊆ R(I 0 ) ∩ R(I 1 ) and c 0 < b 1 . We would assign the requirement P p to the second interval I 1 . Now if we diagonalize P p , then there are four possible ways that these two R requirements could respond: both could follow B, only r 1 could follow B, only r 0 could follow B, or both could follow A. We assign these outcomes the strings 00, 01, 10 and 11 respectively (later we will refer to these as e-states). Interpreting the strings as binary values, if the outcome is > 0 (i.e. at least one requirement follows A) we look for any higher priority P requirements that have not diagonalized. We only consider those requirements that are currently assigned the second in a pair of intervals, or are before an interval of lower value than I 1 . We take the highest priority such requirement, assign it the interval I 0 , and injure all lower priority requirements. As we move a requirement at most three times, we can still meet all our P requirements through a finite injury argument.
Requirements r 0 and r 1 are met through a similar argument to that given in Section 2. However, if r 1 follows A infinitely often, then to show that A ≡ cl W r 1 we need to know whether requirement r 0 follows A infinitely often or not.
The problem with this approach is that in order to generalize this argument to an infinite number of R requirements, it is not possible for r 0 to know whether or not l r 1 is bounded. Our opponent could pretend that l r 1 is bounded until we have built the intervals I 0 and I 1 . This would mean that neither of these intervals could be suitable for r 1 . After we diagonalize on I 1 , then l r 1 could recover. However, we have already built interval I 0 . If we attempt to diagonalize on this interval now, then we have placed no real restriction on how the set W r 1 can change in response.
To solve this problem, we need to delay the construction of the interval I 0 until after the diagonalization on I 1 has occurred. To achieve this, we need a more elaborate strategy and we will introduce the idea of blocks. A block is a way of dividing the integers into separate areas that we can allocate to different requirements. From this definition we define the function: 
We want to be able to build diagonalization intervals I 0 < I 1 such that if I 0 and I 1 are both suitable for some r, then r cannot both follow A on I 1 and follow B on I 0 . The following lemma describes a situation when this holds. If we consider the conditions of the previous lemma, items 1-3 are under our control. To be able to make use this lemma we need a means of ensuring 4 occurs as well. Because of the importance of this item we will introduce the following definition. In both cases we will say that blocks or diagonalization intervals are rlinked if they are {r}-linked.
We will make extensive use blocks and diagonalization intervals. The following functions are useful because they represent the size of interval required by Lemma 3.5 to build a diagonalization interval, and the size of interval required by Lemma 3.8 to build a block. We define:
w I (k) = (2k 2 + 1)(6k + 2) and w B (k) = (2k 2 + 1)k
Basic algorithm
Now we are ready to explain the basic algorithm that we will use in our main construction. This algorithm uses a combination of Lemmas 3.5 and 3.8. First we will outline the algorithm. We are given some finite R ⊂ N, k > max(R). We will assume that that for all r ∈ R, l r is unbounded. First by some stage s, we build a whole sequence of blocks B 0 = b 0 , c 0 , s, k , B 1 = b 1 , c 1 , s, k , . . . , B n = b n , c n , s, k such that B 1 < B 2 < . . . < B n . Each block will contain R. We will show that by making n large enough, for some i ∈ {0, 1 . . . , n − 1} for all r ∈ R, |W r,s (c i , b i+1 )| ≥ |A s (c i , b i+1 )|. Now we will let B 0 = B i and let B 1 = B i+1 . Hence we have that B 0 and B 1 are R-linked at stage s.
Between any two adjacent blocks we will have built a diagonalization interval. We let I = b, c, s, k be the diagonalization interval between B 0 and B 1 . We will also make sure that there is space between B 0 and I to run the basic algorithm again for any smaller k. To do this we need to know the space required by algorithm. We will define this inductively. For k ≥ 1, assume for all r ∈ R, l r is unbounded. First we use Lemma 3.8, to build n = 2k 2 + 2 blocks B 0 , . . . , B n−1 that all contain R. Set j = w B (k) + w A (k − 1) + w I (k). For all i, 0 ≤ i < n, we use the interval [a + ij, a + ij + w B (k) − 1] to build block B i . Secondly, we use Lemma 3.5 to build n − 1 diagonalization intervals. We use the interval [a + ij + w B (k) + w A (k −1), a+ij +w B (k)+w A (k −1)+w I (k)−1] to build the diagonalization interval I i .
Let s be the stage that these blocks and diagonalization intervals are complete. Let b i , c i , s , k = B i . Note that there are 2k 2 + 1 intervals between the blocks we have created. These intervals are (c i , b i+1 ) for 0 ≤ i ≤ n−1. Now if for any r ∈ R and i we have that |W r,s (c i ,
) we can use Lemma 3.7 to ensure that l r is bounded.
Assume this is not the case. We can ensure that we have only operated at stages s when l r (s) ≥ d for all r ∈ R. Hence it must be that
This means there can only be 2k intervals where |W r,s (c i , b i+1 )| < |A s (c i , b i+1 )|. As 2k|R| ≤ 2k 2 this means that for some i we have that |W r,s (c i , b i+1 )| = |A s (c i , b i+1 )| for all r ∈ R. We let B 0 = B i and B 1 = B i+1 . Now we have that B 0 and B 1 are R-linked at stage s . We set I = I i . Finally if we take h = a + ij + w B (k), then
This basic algorithm is useful because we can use it to create linked intervals. 
The Priority Tree
We have now developed the basic tools we need to prove the main theorem. We have an infinite number of R requirements, and an infinite number of P requirements. These requirements will be ordered by priority as follows:
We use this ordering so that when we run a strategy to meet a requirement P n , we only need to worry about the responses of those c.e. sets W r with r < n.
There are two possible outcomes for an R requirement. Firstly, that l r is bounded. This is the finite outcome f . Secondly, that l r is unbounded. This is the infinite outcome i. In order to successfully run a strategy to meet a requirement P n , we need to know for all r < n, the outcome for requirement R r . As we cannot know this in advance, we form a priority tree T = {i, f } <ω . If α ∈ T is a node of this tree, then α represents a guess as to the outcome of all requirements R r with r < |α|. The outcome node α is guessing for R r is α(r).
We will order the tree with the i branch off any node to the left of the f branch. Given two nodes α and β, then α has higher priority than β, if α is to the left of β, or α is an initial segment of β.
In a standard tree argument, at each stage in the construction of A and B, we would start at the top of the tree, with α = λ, visit this node, then check to see if l |α| has increased since our last visit to αi (αi is the string formed by appending i to the end of α). If it has, the next node we visit is αi. Otherwise we visit αf . We would continue this process until we get to some specified depth in the tree or some action on a node requires us to end the stage. The construction that we use will follow this idea with some modifications.
The basic idea is that when we visit a node α, we assign α a work space [a, a+W A (|α|)]. Each time we visit α, we apply a step of the basic algorithm with k = |α| and R = {r < |α| : α(r) = i}. Now if α's guess is correct then at some stage the basic algorithm will terminate. We will define two functions that allow us to track the outputs of this basic algorithm. These are: i : T × N → N and h : T × N → N. The function i(α, s) equals the diagonalization interval assigned to α at stage s if such an interval exists. Otherwise i(α, s) is undefined. The function h(α, s) is defined if and only if i(α, s) is defined. In this case h(α, s) is the position in the work space where the algorithm can be run again (the h parameter in the outcome of the basic algorithm). The status of α is then changed to waiting. If at any stage α is visited again and m |α| exceeds the diagonalization interval built for α then we use the interval to meet requirement P |α| through the diagonalization strategy of Lemma 3.4.
However, this alone is not enough. As it stands, if we assume that α guesses correctly, then for all r < α with α(r) = i there are two possible ways that W r could respond. W r could follow A or follow B. In order to ensure that W r ≡ cl A, or W r ≡ cl B we need to make use of linked intervals and Lemma 3.9.
Consider this scenario. We have two requirements α and β. α has higher priority than β and |β| > |α|. β is in the waiting stage and we have constructed for β diagonalization blocks B 0 , B 1 and a diagonalization interval I β . Now assume at some stage, β diagonalizes, and W r has responded for all r < |α| such that β(r) = i. Now if |β| > |α|, then there is the opportunity to give α a new work space between B 0 , and I β . We apply the basic algorithm again and construct a diagonalization interval I α in this work space. By Lemma 4.2, either I α and I β are r-linked at this stage for all r such that α(r) = β(r) = i; or we can ensure that l r is bounded and hence the guess made by α is incorrect. Now because these two intervals are linked, if W r followed A during the diagonalization on I β , then W r must follow A again on any subsequent diagonalization on I α . If not then there is a strategy to ensure that l r is bounded (see Lemma 3.9) .
To understand how the diagonalization has been responded to, we will define a function f : T × N → 2 <ω that describes how sets W r respond to a diagonalization. The function f (γ, s) is defined if and only if γ is a requirement whose status at stage s is diagonalized. In this case, if I = i(γ, s) then:
We define |f (γ, s)| this way to make sure that all sets W r where γ(r) = i and r < |f (γ, s)| have responded. This gives us the results of the diagonalization in priority order. The rth bit of f (γ, s) is then defined by:
We will gain more control of how W r responds to a diagonalization by attempting to give each requirement α the best possible work space. We will define a function e : T × N → 2 <ω that specifies the type of work space assigned to α at stage s. e(α, s) will be defined if α has a work space at stage s. We will ensure that if it is defined, then |e(α, s)| = |α|. We call e(α, s) the e-state of α at stage s. We will try to maximize the e-state of a requirement (we can consider the e-state as a binary value and try to maximize this value). We will ensure that if at any stage s, for any r < |α|, we have that e(α, s)(r) = 1, then α has been assigned a work space inside the work space that was assigned to some lower priority requirement β. Further, at some point β diagonalized on this work space and after the diagonalization, W r followed A. Hence if α diagonalizes, then either W r will follow A or we have a strategy to ensure that l r is bounded by Lemma 4.2. Now assume that W r does not diagonalize as we would like. We have a strategy to ensure that l r is bounded, but which node should we get to implement the strategy? We cannot give it to α because there is no guarantee that α will be visited again. We let γ = α r and we get γ to implement the strategy. We do this by assigning γ a status of incorrect response. Of course γ may not be visited again but this would be caused by γ's guess being wrong for an even higher priority requirement.
If for some requirement α at some stage s we have that e(α, s)(r) = 1 for some r < |α|, then α has been assigned a diagonalization interval I α that is linked to the diagonalization interval I β originally created for a lower priority requirement β. It is useful to be able to reference this interval. Hence we will define a function n : T × N → N where n(α, s) is defined if and only if for some r < |α|, e(α, s)(r) = 1. In this situation, we set n(α, s) to be this interval.
Following is a summary of the functions we are using to track different aspects of the construction:
(2) e(α, s) -e-state of current work space assigned to α. The requirement that B ≤ cl A will be achieved by coding any B change into A. If α ∈ T , then α will be assigned a status at all stages s. This status can be one of: unassigned, building, waiting, diagonalized, or incorrect response. Injuring a requirement α at stage s is equivalent to:
(1) Setting the status of α to unassigned; and (2) Setting the functions i(α, s + 1), f (α, s + 1), h(α, s + 1), e(α, s + 1), and n(α, s + 1) to undefined.
6.1. Construction. At stage 0, set A 0 = B 0 = ∅, set all requirements to have status unassigned. Set e(α, 0), i(α, 0), h(α, 0), n(α, 0) to be undefined for all α.
We will perform one of three tasks at stage s+1. First we look to see if we can force some l r to be bounded because W r has not responded as required by the e-state during some diagonalization. If we cannot do this, then we look to see if we can improve the e-state of any requirement. Finally, if we cannot do either of the first two tasks, we access the requirement tree until we find some requirement that needs attention. After completing one these three tasks, we undertake the complete stage actions.
Task One: If there exists some requirement γ such that for some r < |f (γ, s)|, f (γ, s)(r) = 0, γ(r) = i, and e(γ, s)(r) = 1, then take γ to be the highest priority such requirement and r, the least r. Let α = γ r. Set the status of α to incorrect response. Task Two: Check if there exist any α, β such that:
(1) The current status of α is waiting; and (2) α has higher priority than β; and (3) |α| < |β|; and (4) e(α, s) < f (β, s) |α|.
If such an α and β exist, then find the highest priority such α, and any such β. We set e(α, s + 1) = f (β, s) |α|. As f (β, s) is defined, β must have the status diagonalized and so h(β, s) is defined We reassign the interval [h(β, s), h(β, s) + w A (|α|)] to be the work space for α. As α is now nested inside the interval once assigned to β we set n(α, s + 1) = i(β, s). Task Three: We access the tree. Let α 0,s = λ. We use substages t for all 0 ≤ t ≤ s. At substage t, run the basic module on node α t,s . If instructed to end the stage, then do so. Otherwise, let r = |α t,s |. If: l r (s) > max{l r (s ) : s < s and node αi was visited at stage s } then set α t+1,s = α t,s i and injure all requirements extending α t,s f . Otherwise set α t+1,s = α t,s f . has not yet been defined and e(δ, s) is defined, then set e(δ, s + 1) = e(δ, s). Define the functions i(δ, s + 1), h(δ, s + 1) and n(δ, s + 1) similarly.
6.2. The basic module. Act according to the current status of α.
6.2.1. Status: unassigned. We take a larger than any value seen so far and d = a + w A (|α|). We assign the work space [a, d] to α. We change the status of α to building. We set e(α, s) = 0 |α| . We end the current task. 6.2.2. Status: building. We use the strategy of Lemma 4.1 with R = {r < |α| : α(r) = i} and k = |α| on the interval assigned to α. We run a step of this strategy each time the node α is visited. If this strategy has finished then let I be the diagonalization interval built and set i(α, s + 1) = I . Now if n(α, s) is defined, then let I = n(α, s), and let β be the requirement that I was built for. If we take k = |β| and R = {r < |β| : β(r) = i}, then the conditions of Lemma 4.2 are met so if for any r ∈ R ∩ R , I and I are not r-linked at the current stage we adopt a strategy to ensure that l r is bounded above for the least such r. If I and I are (R ∩ R )-linked then we change the status of α to waiting.
Each time this node is visited we injure all lower priority requirements and end the current task. Otherwise if m |α| ≥ c we need to diagonalize. We set A s+1 = A s ∪ {x(i(α, s))} and B s+1 = B s ∪ {y(i(α, s))}. We set the status of α to diagonalized, injure all lower priority requirements and end the current task.
6.2.4. Status: diagonalized. Finish the current substage.
6.2.5. Status: incorrect response. A node α is only assigned this status if some diagonalization has not occurred as expected for some γ α. Let s be the stage that α was assigned this status. Since stage s , α cannot have been injured. Set r = |α| − 1. Because of the way we choose α in task 1, it must be that α(r) = γ(r) = i, f (γ, s )(r) = 0 and e(γ, s )(r) = 1. Let I 0 = i(γ, s ).
As e(γ, s )(r) = 1 it must be that n(γ, s ) is defined. Let I 1 = n(γ, s ) and let β be the requirement that I 1 was assigned to. As e(γ, s )(r) = 1, it must be that β(r) = i and r ∈ g A (I 1 , s).
As f (γ, s )(r) = 0 and γ(r) = i it follows from the definition of f that r ∈ g B (I 0 , s ) ⊆ g B (I 0 , s).
and B only ever differ on the diagonalization blocks. Now finally let s be the stage that γ was last assigned the status waiting so s < s < s. At this stage it must have been that I 0 and I 1 were rlinked from the strategy adopted in the building phase. Since then there have been no changes to A or B on the interval (c 0 , b 1 ). Hence I 0 and I 1 are still r-linked at stage s. Thus we can apply the strategy of Lemma 3.9 to ensure that l r is bounded above. Each time this node is visited we apply another step of this strategy, injure all lower priority requirements and end the current task.
Verification
Note that the construction is careful about when requirements are injured. We only injure a requirement β if a requirement α to the left of β is visited during task three, or if some initial segment α of β makes a change to A and B. The disadvantage of this approach is that it is possible to have a stage s where a higher priority requirement α is assigned a work space that occurs after the work space assigned to a lower priority requirement β. Potentially, β could change A and B before work space of α. However, this can only happen if α has just been assigned the building or incorrect response status. Any change to A and B before the work space will not affect the strategies α might use, as these are localized to the work space. If α is visited then β will be injured at this point. The reason we take this approach is that we know that if β is injured by α, then as α must have been visited, for all r such that α(r) = i, l r has increased. We will use this fact in Lemma 7.8.
Lemma 7.1. During the construction, the tree is accessed infinitely often.
Proof. If not then there are only a finite number of nodes whose status is ever changed from unassigned. As the actions of task one and two do not act on nodes whose status is unassigned, one of these tasks must run an infinite number of times on one node. Take the highest priority node α for which this is true. After tasks one and two have finished acting on all higher priority nodes, task one can only act once on α, and task two can only act 2 |α| times. A contradiction and hence task three must run infinitely often.
Let T P , the true path, be the leftmost path of the tree accessed infinitely often.
Lemma 7.2. T P (r) = i then l r is unbounded.
Proof. Let γ = T P r. Let S be set of stages when the construction visits γ. If T P (r) = i then for all s ∈ S we have that l r (s) > max{l r (s ) : s ∈ S and s < s}. S is infinite so l r is unbounded.
Proof. There is some stage s after which no requirement to the left of α is visited during task three. After stage s no requirement to left of α will injure α, so α can only be injured by requirements γ that are initial segments of α. We argue inductively by assuming that all requirements γ where γ is an initial segment of α have finished acting (that is to say they have status diagonalized or they have status waiting on the last interval that is assigned to them and will not diagonalize). First we claim that α is only assigned a work space a finite number of times. This follows because α will only get a work space if it can improve its e-state. However, as there are only 2 |α| possible e-states for α it can be assigned at most 2 |α| work spaces.
As α is on the true path, for all r with α(r) = i, l r is unbounded by Lemma 7.2. Hence at some stage the building component of the basic module is completed. Hence α must remain in the waiting or diagonalized components from some point onwards. If α reaches the diagonalized stage, then m |α| is bounded so the requirement is meet. Similarly if α remains in the waiting stage. Note that once all higher priority requirements have finished acting, α cannot be given the status of incorrect response because if so for some r with α(r) = i, l r is bounded and hence α would not be on the true path.
This lemma also gives us that the true path is infinite as if α stays in the waiting or diagonalization stage, then the next node is visited. Thus as we have met all requirements P p and so we can conclude that A ≤ cl B.
Now we also need to show that if l r is unbounded then either W r ≤ cl B, or A ≤ cl W r . First let us show that in this case T P (i) = r. Lemma 7.4. If l r is unbounded, then T P (r) = i.
Proof. Let γ = T P r. Let S be the set of stages when the construction visits γ. As l r is unbounded so then lim inf l r = ∞ by Lemma 2.2. Hence given any x, for all but finitely many s ∈ S, l r (s) > x. Hence there must be infinitely many s ∈ S such that: l r (s) > max{l r (s ) : s < s and γi was visited at stage s } Thus the node γi is visited infinitely often and so γi ≺ T P and T P (r) = i. Now take any r with l r unbounded. Let α = T P r (so α(r) = i). Let s 1 be a stage such that all requirements of priority greater than or equal to α have finished acting. Let σ be the maximum r + 1-bit binary value such that {γ ∈ 2 <ω : ∃s, f (γ, s) |α| = σ} is infinite.
Lemma 7.5. If for any q ≤ r, T P (q) = f , then σ(q) = 0.
Proof. If σ(q) = 1, then for infinitely many γ there exists an s such that f (γ, s)(q) = 1. This implies that for infinitely many γ with γ(q) = i for some stage s a diagonalization interval i(γ, s ) is constructed. However, the construction of such a diagonalization interval requires that l q includes the entire diagonalization interval for some stage in the construction. Hence l q is unbounded and by Lemma 7.4, T P (q) = i.
We will say that at stage s a requirement γ will not diagonalize if the status of γ will never change to diagonalized after stage s. Note that it is possible for the the status of γ at stage s to be diagonalized. However, in this case, if the status of γ changes, it can never change back to diagonalized. Lemma 7.6. There exists a stage s 2 such that for all γ ∈ {γ ∈ 2 <ω : ∃s, f (γ, s) |α| > σ}, γ will not diagonalize.
Proof. There are only a finite number of γ. The lemma holds for those to the left of the true path as these are visited finitely often. The lemma holds for those on the true path as these are only injured finitely often. Assume some such requirement γ is to the right of the true path. Then once T P |γ| reaches the waiting stage, and will no longer be injured, it follows that if γ does change its status to diagonalized, then the length of agreement of m |γ| has increased sufficiently so that T P |γ| will change its status to diagonalized as well. This will injure γ. Now γ will never get the opportunity to diagonalize again as m |γ| will not exceed any new diagonalization interval assigned to γ.
Lemma 7.7. Given α, s α and σ then for any x we can compute a stage s such that for all requirements β assigned diagonalization intervals that overlap with [0, x] and may act on that interval:
(1) β α; and (2) Either: (a) e(β, s) |α| = σ; or (b) β will not diagonalize.
Proof. We know α is on the true path so we can run the construction until a stage s 3 > s α when all requirements to the right of α are not allocated any interval overlapping with [0, x]. As s 3 > s α > s 1 so all requirements of priority equal to or higher than α have finished acting. Thus the only requirements that can act on the interval [0, x] are those that extend α. As s 3 > s α > s 2 so any requirement γ with e(γ, t) > σ for some t will not diagonalize. Assume that there is some requirement β that extends α, e(β, s) |α| < σ and β is assigned a diagonalization interval that overlaps with [0, x] . Take β to be the highest priority of such requirements. Then we continue running the construction until some stage s 4 when for some γ such that |γ| > |β|, and the status of γ at stage s 3 is unassigned and f (γ, s 4 ) |α| = σ. This must occur by our choice of σ. If γ has a higher priority than β, then β has been injured (because γ must have changed its status to building at some point). Hence β must have been assigned an interval beyond x. Now if β has a higher priority than γ, and β still has not diagonalized then β will be moved to the new interval. By repeating this process, we can continue until a stage s when there are no such β.
Lemma 7.8. If T P (r) = i, then W r ≡ cl A or W r ≡ cl B.
Proof. If T P (r) = i then let r = W, Φ, Ψ . Let α = T P r. To show that either W ≡ cl A or W ≡ cl B, we will construct a Turing functional whose use is bounded by x + r. We need the following finite amount of information. Let α = T P r. Define σ and s α as above.
If σ(r) = 1, then we will show that W ≡ cl A. Given W x + r, run the construction until a stage s when the conditions of Lemma 7.7 are met on the interval [0, x]. Further we can assume that s is a stage such that W s (x + r) = W (x + r).
We claim that A s x = A x. If this is not the case then it must be that some requirement β adds something to A x without changing W (x+r). However each change to A occurs with a change to B. Any requirement that will act on the interval [0, x] must extend α. So if β makes a change to A and B, no other requirement will act during task three until α is visited again. Visiting α requires that the length of agreement l r recovers. The length of agreement l r can only recover with a change to W . Thus any change to A must have a corresponding change to W . Given this, the only possibility for A s x = A x is if a requirement β is assigned a diagonalization interval I that overlaps with [0, x], and x(I) ≤ x < x + r < y(I, r) and x(I) ∈ A \ A s and y(I, r) ∈ W \ W s . Note that by Lemma 7.7, e(β, s) |α| = σ.
If this occurs, there must be some stage s when α is visited again such that x(I) ∈ A s and y(I, r) ∈ W s . Further by this stage we must have l q for all q ≤ r where α(q) = i having recovered. Thus provided β has not been injured we will have that |f (β, s )| ≥ |α|. But in this case f (β, s )(r) = 0 (as y(I, r) ∈ W s ) but e(β, s )(r) = σ(r) = 1. Hence some initial segment γ of α will have its status changed to incorrect response and will act the next time it is visited. This is contradiction as we assumed s > s 1 and all requirements with priority greater than or equal to α had finished acting by stage s 1 .
Further β cannot be injured between stage s and s . This is because β can only be injured by a higher priority requirement during task three. But no node to the left of α can be visited and no initial segment of α will act. Thus the only higher priority requirements that can injure β are those that extend α. But these requirements cannot be visited until at least stage s when the lengths of agreement recover.
If σ(r) = 0, then we will show that W ≡ cl B. Given B x + r, run the construction until a stage s when the conditions of Lemma 7.7 are met on the interval [0, x]. Further we can assume that s is a stage such that B s (x + r) = B (x + r).
We claim that W s x = W x. Again if β is a requirement that is assigned to an interval that overlaps with [0, x], then β α so β(r) = i. Hence if W s x = W x then there must be some W change that could be made for which B does not change within r places. However, this can only occur if there is some requirement β such that if I = i(β, s) then x(I, r) ≤ x < x + r < y(I) and x(I, r) ∈ W \ W s and y(I) ∈ B \ B s .
For this to occur there must be some stage s when α is visited again such that x(I, r) ∈ W s and y(I) ∈ B s .
Again β cannot be injured between stages s and s . Hence it must be that |f (β, s )| ≥ |α| but also, f (β, s )(r) = 1 = σ(r) = 0. So we know that f (β, s ) |α| = σ. Further f (β, s ) |α| > σ as such β will not diagonalize after stage s > s 2 . Hence it must be that f (β, s ) |α| < σ = e(β, s ). If this is true, there must be some r < |α| such that f (β, s )(r ) = 0 and e(β, s )(r ) = 1. Thus it must be that some initial segment γ of α will have its status changed to incorrect response. Again this is contradiction.
Proof of Theorem 1.4. By construction we have that B ≤ cl A. By Lemma 7.3 requirement P p is met for all p ∈ P . Now suppose that for some requirement r = W, Φ, Ψ we have that Φ A = W and Ψ W = B. In this case we have that l r is unbounded by Lemma 2.2 and so T P (r) = i by Lemma 7.4. Thus by Lemma 7.8 either W ≡ cl A or W ≡ cl B. So we have met requirement R r for all r ∈ N.
