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Abstract This paper presents a nonparametric penalized likelihood approach for
variable selection and model building, called likelihood basis pursuit (LBP). In the
setting of a tensor product reproducing kernel Hilbert space, we decompose the log
likelihood into the sum of dierent functional components such as main eects and
interactions, with each component represented by appropriate basis functions. The
basis functions are chosen to be compatible with variable selection and model build-
ing in the context of a smoothing spline ANOVA model. Basis pursuit is applied
to obtain the optimal decomposition in terms of having the smallest l1 norm on the
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1coecients. We use the functional L1 norm to measure the importance of each com-
ponent and determine the \threshold" value by a sequential Monte Carlo bootstrap
test algorithm. As a generalized LASSO-type method, LBP produces shrinkage esti-
mates for the coecients, which greatly facilitates the variable selection process, and
provides highly interpretable multivariate functional estimates at the same time. To
choose the regularization parameters appearing in the LBP models, generalized ap-
proximate cross validation (GACV) is derived as a tuning criterion. To make GACV
widely applicable to large data sets, its randomized version is proposed as well. A
technique \slice modeling" is used to solve the optimization problem and makes the
computation more ecient. LBP has great potential for a wide range of research and
application areas such as medical studies, and in this paper we apply it to two large
on-going epidemiological studies: the Wisconsin Epidemiological Study of Diabetic
Retinopathy (WESDR) and the Beaver Dam Eye Study (BDES).
KEY WORDS: nonparametric variable selection; smoothing spline ANOVA; LASSO;
generalized approximate cross validation; Monte Carlo bootstrap test; slide modeling.
1 Introduction
Variable selection, or dimension reduction, is fundamental to multivariate statistical
model building. Not only does judicious variable selection improve the model's pre-
dictive ability, it generally provides a better understanding of the underlying concept
that generates the data. In recent years, variable selection has become the focus
of intensive research in several areas of application, for which datasets with tens or
hundreds of thousands of variables are available. These areas include text processing
and genomics, particularly gene expression array data.
Traditional variable selection approaches such as stepwise selection and best subset
2selection are built in linear regression models, and the well-known criteria like Mal-
low's Cp;AIC and BIC are often used to penalize the number of non-zero parameters.
See Linhart and Zucchini (1986) for an introduction. To achieve better prediction and
reduce the variances of estimators, many shrinkage estimation approaches have been
proposed. Bridge regression was introduced by Frank and Friedman (1993), which is
a constrained least squares method subject to an Lp penalty with p  1. Two special
cases of bridge regression are: the LASSO proposed by Tibshirani (1996) when p = 1
and ridge regression when p = 2. Due to the nature of the L1 penalty, LASSO tends
to shrink smaller coecients to zero and hence gives concise models. It also exhibits
the stability of ridge regression estimates. Fu (1998) made a thorough comparison
between the bridge model and LASSO. Knight and Fu (2000) proved some asymptotic
results for LASSO-type estimators. In the case of wavelet regression, this L1 penalty
approach is called \basis pursuit". Chen et al. (1998) discussed atomic decomposi-
tion by basis pursuit in some detail. Gunn and Kandola (2002) proposed a structural
modeling approach with sparse kernels. Most recently, Fan and Li (2001) used a non-
concave penalized likelihood approach with the smoothly clipped absolute deviation
(SCAD) penalty function, which resulted in an unbiased, sparse and continuous esti-
mator. Our motivation of this study is to provide a exible nonparametric alternative
to the parametric approaches for variable selection as well as model building. Yau
et al. (2003) presented a Bayesian method for variable selection in a nonparametric
manner.
Smoothing spline analysis of variance (SS-ANOVA) provides a general framework
for nonparametric multivariate function estimation and has been studied intensively
for Gaussian data. Wahba et al. (1995) gave a general setting for applying SS-ANOVA
model to data from exponential families. Gu (2002) provided a comprehensive review
of SS-ANOVA and some recent progress as well. In this article, we will develop a
3unied model which appropriately combines the SS-ANOVA model and basis pursuit
for variable selection and model building. This article is organized as follows. Sec-
tion 2 introduces the notations and illustrates the general structure of the likelihood
basis pursuit (LBP) model. We focus on the main eects model and the two-factor
interaction model. Then the models are generalized to incorporate categorical vari-
ables. Section 3 discusses the important issue of adaptively choosing regularization
parameters. An extension of GACV proposed by Xiang and Wahba (1996) is derived
as a tuning criterion. Section 4 proposes the measure of importance to be used for
the variables and, if desired, their interactions. A sequential Monte Carlo bootstrap
test algorithm is developed to determine the selection threshold. Section 5 covers
the numerical computation details, especially the \slice modeling" technique. Sec-
tions 6 through 8 present several simulation examples and the applications of LBP to
two large epidemiological studies. We carry out a variable selection analysis for the
four-year risk of progression of diabetic retinopathy in the Wisconsin Epidemiological
Study of Diabetic Retinopathy (WESDR) and for the ve-year risk of mortality in the
Beaver Dam Eye Study (BDES). The last section contains some concluding remarks.
Proofs are relegated to Appendix A.
consider the main eects and, possibly, the two factor interactions as the model
components of interest, and propose using the functional L1 norm as the importance
measure. In practice, we calculate the empirical L1 norm for each functional compo-
nent, which is the average of the function values evaluated at all the data points.
The empirical L1 norms of the main eect f and the two-factor interaction
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and the empirical L1 norms of the interaction terms involved with categorical variables
are dened similarly. The rank of the L1 norm scores indicates the relative importance
of all the main eect terms and the interaction terms. For instance, the component
with the largest L1 norm is the most important, and any variable with near zero
L1 norm might be unimportant. An alternative measure based on the functional L2
norm worked equally well in our simulation studies. But we omit further discussion
of it.
1.1 Choosing the Threshold
We focus on the main eects model in this section. Using the chosen parameter ^ , we
obtain the estimated main eect components ^ f1;:::; ^ fd and calculate their L1 norms
L1( ^ f1);:::;L1( ^ fd). Denote the decreasingly ordered norms as ^ L(1);:::; ^ L(d) and the
corresponding components ^ f(1);:::; ^ f(d). A universal threshold value is needed to
5dierentiate the important components from unimportant ones. Call the threshold
q. Only variables with their L1 norms greater than or equal to q are \important".
Now we develop a sequential Monte Carlo bootstrap test procedure to determine
q. Essentially we will test the variables' importance one by one in their L1 norm
rank order. If one variable passes the test (hence \important"), it enters the null
model for testing the next variable; otherwise the procedure stops. After the rst
 (0    d 1) variables enter the model, it is a one-sided hypothesis testing problem
to decide whether the next component ^ f(+1) is important or not. When  = 0, the
null model f is the constant, say, f = ^ b0, and the hypotheses are H0 : L(1) = 0 vs
H1 : L(1) > 0. When   1, the null model is f = ^ b0+ ^ f(1)++ ^ f() and the hypotheses
H0 : L(+1) = 0 vs H1 : L(+1) > 0. Let the desired one-sided test level be . If the
null distribution of ^ L(+1) were known, we could get the critical value -percentile
and make a decision of rejection or acceptance. In practice the exact -percentile is
dicult or impossible to calculate. However the Monte Carlo bootstrap test provides
a convenient approximation to the full test. Conditional on the original covariates
fx1;:::;xng, we sample T independent sets of data (x1;y
()
1;t );:::;(xn;y
()
n;t ); t =
1;:::;T from the null model f = ^ b0 + ^ f(1) + + ^ f(). We t the main eects model
for each set and compute ^ L
(+1)
t ; t = 1;:::;T. If exactly k of the simulated ^ L(+1)
values exceed ^ L(+1) and none equals it, the Monte Carlo p-value is k+1
T+1. See Davison
and Hinkley (1997) for an introduction on Monte Carlo bootstrap test.
Sequential Monte Carlo Bootstrap Tests Algorithm:
Step 1: Let  = 0 and f = ^ b0. We test H0 : L(1) = 0 vs H1 : L(1) > 0. Generate T
independent sets of data (x1;y
(0)
1;t );:::;(xn;y
(0)
n;t ); t = 1;:::;T from f = ^ b0.
Fit the LBP main eects model and compute the Monte Carlo p-value p0. If
p0 < , go to step 2; otherwise stop and dene q > ^ L(1).
6Step 2: Let  =  + 1 and f = ^ b0 + ^ f(1) +  + ^ f(). We test H0 : L(+1) = 0 vs
H1 : L(+1) > 0. Generate T independent sets of data (x1;y
()
1;t );:::;(xn;y
()
n;t )
based on f, t the main eects model and compute the Monte Carlo p-value
p. If p <  and  < d   1, repeat step 2; and if p <  and  = d   1, go to
step 3; otherwise stop and dene q = ^ L().
Step 3: Stop the procedure and dene q = ^ L(d).
2 Numerical Computation
Since the objective function is not dierentiable with respect to the coecients b and
c, many numerical methods for optimization fail to solve this kind of problem. By
introducing proper constraints, we can change this problem into minimizing a non-
linear smooth and convex function with polyhedral constraints. Many methods can
be used for such problems; we choose to employ MINOS (see Murtagh and Saunders
(1983)).
For every value of , programs must be solved twice | once with y (the original
problem) and once with y+ (the perturbed problem). This often results in hundreds
or thousands of individual solves, depending upon the range for . So, in order to
obtain solutions in a reasonable amount of time, we need to employ an ecient solving
approach, namely slice modeling. See Ferris and Voelker (2000) and Ferris and Voelker
(2001). Slice modeling is an approach for solving a series of mathematical programs
with the same structure but dierent data. The name comes from the idea that
individual models within the series can be dened by selecting a particular \slice" of
data. Under slice modeling, the common program structure is held constant, as well
as any \core" data which is shared between programs. The individual programs are
then dened simply as data modications of one another. Further, solutions to slice
7models solved earlier can be used as starting points for later solves in order to speed
up the individual solves. Doing so provides a starting point that has a good chance of
being near a solution. Programs for the LBP models are examples where non-linear
slice modeling is useful. The l1 norms in the objective function can be replaced by non-
negative variables constrained linearly to be the corresponding absolute values using
standard mathematical programming techniques. Then we have a series of programs
with non-linear objective functions and linear constraints. These programs only vary
in the objective functions (in the  values and/or the y values). Slice modeling
improves eciency of the programs by removing the necessity of regenerating the
constraints for each solve and allowing previous solutions to be used for starting
values.
We use MINOS as the underlying non-linear solver. MINOS performs well with
the linearly constrained models and returns consistent results. Under MINOS, non-
linear programs are specied in three pieces: the linear portion, the non-linear objec-
tive function, and the non-linear constraints. Originally, MINOS required the linear
portion of the program to be specied by an MPS le; later versions of MINOS in-
clude the subroutine minoss, that reads the linear portion from parameters. Using
minoss, we are able to specify and store the linear portion of the programs internally,
eliminating the need to write a new MPS le every time we change . Besides sav-
ing time in accessing les, it enables us to hold the program structure and common
data constant throughout all solves. Since the only changes to the program occur in
the objective function, we are able to utilize solutions from one problem as feasible
starting points for the next problem. In addition, we maintain certain internal data
structures from one problem to the next, generating faster solution times by the so-
called \hot-start". Once we have solutions for the original and perturbed problems
at a particular , ranGACV can be calculated. This suggests solving the original
8and perturbed problems together for each . However, the slice modeling approach
suggests the opposite: because fewer changes in the solution take place moving from
one  to another while maintaining the problem type (original or perturbed), previ-
ous solutions will have greater impact on future solves if the sequence of original and
perturbed solves are separated. Such separation requires extra storage: we must store
solution values. However, these solution values require signicantly smaller memory
than the problem specication, allowing this approach to achieve a signicant time
improvement. The code is very ecient and easy to use.
3 Simulation
3.1 Simulation 1: Main Eects Model
In this example, there are altogether d = 10 covariates: X1;:::;X10. They are taken
to be uniformly distributed in [0;1] independently. The sample size n = 1000. We
use the simple random subsampling technique to select N = 50 basis functions. The
perturbation  is distributed as Bernoulli(0:5) taking two values f+0:25; 0:25g. The
true conditional logit function is
f(x) =
4
3
x1 + sin(x3) + 8x
5
6 +
2
e   1
e
x8   5: (3.1)
Four variables X1,X3, X6 and X8 are important, and the others are noise variables.
We t the main eects LBP model and search the parameters (;s) globally. Since
the true f is known, both CKL() and ranGACV () are available for choosing the
's.
Using the optimal parameters we t the main eects model and calculate the L1
norm scores for the individual components ^ f1;:::; ^ f10. The dashed line indicates the
threshold chosen by the proposed sequential Monte Carlo bootstrap test algorithm.
9By using this threshold, variables X6;X3;X1;X8 are selected as \important" variables
correctly.
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