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We consider the class of graphs each of whose components is either a path or a cycle. We
classify the graphs from the class considered into those which are determined and those
which are not determined by the adjacency spectrum. In addition, we compare the result
with the corresponding results for the Laplacian and the signless Laplacian spectra. It turns
out that the signless Laplacian spectrum performs the best, confirming some expectations
from the literature.
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1. Introduction
Let G be a simple graph on n vertices (or order n), and adjacency matrix A (=A(G)). The characteristic polynomial of A
(equal to det(xI − A)) is also called the characteristic polynomial of G. The eigenvalues and the spectrum of A (which consists
of n eigenvalues) are called the eigenvalues and the spectrum of G, respectively. Since A is real and symmetric, its eigenvalues
are real. The eigenvalues of G (in non-increasing order) are denoted by λ1(G), . . . , λn(G). In particular, λ1(G), as the largest
eigenvalue of G, will be called the spectral radius (or index) of G. In the sequel we shall usually suppress G in our notation.
The spectrum of G (as a multiset or family of reals) will be denoted by Ĝ. The disjoint union of graphs G1 and G2 will be
denoted by G1+ G2, while the union of their spectra (i.e. the spectrum of G1+ G2) will be denoted by Ĝ1+ Ĝ2; kG (resp. k̂G)
stands for the union of k copies of G (resp. Ĝ).
We shall use a more general setting from [1].
A mapping φ from a set S to the integer set Z is called a family over S (as an underlying set). For x ∈ S the value φ(x) is
themultiplicity of x in the family φ. This definition extends the notion of an ordinary family; normally we would allow only
non-negative multiplicities of elements in ordinary families, while here multiplicities could be negative.
Let X, Y be families of elements of a set S. For k ∈ Z we define kX to be the family obtained from X by multiplying the
multiplicities of its elements by k. The union X+ Y of families X, Y is the family consisting of elements contained in any of
the two families with multiplicities being the sums of multiplicities in the corresponding families.
The family k1X1 + · · · + knXn (k1, . . . , kn ∈ Z) is called a linear combination of families X1, . . . ,Xn. The set of all linear
combinations of families X1, . . . ,Xn is denoted by L(X1, . . . ,Xn). The set L = L(X1, . . . ,Xn) is an Abelian group with
respect to the union+ of families and also a Z-module. The corresponding ‘‘subtraction’’ operation− inL is introduced in
a standard manner and used in [2]. A minimal set of families ofLwhich generates the whole setL is called a basis ofL.
The problem of determining the graphs by spectral means is one of the oldest problems in the spectral graph theory.
This problem is simultaneously studied in the literature for various kinds of graph spectra (based on different types of graph
matrices).
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We say that two (non-isomorphic) graphs are cospectral if their spectra coincide. On the other hand, we say that a graph
is determined by its spectrum if it is a unique graph having this spectrum. We use DS (resp. non-DS) to indicate that some
graph is determined (resp. not determined) by its spectrum.
Assume that G is non-DS.We shall say that G is aminimal non-DS graph if it becomes a DS graph by removal of any subset
(or aggregate) of its components. Further, we shall focus our attention solely on minimal non-DS graphs, since any other
non-DS graph can be easily recognized if it contains any of the minimal ones.
We consider the class of graphs each of whose components is either a path or a cycle. We shall classify the graphs from
the class considered into those which are determined and those which are not determined by the spectrum.
The determination of graphs each of whose components is either a path or a cycle by their Laplacian (resp. signless
Laplacian) spectrum is achieved in [3] (resp. [4]), where,more generally, graphswhose largest Laplacian or signless Laplacian
eigenvalue does not exceed 4 are treated (see Section 4 for details).
Our main objective here is to complete these results by considering the determination of graphs as in the title by their
adjacency spectrum. It will be shown that, in this situation, there are many more graphs which are non-DS.
The comparison of frequencies of non-DS graphs in the class of graphs considered for the adjacency, Laplacian and
signless Laplacian spectra provides further arguments for believing that the spectral theory of graphs based on the signless
Laplacian has some advantages. The signless Laplacian spectral theory of graphs has recently attracted much attention (see,
for example, [5,4]).
Finally, it is noteworthy that the graphswhose spectral determination is considered in the papers [6–9] have some similar
features to the graphs considered in this paper. Many other results on spectral characterizations can be found in [10].
The extension of the results from this paper to the set of graphs whose largest (adjacency) eigenvalue does not exceed 2
is desirable but looks very difficult.
The rest of the paper is organized as follows: in Section 2 we give some preliminary results; the main results are given in
Section 3; in Section 4 we compare our results with the corresponding results for the Laplacian and the signless Laplacian
spectra.
2. Preliminary results
A path (resp. cycle) on n vertices will be denoted by Pn (resp. Cn).
A connected graph with index ≤2 is either a cycle Cn (n = 3, 4, . . .), or a path Pn (n = 1, 2, . . .), or one of the graphs
depicted in Fig. 1 (see [11]). Note that W1 coincides with the star K1,4, while Z1 coincides with P3. In addition, the graphs
Cn,Wn, S1, S2, and S3 are known as the Smith graphs (the connected graphs with index equal to 2); all other graphs, namely,
Pn, Zn, T1, T2 and T3, are the induced subgraphs of Smith graphs (so the index of each of them is less than 2).We denote the set
of all these graphs by S∗; those which are bipartite, and hence cannot have odd cycles, will be denoted by S. The spectrum
of each graph from S∗ can be found (in an explicit form) in [2].
Let G be an arbitrary graph each of whose components is a path or a cycle. Then we can write
G =
∑
j≥3
njCj +
∑
i≥1
miPi, (1)
wheremi, nj ≥ 0 are integers. Let G′ be the graph (if any) cospectral with G. Then we can write
G′ =
∑
S∈S∗
r(S)S, (2)
where r(S) ≥ 0 is a repetition factor (which tells us how many times S appears as a component in G′). In the sequel, G and
G′ will be represented as in (1) and (2). Recall also that the numbers of vertices and edges of a graph are determined by its
spectrum (see [12]). So G and G′ have the same numbers of vertices and of edges.
This paper can be considered as a continuation of the research initiated in [2] (34 years ago). Here we shall devote our
attention to the following equalities from [2] (to be repeatedly used in this paper):
Ŵn = Ĉ4 + P̂n,
Ẑn + P̂n = P̂2n+1 + P̂1,
Ĉ2n + 2̂P1 = Ĉ4 + 2̂Pn−1,
Ŝ1 + P̂1 = Ĉ4 + 2̂P2,
Ŝ2 + P̂1 = Ĉ4 + P̂3 + P̂2,
Ŝ3 + P̂1 = Ĉ4 + P̂4 + P̂2,
T̂1 + P̂5 + P̂3 = P̂11 + P̂2 + P̂1,
T̂2 + P̂8 + P̂5 = P̂17 + P̂2 + P̂1,
T̂3 + P̂14 + P̂9 + P̂5 = P̂29 + P̂4 + P̂2 + P̂1.
(3)
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Fig. 1. Some graphs relevant to Smith graphs.
The importance of these equalities can be seen in the next section. Here we note that, for example, any graph containing
Wn as a component is non-DS. Namely, by (3), its cospectral mate can be obtained by substitutingWn with C4 + Pn (while
keeping the other components unchanged). On the other hand,Wn is a minimal graph which is non-DS.
In the rest of this sectionwe give some observationswhich turn out to be of crucial importance in getting ourmain results
(in Section 3).
Lemma 2.1. The non-isomorphic graphs G =∑i≥1miPi and G′ =∑i≥1m′iPi are not cospectral.
Proof. Assume to the contrary that Ĝ = Ĝ′. Without loss of generality, we can assume that no component of G appears
as a component in G′ (since the graphs will remain cospectral after removing such components). In that case, the longest
path (among all components of both graphs) belongs to exactly one of the graphs G and G′, say G. Denote it by P . Then
λ1(G) = λ1(P). On the other hand, λ1(G′) < λ1(P), implying that λ1(G) 6= λ1(G′), a contradiction.
This completes the proof. 
The following theorem is taken from [2]. Note that it deals only with bipartite graphs from S∗.
Theorem 2.1. Let H ∈ S. Then its spectrum has the following representation:
Ĥ = ĥC4 +
p∑
i=1
mîPi,
where h ≥ 0, p ≥ 0 and mi ∈ Z (i = 1, . . . , p) and mp > 0 (if p > 0). Moreover, this representation is unique.
Having in view relations (3) we get the following statement.
Corollary 2.1. Let G be a bipartite graph on n (≥16) vertices whose largest eigenvalue does not exceed 2. Then the spectrum of G
belongs to the Z-module with the basis consisting of the spectra of cycle C4 and of paths Pi where i runs over positive odd integers
not exceeding 2n− 3 and over positive even integers not exceeding n.
For smaller values of n (i.e. n < 16) the basis is slightly modified.
In the sequel, the representation of the spectrum of G ∈ S given by Theorem 2.1 will be called canonical, and denoted by
R(̂G). The integers h, p and the mi’s represent the coefficients of such a representation. This representation for all bipartite
graphs from S can be obtained by using the equalities from (3).
It was also shown in [2] that given integers h ≥ 0, p ≥ 0 andmi (i = 1, . . . , p),mp > 0 (if p > 0), we can find all graphs
in S whose spectrum has a representation with given integers as parameters. This can be obtained by solving a system of
linear algebraic equations (explicitly formulated in [2]). Then the following outcomes can appear:
• the graph with such a spectrum does not exist if the system has no solutions;
• the graph does exist and it is DS if the system has a unique solution;
• the graph does exist and it is non-DS if the system has a non-unique solution.
Some of the partial results in the sequel could have been obtained using the aforementioned system of equations but we
prefer to use other arguments in this paper.
Now we prove the following theorem.
Theorem 2.2. Let G be the graph each of whose components is a path. Then G is a minimal non-DS graph if and only if
G = P2n+1 + P1 (n ≥ 2).
Proof. Let G′ be cospectral with G. Of course, G′ cannot contain odd cycles (because G is bipartite). Since h = 0 in R(̂G), by
relations (3) no component of G′ can be an even cycle,Wn, S1, S2 or S3. If m1 = 0, none of the graphs T1, T2, T3, Zn (n ≥ 2)
can be a component of G′, and G′ is isomorphic to G, i.e. G is DS. Ifm1 > 0, taking into account the second relation from (3),
we get minimal non-DS graphs as stated.
This completes the proof. 
3852 D. Cvetković et al. / Computers and Mathematics with Applications 59 (2010) 3849–3857
The next theorem follows from a more general result that regular graphs of degree 2 are characterized by a spectrum
(see, for example, [12, p. 167]).
Theorem 2.3. If each component of G is an even cycle then G is DS.
3. Main results
Here we classify the graphs whose components are paths and cycles (see (1), general case) into two classes, depending
on whether they are determined or not determined by the spectrum. With this aim, in the latter case, we shall focus our
attention solely on minimal non-DS graphs G (as in (1)). Let G′ be a graph as in (2), and so a tentative cospectral mate of G.
As noted in [2, p. 44], every odd cycle appearing as a component of Gmust also appear as a component of G′ (with the same
multiplicity). Therefore, all odd cycles in G and G′ can be ignored (in view of minimality). Equivalently, in our considerations
we can restrict our search space to S, the bipartite graphs from S∗.
The main result of this paper reads:
Theorem 3.1. All minimal non-DS graphs each of whose components is a path or a cycle are given in the following list (followed
by all of their cospectral mates):
(i) P2n+1 + P1 (n ≥ 2), cospectral with Zn + Pn;
(ii) C4 + Pn (n ≥ 1), cospectral with Wn;
(iii) C2n + 2P1 (n ≥ 4), cospectral with C4 + 2Pn−1;
(iv) C2n + 2Pk (n ≥ 3, k ≥ 2, n 6= k+ 1), cospectral with C2(k+1) + 2Pn−1;
(v) C6 + P1, cospectral with S1;
(vi) C8 + P2 + P1, cospectral with S2 + P3;
(vii) C10 + P2 + P1, cospectral with S3 + P4;
(viii) C16 + P3 + P1, cospectral with C8 + Z3 + P7;
(ix) C2n + P3 + P2 + P1 (n ≥ 6, n 6= 8), cospectral with S2 + 2Pn−1, and in addition with T1 + C8 + P11 + P5 for n = 12;
(x) C2n + P4 + P2 + P1 (n ≥ 6 and n 6= 10), cospectral with S3 + 2Pn−1;
(xi) C4(2n+1) + P2n + P1 (n ≥ 1), cospectral with C2(2n+1) + Z2n + 2P4n+1.
An equivalent form of the above theorem reads:
Corollary 3.1. The graph each of whose components is a path or a cycle is DS whenever it does not contain as an aggregation of
components any of the graphs from the previous theorem.
Before proceeding with the proof of the above theorem, we give some comments.
First, (i) contains an infinite family of minimal non-DS graphs having as components only the paths (see Theorem 2.2).
In all other situations, at least one component is an even cycle (never an odd one), and also at least one component is a path
(see Theorem 2.3 as well).
Secondly,most of theminimal DS graphs appear in the formof infinite families of graphs,with someparameters excluded
by minimality, or if the corresponding graphs are DS (like P3 + P1 in (i), or C2n + 2Pn−1 in (iv)).
To prove Theorem 3.1, we will distinguish three cases (see below):
Case 1. G contains either C4, or at least two isolated vertices.
Lemma 3.1. Graphs C4 + Pk (k ≥ 1) and C2l + 2P1 (l ≥ 2) are non-DS. The first of them is minimal for any k, while the second
is minimal for l ≥ 4.
Proof. Both families of graphs are non-DS since Ĉ4+ P̂k = Ŵk and Ĉ2l+ 2̂P1 = Ĉ4+ 2̂Pl−1 (see (3)). To prove theminimality,
we have to show that the removal of any number of components gives rise to a DS graph.
Clearly, C4+Pk (k ≥ 1) isminimal (by Theorems 2.2 and 2.3). Therefore C4+2P1 is notminimal (since C4+P1 isminimal);
similarly, C6+ 2P1 is not minimal (due to C6+ P1). On the other hand, to prove that C2l+ 2P1 is minimal for l ≥ 4, it suffices
to prove that H = C2l + P1 is DS. By way of a contradiction, let H ′ be a graph cospectral with H . Notice first that
R(Ĥ) = Ĉ4 + 2̂Pl−1 − P̂1 (l ≥ 4)
(cf. (3)). ThereforeH ′ contains just one of the Smith graphs as a component (note thath = 1). On the other hand, by inspecting
equalities from (3), we easily get that H ′ must have just one of the Si’s (i = 1, 2, 3) as a component (since otherwise −P̂1
cannot appear in R(Ĥ ′) as a summand). But then k̂P2 (with k ≥ 1) appears in R(Ĥ ′) unless kZ2 appears in H ′. But in this
situation,−P̂1 cannot appear in R(Ĥ ′) (since each Z2 brings P̂1 as a summand to R(Ĥ ′)), a contradiction.
This completes the proof. 
In view of the above lemma, we can assume further that neither C4 nor 2P1 appears in G as an (aggregated) component.
Therefore, we also have further that n4 = 0 andm1 ≤ 1 (see (1)).
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Case 2. G has no isolated vertices.
We first note that graphs H1 = C2n + 2Pk−1 and H2 = C2k + 2Pn−1 are cospectral for each n, k ≥ 2 if n 6= k (it is easy
to see that R(Ĥ1) = R(Ĥ2)). Therefore, if G = C2n + 2Pk with n 6= k + 1, then G′ = C2(k+1) + 2Pn−1 is its cospectral mate.
Moreover, since k ≥ 2 (G has no isolated vertices), then G could be minimal non-DS only if n ≥ 3 (cf. (ii)). The next lemma
will be useful in resolving the case under consideration (and the remaining one); it gives some basic structural restrictions
on G and G′.
Lemma 3.2. Let G =∑k≥3 n2kC2k+∑i≥1miPi (withm1 ≤ 1) and G′ =∑S∈S r(S)S its cospectral mate. Then G′ cannot contain
C4, Wn (n ≥ 1) and P1 as components. Moreover, we have:
(a) if m1 = 0 then G′ has no component of the form Si (i ∈ {1, 2, 3}), or of the form Zn (n ≥ 2), or of the form Ti (i ∈ {1, 2, 3});
(b) if m1 = 1 then G′ contains just one of the latter components.
Proof. Observe first that the spectra of G and G′ can be represented as follows:
R(̂G) = (ĥC4 − (2h−m1)̂P1)+∑
s≥2
pŝPs, (4)
where h is the number of cycles in G; similarly,
R(̂G′) = (h′Ĉ4 + (r(W1)− 2r(C≥6)− r(S∗)+ r(Z≥2)+ r(T∗)+ r(P1))̂P1)+∑
t≥2
qt P̂t , (5)
where h′ is the number of components in G′ whose index is 2, while r(C≥6) counts the number of even cycles of length
≥6, r(Z≥2) the number of Zn’s of order ≥4, and r(S∗) = r(S1) + r(S2) + r(S3), r(T∗) = r(T1) + r(T2) + r(T3). Comparing
the coefficients at Ĉ4 and P̂1 from (4) and (5) (cf. Theorem 2.1) we get the first two equalities; the third (with an obvious
extension of notation) is true by definition:
h = h′, (6)
−2h+m1 = r(W1)− 2r(C≥6)− r(S∗)+ r(Z≥2)+ r(T∗)+ r(P1), (7)
h′ = r(W≥1)+ r(C≥4)+ r(S∗). (8)
Solving (7) and (8) in h and h′, respectively, and using (6) we get
m1 = 2
(
r(C≥4)− r(C≥6)
)+ 2r(W≥1)+ r(W1)+ r(S∗)+ r(Z≥2)+ r(T∗)+ r(P1).
Since m1 ≤ 1, we get at once that r(C4) = r(C≥4) − r(C≥6) = 0, r(W≥1) = 0 (in particular r(W1) = 0). In addition, we
have: ifm1 = 0, then r(S∗) = 0, r(Z≥2) = 0, r(T∗) = 0 and r(P1) = 0; otherwise, ifm1 = 1 then r(S∗)+ r(Z≥2)+ r(T∗) = 1,
and again r(P1) = 0 (by minimality of G).
This completes the proof. 
Lemma 3.3. If G =∑k≥3 n2kC2k +∑i≥2miPi is a minimal non-DS graph then G = C2n + 2Pk (n ≥ 3, k ≥ 2, n 6= k+ 1).
Proof. In view of Lemma 3.2, let G′ = ∑k≥3 n′2kC2k +∑i≥2m′iPi be a graph cospectral with G having no components in
common with it. Let h =∑k≥3 n2k and h′ =∑k≥3 n′2k. Then we have
R(̂G) = ĥC4 − 2ĥP1 + 2
∑
k≥3
n2kP̂k−1 +
∑
i≥2
mîPi,
R(̂G′) = h′Ĉ4 − 2h′̂P1 + 2
∑
k≥3
n′2kP̂k−1 +
∑
i≥2
m′îPi.
Since G and G′ have no common components it follows (by Lemma 2.1) that∑
i≥2
mîPi = 2
∑
k≥3
n′2kP̂k−1,
∑
i≥2
m′îPi = 2
∑
k≥3
n2kP̂k−1.
Therefore, allmi’s are even, and≥2 if non-zero. So if G is minimal it can have only one cycle (whose length is≥6), and only
two paths (which are in addition of the same length≥2). Recall that C2n + 2Pn−1 is DS, while C4 + P1 and C6 + P1 are both
minimal non-DS.
This completes the proof. 
Case 3. G has just one isolated vertex.
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Nowm1 = 1 (since G contains exactly one isolated vertex). In addition, G contains only even cycles of lengths≥8 (since
C4+P1 and C6+P1 areminimal non-DS), and possibly paths of lengths≥2. Next, we shall assume thatG′ consists only of even
cycles (of length≥6) and paths (of length≥2), and just one (exceptional) component, say E, equal either to Si (i ∈ {1, 2, 3}),
or to Zn (n ≥ 2), or to Ti (i ∈ {1, 2, 3}); see Lemma 3.2. Consequently, we have
G =
∑
l≥3
n2lC2l +
∑
i≥2
miPi + P1, (9)
G′ =
∑
l≥3
n′2lC2l +
∑
i≥2
m′iPi + E. (10)
Let ci(̂E) be the coefficient of R(̂E) at P̂i (i ≥ 1); in particular, let c0(̂E) be the coefficient of R(̂E) at Ĉ4. Comparing the
coefficients of R(̂G) and R(̂G′) at Ĉ4 and the P̂i’s (i ≥ 2) we easily get∑
l≥3
n2l −
∑
l≥3
n′2l = c0(̂E), (11)
2
(
n2(i+1) − n′2(i+1)
)+ (mi −m′i) = ci(̂E) (i ≥ 2). (12)
Lemma 3.4. Let G =∑l≥3 n2lC2l +∑i≥2miPi + P1 be a minimal non-DS graph. Then
mi ≤ 1, n′2(i+1) ≤ 1, min2(i+1) = m′in′2(i+1) = 0 (i ≥ 2).
Proof. By way of a contradiction, assume that ms ≥ 2 for some s ≥ 2. But then n2t = 0 for all t 6= s + 1 (cf. Lemma 3.1).
Consequently, n2(s+1) ≥ 1 (since otherwise G is acyclic). So 2(n2(s+1)− n′2(s+1))+ (ms−m′s) ≥ 4 (note that n′2(s+1) = m′s = 0
by minimality of G). On the other hand, cs(̂E) ≤ 2 (see (3)), a contradiction to (12). In addition, assume now that n′2(i+1) ≥ 2.
Then 2(n2(s+1)− n′2(s+1))+ (ms−m′s) ≤ −3 (note that n2(s+1) = 0, whilems−m′s ≤ 1). On the other hand, cs(̂E) ≥ −1 (see
(3)), a contradiction to (12). We can get similar contradictions if we assume thatmin2(i+1) 6= 0 orm′in′2(i+1) 6= 0.
This completes the proof. 
Wenowproceed to find all remainingminimal non-DS graphs. For this purposewe shall need the solutions to the system
of equations from (12) under the following constraints:
mim′i = n2(i+1)n′2(i+1) = 0, (13)
mi, n′2(i+1) ∈ {0, 1}, min2(i+1) = m′in′2(i+1) = 0, (14)
ci(̂E) = 0⇒ mi = 0. (15)
Recall that (13) is required in order for G and G′ to have no common components; (14) is proved by Lemma 3.4; for (15) it
suffices to see that ci(̂E) = 0⇒ mi 6= 1 (which follows by (13) and (14)). The solutions of the fixed equality from (12) under
these constraints with ci(̂E) ∈ {0,±1, 2} can be summarized as follows:
Lemma 3.5. Let n = n2(i+1), m = mi, n′ = n′2(i+1), m′ = m′i and c = ci(̂E) (i ≥ 2). Under the above assumptions, the solutions
(n,m, n′,m′) to (12) are given in Table 1.
Proof. Observe first thatmi is equal to 0 or 1 (see Lemma 3.4). Next, using (13) and (14), we easily arrive at the proof. 
We shall now consider subcases depending on E.
We first assume that E ∈ {S1, S2, S3}.
Lemma 3.6. Let G (see (9)) be a minimal non-DS graph cospectral with G′ (see (10)) with E ∈ {S1, S2, S3}. Then G is one of the
following graphs:
(a) C6 + P1;
(b) C8 + P2 + P1 and C2n + P3 + P2 + P1 (n ≥ 6);
(c) C10 + P2 + P1 and C2n + P4 + P2 + P1 (n ≥ 6, n 6= 10).
Proof. We shall distinguish three cases depending on E.
Case (a): E = S1. Now n6 ≥ 1 (see Lemma 3.5 with i = 2 and c = 2). Therefore, in view of minimality (see also Lemma 3.1),
G = C6 + P1 (with G′ = S1).
Case (b): E = S2. In view of minimality, n6 = 0 (see (a)). But then m2 = 1, n′6 = m′2 = 0 (see Lemma 3.5 with i = 2 and
c = 1). Consider next i = 3. Since c = 1 we have: if m3 = 0 then n8 = k ≥ 1, n′8 = 0, m′3 = 2k − 1; if m3 = 1 then
n8 = n′8 = m′3 = 0 (by Lemma 3.5). So, if m3 = 0 then only G = C8 + P2 + P1 is minimal non-DS (with G′ = S2 + P3).
Otherwise, ifm3 = 1 we have to keep in mind that not only do we have n′8 = 0, but also so are all n′2i’s for i ≥ 2, and as well
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Table 1
The solutions (n,m, n′,m′).
n m n′ m′ c
k ≥ 0 0 0 2k 0
k ≥ 0 0 0 2k+ 1 −10 1 1 0
0 1 0 0 1k ≥ 1 0 0 2k− 1
k ≥ 1 0 0 2(k− 1) 2
all mi’s for i ≥ 4 (by Lemma 3.5). Next, by using (11), we get that n2k = 0 for all k ≥ 2 and some s ≥ 5, while mi = 0 for
i ≥ 4. So G = C2s + P3 + P2 + P1 (with G′ = S2 + 2Ps−1) is minimal non-DS for s ≥ 6.
Case (c): E = S3. As in (b), we have n6 = 0,m2 = 1, n′6 = m′2 = 0. Consider next i = 3. In view of (b) n8 = 0 (byminimality).
But then n′8 = m3 = m′3 = 0 (by Lemma 3.5). We now take i = 4. Since c = 1 we have: if m4 = 0 then n10 = k ≥ 1,
n′10 = 0,m′4 = 2k− 1; ifm4 = 1 then n10 = n′10 = m′4 = 0 (by Lemma 3.5). Now, if n10 = k > 0, for the sake of minimality,
we let k = 1. Then G = C10 + P2 + P1 (with G′ = S3 + P4) is minimal non-DS. Otherwise, if n10 = 0, we have that not only
is n′10 = 0, but also so are all n′2i’s for i ≥ 2, and as well all mi’s for i ≥ 5 (by Lemma 3.5). Next, by using (11), we get that
n2k = 0 for all k ≥ 2 and some s ≥ 6, whilemi = 0 for i ≥ 5. So G = C2s + P4 + P2 + P1 (with G′ = S3 + 2Ps−1) is minimal
non-DS for s ≥ 6 and s 6= 10 (see Lemma 3.7).
This completes the proof. 
In the remainder we assume that E ∈ {Zn : n ≥ 2} ∪ {T1, T2, T3}. But then, since c0(̂E) = 0, we have∑i≥3(n2i − n′2i) = 0
(by (11)), and
∑
i≥2(mi − m′i) = 0 (by (12)). Note also that at least one n′2i and at least one m′i are 6=0 (the same holds for
n2i’s andmi’s).
Assume next that E = Zn (n ≥ 2).
Lemma 3.7. Let G (see (9)) be aminimal non-DS graph cospectralwithG′ (see (10))with E ∈ {Zk : k ≥ 2}. ThenG = C16+P3+P1,
or G = C4(2n+1) + P2n + P1 (n ≥ 1).
Proof. Observe first that n′2(i+1) = 0 for all i ≥ 2 except for i = kwhen n′2(i+1) = 1 (see Table 1 and (3)). So for i = kwe have
n2(k+1) = 0,mk = 1,m′k = 0 (see also Table 1). Therefore, G′ (and thus G) has only one component that is a cycle. Since P̂2k+1
appears 1+m′2k+1 (≥1) times in R(̂G′) as a summand, and since G cannot have paths of odd order≥5 (see Theorem 2.2), for
i = 2k + 1 we must have n4(k+1) = 1, m2k+1 = 0, n′4(k+1) = 0, m′2k+1 = 1 (see Table 1) and in addition kmust be 3, or an
even integer (by Theorem 2.2). If k = 3, we immediately get that G = C16 + P3 + P1 (with G′ = C8 + Z3 + P7) is a minimal
non-DS graph. If k = 2n (and so is even) then G = C4(2n+1)+P2n+P1 (with G′ = C2(2n+1)+ Z2n+P4n+1) is a minimal non-DS
graph.
This completes the proof. 
Finally, assume that E ∈ {T1, T2, T3}.
Lemma 3.8. Let G be a minimal non-DS graph of the form (9) cospectral with G′ of the form (10) with E ∈ {T1, T2, T3}. Then
G = C24 + P3 + P2 + P1 (which occurs for E = T1).
Proof. We first claim that P2 is a component of G. Namely, since T̂i (i ∈ {1, 2, 3}) contains P̂2 as a summand, it follows that
either P2 is a component of G, or C6 is a component of G. But in the latter case G cannot be minimal, and the claim follows.
Therefore, P2 and P1, and C2(s+1) for some s ≥ 5 are the components of G. Note that G is not minimal non-DS for s = 1, 2; for
s = 3, 4 it is minimal non-DS, but not cospectral with G′ (with E ∈ {T1, T2, T3}) as can be easily checked.
If P3 is a component of G then G = C2(s+1) + P3 + P2 + P1 is minimal non-DS, but possibly with G′ 6= S2 + 2Ps (see (ix)).
Since C2(t+1) appears in G′ (for t 6= s) we have that P̂t appears in R(̂G′) as a summand at least once (note that |ct (̂Ti)| ≤ 1
for each i ∈ {1, 2, 3}). Comparing R(̂G′) with R(̂G) we get that t = 3 and c3(E) = −1. So C8 and T1 (see (3)) must be the
components of G′. Now it is a matter of routine to get that G = C24+ P3+ P2+ P1 (with G′ = C8+ T1+ P11+ P5) a minimal
non-DS graph, as required. If P4 is a component of G then G = C2(s+1) + P4 + P2 + P1 is minimal non-DS for s 6= 9 (cf. (x)).
We can now repeat the above arguments to show that t = 4 and c4(̂E) = −1. But then C10 and T3 are the components of G′
(see (3)). Now it is a matter of routine to show that G′ under these constraints does not exist.
In what remains we assume that P3 and P4 are not components of G. We first observe that E 6= T3, since otherwise P̂4
appears in R(̂G′) as a summand, but not in R(̂G). So E is equal to T1 or T2. Since C2(t+1) is a component of G′ for some t (6=s) (as
already observed), we have: n′2(t+1) = 1 (see Table 1) and in addition n2(t+1) = 0,mt = 1 andm′t = 0 (a unique possibility).
But then ct(E) = −1 and this happens when t = 3 or 5 if E = T1, or when t = 5 or 8 if E = T2 (see (3)). Since mt = 1,
Pt is a component of G. In addition, t can be 3, or an even integer≥5 (see Theorem 2.2). Therefore, the only possibility that
remains is t = 8 and E = T2. Observe now that G′ (and thus G) has only one cycle (note that t = 8 and n′18 = 1); so C18 and
T2 are the components of G′. Observe now that P̂17 appears in Ĝ′ as a summand. Since P17 cannot appear in G, it follows that
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C36 appears in G (so s = 17), while P17 is in G′. So we get that G contains C36+ P8+ P2+ P1 as aggregated components. Thus
G cannot be minimal non-DS in view of (xi).
This completes the proof. 
We are now in position to complete the proof of our main result.
Proof of Theorem 3.1. Recall first that none of the minimal non-DS graphs contains an odd cycle (as a component).
Therefore, all possible candidateswere considered in the above theorems and lemmas: (i) is resolved in Theorem2.2; (ii) and
(iii) are resolved in Case 1; (iv) is resolved in Case 2; (v)–(xi) are resolved in Case 3. The cospectral mates are obtained from
the proofs of the corresponding lemmas. The non-existence of other cospectral mates is also checked in the corresponding
lemmas by using the formulas from (3), or (in some situations) by the fact that the cospectral graphsmust have equal orders.
This completes the proof. 
4. Other kinds of graph spectra
Recall that, given a graph, the matrix L = D − A is called the Laplacian, where A is the adjacency matrix and D is the
diagonal matrix of vertex degrees. The matrix Q = D+ A is known as the signless Laplacian of G.
The following theorem has been proved in [3].
Theorem 4.1. Let G be aminimal non-DS graph with respect to the Laplacian spectrum among graphs each of whose components
is a path or a cycle. Then G is one of the graphs:
(i) 2Pk + C2l or C2k + 2Pl (k > l ≥ 2), mutually cospectral;
(ii) C2k + P3 + P1 (k = 2 or k ≥ 4), cospectral with 2Pk + (K1,3 + e);
(iii) C2k + C4 + 2P1 (k = 2 or k ≥ 4), cospectral with 2Pk + P2 + (K4 − e);
(iv) C2k + C2l + P2 + 2P1 (k ≥ l ≥ 4), cospectral with 2Pk + 2Pl + (K4 − e);
(v) C2k + C2l + C2m + 4P1 (k ≥ l ≥ m ≥ 4), cospectral with 2Pk + 2Pl + 2Pm + K4;
(vi) C6 + P1, cospectral with P3 + (K1,3 + e), and to C3 + K1,3.
For signless Laplacian spectra the same problem is implicitly solved in [4] (see Section 3.3, Theorem 2.9 and the example
after it).
Theorem 4.2. Let G be a minimal non-DS graph with respect to the signless Laplacian spectrum among graphs each of whose
components is a path or a cycle. Then G is one of the graphs:
(i) C3 + P1, cospectral with K1,3;
(ii) C2n + 2Pk (n, k ≥ 2, n 6= k), cospectral with C2k + 2Pn.
Proof. Let G′ be cospectral with G. Using subdivisions of graphs (which by formula (3) of [5] (or Corollary 2.1 of [9]) reduces
the problem to that of the adjacency spectrum), we get that G and G′ are cospectral with respect to the signless Laplacian
spectrum if and only if their subdivisions S(G) and S(G′) are cospectral with respect to the adjacency spectrum. Thus, it
is sufficient to determine all graphs from (i)–(xii) of Theorem 3.1 which are subdivisions and whose cospectral mates are
subdivisions as well. It is easy to check that among the Smith graphs only C2n (n ≥ 3), P2k−1 (k ≥ 1) and S1 are subdivisions.
In this way, all graphs except (iv) and (v) are eliminated. In addition, these graphs give rise to graphs (ii) and (i) of this
theorem.
This completes the proof. 
The statement of Theorem 4.2 essentially remains valid for the set of graphs whose largest signless Laplacian eigenvalue
does not exceed 4 (see [5]); the only additional minimal non-DS graph is K1,3.
Comparing Theorems 3.1, 4.1 and 4.2 we see that, in the class of graphs each of whose components is a path or a cycle,
cospectrality as a phenomenon appears most rarely in the case of a signless Laplacian spectrum. Intuitively, it also seems
that the same phenomenon, for the observed class of graphs, is more frequent with the adjacency spectrum than with the
Laplacian spectrum. This leads us to put forward an additional argument for the claim given in [5,4] (and supported in [10]
by computational results on graphs up to 11 vertices) that the spectral graph theory based on the signless Laplacian seems
to be more efficient than the other two, which have so far been much more studied in the literature.
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