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Abstract
The new phenomenological model of the ensemble of three neurons with chemical (synaptic) and
electrical couplings has been studied. One neuron is modeled by a single Van der Pol oscillator. The
influence of the electrical coupling strength and the frequency mismatch between the elements to the
regime of sequential activity is investigated.
1 Introduction
In the last few years, a new field of medicine that is called bioelectronic medicine [1] is actively devel-
oping. The main feature of bioelectronic medicine is the application of electrical stimulus to nervous
system and body’s tissues instead of chemical (pharmaceutical) treatment. The main target of electri-
cal impact is nerve fibers, and signals are delivered to them using implants or wearable devices. The
reasons for such interest to bioelectronic medicine are related both to the rapid improvement of technol-
ogy (among the factors we can note the emergence of biocompatible soft electronics, the rapid growth
in computing performance, the small size of the devices [2]), and a limited success of pharmacology in
the treatment of neurological disorders by medication. In this regard, it is also worth noting that in
the coming decades the problem of treating diseases of the nervous system will become more relevant,
because of the tendency of aging of the population and the growing stress in the modern world. For this
reason, a number of scientific and industrial companies have paid attention to bioelectronic medicine.
As recent papers show, [1, 3], this approach can be successfully applied not only to treatment of diseases
of the nervous system, but also in treatment of cardiovascular, inflammatory, metabolic and endocrine
diseases, as evidenced by animal tests and clinical trials. The nervous system is the main regulator of
internal processes in the body. It system affects the processes of thinking, digestion, motor activity,
etc. [4]. In this connection, there is an increasing interest in the study of electrical couplings in the
nervous system and their role in the generation of various regimes of neuronal activity, as well as the
mechanisms of their formation and suppression. The development of new medical technologies and
their implementation in practical treatment requires much deeper understanding how the peripheral
nervous system is involved in the regulation of various processes in the body.
The main goal of this work is to study the influence of electrical couplings to regimes of sequential
bursting activity in models of neural ensembles with chemical (synaptic) couplings. For this purpose,
there is considered a phenomenological model of the minimal ensemble of three non-identical neurons
which demonstrate the described types of couplings. Each of the neurons is modeled by corresponding
Van der Pol oscillator, but these oscillators have different proper frequencies. In our previous paper [5]
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Figure 1: The topology of the chemical (synaptic) couplings g1 and g2 and electrical couplings d in the
ensemble of neuron-like elements given by the system (1).
the ensemble of identical Van der Pol oscillators only with chemical couplings was studied in details.
In particular, there were studied various dynamical regimes occuring in this ensemble when varying
the strengths of chemical couplings, and scenarios of appearance and disappearance of these regimes
were also investigated. In the papers [6], [7] it was shown that the obtained types of activity and the
mathematical images underlying them, as well as the scenarios of transitions from one type of activity
to another are universal for a wide class of systems. In the present work we investigate the influence
both of electrical couplings and the non-identity of the elements on the dynamics of the neuronal
ensemble, specially focusing on the evolution of sequential bursting activity, since this regime of neural
activity is very important from the point of view of neurodynamics [8]-[10]. We emphasise that results
which are presented in the paper are quite similar, by principal qualitative properties, ro results of real
biological experiments [11].
2 The model
The ensemble of three non-identical neuron-like elements connected to each other by mutual chemical
(synaptic) inhibitory and electrical couplings is modeled by the following system of three Van der Pol
oscillators {
x¨j − µ[λ(xj , x˙j)− x2j ]x˙j + ω2jxj + d(xj+1 − 2xj + xj−1) = 0,
j = 1, 2, 3. (1)
where the variable xj phenomenologically describe the value of the membrane potential of the j-th
neuron-like element. The electrical couplings between the ensemble elements are given by the expres-
sions d(xj+1 − 2xj + xj−1), where the parameter d is the coefficient of the electrical coupling. The
chemical (synaptic) inhibitory interaction between neuron-like elements in the ensemble is phenomeno-
logically described in the same way as in the paper [5], where:
λ(xj , x˙j) = 1− g1F
(√
x2j+1 + x˙2j+1
)
− g2F
(√
x2j−1 + x˙2j−1
)
, (2)
Here g1 and g2 are the strengths of the inhibitory couplings directed clockwise and counter-clockwise,
respectively, see Fig. 1. The function F (z) is an activation function with a threshold value z0 that
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Figure 2: Maps of the largest Lyapunov exponent of the system (1). a - (g1, g2) = (0, 5); b — (g1, g2) =
(5, 0). Red points denote Λ1 > 0. Green points denote Λ1 = Λ2 = 0. Blue points denote Λ1 = 0. Gray
points denote Λ1 < −0.0005. The upper triangular region on the charts corresponds to the situation when
the trajectories of the system go to infinity.
phenomenologically describes the main principle of the synaptic coupling:
F (z) = 11 + exp(−k(z − z0)) . (3)
With the values k = 100 and z0 = 0.5 of the parameters chosen for modeling, the nonlinear function
F (z) is close to the step function, but remains smooth. When z reaches the threshold value z = z0, what
corresponds to the generation of amplitude oscillations above a certain threshold one by a presynaptic
element, the function F (z) grows jumpwise from 0 to 1 and remains equal to 1 with a further increase
of z. This leads, in turn, to the fact that, in the case of a sufficient coupling strength, the presynaptic
neuron-like element can suppress the activity of the postsynaptic neuron-like element by generating
oscillations of large amplitude. It is known that in real experiments the frequencies for different neurons
and clusters of neurons are different. This allows us to introduce the parameter ∆ into system (1).
Here ω2 = ω1 −∆, ω3 = ω1 + ∆. The parameter µ << 1 determines the dynamics of a single element,
in which quasi-harmonic oscillations are observed in the absence of couplings [12]. In [5] it was shown
that the regime of sequential bursting activity is observed in system (1) at d = 0 and ∆ = 0 in the
case of strong asymmetry of chemical couplings. To study how the adding of electrical couplings and
the frequency mismatch between the elements affects the evolution of the sequential activity regime,
we built charts of the largest Lyapunov exponent on the parameter plane (d,∆) (see Fig. 2). In the
red color on the charts the regions corresponding to the positive largest Lyapunov exponent Λ1 > 0
are marked, which indicates the presence of the chaotic dynamics in the system. Such dynamics occurs
when the stable heteroclinic circuit (observed in the system at d = 0) is destroyed by adding electrical
couplings with d 6= 0. The absolute value of Λ1 in this case, as a rule, is not very large. Green color
on the charts denotes regions corresponding to Λ1 = Λ2 = 0. In this case, a two-dimensional torus is
observed in the phase space of the system. The regions corresponding to periodic orbits are marked
with a blue and gray color. Moreover, the blue color corresponds to the regions in which the largest
Lyapnov exponent fluctuates near zero, with minor deviations, of order of numerical error, the positive
3
values (0 < Λ1 < 0.0005), and the gray color corresponds to the regions in which −0.0005 < Λ1 < 0 1.
As one can see from Fig. 2, in both cases there is a threshold relation between d and ∆, above which
the trajectories of the system begin to go to infinity (the upper triangular region on both charts). This
fact agrees well with the data of biological experiments, which show that in real biological systems it
is impossible to increase the strength of the couplings without a limitation. Within the framework of
this constraint, periodic as well as quasi-periodic and chaotic regimes are observed in the system for
various ratios of d and ∆. These regimes were not observed in the absence of an electrical couplings
and the frequency mismatch.
3 The evolution of the sequential bursting activity
Recall that the regime of sequential bursting activity is observed in system (1) for the case of strong
asymmetry of the couplings [5]. For example, the value of the coupling parameter g1 can be taken
significantly larger than g2, which is small or equal to zero. The main feature of this regime is the
exponentially increasing in time the length of the burst. The mathematical image of the sequential
activity regime in the phase space of the system (1) is a stable heteroclinic circuit containing the saddle
limit cycles. The phase orbit, which asymptotically approaching this heteroclinic circuit, spends more
and more time in a vicinity of the saddle limit cycles that corresponds to the growth of the burst length.
Let us study analytically how the described heteroclinic circuit evolves in the presence of the
relatively small electrical couplings and the frequency mismatch between elements. We set ω1 = 1,
d = µd1, ∆ = µ∆1. We rewrite the system of differential equations (1) in the following form x¨1 + x1 = µ[λ(x1, x˙1)− x
2
1]x˙1 − µd1(x2 − 2x1 + x3),
x¨2 + (1 + µ∆1)x2 = µ[λ(x2, x˙2)− x22]x˙2 − µd1(x1 − 2x2 + x3),
x¨3 + (1− µ∆1)x3 = µ[λ(x3, x˙3)− x23]x˙3 − µd1(x1 − 2x3 + x2).
(4)
Using the Van der Pol method [13] and averaging the system by the period T = 2pi we obtain the
following equations for complex averaged amplitudes z1, z2 and z3: z˙1 = [λ(z1, z˙1)− z1z¯1]z1 + id1(z2 − 2z1 + z3),z˙2 = [λ(z2, z˙2)− z2z¯2]z2 + id1(z1 − 2z2 + z3) + i∆1z2,
z˙3 = [λ(z3, z˙3)− z3z¯3]z3 + id1(z1 − 2z3 + z2)− i∆1z3.
(5)
Now introduce real amplitudes R1, R2, R3 and phases φ1, φ2 and φ3 in the following way
z1 = R12 e−iφ1 ,
z2 = R22 e−iφ2 ,
z3 = R32 e−iφ3 .
(6)
After substituting (6) in (5) we obtain the following system:
R˙1 = [λ(R1, R˙1)− R
2
1
4 ]R1 −R2d1 sin(φ1 − φ2)−R3d1 sin(φ1 − φ3),
R˙2 = [λ(R2, R˙2)− R
2
2
4 ]R2 −R1d1 sin(φ2 − φ1)−R3d1 sin(φ2 − φ3),
R˙3 = [λ(R3, R˙3)− R
2
3
4 ]R3 −R1d1 sin(φ3 − φ1)−R2d1 sin(φ3 − φ2),
R1φ˙1 = 2d1R1 −R2d1 cos(φ1 − φ2)−R3d1 cos(φ1 − φ3),
R2φ˙2 = 2d1R2 −∆1R2 −R1d1 cos(φ2 − φ1)−R3d1 cos(φ2 − φ3),
R3φ˙3 = 2d1R3 + ∆1R3 −R2d1 cos(φ3 − φ2)−R1d1 cos(φ3 − φ1).
(7)
that describes the dynamics of averaged amplitudes R1, R2, R3 and phases φ1, φ2 and φ3. In the case
of absence of the electrical couplings, i.e. when d = 0, system (7) splits into two subsystems. The first
subsystem contains equations for averaged amplitudes:
R˙1 = [λ(R1, R˙1)− R
2
1
4 ]R1,
R˙2 = [λ(R2, R˙2)− R
2
2
4 ]R2,
R˙3 = [λ(R3, R˙3)− R
2
3
4 ]R3.
(8)
1This means that, for getting adequate values of Lyapunov exponents, it is required in this case the increasing of the level
of numerical accuracy. However, in both cases, as shown by numerical experiments, such regimes correspond to stable limit
cycles.
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The second subsystem contains equations for phases:
φ˙1 = 0,
φ˙2 = −∆1,
φ˙3 = +∆1.
(9)
The analytical study of subsystem (8) was carried out before in the paper [5]. System (8) was considered
sequentially in the restrictions to the invariant manifolds R1 = 0, R2 = 0 and R3 = 0. In particular, for
asymmetric couplings it was shown that there are three equilibria on each of the invariant planes [the
unstable node (0, 0), the saddle (2, 0) and the stable node (0, 2)]. Here the equilibria (2, 0) and (0, 2)
are joined by a stable heteroclinic trajectory that goes from the saddle to stable node. Consequently,
three heteroclinic trajectories (corresponding to phase planes (R1, R2), (R1, R3) and (R2, R3) and three
saddles with 2-dimension stable and 1-dimension unstable manifolds form a stable heteroclinic cycle
of system (8). Using equations (8)-(9) it is easy to obtain that this result remains valid also for non-
identical elements (with non-zero frequency mismatch ∆1 6= 0), however, the frequencies of the elements
are different. It should be noted that heteroclinic circuits, as a rule, arise in systems with symmetry,
and when the symmetry breaks down, heteroclinic circuits also disappear. In our case the non-identity
of the elements breaks the symmetry, but the heteroclinic circuit still exists because the amplitude
dynamics described by subsystem (8) does not depend on the phases determined by equations (9).
Now let us study how the adding electrical coupling changes the described above stable heteroclinic
circuit. In order to do this we will study system (7) on the plane R2 = 0:
R˙1 = [λ(R1, R˙1)− R
2
1
4 ]R1 −R3d1 sin(φ1 − φ3),
R˙3 = [λ(R3, R˙3)− R
2
3
4 ]R3 +R1d1 sin(φ1 − φ3),
R1φ˙1 = 2d1R1 −R3d1 cos(φ1 − φ3),
R3φ˙3 = 2d1R3 −∆1R3 −R1d1 cos(φ1 − φ3),
R1 sin(φ1 − φ2) = R3 sin(φ2 − φ3),
R1 cos(φ1 − φ2) = −R3 cos(φ2 − φ3).
(10)
Using two last expressions we will obtain that φ1 = φ3, so it is possible to rewrite system (10) in the
following form : 
R˙1 = [λ(R1, R˙1)− R
2
1
4 ]R1,
R˙3 = [λ(R3, R˙3)− R
2
3
4 ]R3,
R23d1 = ∆1R1R3 +R21d1.
(11)
It is easy to see that only the equilibria (0, 0) satisfy the relation from (11). Two other equilibria
(2, 0) and (0, 2) of system (8) on the invariant manifold R2 = 0 are no longer equilibria in the system
(11). Thus, introduction of a weak electrical couplings between elements leads to the fact that only the
unstable equilibrium state (0, 0) remains in the system, and the heteroclinic circuit between saddles in
system (7) is destroyed. Consequently, introduction of a weak non-zero electrical couplings between
elements leads to the destruction of the stable heteroclinic circuit existing in the initial system (1).
However, numerical experiments show that for relatively small values of d (corresponding to the red
points on the charts of the largest Lyapunov exponent, see Fig. 3 a,b) in a neighborhood of the circuit
there are many trajectories that sequentially visit regions near the saddle limit cycles (Fig. ref fig2
b). Since the phase trajectories in this case are not attracted to the destroyed saddle limit cycles, but
only visit their neighborhoods, the burst lengths for all elements are constant, and they are determined
by the values of the electrical coupling and the frequency mismatch between the elements (Fig. 3 a).
The largest Lyapunov exponent is positive in this case, Λ1 > 0. This scenario is similar to the scenario
described in [5], where the destruction of a heteroclinic circuit with the presence of noise was shown.
In the case when the frequency mismatch is relatively small (0 ≤ ∆ ≤ 0.235), with a further
increasing the strength of the electrical coupling d, the dynamics of the system becomes regular,
namely, periodic regimes (Fig. 3 c) and quasiperiodic oscillations (Fig. 3 b) are observed in the
numerical experiment. Upon transition to the region of quasiperiodic oscillations, a two-dimensional
torus appears in the phase space of the system (Fig. 3 d). With a further increase in the strength of
the electrical coupling, the torus collapses, on its place a stable limit cycle is born (Fig. 3 e) as a result
of the supercritical Neimark-Sacker bifurcation.
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Figure 3: Time series x1, x2, x3 and projections of the trajectories of the system (1) on the 2-dimensional
subspasce (x1, x2) in the case of strong asymmetry of synaptic inhibitory couplings. Parameter values for
synaptic inhibitory couplings: (g1, g2) = (0, 5). Parameter values for electrical couplings and frequency
mismatch: a-b — d = 0.1, ∆ = 0.02; c-d — d = 0.1, ∆ = 0.4; f-g — d = 0.2, ∆ = 0.1.
4 Conclusion
In this paper, the ensemble of neuron-like elements is suggested to be considered as a phenomenological
model of a neural network. This approach has the following advantages: it is possible to investigate
low-dimensional neural models and reproduce the main effects observed in more complex models, for
example, in the biologically realistic Hodgkin-Huxley model [14], as well as in real experiments. In
this study it was shown that the adding of arbitrarily small electrical couplings to the ensemble of Van
der Pol neuron-like elements with chemical (synaptic) couplings leads to the destruction of a stable
heteroclinic circuit between saddle limit cycles. It is also shown that the non-identity of elements (in
the absence of electrical couplings) does not lead to the destruction of this heteroclinic circuit. This
result is not typical for non-symmetric systems. The heteroclinic circuit exists, as a rule, in systems
with symmetry, and when the symmetry breaks, it also disappears. In our case, the heteroclinic circuit
is not destroyed, since the amplitude dynamics of the system does not depend on the phase one. It is
also shown that after the circuit breaks down, a weak chaotic activity appears, but the further increase
of the strength of the electrical couplings leads to a regularization of dynamics in the system.
These results can help to gain a deeper understanding the nature of electrical couplings in the
nervous system. The study of their influence on the evolution of neuronal activity is of interest not
only from the point of view of nonlinear dynamics, but also contributes to the development of the
theoretical basis of bioelectronic medicine and the creation of new methods and approaches for the
treatment of diseases of the nervous system that are not amenable to treatment with the help of
pharmacological agents.
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