f= LCjFj ( X l , X 2 , ••• X n ) =rT(x)c(2)
.tm.)T. It is now staightforward to show that
at an untried x, the predicted value of the response is:
and f(x) =(F 1 (x ), ...Fp(x))T. 
A. Linear Models
The basic assumption in deriving a linear model is as follows: there is a dependent variable y (response) that depends on a set of independent variables Xl Response Surface Methodology had initially been developed in 1950s as a framework for solving problerns in the area of chemicalengineering. Following the definition of [3] , " Response Surface Methodology is a collection of tools in design or data analysis that enhance the exploration of a region of design variables in one or I110re dimensions". It concerns a series of steps answering to questions like "Where to experiment?", "Ilow much to experiment?", "What to do with the experimental data?". The former questions are subject of DOE. A review of DOE is beyond the scope of this paper, bcing extensively treated in literature [4] , [5] .
The latter is mainly concerned with RSl\''1 techniques, with its two stages: synthesis and analysis.
I. INTRODUCTION
Ahstract-This paper focuses on continuous simulated annealing global opt.imlzat.ion method to be used in conjunction with statistical response surface modeling and powerful local optimization techniques to improve the design and analysis using TCAD.
[(eywords-RSM, statistical interpolation, simulated annealing T IlE modeling and optimization of rc manufacturing processes is a continuously evolving area of TCAD applications. Many steps have been done towards automating design of computer experiments (DOE), response surface rnodeling (RSI\'I) and optimization. Integrated software packages offer solutions dealing with such tasks. RS!vl provides an efficient method to obtain a coarse grain picture of the behaviour of the system under consideration. Since computer experiments are deterministic, it makes sense to build models which pass through the experimental points. This is done by the mean of statistical RSrvl (sRSl'VI) where the interpolation is realized either by considering the experiments as a particular realization of a stochastic proCe-JS, [1] (parametric sRSrvl) or by using Feynman path integrals, [2] (non-parametric sRSl'\"I). This is a useful approach provided the system under experimentation has a strong non-linearity and there is a lack of prior knowledge about the shapes of its response. However, optimization of such sRSJ\"I becomes a difficult task for high-dimensional problems and the traditional optimization algorithms can fail. In order to avoid this problem, we have implemented a probabilistic global optimization method which collects global information characterising the coarse grain shapes of the system, i.e. locating good regions for further analysis. It can be used in an iterative way to succesively analyse and zoom in the region under exploration up to the point a local optimization method can be succesfully applied.
In the next section, a short review of the most used RSl\''1 models for TCAD purposes is given. Section III describes the ingredients of a probabilistic optimization algorithm whereas the forth section concentrates on a particular technique used to achieve an optimal solution based on iterative modeling, optimization and zoom-in. Finally, Section V presents some examples and some conclusions are drawn in the last section.
B. Stochastical Models
In this section we will highlight the two approaches that we used in order to fulfill the requirement that the model exactly interpolates the experimental points. They have a different sight on the experiment.al data but both of them meet the specification mentioned above. Moreover, the forIller remains a parametric approach whereas the latter is a completely numerical method, The first approach (also known as kriging) was proposed by Sacks et al [1] and it starts by considering the dcterministic response y(x) as a realization of a stochastic process.
That is, e of (1) is replaced by another term Z(x) which is a random process assumed to have mean 0 and covariance a 2 R(u, v) between two inputs II and v. 'I'hen, the response itself is a stochastic process and (1) can be rewritten:
or even a higher degree polynomial form, In order to improve the fitting quality additional transformations of factors and/or responses can be used but this procedure depends heavily on the prior knowledge of the system under consideration. However, there is a straightforward tradeoff between the complexity of the model and the number of required experiments,
The error e is an independent random error due to measurement errors and the inability of the empirical model to fit the true response. But, in a computer experiment, replicated runs at the same inputs "rill produce the same response(s) within machine accuracy, and so, we may suppose there is no measurement error. Thus, the error term is due to the lack of fit of the I110del function on the true system. Hence, it carries out that I110re sophysticated RSl\,,'ls have to be constructed, in order to make sure that the model passes through all the experiment.al points.
The parametric feature is contained in the fact that the covariance is captured in an analitical expression. In particular, the authors employed a correlation function: (8) i=l with (Ji > 0 and 0 $ Pi $ 2 that eventually has the properties of having n-th order derivatives, belonging to a stationary family R(u, v) = R(ll -v) and being factorizable R(u, v) = TI~l R(Ui, Vi). 'There may be alternative parametrizations of (8) , as the authors suggested [1] . The parameters introduced in (8) are estimated using rvlLE technics.
The second method \\'e briefly describe here was largely discussed in [2] and, unlike the previous one that works with a particular realization of a stochastic process, it consists in est.imating an ensemble a.verage of a random variable. This leads to deriving a formula for the expected value at an untried input based on Feynrnan path integrals. The only a priori assumption is the continuity of the response with respect to the independent variables. IIighly irregular patterns are not a-priori excluded, altough this is in conflict with the smoothness requirement. Then, having an experiment performed at a certain value of the input, the value of the response in a vicinity of the experimented point can take any value and only a conditional probability can be assigned for the response taking a certain value in that vicinity of the experimental observation. This acts as a correlation being a justified bias introduced a-priori. It is argued that the least-biased conditional probability for the response y(x) given the response y(xo), is:
based on the maximization of the information entropy [2] .
Continuit.y of the response implies that if x ---;. XQ t.hen P(y(x)ly(xo)) ---;. 1 and thus (12 ex: x -xn. A possible realization that passes through a set of points can be seen as a path having a certain probability to occur, and thus, the ensemble average bCCOlllCS:
with Y, Z random processes. Supposing again that a set of experimental points is available, there exists a correlation matrix R between Z's at the design points whose entries are R(Si, sj), 1 :
T is a vector of correlations between Z"s at the design points and an untried x. After S0111e calculations, based on the minimization of Olean squared error of the predicted value y subject to an unbiasedness constraint, it turns out that the best linear unbiased predictor is given by:
which, in the continuous case takes the form:
where c, usually called generalized least-squares estimate, is given by:
In (6) the two r.h.s. terms are uncorrelatted and the second can be regarded as a 811100th of the residuals. Moreover, the fitting procedure can be viewed as a two stage problem: calculation of the generalized least-squares predictor followed by interpolation of the residuals at the design points as if there were no regression.
The denominator of (11), namely Z, may be regarded as a partition function of a continuous st.atistical system, Supposing that a set of experiments (lk, Sk), k = 1..m has been (12)
where S is an amount called action given by: (7) performed, all those paths that do not interpolate the experimental set must be excluded, since the uncertainty at an explored point is O. lIenee, the partition function Z is rewritten as: which is t.he form used in numerical evaluation, Tn order to evaluate the ensemble average, a sequence of uncorrelated values at an arbitrarily chosen x is generated by the mean of a Metropolis algorithm, For the experimental points no update is performed, since we already know the function values in these points. The interpolated function is obtained, fully numerically, in the form of a n-dim table.
\\Te briefly reviewed these approaches that we used in our experiments. The fact is that, in such cases the interpolated response beC0I11es a complicated funct.ion of inputs suspected to have many local minima and thus, traditional methods of optimizing such responses have a smaller chance in get.t.ing the best answer t.oour questions. This is the n10-tivation determining us to look for optimization methods being able to work more succesfully for multivariate, 11lUI-timodal functions.
III. THE ANNEALING ALGORITHrvl

A. A typical beliaoiour
The Simulated Annealing algorithm has been initially proposed [6] , as a method having deep physical roots to solve complex combinatorial optimization problems with an emphasis on optimal chips wiring and cells placement, Since then, much progress has been done towards adapting the algorithm for a continuous space of independent variables, studying convergence properties, increasing its robustness and enlarging the domains of application. Today, we talk about simulated annealing-like techniques (Si\) as a powerful class of global optimization Monte Carlo methods which offer statistical guaranties to find an optimal solution for multivariate, multimodal objective functions whose characteristics include strong non-linearities, discontinuities and stochasticity [7] . It does not involve objective gradient evaluations (unless the objective itself is a sensitivity based function) and can process complex constraints. However, it requires many objective evaluations, being time consuming, Our work focused on the implementation of an adaptive 51\ to perform the optimization problem over a continuous D E H" hyper-rectangular box with bound constraints applied to both input and out.put variables.
Basically, to solve an optimization problem with a SA method, one 11lUSt be able to define the following elements:
(a) -a configuration space (D) and a sct of states, x, belonging to this space; (b) -a rule to update the current state in configuration space; (c) -a cost function assigned to each state; (d) -an adaptive updating mechanism for S0111e control parameters of the algorithm, i.e. a cooling schedule. The main control parameter of the algorithm is the "temperature" T, based on the analogy with the physical process of annealing and the cost function is the
The simulated annealing pseudo-code "energy" of the system, Thus, the Si\ algorithm can be seen as an evolution towards the ground state of the minimum energy of an annealed system whose temperature is gradually reduced so that at each value of '1', the system reaches quasi-equilibrium. Fig. 1 shows the pseudo-code of the annealing algorithm, where a new state (GenerateState) is randomly generated by sampling a given probability distribution function (PDF) and the acceptance criterion is basically a Monte Carlo method proposed initially by Metropolis [8] . According to Metropolis criterion, given the state Si with cost C(i) and state Sj with cost C(j), the transition s;~Sj is performed with a probability:
Hence, if the new generated state has a corresponding cost less than the cost of the current state, the new state is unconditionally accepted. If the cost of the new generated state is greater than the cost of the current state, the new state may be accepted, but with a probability less than 1
and which decreases towards 0 as the algorithm proceeds.
If T > 0 there is a non-zero probability to accept a new state which is worse than the current one. This leads to posibility to avoid traps into local minima. For this reason, 51\ is said to belong to probabilistic hill clitnbinq class of algorithms, In the limiting case T ---+ 0 the algorithm behaves as a random search downhill algorithm, and only transitions with a lower cost are accepted. The pseudo-code presented in Fig. 1 has t\VO nested loops. Metropolis criterion acts in the inner loop. Depending on how many transitions are done for a single update of the cooling schedule there are inhomogenous (the temperature is updated after each transition) or homogenous (the temperature is updated after a certain number of transitions have been performed) approaches. In the both cases the next state is a function only of the present state and is not influenced by the past history of the algorithm.
That is, the formal mathematical approach falls in the area of Markov chains and is extensively treated in Iitereature [9] , [10] . In the case of a homogenous algorithm, it is expected that at the end of each inner loop "the thermal
• the standard deviation of the observed costs over a chain, aCT) does not depend on T:
This region is called strong control region and is the region in which the algorithm spends most of the computing time.
Moreover, an estimate for the final temperature To is given by:
The above relations do not hold for every value of the control parameter because of the finite lower bound of the cost function which has been ignored. The domain of T for which (15) and (16) The generation of a transition is a key ingredient of the algorithm. Physically, the cooler the system is, the less fluid it is. So, the numerical counterpart must be able to generate a transitions through a "perturbation" that becomes smaller and smaller as the algorithm proceeds. Basically, there are t\VO extrerne approaches to control the magnitude of the perturbation added to the current state, both of them modeling in a different "ray the notion of neighborhood in a continuous space: (a) -control through input space shrinking and (b) -control through PDFs. The first possibility involves generating random states with an uniform PDF in an f\lJac dimensional box whose sizes are reduced gradually whereas for the second SOl11e parameters which are updated on-line are used to control the shapes of a non-uniform PDF that can produces virtually any other state in the optimization domain. Classical examples in this branch are Gaussian [11] and Cauchy [12] POFs, both of them being infinite range state generations. \'Te used here another one of the same flavor, but finite-range that allows an exponential decrease of the temperature [7] . Thus, random numbers ri E [-1,1] are generated with the PDF:
Certainly, discussing about ensemble averages at a given temperature, is intrinsically related to the homogenous approach. But the theory says that the thermal equilibrium is reached after an infinite number of transitions and in practical cases the number of transitions is at least large. On the other hand, using an inhomogenous algorithm means, in 1110st of the cases, not being able to derive an updating procedure sensitive to the particular topology of the cost function. Thus, we opted for a combination between these t\VO extreme approaches. \,te choose a finite-range state generation mechanism which allows an exponential decrease of the cont.rol parameter, but \\'e perform its update after a number of objective evaluations which provides an estimate of the amount which has to be subtracted from T, based on particular statistic properties of the cost function.
(19) (16) (17) ( 
15)
where II is an analogue for the entropy of a system, called accesibilitu.
Note that the dependences of the average cost and its standard deviations on temperature 111USt be understood in a statistical sense, being subject to noise and fluctuations. This Blakes the task of estimating a good approximation for 11 quite difficult. The relations above are mainly used for posteriori observation and "labeling" of the obtained solution. However, the use of (19) as a stop criterion is numerically unreliable because of the noise errors whose effect acts in a much more severe manner for derivatives (recall from physics that dE =TdII). lIenee, (19) can be used at 1110st for posteriori checking of the quality of the solution.
equilibrium" is achieved, that is, the Markov chain reaches stationarity.
Assuming some general and less restrictive properties for the cost function, a set of formula, which describe the typical behaviour of the annealing algorithm, can be used as monitors [9] , [10] . Hence, supposing that:
• the distribution of the costs over the states can be represented by a density function called density 0/states;
• the objective function is positive;
• ignoring (for a while) the bounds of the score which are known to exist one can show that the 1110st likely density of states obeys a gaussian law. From this, follows that:
• the expectation of the observed costs over a chain, E(T) has the following form:
proportional with the temperature, based on the argument that these parameters 111USt be a measure of the fluctuations of the system, However 1110re sophysticated options are easy to iIIIplcment, i.e, they could be related by local cost sensitivities with respect to each independent variable or computed by compressing or expanding between preset levels in order to maintain a reasonable acceptedto-generated transitions ratia (acceptance ratio). The cost function is discussed in detail in the next section.
Before the cooling starts, we need a good value far the initial temperature. If this value is too high, a lot of iterations will be performed without significant improvements in the cost function. In the opposite case the response surfaces are not enough scanned and there exists the risk to finish the algorithm into a local minimum. IIence, its choice is done based on the fact that at very high temperatures , where virtually any configuration is accepted, the standard deviation of the cost function is a measure of the changes in cost function for a t.ransit.ion whichcould occur.
Thus, we impose the condit.ion to ha.ve an initial temperature much larger than the standard deviation in a chain in which any generated state is accepted, i.e. Too = fuoo and using (15) c0l11bined we get: 
Unlike traditional implementations [9] , to find a good approximation of the quasi-equilibrium condition, our approach is based on the fact that if a state can be sampled infinitely often in time (lOT) with probability (20), then an exponential decrease of the temperature still guarantees to find the global optimum, Moreover, we do not use an inhomogenous algorithm as in [7] , in order to avoid settings of parameters which are problem dependent and difficult to set by the user. \\le perform a number of generations at a certain Tk and its update is given by:
where "I is a factor which results after imposing some conditions to prevent us from a too large updates and U(Tk) is the standard deviation of the cost function at the current temperature. Combining this formula with (18) yields an exponential reduction of the temperature. The number of generated transitions at each temperature step has lower and upper limits, proportional to input space dimension, However, the convergence of the sum: a homogenous Markov chain. The constant ere! is introduced for numerical reasons and has the value of the average cost corresponding to the previous Markov chain. This condition is neglected each time when the generated transitions at a certain T k reach the default maximum, based on the argument presented above.
Finally, the algorithm ends when the acceptance ratio becomes very small for a certain number of consecutive inner loops or the current temperature reaches a certain fraction of the initial one.
IV. IIYBRID OPT'I~HZATION FOR TCAD PURPOSES
\'Ie devote this section to the description of the proposed methodology to solve the optimization task of a system for which sns:r\'I models act as S0111e fast evaluators. In our view, a system is any computer code that produces one or 1110re outputs provided a set of input parameters are spccifled. Certainly, doing simulations in TCAD is still computationally expensive, the out.put of a simulation run being usually the numerical solution of a set of partial differential equations. Most of the times, the studied system is very complicated and highly non-linear. Therefore, to gain a coarse grain picture of the system in the initial stages of the analysis, when the degree of knowledge over the consid- ered system is small, or even there is a complete lack of the knowledge of its shapes a DOE tha.t performs a relatively small number of simulations followed by a RSivl modeling is one of the best possibilities at hand.
The analysis of the snS~I 1110del must be done in such a way that it is able to answer specific questions meeting the 'l'CAD purposes. For instance, it may be of interest to look for peak values of a certain response, or to find out at which values the factors have to be set so that the response takes a target level. In order to increase the yield of the manufacturing processes, sensitivity analysis may be of interest, i.e. small sensitivies of a response with respect to control factors increase the chance of meeting a given specification of a product. However, it is a common requirement to look at 1110re than one response at a time. Separate analysis for each of them would conduct to contradictory results, because of the trade-offs and correlations between responses. Hence we can formulate the analysis of sRSrvl's as a constrained optimization problem, as follows: given a set of factors x = (Xl, ...,xn)T and a set ofresponscs Y =(Yl'...,Ym.)T , the aim is to minimize a cost function F defined as:
T is a set of desired targets, subject to: l, $ Xi $ hi, i = I ..nand Lj $ Yj $ Hj, j = I ..m. For numerical reasons scaling issues may be taken into account. We allow for the possibility of assigning a different degree of importance to each component, by introducing weights in (25). Additionally, individual weights can be introduced for each partial sensitivity to increase the flexibility. By setting the weights in a convenient way, the above formula is able to handle target optimization, sensitivity or both. In the case of a single response the extremes may be of interest.
\\Te propose the methodology shown in Fig.2 to solve the optimization problem, through the mean of sRS~'1 models to avoid expensive simulations in too many points. According to the flowchart, we denote a cycle as being a suite of DOE simulations, followed by sRSl\,'1 modeling and SA optimization, After each cycle, we select a smaller region which is susceptible to contain the true optimum and continue with another cycle. At the end of a SA optimization we have a large set of states of the system to be optimized available for postprocessing. These can be used to build the PDF of good slates which might be interpreted as a negative of the objective function, but with some more properties. It is known that the radial basis functions (RIlF) have the property of being universal approximators, [13] and so, these can be used t.o estimate the PDr' of states [10] . However, the problem of locating a good region is a very difficult task in a high dimensional space, given a RI3F based PDF so that we have implemented a simpler algorithm which analyses each dimension of the input space separately. The selection is made by extracting the region of the initial search interval, centered 011 the last point obtained during optimization, which contains a certain percent of the corresponding coordinate of the states visited during a SA optimization. Basically, this means that we divide each interval in a number of bins and compute individual histograms for each factor out of the set of collected points. Of course, this seems to be the most naive approach, since it docs not exploit at maximum the t.opology of the search space, e.g. by looking for principal COll1Po-nents of an assumed multivariate gaussian PDF, but it has the advantage of being computationally very simple and offers at any stage the opportunity to look at the rough projections of the PDF of states. IIowever, as the situation may require the postprocessing of the states collected after a cycle can fit particular needs. In fact, our point is that only a number tniqhl be not enouql: 10 give an ansuier to the optimization problem. "re have to explore the search space which can be very different from case to case, and draw conclusions that are the 0108t adequate for the working instance.
In our implementation, each state was considered to be four device parameters, as indicated in Table I . The simulations have been performed by TSUPREl\'14 and 1\IEDICI [15] and were driven by Optimus L1\"1S [16] simulation framework. The cost function is a weighted 'target', according to (25). Alternatively, a 'sensitivity'
or 'combined' optimization might be performed to account for yield improvement. As we a.re not interested in the exact value of 58 but only "rant it not exceed a certain threshold, we "rill set the target value slightly below the maximum limit and assign a smaller weight to this output variable. To compress the variation range of the leakage current, we used its logarithm. The initial process windows of the input parameters are given in Table II .
In this example, two cycles were performed. The shapes of one of the responses are shown in Fig.3 in 3D and Fig.4 contours plots, where the third input variable is fixed at its nominal value. It is clear now that the multimodal nature of the objective function which is a combination of responses like the one presented can be a very difficult obstacle for a traditional optimization algorithm.
The PDF associated with the states collected at the end of the first cycle annealing optimization are shown in Fig.5 as a function of extension dose and halo dose, for the nominal value of the halo energy. It is worth noting that, since the volume of the optimization space as can be calculated from Table II is of the order of 10 2 9 , the probability density takes very small values when represented in an unsealed space. The PDF shape is another indication of the multimodal nature of the objective function. The 3D perspective plot has been obtained by constructing a RBF based PDF. IIowever , the problem of deciding where to restrict the smaller region is difficult to solve when there are many kernels allowed for R,BF. Hence, as an alternative, histogram plots of Fig.6 are much easier to analyse with reasonable results.
At a first examination it is reasonable to assume that the extension dose and halo dose are the more sensiti ve 
V. ApPLICATION EXAl\1PLE
We have applied this optimization technique for process optimization of a O.25/l"n n]\,'I05 LDD low-power device [2] . Three key parameters being the extension dose, halo dose and halo energy have been used to optimize the device performance in order to meet the specifications of a set of equally important and thus \ve did not impose a high percent to select the lle\V interval (e.g. 66%), but more sophisticated algorithms might be conceived by learning, i.e. by exploiting the fact that the states collected at the end of the optimization are 1110re releva.nt than those collected at the beginning.
Let us now suppose that we have performed a number of cycles and the search space has beC0111e small enough. This is again a decision up to the user. In practice it 111ay mean that the current size of the interval is a certain number of times smaller than the initial or, that the histograms show a localized sharp peak. Then we start a sequential DOE in that small space, looking for the nearest local minimum, The main difference is that, at this stage we do not build any kind of RSl\.... The experimental points are not known prior to starting the experiment, i.e. given the current point, the next one is proposed according to a local optimization algorithm and the value of the system is computed just by running the simulation for that new value. lIenee, at this stage we experiment with the real system, but not its model, and so, the ultimate result is not subject of the errors as it would be for RSIvl. To be able to efficiently work with such approach, the local optimizer 111Ust spend as few as possible objective evaluations. \\te used a sequential quadratic programming method [14] which succesively approximates the objective function with a quadratic polynomial.
To show the effectiveness of the methodology proposed in Fig.2 we illustrate it with an example in the next section. parameters for this optimization problem, as the halo energy histogram shows a broad distribution. Nevertheless, we will consider for the next stage that all the three input parameters are variables within the new search space calculated from the histograms' analysis and indicated in Table Ill .
The last optimization values of the parameters and the derived bounds for the second cycle (see Table III ) indicate that the minimum of the objective trend is located far from the lower bound for all the parameters. Moreover, the relatively high values of the last COlU111n show that there are ll10re local minima, dispersed in the optimization box. In this three-dimensional case, Fig.5 brings the evidence of this conclusion, but, as the dimension increases it bCCOlllCS nlore difficult to draw conclusions by the mean of graphycal inspection of the PDF estimates (remember that the PDF in Fig.5 is only the function corresponding to a particular value of the third input factor). I Iowever, the individual histograms still remain simpie one-dimensional tools to allow ill gaining a graphycal picture of the numerical data (In fact, the histograms are a good "discretized" counterpart of the PDFs projections), Now, starting the second cycle, 'ATe are faced with a 1110re different view (Fig.7) . The good states become "crowded" in 1110re compact regions and the rate of space shrinking is much better. Another indication that in the new input space the objective function is likely to be unimodal is the 'one-peak' distribution obtained for each histogram. The analysis space has been reduced approximately 340 tiI11eS in VOIUI11e over the two cycles, and we conclude that the new search box selected after the second cycle is small enough to investigate its real Optil11Ul11 by starting the sequential DOE to quickly get the nearest local minimum (recall that now the true system is the object of the optimization but not its model]. However, since the peak value of the states is virtually on the upper boundary oC the third factor, we will recenter the new range on the halo dose corresponding to the highest. number of states, if there are no physical constraints that prevent us from proceeding this way, I Param,
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The final values shown in Table IV were obtained for the set of the input parameters after a set of 31 experiments sequential DOE, which gives the best performance with repscct to the selected optimization strategy. This set of optimal parameters is error-free under the assumption that the physical models considered in process and device simulations are properly selected.
VI. CONCLUSIONS
\,te developed a method for I1lodel refinement ranging from global to local models by using a simulated annealing optimization method, to explore a highly non-linear and multidimensional system in order to locate good regions for further experimentation. At the end the volume of the optimization space is reduced so that the t.rend of the objective function becomes unimodal and we use the true system to perform the last stage sequential DOE. In the first stage we analyse models to save CPU times, whereas in the final stage we use the real system to achieve the desired accuracy. 
