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An artificial neural network can be used to solve various statistical problems by approximating
a function that provides a mapping from input to output data. No universal method exists for
architecting an optimal neural network. Training one with a low error rate is often a manual process
requiring the programmer to have specialized knowledge of the domain for the problem at hand.
A distributed architecture is proposed and implemented for generating a neural network capable
of solving a particular problem without specialized knowledge of the problem domain. The only
knowledge the application needs is a training set that the network will be trained with. The appli-




I would like to thank my mom for showing me by example the value of higher education and for her
help in editing this paper. I would like to thank my sister for getting a doctoral degree at the age of
twenty-five which helped motivate me to finish my thesis work. I would like to thank Dr. Pedersen
for helping me to research, write and publish before my thesis and for the time he spent reading
many revisions of my writing.
Jason Lee Hurt







List of Tables viii
List of Figures ix
1 Introduction 1
2 Neural Networks 3
2.1 Biological Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Artifical Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Feed Forward Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Backpropagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Genetic Algorithms 14
3.1 Encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1 Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.2 Reproduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.3 Mutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Fitness Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.1 Roulette Wheel Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
v
4 Architecture 18
4.1 Master/Slave Pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.1.1 Computing the Mandelbrot Set . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.1.2 Training Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 Implementation 27
5.1 Clojure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.1.1 Functions as Data Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.1.2 Closures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.1.3 Dynamic Typing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.1.4 Lazy Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.1.5 Multimethods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.1.6 Simplicity and Verbosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.1.7 State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.3 Java Messaging Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.4 Data Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 XOR Problem 42
6.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.1.1 First Result Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.1.2 Second Result Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
7 OCR Trainer 49
7.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.1.1 Result Set 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.1.2 Result Set 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.1.3 Result Set 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
8 Blackjack Trainer 56
8.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.1.1 Result Set 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.1.2 Result Set 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
8.1.3 Result Set 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
8.1.4 Result Set 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
8.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
9 Related Work 65
9.1 Training Neural Networks with Genetic Algorithms . . . . . . . . . . . . . . . . . . . 65
9.2 Learning Neural Network Topologies with Genetic Algorithms . . . . . . . . . . . . . 65
10 Future Work 68
10.1 Improving the Fitness Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
10.2 Speeding Up Backpropagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68




2.1 OR and AND truth table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 XOR truth table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Mapping of XOR input space to label. . . . . . . . . . . . . . . . . . . . . . . . . . . 10
6.1 XOR Trainer Test Results 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.2 XOR Trainer Test Results 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.1 OCR Trainer Test Results 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.2 OCR Trainer Test Results 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.3 OCR Trainer Test Results 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
8.1 Blackjack Trainer Test Results 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.2 Blackjack Trainer Test Results 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
8.3 Blackjack Trainer Test Results 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
8.4 Blackjack Trainer Test Results 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
viii
List of Figures
2.1 Biological Neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Synapses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Artificial neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Weighted neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5 OR input space separation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6 AND input space separation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.7 XOR input space separation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.8 Feed forward network topology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.9 Labeled three regions of the XOR input space. . . . . . . . . . . . . . . . . . . . . . 10
2.10 Weighted feed forward neural network architecture that is capable of solving the XOR
problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.11 Weighted feed forward neural network that solves the XOR problem. . . . . . . . . . 11
2.12 Logistic function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1 Crossover on two binary strings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Crossover of neural network structures . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Mutation on a binary string. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Roulette wheel selection example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.1 Distribution of image regions from master to slave. . . . . . . . . . . . . . . . . . . . 19
4.2 Slaves sending fragmented pieces of the complete image region to the master. . . . . 20
4.3 Master assembles resultant image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.4 Structure of a neural network in NNGenerator. . . . . . . . . . . . . . . . . . . . . . 21
4.5 Sample XOR training message. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.6 Training message queue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.7 Slaves consuming training messages. . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
ix
4.8 Neural network generated by NNGenerator that solves the XOR problem. . . . . . . 24
4.9 Sample NNGenerator training result message. . . . . . . . . . . . . . . . . . . . . . . 25
4.10 Training result message queue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.11 Master consuming training result message. . . . . . . . . . . . . . . . . . . . . . . . . 26
5.1 NNGenerator Software Graphical User Interface. . . . . . . . . . . . . . . . . . . . . 37
5.2 JMS publish/subscribe model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 JMS point-to-point model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.1 Resultant neural network for first XOR trainer result set. . . . . . . . . . . . . . . . 43
6.2 Resultant neural network for the second XOR trainer result set. . . . . . . . . . . . . 47
7.1 Resultant neural network for first OCR result set. . . . . . . . . . . . . . . . . . . . 51
7.2 Resultant neural network for second OCR result set. . . . . . . . . . . . . . . . . . . 53
7.3 Resultant neural network for third OCR result set. . . . . . . . . . . . . . . . . . . . 55
8.1 Resultant neural network for first blackjack trainer result set. . . . . . . . . . . . . . 58
8.2 Resultant neural network for second blackjack trainer result set. . . . . . . . . . . . 60
8.3 Resultant neural network for third blackjack trainer result set. . . . . . . . . . . . . 61
8.4 Resultant neural network for fourth blackjack trainer result set. . . . . . . . . . . . . 63
9.1 Neural Network Topologies for the 2-bit adder problem [WSB90]. . . . . . . . . . . . 66
Chapter 1
Introduction
Certain problems lend themselves toward solutions that are probabilistic in nature and not always
deterministic. These include facial recognition, voice recognition, image recognition, and clustering.
An artificial neural network “ANN” or “NN” is one way to solve problems of this nature. From a
high level, a neural network is a black box, that given an input pattern, produces an output pattern
that is the network’s best guess to be correct. It essentially estimates a function where the domain
is the set of all input patterns and the range is the set of all output patterns. Typical neural network
implementations train a neural network for a specific task, one at a time, sequentially. Preprocessing
of the data for selecting an appropriate feature vector is tuned, as is selecting appropriate training
and test data sets that give low error rates. The tuning of the structure of the neural network itself
is often ignored. This research focuses on tuning those parameters automatically to find a neural
network that performs well for a given training set and feature selection, as opposed to the more
typical approach of focusing on feature extraction and representative training data.
NNGenerator is the software used to train multiple networks at a time and combine the results
to generate a network that will attempt to adapt to the training set. This software is an attempt to
mitigate the problem of choosing a neural network structure by using an iterative search algorithm
similar to a genetic algorithm to find an optimal structure of a neural network for the features of
the training set.
A problem is described to the software as a training set, which is simply a map of inputs (a vector
of features) to actual output, which is a member of the solution space. Three problems are described
in this thesis that were used to test the e↵ectiveness of tuning the structure of a neural network
with little focus on preprocessing to obtain feautures of the input space. The first is the problem
of recognizing the XOR pattern commonly found in digital circuits. This is a simple example of a
non-linear separable pattern. This problem was also used when constructing the NNGenerator, to
1
test the functionality of various aspects of the software. The second problem is learning to play a
common casino card game, blackjack. This problem is an example of training agents in games based
on past events. The agent can learn to get better at a specific task or tasks, and can perform better
than a hard-coded heuristic that does not adapt to events in the game. The third problem is to
recognize a test set of handwritten characters based on features extracted from binary images of a
disparate training set of handwritten characters. This problem is an example of pattern recognition
that neural networks are often used in.
With every problem set, we hope to generate a neural network whose structure is demonstratively
better than other structures trained with the same data. The goal is that as the search progresses,
a progressively lower error rate than other structures that were trained for the same amount of




2.1 Biological Neural Networks
The human nervous system consists in part of many neural cells that are interconnected and can
communicate with each other via electrical pulses. These cells are called neurons, and they receive
input from other neurons via dendrites, and they can send a signal to a single other neuron via an
axon. A neuron can also receive signals in reaction to outside stimuli. Figure 2.1 is an illustration
of a biological neuron.
A network of neurons stores information at the contact points between the neurons. These
contact points are called synapses and provide a biological neural network with a memory. Figure
2.2 shows the synapses of a connection between two neurons.
Information is stored at the synapses, and the information for a particular neuron synapse can be
viewed as a function f of the sum of the weighted edges that are input to the neuron. The edges in
this case are the one or more axons connected to the neuron, and the weighted values correspond to
the e ciency of the particular edge. When a neuron receives a signal from a group of axons, it will
determine whether or not to send an output signal by applying f to the sum of the weighted value
associated to each input axon. If the neuron does send a signal, this is known as firing or excitation.
The e ciency of an edge can be changed through various biological mechanisms. The changing of
the e ciencies of the edges over time can be viewed as learning. This oversimplification of biological
neural networks is su cient to draw parallels to the theory for artificial neural networks.
3
Figure 2.1: Biological Neuron.
2.2 Artifical Neural Networks
An artifical neural network or ANN is a way of processing information that is loosely based on the
way the nervous system in a human brain functions. Neural networks have been used as solutions in
pattern recognition problems such as optical character recognition (OCR) [AIDG95, Rog94], facial
recognition [LGTB97], and decision making problems [Bax90, HMOR94]. The purpose of an artificial
neural network is to provide a mapping from a set of input data to output data. In mathematical
terms the goal is to map an n-dimensional real input (x1, x2, . . . , xn) to anm-dimensional real output
(y1, y2, ..., ym), approximating a function [Roj96, 29-30]:
F : Rn ! Rm
A neural network builds this mapping in an iterative fashion from training data consisting of
known input/output pairs that are presented to it. The training inputs are a subset of the total
possible inputs to the network, and assuming there is a function of input to output data, a neural
network can be viewed as a black box that may approximate that function for us. Henceforth, the
term neural network will be used for brevity, with the implicit assumption being that an artificial
neural network is meant unless otherwise stated.
4
Figure 2.2: Synapses.
As with biological neural networks, the basic building blocks of artificial neural networks are
neurons. Each neuron is connected to one or more others neurons in the network. Each neuron
outputs a single value based on the evaluation of a function f of the sum of the values of the inputs
to the neuron. This function is known as the activation function.
The activation function can be viewed as a composition of functions g and h. g is an aggregate n-
ary function that takes n arguments and outputs a single value. Typically g is simply the summation
function. h takes the output of g and produces a value that is the output of the neuron.
The output value of a neuron with unweighted edges is a function of its inputs, f(x1, x2, . . . , xn)
where xi is the ith of n inputs as shown in Figure 2.3.
The output value of a neuron with weighted edges is a function of its inputs and weight values
of its input edges, f(x1 ⇤w1, x2 ⇤w2, ..., xn ⇤wn), where xi is the ith of n inputs and wi is the ith of
the corresponding n input edges as shown in Figure 2.4.
5
Figure 2.3: Artificial neuron.
Figure 2.4: Weighted neuron.
Here we only consider neural networks with weighted edges. In general they are more computa-
tionally powerful than neural networks with unweighted edges. The weighted edges connecting the
neurons are simply called weights, and the values associated with these weights can be similarly be
adapted as they are with biological neural networks. In this way a neural network can learn how to
process the information presented to it based on past experience. Unlike biological neural networks,
we impose a restriction on the topology of the connections. A network is broken into layers, with
one or more neurons belonging to a particular layer. The restriction depends on the type of neural
network.
2.2.1 Perceptron
A simple example of a neural network is one with a single neuron known as a perceptron. The
perceptron takes a vector of values as inputs and outputs a single value, 0 or 1:
f(x) =
8<: 1 if w · x > 00 else
A perceptron is trained to learn by adjusting its weights after an input/output pair is presented
6
to it.
Algorithm 2.1 describes an algorithm for perceptron training.
Algorithm 2.1 Perceptron training algorithm.
while all input/output pairs have not been classified correctly do
Select a pair of training data, input xn and known output yn
Present the vector to the perceptron and compute z = f(x1 ⇤ w1, x2 ⇤ w2, ..., xn ⇤ wn)
if z <= 0 and yn > 0 then
wi+1 = wi + xn
else if z > 0 and yn <= 0 then





Although the perceptron can be trained to classify patterns, there are sets of data that can be
separated into two classes that a perceptron is not capable of learning to classify. A perceptron can
only classify data sets that are linearly separable. The logic operators AND, OR and XOR provide
a simple way of visualizing linear separability. Consider the AND operator with the truth table in
Figure 2.1.
Figure 2.6 shows that the discrete input space of the AND operator can indeed be separated by
a single straight line.
Now consider the OR operator with the truth table in 2.1.
Table 2.1: OR and AND truth table.
X Y X _ Y X ^ Y
0 0 0 0
0 1 1 0
1 0 1 0
1 1 1 1
Figure 2.5 shows the separation of input space for the OR operator.
Now consider the XOR operator with the truth table in Figure 2.2.
Table 2.2: XOR truth table.






Figure 2.5: OR input space separation.
Figure 2.6: AND input space separation.
In Figure 2.7 notice how there is no way to draw a straight line to distinguish between the positive
and negative classes; at least two lines must be used to separate the positive and negative classes.
If a perceptron is given a problem whose input space is linearly separable, it is guaranteed to
find a solution in a finite number of steps [TK09]. In the worst case the number of iteration steps
can grow exponentially [Roj96, 95-96]. There are better algorithms for finding solutions to linearly
separable problems in polynomial time such as Karmarkar’s polynomial time algorithm [Kar84].
8
Figure 2.7: XOR input space separation.
2.2.2 Feed Forward Neural Networks
One way to solve a problem with a non-linearly separable input space is with a feed forward neural
network. With feed forward neural networks, sets of neurons are grouped into layers and information
flows from the input layer to output layer in one direction only. A neuron in layer n may only send
signals to neurons in layer n + 1, and it may only receive signals from neurons in layer n   1. The
0th layer does not receive signals from other neurons and the output of the nth layer can be viewed
as the output of the network. Figure 2.8 shows an example of this topology.
Figure 2.8: Feed forward network topology.
Notice that the edges are directed and indicate that the flow of information is from left to right
and that there are no cycles. A network is feed forward if the connections between its neurons do
9
not form a cycle.
Revisiting the XOR problem we want to label the input spaces and create a mapping of each
input vector to a single label. In Figure 2.9 we label the three regions A, B and C.
Figure 2.9: Labeled three regions of the XOR input space.
And we also want the network to remember which input vector x gets mapped to a particular
label, as seen in Figure 2.3.






The XOR problem can be solved with a feed forward neural network with one hidden layer. The
neural network has three layers, the input layer, one middle layer, and the output layer. Figure 2.10
shows the structure of the network.
For the neuron function, f(x) = x ⇤ 12 is used. The goal is to find a set of weights that satisfies
the following equations for the four known inputs and outputs in the XOR truth table:




Figure 2.10: Weighted feed forward neural network architecture that is capable of solving the XOR
problem.
f2(x) = (x1 ⇤ w112 + x2 ⇤ w122) ⇤
1
2
f(x) = (f1(x) ⇤ w211 + f2(x) ⇤ w221) ⇤
1
2
Figure 2.11 shows a set of weights that solves the problem.
Figure 2.11: Weighted feed forward neural network that solves the XOR problem.
Feed forward networks provide a powerful computational model capable of correctly mapping
a set of input vectors to a specific output, even for non-linearly separable input spaces. However,
finding a set of weights that solves a problem becomes increasingly expensive as the arity of the
feature vector expands, the number of nodes increases, and/or the number of layers increases. In
addition, traditional methods of solving systems of equations do not work well with noisy data and
11
missing or incomplete data, as is the case in most real world problems. To solve these issues, the
backprogation algorithm can be used.
2.2.3 Backpropagation
The backpropagation algorithm is the most popular algorithm for finding a set of weights for a neural
network to solve a particular problem. It uses a numerical method known as gradient descent to
search for the minimum of the error function in weight space. Gradient descent, also called steepest
descent, attempts to find the local minimum of a function. It starts at one point P0 and moves from
Pi and Pi+1 by minimizing the line extending from Pi in the direction of  rf(Pi) [Wei].
For gradient descent to work properly, the function produced by the neural network must be
di↵erentiable at each point and continous. Since the value of a network can be seen as a composition
of the functions of its neurons, typically the activation function is sigmoidal and it also known as a
sqaushing function, since it has the ability to squashes all output between two real values [Mit97].
The most commonly used sigmoidal function in neural networks is the logisitic function, defined as:
P (t) = 11+e t Figure 2.12 shows the graph of the logistic function on a cartesian coordinate system.
Figure 2.12: Logistic function.
The NNGenerator software uses a modifed version of the backpropagation algorithm described
in [Roj96, 166-170]. An outline of the algorithm is given in Algorithm2.2. The main di↵erence is
that it keeps track of the error rate for every input presented to it. It does so by keeping a map of
each input to the current error rate, which defaults to one-hundred percent for inputs that have not
yet been presented to the neural network. Here the e↵ectiveness of a neural network is found by
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calculating its error rate for all inputs it has been trained with. A low error rate means the network
is good at estimating the problem/solution function. Finding a neural network with a low error rate
for a particular problem presents a number of challenges:
1. Choosing which features from the data to use to form inputs of a training set.
2. How to represent the features of a data set.
3. Deciding how many hidden layers the neural network will have.
4. Deciding how many nodes in each hidden layer should be used.
5. Deciding the activation function to use for each neuron.
The combination of number of hidden layers, number of nodes per hidden layer, and activation
function of each neuron determines the network structure. With the NNGenerator software, the
structure of a neural network, including the type of activation functions at each hidden node, the
number of nodes per hidden layer, the number of hidden layers, the constant that defines step length
correction at each step, and the constant that defines the momentum factor for help in preventing
oscillation during learning, may all be bounded by the user. The software will work within those
bounds over a large search space to find a neural network structure and accompanying weights that
outperformed all others in the search.
Algorithm 2.2 Backpropagation training algorithm.
while error rate is su ciently small or training data has been exhausted do
Select a pair of training data, input on and known output tn
Present the vector to the neural network and compute the output vector om for the output
nodes in a feed forward fashion.
Calculate the backpropagated error for the output layer:
 j = oj(1  oj)(oj   tj)
Calculate the first set of partial derivatives for the error:
@E
@wij
= [oj(1  oj)(oj   tj)]oi =  joi
In a similar manner, calculate the backpropagated errors and partial derivatives for the hidden
layers, starting with the jth layer connected to the output layer, and continuing to the j   1th
layer until all layers have been exhausted.
Use the partial deriviates to update the weights of the neural network in the negative gradient






Genetic algorithms are a form of stochastic optimization [HS03] commonly used in learning prob-
lems [DPAM02, MSV93, DH95]. They are search algorithms that search over large spaces for gener-
ally good solutions to problems. The search space for these problems is typically large enough to be
computationally ine cient to compute through enumeration methods. They can also be used when
a function is discontinuous and cannot be solved with methods requiring the derivative at points in
the space to be found, such as with neural networks.
3.1 Encoding
Genetic algorithms start with a random sample of possible encoded representations for a problem.
The encoding is typically a binary string of a fixed length, though it can also be represented us-
ing more complex data structures. These encodings are called chromosomes and are analogous to
biological chromosomes that are found in cells.
3.2 Operations
A new generation of samples is created by applying simple operations to the current generation of
samples. Three of the commonly used operations are crossover, reproduction, and mutation [Gol89,
62-65]. The ideas behind these operations are similar to natural selection mechanisms that occur
during evolution, hence the name genetic algorithm.
14
3.2.1 Crossover
Crossover combines two samples in the population at some randomly selected index called the cross
site. For example, the string 00110 crossed with the string 10001 at index 2 will produce the strings
10110 and 00001 as shown in Figure 3.1.
Figure 3.1: Crossover on two binary strings.
The crossover in the NNGenerator software crosses over two neural network structures in a
similar manner, it starts by choosing a random cross site to split the structures at. It proceeds by
creating two new children C and D, one with the first part structure A crossed with the second
part of structure B, and a second with the first part of structure B crossed with the second part of
structure A, as shown in Figure 3.2.
3.2.2 Reproduction
Reproduction will copy the sample over to the new population based on some probability depending
on the sample’s fitness. In this way the fittest samples have the best chance of survival as in nature
with natural selection.
3.2.3 Mutation
During mutation there is a low probability that a part of a sample in the population will be changed
in some small way. If a binary encoded string 0100 were selected for example it may become 0101
as shown in Figure 3.3.
The purpose of the mutation operator is to help the large search to not get stuck in a local minima.
In the NNGenerator software, mutating the data structures was not straightforward to implement.
To help introduce a similar random nature into the search, the software generates a random neural
network structure for two to five percent of each new population. These are generated within the
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Figure 3.2: Crossover of neural network structures
Figure 3.3: Mutation on a binary string.
same bounds as the initial population, so the structures respect the user’s specified bounds on the
number of nodes per layer and maximum number of layers.
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3.3 Fitness Function
At each iteration of a genetic algorithm, a function that evaluates the fitness of each sample is applied
to every sample. In the NNGenerator software, the root mean squared or rms training error of a
neural network is the only parameter used to judge the fitness of each neural network. The fittest
samples have the best chance of being considered for the crossover, reproduction, and mutation
operations. A simple way to select the fittest samples is to order them in descending fashion from
highest fitness to lowest fitness, then remove a number of the least fit from the population.
3.3.1 Roulette Wheel Selection
In the NNGenerator software, each chromosome has a probability of surviving proportional to its
fitness compared to the others in the same generation. So the least fit chromosomes have the least
chance of reproduction and crossover when forming the next population of samples. This algorithm
is known as roulette wheel selection [Gol89, 237]. Each item along the roulette wheel is a separate
chromosome and the probability of selecting a chromosome is directly proportional to its fitness.
For example, given eight samples labeled: A,B,C,D,E, F,G,H, and respective fitness propor-
tional to the entire population’s fitness: 5, 23, 10, 10, 5, 37, 5, 5, then the sample F will have the best
chance of reproducing itself and crossing over with another sample at 37%, followed by sample B
with a chance of 23%, and so on. Figure 3.4 shows a pie chart representing the described probability
distribution.





From a high level, the NNGenerator software is modeled on the popular master/slave pattern. This
is a pattern that is meant to be used when breaking up a particular task into many smaller tasks
and doing the work in parallel. A single master is responsible for delegating the work to the slaves
and collecting and combining the results into a solution. These smaller tasks may not necessarily
work at the same rate. This can be due either to external issues outside of the programs control,
such as high CPU load, or to the nature of the data or problem at hand.
4.1.1 Computing the Mandelbrot Set
An example of this pattern in action is as a solution to calculating the Mandelbrot set. The Man-
delbrot set consists of a set of points in the complex plane. The boundary of the set forms a fractal.
Take the set of functions f(x) = x2+C where C is a constant complex number and x 2 R For a par-
ticular complex number C, C is a member of the Mandelbrot set if the recurrence relation generated
by repeatedly applying f to increasingly large values of x, starting with x = 0 diverges to infinity.
A two-dimensional binary image of the Mandelbrot set can be generated in order to visualize the
set using the real and imaginary parts of a set of complex points on a bounded two-dimensional
plane. Black pixels will represent complex numbers that are members of the set and white pixlels
will represent complex numbers that are not members of the set. Since we have to evaluate a re-
currence for each pixel, the runtime of the generation of an image is O(rNM) where r is a constant
representing number of recurrence patterns that are evaluated, N is the width of the image and M
is the height of the image. This algorithm is CPU intensive and grows polynomially as the size of
the image grows. An interesting property of generating this image is that each pixel i, j of the image
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can be calculated independently of the other pixels. This is because each complex number C can be
tested for membership of the Mandelbrot set regardless of all other complex numbers membership
status.
Such a problem is called embarassingly parallel and is a prime candidate for using a master/slave
architecture in a shared or distributed memory setting for speedup. The master will split the image
up into smaller images, and it will give each slave a small image region to calculate. The slaves will
calculate these smaller images in parallel and send the results back to the master. When the master
has received all of the smaller images, it will assemble them into the resultant image.
Consider a distributed environment with five nodes, one master node and four slave nodes, and
an image of size 256 x 256. The algorithm begins with the master assigning the slaves a region of
the image to calculate. Each slave will get assigned one of 4 regions of size 128 x 128 as shown in
Figure 4.1.
Figure 4.1: Distribution of image regions from master to slave.
Each slave calculates its region of the image and sends the resultant sub-image to the master
node as shown in Figure 4.2.
The master then assembles the resultant sub-images into the resultant image as shown in Figure
4.3.
4.1.2 Training Neural Networks
The NNGenerator consists of two modules; one of these is the master and runs on a single computer
with a display and keyboard so that it can accept user input. The second of these is the slave module
which is run multiple times depending on the environment. The master and slaves communicate
with each other via network sockets, and so the slaves can run in a hybrid distributed environment
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Figure 4.2: Slaves sending fragmented pieces of the complete image region to the master.
as one or more instances on a single box with a network connection. The slaves do not communicate
with each other and are not aware of each other’s presence. In fact, there does not have to be more
than one slave for the software to function. In the case of only a single slave, the inherent parallelism
of the algorithm is not exploited but a solution will still be found, albeit rather slowly.
Each slave is a trainer of neural networks and the master, as the implementor of the genetic
algorithm, is responsible for overseeing and coordinating the search. The master starts by generating
a number of random neural network structures based on the inputs given by the user. A typical
structure may look like Figure 4.4.
This is an example randomly generated structure by the software. It can be used for a data
set with two inputs and one output. There is one hidden layer with six nodes, the last node of a
hidden layer is always a bias node whose value is always equal to 1.0. There are three input nodes
because the last input node is always a bias node. In general, for an N ⇥M data set, there will be
N + 1 input nodes and M output nodes. The upper bound on the number of generated layers is
four in this case, and the upper bound for the number of nodes per layer, except for the input and
output layers which are fixed, is five. Notice the connectivity of the structure, each node in layer N
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Figure 4.3: Master assembles resultant image.
Figure 4.4: Structure of a neural network in NNGenerator.
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is connected to every other node in layer N + 1.
The slave nodes understand how to train these structures against various data sets. After gen-
erating a set of random structures constituting the first population, the master then puts these
structures into messages that also contains a type field that indicates to a slave which data set to
train the structure with as shown in Figure 4.5.
Figure 4.5: Sample XOR training message.
It pushes each of these structures to a message queue that holds training messages that have not
yet been processed by a slave as shown in figure 4.6.
The slaves on the network consume messages from the queue in first in, first out fashion as shown
in Figure 4.7.
Each slave trains the neural network structure it consumed from the queue starting with a
random set of initial weights and a training data set common across all slaves. Upon finishing
training, each slave has computed a weight matrix for the neural network structure and data set.
The final combined structure may look like Figure 4.8.
The numbers along each weight indicate the weight value of each input node to its corresponding
output node.
Each member of the population are encoded as Clojure data structures called struct maps. These
struct maps contain information about the structure and fitness of a trained neural network. The
specific information is the number of hidden layers, the activation function and derivative of the
activation function at each hidden node, the number of nodes at each layer, the connectivity of the
nodes, the ↵ and   constants of the network, and the training error of the network. The ↵ constant is
the momentum factor for help in preventing oscillation during learning. The   constant is a learning
constant that defines step length of correction at each step of the training. The slave places the
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Figure 4.6: Training message queue.
resultant neural network structure along with the other information into a training result message
as shown in Figure 4.9.
Afterwards, the slave enqueues the message to a resultant message queue for the master to process
as shown in Figure 4.10.
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Figure 4.7: Slaves consuming training messages.
Figure 4.8: Neural network generated by NNGenerator that solves the XOR problem.
The master consumes these messages from the queue in a first in, first out fashion as shown in
Figure 4.11.
Messages are stored in memory until the master has gathered all of the current populations’ resul-
tant messages. The size of each population is specified by the user before the algorithm starts. The
master then performs reproduction, crossover, and mutation operations to the network structures to
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Figure 4.9: Sample NNGenerator training result message.
Figure 4.10: Training result message queue.
create a new population of structures for the slaves to train. The master discards the bottom half
of the population sorted in order of fitness; so the least fit of the population. The remaining results
consist of the possible parents for the new generation. A number of children are generated from two
parents by applying crossover and reproduction to the possible parents using a roulette wheel based
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Figure 4.11: Master consuming training result message.
selection for each set of parents. The probability of selecting a parent is determined based on the
fitness of the parent in comparison to the fitness of all other parents. This way the fitter of any two
parents has a higher probability of getting selection for reproduction and/or breeding.
The process continues in this manner until a certain number of generations have been bred. This
number is specified by the user. The fittest network of the last generation is selected as the neural




This section describes the tools used to create the NNGenerator software. The language, libraries,
and runtime used are described as well as the motivation for each. A few of the data structures used
are also discussed.
5.1 Clojure
The application is written in Clojure [Hicb] which is a LISP [SG93] implementation for the Java
Virtual Machine [Orac], or JVM. Clojure is fully interoperable with Java [GJSB05] and so the parts
of the application that interface with existing Java libraries are also written in Clojure. Programmers
that have used languages in the LISP family may be familiar with some concepts that are present
in Clojure, such as functions as arguments, dynamic typing and lazy evaluation. Other features
present in Clojure used in NNGenerator are interesting enough to be worth mentioning here also,
including multimethods and software transaction memory.
5.1.1 Functions as Data Types
In functional languages, functions are first class data types; they can be passed to other functions
as arguments, thereby allowing specific behavior not related to the calling function to be coded
separately from the calling function. Object oriented languages accomplish similar behavior with
polymorphism which is facilitated through inheritance. Having functions as first class data types in
a language is more flexible than inheritance because the runtime only needs to check a function’s
signature and does not need to examine the type hierarchy that a function belongs to.
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5.1.2 Closures
The name for Clojure is based on the term closure, which describes a function that has access to
all variables bound in the closure’s current scope. In the case of a closure, in addition to a function
definition, pieces of state that are not in global scope can be optionally bound. In this a function
can be created that uses state that is hidden from the function that invokes it. A simple example
of this concept is the following function incrementAndGet. It keeps track of a variable to increment
and return without using global state:
( l et [ i ( ref 0 ) ]
(defn incrementAndGet [ ]
(dosync ( ref set i ( inc @i ) ) ) @i ) )
Here is the example output from calling this multiple times in a Clojure REPL:
user=> ( incrementAndGet )
1
user=> ( incrementAndGet )
2
user=> ( incrementAndGet )
3
5.1.3 Dynamic Typing
Java is a statically typed language; its function arguments are checked at compile time and the
programmer must explicitly mark all object references with a type declaration. This can help to
catch errors in calling functions at compile time rather than at run time, but the code becomes
littered with types, and changing the structure of a type or adding functionality to an object is
di cult.
Clojure is a dynamically typed language; it determines the actual type of method parameters
at runtime, and it accomplishes this via the Java reflection Library [Orab]. In the rare case that
reflection is causing performance issues, such as a tight CPU bound loop, type hints can be provided
for variables. In Java 7, a new bytecode instruction called invokedynamic [Ros09] has been added.
This instruction allows dynamic languages on the JVM to have native support for dynamic typing
without using the Reflection library. This instruction is similar to the invokevirtual instruction
which is used whenever a virtual method is called in Java. By default all methods in Java are virtual
unless marked as private or static. This is because static and private methods cannot be overridden in
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a subclass, so there is no need to lookup their location at runtime since it can be hardcoded at compile
time. The addition of the invokevirtual instruction will allow future Clojure implementations to
see performance improvements as opposed to using reflection, which is much slower in comparison.
5.1.4 Lazy Evaluation
Clojure supports lazy evaluation, meaning that program statements are not evaluated line by line
as they are with imperative languages. The result of any particular computation is not actually
computed until the exact moment it is needed. The result may be needed in order to evaluate
the result of another computation. It may also be needed in a method that has side e↵ects, such
as writing data to a socket or writing some data to a video bu↵er, or in the case of Clojure/Java
interop where the Java functions are not typically pure and need to be executed to force some side
e↵ect. This lack of pureness in Java functions is typical in object oriented programs and means that
most methods are not idempotent. In other words, calling the same set of functions repeatedly with
the same arguments does not necessarily produce the same result. This makes reasoning about the
code particularly hard. The result may never actually be needed in the course of the program and
in this case it will never be calculated. Special syntax is provided for when it is necessary for the
programmer to force evaluation. The following in a snippet from NNGenerator that uses the doall
keyword to force the side e↵ect of the rmdir Java method:
(defn rmdir [ d i r ]
( i f ( . i sD i r e c t o r y d i r )
( doall (map rmdir ( . l i s t F i l e s d i r ) ) ) )
( . d e l e t e d i r ) )
Lazy evaluation allows Clojure to represent things such as infinite sequences, which are otherwise
very hard to represent in imperative languages. The following defines the infinite set of positive even
integers:
(def evens ( iterate ( fn [ x ] (+ 2 x ) ) 0 ) )
Obviously realizing this full set at once is not possible because it is an infinite set and the machine
has a finite memory. Parts of this set can be realized in smaller pieces. Here is some output of using
the take method to fetch pieces of the set:
user=> ( take 4 evens )
(0 2 4 6)
user=> ( take 10 evens )
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(0 2 4 6 8 10 12 14 16 18)
user=> ( take 15 evens )
(0 2 4 6 8 10 12 14 16 18 20 22 24 26 28)
A particular downside of laziness is that it makes debugging harder. While stepping through code
line by line, some expressions may not ever be calculated even though the code for the expression
has already been seen by the runtime.
Another interesting case of lazy evaluation is that it is possible to blow the call stack if the level
of unevaluated expressions gets too deep. While writing the NNGenerator software this happened
in the Slave module for large training sets. The matrix multiplication calls were not being evaluated
since the result was not needed until the training of the entire neural network was complete. To
circumvent this issue, the doall is used in the matrixAdd method:
(defn matrixAdd [ matrixA matrixB ]
( i f (and (not (empty? matrixA ) ) (not (empty? matrixB ) ) )
( conj
(matrixAdd ( rest matrixA ) ( rest matrixB ) )
( doall (map + ( f i r s t matrixA ) ( f i r s t matrixB ) ) ) ) ) )
5.1.5 Multimethods
Many object oriented languages such as Java and C# support dynamic method dispatch through
a concept called polymorphism. The runtime selects an appropriate method to call for an object
based on the runtime type of the object. One reason for this is to be able to pass functionality into
methods via interface type declarations because the languages do not support functions as first class
objects. Clojure goes beyond polymorphism and o↵ers a more general concept of dynamic method
dispatch in which the programmer defines the dispatch function as opposed to always using the
runtime type of a particular object.
The following uses polymorphism in Java:
interface Foo {
St r ing foo ( ) ;
}
class FooBar implements Foo {
public St r ing foo { return ” foobar ” ; }
}
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class FooCat implements Foo {
public St r ing foo { return ” f ooca t ” ; }
}
To implement polymorphism in Clojure using the same Java types:
(defmulti f oo ( fn [ obj ] ( . getName ( . ge tC la s s obj ) ) ) )
(defmethod f oo ”FooBar” [ obj ] ” foobar ” )
(defmethod f oo ”FooCat” [ obj ] ” f oo ca t ” )
The defmulti macro is used to define the name of the function, in this case foo. It also defines
the dispatch function for the argument or arguments that gets passed to the function. In this case, a
single argument will be passed to the function, and the classname of the argument will be returned
by the dispatch function. The defmethod macros create and install two new methods of multimethod
foo associated with the dispatch-values FooBar and FooCat.
The following is a switch statement in Java:
MyCalendar c a l = new MyCalendar ( ) ;
switch ( c a l . getMonth ( ) ) {
case 1 : System . out . p r i n t l n ( ”January” ) ; break ;
case 2 : System . out . p r i n t l n ( ”February” ) ; break ;
case 3 : System . out . p r i n t l n ( ”March” ) ; break ;
case 4 : System . out . p r i n t l n ( ”Apr i l ” ) ; break ;
case 5 : System . out . p r i n t l n ( ”May” ) ; break ;
case 6 : System . out . p r i n t l n ( ”June” ) ; break ;
case 7 : System . out . p r i n t l n ( ” July ” ) ; break ;
case 8 : System . out . p r i n t l n ( ”August” ) ; break ;
case 9 : System . out . p r i n t l n ( ”September” ) ; break ;
case 10 : System . out . p r i n t l n ( ”October” ) ; break ;
case 11 : System . out . p r i n t l n ( ”November” ) ; break ;
case 12 : System . out . p r i n t l n ( ”December” ) ; break ;
default : System . out . p r i n t l n ( ” Inva l i d month . ” ) ; break ;
}
This can be broken up into many methods using a multimethod in Clojure:
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(defmulti getMonthString ( fn [ c a l ] ( . getMonth ca l ) ) )
(defmethod getMonthString 1 [ c a l ] ”January” )
(defmethod getMonthString 2 [ c a l ] ”February” )
(defmethod getMonthString 3 [ c a l ] ”March” )
(defmethod getMonthString 4 [ c a l ] ” Apr i l ” )
(defmethod getMonthString 5 [ c a l ] ”May” )
(defmethod getMonthString 6 [ c a l ] ”June” )
(defmethod getMonthString 7 [ c a l ] ” July ” )
(defmethod getMonthString 8 [ c a l ] ”August” )
(defmethod getMonthString 9 [ c a l ] ”September” )
(defmethod getMonthString 10 [ c a l ] ”October” )
(defmethod getMonthString 11 [ c a l ] ”November” )
(defmethod getMonthString 12 [ c a l ] ”December” )
(defmethod getMonthString : d e f au l t [ c a l ] ” I nva l i d month . ” )
If simply writing a String is all that a switch statement does, the advantage of breaking it up
into many methods is not noticeable. For complex logic that would typically be handled with a long
else if or a switch statement, multimethods help keep code clean and more readable.
5.1.6 Simplicity and Verbosity
Functional programs take the programmer farther away from the hardware than non-functional ones.
Consider the following simple example when asked to write a function that takes a list of integers as
its input and outputs a list of integers of the same arity whose values are the incremented value of
the corresponding value of the original list. For example, given the input (-1 -2 -3 1 2 3), the output
is (0 -1 -2 2 3 4). If asked to write this in C, Java, Pascal, or any other non-functional language, a
typical implementation might look like the following Java code:
int [ ] increment ( int [ ] x ) {
int [ ] y = new int [ x . l ength ] ;
for ( int i = 0 ; i < x . l ength ; i++) {





A typical Clojure implementation may look like the following:
(defn i n c f un c [ x ] (map inc x ) )
Syntactically, the Clojure version is much less verbose than the Java one. Ignoring syntactical
di↵erences, one piece of code in the Java version that we see is uninteresting is the declaration,
checking, and incrementing of the variable i. Here we must explicitly create and use a separate
piece of state for indexing into the arrays. This temporary state is unnecessary and can be replaced
with Clojure’s map function. The map function returns a lazy sequence consisting of the result of
applying f to the set of first items of each collection, followed by applying f to the set of second items
in each collection, until any one of the collections is exhausted. map is a n-ary function, and when
called with a single list, it applies a function f to every item in the list and returns the result. There
is no temporary state to be able to index into the list. Although it can become natural to create
and use temporary state in performing an operation on each item in a list of items, it is usually not
necessary to use the state in the computation, and it clutters the solution.
Another uninteresting piece of code in the Java version is the line where y is defined. This
declaration is really just an artifact of how von Neumann based architectures work. In order to
write this function without making changes to the original list, a new list of the same size must first
be created, making the code unnecessarily verbose.
5.1.7 State
Many functional languages are called pure functional languages. They are ”pure” in the sense that
every function takes some state and returns some state and does not modify any global state. In
fact there is no global state. This makes reasoning about code and verifying certain properties much
simpler than a procedural or object oriented language where state is everywhere and functions can do
whatever they want with that state [Wel02]. In fact, these languages do not even enforce correctness
when working with state from multiple threads; programmers are required to design correct solutions
to these problems themselves. All of the data types native to Clojure support the concept of purity.
When you perform operations on lists for example, the results of those operations are actually new
lists and the original one passed in remains unchanged. This has the same semantics as call by value
with performance comparable to call by reference without the danger of destroying the reference.
In some LISP implementations this causes performance problems since lists are getting copied a lot.
Clojure uses a much more e cient way of doing this, which underneath the hood shares the data
structures [Hica] and so can give the same performance guarantees as using mutable data structures
in Java without the added complexity of mutable state.
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Another problem with state and object oriented languages is misuse of mutability. By default,
member variables are mutable unless declared as final by the programmer. Even the final modifier
only enforces that the referenced object cannot be changed after being set in the constructor; it
does not enforce any immutability with respect to the object’s data members. In Clojure, the
opposite is true, every data definition is immutable by default unless it is explicitly made mutable
by the programmer. When defining a Java data type, it cannot enforce anything with regard to
mutating that object’s state, and this is one thing to watch out for when using the Clojure/Java
interop feature. Although lack of global and mutable state can be nice for theorem proving and code
reasoning, in the real world programs that do something useful usually have some mutable state
somewhere and are not just collections of pure functions and immutable data.
Threads
Clojure fully acknowledges the fact that mutable state is needed somewhere in most real world
applications, however, it does not use the problematic thread model to provide for reading and
writing mutable state. Here we briefly examine a few of the problems with using threads. For a
more thorough inspection refer to [PGB+05].
Problems can arise if one decides to edit a list inline either for terseness or to save memory and
therefore compromise on the ”without making changes to the original list” constraint:
int [ ] incrementInPlace ( int [ ] x ) {
for ( int i = 0 ; i < x . l ength ; i++) {




For single threaded programs, there is no issue; in a multi-threaded environment, though, consider
how the above code causes issues even with just two threads calling it at the same time. If thread A
attempts to access list at the same time as thread B is modified the list, then the result that thread
A computes is also invalid. It gets worse; the thread solution to this is to use a monitor or mutual
exclusion block to ensure that no two threads can call the function at the same time. In Java, the
monitor can be implicit by using the method modifier synchronized to the method definition. If
the method is static, the monitor is implicitly the singleton instance of an object’s getClass method:
stat ic synchronized void f oo ( ) { }
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If the method is a non-static method of a class, the monitor is a particular instance of the class
and is shared among all non-static synchronized methods of a particular object:
synchronized void f oo ( ) { }
You can also declare arbitrary objects and use them as monitors:
Object x = new Object ( ) ;
synchronized ( x ) {
// ho l d ing monitor o f x
}
In C#, the monitor is a library:
System . Object obj = ( System . Object ) x ;
System . Threading . Monitor . Enter ( obj ) ;
try
{
DoSomething ( ) ;
}
f ina l ly
{
System . Threading . Monitor . Exit ( obj ) ;
}
With some syntactic sugar:
l o ck (x )
{
DoSomething ( ) ;
}
Whether built into the language or provided as a library, locks create problems [Lee06]. Consider
what happens when thread A acquires a lock to object X and then waits for a lock on object Y to
be released, then gets interrupted, then thread B, which is holding a lock on object Y , gets switched
in and immediately begins waiting on the lock to object X, deadlock. This makes it hard to create
robust multithreaded API’s, since the client code may acquire the locks out of order not knowing
the lock ordering rules of the API.
Another problem with locks is that, when used in non-functional language, they cause readers
to block readers and writers, and writers to block readers and writers. All of this blocking leads to
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performance problems when many threads are reading or writing some shared state.
Software Transactional Memory
In addition to the desirable properties o↵ered by functional languages which including composabil-
ity of functions and lack of shared state, Clojure provides a model for concurrency that is easier to
understand, implement, and verify than that of Java threads. Software transactional memory, or
STM, is a pattern that is used for providing transactional memory in a distributed shared mem-
ory [ST97]. STM in Clojure is completely non-blocking. Readers do not block readers, and writers
do not block readers. Readers read the value of a reference at the time requested; in other words,
the latest committed value. Writers do not block writers, and readers do not block writers. Many
writers can run in parallel, and, before they commit their transactions, they check the value of the
shared state they are going to write to. If the value has changed since the start of the transaction,
the writer does its work again with the new value of the shared state. In this way, writers do not
block each other, and high contention to write a particular value results in writers repeating their
work more than once. In Java, this would prove di cult as most functions are not pure and cannot
be run repeatedly in transactions blindly.
Another benefit of STM in Clojure is that nested transactions are handled without other functions
knowing the order and nature of the transactions. As previously described, using the thread model in
Java, locks shared among classes must be acquired in a certain order to avoid deadlocking multiple
threads. The correct use and/or the knowledge of this ordering is often missing from programs.
Providing the ordering couples classes together in a way that is not necessary with Clojure’s STM.
Clojure combines many of the benefits of functional programming with the power of the JVM to
allow for a very powerful tool for creating a distributed and multithreaded application such as this
one.
5.2 User Interface
When the master module is started, a graphical user interface, or GUI, is displayed that allows for
controlling various parameters of the application. Figure 5.1 shows this user interface when run on
OS X Snow Leopard. A similar interface will appear when run on a Linux or Windows operating
system.
The table to the right shows how many slaves are connected, the hostname followed by a global
counter for each host, and the last time a heartbeat message was received from the slave. The
screenshot shows there are 9 slaves connected to the network. Two of them are from a dual core
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Figure 5.1: NNGenerator Software Graphical User Interface.
iMac running OS X 10.6, two of them are from a dual core Intel running Windows 7, and five of
them are from a quad core Intel running SuSE Linux 11.0.
One of the parameters the user can enter is the population size, which does not have to match
the number of actual network slaves; it is the number of networks to train at each step. So if you
have only eight slaves and you enter sixteen, then each slave will train two neural networks at each
iteration of the search algorithm. Another parameter is the number of generations to train. As you
increase this parameter, the time to complete the algorithm increases linearly. Another parameter
sets the amount of iterations a slave should train a single neural network. This is a constant for all
slaves so that each generated neural network has been given a fair chance at training its weights.
The remaining parameters place upper bounds on the neural network structures themselves. A
maximum number of hidden layers parameter sets an upper bound of the number of hidden layers
for a neural network. A maximum number of nodes per layer parameter sets an upper bound on the
number of nodes for a hidden layer. The number of input and output nodes depends on the map
of input vectors to outputs used during training and cannot be changed by the user. Tweaking the
number of iterations to train a network, the number of nodes per layer and number of layers can
have a substantial e↵ect on the time it takes for the algorithm to complete. To get the output of
each hidden layer and the output layer is on the order of NM , or the product of the weight matrix
between the previous layer and the current layer and the nodes in that layer. As the number of
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nodes increases, the time to complete the operation for a layer increases.
The user interface is written using the Java Swing library [Orad]. This library comes bundled
with the Java Runtime Environment and allows creating cross-platform GUI’s that look native to the
OS or can be skinned in a customizable way. Swing uses a single threaded model and embraces the
Model-View-Controller or MVC design pattern [mvc88]. This pattern keeps the view code separate
from the model code, and the view can update the model only though the controller. In Swing, the
controllers are action listeners which are fired based on events such as a mouse click or keyboard
input. The action listeners all spawn a new thread to do their work, and later the UI may be updated
asynchronously on the main GUI thread called the Event Dispatch Thread or EDT. Unfortunately,
the library cannot enforce this behavior, it is up to the programmer to keep this pattern in mind.
If work is done on the EDT that should be done in a background thread, the user interface will
become slow and unresponsive.
5.3 Java Messaging Service
Although the concurrency features of Clojure are nice, they are limited in that they only provide
support for shared memory concurrency on a single JVM. The distributed architecture uses a mes-
saging model that is facilitated via the Java Messaging Service or JMS API [Oraa, TS02]. JMS is
a Java API that provides applications with the ability to communicate via objects called messages.
A program that uses JMS to produce and/or consume messages is called a JMS client. Message
passing in JMS uses an asynchronous send in which a producer produces a message and does not
block waiting for it to be consumed, though it does block waiting for the message broker to confirm
receipt. On the consumer side, receiving a message can either block until it has a message, or it
can process messages asynchronously through an event listener. In the latter case, an event will fire
for every single message that the client receives. JMS is also reliable, it ensures that every message
successfully produced by a JMS client gets consumed by a subscriber if one is available.
There are two available approaches to messaging in JMS. The first is a publish/subscribe model in
which JMS clients publish messages to queues called topics. A topic can have one or more subscribers
and will send all messages in the topic to all current subscribers, meaning that a particular message
may get processed more than once. A client must be subscribed to a topic before it can receive
messages from that topic. This implies an ordering on the time a publisher publishes a message to
a topic, and the time a subscriber consumes that message from the topic; the publish must happen
first. Figure 5.2 is an illustrative example of the publish/subscribe model in JMS.
The second approach is a point-to-point model which is very similar to the publish/subscribe
approach. With this approach, messages are queued to named queues. Each message will only get
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Figure 5.2: JMS publish/subscribe model.
consumed once by a single JMS client. There is no ordering on the when a client consumes a message
from a queue and when a client publishes that message to the queue. This is not unlike languages
that use tuple spaces such as Linda [Gel89]. Figure 5.3 shows how the point-to-point model works
in JMS.
Figure 5.3: JMS point-to-point model.
The NNGenerator software uses the point-to-point model. We do not want either training mes-
sages or training result messages to ever be processed more than once. The messaging model is
simple, and as described in the architecture, there are two message queues. One queue is for the
single master node to write to and for the slaves to read from, and the other is for the entire set
of slaves to write to and for the master to read from. As soon as a master or slave node sends a
message, it does not block waiting for a response.
JMS message queues and topics are provided via JMS brokers. All message queueing and deque-
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ing is handled through one or more JMS brokers. These brokers behave like proxies and have logic
for making sure that messages get sent and received. In a production environment, these brokers
are usually replicated in case one of them fails. The NNGenerator software expectes a single JMS
broker to be available to the master and slaves nodes. Implementors of the brokering services come
in many di↵erent implementations. An implementation must implement the JMS specification for a
broker in order to work with JMS clients. During testing and while collecting results we are using a
message broker provided by Apache ActiveMQ [Fou]. The software could just as easily use another
JMS broker to connect to. The ActiveMQ broker listens on a single TCP socket for messages from
other nodes on the network. Nodes never have to talk directly to each other on the network; they
only need to be able to connect to the broker. This allows the master and the slaves to operate on
di↵erent networks and they never have to communicate directly.
The NNGeneratormaster and slave JMS clients both use asynchronous receives. An event listener
is wired up for both the slaves and master for when messages are received. The slave will sit idle
until it has a training message to consume, at which point it will become CPU bound while it trains
a neural network. After it finishes training, it will sit idle again until another training message comes
in. The master also has a thread that sits idle and waits for result training messages in the same
manner. The master receives a message for each neural network that a slaves trains. It also receives
heartbeat messages from slaves to determine when slaves disconnect, or might have run into some
other problem that will prevent them from being able to train a network. Clojure multimethods
are used to process incoming messages based on the type of the message. Slaves receive a di↵erent
message type for each di↵erent problem. A problem is specified by its training data set. The type
allows the slave to select the training data set to use for training the network. For example, the
XOR input output map will be selected when a slave receives a TRAIN-XOR message. The training
sets are distributed along with the slave jars to keep the master from having to send the data set
over the network. The data can get very large in the case of binary formats such as images and
sound. As stated in the architecture chapter, the algorithm can continue as long as one slave on the
network is still able to receive messages. This is undesirable, however, as the algorithm is meant to
fully exploit the inherent parallelism of genetic algorithms by having a one to one mapping between
the number of slaves on the network and the size of the population.
5.4 Data Structures
The neural network structures that are generated and bred are all backpropagation neural networks
with at least one hidden layer. They are encoded as strings representing serialized maps in Clojure.
These strings are relatively small compared to serialized Java objects and are also human readable
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since they are just Clojure data. The serializing and deserializing functions are also simple compared
to what would be needed to serialize a Java object. Here is serialization:
(defn s e r i a l i z e [ x ]
(binding [⇤print dup⇤ true ] (pr str x ) ) )
and here is deserialization:
(defn d e s e r i a l i z e [ x ]
( l et [ r (new PushbackReader (new Str ingReader x ) ) ]




The test problem that was used while building the application is a simple XOR problem. The
input/output map is provided to the program as the following Clojure map:
(def XOR table {[ 1  1] [ 1]
[ 1 1 ] [ 1 ]
[ 1  1] [ 1 ]
[ 1 1 ] [ 1 ]} )
The networks are trained with random samples from the map.
6.1 Results
6.1.1 First Result Set
Table 6.1 shows the results for running the NNGenerator software with the following parameters:
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Table 6.1: XOR Trainer Test Results 1.









The software generated the neural network shown in Figure 6.1.
Figure 6.1: Resultant neural network for first XOR trainer result set.
6.1.2 Second Result Set
Table 6.2 shows the results for running the NNGenerator software with the following parameters:
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Table 6.2: XOR Trainer Test Results 2.








































































































The software generated the neural network shown in Figure 6.2.
Figure 6.2: Resultant neural network for the second XOR trainer result set.
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The fittest neural network was actually found in the 65th generation with a RMS error of
7.596454196607839 ⇥ 10 65. The best overall generation is the second generation with an aver-
age RMS error of 3.3460553362913697 ⇥ 10 65. This test run did not indicate that the neural




Another one of the problems used to test the program with is an optical character recognition
problem, a technique used for converting handwritten text to a digital format. In this case the
characters to be recognized are the arithmetic numerals 0, 1, 2, 3, 4, 5, 6, 7, 8, 9.
The training and data sets are from the MNIST database[LeC]. The characters used for training
the classifier are a set of a subset of 60,000 samples of handwritten numerals of 30,000 patterns from
SD-3, and 30,000 patterns from SD-1 from the NIST character set. The characters used for training
the classifier are a set of a subset of 10,000 samples of handwritten numerals of 5,000 patterns from
SD-3, and 5,000 patterns from SD-1 from the NIST character set. The intersection of the training
set and test set is null as they are disjoint.
The training and test sets are comprised of 2 files each, a binary file containing the image data
for the numerals, and a label file containing the correct output of the image to a digital format. The
test image file is 45MB and so to save time in the feature extraction step, the input/output map for
the set is preprocessed once and stored as a Clojure data structure. For training, the 45 MB image
file and 60K label file is represented as a 5.6 MB input/output file. The input consists of extracting
a binary string of length 16 that represents a threshold of pixel counts in the input image. The
string is constructed of taking a 4x4 piece of the image row-wise. If the average pixel value is greater
than a certain threshold, the value is 1, otherwise the value is 0. The output is a string of length 4
that represents the digital numeral as a binary string. The values 10,11,12,13,14,15 are never fed to
the neural network during training.
When a slave starts the OCR trainer, it first reads the training file from disk and deserializes
it into a Clojure data structure that the backpropagation function uses to train a neural network.
Once this structure is loaded into memory, training begins. After training for the specified number
of iterations, the slave posts a message to the master containing the results. If the master posts a
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message back, it will be another train OCR message and the slave will repeat the process. If not, the
master has finished breeding and will display the resultant neural network structure. This structure
can be saved and used to test the neural network against the test data set.
A single network is be generated by presenting the application with a training set, then a test
data set that is disjoint from the training set will be used to test the accuracy of the network.
7.1 Results
7.1.1 Result Set 1
Table 7.1: OCR Trainer Test Results 1.











Table 7.1 shows the results of running the NNGenerator software with the following parameters:
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Figure 7.1: Resultant neural network for first OCR result set.
A screenshot of the resultant network is shown in Figure 7.1.
The resultant neural network was unable to converge and gave the following results when run
against the test set and only classifed 1,135 of the 10,000 test characters correctly.
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7.1.2 Result Set 2
Table 7.2: OCR Trainer Test Results 2.





















Table 7.2 shows the results of running the NNGenerator software with the following parameters:
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A screenshot of the resultant network is shown in Figure 7.2.
Figure 7.2: Resultant neural network for second OCR result set.
The resultant neural network was able to classify 3,980 of the 10,000 test images correctly.
7.1.3 Result Set 3
Table 7.3: OCR Trainer Test Results 3.






















Table 7.3 shows the results of running the NNGenerator software with the following parameters:
A screenshot of the resultant network is shown in Figure 7.3.
The resultant neural network was able to classify 3,135 of the 10,000 test images correctly.
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Figure 7.3: Resultant neural network for third OCR result set.
7.2 Evaluation
All three test runs gave admittedly poor results, with the third (and best) neural network only able
to classify about 40% of the test characters correctly. This is probably due to a poor selection of
features for recognizing the characters. The RMS error did get better over time for the second and





One of the problems used to test the program is a blackjack player. Blackjack is a card game whose
basic premise to get a hand value that is closer to 21 than that of the dealer, without going over 21.
Each player plays against the dealer and does not compare hands with other players. The players
can only see the dealers top, or second dealt, card. The value of an Ace can count as either 1 or 11.
The cards 2 through 10 are valued at their face value. The Jack, Queen, and King are all valued at
10. The players and dealer are initially dealt 2 cards each, and a player can choose to either hit one
or more times in succession or to stay. Each time a player hits, the dealer deals him another card.
When a player stays, it is either the next player’s turn or the dealer’s turn in the case all players
have played. There are a few variations of rules in casinos that determine when a dealer should hit
or stay. The most common, and the one used in this program, is that the dealer must hit until the
combined value of his cards is greater than or equal to 17. There are also more variations on the
options a player has in addition to hitting and staying, such as doubling down and splitting pairs.
For simplicity of the trainer, these variations are not included in the blackjack trainer.
The input consists of a binary string of length nine. The first five digits represent the value of
the player’s hand. The last four digits represent the value of the card the dealer is showing. The
value of the dealer’s hand is unknown to the player in an actual blackjack game, so the dealer’s first
card is not used in the input. For example, if the players hand totals thirteen and the dealer’s top
card is a three, the input string would be: 011010011.
The output pairs are found by playing simulated hands between a dealer and a single player. The
output is 1 if hitting resulted in the player winning, -1 if staying resulted in a win, and 0 otherwise.
The output is determined by using the dealer’s rule of continuing to hit until the value of the hand
is greater than or equal to 17. Note that this is not always the optimal strategy, therefore the data
used during training does not always train the network with the optimal strategy.
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The simulator used during training deals cards out of a shu✏ed deck for each hand. Because this
shu✏ing is random, each slave will train its neural network structure with a di↵erent input/output
map than every other slave. The chance that every possible combination of player’s hand and dealer’s
top card will be considered increases as the as the number of training iterations increases.
The trainer also has two simulators for testing a neural network. One is a simulator that will play
a specified number of games where the player uses dealer’s rules of hitting. The second simulator
also runs for a specified number of games using the output of a neural network to determine whether
or not to hit. These two simulators are used to determine if a neural network solution can do better
than dealer’s rules for hitting.
The following results are compared against playing 50,000 simulated games by dealer rules. When
playing by these rules, the player won 20,309 of the games, tied 9,107 of the games, and lost 20,584
games.
8.1 Results
8.1.1 Result Set 1
Table 8.1 shows the results of running the NNGenerator software with the following parameters:
Table 8.1: Blackjack Trainer Test Results 1.












A screenshot of the resultant network is shown in Figure 8.1.
Figure 8.1: Resultant neural network for first blackjack trainer result set.
When run in a simulation of 50,000 games, this neural network won 18,508 games, tied 1,021
games, and lost 30,471 games.
8.1.2 Result Set 2
Table 8.2 shows the results of running the NNGenerator software with the following parameters:
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Table 8.2: Blackjack Trainer Test Results 2.











A screenshot of the resultant network is shown in Figure 8.2.
When run in a simulation of 50,000 games, this neural network won 19,329 times, tied 2,442
times, and lost 28,229 times.
8.1.3 Result Set 3
Table 8.3 shows the results of running the NNGenerator software with the following parameters:
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Figure 8.2: Resultant neural network for second blackjack trainer result set.
Table 8.3: Blackjack Trainer Test Results 3.






















A screenshot of the resultant network is shown in Figure 8.3.
Figure 8.3: Resultant neural network for third blackjack trainer result set.
When run in a simulation of 50,000 games, this neural network won 19,228 games, tied 2,422
games, and lost 28,350 games.
8.1.4 Result Set 4
Table 8.4 shows the results of running the NNGenerator software with the following parameters:
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Table 8.4: Blackjack Trainer Test Results 4.






















A screenshot of the resultant network is shown in Figure 8.4.
Figure 8.4: Resultant neural network for fourth blackjack trainer result set.
When run in a simulation of 50,000 games, this neural network won 19,259 times, tied 2,515
times, and lost 28,226 games.
8.2 Evaluation
The software was not able to beat a player who plays by dealer rules in any of the four test runs.
The first test run had the worst performance with only a 37% win rate. The last three result sets
had marginally better win rates, at an average of about 38%. The fact that all of the result sets
produce a very similar win rate, even though the network structures are not the same, indicates that
the data used to train the network would need to be improved in order to achieve a win rate of over
38%. None of the result sets indicated that the RMS error gets lower with each generation; in fact
the trend appears seemingly random.
8.3 Conclusion
Examining the blackjack and OCR result sets leads to some interesting observations. The first is
that the generated neural networks with low RMS errors did not necessarily correspond to neural
networks that performed well on the test data sets. This is partly due to a weakness in the fitness
function, since it only uses the RMS error to determine fitness. It is also due to a poor selection of
feature selection, particularly in the OCR trainer.
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When determining if the genetic algorithm breeds better neural networks with each successive
generation, in the case of the OCR trainer it did. However, in the case of the blackjack trainer, the
RMS errors did not appear to trend in any direction with each successive generation.
The results refute the original hypothesis that a neural network structure that performs well can
be generated without focusing on the preprocessing and feature vector selection of an input/output
data set. The very simplistic features pulled in the OCR set were not enough to even get to a
classification success rate of 50%, much less the usually desired high ninety percent ranges. The
blackjack features were much better in comparison, however the results indicate that there was a
limit to how well a neural network could perform in a simulated game with the features, namely





Research regarding combining the artificial intelligence methods of genetic algorithms has been done
in the past. A brief overview of some of these methods is given here. Note that the terms architecture,
topology, and structure are all used interchangeably depending on the author.
9.1 Training Neural Networks with Genetic Algorithms
The most common technique of combining these two powerful learning mechanisms is to use a
genetic algorithm to train a neural network with a fixed architecture rather than the standard
backpropagation technique.
[MD89] used genetic algorithms to train a neural network for the problem of classifying sonar
images. Their approach was to use a genetic algorithm instead of backpropagation to train the
weights for a neural network. The chromosomes are the weights of the network encoded as a list
of real numbers. Special operators are used for adapting the weights. Their results show that they
were able to get better training results using a genetic algorithm for training when compared to
standard backpropagation.
9.2 Learning Neural Network Topologies with Genetic Algorithms
A less commonly used method of combining genetic algorithms and neural networks is to use a
genetic algorithm to find a neural network topology for a given problem. This is the technique used
by the NNGenerator software. Other such methods are described briefly here.
[WSB90] used genetic algorithms to search for topologies that were better at learning than feed
forward neural networks. The topologies they considered are not layered, are allowed to contain
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cycles, and can have connections from any node to any other node. They used a 2-bit adder
to to show that topologies exist that can learn to add much faster than a feed forward neural
network. Figure 9.1 shows the topologies they used. They also ran into the same problem that the
NNGenerator software has; namely that the time to compute backpropagation is prohibitive when
attempting to consider a large number of architectures.
Figure 9.1: Neural Network Topologies for the 2-bit adder problem [WSB90].
[ZM93] also used genetic algorithms to find optimal neural network architectures. Their algo-
rithm is di↵erent, however, because it also uses a genetic algorithm for weight training rather than
the more common backpropagation method. They allow partial connectivity, and, like [WSB90],
allow connectivity between any two nodes. They represent each neural network as a set of N tree
structures. Here the weights are binary so that a less expensive hill climbing method can be used
since gradient descent is computationally expensive. The fitness function used employs Occam’s
razor [Dom99] to construct a neural network with minimal complexity. They define the complexity
of a neural network in terms of the weights, minimizing the number of weights and the size of each
weight. The stopping condition uses both an acceptable fitness function as well as a maximum
number of iterations. They used the top 20% of each population for mating. They tested their
algorithm in the 4-input parity problem [SA92] and they were able to generate the minimal solution
for the problem with their algorithm.
[Kit90] also used genetic algorithms for finding neural network architectures. There approach was
di↵erent from [WSB90] in that they propose a grammatical encoding of the network architecture
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rather than a direct mapping of the network architecture into a chromosome. This helps their
algorithm to scale better for large networks. They encode the structure as a using an L-system [RS80]
which is a mathematical theory commonly used for modeling biological plant development. The
encoding they used greatly reduced the length of the chromosomes that represent a neural network
architecture. The problem they used was N-X-N encoder/decoder problem with N of length 4 and
8. They were able to show that their L-system encoding performed better on the problem sets than




Although a great deal of time was spent writing the NNGenerator software, there is plenty of room
for improving upon it.
10.1 Improving the Fitness Function
The fitness function used is simply the RMS error of each neural network. This proved to not be a
very good fitness function; there were some cases where the calculated RMS error was low but the
neural network could not converge. There were also observations of neural networks that performed
better on the test data sets than other neural networks with lower RMS errors. Similar to having a
pluggable function that determines the training set for each problem, the fitness function could be
abstracted out, allowing any arbitrary fitness function to be used for a particular problem. Perhaps
a better fitness function would be one that evaluates a given neural network architecture and weight
set against a test data set.
10.2 Speeding Up Backpropagation
The strength of a genetic algorithm cannot be exploited for very small numbers of generations,
such as the ones used for the result sets in this paper. The software was meant to run on a large
cluster, and when that cluster became unavailable, the software was run on commodity hardware
available to me in my own home. However, there are platforms available that provide for large scale,
massively parallel computations at a very small cost. One of particular interest is NVIDIA’s CUDA
platform [Cor, San10]. This platform allows the programmer direct access to the grapics processing
unit, or GPU, available on any modern NVIDIA card. The latest Tesla cards boasts:“Delivers up to
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515 Gigaflops of double-precision peak performance in each GPU, enabling a single workstation to
deliver a Teraflop or more of performance. Single precision peak performance is over a Teraflop per
GPU.” Backpropagation could be implemented in C using the CUDA toolkit, then wrapped by the
Java Native Interface, or JNI [Lia99]. In this way, one or more commodity computers with CUDA
enabled GPU’s could run the backpropagation algorithm quickly, then JMS could be used to gather
the results and give back to the master for breeding.
10.3 Reducing the Encoding Size
The software encodes the chromosomes as Clojure data structures that directly represent a neural
network’s architecture. Perhaps a more compact encoding, such as the one used in [Kit90] could
be used to get a fixed length binary string that is not too large. If this were done, the specialized
genetic operations could be replaced with the more generic ones that operation on binary strings.
This may help the genetic algorithm find fitter neural networks.
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