Abstract-Visual data mining techniques have proven to be of high value in exploratory data analysis, and they also have a high potential for mining large databases. In this article, we describe and evaluate a new visualization-based approach to mining large databases. The basic idea of our visual data mining techniques is to represent as many data items as possible on the screen at the same time by mapping each data value to a pixel of the screen and arranging the pixels adequately. The major goal of this article is to evaluate our visual data mining techniques and to compare them to other well-known visualization techniques for multidimensional data: the parallel coordinate and stick figure visualization techniques. For the evaluation of visual data mining techniques, in the first place the perception of properties of the data counts, and only in the second place the CPU time and the number of secondary storage accesses are important. In addition to testing the visualization techniques using real data, we developed a testing environment for database visualizations similar to the benchmark approach used for comparing the performance of database systems. The testing environment allows the generation of test data sets with predefined data characteristics which are important for comparing the perceptual abilities of visual data mining techniques.
INTRODUCTION H[ AVING the right information
at the right time is crucial for making the right decisions. Because of the fast technological progress, the amount of information which may be of interest for making decisions increases very fast. One reason for the ever increasing stream of data is the automation of activities in all areas, including business, engfneering, science, and government. Today, even simple transactions, such as paying by credit card or using the telephone, are typically recorded by using computers. Test series in physics, chemistry, and medicine generate large amounts of data, which are collected automatically via sensors and monitoring systems. Even larger amounts of data are (collected by satellite observation systems which are expected to generate 1 terabyte of data every day in the near future. But finding the valuable information hidden in them, is like searching a pin in a haystack. Very large amounts of data are an important resource, but most of the time it is very hard to find the relevant information.
"Data Mining" may be defined as the (nontrivial) process of searching and analyzing data in order to find implicit, but potentially useful, information [l] . Let D = (d,, . . . . d,] be the data set to be analyzed. Then, the data mining process may be described as the process of finding Note that D' may not only have fewer data elements than D, but it may also have a lower dimensionality (m').
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Since in databases the data is often partitioned into relations or object classes, D may be considered as a union of The definition of data mining can be further formalized, e.g., by defining a hypothesis description language, a context description formalism, etc. The users and their notion of "usefulness," however, can hardly be formalized since "usefulness" not only depends on the changing knowledge of the user and the application domain, but it also includes some notion of creativity and users may not be able to define their usefulness criteria. On the other hand, if a data mining tool helps the user to find useful D' and to find and verify hypotheses, then it may not be important to have the hypothesis and the context, etc. formally specified. All these aspects are present in the users' minds who will also be able 1041 .4347/96$05.00 01996 IEEE to express and communicate their ideas towards other humans.
Our definition of data mining is a quite broad definition which does not only include the work done in the area of data mining and knowledge discovery, but also relates to a wide range of other research areas including multivariate statistics (principal component analysis, cluster analysis, and multidimensional scaling [2] ), database interfaces (cooperative database interfaces 131, interfaces for imprecise querying 141, intelligent data browsing [5] ), and information retrieval (approximate matching algorithms [6] , [7] ). The work done in data mining focuses on the semiautomatic extraction of knowledge.
In the area of data mining, important advances have been made over the last years. Many novel data mining techniques have been developed, and several advanced data mining systems have been implemented [l] , [8] . Nowadays, however, only a limited number of approaches work for very large amounts of data (millions of data items) and little interest has been given to noisy data [S] . Examples for techniques that work for very large data sets are DHP 191, Apriori [lo] , and DBLearn [ll] , and examples for techniques that also work for noisy data are DBLearn [ll] and CLARANS [12] .
visual data mining techniques, the possibility to directly interact with the visualizations is important. In the process of hypotheses generation, the user is guided by the visual feedback of the visualizations and quickly learns more about the properties of the data in the database.
An interesting observation is that all mentioned techniques work fully automatically but need to have a priori defined tasks. The tasks are a specific type of hypothesis and the goal of the algorithms is to find quantitative rules that make the hypotheses more specific and allow the user to confirm or reject them. Task-oriented data mining is important but it is also important to develop techniques for data-driven hypotheses generation. For this purpose, it is necessary to include the human in the data mining process and combine the flexibility, creativity, and general knowledge of the human with the enormous storage capacity and the computational power of today's computers. In particular, the human's unmatched abilities of perception enable the users to analyze complex events within a short time, to recognize important information, and to make decisions. The human perceptual system processes different types of data in a very flexible way, automatically recognizing unusual properties while at the same time ignoring wellknown properties. The human handles vague descripti?ns and imprecise knowledge easier and better than today's computer systems and, using general knowledge, easily draws complex conclusions.
Since the reader is not assumed to be familiar with visual data mining techniques, in Section 2 we give a briilf general survey of visualization techniques for multidimensional multivariate data. We classify the existing techniques into five groups: pixel-oriented, geometric, icon-based, hierarchical, and graph-based techniques. In Section 3, we provide a detailed evaluation and comparison of several visual data mining techniques including pixel-oriented, geometric, and icon-based techniques. In addition to testing the techniques using real data (cf. Section 3.1), we developed a testing environment for database visualizations similar to the benchmark approach used for comparing the performance of databases (cf. Sections 3.2 and 3.3). For the evaluation of visual data mining techniques, the perception of properties and correlations of the data is more important than the CPU times or the number of secondary storage accesses. Still, the interactivity of the system is essential and therefore, in Section 4, we analyze the time performance of our algorithms. Section, 5 summarizes our work and points out some of the open problems for future work.
For our considerations, we assume a simple structure of the database as we may find it in the relational model. This is adequate for most of the considered applications, because very large amounts of data are typically managed with the aid of relational systems. Our visual data mining techniques, however, can also be used for visually mining large amounts of data stored in object-oriented or other types of databases.
Our approach to data mining, therefore, aims at integrating the human in the data mining process and applying its abilities to the large data sets available in today's computer systems. For this purpose, techniques, which provide a good overview of the data and use the possibilities of visual representation for displaying large amounts of multidimensional data, are especially important. The basic idea of our new visual data mining techniques for multidimensional data is to represent as many data items as possible on the display at the same time by mapping each data value to 1 pixel of the screen and arranging the pixels adequately. The color of the pixel corresponds to the data value or the distance between the data value and a given query value. Different visual data mining techniques are available for the different stages of the data mining process. In using our Visualization of data which have some inherent two-or three-dimensional semantics has been done even before computers were used to create visualizations.
In the wellknown books 1131, [14] , Edward R. Tufte provides many examples of visualization techniques that have been used for many years. Since computers are used to create visualizations, many novel visualization techniques have been developed and existing techniques have been extended to work for larger data sets and make the displays interactive. For most of the data stored in databases, however, there is no standard mapping into the Cartesian coordinate system, since the data has no inherent two-or three-dimensional semantics. In general, relational databases can be seen as multidimensional data sets with the attributes of the database corresponding to the dimensions. There are several well-known techniques for visualizing multidimensional data sets: scatterplot matrices and coplots [15] The basic idea of pixel-oriented techniques is to map each data value to a colored pixel and present the data values belonging to one attribute in separate windows (cf. Fig. 1 ). Since, in general, our techniques use only one pixel per data value, the techniques allow us to visualize the largest amount of data, which is possible on current displays (up to about l,OOO,OOO data values). If each data value is represented by one pixel, the main question is how to arrange the pixels on the screen. Our pixel-oriented techniques use difflsrent arrangements for different purposes. If a user wants to visualize a large data set, the user may use a query-independent visualization technique which sorts the data according to some attribute(s) and uses a screen-filling pattern to arrange the data values on the display. The query-independent visualization techniques are especially useful for data with a natural ordering according to one attribute (e.g., time series data). However, if there is no natural ordering of the data and the main goal is an interactive exploration of the database, the user will be more interested in feedback to some query. In this case, the user may turn to the query-dependent visualization techniques which visualize the relevance of the data items with respect to a query. Instead of directly mapping the data values to color, the query-dependent visualization techniques calculate the distances between data and query values, combine the distances for each data item into an overall distance, and visualize the distances for the attributes and the overall distance sorted according to the overall distance. The arrangement of the data items centers the most relevant data items in the middle of the window, and less relevant data items are arranged in a spiral-shape to the outside of the window.
Query-Independent Pixel-Oriented Techniques
Simple query-independent arrangements are to arrange the data from left to right in a line-by-line fashion or top-down in a column-by-column fashion. If these arrangements are done pixelwise, in general, the resulting visualizations do not provide useful results. More useful are techniques which provide a better clustering of closely related data items such as space-filling curves (e.g., the well-known curves by Peano and Hilbert [46] , [47] and Morton [48] ). For data mining even more important are techniques that provide nice clustering properties as well as an arrangement which is semantically meaningful. An example for a technique which has these properties is the recursive pattern technique. The recursive pattern is based on a generic recursive scheme which allows the user to influence the arrangement of data items.
A.11 pixel-oriented techniques partition the screen into multiple windows. For data sets with m attributes (dimensions), the screen is partitioned into m windowsone for each of the attributes.
In case of the querydependent techniques, an additional (m + 1)th window is provided for the overall distance. Inside the windows, the data values are arranged according to the given overall sortmg which may be data-driven for the queryindependent techniques or query-driven for the querydependent techniques. Correlations, functional dependencies, and other interesting relationships between attributes may be detected by relating corresponding regions in the multiple windows.
It is based on a simple back and forth arrangement: First, a certain number of elements is arranged from left to right, then below backwards from right to left, then again forward from left to right, etc. The same basic arrangement is done on all recursion levels with the only difference that the basic elements which are arranged on level i are the patterns resulting from level(i -l&arrangements.
Let Wi be the number of elements arranged in the left-right direction on recursion level i and hi be the number of rows on recursion level i. On recursion level i (i 2 l), the algorithm draws wi level(i -l&patterns hi times alternately to the right and to the left. The pattern on recursion level i consists of wi x k, level(i -l&patterns, and the maximum number of pixels that can be presented on recursion level k is given by nF=, wi x hi. An example for a recursive pattern visualization of a database. containing the 100 stocks of the FAZ index (Frankfurt Stock Index) from 20 years of stock price data (altogether 532,900 data values) can be found in [36] .
Query-Dependent Pixel-Oriented Techniques
The idea of the query-dependent visualization techniques is to visualize the data in the context of a specific user query to give the users feedback on their queries and direct their search. Instead of directly mapping attribute values to colors, the distances of attribute values to the query are mapped to colors. To describe the idea of the querydependent techniques, we view the relations of a relational database as sets of tuples (a,, a2, . . . . a,) with al, a2, . . . . ak denoting the attribute values of a data item. Simple queries against the database can be described as regions in the kdimensional space defined by the k attributes of the relation. If exactly one query value is specified for each attribute, the query corresponds to a point in k-dimensional space; if a query range is specified for each attribute, the query corresponds to a region in k-dimensional space. The data items which are within the query region form the result of the query. In most cases, the number of results cannot be determined a priori; the resulting data set may be quite large, or it may even be empty. In both cases, it is difficult for the user to understand the result and modify the query accordingly.
To give the user more feedback on the query, our visual data mining techniques do not only present the data items which are within the query region, but also those which are "close" to the query region and only approximately fulfill the query. For determining the approximate results, distances between the data and query values are calculated. The distance functions are data type and application dependent. For numeric types such as integev or reel and other metric types such as date, the distance of two values is easily determined by their numerical difference. For other types such as strings, multiple distance functions such as the lexicographical difference, characterwise difference, substring difference, or even some kind of phonetic difference may be useful. The distance calculation yields distance tuples (d,, d,, . . . . dk) which denote the distances of the data to the query. We extend the distance tuples by a distance value dk+i, denoting the overall distance of a data item to the query. The value of dktl is zero if the data item is within the query region; otherwise dk+i provides the distance of the data item to the query region. In combining the distance values (d,, d2, . . . . dk) into the overall distance value dk+i, user-provided weighting factors (wi, wz/ ...I wk) are used to weight the distance values according to their importance. The distance tuples (d,, d,, . . . . dL d,,,) are sorted according to the overall distance dk+i. Then the distance tuples are mapped to color. In this step, the value ranges for each of the attributes and for the overall distance are mapped to a colorscale which has been specifically designed for our visual data mining techniques. Note that the human visual system has a nonlinear response to luminance and spectral content. Incorrect use of color can hide existing relations between variables, and introduce artifacts. It is, therefore, important to use a colorscale which is perceptually equally spaced [49] . Our colorscale uses yellow to depict the distance "zero" and a decreasing lightness to depict increasing distance values. The colors for approximate results range from green over blue and red to almost black. For details about our color mapping, the reader is referred to 1501. Since the focus of the query-dependent techniques is on the relevance of the data items with respect to the query, different arrangements of the pixels are appropriate. In developing the system, we experimented with several arrangements such as the left-right or top-down arrangements. We found that for visualizing the results for a database query, it seems to be most natural to present the data items with highest relevance to the query in the center of the display. Our first approach described in [35] , [51] was to arrange the data items with lower relevances in a rectangular spiral shape around the center. The generalized spiral and axes techniques presented in this paper are a generalization of those techniques. Instead of arranging the data in a rectangular spiral shape, the curve is extended to a generic spiral form which may have a Snake-, Peano-Hilbert, or Morton-like local pattern (cf. Fig. 2 ) of a certain degree (1, 2, 4, 8, 16) . The advantage of the generalized spiral and axes techniques is that the degree of clustering is higher. In case of the generalized spiral technique, the 100% correct answers are presented in the middle of the window and the approximate answers sorted according to their overall distance (or relevance) in a generalized spiral form around this region. As for the query-independent visualization techniques, a separate visualization for each of the selection predicates (attributes) is generated (cf. Fig. 1 ). An additional window shows the overall distances. In all of the windows, we place the pixels for each data item at the same position as the overall distance for the data item in the overall distance window. By relating corresponding regions in the different windows, the user is able to perceive data characteristics such as multidimensional clusters or correlations. Additionally, the separate windows for each of the selection predicates provide important feedback to the user; for example, on the restrictiveness of each of the selection predicates and on single exceptional data items. Examples of spiral visualizations are provided in Section 3. The axes technique improves the spiral technique by including some feedback on the direction of the distance into the visualization. The basic idea is to assign two attributes to the axes and to arrange the data items according to the direction of the distance; for one attribute negative distances are arranged to the left, positive ones to the right and for the other attribute negative distances are arranged to the bottom, positive ones to the top (cf. Fig. 3 ). As in case of the spiral, different local patterns (Snake, Peano-Hilbert, Morton) of different degrees (1, 2, 4, 8, 16 ) may be used. The partitioning of the data into four subsets provides additional information on the position of data items with respect to the attributes assigned to the axes. Since the quadrants which correspond to the four subsets are not equally filled, the number of data items which may be visualized is slightly lower. This, however, is the price for the higher expressiveness of the resulting visualizations.
An example of an axes visualization is provided in Section 3.1. Note that all variants (Snake, Peano-Hilbert, Morton) reduce to a simple spiral for a degree of one. A degree of one means that the local pattern consists of only 1 x 1 = 1 pixel, and in this case the original spiral and axes techniques [35] , [51] are identical to the generalized techniques. A detailed comparison of the possible variants (Snake-Spiral, PeanoHilbert-Spiral, Morton-Spiral, Snake-Axes, Peano-HilbertAxes, Morton-Axes) with different degrees (1, 2, 4, 8, 16 ) is provided in [52] . The formulas for calculating the distances and their combination into the overall distance as well as all aspects related to the handling of complex queries (conditions with nested ANDs and ORs, multiple table and nested queries) are presented in [35] . The 'focus of this paper is on the data mining capabilities of the various visualization techniques. 
Geometric Projection Techniques
(Geometric projection techniques aim at finding "interesting" :projections of multidimensional data sets. The class of geo-:metric projection techniques includes techniques of explorastory statistics such as principal component analysis, factor ianalysis and multidimensional scaling, many of which are Isubsumed under the term "projection pursuit" [20] , [53] . ljince there is an infinite number of possibilities to project high-dimensional data onto the two display dimensions, '"projection pursuit" systems such as the grand tour system 11371 aim at automatically finding the interesting projections or at least helping the user to find them.
Another geometric projection technique is the parallel coordinate visualization technique [18] , 1191. The parallel coordinate technique maps the k-dimensional space onto the two display dimensions by using k equidistant axes which are parallel to one of the display axes. The axes correspond to the dimensions and are linearly scaled from the minimum to the maximum value of the corresponding dimension. Each data item is presented as a polygonal line, intersecting each of the axes at that point which corresponds to the value of the considered dimension (cf. Fig.  {La) . Although the principle idea of the parallel coordinate visualization technique is quite simple, it is powerful in revealing a wide range of data characteristics such as different data distributions and functional dependencies. However, since the polygonal lines may overlap, the number of the data items that can be visualized on the screen at the same time is limited to about 1,000 data items. In Fig.  4 .b, an example visualization of three-dimensional data is presented. Clearly visible in the visualization is that the clata consists of several clusters which are restricted to quite limited ranges for the second dimension but may have much larger ranges for the other dimensions. The parallel coordinate technique is used in the comparison of Section 3.3. The reader is therefore referred to Section 3.3 for more details and further examples. 
Icon-Based Techniques
Another class of techniques for visual data mining are the icon-based techniques (or iconic display techniques). The idea is to map each multidimensional data item to an icon. First approaches of iconic displays are the well-known Chernoff faces [13], [54] . In the Chernoff face visualization, two dimensions are mapped to the two display dimensions. The remaining dimensions are mapped to the properties of a face icon--the shape of nose, mouth, eyes, and the shape of the face itself. The Chernoff face visualization capitalizes on the human sensitivity to faces and facial features. The number of data items that can be visualized using the Chernoff face technique, however, is quite limited.
An iconic display technique, which allows a visualization of larger amounts of data and is therefore more adequate for data mining, is the stick figure technique 1231, [55], [56] . As indicated by the name, the icon is some type of stick figure. Again, two dimensions are mapped to the display dimensions and the remaining dimensions are mapped to the angles and/or limb lengths of the stick figure icon (cf. Fig. 5a ). If the data items are relatively dense with respect to the display dimensions, the resulting visualization presents texture patterns that vary according to the characteristics of the data and are therefore detectable by preattentive perception. Different stick figure icons with variable dimensionality may be used (cf. Fig. 5b ). Fig. 6 shows a stick figure visualization of five-dimensional census data of 1980 US census. In addition to income and age, the attributes occupation, education level, marital status, and sex are visualized by the stick figures. Interesting is the clear shift in texture over the screen which indicates the functional dependency of the attributes from income and age. More examples of the stick figure visualizations are provided in the comparison of Section 3.3. Note that in both, the stick figure and the Chernoff face technique, the number of dimensions that can be visualized is limited. Many other ideas for iconic displays have been developed in recent years. An approach which allows the visualization of an arbitrary number of dimensions is the shapecoding approach [24] . The icon used in the shape coding approach maps each dimension to a small array of pixels and arranges the pixel arrays of each data item into a square or rectangle. The pixels corresponding to each of the dimensions are mapped to grey scale or color according to the data value of the dimension. The small squares or rectangles corresponding to the data items are then arranged successively in a line-by-line fashion.
ierarchical and GraphIn addition to the geometric projections and iconic displays, there are two more classes of visualization techniqueshierarchical and graph-based techniques. Well-known representatives of hierarchical techniques are the n-Vision technique (also known as "worlds within worlds") [57], the dimensional stacking [25] , and treemaps [27] . The hierarchical techniques subdivide the k-dimensional space and present the subspaces in a hierarchical fashion. The dimensional stacking technique, for example, subdivides the k-dimensional space into two-dimensional subspaces. With the exception of treemap, the hierarchical techniques mainly focus on visualizing multivariate functions and are, therefore, not particularly interesting for data mining. The basic idea of the graph-based techniques is to effectively present a large graph using specific layout algorithms, query languages, and abstraction techniques. Examples of graph-based techniques are Hy+ 1281, Margritte 1291, and SeeNet 1301.
A central goal of this article is to evaluate and compare the techniques which may be used for visualizing large databases. An evaluation of visualizations is different from evaluating the time performance of a system. In principle, measuring the time performance of a system is relatively easy compared to measuring the expressiveness of visualizations, i.e., the perceptibility of data characteristics. The reason is that evaluating the perception necessarily involves humans, and therefore the results do not only depend on the potential of the visual data mining technique but also on the human performing the analysis.
Before presenting our evaluations, in the following we briefly introduce how data characteristics such as ,,correlations, functional dependencies, and clusters may be identified in our visualizations generated by the generalized spiral and axes techniques. The following description may be used as a guideline for discovering data characteristics by interpreting the pixel-oriented visualizations generated by the VisDB system. Note, that many of the data mining techniques we developed in working with the VisDB system are interactive,in nature and are therefore difficult to describe in written form. Nevertheless, in the following we try to present the basic ideas.
Properties that hold for all or most of the data can be deduced from the overall brightness and color distribution of the visualizations.
The size of the yellow portion of the visualization indicates the number of data items fulfilling the query predicate for the corresponding attribute. A bit problematic are visualizations that do not show any structure. The human perceptual system may consider such visualizations as being similar although the pixels of the visualizations do not correspond to each other and no correlation between the attributes exists. In experimenting with various data sets, we found that the problem of misleading similarity of visualizations only occurs in visualizations without structure. In cases where existing structure in the data is not revealed by the visualization, the structure can usually be made visible by arbitrarily changing the weighting factors of some attributes. Changing the weighting factors makes it easier to perceive similarities in the visualizations and to determine correlations and functional dependencies (cf. Fig. 8b ).
1. The quality of the black/white version of our visualizations is rather bad comoared to the au&v of the color visualizations. Structures in the A i visualiza&ons which are easy to perceive in the color versfon might therefore be difficult to perceive in the black/white version. A color postscript version of the paper may be obtained from our ftp-server (IJRL ftp:/!arcadia.informatik.uni-muenchen.de/pub/local/dbs/pubs/ TKDE96.psI). Readers who do not have access to the world wide web may obtain a color paper version upon request from the authors. Another important group of interesting data characteristics are clusters of data items with similar properties. In our visualizations, clusters usually appear as rectangular regions (possibly partial rectangles) which may have different colors for different attributes. Clusters may have a lower dimensionality than the whole data set. Therefore, the clustering may appear only in the visualizations of certain attributes. Fig. 8 shows an example of four-dimensional clusters in six-dimensional data. Note that the visualizations generated by the generalized spiral and axes techniques in general depend on the chosen query region. If the data shall be visualized in a queryindependent way, the origin of multidimensional space has to be used as a query region. In this case, only the actual data values are visualized. Changing the query region has a major impact on the resulting visualizations.
For example, if the query region is moved away from a cluster, the cluster becomes less visible in the visualization (cf. Fig. 9 ). By interactively changing the query region, different clusters can be made visible. A strategy for varying the query region which has proven useful in our experiments is to start with the full range [min, maxl for an attribute and successively restrict the range until the visualizations reveal some interesting properties. In some cases, the inverse of this technique-starting at the minimum value for some attribute and extending the range to the maximum (or vice versa)-is more appropriate.
Another possibility is to use a range with a constant extension for some attribute and move it between minimum and maximum value of the attribute. This technique is especially helpful for finding the value range of an attribute, which corresponds to an already discovered cluster in some other dimensions-if such a range exists. In the remaining portion of this section, we take a twofold approach towards evaluating the perception of visual data mining techniques. The first, more conventional approach is to demonstrate the potential of visualization techniques by using a real application (cf. Section 3.1). The second, more general approach is a step towards a more application-independent evaluation of visualization techniques. By using test data sets which are generated according to user-provided specifications (cf. Section 3.2), it becomes possible to perform controlled tests for evaluating the strengths and weaknesses of visualization techniques.
Real Data
The VisDB system has proven useful for exploration tasks in several real databases including a large database of geographical data, a large environmental database, and a large NASA earth observation database. The V&O3 system has also been used in our molecular biology project for finding possible docking regions by identifying sets of surface points with distinct characteristics, and we will use this example to exemplify the usefulness of the system. In our strategy for finding possible docking regions, one important step is to partition the molecular surfaces according to geometric properties. For this purpose, we use the properties of the triangulation of the molecular surface, e.g., minimum
and maximum angle, minimum and maximum side length, right angle and so on. In partitioning the molecules into regions, it is difficult to find the right combination of value ranges that leads to a meaningful partitioning of the molecule.
The VisDB system has been successfully used for determining interesting value ranges and combinations of parameters. The VisDB system allows the interactive variation of the parameters and provides feedback on the resulting data in the region. In Fig. 7 , we provide two snapshots from a session with the VisDB system. The snapshot shows eleven parameters (X-triangle, Y-triangle, Z-triangle, MinAngle, MidAngle, MaxAngle, RightAngle, Surface, MinSide, MidSide, MaxSide) and the overall result generated from the surface data of the molecule complex "subtilisin carlsberg with eglin." Since data exploration is inherently interactive, the provided snapshots reflect the usefulness of the VisDB system only to a very limited extent. In the following, we briefly describe some of the interesting aspects that we learned from the visualization.
By the different colors dominating the different portions of the visualization, it can be easily seen that each of the selection predicates has a distinct impact on the overall result. The visualization of MaxAngle, for example, is dominated by darker colors, which means that in general the distances to the specified range for MaxAngle (80" to 153") are quite high. The visualizations of Y-triangle and Z-triangle are much brighter, which means that the specified query ranges for these attributes are less restrictive. Interesting is the partitioning which results in the case of the axes technique (Surface and MaxSide are assigned to the axes). For example, the data items which have high distances (dark colors) for MinSide, MidSide, and MaxSide cluster in the bottom left quadrant, which means that their Surface and MaxSide are smaller than the chosen query ranges. Also easily visible is the correlation between the distances for MinSide, MidSide, and MaxSide, which corresponds to the Pythagorean theorem (a* + b2 = c'). Although the quantitative relationship between MinSide, MidSide, and MaxSide is not deductible from the visualization, the similarity of the visualizations indicates that there is some relationship.
More interesting, however, are data-dependent correlations which may not be predicted a priori. An example is the correlation between the data items that fulfill all query ranges, resulting in the yellow region in the middle of the visualization.
The region in the visualization corresponds to surface regions of the molecule, which consist of triangles with similar properties, i.e., a certain combination of value ranges for the parameters.
If the same triangles are visualized in the threedimension representation of the molecule, the triangles form a double-horn region. Other interesting regions found in the molecular biology application include several types of domes, arcades, caves, and tripods (for details see 1511). The three-dimension representation of molecules is very important (e.g., for visualizing the final result), but its usefulness for exploring more than four or five dimensions (three dimensions of the coordinate system plus one or two additional dimensions denoted by color) is quite restricted. ln contrast, our visual data mining techniques are able to present a virtually arbitrary number of parameters, allowing an easy discovery of correlations between them and avoiding the possibly confusing three-dimension representation which may occur in case of large molecules due to the high overlap of surface points.
Note that for determining the properties that lead to interesting regions of the molecule, the interactivity of the VisDB system is very important. Besides the options which provide values for specific data items and color ranges (for details see [51] ), the user may get important additional information by varying the query ranges and weighting factors using the sliders.
Artificial Data
Many visualization techniques and their potential have been demonstrated by using data from certain application areas. Lacking in all this activity is any quantitative evidence of how effective the techniques are. To get beyond the current demonstrational stage, a basis for evaluation needs to be developed. To progress, we need to know with certainty what is working and which adjustments are leading to an improvement.
Evaluations of the time performance are usually done by using canonical test data sets and standardized testing procedures, so-called benchmarks.
Instead of establishing a fixed test data set for evaluating the perception, we use a general test data generation model which can be used for a standardized and quantitative testing of visualization techniques 1581. The model allows the generation of test data sets with characteristics similar to those of real data sets. Unlike real data sets, however, the characteristics of the artificially generated data sets may be varied arbitrarily. We x may, for example, vary the correlation coefficient of two dimensions, the mean and variance of some of the dimensions, the location, size, and shape of clusters, etc. Varying the data characteristics in a controlled manner is crucial for evaluating the perceptibility of data characteristics in the visualizations.
Controlled test series allow, for example, finding the point where certain data characteristics are perceptible for the first time, or the point where they are no longer perceptible.
The TestVis test data generation tool developed at the University of Munich partially implements the test data generation model described in 1581 and allows the specification of a wide range of data characteristics. The main focus is on database like test data sets which in general are best described by statistical parameters such as distributions, correlations, functional dependencies, and clusters.
The TestVis tool allows the specification of data with an arbitrary dimensionality and an arbitrary number of clusters. For each dimension, the user may specify the distribution function or the functional dependency. Also the size and shape of the clusters as well as the properties for each of the cluster dimensions can be specified. The functional dependencies that may be specified using the TestVis tool are of the form aj = (1 + r x f) x C cil x ai cil and ci2 = user-specified constants f = a user-specified factor which induces a certain randomness of the data To avoid cyclic dependencies, without loss of generality, we assume that dimension aj only depends on dimensions a,, . . . . aj-i. A detailed description of the TestVis system can be found in 1511.
In the following, we provide examples for generated test data sets and the corresponding visualizations. First, we evaluate the perceptibility of data characteristics in visualizations generated by our techniques. Due to space limitations, in this step we only use visualizations generated by using the generalized spiral technique of degree 1. Then, we compare our techniques to the parallel coordinate and stick figure visualization techniques which have been introduced in Section 2. In general, the test data sets used in this article consist of a large randomly generated base data set which makes up about two thirds of the data, and one or multiple clusters which have a different dimensional@ or are defined by using different distributions and functional dependencies.
Cluster with Different Dimensionality
In Fig. 8 , we present visualizations of four-dimensional clusters in six-dimensional data. The data set used to generate the visualizations consists of 15,000 data items. Two thirds of the data is generated randomly in the range of 10, 1001 for each of the dimensions, and the remaining one third of the data defines three clusters which are generated by inserting additional data items in specific value ranges of the cluster dimensions.
As a query region, we use the range [0, 101 for all six dimensions. In the resulting visualization (cf. Fig. 8a) , the four-dimensional clusters are only vaguely visible. By changing the weighting factors, however, the clusters can be made clearly perceptible (cf. Fig.  8b ). In general, clusters with lower dimensionality can be made perceptible by setting the weighting factor of one dimension to a significantly higher value than the weighting factors of the other dimensions. The dimension which is chosen to have the higher weight is arbitrary. The clustering in the visualization, however, is much better if a cluster dimension is chosen.
In experimenting with similar test data sets, we found that the extension of the cluster in multidimensional space has only a minor effect on the visualization.
More important is the percentage of data items that form the cluster. Small clusters are only perceivable if they are close to the query region and have characteristics which are distinctly different from the remaining data items. The percentage of data items that need to be part of the cluster for the cluster to be perceptible depends on the distinctness between base data and cluster, on the dimensionality of the data, and on the distance between cluster and query region. The latter problem can be resolved, for example, by inverting the ordering of data items in the visualizations, which causes data items with larger distances to be closer to the center and therefore to be more visible.
Cluster with Different Data Distributions
In Fig. 9 , we present visualizations which are generated by using different data distributions for defining a cluster. The base data set consists of 10,000 data items, uniformly distributed in the range [-10000,10000] for each of the dimensions. The cluster consists of 1,000 data items and the cluster dimensions differ in the distribution functions used and in their parameters.
The parameters of the distribution functions for the cluster dimensions are given in Table la. As a query region, we use the range 10, 101 for each dimension. Since the query region and the cluster overlap in dimensions one, two, four, and five, the cluster is easily visible in the center of the corresponding windows (cf. Fig. 9a ). If another query region is used, it is much more difficult to perceive the cluster (cf. Fig. 9b ). It is interesting that in the visualization there is no clustering visible for the dimension with a large range uniform distribution (dimension three) and only minor clustering occurs for the dimensions with a high standard deviation (dimensions six and nine). This effect becomes even more obvious if the weighting factor is varied (cf. Fig. SC) .
Cluster with Functional Dependencies
In Fig. 10 , we present visualizations of test data which are generated by using different functional dependencies for defining a cluster. The base data set again consists of 10,000 data items, uniformly distributed in different ranges: [0, l,OOO] for dimensions one to three, [0, 2,000] for dimensions four to six [0, l,OOO,OOO] for dimensions seven to nine. The cluster consists of 2,000 data items. Dimensions one to three of the cluster are the independent dimensions which are uniformly distributed in the range of [0, l,OOO]. The functional dependencies of the other dimensions are given in Table lb. As a query region, we use the origin of the ninedimensional space. In Fig. lOa , lob, and lOc, three visualizations of the data are provided which were produced using different weighting factors and an additional technique which we call "color inversion." Color inversion means that the coloring of pixels is inverted with respect to the color scale. Note that the cluster dimensions which depend on multiple other dimensions are much better perceptible. This is due to the fact that differences of the independent dimensions sum up to higher differences for the dependent dimension, which are then better visible.
To use the described data exploration and visualization techniques as effectively as possible, it is necessary to have a global data exploration strategy. Some of our experiences, derived from an intensive use of our system, are briefly described in the following:
If a user has no information about the data, it is best to start with the origi,n of the coordinate system as a query region and all attributes having the same weighting factor. The following steps are largely guided by the visual feedback the user gets from the visualizations. If the user gets hints for correlations, functional dependencies, or any kind of clustering, the user will try to verify the hypotheses.
For this purpose, the user map change, for example, the query region and/or the weighting factors. If there are no hints for interesting data properties in the visualizations, the user may use a higher weighting factor for an arbitrary dimension, use the color inversion option, change the percentage of displayed data items or use different query regions. In this enumeration, the possibilities which according to our experience are most effective are mentioned first.
Comparison with other Multidimensional Visualizat'ion Techniques
In this section, we compare our techniques with other visualization techniques for multidimensional data. For the comparison, we use two well-known techniques that have proven useful for database-like data-parallel coordinates and stick figures (cf. Section 2). We extended both techniques for the purpose of querying large databases by coloring the stick figure icon and the line segments of the parallel coordinate technique using the overall distance. Additionally, in case of overlapping stick figures or line segments, we draw the most relevant data items on top of the less relevant data. Drawing and coloring the data items according to their overall distances allows the most relevant data items to be easily located and compared. This is especially important in dealing with larger data volumes. We compare the techniques with respect to the number of data items, the number of dimensions, the visibility of certain types of clusters, etc. We also provide examples of visualizations of the real data sets from our molecular biology application.
In Fig. 11 , we present parallel coordinate visualizations of the test data set containing 15,000 six-dimensional data items with three four-dimensional clusters. In the visualization (cf. Fig. lla) , only one cluster is visible. The other two clusters are not visible due to the overlap of data items. By using different query ranges, it is possible to make the other clusters visible. Since the clusters are at different locations of the six-dimensional space, it is impossible to generate parallel coordinate visualizations that show more than one cluster at a time. With the stick figure visualization, we also have the problem that overlapping data may prevent the visualizations from being useful. If all 15,000 data items are visualized (cf. Fig. lib) , it is not possible to find structure in the data. A reduction of the amount of data to 10% makes the visualization more useful (cf. Fig. llc) , allowing patterns created by stick figures with similar shapes and colors to become perceptible. Note that many of the displayed stick figures have a similar shape, which means that they are similar with respect to the dimensions that are assigned to the limbs of the stick figure icon. The similarity suggests that these dimensions belong to a cluster. In case of the stick figure technique, it is important which dimensions are assigned to the axes. If the right dimensions (e.g., the cluster dimensions) are chosen to be assigned to the axes, clusters may become visible due to the high density of stick figures in certain regions. In this case, however, the density of stick figures at certain locations, and not the multidimensionality of the stick figure icon, allows the user to find the clusters, which means that the same effect can be achieved by using scatterplot diagrams. To be able to use the multidimensionality of the stick figure icon, the overlap of data items needs to be avoided by reducing the number of data items.
In Fig. 12 , we present parallel coordinate and stick figure  visualizations of the test data set where the cluster is defined using different distribution functions (cf. Fig. 9 ). As in Fig. 9 , we use the origin of the coordinate system as a query region. Since the cluster is defined symmetrically around the origin, the cluster and its properties are easily visible in the parallel coordinate visualization (cf. Fig. 12a ). Interesting are the effects of the different distributions.
To recall, the cluster is defined such that dimensions one to three have uniform distributions with different ranges, dimensions four to six have Gaussian distributions with different standard deviations, and dimensions seven to nine have Gaussian distributions with different means. Note that for dimensions six and nine the value range of the cluster is larger than the value range of the base data set. Again, the visibility of a cluster and its properties largely depends on the closeness of cluster and query region.
The appearance of the stick figure visualization largely depends on the dimensions which are assigned to the axes. For the visualization presented in Fig. 12b , dimensions five and six are assigned to the axes. Since for both dimensions the cluster is defined as Gaussian distribution with different standard deviations, the shape of the cluster is oval in the visualization.
The cluster, however, is only visible since the query region is in the middle of the cluster and since the more relevant data items are overlaid and colored differently. Note that most of the data items which are light green have a similar shape. This means that they are similar with respect to the dimensions that are assigned to the limbs of the stick figure icon.
We also used real data sets to compare our visual data mining techniques with the parallel coordinate and stick figure techniques. In the following, we provide parallel coordinate and stick figure visualizations of our molecular surface data. In the parallel coordinate visualization (cf. Fig. 13 ), hot spots such as data items with negative distances (cf. dimensions five, six, and seven) are easily perceptible. Also easily observable are the range and distribution of distance values relative to the query region. The distances from the query region for dimensions one to seven are in their majority either positive (1 and 4-7) or negative (2 and 3). The visualization further reveals that dimensions four to seven are discrete in nature, which is most easily observable for dimension six. Note that even for relatively small numbers of data items (the considered molecule consists of 2,560 triangles), there is a high degree of overlap in the visualization. In case of the stick figure visualization (cf. Fig. 141 , the values for the two dimensions that are assigned to the axes. The stick figure technique helps to discover most types of clusters, but the usefulness of the generated visualizations largely depends on the choice of the axes dimensions. The parallel coordinate visualization technique is very useful for relatively small data sets with large dimensionality.
It is especially helpful for providing an overview of the distribution of distances and for discovering exceptional data items (hot spots). The colored derivatives of the parallel coordinate and stick figure techniques help to make the data apparent, which are more relevant with respect to the query. With respect to the task of visualizing the most relevant data, they are therefore an improvement over the original parallel coordinate and stick figure techniques. At the same time, however, the color may distract the user's attention from the multidimensionality of the display, especially in case of the stick figure visualization. expressiveness of the vi&alization largely depends on the assignment of dimensions to the axes. In cases of high overlay, the information that can be deduced from the visualization is mainly restricted to the distribution of data items with respect to the dimensions that are assigned to the axes. The direct mapping of two dimensions to the axes, however, also has a great advantage. For all data sets which have dimensions with inherent two-dimensional or threedimensional semantics, the mapping is of great help to relate the visualizations to the real world entities. In case of the molecule surface data, there are inherent threedimensional semantics defined by the first three dimensions. If two of those dimensions are mapped to the axes, the resulting visualization is a projection of the threedimensional surface of the molecule onto those two dimensions. In Fig. 14 Since none of the techniques performs best for all different kinds of tasks, we believe that it is important to use different visual data mining techniques in parallel. This allows the exploitation of the strengths and avoids the weaknesses of the techniques. For example, in using the VisDB system for exploring real data sets, it turned out to be quite effective to use our spiral and axes techniques to reduce the amount of data, and then switch to the stick figure and parallel coordinate techniques to further explore the remaining, much smaller data set. Comparing the visualizations generated by different visualization techniques is also very interesting, since it allows a correlation of the specific features of each visualization, providing more information than each of the visualizations independently. 
IMPLEMENTATION AND PERFORMANCE EVALUATION
All visualization techniques presented in the previous sections are implemented as part of the visualization and data analysis system VisDB. The interactive interface of the VisDB system allows the user to arbitrarily switch between the techniques, and to interactively modify the query, weighting factors, and percentage of displayed data items. Additional features include the possibility to select pixels to get the corresponding data values presented in certain fields. Details about the system are described in [51] .
The VisDB system is implemented in C++/MOTIF and runs under X-Windows on HP 7xx machines. In implementing the system, special consideration has been given to two aspects-fast recalculation of the visualizations, which is crucial for allowing an interactive data exploration, and easy extensibility, which is necessary for adapting the system to the needs of different applications. Easy extensibility is achieved by implementing the system in a modular fashion, allowing user-defined distance and combinator functions as well as new display methods (e.g., new types of sliders and new visualization techniques) to be easily integrated. Interactivity is achieved by using efficient algorithms and adapting them for our purposes.
To evaluate the time efficiency of the VisDB system, we performed several test series using artificially generated test data sets with random distributions.
For the test series, we used an HP 735 machine with 128 Mbyte of main memory. In performing the test series, the machine was used exclusively by the VkDB system, and therefore, the measured CPU-times directly correspond to the elapsed time (reaction time of the system).
The steps in calculating the visualizations are presented in Fig. 15 . After loading the data into main memory, the VisDB system calculates the distances, normalizes and combines them, determines the desired percentage of data items with lowest overall distances, and sorts them according to their overall distance. The steps are executed one after another (no pipelining is used in our sequential implementation), and, therefore, the overall time (T& is the sum of the time for each of the steps. Tcalc depends on the number of data items (n), the number of dimensions The calculation performed in steps two, three, and four has to be done for each data value and therefore TcalcDist, T NormAttr' and TCalcComb only depend on the product of the number of data items and the number of dimensions [O(n * k)]. In steps five, six, and seven, the desired number of displayed data items (d) has to be considered. In step 5, the d data items with lowest overall distances are deter- taken from empirical test series confirm the linear dependency on n and k (cf. Fig. 17 ). In our empirical tests, we also compared the time portions which are needed for each of the steps. From their graphical representation (cf. , Fig. 18 ), it becomes obvious that calculating the distances (T calcDisi) and calculating the combination (TcaicComb) are the most time-consuming steps which use more than 80% of the overall time. Fortunately, these steps are ideally suited for parallelization.
For details, the reader is referred to 1511.
CONCLUSION
Visual data mining techniques are useful for the exploration and analysis of large databases to find interesting data clusters and their properties. Our approach to data mining aims at an adequate support of the human by the computers, and combines database query and information retrieval techniques with new types of visualization techniques. Using our visual data mining techniques, tens to hundreds of thousands of data items with an arbitrary dimensionality can be visualized on the screen at the same time. Five different visualization techniques-all implemented as part of the VisDB system-support the user in different phases of the data exploration process. The results of using our visual data mining techniques in different areas show that visual data mining techniques are of high importance for a wide range of applications including data mining tasks (finding correlations between attributes, finding groups of similar data, and finding hot spots) and similarity retrieval (finding an adequate combination of value ranges). For a comparison of our techniques with the parallel coordinate and stick figure techniques, we use real data from a molecular biology application and artificial test data sets generated according to a systematic test data model. We show that our techniques are useful for visualizing a wide range of data characteristics and are superior to the other techniques with respect to the amount of data that can be visualized at one point of time.
Future work includes further evaluations that need to determine which techniques are most appropriate for specific types of correlations, clusters, and functional dependencies. The evaluations are also necessary as basis for improving existing visual data mining techniques and for visualizing even larger amounts of data. Also important is to directly interface our system with commercially available database systems. As first investigations show, current database systems are only useful to a limited extend for supporting interactive visualization systems such as the VisDB system. Database systems support high transaction rates and a fast search of specific data items, but most of them do not provide a sufficient performance for range queries on multiple attributes which are required by our system. A possible solution of this problem is the use of multidimensional data structures.
Future work needs t& determine which multidimensional data structures are best suited for our application.
Another problem of current database sys-terns is that the queries are executed separately and no support for incrementally changing queries is provided, which would be needed for real interactivity of the VisDi3 system in dealing with very large databases containing millions of data items. This brief enumeration of problems demonstrates that developing a secondary storage based version of the VisDB system using commercially available database systems poses many interesting research questions which need to be solved.
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