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a b s t r a c t
In this paper, the multistability of a class of Amari’s α-divergence based nonnegative
matrix factorization learning algorithms is analyzed. The analysis results show that
invariant sets for the update algorithms can be constructed. In these invariant sets, the
non-convergence of the discussed algorithms can be guaranteed. Based on Lyapunov’s
stability theorem, the local convergence of this class of learning algorithms is proved
in the domain of their update rules. In the simulation, the analysis results are applied
to image representation. Experiment results demonstrate that selecting suitable initial
data for different applications of these nonnegative matrix factorization algorithms is
very important.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Nonnegativematrix factorization (NMF) is an important technique for data analysis and dimensionality reduction. Based
on the Kullback–Leibler divergence, Lee and Seung proposed the most famous multiplicative learning rules for NMF [1,2].
The NMF algorithms are distinguished from the other methods by their nonnegativity constraints.
To develop efficient NMF algorithms, various error measures with nonnegativity constraints were considered as the cost
function of deriving new learning rules, including Csisźar’s divergence [3], Kompass generalized divergence [4], Amari’s
α-divergences [5], Bregman divergences [6], and so on. Up to now, the NMF algorithms have been applied to a variety
of areas such as pattern recognition [7–10], data clustering and classification [11–14], image processing [15–17], and
bioinformatics [18,19].
NMF algorithms are popular due to their simplicity and efficiency in data dimensionality reduction. However, for
these algorithms, the convergence analysis is difficult. In the applications, if we cannot guarantee the convergence of
a learning algorithm, it may fail to obtain the optimization of objective function in the learning. Meanwhile, Lee and
Seung [2] only proved that in the updates, the cost function value is non-increasing. This proof does not show that
the update algorithms will converge to limit points. Analysis in [20] shows that Lee and Seung’s algorithms may fail to
approach their stationary points. Recently, researchers have presented some interesting approaches to show the stability
and convergence of learning algorithms [21–26]. In [25], using Lyapunov’s stability theorem, Badeau proved the stability and
convergence of multiplicative update algorithms with some mild conditions. However, for most existing NMF algorithms,
stable convergence is still an open issue. In this paper, based on the analysis in [27], we obtain the convergence of
α-divergence based NMF learning algorithms. The NMF decomposes the data matrix Y = [y(1), y(2), . . . , y(N)] ∈ Rm×N to
two matrices A ∈ Rm×n and X = [x(1), x(2), . . . , x(N)] ∈ Rn×N having only nonnegative elements in each matrix. All the
NMF methods construct an approximate model as the following:
Y ≈ AX. (1)
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From the view of parts-based image representation, the objective of this class of algorithms is to estimate a basis image
matrix A and an image encoding matrix X subject to nonnegativity constraints, and the nonnegative matrix AX will be a
compressed image of the original images in Y.
2. The α-divergence based NMF algorithms
NMF update algorithms are usually obtained from a predefined loss function, which will be applied to different purposes
of data decomposition. The generalized Amari’s α-divergence [3,28] was defined as follows:
Dα(Y ∥ AX) = 1
α(α − 1)
m
i=1
N
k=1
αyik + (1− α)[AX]ik − yαik[AX]1−αik ,
s.t. aij ≥ 0; xjk ≥ 0; ∀i, j, k ∈ N, (2)
where α ∈ (−∞,+∞), can be specially set to −1, 0, 0.5, 1, 2 for suitable applications. For α = −1, 0.5, 2, the divergence
is called Neyman’s chi square distance, Helling distance, and Pearson’s chi square distance respectively. For α = 0, 1, the
Kullback–Leibler distance is taken to be the cost function. For α = 0, the NMF takes multiplicative exponentiated form.
Applying multiplicative exponentiated gradient (EG) descent updates, the NMF algorithms are developed as:
xjk ← xjk exp

−ηj ∂Dkl
∂xjk

, (3)
aij ← aij exp

−η˜j ∂Dkl
∂aij

. (4)
For the cases of α ≠ 0, generalized learning rules can be developed:
xjk ← xjk

m
i=1
aij

yik
[AX]ik
α
m
q=1
aqj

1/α
, (5)
aij ← aij

N
k=1
xjk

yik
[AX]ik
α
N
p=1
xjp

1/α
, (6)
where Lee and Seung’s NMF learning algorithms are the case of α = 1, although they were developed from the
KL-divergence. In the learning, aij is normalized in each update step as aij ← aij/p apj. Clearly, the update rules include a
hidden condition: in each update step, each denominator term in the update algorithms is nonzero.
Since xjk and aij are the elements of matrix X and A respectively, for all i, j, k, elements in A and X will be updated
sequentially in each update iteration. From the update algorithms (5) and (6), we have the following detail expressions for
the column vector of X and row vector of A:
x1kx2k. . .
xnk
←

x1k

m
i=1
ai1

yik
[AX]ik
α
m
q=1
aq1

1/α
x2k

m
i=1
ai2

yik
[AX]ik
α
m
q=1
aq2

1/α
. . .
xnk

m
i=1
ain

yik
[AX]ik
α
m
q=1
aqn

1/α

, (7)
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ai1ai2. . .
ain

′
←

ai1

N
k=1
x1k

yik
[AX]ik
α
N
p=1
x1p

1/α
ai2

N
k=1
x2k

yik
[AX]ik
α
N
p=1
x2p

1/α
. . .
ain

N
k=1
xnk

yik
[AX]ik
α
N
p=1
xnp

1/α

′
. (8)
Observe the left and right sides of update algorithm systems (7) and (8) separately; we can see that for update rules in (7),
they only include column vector xk = (x1k, x2k, . . . , xnk)′ in X as variable, and for update rules in (8), they only include row
vector ai = (ai1, ai2, . . . , ain) in A as variable. Assuming
fi(x1k, x2k, . . . , xnk) =

yik
[AX]ik
α
, (9)
gk(ai1, ai2, . . . , ain) =

yik
[AX]ik
α
, (10)
it holds that:
x1kx2k. . .
xnk
←

x1k

m
i=1
ai1fi(x1k, x2k, . . . , xnk)
m
q=1
aq1

1/α
x2k

m
i=1
ai2fi(x1k, x2k, . . . , xnk)
m
q=1
aq2

1/α
. . .
xnk

m
i=1
ainfi(x1k, x2k, . . . , xnk)
m
q=1
aqn

1/α

, (11)
ai1ai2. . .
ain

′
←

ai1

N
k=1
x1kgk(ai1, ai2, . . . , ain)
N
p=1
x1p

1/α
ai2

N
k=1
x2kgk(ai1, ai2, . . . , ain)
N
p=1
x2p

1/α
. . .
ain

N
k=1
xnkgk(ai1, ai2, . . . , ain)
N
p=1
xnp

1/α

′
. (12)
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In the learning, most NMF update algorithms switch between two different updates: one for the left factor A, and one for the
right factor X. This makes the convergence analysis of NMF update algorithms very complicate. Usually, this class of NMF
algorithms are called unsupervised NMF algorithms. However, the problem can be simplified for some applications if we
only consider that one of the two factors is updated, the other one being kept unchanged in the whole update iterations.
This class of NMF algorithms are called supervised NMF algorithms. For the supervised NMF algorithms, we will show that
expression systems (7) and (8) are very useful for the convergence analysis. Of course, in the analysis of unsupervised NMF
algorithms, we can also use these two update expression systems.
3. The equilibrium points of update algorithms
Definition 1. For the update algorithm (5), a point xjk ∈ [0,+∞) is called an equilibrium of the update iterations if and
only if
xjk = xjk

m
i=1
aij(yik/[AX]ik)α
m
q=1
aqj

1/α
, j = 1, 2, . . . , n. (13)
Denote
F(xjk) = xjk − xjk

m
i=1
aij(yik/[AX]ik)α
m
q=1
aqj

1/α
, j = 1, 2, . . . , n. (14)
where yik, i = 1, 2, . . . ,m are constants, xjk ∈ [0,+∞), j = 1, 2, . . . , n are the variables in the update. Although in
each update iteration, all aij will be modified, they are temporarily considered as constants sometimes for the convergence
analysis of xjk. Similarly, for the analysis of aij, xjk (j = 1, 2, . . . , n) are temporarily considered as constants.
Same to the discussion in Section 2,wewill continuously consider n variables x1k, x2k, . . . , xnk to be a group in this section;
then we have the following theorem.
Theorem 1. For F(xjk) in (14), there exists (x
(0)
1k , x
(0)
2k , . . . , x
(0)
nk ) ∈ Rn, such that (F(x(0)1k ), F(x(0)2k ), . . . , F(x(0)nk )) = 0, therefore
(x(0)1k , x
(0)
2k , . . . , x
(0)
nk ) is a group of equilibrium points of the update iteration algorithm system (7).
Proof. Obviously, if x(0)1k = x(0)2k = · · · = x(0)nk = 0, then [AX]ik =
n
p=1 aipxpk = 0. Thus for all i, any solutions of Eq. (13)
cannot be all zeros. In this situation, (x(0)1k , x
(0)
2k , . . . , x
(0)
nk ) ≠ 0, there at least exists one component such that x(0)jk > 0 (j =
1, 2, . . . , n). To simplify the analysis, we only discuss the situation that components x(0)jk > 0 for all j, (j = 1, 2, . . . , n). Thus,
we have the following linear equation system:
m
i=1
ai1fi(x1k, x2k, . . . , xnk) =
m
q=1
aq1
m
i=1
ai2fi(x1k, x2k, . . . , xnk) =
m
q=1
aq2
. . .
m
i=1
ainfi(x1k, x2k, . . . , xnk) =
m
q=1
aqn.
(15)
If aij (j = 1, 2, . . . , n) are temporarily considered as constants here, since fi(x1k, x2k, . . . , xnk) (i = 1, 2, . . . ,m) include
all variables, denoting zi = fi(x1k, x2k, . . . , xnk), the above linear equation system (15) can be simplified to
m
i=1
ai1zi = 1
m
i=1
ai2zi = 1
. . .
m
i=1
ainzi = 1,
(16)
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which can be rewritten as
AT
 z1z2. . .
zm
 =
 11. . .
1
 . (17)
Assuming (z10, z20, . . . , zm0) is a solution of the linear equation system (17), from (9), it holds that
n
p=1
a1pxpk = y1k
z1/α10
m
p=1
a2pxpk = y2k
z1/α20
. . .
n
p=1
ampxpk = ymk
z1/αm0
,
(18)
which can be rewritten as
Axk = A
x1kx2k. . .
xnk
 =

y1k
z1/α10
y2k
z1/α10
. . .
ymk
z1/α10

. (19)
If linear equation systems (17) and (19) have positive solutions, then there exists xjk > 0, such that F(xjk) = 0 (j =
1, 2, . . . , n), and the update algorithms in (7) will have nonzero equilibrium points.
The conditions of that linear equation systems (17) and (19) may have positive solutions are characterized by the coef-
ficient matrix A.
a. Ifm = n and the rank of coefficient matrix A ism, then the positive solutions may exist.
b. If n ≠ m, the linear equation systems may have positive solutions if and only if in (17), the ranks of coefficient A and
its augmented matrix A¯ are equal, and in (19) the ranks of coefficient AT and its corresponding augmented matrix A¯T are
equal.
c. If the conditions in b are satisfied, and the rank r < min(m, n), then the linear equation system (19) may have multiple
positive solutions.
In fact, in the updates, since A and X are modified in each update iteration, we cannot test the conditions during the
updates. However, if all the updates eventually converge to some positive constants, one group of the conditions in a, b or
c will be certainly satisfied after the last update iteration finished. On the other hand, if the conditions of nonzero solution
existence in a, b, and c cannot be satisfied in some of the update iteration steps, the updates will keep working until the
suitable A and X are found.
Thus, learning algorithms in (7) will always exist equilibrium points x(0)jk (j = 1, 2, . . . , n), such that
(F(x(0)1k ), F(x
(0)
2k ), . . . , F(x
(0)
nk )) = 0. The proof is completed. 
Thus, for each variable xjk (j = 1, 2, . . . , n), the equilibrium points of learning update algorithm in (5) exist. (It may have
the situation that for all j, only parts of xjk are zeros. The analysis of this case is omitted since it is not important; we only
need to guarantee the existence of equilibrium points here.)
For the supervised NMF algorithms, A is not changed in the update of X, and similarly, X is not changed in the update of
A. For this class of applications, we can set the initializations of A and/or X such that the updates have nonzero equilibrium
points if necessary.
Definition 2. A point aij ∈ [0,+∞) is called an equilibrium of (19) if and only if
aij = aij

N
k=1
xjk(yik/[AX]ik)α
N
p=1
xjp

1/α
j = 1, 2, . . . , n. (20)
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Denote
F¯(aij) = aij − aij

N
k=1
xjk(yik/[AX]ik)α
N
p=1
xjp

1/α
j = 1, 2, . . . , n. (21)
Similar to (17) and (19), we have the following two linear equation systems for aij:
X
 z¯1z¯2. . .
z¯m
 =

N
p=1
x1p
N
p=1
x2p
. . .
N
p=1
xnp

. (22)
and
XTai = XT
ai1ai2. . .
ain
 =

yi1
z¯1/α10
yi2
z¯1/α10
. . .
yin
z¯1/α10

, (23)
where (z¯10, z¯20, . . . , z¯m0) is assumed to be a solution of linear equation system (22), and α can be any nonzero constants.
From (22) and (23), similar to Theorem 1, we have the following Theorem 2 for the learning algorithm of aij.
Theorem 2. For F¯(aij) in (21), there exists (a
(0)
i1 , a
(0)
i1 , . . . , a
(0)
in ) ∈ Rn, such that (F¯(a(0)i1 ), F¯(a(0)i2 ), . . . , F¯(a(0)in )) = 0, therefore
(a(0)i1 , a
(0)
i2 , . . . , a
(0)
in ) is a group of equilibrium points of the update iteration algorithms in (8).
Proof. The proof is omitted since it is similar to Theorem 1. 
Theorems1 and2 show that the equilibriumpoints of the discussed update algorithms exist, but from these two theorems
we cannot guarantee that the updates will converge to these points. We need further analyzing to show their convergence.
For the term
m
i=1 aij(yik/[AX]ik)α in Eq. (13), it can be rewritten as:
m
i=1
aij(yik/[AX]ik)α = a1j(y1k/[AX]1k)α + a2j(y2k/[AX]2k)α + · · · + amj(ymk/[AX]mk)α
= a1j

y1k
 n
p=1
a1pxpk
α
+ a2j

y2k
 n
p=1
a2pxpk
α
+ · · · + amj

ymk
 n
p=1
ampxpk
α
= a1jy
α
1k
n
p≠j
a1pxpk + a1jxjk
α + a2jyα2k
n
p≠j
a2pxpk + a2jxjk
α + · · · + amjyαmk
n
p≠j
ampxpk + amjxjk
α . (24)
For any i (i = 1, 2, . . . ,m), denote
ai =
n
p≠j
aipxpk, bi = aij, ci = aijy
α
ik
m
q=1
aqj
, (25)
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the right side of Eq. (13) becomes:
xjk

m
i=1
aij(yik/[AX]ik)α
1/α
= xjk

c1
(a1 + b1xjk)α +
c2
(a2 + b2xjk)α + · · · +
cm
(am + bmxjk)α
1/α
= xjk

m
i=1
ci
(ai + bixjk)α
1/α
. (26)
Here only xik is considered as a variable and all the others are temporarily considered as constants. For the nonzero solutions,
using (26), the following equation holds:
1 =
m
i=1
ci
(ai + bixjk)α
=

ai>0
ci
(ai + bix)α +

ai=0,bi>0
ci
(bix)α

= 1
xα

ai>0
ci ai
x + bi
α + 
ai=0,bi>0
ci
(bi)α

. (27)
The nonzero real solutions of Eq. (27) will be the nonzero solutions of Eq. (13), which will be the equilibrium of update
algorithm in (5).
For the update of the jk-th element xjk, from Eq. (13), if the equilibrium points of the update algorithm exist, for any ai,
bi, ci in the domain of the learning algorithms, the equilibrium state has the following different cases.
(1). If for all i, ci = 0, then x = 0.
(2). If there exists i, such that ci > 0, we have the following different situations.
a. If ai > 0, bi > 0, x = 0 is an equilibrium point. At the same time, Eq. (13) may also have nonzero solutions. However, in
this case, if in some update step ai + bixjk < 1 and α is set to a big number, then it may lead the denominator terms to be
zero. Similarly, if ai + bixjk > 1 and α →−∞, it has the same problems.
b. If ai = 0, bi > 0, from Eqs. (13) and (27) has only one nonzero solution x = (mi=1 ci(bi)α )1/α . In this case, if bi ≠ 1, |α| → ∞
may lead the denominators in the update rules to be zeros.
c. If ai > 0, bi = 0, from (24), it must have ci = 0, which is same to the case (1).
Similarly, the term
N
k=1 xjk(yik/[AX]ik)α in Eq. (20) now can be written as:
N
k=1
xjk(yik/[AX]ik)α = xj1(yi1/[AX]i1)α + xj2(yi2/[AX]i2)α + · · · + xjN(yiN/[AX]iN)α
= xj1

yi1
 n
p=1
aipxp1
α
+ xj2

yi2
 n
p=1
aipxp2
α
+ · · · + xjN

yiN
 n
p=1
aipxpN
α
(28)
= xj1

yi1
 n
p≠j
aipxp1 + aijxj1
α
+ xj2

yi2
 n
p≠j
aipxp2 + aijxj2
α
(29)
+ · · · + xjN

yiN
 n
p≠j
aipxpN + aijxjN
α
. (30)
In this expression, only aij is a variable and all the others are temporarily constants in a single update iteration of aij. For all
k, denote
a¯k =
n
p≠j
aipxpk, b¯k = xjk, c¯k = xjky
α
ik
N
p=1
xjp
, (31)
then Eq. (20) can be simplified to:
aij = aij
N
k=1
c¯k
(a¯k + b¯kaij)α
. (32)
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The nonzero solution a0 of Eq. (32) satisfies
1 =
N
k=1
c¯k
(a¯k + b¯ka0)α
. (33)
4. Invariant sets and multistability analysis
For the NMF update algorithms, all the local minima of their objective function are stationary points. Since the objective
function may have multiple stationary points, the convergence analysis is to guarantee that the updates will converge to
these local minimum points under some conditions. The local convergence of a learning algorithm is that if the update is
initialized in a predefined neighborhood of a local minimum point, then the algorithmwill converge to this local minimum.
The neighborhood is called the basin of attraction which is often based on the invariant set here.
For learning algorithms of xjk and aij, we have the following definitions for their invariant sets.
Definition 3. A compact set X1 ⊂ R is an invariant set of learning algorithm (5), if for any xjk(0) ∈ X1, the trajectory of (5)
starting from xjk(0)will remain in X1 for all xjk(t) in the update.
Definition 4. A compact set A1 ⊂ R is an invariant set of (6), if for any aij(0) ∈ A1, the trajectory of (6) starting from aij(0)
will remain in A1 for all aij(t) in the update.
From the update algorithm in (6), we have 0 ≤ aij ≤ 1. Assuming M˜1 is the upper bound of aij, then 0 < M˜1 ≤ 1.
For matrix A ∈ Rm×n, m and n are limited numbers. For the update algorithm in (5), the variable xjk may be unlimited,
but if we set the initial value of xjk to be a limited number, we can prove that the jk-th element xjk in update algorithm (5)
is always upper bounded. Since yik (i, k = 1, 2, . . .) are the observation constants, assuming
yk = max{yik, i = 1, 2, . . . ,m},
thus we have the following Theorems 3 and 4 for the NMF algorithms (5) and (6) in their corresponding invariant sets X1
and A1.
Denote
X1 = {x|x ∈ R, x < m1/αyk}, (34)
and
A1 = {a|a ∈ R, a ≤ 1}. (35)
Theorem 3. Suppose α is a nonzero constant, for any initializations of xjk(0) < m1/αyk in the update, X1 is an invariant set of
learning algorithm (5).
Proof. From update algorithm (5) and denotations in (25), for the (t + 1)th update, it holds that
xjk(t + 1) = xjk(t)m
q=1
aqj

m
i=1
aij(yik)α
(ai + aijxjk(t))α
1/α
≤ xjk(t)m
q=1
aqj

m
i=1
(yik)α
(xjk(t))α
1/α
<
xjk(t)
m
q=1
aqj

m(yk)α
(xjk(t))α
1/α
= m
1/αyk
m
q=1
aqj
. (36)
Update rule (5) shows that there at least exists one element to be nonzero for each column and each row of both matrices A
andX, such that
m
q=1 aqj > 0, and [AX]ik > 0; otherwise the denominatorsmay be zero in the update. Under this condition,
it always holds that
m
q=1 aqj = 1 because of the normalization in the update.
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Since α is a nonzero constant, yik the known observations for all i, k, inequality (36) shows that for any initialization
xjk(0) < m1/αyk, it always holds that
xjk(t + 1) < m1/αyk, t = 0, 1, 2, . . . . (37)
Therefore, for any t , X1 is an invariant set of update algorithm (5). The proof of Theorem 3 is completed. 
From inequality (37), if α → 0, m > 1 then m1/αyk → ∞, and m < 1 then m1/αyk → 0. It is clear that the value of α
cannot be too small in the applications.
Since α is a constant which will be set to different values in the learning, we can choose suitable values for different
applications. The experiments will show that the update has a slower convergence speed when α = 0.5.
Similarly, assume yi = max{yik}, k = 1, 2, . . . ,N; it holds that
aij(t + 1) = aij(t)N
p=1
xjp

N
k=1
xjk(yik)α
(a¯k + aij(t)xjk)α
1/α
≤ aij(t)
N
p=1
xjp

N
k=1
(yik)α
(aij(t))α
1/α
<
aij(t)
N
p=1
xjp

N(yi)α
(aij(t))α
1/α
= N
1/αyi
N
p=1
xjp
.
To keep the denominators in update algorithm (6) nonzero, we must guarantee at least one element to be nonzero for
each column and each row in both matrices X and A in their updates, such that
N
p=1 xjp > 0 and [AX]ik > 0, then aij will
be bounded by positive numbers; therefore the normalization will be possible. Because of the normalization of aij, in each
update iteration it always holds that
aij ≤ 1,
which means for any initializations aij(0) ≤ 1, it holds that aij(t + 1) ≤ 1, aij(t + 1) ∈ A1. Thus for any t , A1 is an invariant
set of update algorithm (6). Then we have the following Theorem 4.
Theorem 4. Suppose α ≠ 0 is a constant, for any initializations aij(0) ≤ 1, A1 is an invariant set of update algorithm (6).
Proof. The proof is omitted since it is similar to Theorem 3. 
Theorems 4 and 5 guarantee that any trajectories of algorithms (5) and (6) starting from xjk(0) and aij(0) in the invariant
setsX1 andA1will always stay inX1 andA1 correspondingly. Thus the update algorithms (5) and (6) are non-divergent in their
invariant sets. In fact, the analysis shows that any nonnegative values we choose for the initializations in the updates, xjk(t)
and aij(t) (t = 0, 1, 2, . . .) will be always bounded since the initial values are always limited. Thus, for any initializations,
the update algorithms (5) and (6) are always non-divergent.
To clearly analyze the convergence of the α-divergence based NMF algorithms, we introduce the following Lyapunov’s
stability theorem [25].
Theorem 5 (Lyapunov’s First Stability Theorem). Assume x ∈ Rn+ is an equilibrium point of the update algorithm x(t + 1) =
J(x(t)), mapping J: Rn+ → Rn+ is differentiable in a neighborhood of x. Let ∇JT (x) be the Jacobian matrix of mapping J at point x.
Then the exponential stability of x is determined by the eigenvalues of ∇JT (x).
a. x is an exponentially stable fixed point if and only if all the eigenvalues of ∇JT (x) are less than 1.
b. If at least one eigenvalue of ∇JT (x) is greater than 1, then x is unstable.
The Lyapunov exponential stability guarantees the convergence of the update algorithm to the equilibrium point (or
fixed point) x.
Theorems 1 and 2 show that the α-divergence based NMF update algorithms have multiple equilibrium points. This
is a multi-stability problem [29]. To keep the update algorithm well-defined, we must guarantee that in each step, each
denominator term in update algorithm (5) is not equal to zero, so that the function J(x(t)) in the learning algorithm will be
continuously differentiable. Then we can determine whether an equilibrium point of an update algorithm is stable or not
by computing the absolute of each eigenvalue of the Jacobian matrix of the algorithm at this point.
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Theorem 6. For any initializations, if in each update iteration, every denominator term in learning algorithm (5) is nonzero, then
the update will always converge to the equilibrium points of this update algorithm.
Proof. Let us first consider the stability of nonzero points. For update algorithm in (5), denote
J(xjk) = xjk
 ci
(ai + bixjk)α
1/α
. (38)
Under the conditions of this theorem, J(xjk) is continuously differentiable in the invariant set X1; then it follows that
dJ(xjk)
dxjk
=

m
i=1
ci
(ai + bixjk)α
1/α
+ xjk

m
i=1
ci
(ai + bixjk)α
 1
α−1  m
i=1
−cibi(ai + bixjk)α−1
(ai + bixjk)2α

=

m
i=1
ci
(ai + bixjk)α
1/α
+ xjk

m
i=1
ci
(ai + bixjk)α
 1
α−1 m
i=1
−cibi
(ai + bixjk)α+1 . (39)
Assuming xjk = x0 is a nonzero solution of Eq. (13), it holds that
m
i=1
ci
(ai + bix0)α = 1. (40)
Thus, it follows that
dJ(xjk)
dxjk

x0
= 1+
m
i=1
−cibix0
(ai + bix0)α+1
= 1−
m
i=1
cibix0
(ai + bix0)α+1 . (41)
From (40), it follows that
m
i=1
ci(ai + bix0)
(ai + bix0)α+1 = 1, (42)
from which it holds that
m
i=1
ciai
(ai + bix0)α+1 +
m
i=1
cibix0
(ai + bix0)α+1 = 1. (43)
From (25), we can see that there at least exists some i such that cibi > 0. Thus it holds that
0 <
m
i=1
cibix0
(ai + bix0)α+1 ≤ 1. (44)
It follows that
0 ≤ 1−
m
i=1
cibix0
(ai + bix0)α+1 < 1. (45)
According to the Lyapunov’s first stability theorem, the nonzero equilibrium point x0 is exponentially stable in the update.
For the case of xjk = 0, from (39), it follows that
dJ(xjk)
dxjk

0
=

m
i=1
ci
aαi
1/α
. (46)
In fact, themagnitude of J ′(0) is not important here. Since any timewhile xjk(t) = 0, its incoming terms xjk(t+1), xjk(t+2),
. . .will be all zeros, therefore the update will definitely converge to zero.
For inequality (45), all ai, bi and ci are considered as constants in the learning, but they are variables indeed. Thus, the
analysis only shows the stability of some special cases. For the general case, we have the following further analysis.
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Fig. 1. α = −0.5, for different initializations, x11 always converges to a nonzero constant in the learning.
Linear equation system (18) can be written as:
a11x1k + a12x2k + · · · + a1nxnk = y1k
z1/α10
a21x1k + a22x2k + · · · + a2nxnk = y2k
z1/α20
. . .
am1z1 + am2z2 + · · · + amnxnk = ymk
z1/αm0
,
(47)
where xik (i = 1, 2, . . . , n) are the variables of the system.
In (47), if α → 0, for some i, zi0 < 1, then z1/αi0 → 0, which leads the equation system has no solution. We need to avoid
this situation in the applications. Since α is a constant, we can set it to a bigger number. Simulations will also show that if
|α| ≥ 50, the convergence speed will be slow.
In NMF, it usually has m ≤ n. For the updates of xjk, the rank r of matrix A has r = m, thus the solution of the linear
equation system (17) is unique if it exists. Substitute the solution of (z1, z2, . . . , zm) to the linear equation system (47), we
can obtain the solution of the system. Although the solutions of (x1k, x2k, . . . , xnk) are multiple, for given initializations the
solution is unique. Thus, for each group of initializations, the update of xjk either converge to zero or a nonzero constant.
That is, the updates will stably converge. The proof is completed. 
In the same way, we have the stable convergence theorem for the aij update algorithm.
Theorem 7. For any initializations, if in each update iteration, every denominator term in learning algorithm (6) is nonzero, then
the update will always converge to the equilibrium points of the update algorithm.
Theorems 6 and 7 show that for the α-divergence based NMF algorithms, the conditions of Lyapunov’s first stability
theorem are satisfied. Thus these updates always converge to their equilibrium points. The analysis shows although in the
definition, α ∈ (−∞,+∞), it must be constant in the learning updates. For example, if we change α to α(t) in the updates,
then the conditions of invariant sets and stability cannot be guaranteed.
Running α-divergence based NMF algorithms for different initializations can test the convergence properties of this class
of algorithms. Figs. 1 and 2 show the convergence of the update algorithms of xjk and aij while α = −0.5. The test showing
in Fig. 1 illustrates that if the nonzero equilibrium points exist, for some initializations of x11, it always converges to nonzero
constant (aij has the same result). The result showing in Fig. 2 indicates that ifwe set some special values for xjk and keep them
unchanged in the update such that the nonzero equilibrium points for a11 do not exist, then the update of a11 will converge
to zero. Figs. 3 and 4 show for some given α, and for different initializations of xjk and aij, the updates may converge to
different constants in the same learning process. For example in Fig. 3, we have α = −1.1, while the initial values of a11 are
set to 0.2, 0.5, 0.7, the updates converge to 0.02, and while they are set to 0.79, 0.81, 0.83, a11 converges to 0.40. Thus, the
multistability of the update algorithms is demonstrated.
Figs. 5 and 6 show that, for different values of α, aij and xjk may converge to different constants, and the convergence
speeds are also different. The tests show that for α < 0, the convergence speed is obviously slower since the updates take
more iterations to reach stable convergence states. Tests also show that if the values of α are too small or too large, for each
update iteration, the computing time will increase, and updates will take more iterations to converge, thus the convergence
speed will become slow.
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Fig. 2. α = −0.5, for different initializations, a11 always converges to zero in the learning.
Fig. 3. α = −1.1, for different initializations, aij may converge to different values in the update. If the initializations of a11(0) = 0.2, 0.5, 0.7, a11 converges
to 0.02, and if a11(0) = 0.79, 0.81, 0.83, a11 converges to 0.40.
5. Simulations
In this section, we provide several examples of simulating the learning algorithms with different numbers of basis image
and values of α, which will show the importance of suitable selection of initial data for this class of algorithms in image
representation.
To simplify NMF image representation simulation, in the tests we only use a single 128× 128 image of Lenna’s photo to
simulate the α-divergence based NMF algorithms. In the test program, an image is represented by a matrix. Assume every
128 pixels represent a small image; then we have 128 images in total to test. The objective of the tests is to show that we
need to choose right initial data in the practical applications for time and space complexity consideration. Fig. 7 shows the
separated results of the original Lenna’s photo, including the learnt basis image A, the image encodingX and the product AX.
The sources are selected from [30]. From Figs. 8 and 9, in each figure, we can see that for different α values−1, 0.5, 1, 2, the
recovered pictures almost have no differences and only in the case of α = 1, the recovered image is slightly better. This is
because of that the number of basis image is not big enough. If we change n from 16 to 32, obviously the recovered images in
Fig. 9 have better results. Fig. 10 shows if we set α = 50, n = 16, the recovered image has a bad result. Then increasing the
value of n from 16 to 128, the recovered pictures gradually become better. Test also shows that while α = 50, the update is
very slow, whichmeans that a large α valuewill increase the computing time. However setting n = 128 is notmeaningful in
practical application since both the basis image matrix and image encoding matrix are 128× 128, it cannot reduce any data
scale for the parts-based representation. Fig. 11 shows the computing speeds comparison. If we decrease the basis image
number n and the absolute value of α, the learning will take less time to finish the update. The tests show that while α = 2,
updates take the shortest time to finish. In the tests, we also find that if the absolute of α is close to zero, the update will
be very slow, and the denominators in the algorithms may go to zero which makes the updates fail to converge. Since the
convergence speeds for α = 1 and α = −1 are almost same, the test result of α = 1 is not shown in the figure.
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Fig. 4. α = −1.1, for different initializations, xjk may converge to different values in the update. If the initializations of x11(0) = 1.5, 2.5, 3.5, x11 converges
to 1.9, and if x11(0) = 5.5, 7.5, 9.5, x11 converges to 11.5.
Fig. 5. For a fixed initialization of a11 and different α values, the updates converge to different constants separately, and the convergence speeds are also
different. It is clear that, for α > 0, the updates take less iterations to converge.
Fig. 6. For a fixed initialization of x11 and different α values, the updates converge to different constants separately, and the convergence speeds are also
different. For α < 0, the convergence speeds are slower.
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Fig. 7. Set n = 16, α = −1, the α-divergence based NMF learning algorithm is applied to a 128×128 image of Lenna’s photo. After 4100 iteration updates,
aij and xjk converge. The NMF separates the image matrix into a 128× 16 basis image matrix A and a 16× 128 image encoding matrix X, and the product
of these two matrices AX can recover the original picture with some errors.
Fig. 8. Set n = 16, after 2000 iterations updates of aij and xjk , we obtain the factorization matrices A ∈ R128×16 and X ∈ R16×128 . From left to right, the
pictures show while α = −1, 0.5, 1, 2, the recovered images of Lenna’s photo from AX respectively.
Fig. 9. Set n = 32, after 2000 iterations updates, we obtain the factorization matrices A ∈ R128×32 and X ∈ R32×128 . From left to right, the pictures show
while α = −1, 0.5, 1, 2, the recovered images of Lenna’s photo from AX respectively.
Fig. 10. Set α = 50, from left to right, the pictures show after 5000 iteration updates, the recovered images of Lenna’s photo from AX while basis image
number n = 16, 32, 64, 128 respectively.
6. Conclusions
Using Lyapunov’s stability theorem, the stable convergence of a class of α-divergence based NMF algorithms is studied.
The convergence analyzing of this class of algorithms is difficult because at each iteration, these algorithms switch between
two group updates of A and X. Thus, all the elements in matrices A and Xwill be modified in each learning iteration, except
the observations yik and constantα. The advantage of this feature is that it maymake the NMF update algorithms converging
faster.
In this class of learning algorithms, the normalization of column vector of matrix A plays an important role for the
invariant set constructing. From this result, an invariant set depending on the observations yik and constant α can be
constructed for each update algorithm, so that non-divergence of the algorithms can be proved. On the other hand,
the Lyapunov’s stability theorem guarantees that in some special cases, any nonzero equilibrium points of this class of
algorithmswill be stable. The simulation tests show that this class of NMF algorithms are efficient for feature extraction and
image representation. However, for the α-divergence based NMF algorithms, the selection of initial values of basis image
number n and constant α will determine the computing complexity of time and space. Generally, if we can guarantee that
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Fig. 11. For different α and n, the updates will always converge and the convergence speeds are different in the image decomposition. While α = 2, the
learning algorithm has the fastest convergence speed.
in the updates of aij and xjk, all denominator terms are nonzero, then updates will always converge to their equilibrium
points. This condition can be simplified to that for each column and each row in both matrices A and X, there at least exists one
component to be nonzero. Under this condition, for the application of the α-divergence based NMF algorithms, updates can
always obtain the optimal points of the objective function. The only problem is that we can only guarantee that the limit
points are the local minima.
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