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Abstract. Bipartite temporal Bell inequalities are similar to the usual Bell inequalities
except that, instead of changing the direction of the polariser at each measurement, one
changes the time at which the measurement is being performed. By doing so, one is able
to test for realism and locality, but relying on position measurements only. This is particu-
larly useful in experimental setups where the momentum direction cannot be probed (such
as in cosmology for instance). We study these bipartite temporal Bell inequalities for con-
tinuous systems placed in two-mode squeezed states, and find some regions in parameter
space where they are indeed violated. We highlight the role played by the rotation angle,
which is one of the three parameters characterising a two-mode squeezed state (the other
two being the squeezing amplitude and the squeezing angle). In single-time measurements,
it only determines the overall phase of the wavefunction and can therefore be discarded, but
in multiple-time measurements, its time dynamics becomes relevant and crucially determines
when bipartite temporal Bell inequalities can be violated. Our study opens up the possibility
of new experimental designs for the observation of Bell inequality violations.
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1 Introduction
Quantum theory allows for the existence of correlations that display counter-intuitive prop-
erties, which are in stark contrast with our everyday experience of the macroscopic world.
One such well-known example is Bell inequalities [1]. In the Clauser-Horne-Shimony-Holt
(CHSH) scenario [2], two observers, commonly dubbed Alice and Bob, perform measure-
ments of dichotomic variables Sˆa (for instance, spin variables, where “a” labels the direction
of the polariser) for two subsystems 1 and 2 at separate spatial locations x1 and x2, and build
the correlator E(a, b) = 〈Sˆa1 Sˆb2〉. Under the assumptions of realism and locality, the following
inequality holds,
B = E(a, b) + E(a, b′) + E(a′, b)− E(a′, b′) ≤ 2 . (1.1)
In this context, “realism” is the assumption that, at each instant in time, the system defi-
nitely lies in one of several distinct configurations. The state of the system determines all
measurement outcomes exactly, such that all observables possess pre-existing definite values.
The principle of locality states that a system cannot be influenced by a spacelike-separated
event, and rules out the concept of instantaneous “action at a distance”.
Other types of Bell inequalities exist, which relie on performing measurements at dif-
ferent times, instead of at different locations. In the temporal Bell inequalities [3–5], Alice
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performs a projective measurement of Sˆa at time t1 (so that the state collapses to an eigen-
state of Sˆa upon the measurement), then Bob measures Sˆb, on the same system, at a latter
time t2. They can then construct the correlators E(a, b) = 〈{Sˆa(t1), Sˆb(t2)}〉/2, which satisfy
the inequality (1.1). Two main differences with the spatial Bell inequalities should be high-
lighted. First, in the temporal Bell inequalities, there is no need to have available a bipartite
system made of two entangled sub-systems at two different locations, since repeated mea-
surements are performed on the same system. Second, temporal Bell inequalities do not rest
on the same assumptions. Although realism is still necessary, locality is now replaced with
non-invasiveness, i.e. the ability to perform a measurement without disturbing the state of
the system. One’s everyday experience of the macroscopic world is that it is both realist and
subject to non-invasive measurements, while in quantum mechanics, quantum superposition
violates realism and the reduction of the wavefunction (in the Copenhagen interpretation)
violates non-invasiveness. This explains why the inequality (1.1) can be violated by quantum
systems.
Although the assumption of non-invasiveness plays the exact same role for temporally
separated systems as locality does for spatially separated systems (spatial scenarios test
local hidden variable theories while temporal scenarios test non-invasive hidden variable
theories), these two types of experiments come with different loopholes. For temporal Bell
experiments, the clumsiness loophole [6] is the fundamental impossibility to prove that a
physical measurement is actually non-invasive. It is the analogue of the communication
loophole [7] in spatial Bell experiments. However, the communication loophole can be closed
by making sure that two measurements are space-like separated, and special relativity ensures
that events at one detector cannot influence measurements performed by the second detector.
Such a solution to the clumsiness loophole does not exist.1
Testing non-invasiveness is still interesting since in alternatives to the Copenhagen inter-
pretation of quantum mechanics, such as in dynamical collapse theories [9–13], the dynamics
of projective measurements is altered, and investigating temporal correlations is thus likely
to provide ways to distinguish between alternative “interpretations”. Multiple-time measure-
ments also enlarge the class of systems, and experimental setups, in which Bell inequality
violations can be performed.
For instance, if measurements are now performed at three (or more) different times, it
is possible to measure a single observable Sˆ (i.e. to fix the label a in the above notations),
and upon defining the two-time correlator E(t1, t2) = 〈{Sˆ(t1), Sˆ(t2)}〉/2, realism and non-
invasiveness imply the inequality−3 ≤ E(t1, t2)+E(t2, t3)−E(t1, t3) ≤ 1. This is the so-called
Leggett-Garg inequality [14] (for a review, see Ref. [15]), which can be generalised to higher-
order strings of multiple-time measurements. In contrast to spatial Bell experiments, the
Legget-Garg setup does not require to measure several non-commuting observables (i.e. spins
in different directions for instance), since a single observable does not commute with itself at
different times in general so this is enough to ensure a non-commuting algebra to be present
in the problem. This is particularly useful in contexts where only one spin operator can
be measured, as is the case in cosmology [16–20]: there, density perturbations propagate a
growing mode, which plays the role of “position”, and a decaying mode, which plays the role
of “momentum”. In practice, the decaying mode is too small to be detected by measurements
1Let us note that the freedom of choice loophole, i.e. the ability to ensure that the choice of measurement
settings is “free and random”, and independent of any physical process that could affect the measurement
outcomes, can be closed, or at least pushed back to billions of years ago, by using cosmological sources, see
Ref. [8].
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Type of inequality Assumptions
Requires bipartite
system
involves single spin
measurement only
Spatial Bell realism and locality yes no
Temporal Bell
realism and
non-invasiveness
no no
Legget-Garg
realism and
non-invasiveness
no yes
Bipartite temporal Bell realism and locality yes yes
Table 1. Classes of Bell inequality experiments discussed in Sec. 1.
of the large-scale structure of the universe, hence only the growing mode can be probed, which
prevents one from performing experiments involving several, non-commuting spin operators.
Finally, a last class of experiments exists, which mixes features of the two previous
classes, and which is in fact what was originally considered by John Bell in 1966 [21] (see
Ref. [22] for a recent and insightful resurrection of this work). There, one performs mea-
surements separated both in space and time. More precisely, given a bipartite system made
of two subsystems 1 and 2, located at two different locations x1 and x2, Alice measures the
same dichotomic variable Sˆ1 on the first sub-system at times ta and t
′
a, while Bob measures
Sˆ2 on the second sub-system at times tb and t
′
b. Here, the two sets of measuring events,
{(x1, ta), (x1, t′a)} on one hand, and {(x2, tb), (x2, t′b)} on the other hand, are causally discon-
nected, and time plays the exact same role as the measurement parameter (e.g. the polariser
angle) in the ordinary spatial Bell inequalities. We call this kind of setup “bipartite temporal
Bell inequality”. The inequality (1.1) is satisfied provided the assumptions of realism and
locality hold (if Alice and/or Bob perform repeated measurements on the same physical re-
alisation of the system, or if the two sets of measuring events are not causally disconnected,
then one must add non-invasiveness, but this is not compulsory), so the same fundamental
properties are tested as in the usual spatial Bell inequality. However, compared to the spatial
Bell inequality, this has the advantage of relying on measuring a single spin operator.
In table 1, we summarise the main features of the four classes of Bell inequalities dis-
cussed above: spatial Bell inequalities, temporal Bell inequalities, Legget-Garg inequalities
and bipartite temporal Bell inequalities. In this work we focus on bipartite temporal Bell
inequalities, since they are the only ones that allow us to test realism and locality, while rely-
ing on measurements of a single spin operator. In practice, we consider continuous-variable
systems that are placed in a two-mode squeezed state [23, 24]. These states are entangled
states that arise in a large variety of physical situations, since any quadratic Hamiltonian
produces squeezed states. They are therefore commonly found in quantum optics [25–27].2
In the large-squeezing limit, they also provide a realisation of the Einstein-Podolsky-Rosen
(EPR) state [31]. Let us note that the spatial Bell inequalities, and the Legget-Garg inequal-
ities, have been already applied to two-mode squeezed states in Ref. [32] and in Ref. [17]
respectively, and in this work we perform a similar analysis for the bipartite temporal Bell
inequalities.
2For a quantum field on a statistically isotropic background, the Fourier modes corresponding to opposite
wavenumbers ~k and −~k also evolve towards a two-mode squeezed states. In particular, this is the case of
primordial cosmological perturbations [28–30]. However, in that case, the two subsystems, “~k” and “−~k”,
correspond to disconnected regions in Fourier space, not in real space, so “locality” would then be tested in
Fourier space, which may not be as relevant.
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This paper is organised as follows. In Sec. 2, we introduce a pseudo-spin operator for
continuous systems and show how its projective, two-time correlator can be computed in a
two-mode squeezed state. In Sec. 3, we investigate several limiting cases, in order to gain
analytical insight into what would be otherwise a tedious, high-dimensional parameter space
to explore. In Sec. 4, we present numerical results, and show that bipartite temporal Bell
inequalities can indeed be violated by two-mode squeezed states. We present our conclusions
in Sec. 5, and we end the paper by four appendices, to which we defer several technical
aspects of our calculation.
2 Two-time correlators
2.1 Projective measurements
The investigation of temporal Bell inequalities requires to define quantum expectation values
of projective measurements. Indeed, in spatial Bell inequalities, the two operators Sˆa1 and
Sˆb2 commute (since they act on two separate subsystems), hence Sˆ
a
1 Sˆ
b
2 is Hermitian and the
correlator is simply given by E(a, b) = 〈Sˆa1 Sˆb2〉. However, in temporal Bell inequalities, one
has to work in the Heisenberg picture and consider the time-evolved operators
Sˆ1(ta) = Uˆ
†(ta)Sˆ1Uˆ(ta) and Sˆ2(tb) = Uˆ †(tb)Sˆ2Uˆ(tb) (2.1)
where Uˆ(t) is the unitary time evolution operator. Although Sˆ1 and Sˆ2 commute, it is not
the case in general for Sˆ1(ta) and Sˆ2(tb), hence Sˆ1(ta)Sˆ2(tb) is not Hermitian and taking its
expectation value would not give a real result. One must instead define quantum expectation
values of projective measurements, which is done here following the prescription of Ref. [5].
For explicitness, let us assume that ta ≤ tb although we will see that our final result also
applies to the opposite situation. For the dichotomic variable Sˆ1(ta), with possible outcomes
±1, the projection operators onto the +1-eigenspace and the −1-eigenspace are respectively
given by
Pˆ
(1)
1 =
1
2
[
1 + Sˆ1 (ta)
]
and Pˆ
(1)
−1 =
1
2
[
1− Sˆ1 (ta)
]
, (2.2)
and similar expressions for Pˆ
(2)
1 and Pˆ
(2)
−1 , the projection operators onto the +1-eigenspace
and the −1-eigenspace of Sˆ1(tb). Let us denote by r and s the outcomes of the first and
second measurements respectively. We denote by P (r, s) the joint probability for Alice to get
the outcome r and for Bob to get the outcome s, which can be expressed as the probability
that Alice observes the outcome r, multiplied by the probability that Bob gets the outcome
s upon measuring the state of the system after it has collapsed due to Alice’s measurement.
According to the projection postulate, after performing the measurement of Sˆ1(ta) on the
state |ψ〉, if the outcome of the measurement is r = +1, the state becomes Pˆ (1)1 |ψ〉, while
if the outcome of the measurement is r = −1, the state becomes Pˆ (1)−1 |ψ〉. After the first
measurement, |ψ〉 thus becomes Pˆ (1)r |ψ〉, so according to the Born rule, the joint probability
is given by
P (r, s) =
〈
ψ
∣∣∣ Pˆ (1)r Pˆ (2)s Pˆ (1)r ∣∣∣ψ〉 (2.3)
=
1
4
+
r
4
〈
ψ
∣∣∣ Sˆ1 (ta) ∣∣∣ψ〉+ s
8
〈
ψ
∣∣∣ Sˆ2 (tb) ∣∣∣ψ〉+ rs
8
〈
ψ
∣∣∣ {Sˆ1 (ta) , Sˆ2 (tb)} ∣∣∣ψ〉
+
s
8
〈
ψ
∣∣∣ Sˆ1 (ta) Sˆ2 (tb) Sˆ1 (ta) ∣∣∣ψ〉 , (2.4)
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where we have used that, since Sˆ1 (ta) is a spin operator, Sˆ
2
1 (ta) = 1, and that r
2 = 1, and
where {·, ·} denotes the anti-commutator. We now introduce the correlator
E (ta, tb) =
∑
r,s
rsP (r, s) = P (+1,+1)− P (+1,−1)− P (−1,+1) + P (−1,−1) . (2.5)
Plugging Eq. (2.4) into that formula, one obtains
E (ta, tb) =
1
2
〈ψ
∣∣∣{Sˆ1 (ta) , Sˆ2 (tb)}∣∣∣ ψ〉 . (2.6)
One can check that, by construction, this correlator is real since taking the anticommutator
guarantees that the operator
{
Sˆ1 (ta) , Sˆ2 (tb)
}
is Hermitian. Let us also note that although
we assumed ta ≤ tb, the result is perfectly symmetric in ta and tb so the correlator does not
depend on who between Alice and Bob measures first.
2.2 Two-mode squeezed states
The goal is to compute these correlators, and to test for the validity of the inequality (1.1).
In practice, this is done for two-mode squeezed states which we now introduce. A two-mode
squeezed state can be obtained by evolving the vacuum state under a quadratic Hamiltonian;
for instance, the Hamiltonian of a harmonic oscillator with a time-dependent frequency (see
Ref. [33] for a recent pedagogical review of the squeezing formalism). The time evolution is
described by a unitary operator Uˆ(t) = UˆS(t)Rˆ(t) composed of the squeezing operator
UˆS(t) = exp
(
re−2iϕcˆ†1cˆ
†
2 − re2iϕcˆ1cˆ2
)
, (2.7)
and the rotation operator
Rˆ(t) = exp
(
iθcˆ†1cˆ1 + iθcˆ
†
2cˆ2
)
= eiθnˆ1eiθnˆ2 . (2.8)
Here, cˆi and cˆ
†
i denote the annihilation operator and the creation operator in the subsystem
i = 1, 2. They satisfy the commutation relations
[
cˆi, cˆ
†
j
]
= δij , and nˆi = cˆ
†
i cˆi is the number
of particles operator. The two-mode squeezed state is obtained as |Ψ2sq(t)〉 = Uˆ(t) |0, 0〉, and
in Appendix A, we show that it can be written as
|Ψ2sq(t)〉 = 1
cosh(r)
∞∑
n=0
e−2inϕ tanhn(r) |n, n〉 (2.9)
in the basis of the number of particles (|n,m〉 denotes the state with n particles in the sector
1 and m particules in the sector 2), see Eq. (A.24).
These states are characterised by three time-dependent parameters: the squeezing am-
plitude r, the squeezing angle ϕ and the rotation angle θ. Note that the expression for a
two-mode squeezed state, Eq. (2.9), does not include the rotation angle θ since the vacuum
state is invariant under rotations, Rˆ(t) |0, 0〉 = |0, 0〉. This implies that measurements per-
formed at the same time are insensitive to θ, since θ simply adds an overall phase to the
wavefunction. However, as will be made explicit below, when multiple-time measurements
are performed, this is not the case anymore and the result becomes sensitive to the change
in the overall phase between the measurement times. This can be interpreted as a conse-
quence of the fact that, after performing a first measurement, the two-mode squeezed state
is projected onto the eigenstate of a spin operator, which is not a two-mode squeezed state
anymore, and which is therefore not invariant under rotations. This is why, contrary to what
is usually done, θ is carefully kept in the calculations hereafter.
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2.3 Spin operators for continuous variables
Two-mode squeezed states describe bipartite continuous systems, and the investigation of
Bell inequalities first requires to build dichotomic observables for such systems. Following
Ref. [34], we thus introduce
Sˆi(`) =
∞∑
n=−∞
(−1)n
∫ (n+1)`
n`
dQi |Qi〉 〈Qi| (2.10)
where |Q〉i is an eigenstate of the position operator for the subsystem i,
Qˆi =
1√
2
(
cˆi + cˆ
†
i
)
. (2.11)
In practice, measuring Si can be done by measuring Qi, identifying in which interval [n`, (n+
1)`) of size ` it lies, and returning (−1)n. The variable Si is therefore dichotomic (it can take
values +1 or −1), as can also be explicitly checked from Eq. (2.10) by verifying that Sˆ2i = 1.
In the limit where ` is infinite, Sˆi reduces to the sign operator,
Sˆi(`→∞) = sign
(
Qˆi
)
. (2.12)
As explained in Ref. [34], one could define two other operators Sˆx(`), Sˆy(`), such that together
with Sˆ they obey the standard SU(2) commutation relations, making Sˆ an actual pseudo-spin
operator. Here, we will only need Sˆ. Since its determination rests on position measurements,
the Bell experiment we propose is therefore based on position measurement only, which as
we explained above is convenient for situations in which the conjugated momentum cannot
be accessed.
Let us also mention that there are other ways to define dichotomic variables for contin-
uous systems, see Refs. [18, 35–37], for which our result could be generalised.
2.4 Correlator
Plugging Eq. (2.10) into Eq. (2.6), one obtains for the two-time correlator
E(ta, tb) ≡ 1
2
〈
0, 0
∣∣∣ {Sˆ1(ta), Sˆ2(tb)} ∣∣∣ 0, 0〉 (2.13)
= <e
〈
0, 0
∣∣∣ Uˆ †(ta)Sˆ1Uˆ(ta)Uˆ †(tb)Sˆ2Uˆ(tb) ∣∣∣ 0, 0〉 (2.14)
=
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ (n+1)`
n`
dQ˜1
∫ (m+1)`
m`
dQ¯2
<e
[〈
0, 0
∣∣∣ Uˆ †(ta) ∣∣∣Q˜1〉〈Q˜1∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣Q¯2〉 〈Q¯2∣∣ Uˆ(tb) ∣∣∣ 0, 0〉] . (2.15)
By introducing the closure relation 1ˆ =
∫∞
−∞ dQ˜2
∣∣∣Q˜2〉〈Q˜2∣∣∣ between the first and the second
correlators in the argument of the real part, and 1ˆ =
∫∞
−∞ dQ¯1
∣∣Q¯1〉 〈Q¯1∣∣ between the second
and the third correlators, one obtains
E(ta, tb) =
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ (n+1)`
n`
dQ˜1
∫ (m+1)`
m`
dQ¯2
∫ ∞
−∞
dQ˜2
∫ ∞
−∞
dQ¯1
<e
[
Ψ∗2sq(Q˜1, Q˜2; ta)Ψ2sq(Q¯1, Q¯2; tb)
〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉] .(2.16)
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In this expression, the wavefunction in position space is given by Eq. (A.28), as de-
rived from Eq. (2.9) in Appendix A. It has a Gaussian structure. The correlator〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 is calculated in Appendix B, where it is shown to be also
of the Gaussian form, see Eq. (B.35). Combining these two results, one obtains
Ψ∗2sq(Q˜1, Q˜2; ta)Ψ2sq(Q¯1, Q¯2; tb)
〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 = A exp(1
2
XTΛX
)
,(2.17)
where XT =
[
Q¯1, Q¯2, Q˜1, Q˜2
]
,
A =
(
pi2 cosh2 ra cosh
2 rb
√
1− e4iϕa tanh2 ra
√
1− e−4iϕb tanh2 rb
√
detM
)−1
, (2.18)
with detM given in Eq. (B.23), and
Λ =

D1 D2 D3 D4
D2 D1 D4 D3
D3 D4 D¯1 D¯2
D4 D3 D¯2 D¯1
 . (2.19)
In this last expression, we have introduced
D1 = 1
2
+A(rb, ϕb)−D1, D¯1 = 1
2
+A∗(ra, ϕa)− D¯1 (2.20)
D2 = B(rb, ϕb)−D2, D¯2 = B∗(ra, ϕa)− D¯2, (2.21)
where A and B are given in Eq. (A.29), and D1, D2, D¯1 and D¯2 by Eqs. (B.31) and (B.32).
The Gaussian integral over Q¯1 and Q˜2 in Eq. (2.16) can then be performed, and one
obtains
E(ta, tb) = <e
[
2piA√
D1D¯1 −D24
∞∑
n,m=−∞
(−1)n+m
∫ (n+1)`
n`
dY1
∫ (m+1)`
m`
dY2 exp
(
1
2
Y TΞY
)]
,
(2.22)
where
Ξ11 = D1 − D¯1D
2
2 +D1D23 − 2D2D3D4
D1D¯1 −D24
, (2.23)
Ξ22 = D¯1 − D1D¯
2
2 + D¯1D23 − 2D¯2D3D4
D1D¯1 −D24
, (2.24)
Ξ12 = Ξ21 = D4 − D¯1D2D3 +D1D¯2D3 −D2D¯2D4 −D
2
3D4
D1D¯1 −D24
. (2.25)
A few comments are in order regarding this formula. First, in Appendix C, we study
the conditions under which the Gaussian integrals in Eq. (2.22) are convergent, and we find
that it is the case if
<e (Ξ11) < 0, <e (Ξ22) < 0, <e
(
Ξ11 − Ξ
2
12
Ξ22
)
< 0, <e
(
Ξ22 − Ξ
2
12
Ξ11
)
< 0, (2.26)
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see Eq. (C.17). In practice, we have checked that these conditions are always satisfied in
all physical configurations we have studied, but let us stress that all formulas derived below
assume that Eq. (2.26) holds. Second, as explained in footnote 5 in Appendix B, in order to
solve the sign ambiguity in the term
√
detM that appears in Eq. (2.18) for A, one needs to
solve an eigenvalue problem for M , which is a 12× 12 matrix. However, one can show that
the following identity holds for any ra, rb, ϕa, ϕb, θa and θb,
A√
D1D¯1 −D24
=
√
Ξ11Ξ22 − Ξ212
4pi2
, (2.27)
which simplifies the prefactor in Eq. (2.22) and allows us to avoid dealing with the eigenvalue
problem.3 Finally, let us point out that although E(ta, tb) a priori depends on 6 parameters,
ra, rb, ϕa, ϕb, θa and θb, only the difference between the rotation angles is involved, namely
∆θ ≡ θa−θb, see the formulas obtained in Appendix B. This is because, as mentioned above,
the rotation angle only appears in the time evolution from ta and tb. As a consequence,
E(ta, tb) depends on 5 parameters only.
3 Analytical limits
Before evaluating Eq. (2.22) numerically, and exploring whether or not there are configura-
tions where the Bell inequality (1.1) can be violated, let us first study some limiting cases
analytically. This will be useful to design a strategy for the numerical exploration of Sec. 4,
which is otherwise tedious given the large dimensionality of parameter space. Indeed, at
each time ta, t
′
a, tb, t
′
b, one must specify a squeezing amplitude, a squeezing angle and a
rotation angle. Because of the above remark on the rotation angles, only the combinations
∆θab, ∆θab′ , ∆θa′b and ∆θa′b′ are involved, which are related through the Chasles relation
∆θab − ∆θa′b + ∆θa′b′ − ∆θab′ = 0. This still leaves us with 11 parameters to explore, and
at each point in parameter space, each correlator appearing in Eq. (1.1) is given by a double
infinite sum of double integrals. Even though one of the two integrals can be performed an-
alytically, see Eq. (4.1) in Sec. 4 below, this remains computationally heavy, which justifies
the need for further analytical insight.
3.1 Large-` limit
In the limit where ` is large, as mentioned above the spin operator (2.10) becomes the
sign operator, see Eq. (2.12). In this regime, only four terms in the sum (2.22) remain,
3Contrary to
√
detM ,
√
det Ξ does not require to solve an eigenvalue problem. Indeed, since Ξ is a 2× 2
matrix, it has two eigenvalues with a negative real sign (see below), which can be written as d± = −ρ±eiα± ,
with ρ± > 0 and −pi/2 < α± < pi/2. This means that det Ξ = d+d− = ρ+ρ−ei(α++α−). Since −pi <
α+ +α− < pi, the phase of det Ξ never crosses the branch cut of the square root function and thus it leaves no
sign ambiguity. Notice that, strictly speaking, in order to ensure that the eigenvalues of Ξ have a negative real
part, one needs to impose a stronger condition than Eq. (2.26), where the last two inequalities are replaced
with <e (Ξ11)<e (Ξ22)− <e (Ξ12)2 > 0. This is the analogue of Eq. (C.18), while Eq. (2.26) is the analogue
of Eq. (C.17). Furthermore, in order to ensure that Ξ can be diagonalised by an orthogonal matrix, one has
to verify that Ξ is normal i.e. ΞΞ† = Ξ†Ξ, see also footnote 5. From Eq. (3.4), one can check that this is the
case when ra = rb in the large-squeezing limit. Otherwise, one can nevertheless find an invertible matrix that
transforms Ξ into a diagonal matrix in the following way. If one writes Ξ = −A+ iB, as long as = −<e (Ξ) is
positive definite,
√
A is well-defined. Since
√
A
−1
B
√
A
−1
is real and symmetric, it can be diagonalised by an
orthogonal matrix O. Then, one can construct an invertible matrix V ≡ √A−1O, so that V TΞV is diagonal.
Although its diagonal elements are not the eigenvalues of Ξ anymore, this “diagonalisation” makes it possible
to perform the Gaussian integral analytically. In any case, the procedure is straightforward since one only
needs to compute the eigenvalues of a 2× 2 matrix.
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Figure 1. The correlation function E(ta, tb) for ra = rb = 5, ϕa = −0.2, ϕb = 0.2,∆θ = 0.5, as a
function of `. The blue line corresponds to the numerical computation of Eq. (2.22), the dashed orange
line to the small-` approximation (3.3), and the dotted green line to the large-` approximation (3.2).
One can check that these two approximations give good fits to the full result in their respective
domains of validity, ` er and ` er.
namely those for (n,m) = (0, 0), (−1, 0), (0,−1) and (−1,−1). By performing the change
of integration variable Y1 → −Y1 and Y2 → −Y2, one can see that the integrals for (n,m) =
(0, 0) and (n,m) = (−1,−1) are the same, and that the integrals for (n,m) = (−1, 0) and
(n,m) = (0,−1) are the same. This gives rise to
E(ta, tb) = <e
[
4piA√
D1D¯1 −D24
(∫ ∞
0
dY1
∫ ∞
0
dY2 −
∫ 0
−∞
dY1
∫ ∞
0
dY2
)
exp
(
1
2
Y TΞY
)]
.
(3.1)
In Appendix C, it is shown how the two integrals appearing in Eq. (3.1) can be expressed
in terms of the arc tan function, see Eqs. (C.14) and (C.16). Making use of Eq. (2.27), this
leads to
E(ta, tb) −→
`→∞
2
pi
<e
[
arc tan
(
Ξ12√
Ξ11Ξ22 − Ξ212
)]
. (3.2)
This formula (3.2) is compared with a full numerical computation of Eq. (2.22) in Fig. 1,
where one can check that it correctly reproduces the asymptotic value of E(ta, tb) when
`→∞.
3.2 Small-` limit
In the small-` limit, conversely, an infinitely large number of terms in the sum over n and
m in Eq. (2.22) substantially contribute to the result. However, the range of the integrals
appearing in Eq. (2.22) becomes very small in that limit, so one can Taylor expand the
integrand in each range and perform the integral analytically. This procedure is nonetheless
delicate and in Appendix D, it is performed in detail, making use of elliptic theta functions
to carefully resum and expand the different contributions. Plugging Eqs. (D.22) and (2.27)
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into Eq. (2.22), one obtains
E(ta, tb) −→
`er
8
pi2
<e (ep+ − ep−) , where p± ≡ pi
2 (Ξ11 + Ξ22 ± 2Ξ12)
2
(
Ξ11Ξ22 − Ξ212
)
`2
. (3.3)
Notice that the expansion performed in Appendix D requires that <e (Ξ11−Ξ212/Ξ22) < 0, see
Eq. (D.16), which here is guaranteed by Eq. (2.26). Note also that “` er” is a shorthand
notation for `  min(era , erb). The formula (3.3) is again compared with the full numerical
computation of Eq. (2.22) in Fig. 1, where one can check that it gives a very good fit to the
full result, up to values of ` of order er.
3.3 Large-squeezing limit
Another limit of interest is when the squeezing amplitude of the state is large. A large amount
of squeezing is associated to a large entanglement entropy and a large quantum discord
between the two subsystems [16], i.e. to the presence of genuine quantum correlations. In
Ref. [32], it was shown that the usual Bell inequalities can be violated by two-mode squeezed
states provided the squeezing amplitude is large enough (namely r & 1.2), so one might expect
that bipartite temporal Bell inequalities also require a minimum amount of squeezing.
Note that since the squeezing amplitude r always appears in the form of er, the large-
squeezing regime corresponds to er  1 (hence the value r = 5, which is used in most
numerical applications below, falls in that regime). For convenience, we thus introduce the
notation u ≡ e−r, so the large-squeezing limit stands for ua, ub  1. In this regime, from
Eqs. (2.23)-(2.25), one obtains
Ξ11 ' −2u
2
b
X , Ξ22 ' −2
u2a
X , Ξ12 ' e
i∆θ
(
e2iϕa + e−2iϕb
) uaub
X , (3.4)
where
X = 1
8
[
4− e2i∆θ (e2iϕa + e−2iϕb)2] . (3.5)
One can easily check that <e (X ) ≥ 0, so <e (Ξ11) < 0 and <e (Ξ22) < 0, and the two first
conditions of Eq. (2.26) are satisfied. Moreover, since Ξ11−Ξ212/Ξ22 = −4u2b , Ξ22−Ξ212/Ξ11 =
−4u2a, they are real and negative, which shows that the two last conditions of Eq. (2.26) are
satisfied too.
3.4 Large-`, large-squeezing limit
Let us now combine the two limits studied in Secs. 3.1 and 3.3, and investigate the large-`,
large-squeezing limit. By plugging Eqs. (3.4) and (3.5) into Eq. (3.2), one obtains
E(ta, tb) −−−−−→
`,ra,rb→∞
2
pi
<e
arc tan
 ei∆θ (e2iϕa + e−2iϕb)√
4− e2i∆θ (e2iϕa + e−2iϕb)2
 . (3.6)
This formula is displayed in Fig. 2, as a function of ϕa and ϕb, for ∆θ = 0 (left panel) and
∆θ = 1 (right panel). The black dashed lines are contour lines for E(ta, tb) = 0.5, 0 and −0.5,
and are guide for the eye. As can be seen from Eq. (3.6), when ∆θ varies the map is simply
modified by a translation, where ϕa is shifted by −∆θ/2 and ϕb by ∆θ/2.
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Figure 2. The correlation function E(ta, tb) in the large-`, large-squeezing limits, i.e. `, ra, rb →∞,
as a function of ϕa and ϕb, computed with Eq. (3.6). The black dashed lines are contour lines for
E(ta, tb) = 0.5, 0 and −0.5 and are guide for the eye. In the left panel, ∆θ = 0, while ∆θ = 1 in the
right panel. These two figures are simply related by a translation: when going from the left to the
right panel, ϕa is shifted by −∆θ/2 and ϕb by ∆θ/2.
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Figure 3. The correlation function E(ta, tb) in the large-`, large-squeezing limits, i.e. `, ra, rb →∞,
as computed in Eq. (3.6), as a function of ϕa for ∆θ = 0 and ϕb = ϕa (blue line), ϕb = −ϕa (orange
line), and ϕb = 0 (green line). These are slices from the left panel of Fig. 2. For ϕb = ϕa, E(ta, tb) is
a piecewise affine function of ϕa, see Eq. (3.7). For ϕb = −ϕa, the derivative of E(ta, tb) diverges at
the points where E(ta, tb) = ±1, see Eq. (3.8).
The correlation is maximal, i.e. E(ta, tb) = ±1, when the denominator of the argument
of the arc tan function in Eq. (3.6) vanishes. This happens when ϕa = (npi − ∆θ)/2 and
ϕb = (mpi + ∆θ)/2, where n and m are two integers of the same parity. More precisely,
E(ta, tb) = 1 when n and m are even, and E(ta, tb) = −1 when n and m are odd.
In Fig. 3 we show three slices from the maps displayed in Fig. 2, where E(ta, tb) is
plotted as a function of ϕa for different choices of ϕb and ∆θ = 0. The blue line corresponds
to ϕb = ϕa, and one can see that E(ta, tb) is a piecewise affine function of ϕa. Indeed, more
generally, the lines ϕb = ϕa + ∆θ + npi (n ∈ Z) connect all the points where E(ta, tb) = ±1,
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and along these lines one has
E(ta, tb) = (−1)m ×
{
− 2pi (ϕa + ϕb − 2npi) + 1 for 2npi < ϕa + ϕb ≤ (2n+ 1)pi
2
pi (ϕa + ϕb − 2npi) + 1 for (2n− 1)pi < ϕa + ϕb ≤ 2npi
. (3.7)
The orange line corresponds to ϕb = −ϕa, where one notices the existence of cusps at the
points where E(ta, tb) = ±1. Around the cusps, E(ta, tb) indeed behaves as
E(ta, tb) ' ±1±
2
√
2 (ϕa − ϕa,cusp)
pi
, (3.8)
where ϕa,cusp indicates the location of a cusp point. Finally, the green line stands for a fixed
value of ϕb, namely ϕb = 0.
4 Numerical exploration
Beyond the limits studied in the previous section, one has to compute Eq. (2.22) numerically.
It is useful to notice that one of the two integrals appearing in Eq. (2.22) can be performed
in terms of the complementary error function erfc(z) ≡ 1 − erf(z), where the error function
erf(z) is defined below Eq. (C.2). For Ξ22 6= 0, one has
E(ta, tb) = <e
{
−
√
Ξ11Ξ22 − Ξ212
2
√
2pi
√−Ξ22
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ (n+1)`
n`
dY1(
erfc
{√
−Ξ22
2
[
(m+ 1)`+
Ξ12
Ξ22
Y1
]}
− erfc
[√
−Ξ22
2
(
m`+
Ξ12
Ξ22
Y1
)])
exp
[
1
2
(
Ξ11 − Ξ
2
12
Ξ22
)
Y 21
]}
(4.1)
where Eq. (2.27) has been used to simplify the prefactor.
This expression can be further simplified (for the sake of numerical computation) by
noticing that Eq. (2.22) is of the form
∑∞
n=−∞
∑∞
m=−∞ an,m where, by performing the change
of integration variable Y1 → −Y1 and Y2 → −Y2, one has a−n−1,−m−1 = an,m. One can use
this relation to restrict the sum over positive values of m only, and replace
∑∞
m=−∞ with
2
∑∞
m=0. The sum over m can then be re-ordered since the complementary error functions
are absolutely convergent as long as <e(Ξ22) < 0, which is required according to Eq. (2.26).
This gives rise to
E(ta, tb) = <e
{√
Ξ11Ξ22 − Ξ212√
2pi
√−Ξ22
∞∑
n=−∞
(−1)n
∫ (n+1)`
n`
dY{
2
∞∑
m=0
(−1)merfc
[√
−Ξ22
2
(
m`+
Ξ12
Ξ22
Y
)]
− erfc
( −Ξ12√−2Ξ22Y
)}
exp
[
1
2
(
Ξ11 − Ξ
2
12
Ξ22
)
Y 2
]}
. (4.2)
This expression is helpful to compute E(ta, tb) numerically, and in practice, we truncate the
sums over n and m at an order above which we check that the dependence of the result on
the truncation order becomes negligible.
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Figure 4. Left panel: E(ta, tb) for ` = 100, ra = rb = 5 and ∆θ = 0.5, as a function of ϕa and
ϕb. The black dashed lines are contours for E(ta, tb) = 0.5, 0 and −0.5. Right panel: E(ta, tb) as a
function of ` for ra = rb = 5, ϕa = −0.2, ∆θ = 0.5. Different colours label different values of ϕb.
In the left panel of Fig. 4, the correlation function is displayed for ra = rb = 5, ∆θ = 0.5
and ` = 100, as a function of ϕa and ϕb. From Fig. 1, one can check that ` = 100 is too
large for the small-` approximation developed in Sec. 3.2 to apply, since it requires `  er,
and too small for the large-` approximation developed in Sec. 3.1 to apply, since it requires
`  er. This value of ` is therefore “intermediate” in that sense. This is further confirmed
by noting the difference between the left panel of Fig. 4 and Fig. 2, which displays the large-`
(and large squeezing, which here applies since r = 5) limit. For intermediate `, one notices
in the left panel of Fig. 4 the presence of local maximums and local minimums, which do not
exist in the limit where ` is infinite. As we will see below, those local extremums are crucial
to obtain violations of bipartite temporal Bell inequalities.
In order to better depict the role played by the parameter `, which in principle is left to
the free choice of the observer, in the right panel of Fig. 4 we show the correlation function
E(ta, tb) as a function of `, for ra = rb = 5, ϕa = −0.2 and ∆θ = 0.5, for a few values of ϕb.
This confirms the tendency observed in Fig. 1: when ` er, i.e. in the small-` regime, there
are oscillations, the amplitude and frequency of which strongly depend on the squeezing and
rotation angles, while when `  er, one asymptotes the infinite-` result. One should note
that the case ϕb = ϕa + ∆θ is an exception since no oscillation appears at small values of
` in that configuration (this corresponds to the violet curve, ϕb = 0.3, in the right panel of
Fig. 4). This is because, in the large-squeezing limit, all components of Ξ are real, as can be
seen from Eqs. (3.4)-(3.5), while the oscillations come from evaluating exponential functions
with complex arguments.
Now that we have made clear how to compute the correlation function E(ta, tb), the
result can be plugged into Eq. (1.1) and one can test for violations of bipartite temporal
Bell inequalities. As explained at the beginning of Sec. 3, 11 parameters are required to
specify the state of the systems at times ta, tb, t
′
a and t
′
b, given that only the changes in
the rotation angles matter, and not their individual values. One should also add the spin
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Figure 5. Expectation value of the Bell operator B(ta, tb, t
′
a, t
′
b) as a function of `, where the pa-
rameters specifying the state of the systems at times ta, tb, t
′
a and t
′
b have been fixed to the values
given in the figure. The black dotted line stands for B = 2, above which a violation occurs. On can
see that the maximal violation is obtained around intermediate values of ` (namely, according to the
above discussion, around ` ∼ er).
operator parameter `, which the observer can in principle set in a free way. This leaves
us with 12 parameters. We have not performed a comprehensive analysis of this whole,
high-dimensional parameter space but have instead considered some two-dimensional slices,
which is enough to prove that indeed, bipartite temporal Bell inequalities can be violated by
two-mode squeezed states.
Our strategy is that since we are searching for violations of the Bell inequality, B > 2,
it seems reasonable to focus on parameters that make the first correlator appearing in B,
E(ta, tb), close to unity. We already know that E(ta, tb) is close to one when (ϕa, ϕb) =
(−∆θ/2,∆θ/2), for a given ∆θ, in the large squeezing regime (see Sec. 3.4). This is why in
the following, we set θa−θb = 0 and ϕa = ϕb = 0. In Fig. 5, we display the expectation value
of the Bell operator as a function of `, where the other parameters have been fixed according
to that strategy. One can see that a violation is obtained when ` is “intermediate” in the
sense discussed above, i.e. when ` ∼ er. We will therefore focus on such intermediate values
of ` below.
In Fig. 6, the expectation value of the Bell operator is shown in the case that all
squeezing parameters are frozen (ra = rb = r
′
a = r
′
b = 5 and ϕa = ϕb = ϕa′ = ϕb′ = 0)
and only the rotation angles vary. This is because, in experiments where measurements are
performed at a single time, the rotation angle only determines an overall, irrelevant phase of
the wavefunction. This is why most analyses of the two-mode squeezed states discard it. As
argued above, for multiple-time measurements this is not the case anymore, and we would
like to determine how important the rotation angle becomes. The black lines in Fig. 6 are
contours of B = 2, above which the bipartite temporal Bell inequality is violated. As one can
see, there are islands in parameters space, inside the contours, where the inequality is indeed
violated, and the rotation angles play a crucial role in determining whether or not this is the
case. These islands are located around the three points (θ′a − θ′b, θ′a − θb) = (0, 0), (pi, 0) and
(pi, pi), and the right panel of Fig. 6 zooms in one of these points (the detailed structure of
the map is similar at each of these points). At those points exactly, one can check that each
correlator E involved in Eq. (1.1) is close to ±1, but they cancel each other out in such a
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Figure 6. Expectation value of the Bell operator B(ta, tb, t
′
a, t
′
b), for ` = 100, ra = rb = r
′
a = r
′
b = 5,
ϕa = ϕb = ϕa′ = ϕb′ = 0 and θa − θb = 0, as a function of θ′a − θ′b and θ′a − θb. The black dashed
lines are contours for B = 2, so violation occurs inside the contours. In the left panel, the full 2pi×2pi
parameter space is displayed while the right panel zooms in the region (θ′a−θ′b, θ′a−θb) = (0, 0) where
violation islands exist. The maximum value of B across the entire map is ' 2.18.
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Figure 7. Expectation value of the Bell operator B(ta, tb, t
′
a, t
′
b) as a function of θ
′
a − θ′b and θ′a − θb.
Left panel: ` = 100, ra = rb = r
′
a = r
′
b = 5, ϕa = ϕb = ϕa′ = ϕb′ = 0 and θa − θb = 0. The maximum
value of B across the entire map is ' 2.22. Right panel: ` = 3.2 (optimised to get maximal violation),
ra = rb = r
′
a = r
′
b = 1.5, ϕa = ϕb = ϕa′ = ϕb′ = 0, and θa − θb = 0. The maximum value of B
across the entire map is ' 2.00 up to numerical precision. In both panels, the black dashed lines are
contours for B = 2.
way that no violation occurs. One therefore has to move slightly away from those points,
and in the right panel of Fig. 6 one can see that smaller, secondary islands actually exist.
The structure of the violation map is therefore rather involved.
We have checked that no violation occurs in the infinite-` limit. At finite `, as explained
above (see the discussion around the right panel of Fig. 4), oscillatory features appear in
each correlation function E, around points where E ' ±1 and this leads to the violations.
Bipartite temporal Bell inequality violations seem therefore to require ` . er. In order to
better see the role played by `, in the left panel of Fig. 7, the same map as in the right panel of
Fig. 6 is displayed but with ` = 80. The violation islands still exist. While they are smaller,
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Figure 8. Expectation value of the Bell operator B(ta, tb, t
′
a, t
′
b) as a function of r
′
a and r
′
b (left panel),
and ϕ′a and ϕ
′
b (right panel), around the violations islands of Fig. 6.
they are also higher (the maximal value of B in Fig. 6 is found to be Bmax ' 2.18 while in
the left panel of Fig. 7, it is Bmax ' 2.22, and we recall that the Cirel’son bound [38] is given
by B ≤ 2√2 ' 2.83). We have also tried to decrease the squeezing amplitude starting from
the configuration displayed in these figures, allowing us to choose the value of ` that leads
to the maximal violation. In the right panel of Fig. 7, we show the result for r = 1.5, where
the violation is maximal for ` ' 3.2. There, the islands have almost disappeared, and the
maximal value one obtains is Bmax ' 2.00 up to numerical precision. In these slices, Bell
inequality violations seem therefore to require r & 1.5.
Finally, in order to study how the temporal Bell inequality violation depends on the
squeezing amplitudes and angles, in Fig. 8, we make the parameters r′a and r′b (left panel),
and ϕ′a and ϕ′b (right panel), vary, starting from close to the maximal violation point of Fig. 6.
One can see that some amount of fine tuning in these parameters is also necessary to achieve
violation.
5 Conclusion
In this work we have studied bipartite temporal Bell inequalities with two-mode squeezed
states. Such inequalities have the ability to test for realism and locality, while requiring
position measurements only. This is particularly useful for experimental setups in which mo-
mentum observables cannot be directly accessed, as for instance in the cosmological context.
Two-mode squeezed states are continuous, entangled Gaussian states, so we had to introduce
a dichotomic, spin-like observable for continuous systems, which we did via Eq. (2.10). This
operator turns the position into +1 or −1, depending on which interval of size ` it falls.
We have shown how to compute the bipartite two-point function of that operator, and have
studied various analytical limits that were useful to guide our numerical exploration, which
is otherwise tedious due to the high dimensionality of the problem. We have then exhib-
ited configurations where the Bell inequality is violated, confirming that two-mode squeezed
states have the ability to violate bipartite temporal Bell inequalities. This is clearly the main
result of this work.
When ` is infinite, the pseudo-spin operator becomes the sign operator, which returns
+1 is the position is positive and −1 otherwise, and we could not find configurations leading
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to successful violation in that case. Optimising the value of `, which is in principe left to
the observer to freely chose, seems therefore to be crucial. We have also highlighted the
role played by the rotation angle. Two-mode squeezed states are characterised by three
parameters; the squeezing amplitude, the squeezing angle and the rotation angle; but in
single-time measurements, the rotation angle simply sets an overall phase in the wavefunction
of the two-mode squeezed state, and is thus irrelevant. It is therefore discarded in most
analyses of two-mode squeezed states. However, we have shown that it plays a crucial role in
the present context, where measurements are performed at different times, between which the
rotation angle is liable to evolve, and the phase difference between the various measurements
becomes an important parameter to determine whether or not Bell inequalities are violated.
Let us also stress that the dynamics of the rotation angle is set by the Hamiltonian of the
system, so probing the part of the Hamiltonian that drives the rotation angle is only possible
if multiple-time measurements are performed. This work therefore lays the ground for more
thorough investigations of physical systems leading to squeezed states. In fact, in one-mode
squeezed states as well, the rotation angle becomes relevant for multiple-time measurements.
We plan to investigate this effect, in the context of Leggett-Garg inequalities (for one-mode
and two-mode squeezed states) in a future work in preparation. We also plan to study how
quantum decoherence reduces Bell inequality violations in these contexts.
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A Wavefunction of the two-mode squeezed state
In this appendix we provide a derivation of the expression (2.9) for the two-mode squeezed
state. From the expression of the rotation operator in terms of the number of particles oper-
ators, Eq. (2.8), it is clear that the vacuum state is invariant under rotations, i.e. Rˆ(t) |0, 0〉 =
|0, 0〉. The two-mode squeezed state is thus given by |Ψ2sq(t)〉 = UˆS(t)Rˆ(t) |0, 0〉 = UˆS(t) |0, 0〉,
where the squeezing operator is given by Eq. (2.7). We rewrite this expression as
UˆS(t) = e
α∗Aˆ†−αAˆ , (A.1)
with α = re2iϕ and Aˆ = cˆ1cˆ2. The idea is to make use of operator ordering theorems to
rewrite Eq. (A.1) as a product of exponentials that can be easily applied onto the vacuum
state, following similar lines as those presented in section 3.3 of Ref. [39].
Our first step is to study the algebra generated by the operators appearing in Eq. (A.1),
Aˆ and Aˆ†. Introducing the Hermitian operator Bˆ ≡ cˆ1cˆ†1 + cˆ†2cˆ2 = Bˆ†, one can first check
that Aˆ, Aˆ† and B form a closed algebra, with[
Aˆ, Aˆ†
]
= B ,
[
Aˆ, Bˆ
]
= 2Aˆ ,
[
Aˆ†, Bˆ
]
= −2Aˆ† . (A.2)
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All commutators within this algebra can be computed with these formulas using iterative
methods. In particular, one finds[
Aˆn, Bˆ
]
= 2nAˆn (A.3)[(
Aˆ†
)n
, Bˆ
]
= −2n
(
Aˆ†
)n
(A.4)[
Aˆn, Aˆ†
]
= nAˆn−1Bˆ − n(n− 1)Aˆn−1 (A.5)[(
Aˆ†
)n
, Aˆ
]
= −nBˆ
(
Aˆ†
)n−1
+ n (n− 1)
(
Aˆ†
)n−1
(A.6)[
Aˆ, Bˆn
]
= Aˆ
[
Bˆn −
(
Bˆ − 2
)n]
=
[(
Bˆ + 2
)n − Bˆn] Aˆ (A.7)[
Aˆ†, Bˆn
]
= Aˆ†
[
Bˆn −
(
Bˆ + 2
)n]
=
[(
Bˆ − 2
)n − Bˆn] Aˆ† (A.8)
for any integer number n. From here, commutators involving exponentials can be readily
derived. Making use of Eqs. (A.4), (A.7) and (A.6), one respectively finds three formulas
that will turn out to be useful below, namely[
ezAˆ
†
, Bˆ
]
= −2zAˆ†ezAˆ† (A.9)[
ezBˆ, Aˆ
]
=
(
e−2z − 1) AˆezBˆ (A.10)[
ezAˆ
†
, Aˆ
]
=
(
z2Aˆ† − zBˆ
)
ezAˆ
†
(A.11)
for any complex number z.
Our second step is to introduce the function
F (x) = ex(α
∗Aˆ†−αAˆ) , (A.12)
such that UˆS = F (1), and to study that function. The goal is to rewrite F (x) as a product
of exponentials. These exponentials must involve elements of the algebra only, which allow
us to introduce the ansatz
F (x) = ef(x)Aˆ
†
eg(x)Bˆeh(x)Aˆ (A.13)
where f , g and h are three functions to determine. This can be done by differentiating F
with respect to x. Making use of Eq. (A.12), one has
F ′(x) =
(
α∗Aˆ† − αAˆ
)
F (x) , (A.14)
while Eq. (A.13) gives rise to three terms, namely
F ′(x) = f ′(x)Aˆ†ef(x)Aˆ
†
eg(x)Bˆeh(x)Aˆ + g′(x)ef(x)Aˆ
†
Bˆeg(x)Bˆeh(x)Aˆ + h′(x)ef(x)Aˆ
†
eg(x)BˆAˆeh(x)Aˆ .
(A.15)
In this expression, the first term is simply given by f ′(x)Aˆ†F (x). For the second term, making
use of Eq. (A.9) to rewrite ef(x)Aˆ
†
Bˆ = Bˆef(x)Aˆ
† − 2f(x)Aˆ†ef(x)Aˆ† , one finds that it is given
by g′(x)[Bˆ−2f(x)Aˆ†]F (x). The third term can be computed similarly by first making use of
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Eq. (A.10) and then of Eq. (A.11), and one obtains h′(x)e−2g(x)[f2(x)Aˆ† + Aˆ− f(x)Bˆ]F (x).
Combining these results together, one obtains
F ′(x) =
{
h′(x)e−2g(x)Aˆ+
[
f ′(x)− 2f(x)g′(x) + h′(x)e−2g(x)f2(x)
]
Aˆ†
+
[
g′(x)− h′(x)f(x)e−2g(x)
]
Bˆ
}
F (x) . (A.16)
By identifying Eqs. (A.14) and (A.16), one obtains three coupled differential equations for
the functions f , g and h, namely
f ′ − 2fg′ + h′f2e−2g = α∗ , (A.17)
h′e−2g = −α , (A.18)
g′ − fh′e−2g = 0 . (A.19)
This system must be solved with the boundary conditions f(0) = g(0) = h(0) = 0 that
simply follow from identifying Eqs. (A.12) and (A.13) when x = 0. This can be done as
follows. Plugging Eq. (A.19) into Eq. (A.18), one obtains g′ = −αf , and plugging that
relation together with Eq. (A.19) into Eq. (A.17) gives rise to f ′ + αf2 = α∗. This can be
readily integrated, and imposing that f(0) = 0, one obtains
f(x) =
√
α∗
α
tanh (|α|x) . (A.20)
From here, the relation g′ = −αf can also be integrated, and imposing that g(0) = 0 leads
to
g(x) = − ln [cosh (|α|x)] . (A.21)
Finally, Eq. (A.19) gives rise to h′ = −αe2g, which can be integrated as
h(x) = −
√
α
α∗
tanh (|α|x) (A.22)
where we have used that h(0) = 0. Evaluating the three functions f , g and h when x = 1,
and expressing α in terms of r and ϕ, one obtains for the squeezing operator
UˆS = exp
[
e−2iϕ tanh(r)Aˆ†
]
exp
[
− ln (cosh r) Bˆ
]
exp
[
−e2iϕ tanh(r)Aˆ
]
, (A.23)
which is the operator ordered expression we were seeking.
We can now apply the squeezing operator onto the vacuum state. Recalling that Aˆ =
cˆ1cˆ2 and Bˆ ≡ cˆ1cˆ†1 + cˆ†2cˆ2, one can see that Aˆ annihilates the vacuum state, while Bˆ leaves it
invariant, Bˆ |0, 0〉 = |0, 0〉. When applied to the vacuum state, the last exponential terms in
Eq. (A.23) has therefore no effect, while the second terms adds a prefactor 1/ cosh(r). Taylor
expanding the first exponential term, one then obtains
|Ψ2sq〉 = 1
cosh(r)
∞∑
n=0
e−2inϕ tanhn(r) |n, n〉 , (A.24)
which coincides with Eq. (2.9) given in the main text.
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This two-mode squeezed state can finally be expressed in position space, and the wave-
function is given by
Ψ2sq (Q1, Q2) = 〈Q1, Q2| Ψ2sq〉 = 1
cosh(r)
∞∑
n=0
e−2inϕ tanhn(r) 〈Q1| n〉 〈Q2| n〉 . (A.25)
The scalar products 〈Q| n〉 can be expressed in terms of the Hermite potentials Hn(Q), i.e.
〈Q| n〉 = pi
−1/4
√
2nn!
e−
Q2
2 Hn(Q) . (A.26)
The sum over n appearing in Eq. (A.25) can then be performed by means of Eq. (18.18.28)
of Ref. [40], namely4
∞∑
n=0
Hn(x)Hn(y)
2nn!
zn =
(
1− z2)−1/2 exp[2xyz − (x2 + y2) z2
1− z2
]
, (A.27)
with |z| < 1. This gives rise to
Ψ2sq(Q1, Q2) =
exp
[
1
2A(r, ϕ)
(
Q21 +Q
2
2
)
+B(r, ϕ)Q1Q2
]
cosh r
√
pi
√
1− e−4iϕ tanh2 r
(A.28)
where the functions A(r, ϕ) and B(r, ϕ) are given by
A(r, ϕ) = −1 + e
−4iϕ tanh2 r
1− e−4iϕ tanh2 r , B(r, ϕ) =
2e−2iϕ tanh r
1− e−4iϕ tanh2 r . (A.29)
B Correlation function of the evolution operator
In this appendix, we compute the two-point function of the evolution operator appearing in
Eq. (2.16), namely
〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉. We first introduce the two-mode coherent
states |u〉 = |u1, u2〉, which are eigenstates of the annihilation operators
cˆi |u〉 = ui |u〉 (B.1)
where i = 1 or 2. Decomposing the eigenvalues into real and imaginary parts,
ui =
uiR + iuiI√
2
, (B.2)
and introducing the integration element du = du1Rdu1Idu2Rdu2I, they satisfy the closure
relation ∫
du
(2pi)2
|u〉 〈u| = 1 . (B.3)
4Hereafter, unless specified otherwise, the square root of a complex number Z /∈ R− is given by √Z =√
ρeiγ/2, for Z = ρeiγ with −pi < γ < pi. Notice that, for the square roots appearing in Eqs. (A.27) and
(A.28), γ actually lies within [−pi/2, pi/2].
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One can plug this closure relation on each side of the evolution operators in the two-point
correlator we aim at computing, leading to〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 = ∫ du
(2pi)2
∫
dv
(2pi)2
∫
dw
(2pi)2
〈
Q˜1
∣∣∣w1〉〈Q˜2 ∣∣∣w2〉〈
w
∣∣∣ Uˆ(ta) ∣∣∣u〉〈u ∣∣∣ Uˆ †(tb) ∣∣∣v〉 〈v1 ∣∣ Q¯1〉 〈v2 ∣∣ Q¯2〉 . (B.4)
In this expression,
〈
Q˜1
∣∣∣w1〉 is the wave function of the coherent state, and is given by〈
Q˜1
∣∣∣w1〉 = 1
pi1/4
exp
[
− i
2
w1Rw1I + iw1IQ˜1 − 1
2
(Q˜1 − w1R)2
]
, (B.5)
with a similar expression for
〈
Q˜2
∣∣∣w2〉, 〈v1 ∣∣ Q¯1〉 and 〈v2 ∣∣ Q¯2〉. Let us then consider〈
w
∣∣∣ Uˆ(ta) ∣∣∣u〉 = 〈w ∣∣∣ UˆS(ta)Rˆ(ta) ∣∣∣u〉. By using the decomposition
|u〉 = e− |u1|
2+|u2|2
2
∞∑
n1=0
∞∑
n2=0
un11√
n1!
un22√
n2!
|n1, n2〉 , (B.6)
Eq. (2.8) gives rise to
Rˆ |u〉 =
∞∑
m1=0
∞∑
m2=0
e−
|u1|2+|u2|2
2
∞∑
n1=0
∞∑
n2=0
un11√
n1!
(iθn1)
m1 u
n2
2√
n2!
(iθn2)
m2 |n1, n2〉 (B.7)
= e−
|u1|2+|u2|2
2
∞∑
n1=0
∞∑
n2=0
un11√
n1!
eiθn1
un22√
n2!
eiθn2 |n1, n2〉 (B.8)
= e−
|u1|2+|u2|2
2
∞∑
n1=0
∞∑
n2=0
(
u1e
iθ
)n1
√
n1!
(
u2e
iθ
)n2
√
n2!
|n1, n2〉 (B.9)
=
∣∣∣eiθau1, eiθau2〉 = ∣∣∣eiθu〉 . (B.10)
One thus has
〈
w
∣∣∣ Uˆ(ta) ∣∣∣u〉 = 〈w ∣∣∣ UˆS(ta) ∣∣∣ eiθau〉, where θa is a short-hand notation for
θ(ta). The next step is to use the operator ordered expression (A.23) for UˆS. Recalling that
Aˆ = cˆ1cˆ2 and Bˆ = cˆ1cˆ
†
1 + cˆ
†
2cˆ2 = 1 + nˆ1 + nˆ2, Eq. (B.1) gives rise to Aˆ |u〉 = u1u2 |u〉, hence
ezAˆ |u〉 = ezu1u2 |u〉 for any complex number z. Similarly, one has 〈w| ezAˆ† = ezw∗1w∗2 〈w|.
Making use of Eq. (B.6), one also has
〈w| eznˆ1 |u〉 = e− |u1|
2+|u2|2+|v1|2+|v2|2
2
∑
n,m,k
zknk
k!
(w∗1u1)
n
n!
(w∗2u2)
m
m!
(B.11)
= e−
|u1|2+|u2|2+|v1|2+|v2|2
2
∑
n,m
(w∗1u1ez)
n
n!
(w∗2u2)
m
m!
(B.12)
= e−
|u1|2+|u2|2+|v1|2+|v2|2
2
+w∗1u1e
z+w∗2u2 (B.13)
for any complex number z, and a similar expression for 〈w| eznˆ1 |u〉. Similarly, one finds
〈w| ezBˆ |u〉 = e− |u1|
2+|u2|2+|v1|2+|v2|2
2
+w∗1u1e
z+w∗2u2e
z+z. (B.14)
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Combining the previous results, one obtains〈
w
∣∣∣ Uˆ(ta) ∣∣∣u〉 = 1
cosh ra
exp(F), (B.15)
where
F = e−2iϕa tanh raw∗1w∗2 − e2iϕae2iθa tanh rau1u2
−1
2
(
|w1|2 + |u1|2 + |w2|2 + |u2|2
)
+
eiθa
cosh ra
(w∗1u1 + w
∗
2u2) (B.16)
=
1
2
e−2iϕa tanh ra (w1Rw2R − w1Iw2I − iw1Rw2I − iw1Iw2R)
−1
2
e2iϕae2iθa tanh ra (u1Ru2R − u1Iu2I + iu1Ru2I + iu1Iu2R)
−1
4
(
w21R + w
2
1I + w
2
2R + w
2
2I + u
2
1R + u
2
1I + u
2
2R + u
2
2I
)
+
1
2
eiθa
cosh ra
(w1Ru1R + w1Iu1I + iw1Ru1I − iw1Iu1R
+w2Ru2R + w2Iu2I + iw2Ru2I − iw2Iu2R). (B.17)
Here in the second expression, we have expanded u1, u2, w1 and w2 into their real and imagi-
nary parts, see Eq. (B.2). The form F is quadratic in these variables, and since the argument
of the exponential in Eq. (B.5) is also quadratic, our result for
〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉
can be written in matricial form if one introduces the 12-dimensional vector,
αT ≡ [u1R, u1I, u2R, u2I, v1R, v1I, v2R, v2I, w1R, w1I, w2R, w2I], (B.18)
in terms of which〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 = 1
64pi7
e−(Q˜
2
1+Q˜
2
2+Q¯
2
1+Q¯
2
2)/2
cosh ra cosh rb
∫
d12αe−
1
2
αTMα−JTα, (B.19)
where
JT =
[
0, 0, 0, 0,−Q¯1, iQ¯1,−Q¯2, iQ¯2,−Q˜1,−iQ˜1,−Q˜2,−iQ˜2
]
(B.20)
and
M =

1 0 Θa + Θ
∗
b iΘa − iΘ∗b −C∗b −iC∗b 0 0 −Ca iCa 0 0
0 1 iΘa − iΘ∗b −Θa −Θ∗b iC∗b −C∗b 0 0 −iCa −Ca 0 0
Θa + Θ
∗
b iΘa − iΘ∗b 1 0 0 0 −C∗b −iC∗b 0 0 −Ca iCa
iΘa − iΘ∗b −Θa −Θ∗b 0 1 0 0 iC∗b −C∗b 0 0 −iCa −Ca
−C∗b iC∗b 0 0 32 − i2 −Tb −iTb 0 0 0 0
−iC∗b −C∗b 0 0 − i2 12 −iTb Tb 0 0 0 0
0 0 −C∗b iC∗b −Tb −iTb 32 − i2 0 0 0 0
0 0 −iC∗b −C∗b −iTb Tb − i2 12 0 0 0 0
−Ca −iCa 0 0 0 0 0 0 32 i2 −T ∗a iT ∗a
iCa −Ca 0 0 0 0 0 0 i2 12 iT ∗a T ∗a
0 0 −Ca −iCa 0 0 0 0 −T ∗a iT ∗a 32 i2
0 0 iCa −Ca 0 0 0 0 iT ∗a T ∗a i2 12

.
(B.21)
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Here we have introduced Ca = e
iθa/(2 cosh ra), Ta = (1/2)e
2iϕa tanh ra and Θa = e
2iθaTa. If
detM 6= 0, the Gaussian integral can be performed, and one obtains5〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 = 1
pi
1
cosh ra cosh rb
1√
detM
e−
1
2(Q˜
2
1+Q˜
2
2+Q¯
2
1+Q¯
2
2)+
1
2
JTM−1J .
(B.22)
The determinant of M can be computed explicitly from Eq. (B.21), and is given by
detM = 4e2i∆θ
[− sin2 (∆θ) + sin2 (2ϕa + ∆θ) tanh2 ra + sin2 (2ϕb −∆θ) tanh2 rb
−2 sin (2ϕa) sin (2ϕb) tanh ra tanh rb − sin2 (2ϕa − 2ϕb + ∆θ) tanh2 ra tanh2 rb
]
≡ fM (a, b), (B.23)
where ∆θ ≡ θa− θb. This expression defines the function fM (a, b), which satisfies fM (b, a) =
f∗M (a, b).
Since the four first entries of J vanish, see Eq. (B.20), the 8 × 8 lower right block of
M−1 is sufficient to compute JTM−1J . We therefore focus on that 8 × 8 block, i.e. on the
matrix M˜ defined as M˜ij =
(
M−1
)
i+4,j+4
, with i, j = 1 · · · 8. It can be computed explicitly
from Eq. (B.21), and its expression involves the four functions d1, d2, d3, d4, defined as
d1(a, b) = e
2i∆θ
{
f (2ϕa + ∆θ) tanh
2 ra + f (2ϕb −∆θ) tanh2 rb − f (∆θ)
−2 [f (ϕa + ϕb)− f (ϕb − ϕa)] tanh ra tanh rb
−f (2ϕb − 2ϕa −∆θ) tanh2 ra tanh2 rb
}
, (B.24)
d2(a, b) = 4ie
2i∆θ [sin (2ϕa) tanh ra − sin (2ϕb − 2∆θ) tanh rb
− sin (4ϕa − 2ϕb + 2∆θ) tanh2 ra tanh rb + sin (2ϕa) tanh ra tanh2 rb
]
, (B.25)
d3(a, b) =
−4ie2i∆θ [sin ∆θ + sin (2ϕa − 2ϕb + ∆θ) tanh ra tanh rb]
cosh ra cosh rb
, (B.26)
d4(a, b) =
4ie2i∆θ [sin (2ϕa + ∆θ) tanh ra − sin (2ϕb −∆θ) tanh rb]
cosh ra cosh rb
, (B.27)
5The precise meaning of
√
detM is a priori not obvious since detM is a complex number, and the branch
cut of the complex square root function leaves the sign of
√
detM ambiguous. However, from Eq. (B.21),
one can show that M is a symmetric normal matrix, i.e. MM† = M†M . This implies that the real part
and the imaginary part of M commute, so they can be simultaneously diagonalised by an orthogonal matrix.
The square root of detM thus stands for the product of the square roots of each eigenvalue of M . Since the
square root of each eigenvalue is well-defined because all eigenvalues have a positive real part (otherwise the
Gaussian integral could not be performed), this removes the ambiguity.
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where f(θ) = 1− cos 2θ + 2i sin 2θ.6 The matrix M˜ can be expressed as
M˜ =

1
2
i
2 0 0 0 0 0 0
i
2 D1 0 D2 0 D3 0 D4
0 0 12
i
2 0 0 0 0
0 D2
i
2 D1 0 D4 0 D3
0 0 0 0 12 − i2 0 0
0 D3 0 D4 − i2 D¯1 0 D¯2
0 0 0 0 0 0 12 − i2
0 D4 0 D3 0 D¯2 − i2 D¯1

, (B.30)
where
Di =
di(a, b)
fM (a, b)
for i = 1, 2, 3, 4 (B.31)
D¯i =
[
di(b, a)
fM (b, a)
]∗
=
d∗i (b, a)
fM (a, b)
for i = 1, 2. (B.32)
One can see that the bars denote the operation of taking the complex conjugate and flipping
“a” and “b”.
The calculation of JTM−1J can then be performed as follows. From Eq. (B.20), J can
be written as JT = [0, 0, 0, 0, (G ·X)T], with
G =

−1 0 0 0
i 0 0 0
0 −1 0 0
0 i 0 0
0 0 −1 0
0 0 −i 0
0 0 0 −1
0 0 0 −i

, X =

Q¯1
Q¯2
Q˜1
Q˜2
 . (B.33)
Then JTM−1J = XTGTM˜GX = XTMX, where M≡ GTM˜G. M can be calculated from
Eqs. (B.30) and (B.33), and one obtains
M =

3
2 − M˜22 −M˜24 M˜26 M˜28
−M˜42 32 − M˜44 M˜46 M˜48
M˜62 M˜64
3
2 − M˜66 −M˜68
M˜82 M˜84 −M˜86 32 − M˜88
 =

3
2 −D1 −D2 D3 D4
−D2 32 −D1 D4 D3
D3 D4
3
2 − D¯1 −D¯2
D4 D3 −D¯2 32 − D¯1
 .(B.34)
6In practice, the following relations satisfied by the function f turn out to be useful:
f(θ) = 2 sin θ (sin θ + 2i cos θ) =
1
2
(
e2iθ − 3e−2iθ
)
+ 1 = 2
[
1− f
(
θ
2
− pi
4
)]
sin θ, (B.28)
and
f(−θ) = f∗(θ), f(θ ± pi) = f(θ). (B.29)
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Combining the above results together, one obtains
〈
Q˜1, Q˜2
∣∣∣ Uˆ(ta)Uˆ †(tb) ∣∣∣ Q¯1, Q¯2〉 = exp
(
1
2X
TM˜X
)
pi cosh ra cosh rb
√
detM
, (B.35)
where
M˜ =

1
2 −D1 −D2 D3 D4
−D2 12 −D1 D4 D3
D3 D4
1
2 − D¯1 −D¯2
D4 D3 −D¯2 12 − D¯1
 . (B.36)
This is the result we use in the main text to derive Eq. (2.17).
C Gaussian integral over the quadrants
In this appendix, we consider the following integral
I ≡
∫ ∞
0
dx
∫ ∞
0
dy e−ax
2−2bxy−cy2 , (C.1)
where a, b, c ∈ C. Our goal is to derive a closed-form expression for I, and to carefully study
the conditions under which that expression is valid. The result is used to derive Eq. (3.2), a
formula for the temporal correlation function in the limit of infinite `.
First, let us introduce the integral
J (ξ, β) ≡
∫ ∞
0
dx e−ξx
2
erf (βx) , (C.2)
where ξ, β ∈ C, and where the error function is defined as erf(z) = 2√
pi
∫ z
0 e
−t2dt. Here, the
integration variable t follows a straight line between 0 and z in the complex plane. The
error function is an odd function, i.e. erf(−z) = −erf(z). By replacing the error function
by its definition, and upon changing the order of integration (the conditions for absolute
integrability, which ensure the validity of Fubini’s theorem, are discussed at the end of this
appendix), J can be expressed as
J (ξ, β) =
2√
pi
∫ ∞
0
dx e−ξx
2
∫ βx
0
dt e−t
2
=
2√
pi
∫ ∞
0
dx e−ξx
2
βx
∫ 1
0
du e−β
2x2u2
=
2β√
pi
∫ 1
0
du
∫ ∞
0
dxx e−(ξ+β
2u2)x2
=
2β√
pi
∫ 1
0
du
[
e−(ξ+β
2u2)x2
−2 (ξ + β2u2)
]∞
0
, (C.3)
where in the second line, we have performed the change of integration variable t = βxu. In
order for this integral to converge, one must assume <e(ξ) > 0 and <e(ξ + β2) > 0. Then,
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one can proceed as
J (ξ, β) =
β√
pi
∫ 1
0
du
ξ + β2u2
=
1√
pi
√
ξ
∫ β/√ξ
0
dv
1 + v2
, (C.4)
where we have performed the change of integration variable v = βu/
√
ξ. In this last ex-
pression, let us note that the result of the complex integral depends on the path followed in
the complex plane, since the integrand has poles at v = ±i. In the present case however, as
mentioned above, the path is a straight line, which leaves no ambiguity. This integral can
then be expressed in terms of the arctangent function,
J (ξ, β) =
1√
pi
√
ξ
arc tan
(
β√
ξ
)
. (C.5)
Here, the range of the real part of the arctangent is restricted to [−pi/2, pi/2] as usual.
Let us now introduce a second integral, Jc, defined similarly to J but where the error
function is replaced with the complementary error function
Jc (ξ, β) ≡
∫ ∞
0
dx e−ξx
2
erfc (βx) . (C.6)
The complementary error function is related to the error function by erfc(z) = 1−erf(z). By
making use of Eq. (C.5) and of the relation [see Eq. (4.24.17) of Ref. [40]]
arc tan(z) + arc tan
(
1
z
)
=
{
pi/2 for <e(z) > 0
−pi/2 for <e(z) < 0 ,
one has
Jc (ξ, β) =
∫ ∞
0
dx e−ξx
2
[1− erf (βx)] (C.7)
=
√
pi
2
√
ξ
− J (ξ, β) =
√
pi
2
√
ξ
− 1√
pi
√
ξ
arc tan
(
β√
ξ
)
(C.8)
=

1√
pi
√
ξ
arc tan
(√
ξ
β
)
for <e
(
β√
ξ
)
> 0
√
pi√
ξ
+
1√
pi
√
ξ
arc tan
(√
ξ
β
)
for <e
(
β√
ξ
)
< 0
. (C.9)
We now apply these results to the calculation of the integral I. By noticing that
−ax2 − 2bxy − cy2 = −c
(
y +
bx
c
)2
+
(
b2
c
− a
)
x2, (C.10)
one obtains
I =
∫ ∞
0
dx e
−
(
a− b2
c
)
x2
∫ ∞
0
dy e−c(y+
bx
c )
2
=
∫ ∞
0
dx e
−
(
a− b2
c
)
x2 1√
c
∫ √c(∞+bx/c)
bx/
√
c
dz e−z
2
, (C.11)
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where in the last expression, we have performed the change of integration variable z =√
c
(
y + bxc
)
. Assuming that <e(c) > 0, one can write the integral over z in terms of the
complementary error function,7
I =
√
pi
2
√
c
∫ ∞
0
dx e
−
(
a− b2
c
)
x2
erfc
(
b√
c
x
)
=
√
pi
2
√
c
Jc
(
a− b
2
c
,
b√
c
)
. (C.12)
According to the conditions given below Eq. (C.3), this expression is well defined if <e(a) > 0
and <e (a− b2/c) > 0. Making use of Eq. (C.8), one obtains
I =
1
2
√
c
√
a− b2c
pi
2
− arc tan
 b√
c
√
a− b2c
 . (C.13)
Note that
√
c
√
a− b2/c = √ac− b2 without ambiguity on the sign (in general, the branch cut
of the complex square root function leaves the sign of
√
z ambiguous) under the assumptions
<e (c) > 0,<e (a− b2/c) > 0.
In summary, we have showed that∫ ∞
0
dx
∫ ∞
0
dy e−ax
2−2bxy−cy2 =
1
2
√
ac− b2
[
pi
2
− arc tan
(
b√
ac− b2
)]
(C.14)
under the conditions
<e(a) > 0, <e(c) > 0, <e
(
a− b
2
c
)
> 0. (C.15)
Let us note that the integral over other quadrants can be derived following the same lines.
For instance, one has∫ 0
−∞
dx
∫ ∞
0
dy e−ax
2−2bxy−cy2 =
∫ ∞
0
dx
∫ ∞
0
dy e−ax
2+2bxy−cy2
=
1
2
√
ac− b2
[
pi
2
+ arc tan
(
b√
ac− b2
)]
(C.16)
under the same conditions (C.15). These expressions could be further simplified, as in
Eq. (C.9), but one would then have to consider two branches, and we do not display the
resulting formulas since they are not particularly insightful. The integrals over the two re-
maining quadrants can be readily derived from Eqs. (C.14) and (C.16) by exchanging the
integration variables x and y, i.e. by swapping a and b in the formulas. In summary, for the
integrals over the four quadrants to be well defined, the condition (C.15) must be satisfied
per se and also after exchanging a and c, which leads to
<e(a) > 0, <e(c) > 0, <e
(
a− b
2
c
)
> 0, <e
(
c− b
2
a
)
> 0. (C.17)
7Note that in the limit r →∞, one has [see Eq. (7.12.1) of Ref. [40]]
erf
(
reiθ
)
−→
r→∞
{
1 for − pi/4 < θ < pi/4
divergent otherwise
.
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Let us finally discuss the convergence conditions for the integrals studied in this appendix.
According to Fubini’s theorem, a double integral can be evaluated by means of an iterated
integral if the integrand is absolutely integrable. If one were to evaluate the Gaussian integral
over the full two-dimensional plane, the condition for absolute convergence would be
<e (a) > 0, <e (c) > 0, <e (a)<e (c)− [<e (b)]2 > 0. (C.18)
One should note that Eq. (C.17) is always true if Eq. (C.18) is satisfied, for the following
reason. The conditions on <e (a) and <e (c) being the same, one needs to focus on the third
and fourth conditions in Eqs. (C.17), and on the third condition in Eq. (C.18). By expanding
b and c into their real and imaginary parts, one has
<e
(
a− b
2
c
)
= <e (a)− <e
2(b)<e (c)−=m 2(b)<e (c)− 2<e (b)=m (b)=m (c)
<e 2(c) + =m 2(c) . (C.19)
Let us view this expression as a function of =m (b). Its derivative vanishes when =m (b) =
−<e (b)=m (c)/<e (c), and at that point, the second derivative reads 2<e (c)/[<e 2(c) +
=m 2(c)]. Under the condition <e (c) > 0, which is contained in both Eqs. (C.15) and (C.18),
the second derivative is thus positive, hence =m (b) = −<e (b)=m (c)/<e (c) is a global min-
imum. Evaluating Eq. (C.19) at that point, one thus obtains
<e
(
a− b
2
c
)
> <e (a)− <e
2(b)
<e (c) if <e (c) > 0 . (C.20)
Since <e (c) > 0 in Eq. (C.18), the third condition in Eq. (C.18) is equivalent to the require-
ment that the right-hand side of Eq. (C.20) is positive, and this implies the validity of the
third condition in Eq. (C.17). Since the third condition in Eq. (C.18) is symmetric in a and
b, this also implies the validity of the fourth condition in Eq. (C.17), which finishes to prove
that Eq. (C.18) implies Eq. (C.17).
The cases where Eq. (C.17) is valid while Eq. (C.18) is not are beyond the scope of
Fubini’s theorem and there, the correctness of the calculation performed in this appendix is
a priori nontrivial. However, when this happens, we have checked with a direct numerical
integration that our formulae are still valid. While Eq. (C.18) is a sufficient condition for
making use of Fubini’s theorem, it is not always necessary, and our results thus suggest that
Eq. (C.17) is a necessary, and possibly sufficient, condition. In every physical situation we
have looked at, we have checked that the conditions (C.17) are satisfied, which ensures that
finite results are obtained.
D Derivation of the small-` expansion formula
In this appendix, we consider the small-` limit of integrals of the form
I ≡
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ (n+1)`
n`
dx
∫ (m+1)`
m`
dy e−ax
2−2bxy−cy2 , (D.1)
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where a, b, c ∈ C. Let us first perform the change of integration variables x′ = (x−n`)/` and
y′ = (y − n`)/`, which allows us to rewrite I as
I = `2
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ 1
0
dx
∫ 1
0
dy e−a(x+n)
2`2−2b(x+n)(y+m)`2−c(y+m)2`2 (D.2)
= `2
∫ 1
0
dx
∫ 1
0
dy e−(ax
2+2bxy+cy2)`2
∞∑
n=−∞
(−1)ne−2(ax+by)n`2−an2`2
∞∑
m=−∞
(−1)me−2(bx+bn+cy)m`2−cm2`2 (D.3)
= `2
∫ 1
0
dx
∫ 1
0
dy e−(ax
2+2bxy+cy2)`2
∞∑
n=−∞
(−1)ne−2(ax+by)n`2−an2`2ϑ4
[
i(bx+ bn+ cy)`2, e−c`
2
]
. (D.4)
Here, in Eq. (D.3), we have exchanged the order by which we integrate over x and y and sum
over n and m, which is possible since all integrals and sums are absolutely convergent under
the conditions detailed in Appendix C, and in Eq. (D.4), we have recast the sum over m in
terms of an elliptic theta function.8 Using the Jacobi identity [see Eq. (20.7.33) of Ref. [40]]
ϑ4
(
z, eipiτ
)
= (−iτ)−1/2e− iz
2
piτ ϑ2
(
−z
τ
, e−
ipi
τ
)
, (D.7)
one can write
ϑ4
[
i(bx+ bn+ cy)`2, e−c`
2
]
=
√
pi
`
√
c
e(bx+bn+cy)
2 `2
c ϑ2
[
−pi(bx+ bn+ cy)
c
, e−
pi2
c`2
]
. (D.8)
This allows us to obtain an expression in which the first argument of the elliptic theta function
is independent of `, and the second argument tends to 0 when ` tends to 0. In Eq. (D.6),
when |q|  1 , the two dominants terms are the ones with n = 0 and n = −1, which gives
rise to
ϑ2(z, q) ' 2q1/4 cos z for |q|  1. (D.9)
8Hereafter we make use of the two elliptic theta functions
ϑ4(z, q) ≡
∞∑
n=−∞
(−1)nqn2e2inz , (D.5)
ϑ2(z, q) ≡ q1/4eiz
∞∑
n=−∞
qn(n+1)e2inz , (D.6)
where z, q ∈ C and |q| < 1.
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Combining these results, one obtains
I ' 2
√
pi`√
c
e−
pi2
4c`2
∫ 1
0
dx e
−
(
a− b2
c
)
x2`2
∞∑
n=−∞
(−1)ne−
(
a− b2
c
)
(n2+2xn)`2
∫ 1
0
dy cos
[
piy +
pib(x+ n)
c
]
(D.10)
=
−4`√
pi
√
c
e−
pi2
4c`2
∫ 1
0
dx e
−
(
a− b2
c
)
x2`2
∞∑
n=−∞
(−1)ne−
(
a− b2
c
)
(n2+2xn)`2
sin
[
pib(x+ n)
c
]
(D.11)
=
2i`√
pi
√
c
e−
pi2
4c`2
∫ 1
0
dx e
−
(
a− b2
c
)
x2`2
(J+ − J−) . (D.12)
Here, in Eq. (D.11), we have performed the integral over y, and in Eq. (D.12), we have
expanded the sin function in terms of exponentials, and introduced
J± ≡
∞∑
n=−∞
(−1)ne−
(
a− b2
c
)
(n2+2xn)`2±ipibx+n
c (D.13)
= e±ipibx/c ϑ4
[
i
(
a− b
2
c
)
x`2 ± pib
2c
, e
−
(
a− b2
c
)
`2
]
(D.14)
where Eq. (D.5) has been used to express the sum over n as an elliptic theta function.
If one further assumes that a − b2/c has a positive real part, one can make use of the
expansion formula9
ϑ4(z, e
−α) ' 2
√
pi√
α
e−
pi2+4z2
4α cosh
(piz
α
)
for <e (α) > 0, |α|  1, (D.16)
and rewrite J± as
J± ' 2
√
pi
`
√
a− b2c
exp
− pi2
(
1 + b
2
c2
)
4
(
a− b2c
)
`2
+
(
a− b
2
c
)
x2`2
C± , (D.17)
where
C± ≡ cosh
[
ipix± pi
2b
2(ac− b2)`2
]
. (D.18)
Combining the above results, one obtains
I ' 4i√
c
√
a− b2c
exp
[
− pi
2(a+ c)
4(ac− b2)`2
] ∫ 1
0
dx (C+ − C−) , (D.19)
9We make use of Eq. (2.7.33) of Ref. [40], namely
(−iτ)1/2 ϑ4(z, q) = ei τ
′z2
pi ϑ2
(
zτ ′, q′
)
, (D.15)
where q and τ are related through q = eipiτ , and a similar relation for q′ and τ ′, and where τ ′ = −1/τ .
Denoting q = e−α, one has q′ = e−pi
2/α. So when |α|  1, |q′|  1 if <e (α) > 0. In this limit, one can
expand the ϑ2 function according to Eq. (D.9), and this gives rise to Eq. (D.16).
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where the integral over x can be performed analytically and gives rise to∫ 1
0
dxC± = ±2i
pi
sinh
[
pi2b
2(ac− b2)`2
]
. (D.20)
Here again, as we mentioned below Eq. (C.13),
√
c
√
a− b2/c = √ac− b2 holds under the
assumptions <e (c) > 0,<e (a− b2/c) > 0, which we need for the integral to be convergent.
One finally has
I ' −16
pi
√
ac− b2 exp
[
− pi
2(a+ c)
4(ac− b2)`2
]
sinh
[
pi2b
2(ac− b2)`2
]
(D.21)
=
8
pi
√
ac− b2 (e
p+ − ep−) , (D.22)
where
p± ≡ −pi
2(a+ c± 2b)
4(ac− b2)`2 . (D.23)
These expressions are used to derive Eq. (3.3).
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