Degenerate bifurcation at simple eigenvalues and stability of bifurcating solutions  by Kielhöfer, Hansjörg
JOURNAL OF FUNCTIONAL ANALYSIS 38, 416-441 (1980) 
Degenerate Bifurcation at Simple Eigenvalues and 
Stability of Bifurcating Solutions 
Institut fiiy i2ngewandtr Mathematik und Statistik, Am Hubland, 
D-8700 Wiirzburg, West Germany 
C,‘ommu&ated by Peter Lax 
Received August 3, 1979; reveised January 25, 1980 
Let X and Y be Banach spaces, Y C X, and let V be a neighborhood of zero 
in Y. We consider the equation G(X, II) - A(X)?/ /- F(X, U) = 0, where G: 
[- dl , dJ x V ---f X, G(X, 0) ~=- 0, and A(A) is the FrCchet derivative of G 
with respect to u at (h, 0). Furthermore, we assume that G is analytic with 
respect to h and U. Bifurcation at a simple eigenvalue means that zero is a simple 
eigenvalue of A(0). Let p(h) be the simple eigenvalue of the perturbed operator 
A(h) for h near zero. Let djp(O)/dh’ : 0, j ~- O,..., m ~ I, dmp(0)/dh”r 
A, i 0, or p(A) = 0. Under the nondegeneracy condition nz =: 1 the existence 
of a unique curve of solutions intersecting the trivial solution (A, 0) at (0, 0) is 
well known. Furthermore the “Principle of Exchange of Stability” was estab- 
lished in this case. Q’e show that in the degenerate case (m ‘) 1) up to 17, 
bifurcating curves of solutions can exist and that at least one nontrivial curve 
exists if m is odd. Our approach supplies all curves of solutions near (0, 0) 
together with their direction of bifurcation and their linearized stability. The 
decisive fact is that A, is also the leading term of the bifurcation equation. A 
consequence is a “Generalized Principle of Exchange of Stability”, which means 
that adjacent solutions for the same A have opposite stability properties in a 
weakened sense. For practical use we give a criterion for asymptotic stability or 
instability which follows from the construction of the curves of solutions 
themselves. 
This paper extends the theory of bifurcation at a simple eigenvalue and the 
linearized stability of bifurcating solutions, which was developed in a quite 
general setting by Crandall and Rabinowitz [I, 21. We also regain a general 
stability result of Weinberger [lo], whose purely qualitative statement is accom- 
plished by a quantitative relation and by a constructive method of computing 
all bifurcating solutions and determining their stability. 
As was shown in [ 11, it suffices to consider the following normalized problem: 
Let X and Y be Banach spaces, Y a neighborhood of zero in Y, and let G: 
[-dr , dr] x V-, X be a mapping with G(/\, 0) = 0 for all [ h ! < lir . Thus 
the equation 
G(X, u) -: 0 (O-1) 
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obviously has the curve of solutions {(h, 0), 1 /1 -< d,}, which is commonly 
called the “trivial solution.” Furthermore, we assume that G has a linearization 
with respect to u (FrCchet derivative) at each point (X, 0). We denote this linear 
operator depending on h by A(A). 
By bifurcation at a “simple eigenvalue,” we shall mean that dim :V(>4(0)) -1 I, 
h' denoting the null space. (Without loss of generality the critical value of h can 
be normalized at X = 0.) I f  (0.1) is a purely linear problem (i.e., G(h, .) - 
A(X)) the solution set of (0.1) contains the intersecting curves T = ((A, 0), / X / :z 
n,} and ((0, x,&, x1 f  RS, where n’(A(0)) is spanned by v,, . The central question 
in bifurcation theory is whether the “nontrivial solution” ((0, or&} persists in a 
perturbed form for (0.1) when G(h, ,) e -4(X) + F(h, .), F(h, .) + 0. 
In [I] sufficient conditions were given that the solution set of (0.1) locally 
consists of the curve T of trivial solutions together with exactly one other curve 
intersecting T only at (X, Z) = (0, 0). Besides natural conditions on differentia- 
bility of G the assumptions in [1] are the following: 
(i) dim N(A(0)) =- codim R(A4(0)) = I, 
(ii) 
Here R denotes the range. 
Condition (i) means that A(0) IS a Fredholm operator of index zero. If  Y C ,Y 
and &I(O)/& = I, the identity on X (restricted to Y), then condition (ii) implies 
that zero is a simple eigenvalue of ,4(O). 
In general, however, the meaning of condition (ii) is not so clear. In [I] it is a 
technical condition which was just needed to apply the implicit function theorem 
to a modified equation where the trivial solution was eliminated. 
In this paper we shall give up the “nondegeneracy condition (ii).” 
For this purpose we impose more restrictive conditions on A and the remainder 
F. In order to speak of an eigenvalue zero of A(0) in the genuine sense we assume 
that Y C X. Thus we consider A(X) to be a family of closed linear operators from 
X into .X’ with constant domain of definition 0(,4) = I’ for all 1 h 1 < d, As for 
differentiability, however, our assumptions are much more restrictive: we assume 
analyticity of G with respect to h and u. 
Let zero be an isolated simple eigenvalue of A(0) and let p(X) be the simple 
(real) eigenvalue of the perturbed operator A(h) for X near 0: 
44 549 = P.(4 d4, 0 + cp(h) E Y = D(A), 
p(O) = 0, do) = 9% . 
(0.4 
Then the nondegeneracy condition (ii) of [I] means exactly that 
$0) i 0. 
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A geometric interpretation of (0.3) is that the real eigcnvalue curve p(h) crosses 
the imaginary axis at the critical eigenvalue ~(0) =: 0 transversally with “non- 
vanishing velocity.” In that sense condition (ii) corresponds to the well-known 
nondegeneracy condition for the classical Hopf bifurcation. 
In particular, condition (0.3) im ) ies that the trivial solution 10~s or gains 11 
stability at X :- 0 when the rest of the spectrum stays in the left “stable” half- 
plane. This is a consequence of the “Principle of Linearized Stability,” which 
we shall not discuss here (see [7, 81). For physical reasons one expects an 
“exchange of stability” at h 0 between the trivial and the nontrivial bifurcating 
solution. A first general and rigorous proof of that exchange of stabilit:: was 
given in [2] under the nondegencracy condition (0.3). 
In [IO] that condition was dropped. In striking contrast to [2], however, when 
(0.3) is given up there may be no or many branches of solutions emanating at 
(A, U) = (0, 0). Therefore no existence was proved in [IO] but a general principle 
was established, namely, that adjacent solutions for the same h have opposite 
stability properties (in a weakened sense). 
The main goal of this paper is to combine existence and stability results under 
the following degeneracy assumptions: 
$ p(0) =z 0, j =-= o,..., 771 -- I, 
%I p(0) = A,,, r 0, 
(0.4) 
or 
$0) = 0 for all j (i.e., p(h) mu 0). (0.5) 
We prove: 
(1) If  m is odd, (h, U) ~~ (0, 0) is a bifurcation point for (0.1). To be more 
precise, at least one nontrivial curve of solutions of (0. I ) intersects the tt ivial 
solution at (A, U) m- (0, 0). 
(2) If  m is even or if p(/\) 0, bifurcation may or may not occur. It depends 
on the nonlinearity F. 
(3) For general m, at most m bifurcating curves of solutions can exist. 
(4) All curves of solutions shown to exist can be constructed with the 
method of Newton’s diagram applied to the one-dimensional bifurcation 
equation. 
(5) The linearized stability of the bifurcating curves can bc determined 
from the bifurcation equation that gives the curves themselves. In case of a simple 
nonzero root of a defining polynomial in Kelvton’s diagram the stability property- 
of the curve of solutions is dctermincd by the root that gives the curve itself. 
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(6) There is a generalized Principle of Exchange of Stability between all 
bifurcating curves of solutions. 
(7) There is a quantitative relation between the bifurcation equation and 
the perturbation series of p(h). 
‘I’he last point can be considered the main result of this paper: The number 7~ 
and the cocfficicnt A,,, do not have to be known a priori. They are given by the 
bifurcation equation. On the other hand, if A,,, is known, then it can directly 
be put into the bifurcation equation (see Theorem 4.2). Having established 
the doub!e meaning of the coefficient A,,, points (l)-(5) are easy consequences of 
simple but striking properties of Newton’s diagram. 
These results show that the unique nontrivial branch found in [I] under 
assumption (ii) or (0.3) is a special case of a more genera1 situation. Although the 
linearized equation has only two transversal curves of solutions intersecting each 
other at (A, U) =m-. (0, 0), the nonlinear problem may have more than one non- 
trivial cur\-e of solutions, which, however, do not intersect the trivia1 solution 
necessarily transversally at (A, U) = (0, 0). Th’ is is a genuinely nonlinear effect. 
I f  V/ in assumption (0.4) is odd, the eigenvalue curve p(h) changes sign at 
h 0. This genera1 property which entails bifurcation might bc verified without 
investigation of the exact values of m and A,,, If, however, more information 
on the number of bifurcating solutions and their direction of bifurcation is 
needed, the perturbation of the eigenvalue must be studied more carefully. 
In view of point (4) it is not too difficult to impose further conditions under 
which bifurcation occurs also for even m, i.e., if the eigenvalues CL(~) all have the 
same sign for h near zero (for a special case see Theorem 5.5). It is quite natural 
that these conditions involve the nonlinearity F. 
The possibility of analyzing the bifurcation equation with the aid of Newton’s 
diagram is well known (see [9]). The interpretation of the results, however, is 
not satisfactory since too much emphasis is placed on parameterizing the curves 
of solutions by h (see (:orollaries 24.5 and 24.6 in [9]). Furthermorc, the close 
quantitative relation between bifurcation and the perturbation of the eigenvalue 
zero seems to be laid bare for the first time. From this point of view its “trans- 
versalitv” even in a degnerate fashion (m . a I, odd) seems to be a universal 
sufficient condition for bifurcation. 
This qualitative result, even under more genera1 hypothcscs, was given by 
‘IVcinbergcr ([IO, Corollary 31). His proof, however, is by no means constructive. 
‘l’he plausible physical interpretation of this fact is given by the Principle of 
Rschange of Stability, which requires the existence of some bifurcating solution 
if the trivia1 solution loses or gains stability. 
If, however, its stability changes when two complex conjugate eigcnealues cross 
the imaginary axis, nontrivial periodic solutions rather than equilibrium solu- 
tions have to bifurcate (see [IO]). F or a quantiative relation between that possibly 
dcgencrate crossing and bifurcation we refer to [6] where \vc proved quite 
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analogous results for Hopf bifurcation of periodic solutions of a nonlinear 
evolution equation in Hilbert space. 
Although not mentioned explicitly in [6], the same stability results hold also 
for bifurcating periodic solutions. In particular, Theorems 6.1, 6.2, and 6.4 and 
Corollary 6.3 hold if p(y) is replaced by the characteristic exponent in the 
“spectrum of stability” near zero. (For more details and for a proof wc refer to 
the Appendix.) 
Thus all points (l)-(7) listed above hold also for Hopf bifurcation if in (0.2) 
~(0) = _iip,, , I*,, Y 0, and if in assumption (0.4) p(h) is replaced by Re ,u(h). 
Remark. The referee has pointed out that our condition (0.4) is related to 
the generalized multiplicity defined by Magnus [I 11. In fact, by Theorems 2.6 
and 2.7 in [I I] the number rrz in (0.4) coincides with &Iagnus definition of 
/L[A(A); 01. If1 - G(X, .) 1s everywhere defined and completely continuous in zTi, 
and assuming odd generalized multiplicity, a global version of our Theorem 5.2 
is proved in [I 11. 
1. HYPOTHESES 
i%ow we are ready to render our assumptions more precise. 
Let X be a complex Banach space with norm // !j and let A(h), h E @, he an 
analytic family of closed linear operators in X in the following sense: 
The domain of definition D(A(X)) is independent of h for 
x <<d 1, A(X)u is holomorphic for ~ X 1 < 4, and for all 
u t D(A) = D(A(0)). (1.1) 
Therefore A(A)u has a Taylor expansion at X -= 0 
A(+ := Au + /iB,u -t h2B2u + .‘., 21 E W), (1.2) 
which converges for i X :: dr independent of U. In the terminology of Kate 
such a family is called “holomorphic family of type (i2)” (see [5, p. 3751). Actually, 
.4 and Bj are linear operators in X with domain containing D(A) and relatively 
bounded by :2. Thus A and all Bj arc continuous from D(A) into -Y, where 
D(A) is given the graph norm 1~ u /, + /I Au ~1. Since A = A(0) is closed, Z)(A) is a 
Banach space. For other properties of A(X) and for suitable criteria for a family 
to be of type (,4) we refer to [5]. 
The nonlinear remainder F(h, U) is assumed to be analytic with respect to 
X and u: 
F(h, u) = E’,(u) + hF,(u) $ ” 
(1.3) 
F,(u) 2 Fjk(4, Fidu) Fy(u,..., 24). 
is2 
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The operators Fjk are homogeneous polynomials of order k with symmetric 
polar forms Fj” (see [4, Chap. 261). We assume: 
All E*;/: are continuous from D(A) into X and the series f  hjFjJu) 
k-2 
(1.4) 
converges in X for any i h 1 < d, , 11 u 11 + j/ Au /I < d2. 
By Cauchy’s inequalities this implies for all j 3 0, k > 2: 
for all u E D(A). 
Finally, we assume that 
Zero is a simple isolated eigenvalue in the spectrum of the closed 
operator A = A(0). (1.6) 
This implies that 
x = lV(A) @ R(A), 
R(A) is an invariant closed subspace of X with respect to A, (1.7) 
and it implies the existence of some p,, E N(A), &, E X’ such that 
N(A) : span[v,,], R(A) = {u E x, (u, l&J;> = O}, (1.8) 
where \ , ,) denotes the duality between X and its dual space X’. In view of the 
simplicity of the eigenvalue zero we can normalize: 
(%,P;) = 1. (1.9) 
(The vector $, spans the kernel of the dual operator A’. But since D(A) is not 
necessarily dense in X, the dual operator does not always exist as an operator 
from X’ to X’. It certainly exists from X’ into the larger space D(A)‘, where 
D(A) is given the graph norm. In this sense &, is the cigenvector of the dual 
operator corresponding to the eigenvalue zero.) 
Introducing the projectors 
pu = (4 6) PO > Q = I - P (I =m identity), (1.10) 
we see that R(A) -= R(Q) = QX, and the inverse operator 
A-l: ,0X--f QX n D(A) (1.11) 
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is everywhere defined and continuous, where QX n D(A) is endowed with the 
graph norm, again. (A reference for all statements (1.7)-( 1 .l 1) is [5, Chap. III].) 
By the assumed isolation of the eigenvalue zero of A m:- A(0) there exists a 
convergent perturbation series of the simple eigenvalue of A(/\) near zero: 
(see [5, p. 3791). It is easy to see that 
Since 
;A(O) = B,, 
(1.13) 
(1.14) 
the equivalence of the nondegeneracy condition (ii) and the transversality 
condition (0.3) is obvious. 
Remark. Since the given operators are real, depending on a real parameter A 
and acting in a real Banach space X, we complexify the space X and the operators 
A(/\), F(X, .) in the natural way. As such they have to fulfill the hypotheses given 
in this section. In the following, A(h) and F(h, .) are restricted to the real space 
X and h is a real parameter, again. In particular, the perturbation series p(h) 
(see (1.12)) will be real analytic. 
II. A PERTURBATION THEOREM 
Since the results in the literature are not suitable to our purpose we give 
THEOREM 2.1. Let A(h) r= A + B(h) and p(A) be its simple eigenvalue near 
zero. Then the coefficients of the series (1.12) are recursively given b-y 
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for 1 > 2. The elements B,,rp, , n, m > 0, are defined by 
B oovo = --A-'Q&o , Bongo = AplBon,--l~o 1 
B no90 = e-A-1 1 QBjB,-l,oFo (B-l.o~o z TOI, 
ji 7c=n-; 1 
i>l,k>O 
for n, m 3 I. 
Proof. Let the eigenvector expansion be 
where we choose the normalization 4(A) E R(A) or (#(/I), c&> = 0. Relations 
(1.12) and (1.9) yield 
(2.1) 
Now, using this recursion formula for pl and the defining formulas for B,, , 
we can prove by induction 
for I > 2. We omit the lengthy but elementary proof. Application of Theorem 2. I 
yields, for instance, 
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These expressions show that the perturbation series for the eigenvalues p(h) in 
terms of the operators A, B, and CJJ,, , p’h is rather complicated. For matrices, for 
instance, evaluation of the characteristic equation det(A(h) - p(h)l) = 0 might 
be simpler, especially for low dimensions. For differential equations there might 
exist a simpler method for computing p(h) too (see our example in Section VII). 
Whatever might be the simplest way of finding the coefficients ,LL~ , they fulfill 
the recursion formulas of Theorem 2.1. We remark that these are considerably 
simplified if B,P = PB, for all j. For then we have 
P[ = (BPP, , v;J, 1 =: 1) 2,... . 
Finally, we mention that by (2.2) the perturbation series of the eigenvector 
v(X) is given, too. 
III. THE METHOD OF LYAPUNOV-SCHMIDT 
We consider the equation 
G(X, u) y- A(A)u + F(h, u) := 0, 
Introducing 
?I E D(A) c x. 
u = Pu + Qu = z’ or w, z’ E N(A), w E R(A) := Qx; 
problem (3.1) is equivalent to the system 
PB(X)(u + w) j- PF(h, z’ .- w) == 0, 
Aw + QB(X)(a f  w) + QF(h, 7: + ‘10) = 0. 
First we consider Eq. (3.3b), which we write as 
S(h, ZI, w) GS Aw +- QB(X)(v -I- w) -j- QF(h, u + w) =c 0, 
where 
3: [-4, dJ x iv(A) x (QX n D(A)) + QX. 
(3.1) 
(3.2) 
(3.3a) 
(3.3b) 
(3.4) 
(3.5) 
The FrCchet derivative of 3 with respect to w at (h, z, ZC) = (0, 0, 0) is given 
by- A, which is an isomorphism from QS n D(A) onto QX (see (1.11)). There- 
fore the implicit function theorem yields a unique solution w = w(h, v) in some 
neighborhood of zero in QX n D(A) with z~(h, 0) = 0 provided / X CE, 8, .i 
4, Ii v II < 8, < 4, where Sj are sufficiently small. Forthermore zu is analytic, 
be., 
w : 2 hjG,,.(z;), (3.6) 
,- 0 
i, -I 
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where Gj,: N(A) + Q,X n D(A) are homogeneous polynomials of order k in 21. 
The convergence is in the graph norm. By comparing like powers we get 
recursively 
Go, = 0, G,,v = --A-lQB,q 
(3.7) 
Gnlv --- -&lQB,a - 1 klQBjGG,z, n 3 2. 
]+6=71 
i,k>l 
In order to give the formula for the nonlinear terms we identify Bj = Fj, = 
F!l’ , , j > 1. We find for j > 0, lz > 2 
G,,,(v) = -kl~Fj,(~) 
_ t i ‘cl(“) C A-l/&d(...), 
i=l)v=l p=O P kl+...+Ly-p=k-D 
(i,v)z(O.l) ,l+~~+j"-D=3-2 
(3.8) 
@(. .) = F!“)(v 2 ,.**, V, Gjl,cl(v),..., Gjv_o~Y-,(V),. 
II 
IV. THE BIFURCATION EQUATION 
The solution w = w(h, v) of (3.3b), when put into Eq. (3.3a), yields the 
following relation: 
PB(X)v + f hj+“PB,G nlv + 2 h’+“PBjGnr(v) 
j=l ,=l 
TL=l b-2 
n=0 
For all h this bifurcation equation has the trivial solution v  = 0. Now we intro- 
duce real coordinates 
v = %Vo, XlE R, (4.2) 
and relative to the basis vector v. in N(A) Eq. (4.1) is written as 
2 Who 3 d,> x1 + 5 1 WBjGso, q4) xl + f XjHjkxl” = 0, (4.3) 
j=l n=‘2 j+b=n ,=” 
j,k>l k=2 
j80/38/3-8 
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where (identifying R, ==~ F,, =: Fj”‘) 
Hj,. /F!%,l 1.‘., To), 6) 
For the Gj,L, see (3.7) and (3.8). F ormula (4.4) yields, for instance, 
and so on. 
Now we are ready to give an important relation between the coefficients of the 
bifurcation equation (4.3) and the coefficients appearing in the recursion formu- 
las for pL1: 
LEMMA 4.1. Let B,,,p,, be defined as in Theorem 2.1 and let Gnlzl be the linear 
terms in the expansion (3.6). Then 
G nlvo = Bn-,,o~~,o (4.6) 
f  orn -‘; 1. 
For the proof compare simply the recursion formulas for B,“p,, and for 
Gnln, (see (3.7)). 
Introducing the abbreviations 
we get after dividing by x1 (which eliminates one trivial solution x1 :-m 0) 
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where 
(4.9) 
Now we compare coefficients Aj to the coefficients p, of the perturbation 
series p(X). In view of (4.7) we can write 
We summarize the result: 
THEOREM 4.2. Let p()o = Cj”=l pjXi be the perturbation series of the eigenvalue 
of A(/\) -= ,4 + B(A) and let A, be the coeficients in the bifurcation equation (4.8). 
Jf CL, --- ... P~,,-.~ := 0, then pj := A, for j = I,..., m L- 1. Conoersely, if 
-J1 .. _= A,,_1 = 0, then A, = p, for j = I,..., m 1 1. If  all p, 0, then all 
A, = 0 and vice versa. In other words: The jifirst two nonvanishing coeflcients A,,, , 
:I Wil in the bifurcation equation (4.8) are precisely the two $rst nonvanishing 
co@cients of p(h): 
p(h) =: iz,,p 4 A&“+ 1 - (4. I 1) 
.%s was pointed out in the Introduction, this offers a way of computing the 
leading coefficients in the bifurcation equation directly. 
1:. DISCUSSION OF THE BIFURCATION EQUATION 
We write (4.8), for convenience, as 
@(A, x,) = f  Cj,Xjxl~ = 0, ci,, =:- .4; , coo = 0. (5.1) 
,.I=0 
Clearly @(O, 0) = 0, and we are looking for curves of solutions (A, .vi) passing 
through (0, 0). Each such curve with X, #- 0 yields, via u = v  1 zc ~yIPo * 
z~(h, xlqo), a branch of nontrivial solutions of (3. I) or (0.1). 
We apply to (5.1) the method of Newton’s diagram. To this purpose we mark 
the powers j of X on the ordinate and the corresponding powers I of m, on the 
abscissa. We start with 1 = 0. If  all A,; := 0, i.e., if p(A) 0, and if the first 
nonvanishing coefficients exist only for 1 = lo > 0, then we can divide by s!n, 
and for the new equation we find a smallest pointj, on the ordinate. 
428 HANSJdRG KIELHijFER 
I f  j, = 0, then (5. I) has no nontrivial curve of solutions passing through 
(0, 0). That means that no bifurcation occurs. 
We summarize: 
THEOREM 5. I. Let p(A) =- 0 and let 
HOC” - 0 for some I,) > 2, 
(5.4 
Hj, L 0 for I</,,, j -2 0, 
where the coe#icients Hj, aye given by (4.4). Then (A, u) = (0, 0) is no bifurcation 
point of(3.1). 
In the following let us assume that the first point (I, , &) is of the form (0, m) 
with m 3 I and with corresponding coefficient CVnO =: il,,, J 0. (If p(h) 0, 
note, however, that for the new equation, obtained by dividing by x3, the meaning 
of m and A,, differs from that which we discussed in the last section. Furthermore, 
it may happen that all Cj, = 0. In this case we clearly have a continuum of small 
solutions x1 for all small / h 1.) 
Assuming that (1, , j,) = (0, m), m > 1, only coefficients C,, with 0 <i -< 
m - I,1 3 1 are of interest in this sequel. I f  all such C,, = 0, then we can divide 
by h”, and we see that the only nontrivial curve of solutions passing through 
(0, 0) is (X, xi) :m= (0, xi). In this case we have only vertical bifurcation. Otherwise 
we find points (I, , j,) ,..., (IS , is) with the properties 
m = jn > j, > .. > js , 0 z l,, -< II ( " < 1 s 1 
Cj, = 0 if (I, j) is below the straight lines passing through two 
consecutive points (IV , iv), v  = 0 ,..., s. (5.3) 
If  we do not reach the abscissa (Cj, = 0 for all 0 < j <j,< , 1 >;; I), we have 
again the curve of solutions (h, xi) = (0, x,), i.e., vertical bifurcation. To get 
other solutions we divide by hjs, and for the new equation the polygonal line 
reaches the abscissa at the point (Z,s , 0). Thus we can assume that we have in 
addition to (5.3) 
m L-J; > .‘. >I.,? =o. (5.4) 
The polygonal line joining (0, m), (1r , jr),..., (lS , 0) is called Newton’s polygon. 
In the following we confine ourselves to x1 > 0. For x1 < 0 set -x1 = Zr > 0 
and repeat the procedure for the new equation 6(h, a,) = 0, 3, > 0. Further- 
more we denote C, 1 = C, , v  :-: O,..., s. Then (5.1) is transformed into YY 
where R contains all remaining terms. 
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Let 0 > -l/r E Q be one of the slopes of Newton’s polygon. Then for all, 
sap, p L- 1 points (L , in),..., (G,, , in+“) on the line with slope -l/r we have 
and the Ansatz 
A =: x14 (5.6) 
yields for x the equation 
x*” i Cn+pfk + i ,x;” 
1 
c (5.7) 
I,4 v=l ,iY+E=0t7y 
CJj + x;“+‘q(X, x*)/ = 0. 
Hcrc 0 < pi < ... < 7t C. ~~+i E Q with common denominator y2 if y  ~= y1/y2 , 
yr , yz E N. The meaning of t is explained below. 
Let x, .-# 0 be a real zero of the polynomial 
and let 9 denote its multiplicity. 
I f  4 = 1, Banach’s fixed point theorem yields a local solution x = X(X,), 
x1 3 0, with x(O) == x,, of Eq. (5.7). 
I f  9 > 1, the argument has to be refined. We suggest a simpler one than that 
given in [9], which does not seem to be adequate in the real case. 
Let t > 1 in (5.7) be the smallest integer such that 
r,yx(J f  0, 
where (5.9) 
P,“(X) := 1 j:,+l=o, 7” Gk v  = I,..., 4 e(x) = J?,(J). 
I f  no such t exists then Eq. (5.7) has the constant solution x := &, and it can be 
divided by (x - &,)qr such that (5.9) is satisfied for some smallest t 2 0. If  
t := 0 and qT = 9, it has no other solution than x = x, for small .vi . 
Otherwise we decompose for v  == O,..., t 
P,“(X) = (X - i;“)VJX), &q,) # 0, 
where Q = q,, > 1, qt = 0. Then Eq. (5.7) is transformed into 
(5.10) 
c P.JX,)(X - i;,pyp, + R,(X ~ j;” ) y) T  0, (5.11) 
“P(O....,f) 
where y  == xi”‘%, p, = 0,O <p, =-- ~“?/a E N, v  = l,..., f .  Furthermore we assume 
that the summation is only over those points (0, q), (p,,, , QJ,..., (p, , 0), which 
form a convex polygon in the sense of (5.3). All other terms are contained in the 
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remainder R, , which is analytic with respect to x - A, and y  > 0. Thus (5.11) is 
the complete analogon to Eq. (5.5). 
It will be important that we can assume that 
(I”l < y  -- I. (5.12) 
If  qv, = q - 1, we substitute 
(5.13) 
and for the new equation we find p.Jl(&,) L-L 0. 
For any slope of Newton’s polygon for Eq. (5.11) an Ansatz like (5.6) (where 
h is replaced by x - A,, and X, is replaced by JJ) yields a defining polynomial like 
(5.8) with the following properties: 
(i) The order is less than or equal to q. 
(ii) The multiplicity of any nonzero root is less than q. 
The last property is a consequence of (5.12). I f  we find a simple real nontrivial 
zero of a defining polynomial, we can solve (5.1 I) by Banach’s fixed point 
theorem. Otherwise we continue the procedure described above. Thus we 
may conclude the two alternatives: 
(1) After at most q steps we find a defining polynomial with a simple real 
nonzero root. 
(2) The reduction procedure stops when all defining polynomials have no 
real nonzero roots. 
In the second case there does not exist a real solution of the form h = 
oryx with x(O) = A,, of Eq. (5.5) (See [3]; in order to adopt the argument 
given in [3] an Ansatz like (5.6) for any slope of Newton’s polygon has to be 
justified. That means that X/X,Y --f x0 E R if x1 ---f 0, which can be proved like in 
[3] using Weierstrass’ preparation theorem.) 
In the first case the real solution of (5.5) is given in the form of a locally conver- 
gent Puiseux series in terms of rational powers of sr with a common denomina- 
tor p: 
h == x,4, 
(5.14) 
x :_ A,, + JIXfl”, + ~,p f  . ..) 0 < u1 < a2 < ... E N. 
This is simply a consequence of the construction via Banach’s fixed point 
theorem. 
For any root X,, of (5.8) of odd multiplicity q the procedure described above 
actually yields at least one solution of (5.5) of the form (5.14). Indeed, if in some 
step we have no constant solution, at least one of the defining polynomials has 
again a nontrivial zero of odd multiplicity. Thus the procedure cannot stop 
without yielding a solution. 
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Finally, if the number m in (5.4) is odd, at least one of the polynomials (5.8) 
actually has a nontrivial root A, of odd multiplicity. 
Thus we can summarize: If  m in (5.3) is odd, we have the alternative that 
Newton’s polygon does not reach the abscissa, which implies vertical bifurcation, 
or that we have the situation described above. The same holds for @h, G1) = 0, 
-x1 I, > 0. 
THEOREM 5.2. If  m in (0.4) is odd at least one nontrivial curve of solutions of 
(3.1) intersects the tkial solution at (A, u) -= (0, 0). 
As was mentioned above, for any continuous curve of solutions of (5.5) emanating 
at (0, 0) the Ansatz (5.6) is justified where - 1 /r is one of the slopes of Newton’s 
polygon. Furthermore, if the defining polynomial (5.8) has no nonzero real 
root x,, , Eq. (5.7) h as only a solution of the form 1 xy-“x, where - 1 /r < 
-117 is the next slope and x(O) 1 x,, is a zero of the corresponding defining 
polynomial P&X) (see [3]). 
Thus we may state: 
THEOREM 5.3. If m in (0.4) is arbitrary, at most m cuyz’es of nontrivial solutions 
of (3.1) emanating at (A, u) = (0, 0) can exist. They are all of the form (A, IA) == 
(A, ,qy~,, ~~7 w(X, xIyO)), where h is a Pzkseux series (5.14) parameterized by x1 
(We include here possible aertical bifurcation, i.e., h Y- 0.) 
It is useful to analyze (5.14) more carefully. The formula 
x ~~ X,4” 1~ o(.qq (5.15) 
gives the bifurcation direction of the nontrivial branch (X, U) of (3.1). Indeed, 
u :~ x,F,, {- w(X, xlpo) and 
Thus the scaling parameter y  obtained via Newton’s polygon and the zeros 
A,, f  0 of the corresponding polynomial P,(x) describe the bifurcation behavior 
in the lowest term. Since y  is not necessarily greater than one, the curves of 
solutions (h, U) and (h, 0) do not intersect necessarily transversally. 
For practical use it is of interest when Newton’s polygon and its coefficients 
C:, are given directly by Eq. (3.1). W e g ive the result which follows immediately 
from (4.4): 
LEMMA 5.4. Let A, = ‘.. = A,_., = 0, & ,L 0, and let 
(5.17) 
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where m > j, > ‘. . > js and 0 < II < .. < I, , and where the summation of the 
second sum is only over points (k, j) lying above the polygonal line joining (0, m),..., 
(Is , j,F) or on the line j = jB . If H, = (Fjy” (p. ,..., &, &) ++ 0 for all points 
(1” , j,) forming the lower convex hull of the points (0, m),..., (Is , jJ, then Newton’s 
polygon (5.3) is given by that convex hull and the corresponding coeficient C, are 
precisely the numbers C,, =- d,,, , C’,, Ii, , v  E (I,... , s). 
We emphasize two special cases: 
Case I. m = 1 
In this case we have vertical bifurcation or, if some first C,,l f  0, we solve 
P,(X) = a,x 4: c(& -.-- 0, y  = 1, > I, 
where the lower sign has to be taken when l1 is odd and x, is less than zero. We 
get 
A y  - I x1 I21 (H”l,.,1:‘L41) + o(l Xl lZ’) if 1, is even, 
(5.18) 
h 7 -X2 (Hozl.,l~,41) $- O(l X1 1”) if lI is odd; 
here we identified C,,, = H,,,l ,~l , where H,,l,+l is given by (4.4). These formulas 
show that bifurcationloccurs subcritically or supercritically if l1 is even, subcri- 
tically and supercritically if lI is odd. 
Case 2. m > 1, (Ii , jr) = (I , 0) 
In this case the polynomials to be solved are 
P,(X) 7 /!,A” $ c,,, --_ 0, y  =-- l/m, Xl 2 0, 
L. 
for which we have to distinguish two subcases: 
Subcase 1. m is odd. We get without further restriction 
x -: -.~:i’rr(II,Fi(t?:~4,n)1’nl + of! x1 y”). 
Subcase 2. m is even. If  sign A,, =z -sign Ii,, , then 
h = I_$“( -H,,2:A1,,)1’7’L 4 ~(x;‘~‘) for xi ;< 0, 
if sign A, = sign H,,, , then 
X := ~(-~~)ll~~(H~~/A~~~)l/~l f  o(l x1 I’:“) for xi < 0. 
We summarize : 
(5.19) 
(5.20a) 
(520b) 
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THEOREM 5.5. If  Hoa :i; 0 (see (4.5)) and A,,, f  0 for some m > I, then there 
exists a unique nontrkial curve of solutions of (3.1) bf z wcating subcritically and 
supemitically. 
VI. STABILITY OF BIFURCATING SOLUTIONS 
Let (A, U) be any fixed solution of the equation G(X, u) =: 0. We call u stable 
or unstable if it is stable or unstable considered as equilibrium solution of the 
nonlinear evolution equation 
du 
- = G(X, u) 
dt 
(A being fixed) (6.1) 
in the Banach space X. 
We assume the validity of the Principle of Linearized Stability, which means 
that the asymptotic stability or instability of the linearized equation implies that 
of the original nonlinear equation. This principle is true when X is finite dimen- 
sional (Lyapunov’s theorem). For infinite-dimensional spaces it has been proved 
for some special, though important, classes of problems (see [7, 81). 
We shall not pursue the stability question of (6.1) and we provide only a first 
step in studving the sign of the simple real eigenvalue of the linearization 
G&i, u) = 24(A) + F&4 u) (6.2) 
near zero. Here the subscript u denotes the FrCchet derivative with respect to u 
at (A, u). (Consider F as mapping from D(A) into X, where D(A) is given the 
graph norm.) 
To be more precise, let (A, U) be any curve of solutions of G(h, u) = 0 emanat- 
ing at (A, U) = (0, 0). By Theorem 5.3 it can locally be parameterized by a real 
parameter y  and A as well as u depend analytically on y. (If u + 0, choose 
v  :=- ~~~“~2 where y  = y1/y2 . Observe, however, that by construction the expan- 
sion (5.14) yields a solution only for x1 > 0, i.e., y  > 0. But when introducing 
the formal parameter y  the series h(y) and U( y) converge also for negative y  and 
represent some solution of (3.1).) Thus the analytic perturbation problem 
(-W(Y)) + F,(G), U(Y))) 8~) ...- P(T) KY)> 
0 f  qqy) c D(A), P(O) = 0, W) =: PO 
(6.3) 
possesses a local solution 
p(y) -=F1y f&y’+ “‘) i? <6,,, (6.4) 
where 6, is sufficiently small. 
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If (h, U) == (/1, 0) (the trivial solution), we choose y  -~z h, and for p(X) we may 
state by Theorem 4.2 
sign p(A) -- sign @(X, 0). (6.5) 
Observe that the case p.(h) m7 0 is included if we define sign 0 = 0. Remembering 
that the original bifurcation equation was given b) 
we rewrite (6.5) as 
sign p(h) = sign Y,,(h, 0). (6.7) 
By the results of Sections III and I\+ there is a one-to-one corrcspondance 
between the local solutions (A, U) of G(h, U) == 0 and the solutions (h, x,) of the 
bifurcation equation Y(h, x1) = 0. It is just given by xr = (Pu, C&I. 
Applying Theorem 4.2 to any branch (h(y), U(Y)) passing through (0, 0) WC 
get our principal theorem: 
THEOREM 6.1. Let (h(y), u(y)), y  3 0, he any curve v f  solutions qf (3. I ) 
emanatkg at (A, u) z-z (0, 0). Let p(-v) be the simpZe eigenvalue of G,,(h(?*), u(y)) 
near .zeYo (see (6.3)). Then 
This result, even under more general hypotheses, was given by Weinberger [IO]. 
Due to our constructive method, however, we shall give more detailed information 
on p(y) and its sign. 
An immediate consequence of Theorem 6. I is: 
THEOREM 6.2. For a vertically bifurcating branch (0, u(y)) the wwesponding 
eigenvalue perturbation is constantly zero: 
p(y) -- 0. (6.9) 
That means, unfortunately, that the principle of linearized stability is not appli- 
cable to a vertical branch. 
The following corollary describes what we call the Generalized Principle of 
Exchange of Stability (see also [IO]): 
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COROLLARY 6.3. Let (A, , ul), (A,, up) be two d$erent curves of solutions 
of G(X, u) - 0 and suppose that 
sign A1 ~= sign Ae + 0. 
Let h = X,(J,,) I:= h2(Y2) for somejixedy, , y2 > 0 and assume that the line segment 
contains no solution of the bifurcation equation Y(h, x,) = 0 (u, =: ui( yi), i = 1, 2). 
Then 
/w:! ,< 0, (6.10) 
where jZj refers to the cur-ze (hi, ui), i = I, 2. (06 serve that sign pi =- const fey 
0 < y  < 6, .) 
In that weakened sense two adjacent curves of solutions for the same sign of h 
have opposite stability properties. 
The proof of Corollary 6.3 follows from the simple fact that the derivatives of 
Y(h, .) at two consecutive zeros cannot both be positive or negative. A similar 
simple consideration shows that,the maximal (minimal) solutions for X > 0 and 
h < 0 must have the same stability properties provided there is no v-ertical 
bifurcation. 
In the following we use the constructive method in order to determine the sign 
of p. I‘et the solution be given by 
h := X14” + o(sly), u = x19() --L w(h, x&J, (6. I I ) 
where we confine ourselves to x1 > 0. (For xl < 0 set -x1 2: $ ;-: 0 and repeat 
the procedure for the modified equation @(A, %r) = 0, 1, >S 0.) We know that 
- l/y is one of the slopes of Newton’s polygon and that x0 is a nonzero root of 
the corresponding polynomial P,,(x) (see (5.8)). 
For practical use the following theorem is of great importance: 
THEOREM 6.4. Let A,, be a simple nonzero root of the po@nomial 
i.e., q = I. Let y  =I x:“” where y  := y1/y2 Then the perturbation series (6.4) of the 
eigencalue i;(v) is given in the Ionrest term 031 
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(6.13) 
sign /Z(y) = sign Afi for y  3 0. (6.14) 
Proof. By Theorem 4.2 we know that the perturbation series p(y) and the 
series ~&W, ~3&9) coincide in the first two nonvanishing terms. By sub- 
stituting X = x,yA we find that the first coefficient of ~~(4’) @,Jh(y), xi(y)) is 
given by (6.13). It remains to show that it is not zero. Setting 0 == yjn C I, mm 
... = yj,+, + L,, we get 
A;, = oP,(X,,) - y  i jn+kCn+ke+’ 
k=O 
= -gi,P.@,) Lf 0 
(6.15) 
by the assumption q = I. 
We want to point out that in case of Theorem 6.4, p(y) # 0 for 0 < y  s: 6, . 
Therefore the principle of linearized stability can be applied in order to decide 
whether the bifurcating curve of solutions is exponentially stable or unstable 
considered as equilibrium solution of the nonlinear evolution equation (6.1). 
For practical use the expression (6.15) might be more suitable than (6.13). 
Remark. When applying Theorem 6.4 Newton’s polygon (I,, , jJ,..., (I, , j,J 
of the original bifurcation equation (5.1) has to be used! A modified bifurcation 
equation obtained by dividing by some M or ~$0 may yield wrong results. 
Finally, if &, is a nonzero root of multiplicity 4 > 1, the construction of the 
solution (6.11) described in Section V offers a way of determining the sign of 
I by some iterated defining polynomial. 
We turn to two special cases: 
Case I. m = 1. 
If  there is no vertical bifurcation we find for the solutions given by (5. IS) 
sign ~1 = & sign H,rl+, , (6.16) 
where the lower sign has to be taken when lr is odd and X, is less than zero. In 
view of 
sign {L(X) = sign A,X (6.17) 
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we get by formulas (5.18) and (6.16): 
sign /h = -sign /Z f  0, (6.18) 
where p refers to the trivial and fi to the nontrivial solution. This is the Principle 
of Exchange of Stability in the nondegenerate case (see [2]). 
Case 2. m > 1, (II ) ii) --- ( 1) 0) 
For both branches (5.19) or (5.20) we have 
sign @ =: sign x,H,, . (6.19) 
Since 
sign p(h) = sign A,,$‘” (6.20) 
we find again by formulas (5.19) and (5.20) 
sign p = -sign p ;L 0. (6.21) 
This principle of exchange of stability includes the case when for even 112 the 
stability property of the trivial solution, and thus also for the nontrivial solution, 
does not change at X r-= 0. 
VII. EXAMPLES 
We confine ourselves to the following ordinary nonlinear Sturm-Liouville 
problem: 
u n + u + f  Aqaju” f  pp’ f  rp) +f(k x, u, u’, u”) = 0, 
i=l 
u(0) = u(n) = 0. (7.1) 
Here we take X = CIO, TT] and Au == U” -+ u with domain D(A) = C2[0, 7~1 n 
(u, u(0) = U(T) = 01, which we may endow with the usual C2-norm or with the 
graph norm. As is well known 
N(A) = span[sin LY], 
R(A) = 124 E CIO, 771, Lw u(x) sin x dx = 01, 
which implies that the projector P: A' + N(A) is given by 
(7.2) 
pu = 04 Fo) To 1 (7.3) 
where qo(x) = (2/7~)l;~ sin x and ( , ) is the L2-inner product. We assume that 
the coefficients satisfy 
(7.4) 
580!38/3-9 
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and that 
.f(A IT, Ul > u2 , Us) is continuous in .s on [0, 7r] and is real analytic 
with respect to / h 1 -.: di , ~ ui ~ -/ ZI: / xl i <. d, uniform]\, 
for s E [0, ~1. (7.5) 
Then all hypotheses of Section I arc fultillcd. ‘Ihis csamplc offers an clemental-); 
method of computing the c&n\-alue pcrturhation. We find b!- the usual 
Ansatz F(A) ~~ exp(~(X).x) 
(7.6) 
Let, for instance, 3i, y, , j : I ,..., 6, yi !i 0, and i;, 0, ,j 1, 2, -3. 
Then 
711 ~~ 7 an d :1 “Ji ‘Xi 0. (7.7) 
In order to shorten this exposition we confine ourselves to a nonlinearit) which 
yields Newton’s polygon directly via Lemma 5.4. Therefore let 
f(A, .s, u, u’, 22) _ a/yu”)” hh”fx f(Zf”)i h.o.t. 
with some constants a, 6, c ’ 0. Then Newton’s polygon is given by the points 
(0, 7) (I, 4) (3, 2) (6, 0) with corresponding coefficients C, ‘ii ) (‘1 I.. 0. 
C, > 0, C, C--C 0. An elcmcntary calculation wields the bifurcation formulas 
(5.15) for y  = I /3, y  == 1, and y  312. Furthci’more, Theorem 6.4 is applicahlc 
such that formula (6.15) describes the stability property of the corresponding 
branch. 
We sketch the bifurcation diagram where the 
solutions, whereas the other curves arc stable: 
broken curves represent unstable 
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‘This cxamplc shows that the expenditure to discover the whole bifurcation 
behavior is quite reasonable if the leading coefficient A,,, (or its sign) is known 
and if Lemma 5.4 and Theorem 6.4 arc applicable. 
For other examples we refer to [I]. All examples given there fit into the frnmc- 
work of this paper if additional conditions on analyticitp arc imposed. On the 
other hand the nondegeneracy condition is dispensable in order to treat their 
bifurcation behavior. 
APPENDIX 
WC brictly- indicate the stability results for bifurcating periodic solutions. Wr 
assutne the same hypotheses and we use the same notation as in [6]. 
FIcre again we make USC‘ of the Principle of Linearized Stability which is true 
under the hypotheses made in [6]. By the Floquet theory the linearized stability 
of any nontrivial branch (0, A, U) of 
w 2 + rlu L S(X)u = F(X, u), u(0) == u(277), (8.1) 
is given b!- the sign of the real parts of the eigenvalucs in ( characteristic 
esponcnts) of 
which we rcwlitc as an equation in H,, 
[cdl A(X) - P,,(A, u)]$h = /I& $8 E I, (8.3) 
The subscript u denotes the Fr echet derivative ofF(A, ,) considered as a mapping 
from H, into H0 
We study only @ near zero. Introducing X = ~:~““p for some p, yZ E N, the 
branch (u, A, U) dcpcnds analytically on J with (w(O), h(O), u(0)) (pO, 0. 0). 
‘I’hcrefol-c 1-q. (5.3) is of the form 
-4(4’)&?‘) = ri;(Y)&?$ (8.4) 
where .q depends analytically on 4’. 
The eigenvalue ,C(O) = 0 of a(O) = J0 . IS semisimple but double. The eigen- 
vectors are given by I& 4 4-r and -;($r - $-r) = d/&(#, +- $P1), for example. 
If  we restrict the eigenvalue problem (8.4) to the space I?(, ---- [U E H,, , 
(u, $T - z/J~~)” := O>, we eliminate the eigenvalue p(y) k 0 with corresponding 
eigenvectors c/($~ 1 $P,)/dt for 3’ : = 0 and du(y)/dt for 4’ # 0. This eigenvalue 
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is ignored in the Floquet theory. Introducing the projector & = / - ii, , 
where P”u -: ;(u, #T - $~1),,($1 - $-l), we consider the simple eigenvalue 
perturbation 
Q”4Y) G(Y) = i4Y) &“h KY) E Qd4 , 
go) -~ 0, 9wY = $1 t- *-I 
(8.5) 
in r&H,, _ @(, Setting D(&,,A”(y)) := &,H, all hypotheses of Section I are 
fulfilled. 
Any real nontrivial branch (CL h, U) of (8. I) .T g 1s iven by the bifurcation equa- 
tion 
Y(h, x1) = 0 (8.6) 
via 
where (8.6) is the real part of two complex conjugate equations relative to the 
basis & , ~,!-r in N(J,), and where the parameter p _ p(/\, x1) corresponding to 
the period is evaluated by the imaginary part. (For details see Section III in [6]. 
Note that u E &,H, C I?,, .) 
Since the real part (8.6) is given by the composed projectors p,, (1 P,, , where 
p,u = (4 49 A -t- (u, sL_J L P ro ec s j t onto N(J,,), Theorem 4.2 yields that 
the (real) perturbation series $3~) of (8.5) and Yjl,(h(y), xi(v)) coincide in the 
first two nonvanishing terms. 
For the trivial solution (w, h, U) = (w, X, 0) of (8.1) the stability result is 
contained in Theorem 2.3 of [6] which can be restated as follows: Let p(A) be the 
perturbation series of the eigenvalue of A(A) near z& Then the first two non- 
vanishing terms of Re p(X) and YXl(h, 0) coincide. 
These observations provide a proof of the stability results for bifurcating 
periodic solutions corresponding to Theorems 6. I, 6.2, and 6.4, and Corollary 6.3. 
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