We address, in a three-dimensional spatial setting, both the viscous and the standard CahnHilliard equation with a nonconstant mobility coefficient. As it was shown in J.W. Barrett and J.W. Blowey, Math. Comp., 68 (1999), 487-517, one cannot expect uniqueness of the solution to the related initial and boundary value problems. Nevertheless, referring to J. Ball's theory of generalized semiflows, we are able to prove existence of compact quasi-invariant global attractors for the associated dynamical processes settled in the natural "finite energy" space. A key point in the proof is a careful use of the energy equality, combined with the derivation of a "local compactness" estimate for systems with supercritical nonlinearities, which may have an independent interest. Under growth restrictions on the configuration potential, we also show existence of a compact global attractor for the semiflow generated by the (weaker) solutions to the nonviscous equation characterized by a "finite entropy" condition.
Introduction
In this note we address the initial and (homogeneous Neumann) boundary value problem for the equation 1) which is settled in a smooth and bounded domain Ω ⊂ R 3 and corresponds for ε = 0 to the standard, and for ε > 0 to the viscous, Cahn-Hilliard equation with nonconstant mobility function b(·). In particular, b is assumed to depend on u in a globally Lipschitz way and is not allowed to degenerate. In the relation above, W is a possibly nonconvex configuration potential and f a source which is included in view of possible applications to conserved phase field models (where u is an order parameter and f represents a coupling term depending on the temperature, see, e.g. [8] ). Relation (1.1) is complemented by homogeneous Neumann boundary conditions both for u and the chemical potential w := (εu t − ∆u + W ′ (u) + f ). The dependence of the mobility on the variable u is very relevant for physical applications. Actually, as u represents the density of one component in a binary alloy, one expects that the diffusion of mass is influenced by the actual configuration, i.e., by the value of u. In fact, it is just due to difficulties arising in the analysis of (1.1) that, in the mathematical literature, b has been generally replaced by a constant function.
The most relevant work devoted to the mathematical study of (1.1) for nonconstant (but nondegenerate) b is [5] , where, for zero source f and no viscosity (i.e., ε = 0), existence and uniqueness 1. We have no uniqueness result. Thus, we have to refer to some machinery which is suitable for dealing with problems with lack of uniqueness. Among the various possible choices (we quote in particular the alternative possibility to work the in space of trajectories, cf., e.g., [9, 20] ), we decided to refer to J. Ball's theory of generalized semiflows [2, 3] which has the advantage of being very close to the standard physical interpretation. Namely, the system still gives rise to a dynamical process settled in a phase space V of states (rather than, for instance, of trajectories).
To be more precise, due to point (ii) below, a further generalization of Ball's approach, recently devised in [16] (see also [14] ), will be used.
2. Not all the estimates we perform can be rigorously carried out in the regularity framework which appears to be the natural one for (1.1). Namely, one has to proceed through approximation and passage to the limit. However, due to lack of uniqueness, it is not obvious whether all the solutions with the natural regularity can be reached by the approximation procedure. Thus, we have to restrict ourselves to consider solutions which are limit of more regular sequences for which the estimates can be rigorously shown. This has a consequence on the structure of the global attractor, which turns out to be only quasi-invariant rather than fully invariant as in the standard cases (cf. [16, Def. 2.8] and Remark 2.9 below for more details on this point).
3. Finally, despite the strictly parabolic character of the system, we cannot prove any uniform in time regularization property of solutions (which, by the way, would also lead to uniqueness). For this reason, we have to get the asymptotic compactness of the process through a different and rather nonstandard procedure, which in our opinion can have an independent interest and might be applied to other systems with supercritical or fastly growing nonlinearities. Actually, we combine the use of the energy equality, which is a consequence of the variational structure of (1.1) and is satisfied by all solutions in our regularity class, with a "locally uniform" regularization property. Namely, we can show that there exist a set K 0 , compact in the phase space V, and a number δ > 0, both independent of the initial data, such that all admissible solutions u = u(t) starting from a given set B bounded in V, after some T 0 > 0 depending only on the radius of B in V satisfy that
Such a property (combined with the energy equality) turns out to imply the asymptotic compactness of the semiflow. Unfortunately, we are not able to show (1.2) for all "singular potentials" W (i.e. those being +∞ outside a bounded interval, here normalized to (−1, 1) for convenience), but only for those of a subclass (introduced in [19, (H5) ] and called here of "separating" potentials, see Def. 2.10 below), which turn out to explode sufficiently fast in proximity of ±1. In particular, this class does not seem to include the logarithmic potential W (r) = (1 + r) log(1 + r) + (1 − r) log(1 − r) − λ 2 r 2 , r ∈ (−1, 1), (1.3) where λ is a positive parameter, relevant in concrete physical situations. We also remark that, due to the nonuniform character of (1.2), the resulting global attractor will be compact in V, but not necessarily bounded in a "better" space.
The procedure sketched above can be applied both for ε > 0 and for ε = 0. Of course, if ε > 0 and W has a controlled growth at infinity, we have uniform regularization and, at least, unique continuation of solutions. Thus, the global attractor can be intended in the framework of the standard theory for single-valued semigroups (cf., e.g., [22] ). Moreover, in this case one could prove with only technical difficulties further regularity properties of the attractor. Finally, in the nonviscous case ε = 0 we can also prove existence of a compact set in V which uniformly attracts less regular solutions, namely those taking values in a larger phase space H, which we call of "finite entropy". Actually, by approximation, existence in this class (which was not considered in [5] ) can be proved by means of an estimate of entropy type (cf., e.g., [10] ), for whose validity, however, a growth restriction on W seems essential (excluding from this result any singular potential). Moreover, the entropy estimate turns out to have a dissipative character, yielding existence of an absorbing set in H. Then, we prove that from any initial datum u 0 ∈ H there starts at least one solution u, which, for t > 0, lies in the energy space V, which is compactly embedded in H. Clearly, this implies existence of a global attractor bounded in the "better" space V. Of course, also in this case, we have no uniqueness and are still forced to use the "generalized semiflows" machinery described above.
The rest of this paper is organized as follows. In the next Section 2, after recalling some preliminary material, we present our hypotheses and state our main results, with the exception of those related to entropy solutions. The related proofs are given in the subsequent Section 3. Finally, Section 4 is devoted to the analysis of solutions in the finite entropy class.
Notations and main results
Let Ω ⊂ R 3 be a smooth bounded domain. Let us set H := L 2 (Ω) and denote by (·, ·) the scalar product in H and by · the related norm. The same symbols are used also to note H 3 and its scalar product and norm. The symbol · X will indicate the norm in the generic Banach space X. Let us also assume that
Then, we set V := H 1 (Ω), endowed with its standard scalar product and norm. Letting u : Ω → R be a measurable function, we introduce the couple of elliptic operators B, B u : V → V ′ (where V ′ is the topological dual of V ), respectively given by
2) the notation ·, · standing for the duality between V ′ and V . Then, we clearly have
for all u, v, z as before. If u additionally depends on time (i.e. it is a measurable function defined on Ω × (0, T ) for some T > 0), then B u is naturally extended to time dependent functions. Namely,
is still a continuous and coercive operator given by
We shall adopt in the sequel the convention of writing
for ζ ∈ V ′ , where |Ω| stands for the Lebesgue measure of Ω. Let us also set
and observe that, in general, if v ∈ V and ζ ∈ V ′ , then
Moreover, if u is as in (2.3), then B u is bijective from V 0 to V ′ 0 , so that we can define its inverse N u , which fulfills, for all v ∈ V , ζ ∈ V ′ ,
Let us now come to the assumptions on the potential W . We let I be an open interval of R containing 0 (possibly unbounded or even coinciding with the whole real line), λ > 0, c W ≥ 0, and assume that
Assumption (2.10) states that the growth rate of W for large values of r is sufficiently fast to compensate its possible nonconvexity (2.11) near 0. Of course, (2.10) holds automatically whenever, for large r, it is W (r) ∼ η|r| q for some η > 0 and q > 2. Additionally, we shall assume either of properties (2.12), (2.13) below. The first is a controlled growth condition (the choice of p ∈ [2, ∞] will be made precise later):
Of course, the larger is p, the weaker is (2.12) and, conventionally, we assume that for p = ∞, (2.12) just means I = R. The second condition identifies the so-called singular potentials:
In particular, in case (2.13) holds, then (2.10) is an immediate consequence of its. Note that the domain I of W has been normalized to (−1, 1) just for the sake of simplicity. We also let f ∈ H. (2.14)
Let us now introduce the energy of the system (possibly taking the value +∞ for some v) as
Then, we define the space of data of finite energy as
By continuity of the embedding V ⊂ L 6 (Ω) it is clear that, if (2.12) holds with p ≤ 6, then it is in fact V = V . Otherwise, V can be a proper subset of V .
We also set β(r) := W ′ (r) + λr for r ∈ I. On account of (2.11), β is a monotone function which will be sometimes identified with a maximal monotone operator from H to itself (note that the maximality of β follows from the second condition in (2.13) if W is singular). Then, we define
The set W is nothing else than the domain (in H) of the subdifferential ∂E(v), where E is now seen as a (bounded from below) functional on H. We can also introduce a metric structure on V by setting
Proceeding as in [15, Lemma 3.8] , one can easily show that V is a complete metric space with the distance d V . Of course, the contribution of the second term in the right hand side above is redundant, and could be omitted so that V = V , in case (2.12) holds with p ≤ 6. Analogously, W is endowed with the distance 19) where the second term on the right hand side is included only in case (2.13) holds; otherwise, it can be omitted. It is clear that also W is a complete metric space. Assuming (2.11) (respectively, (2.13)), we shall take m > 0 (respectively, m ∈ (0, 1)) and consider the metric-closed subset of V given by
We also define, analogously, a closed subset W m of W. 
For m as above, the initial datum u 0 is then chosen such that
We are now ready to introduce our first notions of solutions to (1.1). We shall treat the viscous (ε > 0) and the "standard" (ε = 0) equation altogether.
are fulfilled, and u satisfies, in the space V ′ and for almost all times in (0, ∞), the equations
and, a.e. in Ω, the initial condition
Moreover, we say that an energy solution is regularizing if the properties
In the above statement, (1.1) has been split, for convenience, as a system of the two equations (2.25)-(2.26). Testing (2.25) by 1, one immediately sees that, for any energy solution to (P ε ) or to (P 0 ) corresponding to the initial datum u 0 , it is
Thus, V m can be used as a phase space for the dynamical processes associated to Problems (P ε ), (P 0 ). Let us now come to mathematical results, and we start by establishing existence and, conditionally, uniqueness. Theorem 2.3. Let (2.1), (2.9)-(2.11), either (2.12) with p = ∞ or (2.13), (2.14) and (2.22) hold, and let ε ≥ 0. Then, there exists at least one energy solution u to Problem (P ε ) (if ε = 0, to Problem (P 0 )). Moreover, if u 1 , u 2 are a pair of energy solutions either to (P ε ) or to (P 0 ), satisfying, for some τ ≥ 0, property (2.28) and such that u 1 (τ ) = u 2 (τ ), then u 1 ≡ u 2 on [τ, ∞). Finally, only in case ε > 0, and if (2.12) holds with p ≤ 6, then Problem (P ε ) admits at least one regularizing solution u which, if u 0 ∈ W, satisfies (2.28) also for τ = 0.
The proofs of the above Theorem, and of the ones which follow, are all posponed to the next Section. Note that the existence part of the statement above, at least for ε = 0, follows more or less the lines of [5, Thm. 2.2], so that we do not claim originality here. Note also that, if ε > 0 and (2.12) holds with p ≤ 6, uniqueness is satisfied starting from τ = 0 if u 0 ∈ W, and from any τ > 0 if u 0 ∈ V (namely, we have unique continuation of trajectories). Instead, the uniqueness part might be vacuous (because we cannot prove existence of regularizing solutions) in all other cases (in particular, if it is ε = 0). Theorem 2.3 will be proved by working on an approximate statement that we now introduce. First of all, we replace W by a regularized potential W n , with n intended to go to ∞ in the limit, constructed this way. Recalling that β = (W ′ + λ Id) is monotone by (2.11), we note as β n its Yosida approximation of index n −1 . Next, we define W
n is (globally in R) Lipschitz continuous (the Lipschitz constant of course depending on n) and it tends to W ′ in the sense of Gconvergence (see, e.g., [1, Chap. 3] ). Moreover, defining W n by integration and choosing appropriately the integration constant, one has that (2.9), (2.11) (and possibly (2.12)) still hold for W n , uniformly in n. Moreover, W n (r) ≤ W (r) for all n ∈ N, r ∈ I, and, in place of (2.10), there holds, at least for n sufficiently large,
Next, we replace u 0 ∈ V m by a regularizing sequence {u 0,n } ⊂ H 2 (Ω) ∩ V m tending to u 0 in V for n ր ∞. Namely, we define u 0,n as the unique solution to the elliptic problem
Then, it is well known [12] that (u 0,n ) ⊂ H 3 (Ω), u 0,n → u 0 strongly in V , and
so that, by standard properties of subdifferentials and using (2.31), we also have
where σ n goes to 0 as n ր ∞. Then, if ε > 0, the replacements of W with W n and of u 0 with u 0,n give rise to a new Problem (P n,ε ). If ε = 0, we additionally take ε = ε n > 0 in (2.26), where (ε n ) ⊂ (0, 1) is some sequence going to 0 as n ր ∞ (e.g., ε n = n −1 ), and we get a Problem we call (P n,εn ). It is clear that, at least formally, Problems (P n,ε ) and (P n,εn ) tend, as n ր ∞, to (P ε ) and (P 0 ), respectively. By a standard application of the Faedo-Galerkin method (cf. [5] for the details), one can easily show that, for every n ∈ N, each of Problems (P n,ε ), (P n,εn ) admits one and only one (global in time) solution (in both cases we note it by u n ). Actually, both the uniqueness property and the global character of the solutions are not directly guaranteed by the Faedo-Galerkin method, but they can be shown proceeding along the lines of the next Section (we thus omit the details). Moreover, setting for
it can be proved with only technical difficulties that, for all n ∈ N,
Let us then come to the long-time issue. To begin with, we need some preliminary work, starting with a simple property satisfied by all solutions.
Lemma 2.4. Let u be an energy solution either to Problem (P ε ) or to Problem (P 0 ) and let T > 0.
Moreover, for all t, t 1 , t 2 ≥ 0, u satisfies the energy equality
and the dissipativity estimate However, to define the dynamical processes associated to (P ε ) and (P 0 ), it seems necessary to restrict the classes of admissible solutions. Actually, while the above Lemma shows uniform dissipativity for all energy solutions, as we look for some form of parabolic regularization in time, we readily realize that energy solutions need not be smooth enough to prove rigorously sharper estimates. For this reason, we "essentially" (cf. Remark 2.6 below) have to work on Problem (P n,ε ) (or on Problem (P n,εn )) and then take the limit n ր ∞. Let us then introduce a useful notion of convergence: given T > 0, we say that a sequence (u j ) of functions from Ω × (0, T ) to R tends to u weakly in V T if the following two properties hold:
We can thus introduce the class of solutions for which we shall prove existence of the global attractor.
Definition 2.5. Let u be an energy solution to Problem (P ε ) (respectively, to Problem (P 0 )). We say that u is limiting if there exists a sequence (u j ), with (u j ) ⊂ Y T for all T > 0, such that, as j ր ∞, u j tends to u weakly in V T for all T > 0; moreover, for each j ∈ N, there exists n j ∈ N, with n j ր ∞ for j ր ∞ (if ε = 0 we also ask existence of (0, 1) ∋ ε j → 0), such that u j solves, in the usual sense,
(with ε j ≡ ε if ε > 0) and, finally, there hold
Here, for n ∈ N, the approximate energy E n is defined as in (2.15), but with W n replacing W .
Remark 2.6. In the proof of Theorem 2.3 we shall show that the class of limiting solutions is not empty by passing to the limit n ր ∞ in (P n,ε ) (or (P n,εn )). In particular, we then have that (2.43) is satisfied thanks to (2.32) and (2.33). However, this natural procedure seems not "robust" enough (especially from the viewpoint of taking subsequences) to guarantee that the resulting set of solutions satisfies the desired semiflow properties (in particular, (H4) in Definition 2.8 below). This is the reason why in Definition 2.5 above we are forced to generalize a bit the method (which, as a further consequence, possibly enlarges the class of limiting solutions).
Remark 2.7. Clearly, due to nonuniqueness, there might be energy solutions which are not limiting. Even though it is not excluded that (some of) these solutions may have the same good regularity properties of the limiting ones, they have to be forcedly excluded from the long time analysis.
To study the long time dynamics of "limiting solutions", we also need to introduce a suitable extension (cf. [16, Sec. 2.2]) of the concept of "generalized semiflow" introduced by J. Ball in the celebrated papers [2, 3] . Definition 2.8. We say that a family S of maps from [0, ∞) to a metric space X is a limiting semiflow on the phase space X if the following properties hold:
(H1) For all u 0 ∈ X there exists at least one u ∈ S such that u(0) = u 0 (existence property).
(H2) For all u ∈ S and every τ ≥ 0, the function u τ defined for t ≥ 0 by u τ (t) := u(t + τ ) still belongs to S (translation invariance).
(H4) For all sequence (u k ) ⊂ S such that u 0,k := u k (0) tends in X to some u 0 , there exist u ∈ S such that u(0) = u 0 and a nonrelabelled subsequence of k such that, for all t ≥ 0, it is u k (t) → u(t) in X (upper semicontinuity w.r.t. initial data). [14] for an alternative approach based on multivalued semiflows.
The limiting solutions to (P ε ) and (P 0 ) turn out to fit the Definition above, at least for a restricted class of potentials, including also some singular cases: 
(2.44)
. An easy refinement of the argument in [19, Prop. 2.10] shows that a sufficient condition for W to be separating is that W ′ explodes sufficiently fast in proximity of ±1. Namely, in 3D, W is separating provided that, for some c > 0 (recall that β = W ′ + λ Id), The key point to show existence of the global attractor is the following "local regularization" property of limiting solutions: Lemma 2.12. Let (2.1), (2.9)-(2.11), and (2.14) hold. Let also W either satisfy (2.12) for p = ∞ or be separating. Let u be a limiting solution either to (P ε ) or to (P 0 ). Then, there exist T 0 depending on E(u 0 ), and C 0 , δ > 0 independent of T 0 , u 0 , and ε, such that, for all T ≥ T 0 there holds the property
Condition (2.46) states that we are not able to prove uniform in time regularization for limiting solutions. Nevertheless, at least for a sequence of intervals whose length δ is uniformly controlled from below, the limiting solutions take values in a bounded ball of W, which is a relatively compact set of V thanks to Lemma 2.1. In this sense, (2.46) can be thought as a "locally uniform" regularization property. We can now state the (A1) There exists a metric bounded set B 0 ⊂ X such that any u ∈ S eventually takes values in B 0 (point dissipativity).
Finally, if A exists, it is then unique.
Property (2.46) and a careful use of the energy equality are also the key tools to prove the 
Proofs
In what follows, the symbols c, c i , and C i , with i ≥ 0, will denote positive constants, depending on the data b, W, f of the problem, but independent of ε, u 0 , of time, and of approximation parameters (e.g., of n in Problems (P n,ε ), (P n,εn )). In particular, small letters c and c i will be used in the computations, and capital letters C i in the resulting estimates. Dependence on m (cf. (2.22) ) is allowed. Moreover, the value of c may vary even inside a single line. The symbol c Ω will denote some embedding constants depending only on Ω. Finally, c, c i , i ≥ 0, will stand for positive constants with additional dependences (e.g., on time or on u 0 ), specified time by time.
Proof of Theorem 2.3. Let, for n ∈ N, u be a solution either to Problem (P n,εn ) or to Problem (P n,ε ) introduced in the previous Section. The subscript n is omitted in the notation of u just for brevity. We now perform some a priori estimates, with the purpose of removing the n-approximation. Note that we can take advantage of the regularity (2.35) so that all the procedure below makes sense rigorously. Moreover, there holds
where η > 0 depends on λ, c W , f and is independent of n. Testing (2.25) by w, (2.26) by u t , taking the sum, and using (2.1), we obtain the approximate energy equality
which holds at least a.e. in time. Hence, by (2.1), E n is a Liapounov functional. To get dissipativity, we also have to test (2.26) by u − u Ω . By (2.7), (2.29) and the Young and Poincaré-Wirtinger inequality (in the form
and for some c Ω > 0), we get
Let us observe that, by monotonicity of r → β n (r) = W ′ n (r) + λr,
Thus, noting that, thanks also to (2.22), 6) and using (2.30) and (3.3), the last term on the left hand side of (3.4) is estimated by
Thus, summing together (3.2) and 2
, and taking (2.1), (3.7) into account, we readily get, for some κ, C 0 > 0 with the same dependencies as the generic c,
By Gronwall's Lemma, this gives (2.37) (cf. Lemma 2.4), with E n in place of E. Next, we test (2.26) by Bu. Using (2.11) together with the Hölder and Young inequalities, we infer
The combination of (3.2) and (3.9) then immediately gives (2.23) (at the n-approximated level). To get (2.24), it remains to estimate the space averages of W ′ n (u) and w Ω . To do this, we can proceed by using an argument devised in [11] (see also [6, Sec. 5]) which is just sketched here. Namely, we first have to compute (2.26) times β n (u) − (β n (u)) Ω . By standard calculations, this gives
Proceeding, e.g., as in [6, (5.32)-(5.33)], we also get
where the constant c depends in particular on m. Then, the coupling of (3.10) and (3.11), together with (2.23) and a further comparison in (2.26) (made in order to estimate w Ω ), readily give (2.24) (note that all constants in the procedure are independent of n). More precisely, integrating (3.2), (3.9) and (3.10) from t to t + 1, for t ≥ τ ≥ 0, recalling (2.37), and taking also (3.11) into account, it is not difficult to infer that, for some monotone function M : [0, ∞) → [0, ∞) independent of n and possibly new values of C 0 , κ, it is
To proceed, we now prove that, as at least a subsequence of n goes to infinity, the solutions to (P n,ε ) (or (P n,εn )) pass to the limit yielding (at least) one solution to (P ε ) (or to (P 0 )) which satisfies the same bounds (and w.r.t. the same constants). This is standard and can be performed essentially as in [5] or [6] , so we shall give very few details. Actually, the uniform bounds corresponding to (2.23) and (2.24) entail that a for a (not relabelled) subsequence of n there holds convergence to a proper limit function. Then, to show that this limit function solves (2.25)-(2.26) in the original form and satisfies (2.27) one has to pass to the limit the nonlinear terms. In particular, to identify the term depending on W ′ , the G-convergence W 1) b(u) converges strongly in L a (Ω × (0, T )) for all a ∈ [1, ∞) and weakly star in L ∞ (Ω × (0, T )) for all T > 0. Thus, by the bound on w in (3.12), also the product b(u)∇w (or, analogously, the operator B u ) passes to the proper limit. Let us also notice that the dissipativity bounds (2.37) and (3.12) are still valid in the limit with the same constant C 0 and κ thanks to semicontinuity property of norms w.r.t. weak or weak star convergences.
Next, let us show (conditional) uniqueness. To start with, note that if u is an energy solution additionally satisfying (2.28) for some τ ≥ 0, T ≥ τ , then, by the first of (2.28), the multiplication operator
is continuous for a.a. t ∈ (0, T ). Then, (2.25) can be rewritten, a.e. in (τ, T ), as the relation in V
Moreover, evaluating the H-norm of the latter term on the right hand side we have
where the constants c depend also on the
Then, closely with the procedure in [5, Proof of Thm. 2.2], we consider a pair u 1 , u 2 of solutions both satisfying (2.28) (and consequently (3.16)) for some τ ≥ 0, T ≥ τ . We also assume that u 1 (τ ) = u 2 (τ ). Then, we set u := u 1 − u 2 , w := w 1 − w 2 , compute (2.25) 1 −(2.25) 2 × N u1 u, and subtract (2.26) 1 −(2.26) 2 × u from the result. Note that, actually, u ∈ V 0 a.e. in time. Setting ζ := N u1 u, so that B u1 ζ = u, we have
Then, it is not difficult to see that 
we get
the constants c, c 0 depending also on u 1 . Finally, using (2.3), the analogue of (3.19), and standard embedding and interpolation inequalities, we get
Thus, noting that, by interpolation, 22) and since w 2 complies with (3.16), an application of the Gronwall Lemma in (3.17) permits to conclude for uniqueness of regularizing solutions. Finally, let us now assume ε > 0 and that (2.12) holds with p = 6 and let us prove (2.28). Of course, to be fully rigorous, we should work on the solution to (P n,ε ) and then pass to the limit, but, for brevity and since everything is standard, we assume here directly that u solves (P ε ). Then, testing (2.26) by Bu t , we obtain
To estimate the latter term, we use (2.12) (which holds uniformly in n), (2.23), standard interpolation inequalities, and the continuous embeddings V ⊂ L 6 (Ω) and
Thus, (3.23) gives, for all t ≥ τ ≥ 0,
where c ε > 0 depends on ε and it explodes as ε ց 0. Thus, recalling (3.12) and using the standard Gronwall Lemma if it is u 0 ∈ W m and the uniform Gronwall Lemma [22, Lemma I.1.1], if it is just u 0 ∈ V m , we get the regularity of u in (2.28) respectively for τ ≥ 0 and τ > 0. To conclude, we notice that, being p = 6 in (2.12),
, so that also the third of (2.28) holds. The proof of Theorem 2.3 is thus complete.
Proof of Lemma 2.4. The energy equality can be proved as for the approximated problem (i.e., testing (2.25) by w, (2.26) by u t , and taking the difference). The key point is that, for ε > 0, the regularities (2.23)-(2.24) are sufficient to apply the chain rule formula [7, Lemma 3.3, p. 73] ; actually, all the terms in (2.26) lie in L 2 (0, T ; H) as well as the test function u t . As we consider, instead, energy solutions to (P 0 ), u t is only in L 2 (0, T ; V ′ ) and the terms in (2.26) do not lie, each one separately, in L 2 (0, T ; V ). Nevertheless, since both w and the sum Bu + W ′ (u) + f lie in in L 2 (0, T ; V ), one can use, e.g., [15, Lemma 4 .1] (note that W satisfies the growth assumption [15, (4. 23)] due to (2.10)) and still conclude for (2.36). Observe also that, as a byproduct, the function t → E(u(t)) is absolutely continuous on [0, T ]. Finally, by the same type of considerations, also the procedure used to get (2.37) (cf. the computation leading to (3.8)) can be justified.
Proof of Lemma 2.12. Let u be a limiting solution either to Problem (P ε ) or to (P 0 ), and let u j , n j and ε j be as in Definition 2.5. Being u j ∈ Y T for all j ∈ N and T > 0, we can test (2.41) by Bu j,t . We then get (cf. (3.23))
Next, we test (2.40) by w j,t and subtract from the result the expression obtained by differentiating in time (2.41) and testing it by u j,t . Using (2.1) and (2.11) (which still holds for W nj ), we get
Next, we compute
Then, we estimate the terms on the right hand sides of (3.26) and (3.27):
Using the analogue of (3.19), one gets from (3.31) that
Next, we estimate the last terms on the right hand sides of (3.28) and (3.30) this way:
Summing now (3.26), (3.27) and (3.28), using on H 2 (Ω) the equivalent norm (
, and owing to (3.29)-(3.33), we get
Again, by interpolation, and recalling (2.1), we have
To proceed, we start considering the simpler case when I = R (i.e., (2.12) holds with p = ∞). Then, noting as υ n := (Id +n −1 β) −1 the resolvent of β of index n −1 , and recalling that, for all n, υ n is 1-Lipschitz and satisfies β n = β • υ n and υ nj (0) = 0 (due to (2.9)), it is not difficult to realize that
where we have set, for s ≥ 0,
Then, noting as y j the function whose time derivative appears on the left hand side and choosing then c 2 > 0 so that y j ≥ 0 (note this can be done independently of the initial datum), the relation above can be interpreted in the form y
where
is a suitable monotone function depending on γ, but independent of j. Now, let us observe that u j satisfies the analogue of (3.12), namely
where σ j is as in (2.43) and T 0 > 0. Actually, the above surely holds if u j is a solution to some (P n,ε ) (or (P n,εn )). Here, although the choice of u j is slightly more general (cf. Remark 2.6), it is easy to see that (3.40) is still satisfied. Then, taking j 0 so large that σ j ≤ E(u 0 ) for all j ≥ j 0 , it is clear that also T 0 can be chosen so that the right hand side above is ≤ 2C 0 . Thus, we can directly assume T 0 = 1 for simplicity of notation and without loss of generality. In what follows, we note as (j) i a subsequence of (j) j≥j0 =: (j) 0 obtained by successive extractions. Namely, for all i, (j) i is a subsequence of (j) i−1 . The indexes belonging to (j) i will be still indicated just by j, for notational simplicity. Relation (3.40) readily implies that there exists C 1 > 0 such that, for all m ∈ N (recall we assumed T 0 = 1) and all j ∈ (j) 0 there exists t m,j ∈ [m, m + 1/2] such that y j (t m,j ) ≤ C 1 . Then, defining
and solving (3.39), it is clear that
at least for all t ≥ t m,j such that the relation above makes sense. This implies in particular that there exist δ ∈ (0, 1/4] and C 2 > 0, both independent of ε, m, j and u 0 and such that
which holds for all m ∈ N and j ∈ (j) 0 . Since the sequence j → t 1,j , j ∈ (j) 0 ranges in the compact interval [1, 3/2] , it is clear that we can extract a subsequence (j) 1 and find a point
holds for i = 1 and for all j ∈ (j) 1 . Proceeding by induction, for all N ∈ N we then find (j) N such that (3.44), where t i is some point in [i, i + 1/2], holds for all i ≤ N and j ∈ (j) N . At the end, we can thus extract a diagonal subsequence (j) ∞ , which gives (3.44) for all j ∈ (j) ∞ and all i ∈ N. Since (j) ∞ is a subsequence of (j) 0 , taking the lim inf for j ր ∞, j ∈ (j) ∞ , of (3.44), and recalling that, by (2.42), β nj (u j ) tends to β(u) weakly in L 2 (0, T ; H) for all T > 0, we finally get that u satisfies the locally uniform regularization estimate
with t i as above. This can be also rewritten as
and clearly entails the validity of (2.46) in case W satisfies (2.12) with p = ∞.
To conclude the proof, we have to face the case when W is a separating potential (cf. Definition 2.10). Then, the procedure does not change till (3.35) . After that point, the last inequality in (3.36) is replaced by (notice that now υ nj takes values into (−1, 1))
where γ is as in (3.37), φ as in Definition 2.10, and we have set ζ :
Actually, still ζ is a monotone function. Note that in (3.47) we also used the 1-Lipschitz continuity of y nj , Sobolev's embeddings, and that υ nj (0) = 0 for all j. At this point, one gets an expression similar to (3.38) , where the last term γ(c Ω u n 2 H 2 (Ω) ) is suitably replaced by the right hand side of (3.47) (possibly up to a modification of the expression of ζ). From this point on, the proof goes through with no further change.
Proof of Theorem 2.13. Property (H1) is an easy consequence of the Proof of Theorem 2.3. In particular, (2.38)-(2.39), (2.42) and (2.43) follow from (3.8), (3.9), (3.10)-(3.11), and (2.31)-(2.33).
Property (H2) is immediate. To show (H4), let us first extract a nonrelabelled subsequence of k such that, for some function u, it is
To do this, let us take R > 0 such that d V (u 0,k , 0) ≤ R for all k. Then, since any of the (u k ) satisfies the analogue of (2.37), setting (k) 0 := (k) k∈N , for all N ≥ 1 we can extract a subsequence (k) N of (k) N −1 such that, for some function u, u k tends to u at least weakly in V N as k ∈ (k) N goes to infinity. Thus, taking a diagonal subsequence (k) ∞ , it is clear that (3.48) holds. From this point on, we shall work on this subsequence. Proceeding similarly with the Proof of Theorem 2.3 (i.e., passing to the limit in (2.25)-(2.26)), one sees immediately that u is an energy solution either to (P ε ) or to (P 0 ) and in particular it satisfies u(0) = u 0 . Actually, for all T > 0 and k ∈ (k) ∞ , it is, by the analogue of (3.12),
(where c might depend on T and R) so that, by the strong convergence u k → u in L 2 (0, T ; H), following from (3.48), and the usual monotonicity argument, one has (without extracting any other subsequence and for all T > 0)
Let us now show that u is limiting, which is a bit more difficult. Since u k is limiting, for all k ∈ (k) ∞ there exist an increasing sequence j → n 
Moreover, as j ր ∞, u j k tends to u k in the sense specified in Definition 2.5. Then, it is clear that there exists c > 0 depending on R and T but independent of j and k, such that
Next, for each k ∈ (k) ∞ we can choose an index j k such that the sequences k → j k , k → n j k k are strictly increasing (and, if ε = 0, k → ε j k k is strictly decreasing) and
so that, with no further extraction of subsequences (the limit is already identified), k → u j k k tends to the above constructed u strongly in C 0 ([0, T ]; H) and weakly in V T for all T > 0. This shows that (2.38) and (2.39), intended as j k ր ∞, hold for the limit function u. Moreover, being for all k
it is clear that one can also take (j k ) in such a way that j → σ j k k is decreasing and tends to 0, which shows (2.43) to hold for u since E(u 0,k ) tends to E(u 0 ) with k by the hypothesis of convergence u 0,k → u 0 in V and thanks to Lemma 2.1. Next, noticing that, again,
for all T > 0, and using that n for the limit u by the usual monotonicity argument and still for the whole sequence (k) ∞ . Thus, u is limiting. The proof of (H4), however, is not yet concluded since we still have to check that, choosing an arbitrary t ≥ 0, u k (t) tends to u(t) strongly in V, which is not a consequence of the "weak" convergence in V T holding for all T ≥ 0. Actually, by the uniform bound on u k corresponding to (3.53), it is clear that u k → u in C w (0, T ; V ) so that, for all t ≥ 0, one can only deduce that u k (t) tends to u(t) weakly in V .
Thus, let us pick T larger than the chosen t and so large (in a way that only depends on R) that, by (2.46), for all k in our subsequence there exists
, where we remark once more that δ and C 0 are independent of k and R. Now, the weak convergence in V T and (2.3) guarantee that
, which is a compact set, there exist S ∈ [T, T + 3/2 + δ] and a subsequence (k) * of (k) ∞ such that, at least for sufficiently large k ∈ (k) * , it is d W (u k (S), 0) ≤ C 0 . This, by Lemma 2.1, entails that u k (S) tends to u in V so that, in particular, E(u k (S)) tends to E(u(S)) at least as k ∈ (k) * goes to ∞. Next, writing the energy equality (2.36) for u k on the interval (0, S) gives (possibly for ε = 0)
(3.58)
Thus, taking the limit k ր ∞ in (k) * , noting that the left hand side converges to E(u(S)) − E(u 0 ), and using the energy equality for u we get (still possibly for ε = 0)
which readily entails (in case ε > 0, also thanks to the weak convergence
Let us now notice that, by (2.1),
Here, the latter two terms on the right hand side converge to the expected limits since |∇w| 2 ∈ L 1 (Ω × (0, S)) and there hold the convergences
Thus, taking the lim sup in (3.61) and using (3.60), we obtain
which, being S ≥ T , implies in particular
Notice that, a priori, the latter convergence holds only for the subsequence (k) * but, in fact, being the limit already identified, it is valid for the whole sequence (k) ∞ . Thus, we can now come back to (3.58), which we rewrite with t in place of S. Using (3.64) (and also (3.48) if ε > 0), and recalling that t ≤ T , we then get
so that, by comparison in the limit energy equality and thanks to Lemma 2.1, we finally get
which implies that u k (t) → u(t) in V and concludes the proof of (H4) and of the Theorem.
Remark 3.1. The main reason which forced us to use the complicated "local compactness" argument is the presence of the nonconstant mobility b(·). Actually, for constant b, once (3.57) is known, one can immediately pass to (3.65) and get directly the strong convergence E(u k (t)) → E(u(t)). Instead, for nonconstant b, without the help of (3.64) it is not clear whether the semicontinuity property
(which is necessary to prove (3.65)) holds. Actually, at this stage, the integrand on the right hand side is only bounded in L 1 (Ω) and not even known to converge pointwise.
Proof of Theorem 2.15. Condition (A1) of Theorem 2.14 is an immediate consequence of (2.37). Let us then show (A2). With the notation of (A2), let us first point out that, being (u 0,k ) a bounded set in V m , by (2.46) there exist δ ∈ [0, 1/4] and C 0 > 0 such that for all (sufficiently large, depending on the "radius" of (
In particular, we can extract a subsequence of (k), not relabelled, such that
, and eventually being |τ k − τ | ≤ δ/2, we then have that, still up to the extraction of a further subsequence, v k (0) tends to some v 0 in V. Moreover, by (H2), (v k ) ⊂ S ε (possibly for ε = 0), i.e., it is a limiting solution, and, clearly,
Thus, the same argument used to show (H4) in the Proof of Theorem 2.13 permits to say that a subsequence of v k (2 − τ − δ/2) admits a proper limit (which coincides, by the way, with an element of the semiflow evaluated at the time 2 − τ − δ/2) in the metric topology of V. This gives (A2). Finally, if (2.12) holds with p ≤ 6, it is clear from the uniform regularization property (2.28) that A ε is bounded in W m . This concludes the proof of the Theorem.
Entropy solutions
In this Section, we show that, if ε = 0, (2.12) holds with p ∈ (2, 6), and, in place of (2.10)-(2.11), we have W ′′ (r) ≥ η|r| p−2 − λ ∀ r ∈ I = R, To show this, we proceed in a somehow reverse order, by first deriving some estimates and then inferring a precise statement. We notice that still a rigorous procedure should rely on approximation and passage to the limit arguments (i.e. working on (P n,εn ) or some analogue of its and then letting n ր ∞). Nevertheless, for brevity (and since all works similarly with the previous Section) we prefer to consider here directly, although formally, a limit solution u. Thus, let us set where c 3 on the right hand side depends on λ, m (cf. (4.2)) and on the H-norm of f . Once the initial datum u 0 ∈ H m is given, owing to (4.4), and noting that
an application of Gronwall's Lemma in (4.6) gives, for T > 0, the a priori estimate (notice that we control the full V -norm of |u| 
we readily obtain that | u t , v | v H 3 (Ω) ≤ c w ∇u + 1 . We used here the fact that the truncation operator u → u M is continuous from H s (Ω) to itself for all s < 3/2 (cf., e.g., [17, where c 6 depends on m but is independent of the choice of u 0 . By (4.4) and Gronwall's Lemma, (4.24) readily gives dissipativity in the space H 0 as well as, for all τ > 0, the analogue of (3.12), namely for suitable c 7 , κ ′ , C ′ 0 independent of u 0 . At this point, writing the energy equality in the form (3.2) (with E in place of E n ) and using the uniform Gronwall Lemma, we immediately obtain existence of a uniformly absorbing set bounded in V and hence compact in H. This fact implies existence of the attractor and concludes the proof. Remark 4.3. Coming back to the local compactness argument in the previous Section, one can readily see that A entr is not only bounded, but even compact, in the space V.
