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Naslov: Gradnja napovednih modelov za klike na oglase v druzˇabnih omrezˇjih
Oglasˇevanje na druzˇabnih omrezˇjih postaja vse bolj pomemben nacˇin pro-
mocije izdelkov in storitev. Tipicˇna oglasˇevalska kampanja na druzˇabnem
omrezˇju vsebuje vecˇ skupin oglasov, vsaka skupina oglasov pa obicˇajno vse-
buje vecˇ oglasov. Pri upravljanju oglasˇevalskih kampanj so sˇe posebej po-
membne odlocˇitve o razporejanju oglasˇevalskega denarja (ang. budget allo-
cation) med izbrane oglase in oglasne skupine. Zelo koristno bi bilo vnaprej
vedeti, kako uspesˇni bodo posamezni oglasi oz. oglasne skupine v neposredni
blizˇnji prihodnosti.
V magistrskem delu opisujemo postopek za gradnjo napovednih mode-
lov za klike na oglase v druzˇabnih omrezˇjih. Priblizˇati se zˇelimo perspek-
tivi upravljalca oglasˇevalskih akcij, ki ima tipicˇno na voljo statistike oglasov
v preteklih dneh, sprejeti pa mora odlocˇitev, katerim oglasom bo v priho-
dnje namenil vecˇ oz. manj oglasˇevalskega denarja. Z optimizacijo razporeja-
nja oglasˇevalskega denarja lahko korenito izboljˇsamo uspesˇnost upravljanja
oglasˇevalske kampanje in gradnja napovednih modelov ima pri tem kljucˇno
vlogo. Uspeh v tem kontekstu merimo v sˇtevilu klikov, ki so jih oglasi delezˇni
v okviru omejenega budzˇeta.
Glavni rezultat magistrske naloge je razvoj in opis postopka za gradnjo
napovednih modelov za napovedovanje klikov na oglase v druzˇabnih omrezˇjih.
Primerjali smo razlicˇne algoritme za napovedovanje cˇasovnih vrst (ang. time
series forecasting) na druzˇabnih omrezˇjih Facebook in Twitter. Predmet
primerjave je bila zmozˇnost njihovega napovedovanja eno ali vecˇ cˇasovnih
tocˇk vnaprej. Osredotocˇili smo se predvsem na napovedovanje sˇtevila kli-
kov na oglase. Rezultati eksperimentov so pokazali, da uporabljene me-
tode, sˇe zlasti nevronske mrezˇe z dolgim kratkorocˇnim spominom (ang. Long
Short-Term Memory) in regresijski modeli, pridobljeni z algoritmom XGBo-
ost, omogocˇajo smiselne napovedi do 24 ur vnaprej.
Kljucˇne besede
podatkovna znanost, napovedovanje cˇasovnih vrst, spletno oglasˇevanje, dru-
zˇabna omrezˇja, upravljanje oglasˇevalskih kampanj, napovedovanje klikov, Fa-
cebook, Twitter
Abstract
Title: Building prediction models for advertisement clicks in social networks
Social media advertising is becoming increasingly important in promoting
products and services. A typical social networking campaign contains mul-
tiple ad groups, and each ad group typically contains multiple ads. When
managing advertising campaigns, budget allocation for selected ads and ad
groups is particularly important. It would be very helpful to know in advance
how well specific ads or groups of ads will perform in the near future.
The master thesis describes the process of building predictive models
for advertisement clicks in social networks. We want to get closer to the
perspective of a campaign manager who typically has ad statistics for the past
days, but needs to decide how to distribute the advertising budget among
ads in the future. By optimizing the allocation of advertising money, we
can radically improve the performance of advertising campaign management,
where the development of predictive models plays a key role. Success in this
regard is measured by the number of clicks the ads receive within a limited
budget.
The main result of the master thesis is development and description of a
process for building prediction models for predicting clicks on ads in social
networks. We compared different algorithms for time series forecasting on the
Facebook and Twitter social networks. The subject of the comparison was
their ability to predict one or more time steps in advance. We focused primar-
ily on predicting the number of clicks on ads. The results of the experiments
showed that the methods used, especially the long short-term memory neural
networks and the regression models obtained with the XGBoost algorithm,
provide meaningful predictions for up to 24 hours in advance.
Keywords
data science, time series forecasting, online advertising, social media, man-
aging campaigns, predicting ad clicks, Facebook, Twitter
Poglavje 1
Uvod
Druzˇabna omrezˇja so internetna spletna mesta druzˇabnih medijev, ki jih upo-
rabljamo z namenom povezovanja se s prijatelji, druzˇino, sodelavci ali stran-
kami. Kar 45 % celotne svetovne populacije uporablja vsaj eno druzˇabno
omrezˇje, sˇtevilo uporabnikov pa iz dneva v dan strmo narasˇcˇa [1]. Ker
lahko ima druzˇabno mrezˇenje poleg socialnega tudi poslovni namen ni ne-
navadno, da je postalo pomembna osnova za upravljalce oglasˇevalskih kam-
panj. Oglasˇevanje na druzˇabnih omrezˇjih je v porastu, namenja se mu vedno
vecˇ oglasˇevalskega denarja. Slovenski oglasˇevalci so v letu 2017 digitalnemu
oglasˇevanju namenili 47,2 milijona evrov, ocenjuje pa se, da bo v letu 2019
obseg investicij v digitalno oglasˇevanje obcˇutno presegel 60 milijonov evrov.
82 % oglasˇevalcev naj bi oglasˇevalo na druzˇabnih omrezˇjih, med oblikami
digitalnega oglasˇevanja pa naj bi letos najvecˇ sredstev namenili ravno prika-
znemu oglasˇevanju [2].
Gradnja napovednih modelov za napovedovanje dogodkov na druzˇabnih
omrezˇjih, sˇe zlasti v kontekstu oglasˇevanja, je danes izredno aktualna tema.
V cˇlanku [3], kjer napovedujejo klike na oglase na druzˇabnem omrezˇju Fa-
cebook so izpostavili, da na koncˇno napoved najbolj vpliva pravilen izbor
informacij, torej tistih, ki predstavljajo zgodovinske podatke o uporabniku
ali samem oglasu. Tudi v cˇlanku [4], kjer napovedujejo razmerje med prikazi
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in kliki (CTR)1 na druzˇabnem omrezˇju Twitter, za bolj uspesˇne napovedi iz-
postavljajo pomembnost znacˇilk, povezanih z uporabnikom, njegovimi meta
podatki in zgodovino njegovih klikov. Nasˇ nabor podatkov teh informa-
cij ne zajema. S preizkusˇanjem in primerjavo smo skusˇali ugotoviti, kateri
parametri in koliko izmed teh, ki jih imamo na voljo, najbolj vplivajo na na-
povedno tocˇnost pri napovedovanju klikov na oglase, za razlicˇna cˇasovna ob-
dobja. S tem se veliko bolj priblizˇamo perspektivi upravljalca oglasˇevalskih
akcij, ki ima tipicˇno na voljo statistike oglasov v preteklih dneh, sprejeti
pa mora odlocˇitev, katerim oglasom bo v prihodnje namenil vecˇ oz. manj
oglasˇevalskega denarja. Vecˇina sorodnih del se osredotocˇa na napovedovanje
samo ene tocˇke vnaprej [5, 6, 7], medtem ko je bil nasˇ namen ugotoviti, za
koliko ur vnaprej so napovedi sˇe smiselne [8]. Prav tako smo zˇeleli primerjati
razlicˇne modele, tako univariatne kot multivariatne, in ugotoviti, cˇe in katere
znacˇilke lahko pripomorejo k boljˇsi napovedni tocˇnosti.
Na realnih podatkih iz druzˇabnih omrezˇij Facebook in Twitter, ki so
agregirani na urnem nivoju in po skupinah oglasov, smo primerjali razlicˇne
algoritme za napovedovanje cˇasovnih vrst (ang. time series forecasting):
XGBoost, ARIMA, VAR in LSTM nevronske mrezˇe ter ugotavljali njihovo
zmozˇnost za napovedovanje vecˇ cˇasovnih tocˇk (ur) vnaprej.
Del vsebin tega dela je bil objavljen v znanstvenem cˇlanku [9] in predsta-
vljen na konferenci ERK.




Dandanes poznamo veliko razlicˇnih druzˇabnih omrezˇij, nekaj jih je z logotipi
prikazanih na sliki 2.3. Kar 3,48 bilijonov ljudi, kar predstavlja 45 % celotne
svetovne populacije, uporablja vsaj eno druzˇabno omrezˇje, medtem ko to
sˇtevilo iz dneva v dan strmo narasˇcˇa [1].
Druzˇabno omrezˇje Facebook, katerega logotip je prikazan na sliki 2.1, je
drugo najbolj priljubljeno druzˇabno omrezˇje, takoj za omrezˇjem Google. Z
2,32 bilijoni mesecˇno aktivnih uporabnikov ostaja med najviˇsje rangiranimi
druzˇabnimi omrezˇji. 95 % vseh podjetij na svetovni ravni uporablja Face-
book, medtem ko je z majhnimi podjetji na druzˇabnem omrezˇju Facebook
povezanih 1,6 bilijona uporabnikov [10]. Mesecˇno si izmenjajo vecˇ kot 10 bili-
jonov sporocˇil, zaradi cˇesar kar 66 % uporabnikov porocˇa o vecˇjem zaupanju
v znamko, medtem ko se 55 % uporabnikov pocˇuti bolj osebno povezanih z
znamko ali podjetjem [1].
Twitter (logotip je prikazan na sliki 2.2) je druzˇabno omrezˇje, ki temelji
na t. i. mikrobloganju, kjer ljudje komunicirajo preko kratkih sporocˇil, ime-
novanih tviti. Tvitanje pomeni posˇiljanje kratkih sporocˇil vsem, ki nam na
Twitterju sledijo, pogosto pa se uporablja za sˇirjenje in objavljanje razlicˇnih
novic, izrazˇanje lastnih staliˇscˇ, oglasˇevanje ipd. Kar 84 % podjetij uporablja
druzˇabno omrezˇje Twitter. 85 % majhnih in srednje velikih podjetij porocˇa
o pomembnosti tega druzˇabnega omrezˇja pri storitvah za stranke. Mesecˇno
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Slika 2.1: Logotip druzˇabnega omrezˇja Facebook.
Slika 2.2: Logotip druzˇabnega omrezˇja Twitter.
aktivnih uporabnikov na druzˇabnem omrezˇju Twitter je 321 milijonov [1].
Druzˇabna omrezˇja so pomembno spremenila tudi nacˇin poslovanja pod-
jetij. Podjetja lahko mnozˇici ljudi hitro in ucˇinkovito sporocˇijo, da so na trg
dala nov produkt, jih informirajo o aktualnih popustih, nagradnih igrah,
predstavitvah produktov in o splosˇnih informacijah glede dolocˇenega po-
drocˇja. Trzˇniki uporabljajo druzˇabna omrezˇja za povecˇanje prepoznavnosti
blagovne znamke in spodbujanje lojalnosti blagovnih znamk. Ker je podjetje
bolj dostopno novim strankam in bolj prepoznavno za obstojecˇe, socialno
mrezˇenje pomaga promovirati sporocˇilo in vsebino blagovne znamke. Bolj
kot so ljudje izpostavljeni blagovni znamki podjetja, vecˇja je mozˇnost, da
podjetje pridobi in zadrzˇi nove stranke.




Spletno oglasˇevanje lahko v grobem razdelimo na dva segmenta: iskalna
omrezˇja (ang. search networks) in prikazna omrezˇja (ang. display networks).
Medtem ko pri iskalnem omrezˇju (slika 3.1) oglas dosezˇe uporabnike, ko zˇe
iˇscˇejo dolocˇene izdelke ali storitve, se s prikaznim omrezˇjem (slika 3.2) po-
maga dosecˇi pozornost uporabnikov, ki so bolj na zacˇetku nakupovalnega ci-
kla. Oglasi se uporabnikom namrecˇ prikazˇejo sˇe preden zacˇnejo iskati dolocˇen
izdelek ali storitev, lahko pa se jih tudi opomni na izdelke, ki so jih v pre-
teklosti zˇe zanimali (v primeru ponovnega trzˇenja so to uporabniki, ki so zˇe
kdaj obiskali dolocˇeno spletno mesto ali aplikacijo) [11].
Oglasˇevanje preko druzˇabnih omrezˇij je v porastu [12], za podjetje pa je
Slika 3.1: Iskalno omrezˇje.
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Slika 3.2: Prikazno omrezˇje.
pomembno, da glede na svojo ciljno skupino izbere najucˇinkovitejˇsa orodja
oglasˇevanja in jih ustrezno kombinira med seboj. Z vnosom lastnih podat-
kov uporabniki ustvarijo svoj spletni profil, preko katerega objavljajo ali
posredujejo vsebine na druzˇabnem omrezˇju. Ti podatki so osnova za ciljanje
oglasov, ki se jim prikazujejo. Prav vsakega in vse izmed njih je mozˇno upora-
biti z namenom boljˇse usmerjenosti oglasˇevalske akcije in viˇsje ucˇinkovitosti
oglasˇevanja.
Prednost druzˇabnih omrezˇij je v nacˇinih ciljanja, ki jih le ta, s svojim
bogatim naborom podatkov, zagotavlja. Izvajanje ucˇinkovite segmentacije
je kljucˇ do pricˇakovanega nivoja uspeha in marketinsˇkega cilja. Bistve-
nega pomena je informacija, komu zˇelimo oglas prikazati: komu plasirati
ponudbo za produkt, komu vabilo na brezplacˇen dogodek, komu vabilo za
prenos brezplacˇne knjige. Druzˇabna omrezˇja omogocˇajo kar nekaj mozˇnosti,
da oglasi dosezˇejo prave osebe. Ciljanje je lahko po interesnih in demograf-
skih znacˇilnostih uporabnikov, po lastnih seznamih elektronskih naslovov ali
pa z ustvarjanjem podobnega obcˇinstva, kjer se izbere skupino, po vzoru ka-
tere se iˇscˇe in oblikuje novo, vecˇjo skupino. Segmentacija je torej izjemno
pomembna pri ustvarjanju in konfiguraciji oglasnih kampanj, poleg tega pa
je potrebno vlozˇiti veliko truda v zagotavljanje, da je ta segmentacija najbolj
optimalna.
Oglasˇevanje na druzˇabnih omrezˇjih ima pogosto sˇest stopenj, ki jim zaradi
njihovih anglesˇkih imen recˇemo tudi 6M model, prikazan na sliki 3.3:
7Slika 3.3: Sˇest stopenj oglasˇevanja ali 6M model.
• Namen (ang. mission): Kaj je cilj oglasˇevanja?
• Trg (ang. market): Kdo je ciljna skupina?
• Sporocˇilo (ang. message): Kaksˇno bo sporocˇilo?
• Mediji (ang. media): Katere kanale za oglasˇevanje uporabiti?
• Denar (ang. money): Koliko denarja nameniti?
• Merjenje (ang. measurement): Kako meriti in oceniti rezultate?
Upravljalci oglasˇevalskih kampanj se zatorej posluzˇujejo razlicˇnih orodij, ki
jim pomagajo poiskati ciljne skupine, dolocˇati dnevni proracˇun za skupino
oglasov, urejati urnike za zacˇetek in konec oglasˇevalske kampanje in ne na-
zadnje meriti in oceniti uspesˇnost kampanje. Primer taksˇnega orodja za
druzˇabni omrezˇji Facebook in Twitter sta Facebook upravitelj oglasov (ang.
Facebook ads manager) [10], prikazan na sliki 3.4, in Twitter upravitelj ogla-
sov (ang. Twitter ads manager) [13]. Upravitelju oglasov omogocˇa dostop
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Slika 3.4: Orodje za oglasˇevalce na druzˇabnem omrezˇju Facebook - Face-
book ads manager.
do vseh marketinsˇkih orodij, potrebnih za ustvarjanje ciljanih oglasov, na-
stavljanje proracˇuna, merjenje rezultatov ipd. Za vsak oglas, prikazan na
druzˇabnem omrezˇju, je v upravitelju oglasov mozˇen vpogled v uspesˇnost
oglasa. Ti podatki med drugimi vkljucˇujejo:
• sˇtevilo ljudi, ki vidijo oglas,
• sˇtevilo ljudi, ki kliknejo na oglas,
• znesek, ki je bil porabljen za oglas.
Vse znacˇilke oz. atributi so na voljo preko programskih vmesnikov (API, ang.
application programming interface) in so podrobneje razlozˇeni v poglavju 6.1.
Podatki so na voljo za vse oglasˇevalske akcije, skupine oglasov in oglase.
Izbere se lahko tudi dolocˇeno oglasˇevalsko akcijo, niz oglasov ali oglas ter se




Cˇasovne vrste so v statistiki nizi podatkov, izmerjeni na razlicˇnih cˇasovnih
tocˇkah, navadno dolocˇenih z intervali. Slika 4.1 prikazuje primer ene cˇasovne
vrste, kjer x os predstavlja cˇasovno znacˇko, y os pa sˇtevilo klikov na oglas v
dolocˇeni cˇasovni tocˇki. En sam podatek da statisticˇno sliko pojava, niz isto-
vrstnih podatkov v enakih cˇasovnih razmikih pa daje sliko dinamike pojava.
Osnovni namen proucˇevanja cˇasovnih vrst je opazovati cˇasovni razvoj po-
javov in iskati zakonitosti tega gibanja. Ugotovljene zakonitosti omogocˇajo
napovedovanje nadaljnjega razvoja in s tem povezano sprejemanje ustreznih
ukrepov. O napovedovanju cˇasovnih vrst se tipicˇno razpravlja, kadar je po-
trebna napoved naslednje cˇasovne tocˇke (ang. one-step prediction). Kadar pa
je potrebna napoved vecˇ cˇasovnih tocˇk vnaprej, govorimo o vecˇstopenjskem
napovedovanju (ang. multi-step forecasting) [14].
4.1 Analiza cˇasovnih vrst
Analiza cˇasovnih vrst zdruzˇuje metode, ki omogocˇajo razumevanje podat-
kov, to pa omogocˇa znanosti, da preucˇuje pomene in lastnosti cˇasovnih tocˇk,
opazuje razvoj pojavov skozi cˇas ter napoveduje prihodnje trende. Glede na
sˇtevilo analiziranih spremenljivk v cˇasovni vrsti locˇimo univariatne in mul-
tivariatne statisticˇne analize. Vsaka analizirana spremenljivka predstavlja
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locˇeno cˇasovno vrsto, vsaka cˇasovna vrsta pa je sestavljena iz dolocˇenih kom-
ponent. Zelo pogosto sta v cˇasovnih vrstah prisotni komponenti trend in
sezonskost. Trend kazˇe dolgorocˇno gibanje pojava in podaja smer razvoja.
Lahko je narasˇcˇajocˇ, padajocˇ ali pa stacionaren. Dolgorocˇne spremembe so
lahko pogojene s spremembo podnebja, okolja, gospodarskih sprememb itd.
Sezonska komponenta se nanasˇa na ponavljajocˇe se (periodicˇne) spremembe
zaradi letnih cˇasov, praznikov ... Ima svojo dolzˇino, ki je konstantna. Prav
tako je sezonskost predvidljiva, navadno se ponavlja znotraj enega koledar-
skega leta.
4.1.1 Univariatne statisticˇne analize
Univariatne statisticˇne analize (ang. univariate analysis) so tiste analize, s
katerimi istocˇasno analiziramo le eno spremenljivko. Uporabljamo jih, kadar
zˇelimo porocˇati o sestavi posamezne spremenljivke ali pred izvedbo napre-
dnejˇsih statisticˇnih analiz, pred katerimi moramo preveriti vse lastnosti posa-
meznih spremenljivk (npr. velikost vzorca (N ), porazdelitev (ang. distribu-
tion)). Univariatne statisticˇne analize torej uvrsˇcˇamo med opisne statisticˇne
analize.
4.1.2 Multivariatne statisticˇne analize
Multivariatne statisticˇne analize (ang. multivariate analysis) uporabljamo
pri statisticˇni analizi takrat, kadar istocˇasno analiziramo tri ali vecˇ spre-
menljivk. Pri multivariatni statisticˇni analizi uporabljamo npr. regresijsko
analizo (ang. regression analysis).
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Slika 4.1: Primer ene cˇasovne vrste.
4.2 Obdelava cˇasovnih vrst
Pri napovedovanju cˇasovnih vrst je pomembno, da cˇasovno vrsto predhodno
obdelamo in jo pripravimo za uporabo v napovednih modelih, s katerimi
skusˇamo dosecˇi cˇim bolj uspesˇne prihodnje napovedi. Z obdelavo jim po po-
trebi odstranimo sezonskost, jih pretvorimo iz eksponentne v linearno obliko
ali pa pretvorimo podatke v normalizirano obliko.
4.2.1 Stacionarnost
Za cˇasovno vrsto lahko recˇemo, da je stacionarna, cˇe njene statisticˇne lastno-
sti, kot sta povprecˇje in varianca, ostanejo konstantne skozi cˇas [15]. Vecˇina
modelov predpostavlja, da je cˇasovna vrsta stacionarna. Intuitivno lahko
ugotovimo, da cˇe ima cˇasovna vrsta posebno vedenje v daljˇsem cˇasovnem
obdobju, obstaja zelo velika verjetnost, da bo sledilo isto v prihodnosti. Tudi
teorije, povezane s stacionarnimi cˇasovnimi vrstami so bolj zrele in lazˇje iz-
vedljive v primerjavi z nestacionarnimi cˇasovnimi vrstami.
Trend
Cˇeprav se trend pogosto nanasˇa na zgodovinske spremembe podatkov, gre v
bistvu za napovedovanje prihodnjega vedenja. Gre za spreminjajocˇe se pov-
precˇje skozi cˇas. Cˇe sploh in kako mocˇno je dolocˇen trend na cˇasovni vrsti
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smo v delu preverjali z uporabo Dickey-Fuller testa, ki je eden od statisticˇnih
testov za preverjanje stacionarnosti. Nicˇelna hipoteza je, da je cˇasovna vrsta
nestacionarna. Rezultati testov obsegajo testno statistiko (ang. test statistic)
in nekatere kriticˇne vrednosti (ang. critical values) za razlicˇne stopnje zau-
panja. Cˇe je testna statistika manjˇsa od kriticˇne vrednosti, lahko zavrnemo
nicˇelno hipotezo in recˇemo, da je cˇasovna vrsta stacionarna. V nasprotnem
primeru imamo opravka z nestacionarno cˇasovno vrsto.
Sezonskost
Sezonskost dokazujejo odstopanja, prisotna v podatkih cˇasovne vrste, ki se
pojavljajo v dolocˇenih rednih kratkorocˇnih intervalih, krajˇsih od enega leta,
denimo tedenski, mesecˇni ali cˇetrtletni intervali. Lahko jo povzrocˇijo razlicˇni
dejavniki, kot so na primer vreme, letni cˇas, dopusti ali pocˇitnice. Peri-
odicˇne, ponavljajocˇe se vzorce na cˇasovni vrsti smo v delu preverjali s funkcijo
seasonal decompose iz znane knjizˇnice StatsModels.
Cˇasovno vrsto si lahko predstavljamo kot kombinacijo komponent trenda,
sezonskosti in sˇuma, torej jo lahko zapiˇsemo na nacˇin, prikazan z enacˇbo 4.1,
kjer sˇum predstavlja nakljucˇno spremembo v cˇasovni vrsti.
y(t) = sˇum+ trend+ sezonskost (4.1)
Funkcija seasonal decompose omogocˇa razdelitev cˇasovne vrste na ome-
njene komponente. Kot primer smo na sliki 4.2 zˇeleli prikazati prisotnost
trenda in sezonskosti na eni cˇasovni vrsti iz druzˇabnega omrezˇja Facebook.
Za pretvorbo iz nestacionarne v stacionarno cˇasovno vrsto smo od originalne
cˇasovne vrste eliminirali trend in sezonskost, kot prikazuje enacˇba 4.2 in s
tem dobili novo cˇasovno vrsto, ki je stacionarna in posledicˇno bolj primerna
za uporabo v napovednih modelih. Za pretvorbo napovedanih vrednosti na-
zaj v izvorno obliko je potrebno trend in sezonskost vrniti, kar dosezˇemo
enostavno s priˇstevanjem teh dveh komponent, kot prikazuje enacˇba 4.3.
y′(t) = y(t)− trend− sezonskost (4.2)
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y(t) = y′(t) + trend+ sezonskost (4.3)
4.2.2 Logaritemska preslikava
Logaritemska preslikava, sˇiroko uporabljena metoda za obravnavo asime-
tricˇnih podatkov je ena najbolj priljubljenih transformacij. Uporablja se
za cˇasovne vrste, ki imajo eksponentno obliko. Z logaritemsko preslikavo se
taksˇno cˇasovno vrsto pretvori v linearno obliko z enakomerno porazdelitvijo.
V delu smo za logaritemsko preslikavo uporabili funkcijo log iz knjizˇnice
NumPy.
4.2.3 Normalizacija
Normalizacija je prerazporeditev podatkov iz prvotnega stanja v obliko, kjer
so vse vrednosti v obmocˇju med 0 in 1. Kadar imajo podatki cˇasovne vr-
ste razlicˇna merila, je normalizacija za nekatere algoritme strojnega ucˇenja
lahko zelo uporabna ali celo nujna. Tudi podatki za ucˇenje nevronske mrezˇe
morajo imeti normalizirane vrednosti. V delu smo cˇasovno vrsto normalizi-
rali s pomocˇjo funkcije MinMaxScaler iz uporabnega orodja za obdelavo
podatkov, scikit-learn.
4.2.4 Standardizacija
Standardizacija podatkovnega niza vkljucˇuje prerazporeditev vrednosti
cˇasovne vrste tako, da je srednja vrednost opazovanih vrednosti 0, standardni
odklon pa je 1. To lahko razumemo kot odsˇtevanje srednje vrednosti ali cen-
triranje podatkov. Enako kot pri normalizaciji je tudi standardizacija upo-
rabna ali celo nujna pri nekaterih algoritmih strojnega ucˇenja, cˇe imajo po-
datki cˇasovnih vrst vhodne vrednosti z razlicˇnimi merili. Tudi pri standardi-
zaciji smo uporabili znano orodje scikit-learn in s funkcijo StandardScaler
pretvorili cˇasovno vrsto v standardno obliko.
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Ko je cˇasovna vrsta ustrezno obdelana, je primerna za uporabo na mode-
lih za napovedovanje cˇasovnih vrst. Primerjali smo razlicˇne univariatne in
multivariatne modele, ki jih predstavljamo v nadaljevanju.
5.1 Naivni napovedni modeli
Za ocenjevanje napovedne uspesˇnosti potrebujemo izhodiˇscˇe, ki sluzˇi kot me-
rilo in predstavlja referencˇno osnovo za vse druge tehnike modeliranja, pove-
zane z izbrano domeno. Cˇe model dosezˇe zmogljivost referencˇne osnove ali
je celo slabsˇi, je treba tehniko popraviti ali pa opustiti. Da je tehnika, ki
se uporablja za napovedovanje zacˇetne ucˇinkovitosti dobra, mora zadostiti
sledecˇim lastnostim:
• Enostavnost: Metoda, ki zahteva malo ali pa nicˇ ucˇenja oziroma inte-
ligence.
• Hitrost: Metoda, ki se implementira hitro in je racˇunsko trivialna za
napovedovanje.
• Ponovljivost: Metoda, ki je deterministicˇna, kar pomeni, da vracˇa
pricˇakovan izhod ob podanem istem vhodu.
Pogost algoritem, ki se uporablja za dolocˇanje osnovne ucˇinkovitosti je
15
16 POGLAVJE 5. NAPOVEDNI MODELI
Slika 5.1: Primer preprostega vztrajnostnega modela z zamikom velikosti
ena.
vztrajnostni model (ang. perisistence model, PM) [16], prikazan na sliki 5.1.
Vztrajnostni model uporablja vrednost v prejˇsnjem cˇasovnem koraku (t− 1)
za napoved pricˇakovanega rezultata pri naslednjem cˇasovnem koraku (t+ 1),
kar izpolnjuje tri zgoraj nasˇtete pogoje za referencˇno napoved [17].
5.2 Klasicˇni napovedni modeli
5.2.1 ARIMA
ARIMA, poznana tudi kot Box-Jenkins metodologija, je splosˇen model za
napovedovanje in ena izmed najpogosteje uporabljenih metod za analizo
cˇasovnih vrst zadnjih nekaj let [6]. Bistvo modela ARIMA je, da odpravlja
pomanjkljivosti vecˇrazsezˇnostne regresije, ki predvideva, da je cˇasovna vrsta
stacionarna. To pomeni, da mora cˇasovna vrsta imeti konstantno aritmeticˇno
sredino in varianco. Obstaja veliko razlicˇnih ARIMA modelov, osnovni pa je
poznan kot ARIMA(p, d, q) in je sestavljen iz avtoregresijskega dela reda p
(AR), diferenciranja stopnje d (I) in modela drsecˇih sredin reda q (MA).
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Avtoregresijski del AR(p)
AR je osnovan na ideji, da je trenutna vrednost xi izracˇunljiva glede na zadnje
p vrednosti xt−1, xt−2 ... xt−p, kjer p predstavlja sˇtevilo potrebnih korakov za
napoved trenutne vrednosti.
Integracijski del I(d)
Diferenciranje je postopek transformacije, ki pretvori nestacionarno cˇasovno
vrsto v stacionarno. Integracijski del z diferencialom d iz cˇasovne vrste od-
stranjuje trend. Z drugimi besedami, sˇtevilo d predstavlja sˇtevilo razlik,
potrebnih za pretvorbo cˇasovne vrste v stacionarno obliko. Prva razlika po-
meni, da od sˇtevila klikov v dolocˇeni cˇasovni znacˇki odsˇtejemo sˇtevilo klikov
v prejˇsnji cˇasovni znacˇki. Postopek pri racˇunanju druge razlike je enak, le
da racˇunamo razlike na cˇasovni vrsti, ki predstavlja prvo razliko. S prime-
rom na sliki 5.2 smo diferencirali cˇasovno vrsto s slike 4.1, sliki 5.3 in 5.4 pa
predstavljata cˇasovni vrsti po izvedeni prvi in drugi razliki.
Drsecˇe povprecˇje MA(q)
Drsecˇe povprecˇje za razliko od avtoregresijskega dela, ki uposˇteva zamike
predhodnih vrednosti, uposˇteva zamike v napakah.
Drsecˇe povprecˇje se racˇuna za dolocˇeno obdobje. Za to obdobje se
izracˇuna povprecˇna vrednost, rezultat pa se zapiˇse pod vrednost na sredini
opazovanega obdobja. Postopek se ponovi na naslednji podmnozˇici in se po-
navlja toliko cˇasa, dokler so na voljo podatki za celotno opazovano obdobje.
Slika 5.5 prikazuje izracˇunano drsecˇe povprecˇje za del cˇasovne vrste. Opazo-
vano obdobje je 3 ure. Da smo dobili prvo vrednost, smo izracˇunali povprecˇje
prvih treh vrednosti: 27 + 12 + 12 = 51 / 3 = 17. Povprecˇna vrednost 17
se zapiˇse pod opazovano vrednost s cˇasovno znacˇko 2. 1. 2017 12:00, saj ta
predstavlja srediˇscˇe opazovanega obdobja.
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Slika 5.2: Postopek racˇunanja razlik - diferenciacija.
Slika 5.3: Cˇasovna vrsta klikov po izvedeni prvi razliki.
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Slika 5.4: Cˇasovna vrsta klikov po izvedeni drugi razliki.
Slika 5.5: Postopek racˇunanja drsecˇega povprecˇja.
20 POGLAVJE 5. NAPOVEDNI MODELI
V delu smo uporabljali model ARIMA iz knjizˇnice PyFlux, prikazan z
enacˇbo 5.1, ki s funkcijo predict(h) omogocˇa preprosto napovedovanje h
tocˇk v prihodnost [18]. Potrebne parametre p, d in q smo poiskali z mrezˇnim
iskanjem (ang. grid search) in rezultate zapisali v zunanjo datoteko, za ka-













Vsi ARIMA modeli temeljijo na podatkih le ene cˇasovne vrste in ne vkljucˇujejo
podatkov solezˇnih cˇasovnih vrst, ki pogosto lahko vsebujejo pomembne in-
formacije za bolj natancˇne napovedi. Pri modelu ARIMA gre torej za uni-
variatne napovedi.
5.2.2 VAR
Model vektorske avtoregresije (ang. vector autoregression, VAR) je eden
izmed bolj uspesˇnih, fleksibilnih in enostavnih modelov za uporabo pri ana-
lizi multivariatnih cˇasovnih vrst. Je razsˇiritev univariatnega avtoregresiv-
nega modela v dinamicˇno multivariatno cˇasovno vrsto, kjer se avtoregresivna
shema razsˇiri na vecˇ spremenljivk z linearnimi odvisnostmi med njimi. To
pomeni, cˇe imamo spremenljivko x, lahko vrednost spremenljivke v trenutku
j izrazimo kot linearno kombinacijo vrednosti spremenljivke v i prejˇsnjih
cˇasovnih tocˇkah. Za boljˇse prileganje podatkom dodamo konstanto c, kot
prikazuje enacˇba 5.2.
x(j) ≈ x(j−1)a1 + ...+ x(j−i)ai + c (5.2)
Ko imamo model z eno spremenljivko, lahko obravnavamo vecˇ spremenljivk
- ker je veliko bolj zanimivo predvidevati, da bo vrednost spremenljivke od-
visna ne samo od njene prejˇsnje vrednosti, ampak tudi od vrednosti drugih
spremenljivk. Zato imamo, namesto spremenljivke x, vektor y z d spremen-
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ljivkami, kot prikazuje enacˇba 5.3.
y(j) ≈ y(j−1)A1 + ...+ y(j−i)Ai + C (5.3)
Model VAR se je kot posebej uporaben izkazal za opisovanje dinamicˇnega
obnasˇanja pri ekonomskih in financˇnih cˇasovnih vrstah in za napovedova-
nje cˇasovnih vrst [19]. V delu smo uporabljali model VAR iz knjizˇnice
StatsModels, prikazan z enacˇbo 5.4.
Yt = A1Yt−1 + . . .+ ApYt−p + ut
ut ∼ Normal(0,Σu)
(5.4)
Model kot parameter sprejme cˇasovno vrsto, ki mora biti stacionarna oziroma
brez trenda. Optimalno sˇtevilo zamikov (ang. lags) in kriterijsko funkcijo
smo iskali z mrezˇnim iskanjem.
5.3 Regresijski napovedni modeli
XGBoost (ang. extreme gradient boosting), razsˇirljiv sistem strojnega ucˇenja
je metoda, ki omogocˇa vzporedno gradnjo vecˇjega sˇtevila odlocˇitvenih dreves
na eni sami napravi, kar ji omogocˇa tudi do vecˇ kot 10-krat viˇsjo cˇasovno
ucˇinkovitost od obstojecˇih implementacij Gradient Boosting metode [20].
XGBoost se uporablja pri problemih nadzorovanega ucˇenja, kjer uporabimo
ucˇno mnozˇico (z vecˇ znacˇilkami) xi, da napovemo ciljno spremenljivko yi.
Gradient boosting je pristop, kjer se kreirajo novi modeli, z namenom
napovedovanja ostankov ali napak prejˇsnjih modelov, ki nato skupaj tvorijo
koncˇno napoved [21]. Ta pristop podpira tako regresijske kot tudi klasifikacij-
ske tezˇave z napovednim modeliranjem. XGBoost spada v druzˇino boosting
algoritmov, ki sˇibke ucˇence spremenijo v mocˇne, pri cˇemer je sˇibek ucˇenec
le malce boljˇsi od nakljucˇnega ugibanja. Boosting je zaporedni proces, kjer
se drevesa gradijo na podlagi informacij o prej zgrajenih drevesih, eno za
drugim. Ta proces se pocˇasi ucˇi na podatkih in poskusˇa izpopolniti napovedi
v naslednji iteraciji. Primer delovanja boosting algoritma je prikazan na sliki
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Slika 5.6: Primer delovanja boosting algoritma.
5.6, kjer vsak kvadrat predstavlja en klasifikator. Vsak klasifikator poskusˇa
klasificirati znake plus in minus, kolikor je le mogocˇe homogeno [22].
1. klasifikator: Prvi klasifikator ustvari vzdolzˇno cˇrto D1. Predpostavi,
da vse, kar je na levi strani, predstavlja znak + in vse, kar je na desni
strani, predstavlja znak -. Ta klasifikator je torej napacˇno klasificiral
tri + znake.
2. klasifikator: Naslednji klasifikator poskusˇa popraviti napako prvega.
Zatorej bolj obtezˇi tri prej izpusˇcˇene znake (prikazani so kot vecˇji plusi
na sliki) in ustvari vzdolzˇno cˇrto D2. Ponovno predpostavi, da vse na
desni strani cˇrte D2 predstavlja znak - in vse na levi strani znak +. Sˇe
vedno je prisotna napaka, saj so napacˇno klasificirani trije - znaki.
3. klasifikator: Ponovno tudi tretji klasifikator poskusˇa odpraviti napake.
Bolj obtezˇi tri prej zgresˇene znake (prikazani so kot vecˇji minusi) in
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ustvari horizontalno cˇrto D3. Ta klasifikator je napacˇno klasificiral tri
znake (oznacˇeni so s krogci). Ne pozabimo, da vsak od teh klasifika-
torjev s seboj nosi napako o zgresˇenem razvrsˇcˇanju. Prvi trije klasifi-
katorji so torej sˇibki klasifikatorji, ki se uporabijo z namenom kreiranja
cˇetrtega, mocˇnega klasifikatorja.
4. klasifikator: Je obtezˇena kombinacija treh sˇibkih klasifikatorjev. Kot
je razvidno iz slike, je uspel dobro opraviti delo in pravilno klasificirati
vse znake.
Osnovna ideja boosting algoritmov je torej zgraditi sˇibke modele, s kate-
rimi se ugotovi pomembnost raznih znacˇilk in parametrov. Na podlagi teh
ugotovitev se potem zgradi nov, mocˇnejˇsi model, izkoristijo se zgresˇene klasi-
fikacije prejˇsnjih modelov, ki se jih poskusˇa zmanjˇsati. Pri modelu XGBoost
so osnovni, privzeti ucˇenci, skupki odlocˇitvenih dreves. Skupek dreves je
mnozˇica klasifikacijskih in regresijskih dreves (ang. classification and regres-
sion trees, CART), kjer se drevesa gradijo eno za drugim, poskusi zmanjˇsanja
stopnje napacˇne klasifikacije pa se vrsˇijo v naslednjih iteracijah.
5.4 Napovedni modeli z nevronskimi mrezˇami
Za napovedovanje cˇasovnih vrst se vse bolj uporabljajo povratne nevronske
mrezˇe (ang. recurrent neural networks, RNN ), predvsem njihova razlicˇica
nevronske mrezˇe z dolgim kratkorocˇnim spominom (ang. long short-term
memory neural networks, LSTM ). Uporabljajo se za multivariatne napovedi
pri napovedovanju cˇasovnih vrst [23, 24]. LSTM nevronske mrezˇe so dan-
danes sposobne presecˇi univariatne modele za napovedovanje cˇasovnih vrst
[25], zato jih zˇelimo poleg klasicˇnih (statisticˇnih) in regresijskih modelov pre-
izkusiti tudi v nasˇem delu.
Preprosto nevronsko mrezˇo predstavljajo umetni nevroni, razvrsˇcˇeni v
sloje. Primer preproste arhitekture nevronske mrezˇe, z dvema skritima slo-
jema je prikazan na sliki 5.7. Signali potujejo vzdolzˇ slojev, nevroni na istem
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Slika 5.7: Primer arhitekture umetne nevronske mrezˇe.
nivoju pa niso povezani. Mozˇne so tudi druge sestave. Pri povratnih nevron-
skih mrezˇah lahko signali potujejo v obe smeri; naprej in nazaj, kar dosezˇemo
z vpeljavo povratnih zank, prikazane pa so na sliki 5.8. Povratne nevronske
mrezˇe so zelo zmogljive, hkrati pa so lahko tudi zelo zapletene. Taksˇne mrezˇe
so dinamicˇne, ker se stanje sistema spreminja, dokler ne dosezˇejo ravnovesne
tocˇke. V ravnovesni tocˇki ostanejo, dokler se ne spremenijo vhodni podatki in
je potrebno poiskati novo ravnovesno tocˇko. Operacije s povratnimi zankami
imenujemo tudi rekurzivne oziroma interaktivne operacije.
Pri matematicˇnem modelu nevrona imamo razlicˇno utezˇene vhode (ξi),
katerih signale (ωi) nevron sesˇteje. Cˇe presezˇejo dolocˇen prag (θ), nevron
odda signal glede na aktivacijsko (tudi prenosno) funkcijo in neki drugi ne-
vroni ga spet sprejmejo. Nevroni so razvrsˇcˇeni v sloje oziroma plasti – ne-
vroni v isti plasti med seboj niso povezani, se pa povezujejo z nevroni nasle-
dnjih slojev (nekatere vrste nevronskih mrezˇ imajo tudi drugacˇno hierarhijo).
Aktivacijske funkcije so lahko linearne, binarne, bipolarne, sigmoidalne, hi-
perbolicˇne ipd. Procesiranje je koncˇano, ko se potovanje drazˇljajev ustavi;
tedanje stabilno stanje na izhodu je rezultat. Vendar pa je zaradi tezˇave z
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Slika 5.8: Primer arhitekture povratne nevronske mrezˇe.
eksplozijo gradienta, kar imenujemo problem izginjajocˇih gradientov, tezˇko
usposobiti standardne RNN za resˇevanje tezˇav, ki zahtevajo ucˇenje dolgo-
trajnih odvisnosti.
Nevronske mrezˇe z dolgim kratkorocˇnim spominom (LSTM) so posebna
vrsta povratnih nevronskih mrezˇ (RNN), posebej zasnovanih za to, da se
izognejo problemu dolgotrajne odvisnosti. Pomnjenje informacij za daljˇse
obdobje je prakticˇno njihovo standardno obnasˇanje in ne predstavlja tezˇave
pri ucˇenju. LSTM enote vkljucˇujejo pomnilniˇsko celico, ki lahko dolgo cˇasa
ohranja informacije v pomnilniku. Za nadzor nad tem, kdaj informacije vsto-
pijo v pomnilnik, kdaj izstopijo in kdaj so pozabljene, se uporablja nabor treh
vrat: vhodna vrata, izhodna vrata in pozabljiva vrata. Ta arhitektura
jim omogocˇa, da se naucˇijo dolgorocˇne odvisnosti. Postopek je prikazan s
sliko 5.9 in opisan v nadaljevanju.
Pozabljiva vrata
Pozabljiva vrata odlocˇajo, katere informacije se bodo zavrgle in katere
obdrzˇale. Informacija iz prejˇsnjega stanja skrite plasti (ht−1) in informacija
iz trenutnega vhoda (xt) gresta skozi sigmoidno funkcijo, ki vrne rezultat
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Slika 5.9: Struktura pomnilne celice.
med 0 in 1. Cˇe je rezultat blizu 0 pomeni, da informacijo pozabimo, blizˇje
rezultatu 1 pa pomeni, da podatek obdrzˇimo.
Vhodna vrata
Za posodobitev stanja pomnilne celice imamo vhodna vrata. Najprej posre-
dujemo prejˇsnje stanje skrite plasti (ht−1) in informacijo iz trenutnega vhoda
(xt) sigmoidni funkciji. Ta s pretvorbo vrednosti na interval med 0 in 1 odlocˇi,
katere vrednosti bodo posodobljene, pri cˇemer 0 pomeni, da informacija ni
pomembna, 1 pa ravno nasprotno. Prejˇsnje stanje skrite plasti in trenutno
stanje posˇljemo prav tako tudi funkciji tanh, ki pretvori vrednost na inter-
val med -1 in 1. Rezultata funkcij tanh in sigmoid se tocˇkovno zmnozˇita,
sigmoidna funkcija pa bo odlocˇila, katere informacije iz tanh funkcije so
pomembne.
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Stanje celice
V tem trenutku naj bi bilo dovolj informacij za izracˇun stanja celice. Po-
mnilna celica se tocˇkovno pomnozˇi z vektorjem aktivacijske vrednosti poza-
bljivih vrat (ft). Tukaj obstaja mozˇnost, da se vrednost v pomnilni celici
zavrzˇe, cˇe se pomnozˇi z vrednostmi blizu 0. Nato rezultat sesˇtejemo z vek-
torjem aktivacijske vrednosti vhodnih vrat (it), ki posodobi pomnilno celico
na novo vrednost, ki jo nevronska mrezˇa vidi kot relevantno. S tem dobimo
novo stanje celice.
Izhodna vrata
Na koncu imamo sˇe izhodna vrata, ki odlocˇijo, kaksˇno naj bo naslednje skrito
stanje. Ne pozabimo, da skrito stanje vsebuje informacijo prejˇsnjih vhodov.
Skrito stanje je uporabno tudi za napovedi. Najprej podamo prejˇsnje skrito
stanje in trenuten vhod sigmoidni funkciji. Nadalje podamo novo posodo-
bljeno stanje celice (ct) funkciji tanh. Rezultata obeh funkcij se tocˇkovno
zmnozˇita in dobimo nov rezultat, ki predstavlja izhod skritega stanja (ht).
Novo stanje celice in novo skrito stanje sta podana naprej, naslednjemu
cˇasovnemu koraku.




Delo je nastalo na podlagi realnih podatkov iz druzˇabnih omrezˇij Facebook in
Twitter. Podatki obsegajo tipicˇne najpomembnejˇse statistike oglasˇevalskih
akcij (kliki, prikazi, strosˇki itd., po skupinah oglasov). Zgodovinski podatki,
ki so nam na voljo iz druzˇabnega omrezˇja Facebook, so razvidni iz tabele
6.1, iz druzˇabnega omrezˇja Twitter pa iz tabele 6.2. Podatki ne zajemajo
informacij o samem uporabniku ali oglasu. Agregirani so na urni nivo, brez
vmesnih manjkajocˇih ur. V nadaljevanju so opisani statisticˇni podatki ogla-
sov posameznega druzˇabnega omrezˇja.
6.1.1 Podatki druzˇabnega omrezˇja Facebook
Podatki, ki smo jih imeli na voljo iz druzˇabnega omrezˇja Facebook, obsegajo
60 oglasov ali oglasnih skupin razlicˇnih dolzˇin – med 63 in 305 zaporednih ur,
kot je razvidno iz slike 6.1. Nekaj cˇasovnih vrst je graficˇno prikazanih s sliko
6.3. Slika 6.2 nam prikazuje nekaj statisticˇnih podatkov cˇasovnih vrst, med
drugimi povprecˇno sˇtevilo klikov v posamezni oglasni skupini, ki se giblje
med 10,08 in 109,88 klikov.
Matrika intenzitete (ang. heatmap) nam prikazuje medsebojno korelacijo
atributov. Pri multivariatnih modelih, kjer so vkljucˇene eksogene vrednosti,
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Slika 6.1: Dolzˇine cˇasovnih vrst druzˇabnega omrezˇja Facebook.
Slika 6.2: Statisticˇni podatki cˇasovnih vrst druzˇabnega omrezˇja Facebook.
bi bilo glede na matriko intenzitete iz slike 6.4, poleg klikov na oglase smi-
selno preizkusiti modele z vkljucˇitvijo prikazov oglasov (ang. impressions)
in klikov, ki so se zgodili zaradi povezav med uporabniki (ang. social clicks).
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Termin Opis
timestamp Cˇasovna oznaka, ki predstavlja, kdaj so bili podatki za-
belezˇeni.
actions comment Koliko komentarjev je prejela dolocˇena oglasna skupina ali
oglas.
actions like Koliko vsˇecˇkov je prejela dolocˇena skupina oglasov ali oglas.
actions link click Kolikokrat so uporabniki kliknili na povezavo.
actions page engagement Skupno sˇtevilo interakcij med uporabniki in Facebook spletno
stranjo oglasˇevalca.
actions photo view Sˇtevilo ogledov slike.
actions post engagement Skupno sˇtevilo interakcij med uporabniki in Facebook objavo
oglasˇevalca.
actions post like Sˇtevilo vsˇecˇkov na objavo kot rezultat oglasa.
actions unlike Koliko ljudi je odstranilo vsˇecˇek.
actions video play Sˇtevilo predvajanj videa.
actions video view Sˇtevilo ogledov videa.
ad campaign id Unikatna identifikacijska sˇtevilka oglasˇevalske kampanje.
ad group id Unikatna identifikacijska sˇtevilka skupine oglasov.
amount Ocenjena skupna vrednost porabljenega denarja za kampanjo,
skupino oglasov ali oglas.
clicks Sˇtevilo klikov na oglase.
impressions Kolikokrat se je dolocˇena skupina oglasov prikazala na zaslonu.
social clicks Sˇtevilo klikov na oglase, ki so se zgodili zaradi povezav med
uporabniki.
social impressions Sˇtevilo prikazov oglasov zaradi povezave med uporabniki.
total actions Sˇtevilo vseh dogodkov.
website clicks Sˇtevilo klikov na spletno stran.
Tabela 6.1: Opis podatkov oglasˇevalskih kampanj na druzˇabnem omrezˇju
Facebook [26].
6.1.2 Podatki druzˇabnega omrezˇja Twitter
Podatki, ki smo jih imeli na voljo iz druzˇabnega omrezˇja Twitter, obsegajo 36
oglasov ali oglasnih kupin, pri cˇemer so cˇasovne vrste razlicˇnih dolzˇin, precej
daljˇsih, kot pri podatkih druzˇabnega omrezˇja Facebook - med 281 in 1127
zaporednih ur. Razvidni so iz slike 6.5, graficˇno pa jih je nekaj prikazanih na
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sliki 6.8. Slika 6.6 prikazuje nekaj statisticˇnih podatkov cˇasovnih vrst, med
drugimi povprecˇno sˇtevilo klikov na uro v posamezni oglasni skupini, ki je
med 0,20 in 187,59 klikov.
Pri multivariatnih modelih bi glede na matriko intenzitete (slika 6.7),
poleg klikov na oglase, model preizkusili sˇe s podanimi cˇasovnimi vrstami
znacˇilk prikazov oglasov, tako kot pri druzˇabnem omrezˇju Facebook in
sˇtevilom klikov na pripet URL naslov (ang. url clicks).
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Termin Opis
timestamp Cˇasovna oznaka, ki predstavlja, kdaj so bili podatki zabelezˇeni.
campaign Unikatna identifikacijska sˇtevilka oglasˇevalske kampanje.
group Unikatna identifikacijska sˇtevilka skupine oglasov.
engagements Skupno sˇtevilo interakcij med uporabniki in oglasom ali oglasno
skupino.
impressions Kolikokrat se je dolocˇena skupina oglasov prikazala na zaslonu.
retweets Skupno sˇtevilo deljenih objav tvita s strani uporabnikov.
replies Skupno sˇtevilo odgovorov na tvit.
likes Koliko vsˇecˇkov je prejela dolocˇena skupina oglasov ali oglas.
follows Skupno sˇtevilo sledilcev oglasne skupine.
card engagements Sˇtevilo interakcij med uporabniki in Twitter kartico.
clicks Sˇtevilo klikov na oglase.
app clicks Sˇtevilo namestitev ali poskusov zagona aplikacije.
url clicks Sˇtevilo klikov na pripet URL naslov.
video total views Skupno sˇtevilo ogledov videa.
video views 25 Skupno sˇtevilo ogledov videa, pri katerem je uporabnik pogledal
vsaj 25 % vsebine.
video views 50 Skupno sˇtevilo ogledov videa, pri katerem je uporabnik pogledal
vsaj 50 % vsebine.
video views 75 Skupno sˇtevilo ogledov videa, pri katerem je uporabnik pogledal
vsaj 75 % vsebine.
video views 100 Skupno sˇtevilo ogledov videa, pri katerem je uporabnik pogledal
100 % vsebine.
video cta clicks Skupno sˇtevilo klikov na gumb za zˇeljeno akcijo.
video content starts Skupno sˇtevilo pricˇetkov ponovnega predvajanja videa.
video mrc views Skupno sˇtevilo ogledov glede na smernice organizacije Media Ra-
ting Council.
conversion hourly sum Sˇtevilo konverzij agregirano po urah.
Tabela 6.2: Opis podatkov oglasˇevalskih kampanj na druzˇabnem omrezˇju
Twitter [27].
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Slika 6.3: Nekaj cˇasovnih vrst klikov druzˇabnega omrezˇja Facebook.
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Slika 6.4: Matrika intenzitete na podatkih ene cˇasovne vrste iz druzˇabnega
omrezˇja Facebook.
Slika 6.5: Dolzˇine cˇasovnih vrst druzˇabnega omrezˇja Twitter.
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Slika 6.6: Statisticˇni podatki cˇasovnih vrst druzˇabnega omrezˇja Twitter.
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Slika 6.7: Matrika intenzitete na podatkih ene cˇasovne vrste iz druzˇabnega
omrezˇja Twitter.
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Slika 6.8: Nekaj cˇasovnih vrst klikov druzˇabnega omrezˇja Twitter.
6.2. PREGLED ORODIJ 39
6.2 Pregled orodij
Magistrsko delo smo izdelali v programskem jeziku Python, ki je zaradi veli-
kega sˇtevila zunanjih knjizˇnic, kot so NumPy, pandas, PyFlux, TensorFlow,
Keras idr., primeren za strojno ucˇenje.
Jupyter Notebook - Jupyter Notebook je spletna aplikacija, ki omogocˇa
ustvarjanje in skupno rabo dokumentov za numericˇno simulacijo in stati-
sticˇno modeliranje. Dokumenti vsebujejo interaktivno kodo (Python), s ka-
tero lahko ponazorimo vsebino v obliki razpredelnic, grafov, vdelanih video
posnetkov ali animacij [28]. V delu smo Juypter Notebook uporabljali za
organizacijo programske kode v smiselne datoteke. Primer je prikazan na
sliki 6.9.
Scikit-learn - je zelo uporabna, odprtokodna knjizˇnica za strojno ucˇenje v
programskem jeziku Python. Zgrajena je nad knjizˇnicami NumPy, SciPy in
matplotlib. Knjizˇnica vsebuje koristna orodja za strojno ucˇenje in statisticˇno
modeliranje, vkljucˇujocˇ klasifikacijo, regresijo, zdruzˇevanje in zmanjˇsevanje
dimenzij. Namenjen je gradnji modelov in se ne uporablja za branje ali ma-
nipulacijo s podatki. V ta namen so priporocˇljive ostale knjizˇnice, kot so
NumPy, Pandas in druge. Knjizˇnico Scikit-learn smo v delu uporabljali pri
regresijskih modelih in za ocenjevanje napovedne tocˇnosti.
NumPy - je knjizˇnica z licenco BSD, namenjena znanstvenim izracˇunom.
Podpira zmogljive N -dimenzionalne tabele za linearno algebro. Uporaba
objektov NumPy pospesˇi racˇunske operacije v programskem jeziku Python
[29]. Knjizˇnico smo v delu uporabljali za enostavno racˇunanje korenjene pov-
precˇne kvadratne napake in za racˇunanje statisticˇnega povprecˇja, mediane,
absolutne vrednosti ...
Pandas - je odprtokodna knjizˇnica z licenco BSD, ki zagotavlja visoko zmo-
gljive podatkovne strukture in orodja za analizo podatkov. Namenjena je za
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Slika 6.9: Spletna aplikacija Jupyter Notebook.
uporabo v programskem jeziku Python. Uporablja posebno strukturo ime-
novano podatkovni okvir (ang. dataframe) in med drugimi omogocˇa branje
.csv datotek ter pametno rezanje seznama podatkov bodisi po oznakah ali
indeksih.
PyFlux - je knjizˇnica za analizo in napovedovanje cˇasovnih vrst. Uporab-
nikom omogocˇa izbiro med prilagodljivimi mozˇnostmi modeliranja in skle-
panja ter uporabo rezultata za napovedovanje in retrospektivo. V delu smo
knjizˇnico uporabljali za napovedovanje s pomocˇjo modelov ARIMA in VAR.
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TensorFlow - je Python knjizˇnica za hitro numericˇno racˇunanje. Ustva-
rilo jo je podjetje Google in je namenjena tako za raziskave kot za proizvo-
dnjo. Ob instalaciji knjizˇnica TensorFlow zˇe vkljucˇuje razne modele globo-
kega ucˇenja, ki jih lahko direktno uporabimo.
Keras - je visokonivojski aplikacijski programski vmesnik (API) za nevron-
ske mrezˇe, katerega osnova je zˇe omenjena knjizˇnica TensorFlow [30]. Ta
knjizˇnica za globoko ucˇenje je napisana v Pythonu in omogocˇa enostavno
in hitro izdelavo prototipov, tako konvolucijskih kot rekurentnih nevronskih
mrezˇ. V delu smo knjizˇnico uporabljali za napovedovanje s pomocˇjo LSTM
nevronskih mrezˇ.
6.3 Metode evalvacije
6.3.1 Ucˇna in testna mnozˇica
Da smo dobili karseda primerljive rezultate med modeli, smo se pri vseh
modelih morali ucˇiti na isti ucˇni mnozˇici in napovedovati na isti testni mnozˇici
za vse cˇasovne vrste. Za velikost testne mnozˇice pri napovedovanju smo vzeli
zadnjih 24 tocˇk (en dan), ne glede na velikost napovednega okna. Dolzˇina
ucˇne mnozˇice pa je preostanek podatkov. Dolga je torej toliko, kot je dolga
cˇasovna vrsta, zmanjˇsana za velikost testne mnozˇice. Primer razdelitve ene
cˇasovne vrste je prikazan na sliki 6.10, kjer modra cˇrta prikazuje ucˇno, rdecˇa
pa testno mnozˇico.
6.3.2 Napovedovanje
Pri napovedovanju cˇasovnih vrst napovedi scˇasoma postajajo vedno manj
natancˇne, zato je bolje, da se model vsakicˇ znova ucˇi na zadnjih znanih po-
datkih, ki so na voljo za nadaljnje napovedi. Ker ucˇenje statisticˇnih modelov
ne traja dolgo, je sprehod naprej (ang. walk-forward validation) najbolj
ucˇinkovita resˇitev za doseganje bolj natancˇnih rezultatov, ki smo jo v delu
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Slika 6.10: Razdelitev cˇasovne vrste na ucˇno (modra) in testno (rdecˇa)
mnozˇico.
tudi uporabili. Kot prikazuje slika 6.11, se pri napovedovanju v vsakem ko-
raku ucˇna mnozˇica povecˇuje za eno tocˇko, testna pa se za eno tocˇko zmanjˇsa,
ne glede na to, koliko tocˇk vnaprej napovedujemo. Korakov je toliko, kot
je dolga testna mnozˇica, zmanjˇsana za velikost ucˇne mnozˇice. Postopek je
koncˇan takrat, ko je sesˇtevek ucˇne mnozˇice, koraka in sˇtevila zˇelenih napo-
vednih tocˇk vecˇji ali enak dolzˇini cˇasovne vrste.
6.3.3 Ocenjevanje napovedne tocˇnosti
Z rezultati naivnega modela smo zˇeleli pridobiti kvantitativno predstavo o
tem, kako tezˇak je napovedni problem in pridobiti neko izhodiˇscˇno zmoglji-
vost, s katero lahko primerjamo in ocenimo bolj sofisticirane napovedne mo-
dele. Implementirali smo naivni model, kjer predpostavimo, da bo naslednje
sˇtevilo klikov na oglas kar enako sˇtevilu klikov v prejˇsnji uri:
yt = xt-1
Napoved referencˇnega modela za eno uro vnaprej, za eno cˇasovno vrsto iz
druzˇabnega omrezˇja Facebook je prikazana na sliki 6.12. Z zeleno cˇrto je pri-
kazan zacˇetek cˇasovne vrste, ki v ostalih modelih predstavlja ucˇno mnozˇico,
modra in rdecˇa cˇrta pa prikazujeta tako imenovano testno mnozˇico. Modra
prikazuje pricˇakovane vrednosti, medtem ko rdecˇa cˇrta napovedane (predpo-
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Slika 6.11: Sprehod naprej.
stavljene) vrednosti. Pri napovedovanju n ur vnaprej predpostavimo, da bo
sˇtevilo klikov v naslednjih n urah kar enako sˇtevilu klikov v prejˇsnjih n urah.
Za ocenjevanje napovedne tocˇnosti smo uporabljali koren povprecˇne kva-
dratne napake (ang. root mean squared error, RMSE) [31]. Pri RMSE ka-
zalcu gre za povprecˇje absolutnih napak, kjer predznak ni pomemben, vecˇje
napake pri napovedih pa so manj zazˇelene. Z napovednimi napakami iz-
merimo, kako dalecˇ od regresijske cˇrte so podatki, hkrati pa je tudi merilo
razprsˇenosti teh napak. Z drugimi besedami, RMSE nam pove koncentracijo
podatkov okoli cˇrte najboljˇsega ujemanja. Pogosto se uporablja v klimato-
logiji, napovedovanju in regresijski analizi, za verifikacijo eksperimentalnih
rezultatov [32]. Formula za izracˇun RMSE je prikazana z enacˇbo 6.1, kjer
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Slika 6.12: Prikaz napovedi z urnim vztrajnostnim modelom za eno cˇasovno
vrsto druzˇabnega omrezˇja Facebook.
Napovedovali smo od 1 do 24 tocˇk vnaprej. V primeru napovedovanja ene
tocˇke vnaprej smo dobili 24 vrednosti, ki smo jih nato uporabili za izracˇun
RMSE. V primeru napovedovanja 24 ur vnaprej smo dobili 1 vrednost, ta pa
predstavlja sesˇtevek vseh 24 napovedanih vrednosti.
Poglavje 7
Izvedba poskusov
Za izvedbo poskusov smo vse modele morali najprej pripraviti. Priprava se
med modeli razlikuje, zato smo jo, za vsak model posebej, opisali v nadalje-
vanju. Poskuse smo izvajali locˇeno, za vsako druzˇabno omrezˇje posebej in
locˇeno po skupinah oglasov. Psevdokoda 1 generalno opisuje izvedbo posku-
sov.
Izvedli smo vecˇ poskusov napovedi za univariatne in multivariatne mo-
dele. Zˇeleli smo preveriti, ali lahko dodatne znacˇilke pri multivariatnih mo-
delih XGBoost, VAR in LSTM pripomorejo k bolj natancˇnim napovedim v
primerjavi z univariatnim modelom ARIMA. Zanimal nas je tudi doprinos
posameznih znacˇilk k napovedni tocˇnosti.
Izhodiˇscˇno tocˇko za ocenjevanje napovedne tocˇnosti z RMSE smo pridobili
z naivnim modelom, pri katerem smo predpostavili, da bo sˇtevilo klikov na
oglas v naslednjih n urah enako sˇtevilu klikov v zadnjih znanih n urah.
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Algorithm 1 Obdelava podatkov in napovedovanje
1: for model ∈ {vsi modeli} do
2: Priprava prejetih podatkov
3: for obdelava ∈ {odstranitev trenda, normalizacija, standardizacija,
logaritemska preslikava} do
4: Obdelava podatkov
5: Iskanje parametrov z mrezˇnim iskanjem
6: Shranjevanje najustreznejˇsih parametrov
7: Razdelitev na ucˇno in testno mnozˇico
8: for vsak T iz testne mnozˇice do
9: Ucˇenje na ucˇni mnozˇici
10: Napovedovanje testne mnozˇice






7.1 Priprava napovednih modelov
7.1.1 Optimizacija parametrov z mrezˇnim iskanjem
Hiperparametri modela so zunanje znacˇilnost modela in njihove vrednosti
niso razvidne iz podatkov. Vrednosti hiperparametrov morajo biti dolocˇene
sˇe preden se pricˇne ucˇni proces modela. Za iskanje hiperparametrov, ki dajejo
najbolj natancˇne napovedi, se uporablja mrezˇno iskanje (ang. grid search).
Tako smo hiperparametre metode ARIMA, ki so p, d in q, poiskali z mrezˇnim
iskanjem. Prav tako smo pri metodi VAR z mrezˇnim iskanjem poiskali opti-
malno sˇtevilo zamikov in kriterijsko funkcijo.
Mrezˇno iskanje smo izvedli na vnaprej dolocˇenem razponu oziroma mnozˇici
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vrednosti. Za vsako kombinacijo smo testirali model in si zapomnili najboljˇsi
rezultat, za kasnejˇso hitrejˇso izvedbo poskusov.
Metode globokega ucˇenja (ang. deep learning) pogosto zahtevajo velike
kolicˇine podatkov in velike modele, ki skupaj rezultirajo v modele, katerih
ucˇenje lahko traja ure, dni ali celo tedne, zato pri metodah globokega ucˇenja
mrezˇno iskanje ni najprimernejˇsa operacija. Izjema so primeri, kjer so po-
datkovni nizi manjˇsi, kot na primer pri univariatnih cˇasovnih vrstah. Iskanje
hiperparametrov modela globokega ucˇenja je v tem primeru izvedljivo [23].
7.1.2 ARIMA
ARIMA, univariatni model iz knjizˇnice PyFlux, kot parameter sprejme
cˇasovno vrsto klikov in parametre p, d in q. Cˇasovno vrsto razdeli na ucˇno
in testno mnozˇico. Na podanih parametrih se model na ucˇni mnozˇici naucˇi
in poda napovedi. S funkcijo predict(h) napove h tocˇk v prihodnost, v
nasˇem primeru torej h ur vnaprej. V kolikor so bile na cˇasovni vrsti predho-
dno izvedene transformacije (odstranitev sezonskosti, trenda, logaritemska
preslikava ...) je potrebno na napovedih, ki jih je vrnil model, izvesti sˇe in-
verz transformacije (vrnitev sezonskosti, trenda, eksponentna preslikava ...).
Rezultati napovedi in pricˇakovane vrednosti se shranijo v locˇena seznama, ki
se na koncu uporabita za izracˇun RMSE.
7.1.3 VAR
VAR je multivariatni model in za ucˇenje uporablja celotno podano mnozˇico
cˇasovnih vrst, ki jih prejme v sklopu podatkovnega okvirja, podanega kot
parameter pri izvedbi napovedi. Poleg podatkovnega okvirja model sprejme
sˇe sˇtevilo zamikov in kriterijsko funkcijo, ki smo ju predhodno poiskali z
mrezˇnim iskanjem. Model napove vse spremenljivke, ki so bile podane s
podatkovnim okvirjem, uporabijo pa se le rezultati, ki predstavljajo napovedi
klikov na oglase. Primer podatkovnega okvirja za model VAR je prikazan
s tabelo 7.1. Poleg klikov (ang. clicks) vsebuje spremljajocˇe cˇasovne vrste
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clicks impressions actions social clicks
timestamp
2017-01-02 11:00:00 27 562 188 26
2017-01-02 12:00:00 12 693 215 12
2017-01-02 13:00:00 12 712 244 11
2017-01-02 14:00:00 31 956 377 29
2017-01-02 15:00:00 27 762 300 27
Tabela 7.1: Primer podatkovnega okvirja iz druzˇabnega omrezˇja Facebook
za model VAR.
prikazov (ang. impressions), dogodkov (ang. actions) in sˇtevilo klikov, ki so
se zgodili zaradi povezav med uporabniki (ang. social clicks).
7.1.4 XGBoost
Regresijski model XGBoost je multivariatni model, ki kot parameter sprejme
podatkovni okvir. Podan podatkovni okvir ne sme vsebovati konstant, zato
mu odstranimo podatke kot so ID kampanje, ID oglasa ali oglasne skupine.
Spremenljivka, ki jo zˇelimo napovedovati, mora biti na zadnjem mestu po-
datkovnega okvirja, saj jo bo model uporabil za izvedbo napovedi. Preden
smo model zacˇeli ucˇiti na podanih parametrih, smo podatkovni okvir sˇe neko-
liko prilagodili in dodali dodatne cˇasovne vrste, ki predstavljajo diferencirane
vrednosti za 24 ur in sˇtevilo klikov v naslednji uri v primeru napovedi ene ure
vnaprej, oziroma sˇtevilo klikov v naslednjih n urah za napovedi n ur vnaprej.
S funkcijo feature importances modela XGBoost smo ugotavljali
tudi pomembnost ostalih znacˇilk, ki bi poleg klikov, ki so bili predmet napo-
vedovanja, pripomogle k bolj uspesˇnim napovedim.
7.1.5 LSTM nevronske mrezˇe
LSTM nevronske mrezˇe so prav tako multivariaten model, ki se ucˇi na ce-
lotni skupini podanih cˇasovnih vrst. Da bi model ustrezal nadzorovanemu
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[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
Slika 7.1: Primer univariatne cˇasovne vrste predstavljene z vektorjem.
X, y
[1, 2, 3], [4]
[2, 3, 4], [5]
[3, 4, 5], [6]
...
Slika 7.2: Primer univariatne cˇasovne vrste kot nadzorovan ucˇni problem.
ucˇenju, je predhodna obdelava cˇasovnih vrst pri LSTM nujna. Cˇasovne vrste
je potrebno pretvoriti v tridimenzionalno strukturo. Algoritem nadzorova-
nega ucˇenja zahteva podatke, podane v obliki zbirke vzorcev, kjer ima vsak
vzorec vhodno komponento (X) in izhodno komponento (y). Model se nato
iz podanih primerov naucˇi, kako preslikati vhode v izhode. Ker se ta del pre-
tvorbe smatra kot bolj zapleten, je v nadaljevanju razlozˇen na enostavnem
primeru po knjigi Jasona Brownleeja [23].
Imamo, denimo, univariatno cˇasovno vrsto, predstavljeno kot vektor opa-
zovanih spremenljivk, prikazano na sliki 7.1. To cˇasovno vrsto zˇelimo pretvo-
riti v vzorce z vhodnimi in izhodnimi komponentami. Za univariatno cˇasovno
vrsto, kjer nas zanima napoved naslednje tocˇke, bi vrednosti v prejˇsnjih
cˇasovnih korakih bile uporabljene kot vhod, opazovana vrednost v trenutnem
cˇasovnem koraku pa kot izhod. Tako bi zgornji primer cˇasovne vrste lahko
predstavili kot nadzorovan ucˇni problem s tremi vhodnimi cˇasovnimi koraki
in enim izhodnim, kot prikazuje slika 7.2. Cˇasovna vrsta je tako pretvorjena
v tabelo s sˇtirimi stolpci - s tremi vhodnimi in enim izhodnim podatkom
(slika 7.3). Cˇe imamo sedem vrstic in tri stolpce kot vhodne podatke, po-
tem imamo podatkovno mnozˇico oblike [7, 3], kar predstavlja 7 vzorcev in
3 znacˇilnosti. To predstavlja dvodimenzionalno strukturo, ki mora biti za
potrebe LSTM nevronskih mrezˇ pretvorjena v tridimenzionalno strukturo
[vzorci, cˇasovni koraki, znacˇilnosti], kot jo prikazuje slika 7.4:
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x1, x2, x3, y
1, 2, 3, 4
2, 3, 4, 5
3, 4, 5, 6
...
Slika 7.3: Primer univariatne cˇasovne vrste predstavljene s stolpci in vrsti-
cami.
• Vzorci - ena sekvenca je en vzorec. Skupina je sestavljena iz enega ali
vecˇ vzorcev.
• Cˇasovni koraki - en cˇasovni korak je ena tocˇka opazovane vrednosti v
vzorcu. En vzorec je sestavljen iz vecˇ cˇasovnih korakov.
• Znacˇilnosti - ena znacˇilnost je ena opazovana vrednost v cˇasovnem ko-
raku. En cˇasovni korak je sestavljen iz ene ali vecˇ znacˇilnosti.
Zgornji primer se posledicˇno preoblikuje v tridimenzionalno obliko [7, 3, 1],
ki je primerna za uporabo v napovednem modelu LSTM.
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Slika 7.4: Tridimenzionalna struktura vhodnega podatka za model LSTM.
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7.2 Univariatno napovedovanje
Pri univariatnem napovedovanju smo izmed mnozˇice cˇasovnih vrst opazovali
le spremenljivko kliki (ang. clicks), saj smo napovedovali klike na oglase.
Solezˇne cˇasovne vrste pri univariatnih modelih ne sodelujejo. Vhodni para-
meter pri univariatnih modelih je navadno cˇasovna vrsta, primer pa je po-
dan s tabelo 7.2. Cˇasovna vrsta vsebuje dva kljucˇna podatka, ki sta cˇasovna
znacˇka (ang. timestamp) in sˇtevilo klikov na oglas v posamezni cˇasovni znacˇki
(ang. clicks). Napovedovanje smo izvedli tako, da smo cˇasovno vrsto najprej
razdelili na ucˇno in testno mnozˇico. Model se na ucˇni mnozˇici naucˇi in na-
pove naslednjo vrednost. Z uporabljeno metodo sprehod naprej se tako ucˇna
mnozˇica v vsakem koraku povecˇa za eno tocˇko, tabela napovedi pa se za en
vnos povecˇa. Po koncˇanem postopku imamo tabelo napovedanih vrednosti
za cˇasovno vrsto klikov. Kriterijski funkciji nato podamo tabelo napoveda-
nih vrednosti in originalno testno mnozˇico, ki nam vrne RMSE vrednost za
dolocˇitev uspesˇnosti modela.














Tabela 7.2: Primer vhodnega podatka za univariatni model ARIMA.
7.3 Multivariatno napovedovanje
Pri multivariatnem napovedovanju smo, poleg kljucˇne cˇasovno odvisne spre-
menljivke kliki, opazovali sˇe spremljajocˇe znacˇilke. Vsaka znacˇilka je odvisna
ne samo od svojih predhodnih vrednosti, pacˇ pa je povezana tudi z ostalimi
znacˇilkami.
Z algoritmom XGBoost smo s pomocˇjo funkcije feature importances
ugotavljali pomembnost teh znacˇilk, z vizualizacijo matrike intenzitete (slika
6.4 in 6.7) pa smo ugotavljali korelacijo med atributi. Pomembnost znacˇilk,
kot jo prikazujeta sliki 7.5 in 7.6 (prikazanih je le prvih 10 najpomemb-
nejˇsih znacˇilk), poleg diferenciranih vrednosti kazˇe na pomembnost znacˇilk
impressions in social clicks v druzˇabnem omrezˇju Facebook ter url clicks
in impressions v druzˇabnem omrezˇju Twitter. Znacˇilke, kot so clicks d2,
clicks d17, clicks d5 itn. predstavljajo diferencirane vrednosti cˇasovne vrste
klikov. Sˇtevilo na koncu pove, za koliko ur smo cˇasovno vrsto diferencirali.
Z diferenciranjem dobimo dodatne cˇasovne vrste, ki jih uporabimo za pre-
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Slika 7.5: Pomembnost znacˇilk za druzˇabno omrezˇje Facebook. Viˇsji kot je
rezultat, vecˇjo pomembnost naj bi imela znacˇilka.
verjanje korelacije klikov na oglas v dolocˇeni cˇasovni tocˇki s sˇtevilom klikov
v cˇasovni tocˇki diff ur pred tem.
Multivariatni modeli, ki smo jih uporabljali za napovedovanje s spre-
mljajocˇimi znacˇilkami so LSTM, XGBoost in VAR. Napovedi smo izvajali
podobno kot pri univariatnem modelu ARIMA iz prejˇsnjega podpoglavja.
Pri multivariatnih modelih je vhodni parameter navadno podatkovnih okvir,
ki vsebuje cˇasovno vrsto klikov na oglase in ostale cˇasovne vrste, ki jih poleg
klikov zˇelimo uporabiti za vracˇanje bolj natancˇnih napovedi. Primer vhodnih
podatkov za eno skupino oglasov je prikazan s tabelo 7.1.
Cˇasovne vrste smo razdelili na ucˇno in testno mnozˇico, modeli so se na
ucˇni mnozˇici naucˇili in napovedali naslednjo vrednost, za vsako uro. Mul-
tivariatni model VAR je poleg klikov napovedal tudi spremljajocˇe znacˇilke,
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Slika 7.6: Pomembnost znacˇilk za druzˇabno omrezˇje Twitter. Viˇsji kot je
rezultat, vecˇjo pomembnost naj bi imela znacˇilka.
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vendar smo za potrebe izracˇuna RMSE in ocenitev uspesˇnosti modela upo-
rabili le napovedi, ki predstavljajo sˇtevilo klikov na oglas.
Po koncˇanem postopku imamo tabelo napovedanih vrednosti za cˇasovno
vrsto klikov. Tako kot pri univariatnem napovedovanju, kriterijski funkciji
nato za vsak model podamo tabelo napovedanih vrednosti in originalno te-
stno mnozˇico, ki nam vrne RMSE vrednosti za dolocˇitev uspesˇnosti modelov.
7.4 Napovedovanje vecˇ ur vnaprej
Napovedovali smo eno uro vnaprej, za vsako uro. Ker pa oglasˇevalca pogosto
ne zanima samo to, koliko klikov na oglas bo v naslednji uri, ampak zˇelijo
z napovednimi modeli ugotoviti, katere oglase in oglasne skupine pustiti ak-
tivne in jim nameniti vecˇ oglasˇevalskega denarja, smo s testiranjem modelov
zˇeleli ugotoviti tudi, za koliko napovednih tocˇk vnaprej so napovedane vre-
dnosti sˇe smiselne in se tako cˇim bolj priblizˇati oglasˇevalcu. S tem namenom
smo napovedovali od 1 do 24 napovednih tocˇk vnaprej, kar pomeni od ene
ure do enega dneva vnaprej.
Pri napovedovanju vecˇ tocˇk vnaprej smo morali napovedne modele pri-
pravit za sprejemanje dodatnega parametra n, ki predstavlja zˇeleno sˇtevilo
napovednih korakov in modele preurediti tako, da izvedejo in vrnejo zˇeleno
sˇtevilo napovedi. Koraki obdelave podatkov in napovedovanja so ostali ne-
spremenjeni. Vsako cˇasovno vrsto smo razdelili na ucˇno in testno mnozˇico,
model ucˇili na ucˇni mnozˇici in evalvirali na testni mnozˇici. Tudi pri napove-
dovanju vecˇ tocˇk vnaprej smo uporabljali sprehod naprej, prikazan na sliki
6.11, kjer se je ucˇna mnozˇica v vsakem koraku povecˇala za eno tocˇko, testna
pa se je za eno tocˇko zmanjˇsala, ne glede na to, koliko tocˇk vnaprej smo
napovedovali. Sˇtevilo korakov je v primeru napovedovanja vecˇ tocˇk vnaprej
manjˇse, saj mora biti testna mnozˇica dolga vsaj toliko, kot je dolgo napove-
dno okno. Tako se v primeru napovedi za 24 ur vnaprej izvede le en korak, kot
rezultat pa dobimo 24 vrednosti, katerih sesˇtevek podamo kriterijski funkciji
RMSE za ovrednotenje uspesˇnosti modela.
Poglavje 8
Rezultati
Za ovrednotenje modelov in dolocˇitev uspesˇnosti napovednih vrednosti smo
vsak model primerjali najprej z izbranim naivnim modelom, kasneje pa sˇe
med seboj. Primerjali smo jih za razlicˇno sˇtevilo napovednih tocˇk v priho-
dnost, za obdobje od ene ure do enega dneva vnaprej, za vsako uro. Ker
smo poskuse izvajali na dveh podmnozˇicah cˇasovnih vrst, za vsako druzˇabno
omrezˇje posebej, rezultate predstavljamo v locˇenih podpoglavjih. Prav tako
smo locˇeno izvajali poskuse z LSTM nevronskimi mrezˇami, zato so primerjave
LSTM nevronskih mrezˇ z ostalimi modeli predstavljene posebej.
8.1 Facebook
Za druzˇabno omrezˇje Facebook smo imeli na voljo podatke za 60 razlicˇnih
oglasov ali oglasnih skupin, kar predstavlja 60 cˇasovnih vrst klikov razlicˇnih
dolzˇin. Primerjali smo univariatni model ARIMA z multivariatnimi modeli
XGBoost, VAR in LSTM za 1 do 24 ur v prihodnost ter za multivariatne mo-
dele poiskali ostale znacˇilke, ki najbolj pripomorejo k napovedni tocˇnosti. Na
sliki 8.1 so prikazane dejanske vrednosti napovednih modelov za eno oglasno
skupino, vsakicˇ za eno uro vnaprej. Rdecˇa cˇrta prikazuje dejanske vredno-
sti testne mnozˇice, medtem ko so z ostalimi barvami oznacˇene napovedane
vrednosti napovednih modelov.
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Slika 8.1: Primerjava resnicˇnih vrednosti z napovedanimi vrednostmi vseh
modelov za eno skupino oglasov druzˇabnega omrezˇja Facebook, za napoved
1 ure vnaprej.
Primerjava modelov XGBoost, ARIMA in VAR z referencˇnim modelom
PM za napovedi od 1 do 24 cˇasovnih tocˇk v prihodnost je prikazana na
sliki 8.2. Slika prikazuje izracˇunane povprecˇne RMSE za vseh 60 skupin
oglasov druzˇabnega omrezˇja Facebook. Poskusi so pokazali dobro delovanje
modela XGBoost, sledi mu model ARIMA. Rezultati nakazujejo, da se pri
napovedovanju nekaj tocˇk vnaprej multivariatni modeli XGBoost odlicˇno
obnesejo, vendar pa z oddaljenostjo dogodkov, ki so predmet napovedovanja,
napovedna tocˇnost XGBoost modelov upada v primerjavi z univariatnimi
modeli ARIMA.
8.1.1 Vpliv ostalih znacˇilk
Pri multivariatnih modelih smo zˇeleli preizkusiti napovedi za razlicˇne kombi-
nacije znacˇilk. Glede na matriko intenzitete in pomembnost znacˇilk, ugo-
tovljenih z modelom XGBoost smo obravnavali znacˇilke impressions, so-
cial clicks in actions. Tabela 8.1 prikazuje RMSE rezultate vseh kombinacij
uporabe teh znacˇilk za napovedi ene ure v prihodnost pri modelu VAR.
Po pricˇakovanjih sta poleg klikov v prejˇsnjih cˇasovnih tocˇkah najpomemb-
nejˇsi znacˇilki impressions in social clicks. Iz tabele 8.1 je razvidno tudi,
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Slika 8.2: Povprecˇni RMSE za vseh 60 skupin oglasov druzˇabnega omrezˇja
Facebook, za napovedi od 1 do 24 napovednih tocˇk vnaprej.




impressions + actions 11,22
impressions + social clicks 10,75
actions + social clicks 12,86
impressions + actions + social clicks 13,29
Tabela 8.1: Povprecˇni RMSE za razlicˇne kombinacije dodatnih znacˇilk pri
multivariatnem modelu VAR, za eno uro v prihodnost.
da vecˇje sˇtevilo dodatnih znacˇilk ne pomeni nujno tudi boljˇse napovedne
tocˇnosti.
8.2 Twitter
Cˇasovnih vrst pri druzˇabnem omrezˇju Twitter smo imeli na voljo manj, sku-
pno za 36 razlicˇnih skupin oglasov, vendar, ker so cˇasovne vrste daljˇse, so
posledicˇno daljˇse tudi ucˇne mnozˇice, kar je pri vecˇini napovednih modelov
prednost. Na sliki 8.3 imamo primerjavo dejanskih vrednosti ene cˇasovne vr-
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Slika 8.3: Primerjava resnicˇnih vrednosti z napovedanimi vrednostmi vseh
modelov za eno skupino oglasov druzˇabnega omrezˇja Twitter, za napoved 1
ure vnaprej.
ste druzˇabnega omrezˇja Twitter z napovedanimi vrednostmi vseh modelov,
vsakicˇ za eno tocˇko vnaprej. Prikazanih je torej 24 vrednosti, kolikor je dolga
testna mnozˇica. Rdecˇa cˇrta prikazuje dejanske vrednosti testne mnozˇice, ki
se za vsak model posebej uporabijo za izracˇun RMSE.
Povprecˇni izracˇunani RMSE za vseh 36 skupin oglasov, za vse napovedne
modele pa je prikazan na sliki 8.4. Kot prikazuje slika, so tudi poskusi na
cˇasovnih vrstah druzˇabnega omrezˇja Twitter pokazali najboljˇse delovanje
regresijskega modela XGBoost. Sledi mu model ARIMA. Podobno kot pri
cˇasovnih vrstah druzˇabnega omrezˇja Facebook se izkazˇe, da pri napovedih 15
cˇasovnih tocˇk in vecˇ v prihodnost, model ARIMA presezˇe uspesˇnost modela
XGBoost.
8.2.1 Vpliv ostalih znacˇilk
Glede na matriko intenzitete in pomembnost znacˇilk, ugotovoljenih z mode-
lom XGBoost smo v druzˇabnem omrezˇju Twitter obravnavali solezˇne cˇasovne
vrste dodatnih znacˇilk impressions, url clicks in app clicks. Tabela 8.2 pri-
kazuje rezultate vseh kombinacij uporabe teh znacˇilk za napovedi ene ure v
prihodnost pri modelu VAR. Najboljˇso napovedno tocˇnost pri napovedova-
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Slika 8.4: Povprecˇni RMSE za vseh 36 skupin oglasov druzˇabnega omrezˇja
Twitter, za napovedi od 1 do 24 napovednih tocˇk vnaprej.
nju klikov na oglase smo pricˇakovali ob uporabi dodatnih znacˇilk impressions
in url clicks, vendar se za bolj uspesˇno izkazˇe kombinacija dodatnih znacˇilk
impressions in app clicks. Najmanj uspesˇne napovedi smo dobili z uporabo
samo ene dodatne znacˇilke, ki je url clicks.
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impressions + url clicks 5,97
impressions + app clicks 5,94
url clicks + app clicks 6,29
impressions + url clicks + app clicks 5,97
Tabela 8.2: Povprecˇni RMSE za razlicˇne kombinacije dodatnih znacˇilk pri
multivariatnem modelu VAR, za eno uro v prihodnost.
8.3 Primerjava z LSTM nevronskimi mrezˇami
Modele smo primerjali tudi z LSTM nevronskimi mrezˇami, ki se vse pogo-
steje uporabljajo pri napovedovanju cˇasovnih vrst. Kot se izkazˇe, LSTM
nevronske mrezˇe dosegajo najboljˇso napovedno tocˇnost, ne glede na velikost
napovednega okna. Rezultati za pet oglasnih skupin druzˇabnega omrezˇja
Facebook, kjer smo primerjali uspesˇnost LSTM mrezˇ z ostalimi metodami,
so prikazani na sliki 8.5, medtem ko slika 8.6 s povprecˇnimi RMSE prikazuje
primerjavo LSTM nevronskih mrezˇ z ostalimi modeli, za pet skupin oglasov
druzˇabnega omrezˇja Twitter. LSTM nevronske mrezˇe so bile v povprecˇju
boljˇse za 1,98 % v primerjavi z XGBoost modelom.
Slabost LSTM nevronskih mrezˇ pa je v njihovi cˇasovni potratnosti. Za
napoved, denimo ene tocˇke vnaprej je model povprecˇno potreboval 448 se-
kund, medtem ko so ostali modeli potrebovali povprecˇno 3 sekunde ali manj.
Tabela 8.3 prikazuje povprecˇne cˇase izvajanja testov za 5 razlicˇnih cˇasovnih
vrst. Izracˇunani cˇasi ne vkljucˇujejo iskanja najustreznejˇsih parametrov. Ta
postopek je bil izveden posebej, najustreznejˇsi parametri pa so bili shranjeni
v zunanjo datoteko, za kasnejˇso hitrejˇso uporabo. Z vkljucˇitvijo sprotnega
iskanja najustreznejˇsih parametrov se cˇasi izvajanja ustrezno povecˇajo in
so odvisni glede na podane intervale mozˇnih vrednosti. Teste smo zaradi
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Slika 8.5: Povprecˇni RMSE za 5 skupin oglasov druzˇabnega omrezˇja Face-
book, za napovedi od 1 do 24 napovednih tocˇk vnaprej.
Slika 8.6: Povprecˇni RMSE za 5 skupin oglasov druzˇabnega omrezˇja Twit-
ter, za napovedi od 1 do 24 napovednih tocˇk vnaprej.
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Cˇas izvajanja v sekundah
18027 20173 21119 21149 21153
ARIMA 3.43 4.54 0.68 3.34 5.06
XGBoost 3.62 2.30 2.36 3.10 2.81
VAR 0.43 0.23 0.16 0.59 0.51
LSTM 620.48 367.47 323.21 460.96 471.50
Tabela 8.3: Povprecˇen cˇas testiranja modelov za 5 razlicˇnih cˇasovnih vrst,
za eno uro vnaprej.
cˇasovne potratnosti LSTM nevronskih mrezˇ izvedli le za 5 cˇasovnih vrst kli-
kov, pri cˇemer smo napovedovali eno tocˇko v prihodnost, za vsako cˇasovno
vrsto pa smo test ponovili petkrat in pri tem uporabili povprecˇno vrednost.
Poglavje 9
Zakljucˇki
V delu smo na realnih podatkih primerjali vecˇ modelov, tako klasicˇne (sta-
tisticˇne) modele (ARIMA in VAR), kot tudi modele z regresijo (XGBo-
ost) in nevronskimi mrezˇami (LSTM), za napovedovanje klikov na oglase
v druzˇabnih omrezˇjih Facebook in Twitter. Primerjave smo izvajali locˇeno,
posebej za skupine cˇasovnih vrst oglasov oziroma oglasnih skupin druzˇabnega
omrezˇja Facebook in posebej za druzˇabno omrezˇje Twitter. Primerjave smo
izvajali za napovedi vecˇ ur vnaprej, od ene ure do enega dneva vnaprej, saj
smo zˇeleli ugotoviti, za koliko ur v prihodnost so napovedi sˇe smiselne in se
s tem cˇim bolj priblizˇati upravljalcu oglasˇevalske kampanje, ki ima tipicˇno
na voljo statistike oglasov v preteklih dneh, sprejeti pa mora odlocˇitev, ka-
tere oglase oziroma oglasne skupine pustiti aktivne in katerim nameniti vecˇ
oglasˇevalskega denarja. Pri multivariatnih modelih smo zˇeleli ugotoviti tudi
pomembnost ostalih znacˇilk, katere in koliko izmed njih bi lahko pripomogle
k bolj uspesˇnim napovedim. Tako bi se lazˇje odlocˇili, katere znacˇilke prikazati
upravljalcu kampanj pri sprejemanju odlocˇitev.
Pri obeh druzˇabnih omrezˇjih se je izkazalo, da so napovedi v skladu s
pricˇakovanji. Rezultati testov so pokazali, da model LSTM najbolj uspesˇno
napove klike na oglase, sledijo mu model XGBoost, ARIMA in VAR v nave-
denem vrstnem redu, pri cˇemer sta se LSTM in XGBoost odrezala bistveno
bolje od ostalih modelov. LSTM nevronske mrezˇe so bile v povprecˇju za
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2 % uspesˇnejˇse v primerjavi z drugim najuspesˇnejˇsim modelom XGBoost,
so pa cˇasovno zelo potratne. Glede na izmerjene cˇase izvajanja testov so
bistveno pocˇasnejˇse od klasicˇnih modelov za napovedovanje. Rezultati tudi
nakazujejo, da se pri napovedovanju nekaj tocˇk vnaprej multivariatni mo-
deli XGBoost odlicˇno obnesejo, vendar pa z oddaljenostjo dogodkov, ki so
predmet napovedovanja, napovedna tocˇnost XGBoost modelov upada v pri-
merjavi z univariatnimi modeli ARIMA.
Opazˇamo, da uporabljene metode, sˇe zlasti LSTM nevronske mrezˇe in
XGBoost v uporabljeni domeni omogocˇajo smiselne napovedi do 24 ur v
prihodnost.
Ker nas je zanimal doprinos posameznih znacˇilk pri napovedni tocˇnosti
multivariatnih modelov, smo v magistrskem delu s preizkusˇanjem iskali naj-
bolj optimalne znacˇilke. Zanimalo nas je tudi, koliko izmed njih je smi-
selno uporabiti pri napovedovanju, da bi dosegli cˇim bolj uspesˇne napovedi.
Z modelom XGBoost smo iskali pomembnost posameznih znacˇilk, korela-
cijo med atributi pa smo preverjali z matriko intenzitete. Tako smo pri
druzˇabnem omrezˇju Facebook za multivariatne napovedi poleg klikov obrav-
navali sˇe cˇasovne vrste prikazov (ang. impressions), dogodkov (ang. actions)
in klikov, ki so se zgodili zaradi povezav med uporabniki (ang. social clicks).
Pri druzˇabnem omrezˇju Twitter smo z enakim pristopom priˇsli do cˇasovnih
vrst prikazov, klikov na pripet URL naslov (ang. url clicks) in sˇtevilo name-
stitev ali poskusov zagona programa (ang. app clicks).
Rezultati so pokazali, da vecˇje sˇtevilo ostalih znacˇilk ne pomeni nujno
tudi boljˇse napovedi, saj se je v obeh primerih, tako pri druzˇabnem omrezˇju
Facebook kot Twitter izkazalo, da so pri uporabi vseh treh znacˇilk napovedi
najslabsˇe. Pri druzˇabnem omrezˇju Facebook smo s preizkusˇanjem dobili
pricˇakovane najuspesˇnejˇse napovedi pri uporabi znacˇilk impressions in so-
cial clicks, medtem ko smo pri druzˇabnem omrezˇju Twitter dobili najbolj
uspesˇne napovedi z uporabo znacˇilk impressions in app clicks.
Glede na ugotovitve doprinosa posameznih znacˇilk bi upravljalcu
oglasˇevalskih kampanj, ki ne uporablja napovednih modelov, na podlagi teh
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rezultatov lahko svetovali, da naj bo pri ocenjevanju sˇtevila klikov v nasle-
dnjem cˇasovnem obdobju pozoren tudi na gibanje vrednosti sˇtevila prikazov
oglasov. Tekom raziskave smo pri delu z domenskimi strokovnjaki ugoto-
vili, da je ekspertiza na podrocˇju upravljanja oglasˇevalskih kampanj relativno
omejena. Za oblikovanje natancˇnih napotkov bi bilo potrebno nadaljnje delo,
kjer bi bil poudarek na razumljivosti napovednih modelov.
Zaradi cˇasovne potratnosti LSTM nevronskih mrezˇ bi bila potrebna na-
daljnja raziskava, s katero bi ugotovili, ali je njihova uporaba v kontekstu
napovedovanja vecˇ cˇasovnih tocˇk v prihodnost, z namenom avtomatizacije
upravljanja oglasˇevalske kampanje, smotrna.
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