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Resumen
El principal objetivo de este Trabajo de Fin de Máster (TFM) es
el de desarrollar y documentar parte de un proyecto de investigación
aplicada, actualmente en ejecución, para la detección y caracterización
de aglomeraciones.
Del presente TFM se ha obtenido un prototipo que es capaz de mo-
delar, segmentar, agrupar objetos de una escena y detectar y caracterizar
aglomeraciones. En el momento de la redacción de la presente memoria
aún no se ha terminado una versión estable de la funcionalidad de detec-
tar y caracterizar aglomeraciones, aunque si se cuenta con un prototipo
preliminar.
Para ello se ha diseñado un sistema modular, que es capaz de realizar
esta tarea a partir de la secuencia de vídeo obtenida de una cámara IP
de video-vigilancia.
La aplicación detecta y caracteriza en términos de área y densidad las
aglomeraciones que se forman en la escena. Una vez hecho esto, el sistema
escribe los datos de esta aglomeraciones en una base de datos externa
que se utilizará en la plataforma SmartUJI. Esta plataforma reflejará
las aglomeraciones detectadas sobre un mapa de la propia Universidad
Jaume I.
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La visión por computador tiene infinidad de aplicaciones en el campo de
la seguridad y la vigilancia. El poder automatizar ciertas funciones como el
reconocimiento y seguimiento, no sólo de personas, vehículos, etc., sino de
actividades, abre un gran campo de posibilidades para ayudar a un agente
humano a detectar situaciones anómalas en secuencias de vídeo tomadas en un
entorno concreto para el seguimiento de actividades de personas o de objetos
de interés.
Un sistema informático puede hacer este seguimiento e informar al agente
encargado solamente en caso de detectar cierta actividad que podría conside-
rarse anómala. Así, por ejemplo, podemos tener decenas de cámaras realizando
tareas de vigilancia y un sólo agente encargado de monitorizar los eventos de
los que informe el sistema informático encargado de la seguridad. Esto llevaría
a un sistema quizás más barato y sin duda más fiable. Algunas de las tareas
que sería posible realizar mediante visión por computador son, por ejemplo,
control de acceso a áreas especiales, identificación de personas a distancia,
estadísticas de movimiento de grupo de personas, análisis de tráfico (reten-
ciones, atascos, etc.) o detección de comportamientos anómalos (accidentes,
violencia, robos).
Este proyecto se centra en detectar cierto tipo de comportamiento que
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puede ser considerado anómalo. En concreto, las anomalías van a venir dadas
por concentraciones estáticas e inesperadas de personas en espacios abiertos.
1.1. Estado del arte
El uso de métodos de visión por computador para el análisis de aglome-
raciones (en inglés, crowd analysis) es un tema muy actual que está siendo
estudiado por un número creciente de investigadores. Al ser un tema novedo-
so y reciente aún no está consolidado en el campo de visión por computador.
Diferentes disciplinas de investigación han estudiado el fenómeno crowd y su
dinámica desde el punto de vista social, psicológico y computacional respecti-
vamente. En este apartado se presenta una revisión breve sobre los métodos
de crowd analysis empleados en la investigación de visión por computador.
También se analizarán las perspectivas de otras disciplinas de investigación, y
cómo estas cómo pueden contribuir al éxito de estrategias basadas en visión
por computador.
El crecimiento constante de la población, junto con la urbanización en
todo el mundo, ha hecho que el fenómeno de aglomeraciones sea cada vez más
frecuente. No es de extrañar, por tanto, que el análisis de aglomeraciones haya
recibido atención por parte de las disciplinas de investigación técnica y social.
El fenómeno multitud es de gran interés en un gran número de aplicaciones:
Gestión de la aglomeración: el análisis de aglomeraciones se pue-
de utilizar para el desarrollo de estrategias de manejo de aglomeración,
especialmente para eventos cada vez más frecuentes y populares como
partidos deportivos, grandes conciertos, manifestaciones públicas, etc.,
con lo cual se podrían evitar los desastres relacionados con altas concen-
traciones de personas y garantizar la seguridad pública.
Diseño del espacio público: el análisis de aglomeraciones puede pro-
porcionar pautas para el diseño de los espacios públicos, por ejemplo,
para diseñar centros comerciales más adecuados para clientes o para
optimizar el uso de espacios de oficina.
Entornos virtuales: modelos matemáticos de conducta colectiva de
masas aprendidos en entornos reales se pueden emplear en entornos vir-
tuales para mejorar la simulación de los fenómenos multitud y enriquecer
la experiencia de la vida humana.
Vigilancia visual: el análisis de aglomeraciones se puede utilizar para
la detección automática de las anomalías y emisión de alarmas. Por otra
parte, la capacidad de rastrear a los individuos en una multitud podría
ayudar a la policía para atrapar sospechosos.
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Entornos inteligentes: En algunos entornos inteligentes que involu-
cran el seguimiento de grupos de personas, el análisis de aglomeraciones
es un pre-requisito para asistir a la multitud o a un individuo de la
multitud. Por ejemplo, en un museo decidiendo la forma de desviar la
multitud basándose en los patrones de conducta colectivos.
Los métodos computacionales tales como los empleados en gráficos por
ordenador y los métodos de visión se centran principalmente en la extracción
de características cuantitativas, la detección de eventos en multitudes y la
síntesis de los fenómenos con modelos matemáticos y estadísticos. Por ejemplo,
los primeros proyectos financiados por el Engineering and Physical Sciences
Research Council (EPSRC) en el Reino Unido estaban preocupados por medir
el movimiento y la densidad de la muchedumbre y por lo tanto, las situaciones
potencialmente peligrosas [1, 2, 3].
El Cuadro 1.1 muestra los factores involucrados en el análisis de aglomera-
ciones. Como se puede apreciar, en una escena de una algomeración, algunos
atributos de importancia suelen ser la densidad de gente, la ubicación, velo-
cidad, etc. Esta información se puede extraer de forma automática mediante
técnicas de visión por computador. Luego, los modelos de la aglomeración se
construyen con la información extraída. El descubrimiento de eventos se consi-
gue utilizando el conocimiento precompilado de la escena o utilizando un mo-
delo computacional previamente aprendido, aunque ambos enfoques pueden
combinarse. En ambos casos, el modelo puede actualizarse con la información
recién extraída.
Tipología y tecnología del sen-
sor
Condiciones del entorno Tipología de la escena
Personas individuales Colectivo
Plataforma móvil o estática Interior/Exterior
Número de cámaras Nivel de desorden Ubicación/velocidad/etc Densidad de la aglomeración
Tipo de secuencia de video:
color o escala de grises, etc.
Condiciones de luz, etc. Forma, etc Velocidad media, etc.
Cuadro 1.1: Características en el análisis de aglomeraciones por métodos de
visión por computador
En el campo de la extracción de información en aglomeraciones existen
multitud de técnicas y estudios. Se han desarrollado métodos de vigilancia
visual para estimar el movimiento de los objetos y las personas en el lugar,
de manera aislada o en grupos, sobre los que en [4] se puede encontrar una
revisión sistemática. Se han desarrollado también métodos sofisticados pa-
ra recuperar información de la aglomeración, entre ellos, algunos dirigidos a
obtener medidas de densidad de la algomeración. En [5] Lin y colaboradores
presentan un sistema que estima el tamaño de la aglomeración a través del
reconocimiento del contorno de cabezas utilizando la transformada de Haar
wavelet (HWT) y máquinas de soporte vectorial (SVM).
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Existen también varios estudios que tratan de dar solución a la detección de
personas en escenas con aglomeraciones. En [6] Wu y colaboradores proponen
un método para detectar humanos ocultos o solapados en una imagen simple
utilizando características basadas en aristas. En [7] Broggi y colaboradores
abordan el problema de vistas móviles con la detección gruesa de peatones. Se
calcula a través de la transformación de una sola imagen basada en la forma
de la suposición de la simetría, tamaño y ratio del cuerpo humano.
Otra técnica muy utilizada en el análisis de aglomeraciones es el seguimien-
to (tracking). Esta técnica principalmente se utiliza para localizar objetos de
interés en el espacio-tiempo. Existen múltiples técnicas de seguimiento. Una
de las más conocidas es el método presentado en [8] por Smith y colaborado-
res y en [9] por Khan y colaboradores, quienes proponen utilizar cadenas de
Markov Monte Carlo (MCMC) y un filtro de partículas.
Por otra parte, en lo que respecta al modelado de la aglomeración y a la
inferencia de eventos, también se han hecho numerosos estudios que intentan
solucionar el problema. En [10] Zhan y colaboradores proponen un modelo
de aglomeración utilizando el movimiento acumulado y la información del
foreground (objetos en movimiento) de una escena llena de gente. Para ello
implementa dos funciones de probabilidad de densidad (PDFs): una PDF de
ocurrencia y otra de orientación. Andrade y colaboradores [11] caracterizan el
comportamiento de la aglomeración observando el flujo óptico de la multitud
y la extracción de características no supervisada para codificar el comporta-
miento normal de la multitud.
1.2. Contexto y motivación
El presente Trabajo de Fin de Máster se enmarca en el contexto de un
proyecto de investigación aplicada denominado Percepción, en el que participa
el Instituto de Nuevas Tecnologías de la Imagen (INIT) de la Universitat
Jaume I (UJI).
El proyecto Percepción tiene como objetivo tecnológico ayudar al indivi-
duo, proporcionando un “sexto sentido”, que le permite interactuar con el
entorno. Esto se pretende realizar aprovechando la creciente funcionalidad de
los dispositivos móviles para procesar la información que les rodea, analizar
los datos y, a través de sistemas interactivos, devolver la información apro-
piada para mejorar la percepción humana de forma natural y transparente.
El proyecto ha sido adjudicado a la empresa FACTORY HOLDING 25, SL
(Grupo Zeta), que ha subcontratado al INIT/UJI y la Universidad Politécnica
de Valencia. Actualmente la UJI está desarrollando tres tareas principales:
Aplicaciones de realidad aumentada probadas en las instalaciones del
campus.
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Figura 1.1: UJI Smart Campus
Aplicaciones de navegación, incluyendo de exterior y de interior, también
probado en el campus y edificios de la UJI.
Análisis interactivo de aglomeraciones de personas con identificación me-
diante cámaras de video-vigilancia.
Las tareas a realizar están concebidas para ser usadas en una plataforma de
Smart Cities. El grupo de tecnologías geoespacioales de la UJI está trabajando
en un proyecto piloto llamado Smart Campus, en el que se pueden testear estas
tecnologías.
En concreto, el presente trabajo se centra en la tercera tarea. Más concre-
tamente se propone una solución general a la tarea de detección de aglome-
raciones y caracterización. No obstante, ésta será concebida en el contexto de
la plataforma Smart Campus que se está desarrollando dentro del Proyecto
PERCEPCIÓN.
Construido a partir de tecnologías ESRI, el Smart Campus UJI es un
servicio web basado en mapas que ofrece vistas de los espacios exteriores e
interiores del Campus de la UJI, y un conjunto de aplicaciones que permiten
a los empleados, estudiantes y visitantes localizar un área de interés, hacer
uso interactivo de la información almacenada en las bases de datos de la
universidad y acceder a servicios del Campus. En la Figura 1.1 se muestra
una captura de ejemplo de la plataforma Smart Campus UJI.
En relación a la tarea de detección de aglomeraciones, la adquisición de
imágenes y vídeos se realizaría con cámaras fijas de vídeo-vigilancia que cu-
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bran amplios campos visuales en escenarios abiertos. En tales condiciones, la
información extraída sobre las personas detectadas en la escena no sería sufi-
ciente para realizar tareas de identificación biométrica, aunque sí para procesos
de análisis de posición y de relaciones espaciales entre personas. Los eventos
detectados serán automáticamente reflejados en los mapas correspondientes,
junto con las localizaciones de las cámaras, mientras que la información re-
lacionada será almacenada en una base de datos general del entorno Smart
Campus. En relación a la tecnología de las cámaras, se ha pensado usar cáma-
ras IP por su disponibilidad, facilidad de uso y por ser una tecnología abierta.
El sistema debe ser capaz de detectar y caracterizar aglomeraciones de
personas que se produzcan en breves períodos de tiempo. Por ejemplo, el
sistema podría estimar la posición de la aglomeración, el área que ocupa, la
densidad de personas, la velocidad de formación, la proximidad a situaciones
de riesgo o peligro, la forma geométrica del grupo, etc.
Una vez detectada la aglomeración, el sistema debe notificar la incidencia a
una aplicación central y mantener información actualizada sobre la evolución
de la situación. Esta información podría ser útil para servicios de vigilancia,
servicios de gestión de espacios, etc.
En la literatura no se ha encontrado ningún trabajo que defina y resuelva el
problema de detección de aglomeraciones “estáticas” antes descrito. Además,
a diferencia diferencia de la mayoría de las aplicaciones de “crowd analysis”
que se abordan en la literatura, en el presente trabajo se necesita segmentar
objetos en la escena a través de la sustracción de fondo, ya que cuando se
detecte una aglomeración estática, la movilidad de las personas será nula o
muy reducida, lo cual inhabilita el uso de técnicas de detección de movimiento
como, por ejemplo, la de flujo óptico [11].
1.3. Objetivos
El objetivo principal de este proyecto es concebir, desarrollar y documentar
un prototipo funcional que permita detectar y caracterizar aglomeraciones
estáticas, posiblemente inesperadas.
Los objetivos específicos del proyecto son:
Estudiar estado del arte del tema “Análisis de aglomeraciones” (en in-
glés, “Crowd analysis”) y, en particular, del problema de detección de
aglomeraciones.
Desarrollar un sistema de visión capaz de procesar secuencias de vídeo
adquiridas por cámaras IP instaladas en escenarios reales.
Estudiar la capacidad de técnicas estadísticas robustas y semi-robustas
en la solución del problema de aprendizaje y actualización de modelos
de fondo para tareas de segmentación de objetos de una escena.
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Definir el problema de detección de aglomeraciones estáticas. Diseñar e
implementar un método solución para este problema.
Diseñar componentes de software útiles en sistemas de visión, con ca-
pacidades de especialización o adaptación en función de la tecnología
específica.
1.4. Estructura de la memoria
Esta memoria pretende reflejar todo el trabajo realizado durante el desa-
rrollo del trabajo de fin de máster. La memoria se divide en los siguientes
capítulos:
Propuesta técnica: En este apartado se formaliza el alcance que debe
tener el prototipo y sus principales características.
Fundamentos teóricos: En este capítulo se explicarán una serie de
conceptos relacionados con la estadística robusta y con la visión por
computador que ayudarán a comprender el trabajo realizado.
Arquitectura e implementación: En este capítulo se explica muy
detalladamente la estructura que sigue la solución propuesta. También se
exponen las implementaciones y métodos desarrollados para poder llevar
a cabo este trabajo. En particular, se presenta un método nuevo para
aprendizaje y segmentación de fondo, basado en técnicas de estadística
robusta, concebido y desarrollado en el marco de este proyecto.
Conclusiones y trabajo futuro: En esta sección se presenta un re-
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En el presente capítulo se pretende formalizar una propuesta sobre el al-
cance que deberá tener el prototipo de SDA y sus características. En el primer
apartado se describirán los requisitos funcionales que deberá cumplir la apli-
cación y que se deben tener en cuenta en la fase de diseño e implementación.
También se estimarán los recursos de software y hardware que se necesitarán
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para la implementación del prototipo final. Por último se mostrará la planifi-
cación que se ha seguido para desarrollar el prototipo.
2.1. Requisitos funcionales
Como ya se mencionó en el Capítulo 1, el objetivo principal de este pro-
yecto es el de crear un prototipo que sea capaz de detectar y caracterizar
aglomeraciones en un escenario real. Para ello, en primer lugar el sistema de-
be ser capaz de conectarse y recuperar las imágenes que proporcionará una
cámara IP de video-vigilancia instalada remotamente a través de un programa
servidor. El prototipo, como aplicación cliente, debe recuperar los frames que
sirve dicha cámara para procesarlos y realizar las operaciones pertinentes.
Para realizar la tarea principal de detección de aglomeraciones, el sistema
debe resolver una serie de subproblemas haciendo uso de métodos y técnicas
de visión por computador. Debido a que estas tareas pueden realizarse secuen-
cialmente, es interesante separar cada una de ellas en módulos, de este modo
cada módulo tendrá una función específica y además, se elimina (o se hace
mínima) la dependencia que hay entre los distintos algoritmos.
El primer subproblema que se debe resolver para llevar a cabo la detección
de aglomeraciones es el de leer fotogramas de cámaras IP, y ser capaz de adap-
tarse rápidamente a cambios de tecnologías. Una vez resuelto esto también se
necesita segmentar/separar objetos o sujetos en movimiento con respecto al
fondo. Esta tarea debe poderse realizar en contextos cambiantes, por ejem-
plo, si hay cambios de iluminación, sombras, nuevos objetos que se añaden al
fondo, etc.
Una vez resueltos lo problemas anteriores se deberá resolver la detección
aglomeraciones estáticas, es decir, grupos de personas con movimiento colec-
tivo nulo o muy reducido. Una vez resuelto también este problema se deberá
almacenar información sobre los eventos detectados y sobre su evolución en
bases de datos ubicadas en servidores remotos.
Finalmente el último problema a resolver será facilitar la visualización de
los resultados de forma que sea posible validar el funcionamiento del prototipo.
2.2. Recursos Hardware
En esta sección se van a analizar los recursos hardware necesarios para
la realización del prototipo, los cuales pueden encontrarse como parte del
material del Grupo de Visión por Computador de la UJI. A modo de resumen,
estos recursos son:
Cámaras IP de vídeo-vigilancia. Se usará el modelo Sentinel del fabri-
cante IQinVision.
Servidor remoto de cálculo
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Equipo informático.
El prototipo se ha implementado en lo que hemos denominado entorno de
pruebas, que consiste en el uso de recursos provisionales que nos han permi-
tido avanzar en la integración de los módulos funcionales más importantes, y
evaluar así la viabilidad de la solución propuesta.
En las siguientes subsecciones se describen con detalle estos elementos
hardware.
2.2.1. Cámaras IQinVision
En el presente proyecto se necesitan de cámaras IP de vídeo-vigilancia
instaladas en exteriores. Las cámaras IP de las que se disponen para el proyecto
son el modelo Sentinel del fabricante IQinVision, las cuales pueden operar
tanto en espacios abiertos como interiores. Estas cámaras ofrecen una interfaz
web para poder acceder, desde cualquier ubicación, a los fotogramas de los
vídeos que están siendo adquiridos. Sin embargo, la previsión de la Oficina
Tècnica d’Obres I Projectes de la UJI, responsables de la instalación física de
estas cámaras, es que este proceso tardará aún varios meses. Por lo tanto, se
ha diseñado un entorno de pruebas que integra cámaras IP de acceso abierto
emplazadas en espacios públicos desconocidos y, por tanto, no controlados. En
concreto, el modelo de cámara IP es Sentinel IQ852V7NPSS que se muestra
en la Figura 2.1.
Figura 2.1: Cámara de video-vigilancia utilizada en el proyecto.
La interacción con estas cámaras resultó ser muy cómodas a la hora de
su utilización, ya que no requieren de hardware extra y ofrecen una inter-
faz vía web para acceder en tiempo real a su campo de visión. Esta última
característica facilitó mucho la tarea de capturar imágenes.
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La características específicas de este modelo de cámaras se resume en la
Tabla 2.1.
Detección de movimiento Multi zona - Detección de Movimiento basada en píxeles
Aplicación Espacios interiores / exteriores
Streaming de vídeo MJPEG multi-Stream
Códecs MJPEG
Configuración Configuración basada en Web
Recinto Impermeable, a prueba de vandalismo, IP66/NEMA 5
Frames por segundo Max Frame Rate a 4:3(ips): 20 / a 16:9(ips): 27
Sensor de imagen 1/2ÇS barrido progresivo
Tipo de lente 4.5-13mm, F = 1.8, 3 MP, ancha, Día / Noche
Resolución máxima 2 MP
Cuadro 2.1: características técnicas del equipo utilizado.
2.2.2. Servidor Remoto
Como servidor remoto del entorno de prueba se utilizará un servidor virtual
ubicado en equipos físicos del Departamento de Lenguajes y Sistemas Infor-
máticos. En él se alojarán los prototipos del SDA que se vayan creando. Estos
prototipos se ejecutarán de forma ininterrumpida, período en el que estarán
leyendo información de la cámara IP remota y transformándola a resultados
parciales según el grado de funcionalidad de cada uno. Esta estrategia per-
mitirá evaluar la robustez de cada nueva versión del prototipo durante largos
períodos de ejecución ininterrumpida.
Además, este servidor dispondrá de tecnología Apache, la cual le permitirá
servir por HTTP el vídeo que esté siendo adquirido, junto con resultados
parciales de etapas intermedias. De esta forma, desde un navegador en un
ordenador cliente se podrá evaluar el funcionamiento del prototipo a través de
la visualización de toda esta información.
2.2.3. Equipo informático
Prácticamente toda la implementación y pruebas del sistema se realizó
en un equipo del grupo de visión por computador de la UJI. Sus principales
características pueden verse en la Tabla 2.2.
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Fabricante Visa Computers
Modelo Ares
Procesador Intel Pentium 4 CPU 2.80 Hz a 2.67GHz
Memoria principal 2 Gb RAM
Tarjeta gráfica ATI RADEON 9600 Series
Monitor HP ZR24w de 24” a 1920x1200
Sistema operativo Microsoft Windows 7 Enterprise 32 bits
Nombre de dominio LLOP
Cuadro 2.2: características técnicas del equipo utilizado.
2.3. Recursos Software
En este apartado se pretende exponer los recursos software utilizados para
el desarrollo del proyecto. Se presentan tanto las tecnologías externas utiliza-
das como las herramientas de desarrollo y entornos de programación.
2.3.1. Interfaz SmartCampus
La integración real con la plataforma Smart Campus se prevé también
como parte del entorno de prueba. El objetivo es lograr, en el menor tiem-
po posible, un prototipo funcional, aunque incompleto, que integre todos los
módulos. De esta forma se eliminarán muchos riesgos relacionados con inter-
operabilidad de los distintos subsistemas.
2.3.2. Base de datos
Para almacenar la información relativa al funcionamiento del SDA, se di-
señarán tablas que deberán ser añadidas a la base de datos de Smart Campus.
Posteriormente, el SDA accederá directamente a estas tablas para registrar
todos los eventos que vayan ocurriendo.
La base de datos a utilizar en el entorno de prueba será la misma que
se usará en el entorno de operación final. Esta base de datos forma parte
del entorno Smart Campus, y en ella se almacenan todos los datos que esta
plataforma necesita.
2.3.3. Bibliotecas de visión por computador
El último de los recursos software utilizados son las bibliotecas que ofrecen
funciones para el tratamiento de imágenes y la realización de operaciones
comunes de visión por computador. Una de ellas, que es muy utilizada en visión
por computador es OpenCV [13]. Otra biblioteca utilizada para la creación
del prototipo será la llamada cvBlobsLib [14].
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OpenCV
OpenCV(Open Source Computer Vision) es una biblioteca libre de visión
artificial originalmente desarrollada por Intel. Desde que apareció su prime-
ra versión alfa en el mes de enero de 1999, se ha utilizado en infinidad de
aplicaciones donde se requiere reconocimiento de objetos, desde sistemas de
seguridad con detección de movimiento, hasta control de procesos. Esto se
debe a que su publicación se da bajo licencia BSD, que permite que sea usada
libremente para propósitos comerciales y de investigación con las condiciones
en ella expresadas.
Open CV es multiplataforma, existiendo versiones para GNU/Linux, Mac
OS X y Windows. Contiene más de 500 funciones que abarcan una gran gama
de áreas en el proceso de visión, como reconocimiento de objetos (reconoci-
miento facial), calibración de cámaras, visión estérea y visión robótica.
El proyecto pretende proporcionar un entorno de desarrollo fácil de utilizar
y altamente eficiente. Esto se ha logrado, realizando su programación en código
C y C++ optimizados, aprovechando además las capacidades que proveen los
procesadores multi núcleo.
CvBlobsLib
Para suplir las funciones que no puede proporcionar OpenCV también se
incluirá en el proyecto la biblioteca cvBlobsLib. Esta es una biblioteca (de-
pendiente de OpenCV) cuya funcionalidad principal es la de etiquetar com-
ponentes conexas en imágenes binarias. También proporciona funciones extra
para operar con los componentes ya etiquetadas, como por ejemplo el filtrado,
la extracción de características, dibujado del bounding box (rectángulo que en-
vuelve a toda la componente), etc. Para el prototipo se utilizará esta biblioteca
para identificar y caracterizar los objetos de la escena.
2.3.4. Entorno de programación
Como entorno de programación e implementación del prototipo se utiliza-
rá el software de Microsoft Visual Studio, el cual es un entorno de desarrollo
integrado (IDE) para sistemas operativos Windows. Esta plataforma soporta
varios lenguajes de programación tales como Visual C++, Visual C#, Vi-
sual J#, y Visual Basic .NET, al igual que entornos de desarrollo web como
ASP.NET. aunque actualmente se han desarrollado las extensiones necesarias
para muchos otros.
Visual Studio permite a los desarrolladores crear aplicaciones, sitios y apli-
caciones web, así como servicios web en cualquier entorno que soporte la pla-
taforma .NET (a partir de la versión .NET 2002). Así se pueden crear apli-
caciones que se intercomuniquen entre estaciones de trabajo, páginas web y
dispositivos móviles.
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En concreto se utilizará Visual Studio bajo el entorno preparado para
C++. Este entorno proporciona muchas facilidades como son la fácil com-
pilación, la inclusión de bibliotecas externas, realizar tareas de depuración y
organizar el código fuente en proyectos.
En un principio se pensó utilizar la versión Express (gratuita), pero como
el grupo de Visión por Computador de la UJI disponía de varias licencias
de la versión 2008-Standard, se optó por utilizar esta última, que ofrece más
facilidades que la versión Express.
2.4. Planificación
El presente proyecto se pretende desarrollar siguiendo una metodología
basada en Scrum. Scrum es un proceso en el que se aplican de manera regular
un conjunto de buenas prácticas para trabajar colaborativamente, en equipo,
y obtener el mejor resultado posible de un proyecto.
En Scrum se realizan entregas parciales y regulares del producto final,
priorizadas por el beneficio que aportan al receptor del proyecto. Utilizando
Scrum se obtienen resultados muy pronto, con requisitos son cambiantes o
poco definidos y en donde la innovación, la competitividad, la flexibilidad y
la productividad son fundamentales.
Esta tecnología se basa en que un proyecto se ejecuta en bloques temporales
cortos y fijos llamados sprints (iteraciones de un mes natural y hasta de dos
semanas, si así se necesita). Cada iteración tiene que proporcionar un resultado
concreto de valor para el usuario, un incremento de producto final que sea
susceptible de ser entregado con el mínimo esfuerzo al cliente cuando lo solicite.
Cabe señalar, que en el momento de redacción de la presente memoria, el
prototipo se encontraba en la fase del sprint 7, por lo que solo se muestra la
funcionalidad hasta dicho sprint.
2.4.1. Sprint 1
En el primero de los sprints se presentará la propuesta de arquitectura y
diseño del sistema que aparece descrita capítulos posteriores.
2.4.2. Sprint 2
En el segundo sprint se espera presentar al cliente un prototipo funcional
preliminar. Este sistema ha de poder modelar el fondo de una escena en un
espacio público no controlado y detectar (segmentar) los objetos en movimien-
to. En este sprint debería quedar resuelta la integración de este prototipo de
visión con una cámara IP remota.
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2.4.3. Sprint 3
En el tercer sprint se quiere presentar una versión mejorada de los procesos
de modelado de fondo y detección de objetos en movimiento. Para ello se
incorporarán conceptos y técnicas de estadística robusta y cuasi-robusta, los
cuales deben permitir, respectivamente, construir modelos más precisos de
fondo y adaptar el modelo de fondo a los cambios que vayan ocurriendo en
la escena con el paso del tiempo. Consecuentemente, el proceso de detección
de objetos y sujetos en movimiento deberá ofrecer resultados notablemente
mejores que aquellos producidos por el prototipo del sprint 2.
2.4.4. Sprint 4
En este sprint se pretende avanzar en la integración temprana del prototipo
de visión con el resto de subsistemas. Más concretamente, el prototipo se
alojará en un servidor virtual que estará operativo las 24 horas, donde deberá
ser capaz de funcionar de forma ininterrumpida procesando vídeos obtenidos
de la cámara remota. Además, se diseñará la forma de integrar en la interfaz
gráfica de Smart Campus la información relacionada con cámaras y eventos
detectados. Como resultado, se obtendrá un boceto o vista preliminar de los
mapas de Smart Campus con elementos gráficos que indicarán las ubicaciones
y detalles de las cámaras y los eventos en curso. Esta vista incluirá un enlace al
servidor virtual, a través del cual se abrirá un navegador en el que se mostrará
el funcionamiento del prototipo en tiempo real.
2.4.5. Sprint 5
En el quinto sprint se espera progresar en dos direcciones: 1) se ampliará
la funcionalidad del SDA, y 2) se avanzará en la integración con Smart Cam-
pus. En relación a la mejora del SDA, se implementarán funciones de análisis
espacial, entre ellas, la identificación de clusters de personas. Con respecto a la
integración con el Smart Campus, se extenderá la funcionalidad del prototipo
de mapa con información de cámaras y eventos. En este sentido, fotogramas
originales y procesados por el prototipo alojado en el servidor serán visibles
en una ventana emergente que se desplegará al hacer clic sobre el elemento
gráfico que representa el evento.
2.4.6. Sprint 6
En el sexto sprint se mantendrán las 2 líneas de progreso descritas en el
sprint 5. Por una parte, se desarrollarán funciones necesarias para el análisis
de aglomeraciones, entre ellas, la estimación de la densidad de una aglomera-
ción, y la normalización del tamaño de los grupos considerando la geometría
de la escena. La normalización permitirá comparar los tamaños de de dos ob-
jetos independientemente de sus posiciones en la escena. En lo que respecta
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la parte de la integración en Smart Campus, se intentará avanzar en el acceso
y escritura en las tablas de BD para gestionar información de eventos. Utili-
zando esta información, la interfaz deberá reflejar en tiempo real los cambios
introducidos en las tablas debido al seguimiento periódico de eventos en curso.
2.4.7. Sprint 7
El séptimo sprint se centrará en la implementación y evaluación de la
función de detección de aglomeraciones. El funcionamiento completo de esta
operación implica tareas de integración avanzadas, pues sus resultados debe-
rían reflejarse en los mapas de Smart Campus en tiempo real. Este proceso
implica también accesos frecuentes a la base de datos y operaciones de lectura
e inserción de información.
2.4.8. Sprint 8
En el sprint 8 se evaluará el SDA en un entorno operativo real, para lo cual
se espera contar con las cámaras IP del proyecto adecuadamente instaladas
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3.1. Reconocimiento de formas y visión por
computador
En este apartado se explicarán una serie de aspectos o métodos básicos de
reconocimiento de formas y visión por computador que se han utilizado para
desarrollar el proyecto.
3.1.1. Clustering
El agrupamiento o clustering consiste en la clasificación de datos, observa-
ciones o vectores de características en grupos (clusters), sin tener ningún tipo
de información a priori. El resultado de un agrupamiento es un conjunto de
asociaciones en las cuales se espera que los objetos de un mismo grupo sean
más similares entre sí que con objetos de otros grupos. En la Figura 3.1 se
puede apreciar de una forma gráfica un ejemplo de proceso de clustering.
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Figura 3.1: Ejemplo de clustering.
En el caso que se muestra en la figura se pueden identificar fácilmente
4 clústers entre los cuales se dividen los datos. El criterio de similitud es la
distancia: dos o más objetos pertenecen al mismo clúster si están “cercanos” de
acuerdo a una distancia máxima dada. Esto se conoce como clustering basado
en distancia.
Otro tipo de clustering es el clustering conceptual. En este método de
agrupamiento dos o más objetos pertenecen al mismo cluster si estos definen un
concepto común, aunque distinto a los de los demás objetos. En otras palabras,
los objetos se agrupan de acuerdo a su similitud en conceptos descriptivos, no
de acuerdo a distancias o a otras medidas de similitud numéricas.
En resumen, el objetivo del clustering es determinar una forma de agrupar
datos que no tienen a priori etiquetas de clases. No obstante, se ha de definir
un criterio para decidir qué (o cuál) es un buen clustering.
Se puede demostrar que no hay un “mejor” criterio que sea independiente
del conjunto de datos. Consecuentemente, es el usuario el que debe proporcio-
nar este criterio, de tal forma que el resultado del clustering se adapte a sus
necesidades.
Se puede obtener más información sobre el clustering y los distintos tipos
de algoritmos que existen en [16].
En el presente trabajo se va a trabajar con un método de clustering cua-
drático basado en particiones secuenciales. Dicho algoritmo ya se encuentra
implementado en la librería OpenCV y se basa en [17].
3.1.2. Sustracción de fondo
La sustracción de fondo es un proceso utilizado en visión por computador
para extraer objetos (foreground) que no pertenecen al fondo (background) en
una escena particular. En determinadas circunstancias, el proceso de diferen-
ciar qué es o no foreground puede ser una tarea muy compleja. Por ejemplo, si
una persona está caminando enfrente de unas hojas de árbol en movimiento,
el individuo constituiría el objeto del foreground, mientras que las hojas (a
pesar de tener movimiento asociado) deberían considerarse fondo.
La sustracción de fondo es una técnica para segmentar objetos de interés
en una escena en aplicaciones como, por ejemplo, la vídeo-vigilancia. En la
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literatura relacionada pueden encontrarse muchas técnicas propuestas para
resolver el problema de sustracción de fondo. No obstante, cualquier algoritmo
desarrollado para este fin debe cumplir una serie de características:
Debe ser robusto a los cambios de iluminación.
Debe evitar la detección de objetos del fondo no estacionarios (p.e: hojas
de árbol en movimiento) y las sombras proyectadas por objetos móviles.
Debe reaccionar rápidamente a los cambios en el fondo y ser capaz de
adaptarse para dar cabida a estos cambios, como por ejemplo el movi-
miento de una silla de un lugar de la escena a otro.
Debe contar con una buena tasa de detección de foreground en tiempo
real.
En [18] se hace un estudio sistemático sobre los diferentes métodos de
sustracción de fondo, los cuales son comparados en diferentes conjuntos de
datos para probar su eficacia.
El modelado de fondo utilizado en este proyecto sigue un enfoque adap-
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, c ∈ {R,G,B}, una por cada componente
de color RGB, donde t representa el instante de tiempo o identificador de
frame del vídeo. Un primer modelado de estas Gausianas tomando una can-
tidad concreta inicial de fotogramas de la escena sirve como entrenamiento
para la posterior clasificación de los píxeles en los siguientes frames. Un píxel
pertenecerá a un objeto en movimiento (foreground) si al menos uno de sus
tres valores RGB se encuentra fuera de un intervalo de confianza de su corres-
pondiente distribución Gausiana, centrado en la media y con una amplitud de
3 veces la desviación estándar. En caso contrario, el píxel se clasificará como
fondo, actualizándose las Gausianas con su información de color.
En este trabajo, los parámetros de cada Gausiana se aprenden y se ac-
tualizan a través de métodos de estadística robusta que se explicarán en las
siguientes secciones. Hasta donde sabemos, es la primera vez que se usan mé-
todos de estadística robusta crear y actualizar un modelo de fondo. Aunque los
resultados son prometedores, el potencial real del método está aún pendiente
de demostración.
3.2. Estadística robusta
La estadística robusta es una aproximación alternativa a los métodos esta-
dísticos clásicos. El objetivo es producir estimadores que no se vean afectados
por grandes variaciones respecto a las hipótesis de los modelos. Los conceptos
utilizados en este proyecto, y en concreto los explicados en esta sección han
sido estudiados en [12].
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En estadística, los métodos clásicos confían en hipótesis que no se verifican
a menudo en la práctica. Por ejemplo, se suele asumir que los residuales de los
datos están distribuidos normalmente (o al menos, de forma aproximada) o que
se puede confiar en el Teorema de Límite Central para producir estimaciones
normalmente distribuidas. Desafortunadamente, cuando hay valores atípicos
en los datos, los resultados producidos por los métodos clásicos pueden resultar
erróneos o poco fiables.
Para el propósito del proyecto, se utilizará la estadística robusta para
modelar el fondo, en particular, para estimar la media y la desviación típica
de una distribución gausiana asociada a cada componente de color de cada
píxel de la imagen y, de esta forma, proporcionar un modelo de fondo robusto
que no se vea afectado por “outliers”.
En el caso de esta aplicación, un píxel que no se ajuste a las distribuciones
asociadas a su posición de fondo, por ejemplo, una parte de un objeto en
movimiento, no contribuiría significativamente al cálculo de los parámetros
correspondientes al modelo gausiano de esa posición.
3.2.1. Estimación de la media robusta
El problema del cálculo de la media estándar se puede plantear como un
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De este modo, todas las muestras contribuyen por igual al cálculo de la media,
independientemente de cuán representativa sea cada una. Esto puede suponer
un problema si entre las muestras utilizadas en este cálculo existen “outliers”,
es decir, muestras muy alejadas de la media teórica de la distribución. Estas
muestras pueden hacer que la media se desplace mucho de su valor ideal. Por
este motivo se plantea una serie de métodos de estimación para obtener un
valor de la media (y también de la desviación) mucho más robusto, el cual no
se vea significativamente afectado por a presencia de “outliers”.
La clave del cambio consiste en sustituir la función cuadrática de (3.1),











en la cual se añade σˆ para normalizar las desviaciones con respecto a la media
por la variabilidad de los datos (invarianza a la escala). El rol de la función
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ρ es ponderar las desviaciones individuales de las muestras con respecto a la
media, con el objetivo de eliminar el efecto pernicioso de las grandes diferencias
provocadas por los “outliers” en el cálculo de la media. Lo que se pretende es
que las muestras que más se alejan de la media no influyan más que aquellas
que que se encuentran situadas a distancias moderadas, aunque aceptables
dentro de una distribución normal (como se puede ver en la Figura 3.2).
El problema (3.3) puede ser también resuelto derivando el funcional sujeto
a optimización con respecto a µ e igualando a 0. Considerando que σ no









donde ψ representa la derivada de ρ.
3.2.2. Métodos numéricos para la estimación robusta de los
parámetros
Existen varios métodos para calcular una estimación robusta de la media
y/o la dispersión. A priori, se pueden usar algunos métodos generales para la
resolución de las ecuaciones relacionadas, pero los métodos basados en deri-
vadas pueden ser inseguros con las funciones tipo ρ, las cuales ofrecen buenas
propiedades de robustez.
A continuación se describen dos métodos, uno para la estimación robusta
de µ y otro para la estimación robusta de σ. Finalmente se propone un método
iterativo que calcula una estimación robusta de la media a partir de la ecuación
(3.4).




1− [1− (x/k)2]3 if |x| ≤ k
1 if |x| > k
}
(3.5)
el trabajo aritmético sobre (3.4) conduce a la siguiente expresión para la esti-



















I(|x| ≤ k) (3.7)
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Figura 3.2: Función ρ: las muestras que más se alejan de la media no influyen
más que aquellas que que se encuentran situadas a distancias moderadas.
es la derivada de la función (3.5). Esta función tiene el efecto sobre (3.6) de
dar mucha importancia a las muestras que se aproximan a la media y de darles
poca importancia o ninguna a las muestras más alejadas (ver Figura 3.3).
Figura 3.3: FunciónW (x). El eje x representa las diferencias entre las muestras
y la media estimada. Por lo tanto, una muestra muy próxima a la media
producirá una x próxima a cero, evento que recibirá una ponderación W (x)
muy próxima a la máxima.
La fórmula (3.6) constituye una ecuación recurrente en términos de µˆ, lo
cual sugiere una solución a través de un método numérico e iterativo. Este
tipo de método requiere inicializar la variable objeto de la recurrencia, en este
caso µˆ, estimación que tomará como valor inicial la mediana de la muestra
(la cual ha demostrado ser más robusta a outliers que la media estándar). El
valor de µˆ se irá refinando durante las iteraciones del método numérico, hasta
terminar convergiendo. Además, como valor inicial de σˆ se usará MADN,
MADN(x) = MAD(x)0,6745 (3.8)
donde MAD(x) representa la mediana de las desviaciones absolutas de las
muestras con respecto a su mediana, es decir,
MAD(x) =MAD(x1, x2, ..., xn) =Med{|x−Med(x)|}. (3.9)
Este estimador utiliza la mediana simple dos veces, primero para obtener una
estimación del centro de los datos ordenados, y luego para obtener el centro
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del conjunto de las diferencias absolutas de las muestras con respecto a la
primera mediana. Para obtener un valor de MAD normalizado, comparable
con la desviación estándar, se debe dividir MAD por 0,6745, constante que
representa el MAD de una variable aleatoria normal estándar.












(i = 1, ..., n) (3.11)
Los resultados implican que si W (x) es limitada y no creciente para x > 0,
entonces la secuencia µˆk converge a la solución de (3.3).
El algoritmo para calcular µˆ, que requiere una regla de parada basada en
un parámetro de tolerancia ε, queda formalizado como sigue:
1. Calcular σˆ0 = MADN(x) y µˆ0 = Med(x).
2. Para k = 0,1,2,..., calcular los pesos (3.11) y con ellos calcular µˆk+1 en
(3.10)
3. Parar cuando |µˆk+1 − µˆk < εσˆ|
Estimación de σˆ2
Durante la estimación de µˆ en el apartado anterior, σˆ fue inicializado con
MADN. En esta sección se propone un procedimiento iterativo similar para
obtener una estimación robusta para σ. A menudo se suele utilizar una ρ que
es cuadrática cerca del origen, es decir, ρ′(0) = 0 y ρ′′(0) > 0 , y en tales
casos una estimación de la σ puede ser representada como una estimación
ponderada. Definiendo la función de peso como:
W (x) =
{
ρ(x)/x2 if x 6= 0
ρ′′(0) if x = 0
}
(3.12)











que también sugiere un procedimiento iterativo. Este consiste en empezar con
















(i = 1, ..., n) (3.15)
Si W (x) tiene límite, es continua y no creciente para x > 0, la secuencia
σN converge a la solución de (3.13). El algoritmo es el siguiente:
1. Para k = 0, 1, 2, ..., calcular los pesos (3.15) y posteriormente σˆk+1 en
(3.14).
2. Parar cuando |σˆk+1/σˆk − 1| < ε.
Estimación simultánea de la µˆ y la σˆ2
El siguiente procedimiento es una combinación de los anteriores. Dados los
valores iniciales para µˆ0 y σˆ0, cada iteración k, k ≥ 0, comienza calculando





El procedimiento continúa calculando las siguientes dos funciones de pesos en
término de rk,i:
w1k,i =W1(rk,i), w2k,i =W2(rk,i), (3.17)
dondeW1 es la función de pesoW en (3.7) yW2 es laW en (3.12). Finalmente,














La estadística robusta ofrece un modelo de fondo poco adaptable para
escenarios en los que no será posible incorporar nuevos objetos al modelo de
fondo, lo cual es una restricción importante. Es decir, cualquier objeto en
movimiento que irrumpa en la escena será entendido como un “outlier” con
respecto al modelo de fondo, por lo que un proceso de estadística robusta de
actualización del modelo de fondo anulará el efecto que podría haber tenido
dicho objeto. Por ejemplo, si en un fondo ya modelado se añade una silla
en una posición concreta, ésta nunca podría llegar a incorporarse al modelo
de fondo a través de métodos de estadística robusta, con lo cual siempre se
detectaría como foreground.
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Por ello se propone un modelo de estadística semi-robusta exclusivamente
para la actualización del modelo de fondo una vez ha sido aprendido, mante-
niendo la posibilidad de incorporar objetos nuevos a medida que vayan apa-
reciendo y quedándose estáticos en la escena.
Para ello se ha propuesto nueva una función de ponderación de la diferencia
de una muestra con respecto a la media que dispone de un mínimo. Esta
fórmula sustituye a la Fórmula (3.7):




2 + α (3.19)
donde α es un parámetro para configurar el peso o contribución mínima que
tendrá una muestra, por muy distante de la media que se encuentre, y P es
otro parámetro para configurar la pendiente de la curva.
En la Figura 3.4 se muestra un ejemplo del aspecto que tendría la función
(3.19). En este ejemplo, el parámetro α = 0,1 y el parámetro P = 4,68 (va-
lor de P recomendado). Con esta función, valores de píxeles que constituyan
“outliers” serán incorporados al modelo con un peso mínimo de 0,1. Si dicho
valor persiste a lo largo de una secuencia de frames, la media se irá “moviendo”
progresivamente en la dirección del nuevo valor, y los pesos asociados a éste
irán siendo cada vez mayores. Finalmente, la media del modelo convergerá al
nuevo valor del píxel, produciéndose un ajuste del modelo para acomodar los
nuevos objetos al fondo.
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En este capítulo se pretende describir detalladamente los módulos que
componen el prototipo de detección de aglomeraciones. Como se explicó an-
teriormente, el prototipo tendrá una estructura modular. Los módulos que
componen el prototipo son: Cámara IP, Sistema de Detección de Aglomera-
ciones (SDA), Servidor remoto, Base de datos y Smart Campus.
La Figura 4.1 muestra la arquitectura del SDA, en la que se pueden apre-
ciar los distintos módulos citados anteriormente, así como el flujo de datos
que existe entre ellos.
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Figura 4.1: Módulos del prototipo del SDA.
4.1. Módulo Cámara IP
Los vídeos analizados por el SDA serán adquiridos por cámaras IP insta-
ladas en distintas localizaciones. Cada cámara estará directamente conectada
a Internet, y tendrá asociado un número IP que permitirá el acceso remoto en
tiempo real al flujo de fotogramas capturado por la cámara desde cualquier
parte del mundo. Este acceso se realizará a través de un programa servidor
contenido en el propio dispositivo. Nuestro sistema de visión se conectará a
cada cámara, y leerá y procesará el flujo de imágenes que éstas capturan en
tiempo real.
4.2. Módulo Detección y Caracterización de
Aglomeraciones (SDA)
El procesamiento y análisis del vídeo capturado por las cámaras IP se
realizará en este módulo. La entrada a este módulo será el flujo de fotogramas
proveniente del módulo Cámara IP, y su salida, información sobre los eventos
detectados para su almacenamiento en una base de datos.
En el funcionamiento general del método propuesto, se deben diferenciar
claramente dos modos de operación, uno de aprendizaje y otro de explotación.
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4.2.1. Modo Aprendizaje
En el modo de aprendizaje o configuración se realizarán 3 tareas principa-
les:
Modelado adaptativo de fondo.
Definición de regiones de interés (ROI).
Definición de parámetros operativos.
Modelado adaptativo de fondo
Consiste en aprender modelos estadísticos de los píxeles de fondo, que per-
mitan detectar objetos/sujetos en movimiento en el modo de explotación. Hay
que tener en cuenta que las condiciones ambientales pueden ser cambiantes
(iluminación, sombras, ...), además de que la configuración del fondo puede
variar (por ejemplo depositado de objetos que pasan a ser parte del fondo).
Por esto, el modelado deberá seguir una estrategia adaptativa, de forma que
siga re-entrenándose durante el modo de explotación. En este trabajo se crea
un modelo de fondo basado en métodos de estadística robusta.
El modelado de fondo se ha realizado a partir de una serie de subtareas.
La primera de estas subtareas consiste en recolectar una secuencia inicial
de fotogramas de la escena que sirvan de base para crear el modelo de fondo.
El número de fotogramas que se empleará en el modelado será un parámetro
del prototipo. El proceso de modelado de fondo permite construir modelos en
espacios reales no controlados, en los que pueda haber una cantidad pequeña
o moderada de objetos en movimiento. Sin embargo, si la cantidad de objetos
en movimiento fuese excesiva, podrían haber regiones importantes del fondo
que no quedasen visibles el tiempo suficiente para ser modeladas adecuada-
mente. Para evitar imágenes en donde haya exceso de movimiento se utilizará
un proceso de flujo óptico para cuantificar los cambios (es decir, la cantidad
de movimiento) entre 2 frames consecutivos. Si la cantidad de movimiento no
es relevante (determinado por un umbral), el primero de ambos frames se al-
macenará en una estructura. En caso contrario, éste se desechará. El proceso
de flujo óptico que se utilizará es uno proporcionado por la propia librería
OpenCV. En concreto el método utilizado se llama Lucas-Kanade y la fun-
ción utilizada es CalcOpticalFlowLK. Los detalles sobre este algoritmo pueden
encontrarse en [15].
Una vez terminada esta fase de selección de fotogramas, se ha de pasar a
la fase de modelado del fondo, para lo cual se utilizará el método de estadís-
tica robusta explicado en Capítulo 3. En concreto se pretende modelar cada
componente de color c de cada píxel i de la imagen mediante una Gaussiana,
Nic(µic, σic). Para ello se utilizarán los métodos de estimación explicados en
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el capítulo anterior. Con estas estimaciones se creará un modelo de fondo ro-
busto que no se verá afectado cuando en los frames usados para modelar haya
personas caminando o moviéndose.
Definición de regiones de interés (ROI)
A través de esta función se podrán definir áreas poligonales usando una
herramienta de dibujo integrada, con el objetivo de identificar y delimitar re-
giones de interés. Estas regiones permitirán, por un lado, mayor efectividad en
las tareas de detección y caracterización de aglomeraciones y, por otro, ayuda-
rán a comprender la relevancia de estos incidentes en la escena. En el prototipo
actual, las regiones se especifican a través de ficheros de configuración, pues
la herramienta de dibujo aún no está integrada.
Definición de parámetros operativos
Se habilitará un menú de configuración para definir una serie de paráme-
tros que permitirán decidir si una aglomeración, según sus características y
la ROI en la que ocurra, puede considerarse de interés para la aplicación. En
el prototipo actual, los parámetros operativos son suministrados a través de
ficheros de configuración.
4.2.2. Modo explotación
En el modo de explotación, el flujo de datos transcurre a través de las
siguientes etapas.
Segmentación de fondo
Recibe como entrada un fotograma de la escena. Usando como referencia
el modelo de fondo inferido en el modo de aprendizaje, cada píxel de la imagen
es clasificado como parte del fondo o no, generando como salida una imagen
binaria (píxeles del fondo en negro, píxeles de objetos en blanco). Este proceso
se explicó en la Sección3.1.2. A esta imagen obtenida se le aplican una serie de
filtros y operaciones morfológicas para eliminar ruidos que puedan aparecer.
Al finalizar esta fase, se actualiza el modelo de fondo a partir de la nueva
imagen recibida de la escena. La actualización del modelo de fondo sigue el
método de estadística semi-robusta presentado en la Sección3.2.3.
Detección de objetos en la escena
La imagen binaria producida por el módulo anterior es analizada con el
objetivo de detectar todos los objetos que no pertenecen al fondo. Cada objeto
(blob) es representado por un marco rectangular (bounding box), a partir del
cual pueden estimarse su posición y sus dimensiones.
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Clasificación de objetos en tipos conocidos
Según la forma y dimensiones de cada bounding box y la naturaleza de la
ROI en la que sean detectados, los objetos se clasifican en categorías conocidas,
como por ejemplo personas aisladas, grupos (las siluetas de sus miembros se
superponen), coches, etc.
Esta operación incluye un proceso de normalización de las dimensiones de
los blobs según su posición en la escena. Con esto se consigue aplicar criterios
homogéneos que dependen del tamaño de los blobs, independientemente de la
posición en la escena. En el prototipo actual, el desarrollo de esta función se
encuentra en un estado muy preliminar.
Análisis de la distribución espacial (Clustering)
En este módulo se analiza y caracteriza la distribución de los centroides
de los blobs, con el propósito de detectar concentraciones locales de puntos
(clusters de puntos próximos entre sí).
Para realizar esta tarea se utiliza un módulo basado en un algoritmo cua-
drático de clustering. El principal cometido de este algoritmo es el de agrupar
puntos cercanos, donde un punto es cercano a otro si la distancia entre ellos
es menor que un parámetro definido por el usuario.
Detección de aglomeraciones
Considerando los clusters detectados en una secuencia de fotogramas y
las relaciones espaciales entre ellos, se procede a identificar posibles aglome-
raciones. Una aglomeración existe cuando un grupo significativo de personas
(cluster relevante) se ha detectado durante varios fotogramas de dicha se-
cuencia en la “misma” posición de una escena, con cierto margen admisible
de movimiento. Los fotogramas de esta secuencia son tomados de acuerdo a
cierta frecuencia de muestreo, la cual puede definirse en términos de una can-
tidad consecutiva de fotogramas o simplemente de un intervalo de tiempo. El
resto de fotogramas no tenidos en cuenta en este proceso se utiliza únicamente
para la actualización de fondo, es decir, el procesamiento de estos fotogramas
se detendrá después de la fase de segmentación.
Dada la secuencia de fotogramas seleccionados para explorar la existencia
de aglomeraciones, el proceso de detección consta de una serie de subtareas
que se explicarán a continuación.
La primera tarea consiste en identificar los clusters relevantes, entre los
grupos obtenidos en la fase anterior. Para ello se utilizan diferentes paráme-
tros, como, por ejemplo, el número de centroides de blobs, la proporción del
área contenida dentro del contorno convexo del cluster ocupada por los blobs
(densidad), el área total de los blobs que forman el grupo, la ROI donde se
encuentra, etc.
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Una vez están identificados los grupos significativos se pasa a la segunda
tarea: el matching o correspondencia de los clusters relevantes con aquellos de-
tectados en fotogramas anteriores (seguimiento de clusters o cluster tracking).
Para ello se van comparando los grupos significativos del nuevo fotograma
con los almacenados en iteraciones anteriores. Esta correspondencia se basa
en una distancia entre clusters (distancia entre centroides, distancia máxima,
distancia mínima, distancia promedio, etc).
Una vez se tienen las correspondencias entre clusters, el próximo paso es
analizar si hay criterios para considerar la aparición de una aglomeración nue-
va o la persistencia de otras que ya existían. En el primer caso se crearán
estructuras para su gestión, mientras que en el segundo, se actualizarán aque-
llas existentes. Más formalmente, dados el conjunto de clusters relevantes del
frame actual, el proceso puede presentarse como sigue:
Creación de nuevo evento candidato a aglomeración: En el caso
que no haya correspondencia entre un cluster relevante nuevo y los que
había ya almacenados, se añade el nuevo cluster al conjunto de agrupa-
ciones activas candidatas a generar una aglomeración.
Actualización de eventos en curso: En el caso de que existamatching
entre clusters significativos, se actualiza la información de dicho cluster
en el conjunto de agrupaciones activas candidatas a aglomeración con la
información de la nueva aparición.
Detección de aglomeración: En el caso que un cluster significativo
sea detectado en una posición similar en X iteraciones (también fijado
por parámetro)consecutivas, excepto singularidades, el crowd manager
convierte el evento en curso relacionado en una nueva aglomeración cuya
información se irá actualizando según su evolución en los fotogramas
sucesivos.
Eliminación de eventos: Si alguna aglomeración o evento en curso
previamente creado no se ha actualizado durante las últimas Y iteracio-
nes, entre las que no se encuentra ninguna nueva correspondencia, (Y
fijado con un parámetro) se elimina la aglomeración o el evento.
Caracterización de aglomeraciones
Una vez detectada una aglomeración, ésta se describe en función de cier-
tos atributos como, por ejemplo, posición, área, densidad y región donde es
detectada.
Notificación de incidencias
Cuando una aglomeración sea detectada, se enviará una notificación a
un servidor central con la información detallada del evento. A partir de ese
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momento, se realizará un seguimiento de la aglomeración y se enviarán nuevas
notificaciones periódicas con la actualización de su estado.
En la versión actual del prototipo toda la información asociada a una
aglomeración detectada se almacena en una base de datos perteneciente al
proyecto Smart Campus UJI.
4.2.3. Diagrama de la arquitectura
La arquitectura del sistema de detección de aglomeraciones y que sigue el
esquema explicado anteriormente se muestra en la Figura 4.2.
Figura 4.2: Esquema de la arquitectura del sistema.
4.3. Módulo Servidor Remoto
El subsistema de detección y caracterización de aglomeraciones (módulo
anterior) se alojará en un servidor de cómputo. Esto facilitará que el sistema
esté operativo las 24 horas del día, y nos permitirá acceder remotamente a los
resultados que se estén obteniendo. En relación a esta última función, se prevé
un acceso al servidor a través de un navegador, desde un equipo cliente, en el
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que se muestren varias ventanas con el vídeo que está siendo adquirido y con
resultados intermedios de este proceso.
4.4. Módulo Base de datos
Una vez detectado algún evento de interés, el sistema realizará un segui-
miento de la evolución de su estado mediante mediciones periódicas de varia-
bles de interés. Estos datos serán almacenados en las tablas correspondientes
de una base de datos, lo cual permitirá luego recuperar el historial de cada
evento. Por ejemplo, en el caso de detectar una aglomeración, el sistema po-
drá medir de forma periódica, y almacenar en la base de datos, el área y la
densidad de la aglomeración.
4.5. Conexión con SmartCampus
Smart Campus es un entorno gráfico con mapas de localizaciones de la
UJI, en algunas de las cuales se emplazarán en un futuro próximo cámaras
IP de vídeo-vigilancia. Estas cámaras serán las que formen parte de esta ar-
quitectura, y cuyos vídeos serán procesados por el SDA con el fin de detectar
y caracterizar aglomeraciones. Los resultados del SDA se reflejarán en estos
mapas a través de elementos gráficos que indicarán la ubicación de las cámaras
instaladas, de las regiones espaciales observadas y de los eventos detectados,
así como información actualizada sobre los eventos en curso. Toda esta infor-
mación se recuperará de la base de datos. Este apartado se desarrollará en su
totalidad en el grupo de Tecnologías Geoespaciales de la UJI.
4.6. Funcionamiento del prototipo
En esta sección se muestran diferentes capturas de ventanas del prototipo
funcional implementado hasta el momento. Cada captura corresponde con una
o varias fases de los módulos de la arquitectura del SDA:
Módulo Cámara IP: En la ventana mostrada a continuación se pue-
de ver un frame capturado directamente de una cámara IP de acceso
público, e instalada en alguna localización que desconocemos.
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Módulo Detección y Caracterización de Aglomeraciones:
• Modelado adaptativo de fondo: En la siguiente ventana se
muestra el fondo aprendido y adaptado en un momento concreto
durante la ejecución del prototipo. Debe tenerse en cuenta que este
fondo ha sido aprendido a partir de una secuencia de fotogramas
de una escena en las que siempre hubo personas en en movimiento.
Se puede observar también cómo la inclusión de la ROI (Zona gris
superior e inferior) permite limitar el análisis de las escenas a ellas,
lo cual contribuye a una mayor eficiencia computacional.
• Segmentación de fondo: Utilizando el fondo aprendido, en la
próxima ventana se muestran los objetos segmentados o en
movimiento.
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• Detección de objetos en la escena: De los objetos
segmentados se detecta sus respectivas bounding boxes y se
representan sobre el mapa de regiones.
• Análisis de la distribución espacial (Clustering): A partir
de los objetos detectados en la escena, se hace un análisis espacial
utilizando un algoritmo de clustering basado en la distancia para
agrupar los objetos en clusters cercanos. El resultado se muestra
en la ventana inferior.
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• Detección de aglomeraciones: De todos los clusters
detectados, se muestran únicamente aquellos considerados
relevantes.
• Detección de aglomeraciones: En esta última ventana se
muestra una aglomeración detectada.
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• Caracterización de aglomeraciones: Finalmente se muestra
información sobre la aglomeración detectada.
Módulo Base de datos: La base de datos utilizada para almacenar
los datos de los distintos eventos detectados tiene una estructura de
tablas como la que se muestra en la siguiente ventana.
Conexión con SmartCampus: Finalmente la última figura refleja la
interfaz que se muestra en el Smart Campus UJI cuando se detecta un
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evento sobre una zona asociado a una cámara.
4.7. Experimentos
Se utilizó un conjunto de datos disponible públicamente para poder pro-
bar la eficacia del prototipo. El vídeo utilizado fue obtenido de un conjunto
llamado “normal and abnormal crowd videos from University of Minnesota”.
Este vídeo trata de un conjunto de personas que están paradas en una zona
concreta y de repente salen corriendo en todas las direcciones. Como el pro-
pósito del prototipo es el de detectar aglomeraciones se utilizó este vídeo en
orden inverso (personas viniendo desde diferentes direcciones y juntándose en
una zona concreta). Una captura del prototipo en funcionamiento puede verse
en la Figura 4.3. El vídeo en funcionamiento puede verse en [19].
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En el capítulo final de esta memoria se pretende ofrecer una serie de conclu-
siones que se han extraído durante la realización de este proyecto. También se
propondrán algunas tareas que podrían ampliar la funcionalidad del proyecto
en el futuro.
5.1. Conclusiones
En el presente proyecto se ha propuesto, diseñado e implementado un pro-
totipo para la detección y caracterización de aglomeraciones. Para realizar
dicha tarea se ha desarrollado un sistema basado en módulos independientes
entre sí, pero que conjuntamente permiten resolver el problema que se plantea.
Utilizando dichos módulos el sistema es capaz de detectar, reconocer y carac-
terizar aglomeraciones en una escena concreta en tiempo real. Hasta donde
conocemos, este problema no ha sido previamente tratado en la literatura.
Por lo tanto su formulación podría considerarse también como un elemento de
novedad.
Además, se ha propuesto un método nuevo de modelado y sustracción del
fondo de la escena. Para esta tarea específica se ha construido un modelo
basado en gausianas, cuyos parámetros son estimados utilizando conceptos y
técnicas de estadística robusta. Con este nuevo método se puede modelar un
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fondo eficazmente en escenarios dónde hay objetos y/o personas en movimien-
to.
5.2. Trabajo futuro
El principal trabajo a realizar en el futuro es el de seguir mejorando y
ampliando el prototipo según marcan los sprints establecidos. Siguiendo esta
planificación, al terminar con todos los sprints se dispondrá de un software
útil, robusto y fiable para la detección y caracterización de aglomeraciones.
Otra posible extensión de este trabajo es el estudio de aplicaciones concre-
tas, útiles en el campus de la UJI, con el objetivo de contribuir a una mejor
gestión de los espacios públicos. Para ello habría que esperar al montaje de
las cámaras de video-vigilancia en las instalaciones de la UJI.
Finalmente, nos propondremos realizar un estudio riguroso del método de
modelado de fondo basado en técnicas de estadística robusta, con el objetivo
de conocer su potencial real en comparación a los métodos existentes. Una
dirección probable de mejora sería incorporar otros espacios de representación
de los píxeles de la imagen, con el fin de mejorar la detección de objetos en
escenario o situaciones con condiciones extremas (cambios bruscos de ilumi-
nación, sombras muy marcadas, etc.).
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MAXMU = 20 Historial de valores al-
macenados.
UMBRAL = 5 Umbral utilizado para
determinar si un píxel es
o no fondo.
P = 3.0 Parámetro utilizado en
la función de el peso
de un dato con respec-
to Mu y Sigma (Wmu).
ALPHA = 0.001 Segundo parámetro uti-
lizado en la función del
peso de un dato con
respecto Mu y Sigma
(Wmu). Determina el
peso mínimo de una
muestra.
K = 4.68 Parámetro utilizado pa-
ra estimar el peso de
Mu, segunda opción de
estimación del peso.
DEFAULTSIGMA = 3 Sigma por defecto que
se asigna cuando esta es
0 o muy pequeña (infe-
rior al valor por defec-
to).
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48 Configuración de parámetros
BackgroundLearning MAXTRAININGFRAMES = 20 Frames utilizados parahacer el aprendizaje ini-
cial del fondo.
WAITINGTIME = 5000 Tiempo de espera que




OpticalFlow BING = 3 Bing del histograma uti-lizado para determinar
si hay o no hay movi-
miento.
MAXCORNERS = 500 Cantidad de puntos que
utiliza el flujo óptico
IFrameCapturer DEFAULTTIME = 500 Tiempo máximo de es-
pera que debe transcu-
rrir cuando se llama a la
función WVF(). En mi-
lisegundos.
ObjectsDetection TAMMINBLOB = 25 Tamaño mínimo del
blob (objeto) para ser
considerado como una
persona.
SpatialAnalysis DIST = 65 Distancia máxima que
separa a personas den-
tro de un mismo grupo
o aglomeración.
SequentialPartition FACTOR = 3 Factor que determina la
distancia máxima pa-
ra considerar 2 obje-
tos dentro del mismo
grupo. Esta distancia
se calcula multiplicando
este factor con la altura
estimada de una perso-
na en una posición con-
creta de la escena.
Configuración de parámetros 49
CrowdManager
MINDISTANCEMATCHING = 50 Distancia máxima per-
mitida entre 2 clusters
de iteraciones diferen-
tes para considerarlos el
mismo.
MINPOINTS = 5 Número de personas
que se tiene que estimar
dentro de un clúster
como mínimo para con-
siderarlo significativo.
DENSMAX = 0.9 Densidad máxima que
puede tener un cluster
para ser identificado co-
mo significativo.
DENSMIN=0.05 Densidad mínima que
puede tener un cluster
para ser identificado co-
mo significativo.
THRESHOLD1 = 3 Si el número de veces
que un cluster persiste
en un lugar concreto su-
pera este umbral se de-
tecta una aglomeración.
THRESHOLD2 = 5 Número de fallos má-
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