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Available online xxxxPurpose: Fast Field-Cycling (FFC)MRI is a novel technology that allows varying themainmagnetic ﬁeld B0 during
the pulse sequence, from the nominal ﬁeld (usually hundreds of millitesla) down to Earth's ﬁeld or below. This
technique uses resistive magnets powered by fast ampliﬁers. One of the challenges with this method is to stabi-
lise the magnetic ﬁeld during the acquisition of the NMR signal. Indeed, a typical consequence of ﬁeld instability
is small, randomphase variations between each line of k-space resulting in artefacts, similar to thosewhich occur
due to homogeneous motion but harder to correct as no assumption can be made about the phase error, which
appears completely random. Here we propose an algorithm that can correct for the random phase variations in-
duced by ﬁeld instabilities without prior knowledge about the phase error.
Methods: The algorithm exploits the fact that ghosts caused by ﬁeld instability manifest in image regions which
should be signal free. The algorithm minimises the signal in the background by ﬁnding an optimum phase cor-
rection for each line of k-space and repeats the operation until the result converges, leaving the background
free of signal.
Conclusion:We showed the conditions for which the algorithm is robust and successfully applied it on images ac-
quired on FFC-MRI scanners. The same algorithm can be used for various applications other than Fast Field-Cy-
cling MRI.






Fast Field-Cycling (FFC) is a technique that involves varying themain
magnetic ﬁeld B0 during the pulse sequence. The term ‘Fast’ indicates
that the duration of the transition between two ﬁelds is much shorter
than the typical T1 value of the sample investigated so that one canmea-
sure theﬁeld-dependence of the relaxation rate of a sample and infer in-
formation about its structure [2–6]. Our research team is interested in
translating FFC into MRI to exploit the high information content it pro-
vides for in vivomedical applications [7], aswell as to exploit ﬁeld-local-
ised effects as contrast mechanisms [8,9].
Cartesian MRI acquisitions rely on the magnetic ﬁeld stability in
order to maintain the phase information across k-space. This may be a
problem in noisy environments, for instance with the proximity of ele-
vators or roads, or when motion occurs during the scan. It is even more
of a challenge for FFC-MRI scanners as ﬁeld control for resistive systemant numbers EP/E036775/1, EP/
on's Horizon 2020 research and
ject “IDentIFY”].
g, Foresterhill, Aberdeen, AB25
. This is an open access article underdepends on their inductive load and FFC requires small inductance in
order to obtain responsive magnets [1]. For instance our whole-body
FFC-MRI resistive magnet has an inductance of 55 mH and must reach
0.2 T in 20ms, corresponding to a slew rate of 10 T/s, with a stabilisation
time of 20ms before acquisition,while our pre-clinical FFC-MRI scanner
ismore compact and can reach 0.5 T in a similar time.Magneticﬁeld sta-
bility is a problem on both systems and we observe ghosting in the
phase-encode direction after image reconstruction, reminiscent to mo-
tion artefacts. Short acquisition techniques such as ZTE could be used to
mitigate this problem but they require strong gradient ampliﬁers and
fast switching RF coils. Additionally, the minimum echo time allowed
by our gradient ampliﬁers is of the order of 10 ms which is enough to
build up signiﬁcant random dephasing so that techniques such as navi-
gator images [10] are not possible, since the information on the phase
error is lost between the navigator data and the image echo. One
could measure the ﬁeld ﬂuctuations and deduce the phase corrections
to apply to the image but that requires a fast ﬁeld probewith sensitivity
of the order of a ppmat a nominal ﬁeld of 200mT,whichwe do not cur-
rently have.
Therefore a post-processing correction technique is required. The al-
gorithmpresented here is a simple post-processing technique both in k-
space and image space, inspired frommotion correction algorithms [11,
12], that allows robust correction of the artefact observed in FFC-MRIthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
56 L.M. Broche et al. / Magnetic Resonance Imaging 44 (2017) 55–59and allows characterising the phase variations at the post-processing
stage at the cost of oversampling over a signal-free region. It takes ad-
vantage of the fact that random phase errors between k-space lines




The algorithm developed here focuses on acquisitions made using
Cartesian k-space sampling. It is structured by two iterative loops: one
that minimises the background signal and another that estimates the
background and tests for convergence (Fig. 1). The initial image is ﬁrst
reconstructed by inverse fast Fourier transform and segmented into a
background and an object by thresholding on the magnitude image.
At that point the background is coarsely estimated because of the
smear in the phase-encode direction. Initial guesses for the background
may be added, if provided by the user. The algorithm then estimates the
phase corrections for all the phase-encoded k-space lines using a se-
quential quadratic programming (SQP) method [13]: at each iteration
the phase errors are estimated, the image is reconstructed with the es-
timated phase correction and the amount of signal in the background is
extracted for use as a minimisation criterion. When an acceptable esti-
mation of the phase error is obtained the algorithm estimates the back-
ground from the new corrected image and tests for convergence
compared to the previous estimation of the background. If the variation
between the new phase error estimation and its previous value is great-
er than a threshold then the algorithm re-estimates the background
using the best corrected image and re-iterates the phase estimation
loop. We added some constraints on the SQP search so as to null the
1st order moment of the phase correction array in order to avoid trans-
lation of the image in the phase-encode direction. We also constrained
the average correction phase to zero to speed up the convergence
since this parameter does not affect the outcome of the algorithm. Final-
ly, we tested the algorithm either with or without an estimation of aFig. 1.Diagram of the correction algorithm. The input is a complex image, as obtained from the s
unchanged during the SQP optimisation that estimates the phase error in the k-space.When an
next iteration. The loop terminateswhen the phase error converges between two SQP iterations
to colour in this ﬁgure legend, the reader is referred to the web version of this article.)signal-free region added to the estimated background at the ﬁrst itera-
tion. The algorithmwas programmed using Matlab 2014a (Mathworks,
Natick MA USA).2.2. Reconstruction of simulated data
The algorithm was ﬁrst tested for robustness by Monte-Carlo
methods. A 128 × 128 gradient echo image of a phantom previously ac-
quired on a stableMRI scannerwas used to produce a series of 1000 test
images differing randomly in image noise, k-space phase scatter and ob-
ject-to-background surface ratio. The outcome of each reconstruction
was measured by extracting three parameters from the corrected
image: the difference between the phase errors and the estimation,
the amount of signal in the background and the shift of the object in
the phase-encode direction after reconstruction.
The simulation used a Gaussian-distributed phase scatter among k-
space lines of 0 to 120°, a Gaussian-distributed complex noise from
0.05 to 2% of the full scale of the FFT image, a threshold for the estima-
tion of the background of 5 to 90% of the full scale of the image intensity
and an object diameter of 100 to 20% of the image width. The algorithm
was coded inMatlab 2014a and processed on an Intel Core i5-3470 CPU.2.3. Reconstruction of experimental data
The optimal conditions of convergence found from the simulations
were used to correct experimental images acquired on our FFC-MRI
scanners. The imageswere acquired on the pre-clinical FFC-MRI scanner
at 0.5 T using a 8 mm-thick cylindrical phantom of 5 cm diameter ﬁlled
with 2 mM aqueous solution of CuSO4 (T1 = 350 ms at 0.5 T). For the
0.2 T whole-body FFC-MRI scanner the acquisition was performed at
0.2 T on a 10 cm-thick spherical Perspex phantom of 20 cm diameter
containing 0.8mMMnCl2 in distilled H2O (T1= 110ms at 0.2 T). All im-
ageswere acquired using a Cartesian spin-echo sequencewith an image
size of 64 × 64, ﬁeld of view of 230 mm, echo time of 22 ms and repeti-
tion time of 3 s.can after a 2D Fourier Transform. The background is estimated in the red loop and remains
optimumphase error is found the complex image and the background are updated for the
, or after themaximumnumber of iteration is reached. (For interpretation of the references
Fig. 2. Example of simulated image correction, with horizontal phase encoding direction. a) Reference 128 × 128 image selected from a stack of images acquired on a stable FFC-MRI
scanner from previous quality control studies. The dashed lines delineate the signal-free region provided to the algorithm. b) Degraded image obtained by the addition of random
phase along each phase-encode line of its k-space. c) Difference between the degraded and corrected images magniﬁed 15 times. d) Comparison of the phase error injected in the k-
space (plain) and its estimation (dashed). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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3.1. Simulations
Fig. 2 presents the reference image (a) together with a typical de-
graded image generated from the Monte-Carlo simulation (b) and the
difference between the initial image and the corrected one (c). The
phase encode direction is horizontal; no initial guess was provided in
this case. The injection of phase scatter along phase-encoded k-space
lines resulted in a ghosting in the phase-encoding direction, as expect-
ed, thatwaswell corrected except for some boundaries thatwere slight-
ly displaced. The graph in Fig. 2d compares the random phase error
injected to produce the ghosted image (blue line) and its estimation
by the algorithm (orange line): the estimation was good except at
high special frequencies, which are generally underestimated as
illustrated in that particular simulation. The average, maximum and
minimum correction times per image were 8.0 s, 31.2 s and 0.9 sFig. 3. Amplitude of the scatter in the residues of the phase estimation without (left) and wit
represent the diameter of the object compared with the image width. (For interpretation of t
this article.)respectively for 64 × 64 images. 128 × 128 oversampled version
of the test image took 7 s for correction, which increased to 104 s for
512 × 512 images. 47% of the calculations required less than ﬁve itera-
tions to converge and about 0.1% required more than ten.
Fig. 3 and Fig. 4 show the effects of the scatter in the phase error
injected in the image on the recovery of the phase error and on the sig-
nal that leaked into the background, with or without the use of an initial
guess for the estimation of the background. Images with a scatter below
about 50° RMS tended to be reconstructed well, but above this limit the
outcome depended strongly on the object size. Images with small back-
ground tended not to be reconstructed well unless an initial guess was
provided for the background. A minimum scatter of 2° in the corrected
image was also observed even for low values of injected phase errors.
Fig. 4 also shows that large phase scatter in k-space led to larger noise
in the image regardless of the outcome of the reconstruction, though
this unwanted effect could be drastically reduced by providing an initial
guess for the background. Images with large objects tended to produceh (right) the use of the initial guess for the background estimation. The different colours
he references to colour in this ﬁgure legend, the reader is referred to the web version of
Fig. 4. Signal intensity in the background with the phase error injected without (left) and with (right) the use of an initial guess for the background estimation. The different colours
represent the diameter of the object compared with the image width. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
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70° RMS the correction algorithm also tended to shift the position of
the object in the image due to the addition of a linear term in the
phase correction array that wrapped around the ±180° limits so that
it could not be detected by the algorithm. It should also be noted that al-
gorithms other than SQP were tried: the Matlab minimisation function
fmincon also offers ‘trust-region-reﬂective’ and ‘interior-point’ but nei-
ther of them could accurately determine the phase error over the high-
frequency region of k-space.Fig. 5. a) Raw image acquired from a 0.2 T FFC-MRI scanner and b) Corrected version obtained in
Corrected version of image d obtained in 21 s.3.2. Experimental data
The best reconstruction parameters obtained from the simulations
were a background threshold of 0.2 and a background region of at
least 20% of the image width in the phase-encode direction. We used
these parameters to reconstruct experimental data from the 0.2 T and
0.5 T FFC-MRI systems (Fig. 5). The original 0.2 T image (Fig. 5a) showed
a scatter in the phase-encode direction (horizontal) that disappeared
after correction (Fig. 5b). The correction took a 2.9 s and makes it easier2.9 s. c) Raw image of a cylindrical phantom acquired from a 0.5 T FFC-MRI scanner and d)
59L.M. Broche et al. / Magnetic Resonance Imaging 44 (2017) 55–59to see a small distortion in the upper-left to lower-right directionwhich
was subsequently adjusted. The random phase recovered by the algo-
rithm did not show any time-dependant pattern and followed a Gauss-
ian distribution of 25° standard deviation.
Images acquired on the 0.5 T system showed much stronger ghost-
ing with a zipper artefact (Fig. 5c). The reconstruction still gave very
good results (Fig. 5d) and corrected for all phase-encoding artefacts vis-
ible even though the noise scatter was estimated to be 82° so that cor-
rections were larger than the limit estimated by the simulation,
probably because the background region was very large. One can note
that the zipper artefact still spread along the phase-encode direction
after image correction indicating that its source was not synchronous
with the acquisition andwas therefore likely to be due to an external ra-
diofrequency source. FFC-MRI scanners can easily correct for this prob-
lem by adjusting the acquisition ﬁeld to shift RF artefacts out of the ﬁeld
of view.
4. Discussion
The algorithm proposed here has several limitations: the maximum
phase scatter recoverable is 40° to 90° depending on the object size, the
minimumphase scatterworth correcting is 2°, oversampling is required
and the object may shift over the phase-encode direction. Fig. 3 shows
clearly that image recovery is largely good below 20° RMS of phase scat-
ter, and very unstable systems require large oversampling in the phase-
encode direction to be corrected by this approach. In addition to this the
algorithmgenerates a randomde-phasing of 2° RMSminimumbetween
the phase-encode lines even if very little noise is injected at the ﬁrst
place and so slightly degrades the quality of the image. Therefore im-
ages with less than 2° RMS errors should not be corrected. There is
also a clear limitation in the oversampling ratio and at least 20% of the
image should be background in order to allow for good corrections un-
less an initial guess can be provided (even a rough one). This
oversampling requirement may be difﬁcult to perform over regions in-
ternal to the body inwhich case onemay spoil a band of the image in the
phase-encode direction to produce a similar region. The reconstruction
time is reasonable but increases exponentially with image matrix size.
Finally, for very unstable systems, the object may shift in the phase-en-
code direction. This problem is mitigated by nulling the linear terms in
the SQP algorithm and in practice we corrected this effect by using
phase correlation image registration [14]. Despite these limitations,
the algorithm proposed here allowed correcting for experimental data
and was surprisingly robust on our 0.2 T FFC-MRI systems as it did not
fail to converge on ﬁfty images acquired experimentally. Corrections
of images from the 0.5 T scanner do require some manual inputs but
could also be corrected.5. Conclusion
This work proved that the problem that affects the images acquired
by our resistive FFC-MRI scanners is due to poor reproducibility be-
tween k-space line acquisitions but that no other problems are signiﬁ-
cantly affecting their performance for image quality. The ability to
obtain a good estimation of the randomphase error will allow us to bet-
ter study its origins. This algorithm could probably be much improved:
the SQP algorithm may not be the best option and parallelisable
methods such as simulated annealing should be investigated; it would
also be interesting to exploit the conjugate symmetry of the k-space
phase map in order to reduce the number of correction parameters by
a factor 2; additionally, we have so far restricted the correction algo-
rithm to Cartesian acquisitions but other trajectories may be used
with modiﬁcations. Finally it may be possible to apply this technique
in other contexts such as motion artefact or random external sources
of magnetic ﬁelds in order to compensate for effects that generate ran-
dom phase errors in one direction of the k-space, with adaptations to ﬁt
the pulse sequence.
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