We show how from an unique standard Poisson process we can build a family of processes that converges in law to a d-dimensional standard Brownian motion for any d ≥ 1.
θ ε is the law of two independent standard Brownian motions.
The tigthness is proved using the Billingsley criterium (see Theorem 12.3 of [2] ). Since the processes are null on the origin it suffices to prove the following lemma (see Lemma 2.1 in [1] ).
Lemma 2.2
There exists a constant K such that for any s < t In order to identify the limit law, it is considered {P θ εn } n a subsequence of {P θ ε } ε (that is also denoted by {P θ ε }) weakly convergent to some probability P θ . Then, it is checked that the two components of the canonical process X = (Z, Y ) = {X t (x) = x(t) = (z(t), y(t))} under the probability P θ are two independent Brownian motions.
Using Paul Lévy's theorem (see Theorem 3.1 below) it suffices to prove that under P θ , Z and Y are both martingales with respect to the natural filtration, {F t }, with quadratic variations < Z, Z > t = t, < Y, Y > t = t and covariation < Z, Y > t = 0.
To check the martingale property with respect to the natural filtration {F t }, it is proved (see subsection 3.1 in [1] ) that for any s 1 ≤ s 2 ≤ · · · ≤ s k ≤ s < t and for any bounded continuous function ϕ : R 2k −→ R,
The computation of the quadratic variations and covariation is done in the following proposition (see Proposition 3.1 in [1] ). and assume that P θ εn is a subsequence weakly convergent to P θ . Let X = (Z, Y ) be the canonical process and let {F t } be its natural filtration. Then, under P θ , if θ ∈ (0, π) ∪ (π, 2π) it is hold that the quadratic variations < Z, Z > t = t, < Y, Y > t = t and the covariation < Z, Y > t = 0.
Proof of the main result
In this section we will give the proof of Theorem 1.1. We will follow the same method than in [1] . So, it suffices to check the tightness of the family P θ ε and to identify the law of all possible weak limits of P θ ε . The tigthness is proved also using the Billingsley criterium, and it is an obvious consequence of Lemma 2.2.
The identification of the limit law will be done using Paul Lévy's theorem.
is a continuous local martingale relative to {F t } and the cross-variations are given by
Let us consider {P θ εn } n a subsequence of {P θ ε } ε (that we also will denote by {P θ ε }) weakly convergent to some probability P θ . Consider the canonical pro-
. . , Y n+m ) under the probability P θ . It suffices to check that under P θ , Z i , 1 ≤ i ≤ n, and Y j , n + 1 ≤ j ≤ n + m, are martingales with respect to the natural filtration, {F t }, with quadratic variations
In order to check the martingale property with respect to the natural filtration {F t } it suffices to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s k ≤ s < t and for any bounded continuous function ϕ :
These computations has been done in subsection 3.1 in [1] .
The proof of the quadratic variations can be done following exactly the proof of Proposition 3.1 in [1] . So, it remains only to compute all the covariations.
First we have to prove that < Z i , Z l > t = 0, for 1 ≤ i = l ≤ n. It suffices to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s k ≤ s < t and for any bounded continuous function ϕ :
converges to zero when ε tends to zero. Notice that this last expression can be written as
Similarly, to prove that < Y j , Y h > t = 0, for n + 1 ≤ j = h ≤ n + m, it is enough to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s k ≤ s < t and for any bounded continuous function ϕ :
converges to zero when ε tends to zero. Finally, to prove that < Z i , Y j > t = 0, for 1 ≤ i ≤ n < n + 1 ≤ j ≤ n + m, it is enough to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s k ≤ s < t and for any bounded continuous function ϕ :
converges to zero when ε tends to zero. Let us finish the proof of the theorem checking the convergence to zero of (1), (2) and (3) when ε tends to zero. For simplicity we will use only θ 1 and θ 2 .
Study of (2). Notice that (2) is equal to
Using that sin(a) sin(b) = cos(a−b)−cos(a+b) 2
we obtain that
We start with the term I 1,1 . Notice that
Using the independence of the increments of the Poisson process and that E(e iθNs ) = e −s(1−e iθ ) we get
, that clearly converges to zero when ε tends to zero because θ 2 = 0 and θ 1 − θ 2 = 0. Using the decomposition
and following the same computations we obtain that .
This last expression also goes to zero because θ 2 ∈ (0, π) ∪ (π, 2π) and θ 1 + θ 2 = 2π. On the other hand, the expression I 2 is equal than the expression I 1 interchanging the roles of θ 1 and θ 2 . So, we obtain that, .
This last expression also goes to zero because θ 1 ∈ (0, π) ∪ (π, 2π), θ 2 − θ 1 = 0 and θ 1 + θ 2 = 2π.
when ε tends to 0. The same parallelism can be done between the terms J 1,2 , J 2,1 , J 2,2 and I 1,2 , I 2,1 , I 2,2 , respectively. The proof of Theorem 1.1 is now complete.
