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A functional calculus approach is applied to the derivation of evolution equations for the moments
of the magnetization dynamics of systems subject to stochastic fields. It allows us to derive a general
framework for obtaining the master equation for the stochastic magnetization dynamics, that is
applied to both, Markovian and non-Markovian dynamics. The formalism is applied for studying
different kinds of interactions, that are of practical relevance and hierarchies of evolution equations
for the moments of the distribution of the magnetization are obtained. In each case, assumptions
are spelled out, in order to close the hierarchies. These closure assumptions are tested by extensive
numerical studies, that probe the validity of Gaussian or non–Gaussian closure Ansa¨tze.
PACS numbers: 75.78.-n, 05.10.Gg, 75.10.Hk
I. INTRODUCTION
Thermal fluctuations of the magnetization are a sig-
nificant factor for the operating conditions of magnetic
devices1,2. To describe them well is quite challenging,
even in cases where the thermal effects are, not an incon-
venience, but essential for eliciting the desired magnetic
response3,4, and the development of appropriate compu-
tational methods has a long history5–7.
A textbook approach for the description of thermal
fluctuations is the stochastic calculus8,9: the fluctua-
tions are described by a thermal bath, interacting with
the magnetic degrees of freedom, namely, spins, and the
quantities of interest are the correlation functions of the
magnetization, deduced from numerical simulations10,11.
These correlation functions, in principle, define a mea-
sure on the space of spin configurations. This mea-
sure can be, either deduced from a Fokker–Planck equa-
tion12,13, or, a Langevin equation. In the former case,
this is a partial differential equation for the probability
density, P (σ, t), to find the magnetization vector s(t) in
a state σ at time t; in the latter case, it is a partial dif-
ferential equation for the magnetization, considered as a
time–dependent field.
While at the level of a single spin, this approach can
only describe transverse, but not longitudinal, damping
effects14,15, it has been shown16–18 that an appropriate
averaging procedure over the bath can, in fact, describe
longitudinal damping effects, that are typical in finite size
magnetic grains. Thus, it may be a good starting point
for developing models that incorporate the corrections
to the mean field behavior of a single domain, beyond
the effective medium approximation19,20. Damping is re-
sponsible for the transfert of spin angular momentum
from the magnetization to the environment and allows
conversely energy to be pumped from the environment
to the magnetization. Many different mechanisms for
damping are already known that include spin-orbit cou-
pling, lattice vibrations and spin-waves. At several levels,
these mechanisms are limiting factors in the reduction of
the remagnetization rate in magnetic recording devices.
To better describe such damping effects, it’s useful to re-
fine the approach used to date for obtaining the evolution
equations towards equilibrium for the magnetization and
its fluctuations. To this end a functional calculus ap-
proach21–23 can be very efficient, and has been further
developed recently24,25.
This approach has as starting point the functional in-
tegral over the bath degrees of freedom, η(t),
Z =
∫
[Dη(t)] ρ(η(t)) (1)
The density, ρ(η), is defined by its correlation functions,
that are assumed to define a Gaussian process, that’s
completely given by its two first moments:
〈ηa(t)〉 = 0
〈ηa(t)ηb(t
′)〉 = δabC(t− t
′)
with C(t− t′) a function, that, therefore depends not on
both times, t and t′, but only on their difference and de-
scribes the Markovian property and eventual deviations
therefrom. All other correlation functions are expressed
using Wick’s theorem21.
In the Markovian limit, the function C(t− t′) is ultra–
local, namely,
C(t− t′) = 2Dδ(t− t′) (2)
where D sets the scale of the bath fluctuations. This
limit is relevant for cases when the auto–correlation time
of the bath variables can be neglected.
However, recent progress in magnetic devices has led
to situations where this is no longer the case26,27. Hence
it is not only of theoretical, but also of practical inter-
est, to develop tools for the quantitative description of
baths with finite auto–correlation time28,29. Examples
are provided by the experimental study and simulations
2of extremely fast magnetic events. There it was found
that a colored form for the noise, for which
C(t− t′) =
D
τ
e −
|t−t′|
τ (3)
can lead to good agreement between experiment and
simulations30–32. In this expression, the auto–correlation
time, τ , describes the finite memory of the bath and,
therefore, the inertial effects of its response, assuming
isotropic in space.
That this expression is a reasonable generalization of
the Markovian limit may be deduced from the fact that,
in the limit τ → 0, the Markovian limit (also called
“white noise limit”) is recovered. The “white noise limit”
may therefore be considered as the limiting case of col-
ored noise for “extremely short” auto-correlation time33.
What sets the scale of “extremely short” is at the heart of
the subject and depends on the detailed dynamics, that
will be presented in the sections to follow.
Having described the bath, we must now describe the
degrees of freedom, whose dynamics is of interest, i.e. the
spins. This dynamics is specified by a particular choice
of the Langevin equation, the so–called stochastic form
of the Landau-Lifschitz-Gilbert equation (sLLG). Up to
a renormalization over the noise13, the sLLG equation
of motion for each spin component si can be written as
follows :
dsi
dt
=
1
1 + λ2
ǫijk sk (ωj + ηj − λ ǫjlm ωl sm) , (4)
where the Einstein summation convention is adopted,
and ǫijk describes the Levi-Civita fully antisymetric
pseudo-tensor. This equation describes purely trans-
verse damping with a non-dimensional constant λ: prop-
erly integrated34,35, it ensures that the norm of the spin
remains constant, which one can normalize to unity,
|s| = 1.
The vector ω sets the precession frequency and in a
Hamiltonian formalism is given by the expression
ωi = −
1
~
∂H
∂si
, (5)
where H is the Hamiltonian of the system. Therefore,
at equilibrium, for given H , the ensemble average of the
spin, s, along direction, i, 〈si〉, is given by the canonical
average
〈si〉 ≡ Z
−1
∫
[Ds] si e
−βH (s) ≡
∫
[Ds] si Peq(s) (6)
where β = 1/kBT and the equilibrium distribution,
Peq(s), is given by the Gibbs expression
Peq(s) =
e−βH (s)∫
[Ds] e−βH (s)
. (7)
In their seminal studies, Garanin et al.16,17 used this
form of the equilibrium distribution to derive a Landau-
Lifschitz-Bloch model from the Fokker–Planck formal-
ism, close to equilibrium.
In this paper we do not assume the form of the equi-
librium distribution, but we try to deduce its proper-
ties from the evolution of the off–equilibrium dynamics
of equal–time correlation functions. To this end, we ex-
plore the consequences of closure schemes for the evolu-
tion equations.
The plan is the following:
In section II we obtain the evolution equations for the
equal–time 1– and 2–point correlation functions for the
spin components, taking into account different interac-
tion Hamiltonians, namely Zeeman, anisotropy and ex-
change. We work in the mean field approximation and
we use the results of appendices A and B.
These equations are part of an open hierarchy. To solve
them, we must impose closure conditions.
In section III we explore Gaussian, as well as non–
Gaussian closure conditions, based on the theory of
chaotic dynamical systems. To test their validity we
compare the results against those of a “reference model”,
studied within the framework of stochastic atomistic spin
dynamics simulations.
Our conclusions are presented in section IV.
Technical details are the subject of the appendices. In
particular, in appendix C we obtain, by functional meth-
ods, a local form for the master equation, for the case of
Ornstein–Uhlenbeck noise, in an expansion in the auto–
correlation time of the noise, that’s consistent with the
symmetries of the problem.
II. EVOLUTION EQUATIONS FOR THE
CORRELATORS OF THE MAGNETIZATION
DYNAMICS
In order to derive equations for the moments that cap-
ture the properties of the magnetization dynamics, the
probability P (σ, t) to find the magnetization s(t) in a
state σ at a time t has to be properly defined. Within
the functional calculus approach21, this is realized by a
path integral:
P (σ, t) ≡
∫
[Dη(t)] ρ (η(t)) δ (s[η(t)]− σ) , (8)
where s[η(t)] is a functional of the noise and δ, the func-
tional δ−distribution. At equal times, any correlation
function of the spin components is given by
〈F (s(t))〉 =
∫
dσF (σ)P (σ, t). (9)
Its time derivative can be constructed from elementary
building blocks, that are the multi–component correla-
tion functions as follows:
d
dt
〈si1(t) · · · sik(t)〉 =
∫
dσ σi1 · · ·σik
∂P (σ, t)
∂t
. (10)
These expressions become even more explicit upon re-
placing P (σ, t) by the expression in eq.(8) and by per-
forming the functional integral over the noise. For
3P (σ, t), this produces an integro–differential master
equation–that will become a Fokker–Planck equation in
an appropriate limit. Details are given in appendix A.
Formally this can always be written as a continuity equa-
tion
∂P (σ, t)
∂t
= −
∂Ji(σ, t)
∂σi
, (11)
with the divergence of the probability flow J (σ, t), ob-
tained from eq.(A29). Equation (10) can then be simpli-
fied by partial integration, where the surface terms can be
dropped, since the manifold, described by the spin vari-
ables, is a sphere–i.e. does not have a boundary. Whether
defects on the manifold could contribute is very interest-
ing, but beyond the scope of the present investigation.
Thus any moment of the spin variables can be computed
from this expression as
d
dt
〈si1(t) · · · sik(t)〉 =
∫
dσ Jj (σ, t)
∂
∂σj
(σi1 · · ·σik ) .(12)
For Markovian dynamics, the probability flow J is given
by eq.(B1). If we rewrite eq.(4) as
dsi
dt
= Ai(s) + eij(s)ηj(t), (13)
the evolution equations of the first and second moments
become
d〈si〉
dt
= 〈Ai(s)〉 +D
〈∂(eil(s)eml(s))
∂sm
〉
(14)
d〈sisj〉
dt
= 〈Ai(s)sj〉+ 〈Aj(s)si〉+D
(〈∂(siejl(s)eml(s))
∂sm
〉
+
〈∂(sjeil(s)eml(s))
∂sm
〉)
(15)
in the white noise limit. The RHS of these equations can
be expressed as follows, where the exponent M = 0 or 1:
〈Ais
M
l 〉 = −
1
~(1 + λ2)
(
ǫijk
〈∂H
∂sj
sks
M
l
〉
+ λ
(〈∂H
∂si
sjsjs
M
l
〉
−
〈∂H
∂sj
sjsis
M
l
〉))
〈∂(eil(s)eml(s))
∂sm
〉
= −
2
(1 + λ2)2
〈si〉〈∂(sjeil(s)eml(s))
∂sm
〉
=
1
(1 + λ2)2
(δij〈sksk〉 − 3〈sisj〉)
We shall call the terms proportional to D in eq. (14)
“longitudinal”, because they affect the norm of the aver-
age magnetization–whereas the other terms we shall call
“transverse”, since Ai(s) does, of course, affect the com-
ponents transverse to the direction of the instantaneous
magnetization; however it’s important to keep in mind
that its average, 〈Ai(s)〉, may not be purely transverse.
In any event, these expressions highlight that the terms
proportional to the amplitude of the noise, D, are inde-
pendent of the particular choice of a local Hamiltonian,
because it is not a part of the vielbein eij(s), whereas
the “transverse” terms explicitly depend on this choice.
For a single atomic spin, it will be useful to start with
a ultra–local expression for the Hamiltonian, H , consist-
ing of a Zeeman term and an anisotropy term:
H = −gµBsiBi︸ ︷︷ ︸
Zeeman
−
Ka
2
(
(nisi)
2 − 1
)
︸ ︷︷ ︸
Anisotropy
. (16)
In the Zeeman energy, g is the the gyromagnetic ratio,
µB the Bohr magneton and B the external magnetic in-
duction. The anisotropic energy term describes a uni-
form uniaxial anisotropy, defined by an easy-axis n and
intensity Ka.
Let us consider, for the moment, only the Zeeman con-
tribution. Even if the external magnetic field, ω, may, in
general, depend on time, it is assumed to be independent
of the noise and therefore can be taken out of any noise
average.
The corresponding expressions for the first and second
spin moments, therefore, are
4d〈si〉
dt
=
1
1 + λ2
ǫijk
(
ωj 〈sk〉 − λ ǫjlm ωl 〈sksm〉
)
−
2D
(1 + λ2)2
〈si〉, (17)
d〈sisj〉
dt
=
1
1 + λ2
ǫikl
(
ωk〈sjsl〉 − λ ǫkmn ωm 〈sjslsn〉
)
+
D
(1 + λ2)
2
(
δij〈snsn〉 − 3〈sisj〉
)
+(i↔ j) . (18)
It is striking that these equations are very similar to those
obtained by Garanin et al.16.
We observe that they are not closed. Indeed, the RHS
of eq.(18) contains three–point moments 〈sjslsn〉, which
are not defined yet.
If the same procedure is repeated for the contribution
of the anisotropy term of the Hamiltonian only, we find
the equations:
d〈si〉
dt
=
ωa
1 + λ2
ǫijk
(
njnl〈sksl〉 − λ ǫjlm nlnp〈sksmsp〉
)
−
2D
(1 + λ2)
2 〈si〉 (19)
d〈sisj〉
dt
=
ωa
1 + λ2
ǫimn
(
nmnp〈sjsnsp〉 − λ ǫmpq npnr〈sjsnsrsq〉
)
+
D
(1 + λ2)2
(
δij〈snsn〉 − 3〈sisj〉
)
+(i↔ j) (20)
where ωa ≡ 2Ka/~ is the effective field corresponding to
the anisotropy. The quadratic terms in the RHS of eq.(4),
when magnetic anisotropy is present, imply that eq.(19)
depends on three–point moments, and eq.(20) on four–
point moments. And if we try to deduce the evolution
equations for these moments, they will, in turn, depend
on even higher moments.
Any treatment of these equations, therefore, involves
closure assumptions, as we will discuss in the next sec-
tion.
Let us, now, consider, more than one spin, but with
local interactions. For a collection of N interacting spins
we, apparently, have a straightforward generalization of
the former expressions, the arguments of the probability
P (
{
σI
}
, t) just acquire indices, labeling the spins 1 ≤
I ≤ N , sI(t) to be in a magnetic state σI at a given
time t. However there’s more to be said.
For a given site I, the noise field ηI(t) is drawn from a
known distribution ρ(ηI(t)). The coupling with the spins
leads to an induced distribution, P (
{
σI
}
, t). If ρ(ηI(t))
factorizes over the sites, I, i.e.
ρ({η}) =
N∏
I=1
ρ(ηI), (21)
then the factorization holds only for the measure of the
noise. The expression for P (
{
σI
}
, t) takes the form
P (
{
σI
}
, t) =
∫ ( N∏
I=1
[
DηI(t)
]
ρ(ηI)
)
N∏
K=1
δ
(
sK({η})− σK
)
. (22)
The same reasoning as before conducts to a formal
master equation for P as
∂P (
{
σK
}
, t)
∂t
= −
∂JIi (
{
σK
}
, t)
∂σIi
, (23)
where the sum on I runs from 1 to N as a repeated index.
The evolution equation for any, equal–time, correlation
function of the spin variables can then be expressed as
5d
dt
〈sI1i1 (t) · · · s
IK
ik
(t)〉 =
∫ N∏
M=1
dσM JLj
({
σP
}
, t
) ∂
∂σLj
(
σI1i1 · · ·σ
IK
ik
)
. (24)
An explicit expression for the probability flow JIi is, in
general, very challenging to find. This, of course, does
not imply that the spins do not interact–indeed, if we
attempt to resolve the δ−functional constraint and ob-
tain a functional integral over the σI , we shall not, nec-
essarily, find that it factorizes over the sites. However,
if sI({η}) = sI(ηI), i.e. that the spin at site I depends
only on the realization of the noise on the same site, then
the measure over the spins will factorize as well,
P ({σ}, t) =
N∏
I=1
P (σI , t) (25)
and the mean field approximation will be exact.
The exchange interaction, that controls the local align-
ment and order of spins is defined by the following
expression14,36:
Aex = −
N∑
I,J 6=I
JIJ s
I(t).sJ (t) (26)
where sI(t) and sJ (t) are the values of neighboring spins
at time t, and JIJ is the strength of the exchange in-
teraction between these spins. This expression, indeed,
appears in the sLLG and can be identified precisely with
the exchange Hamiltonian at equilibrium.
When working out of equilibrium, the mean–field ap-
proximation to the dynamics, described in the P (σI , t),
by a two–spin interaction, is reduced by an averaging
method37,38 to that of one spin in an effective field.
The exchange interaction is then described by A =
−Jexsi(t) · 〈si(t)〉, where Jex = nvJIJ , where nv is the
number of neighboring spins for any spin in its first and
second shells of neighbors.
According to appendix A, the contribution of the ex-
change interaction to the moment equations can now be
computed by noting that∫
[Dη] ρ(η)δ(s[η]− σ)Ai(s(t), 〈s〉 (t))
= Ai(σ, 〈s〉 (t))
∫
[Dη] ρ(η)δ(s[η] − σ) (27)
since
〈s〉 (t) =
∫
dσ σ P (σ = s(t), t) (28)
depends only on time and the path integral does not,
since it’s time translation invariant. Because each spin
I has now the same effective field as any othe spin, the
index I can be safely dropped. Then the exchange inter-
action contributes to the moment equations as :
d〈si〉
dt
=
λωex
1 + λ2
(
〈si〉〈sksk〉 − 〈sk〉〈sksi〉
)
−
2D
(1 + λ2)
2 〈si〉, (29)
d〈sisj〉
dt
=
ωex
1 + λ2
ǫikl
(
〈sk〉 〈sjsl〉 − λ ǫkmn 〈sm〉 〈sjslsn〉
)
+
D
(1 + λ2)
2
(
δij〈snsn〉 − 3〈sisj〉
)
+(i↔ j) . (30)
with ωex = 2Jex/~ is the exchange pulsation. Sim-
plifications have been performed in eq.(29), because
ǫijk〈sj〉〈sk〉 = 0 in the mean-field approximation.
Now if a classical ferromagnet in an anisotropic and ex-
ternal fields is considered, we have to compute the con-
tribution of each interaction to the moment equations,
and their final form can be obtained by straightforwardly
adding the RHSs. The only subtle point is, of course, that
the longitudinal damping contribution shouldn’t be over-
counted. The full expressions aren’t very illuminating as
such; suffice to stress that they have been obtained under
very few and tightly controlled assumptions. These cou-
ple the moments of different orders in an open hierarchy,
that can’t be easily solved, however (as is the case for the
Gaussian distribution, for instance). Therefore we shall
construct a framework, where ways to close the hierarchy
can be tested in a numerically useful manner.
For Gaussian distributions of the noise, Wick’s the-
orem allows us to obtain all the moments in terms of
the first- and second-order moments only21 and, there-
fore, close the systems of equations. We thus assume
that Eqs.(17,18,19,20,29) and (30) give enough informa-
tion for the simulation of the average magnetization dy-
namics, using the Gaussian closure.
However, we would like to check whether the distribu-
tions of our spin variables might deviate, in general, from
a Gaussian distribution and how it might be possible
to explore the validity of non-Gaussian closure schemes.
6How to close this hierarchy in such a fashion will be the
subject of the following section.
III. CLOSING THE HIERARCHY
In the previous sections, under controlled assumptions,
equations governing the dynamics of all the moments
have been derived and explicitly given for the first and
second order moments of the spin variables. These aver-
aging techniques give rise to an open hierarchy (possibly
infinite if all the moments are required) of equations for
the moments–that is not closed. In order to solve such
a system, and to deduce the consequences for the mag-
netization dynamics itself (i.e. the first moment), this
hierarchy must be closed in some way.
We use closure methods, inspired from turbulence
theory39,40 and dynamical systems41 and carry out nu-
merical tests, in order to assess their range of validity. In
order to check the consistency of these assumptions, on
which the closure methods are founded, with respect to
the model at hand, a reference model is required.
A. Reference model
Atomistic spin dynamics (ASD) simulations are the
usual way to solve the sLLG equation (4), with a
white–noise process shown by eq.(2). Using this equa-
tion for ASD simulations was justified in refs.36,42,43,
and since, several numerical implementations have been
reported14,15,44, including the exchange interaction, the
treatment of external and anisotropic magnetic fields and
temperature.
With identical sets of initial conditions, many configu-
rations of N spins are generated and for each individual
spin, an sLLG equation (eq. (4)) is integrated. These
integrations are performed by a third-order Omelyan al-
gorithm, which preserves the symplectic properties of
the sLLG equation45–47. More details of this integration
method are provided in previous works15,48. These ASD
simulations are performed for different noise realizations
and averages are taken.
In practice we find that it is possible to generate a
sufficient number of noise configurations, so that the map
induced by the stochastic equations, as the result of this
averaging procedure, realizes the exact statistical average
over the noise49,50. These averages define, therefore, our
reference model.
Figure 1 presents how effective this averaging proce-
dure can be. The example of convergence toward sta-
tistical average for paramagnetic spins is shown. From
Fig.1 one readily grasps that increasing the number of
spins (or, equivalently, realizations) does accelerate con-
vergence toward the true averaged dynamics and 104,
interacting or not, spins can be taken to be enough for
practical purposes. This fixes statistical errors to suffi-
ciently low level to draw accurately the desired average
Figure 1. Random magnetization dynamics of paramagnetic
spins in a constant magnetic field. The upper graphs plot
some of the first–order moments and the norm of the av-
eraged magnetization, when the lower graphs plot the diag-
onal elements only of the matrix of the second–order mo-
ments. The averages over 10 paramagnetic spins only are
shown on the left, whereas 104 spins are shown on the right.
Parameters of the simulations : {D = 5.10−2 rad.GHz;
λ = 0.1; ~ω = (0, 0, 0.63) rad.GHz; timestep ∆t = 10−3 ns}.
Initial conditions: ~s(0) = (1, 0, 0), 〈si(0)sj(0)〉 = 0 exept
〈sx(0)sx(0)〉 = 1.
quantities, that can be lowered consistently by increasing
the number of spins in ASD simulations if necessary.
From now on, this averaging procedure is used in or-
der to check the consistency of the closure assumptions
presented in below.
B. Gaussian Closure Assumption
The simplest possible way to close the hierarchy, that’s
consistent with Gaussian statistics, is to assume that the
vacuum state is known, namely, that the second order cu-
mulant goes to a given matrix χ, i.e. 〈sisj〉 − 〈si〉〈sj〉 =
χij . This approximation has been studied by Ma and Du-
darev51, where the matrix χ vanishes for an ideal para-
magnet. In a constant precession field, eq.(17) becomes
d〈si〉
dt
=
1
1 + λ2
ǫijk
(
ωj 〈sk〉 − λ ǫjlmωl〈sk〉〈sm〉
)
+
λ
1 + λ2
(ωiTrace(χ)− χijωj)
−
2D
(1 + λ2)
2 〈si〉, (31)
and presents some advantages and drawbacks. Let us
define the vector b by the expression
bi ≡ (ωiTrace(χ)− χijωj) . (32)
7At equilibrium, the RHS of eq.(31) vanishes. This pro-
vides an equation for the equilibrium value of the mag-
netization, 〈si〉
eq, that is proportional to the precession
field ωi and a relation between the vector b and this equi-
librium value:
bi =
2D
λ(1 + λ2)
〈si〉
eq. (33)
This means that the value of the magnetization at equi-
librium, 〈si〉
eq, remains to be determined. This doesn’t
make this model very predictive, and constitutes a first,
intrinsic, drawback. Replacing eq. (33) in eq. (31) leads
to
d〈si〉
dt
=
1
1 + λ2
ǫijk
(
ωj 〈sk〉 − λ ǫjlmωl〈sk〉〈sm〉
)
+
2D
(1 + λ2)
2 (〈si〉
eq − 〈si〉) , (34)
which can be considered a generalization of Bloch’s
equation, that includes a transverse damping. It has
many features in common with the Landau-Lifshitz-
Bloch equation derived by Garanin17. Given b or equiv-
alently 〈si〉
eq, eq.(34) is straightforward to solve.
When D = 0, i.e. thermal effects can be neglected,
damping does not affect the longitudinal part of the mag-
netization, which is, also, captured by the LLG equation.
However, the meaning of a statistical averaging proce-
dure when D = 0 can be questioned. Indeed, the set of
equations (17) and (18) was derived using the value of
P (σ, t). This probability density is given by a functional
integral over the noise realizations, and, of course, in that
case, becomes a projector on a single configuration, since
it collapses to a δ−functional. This might be consistent,
if such an equilibrium configuration is, indeed, unique.
Moreover, if ωi is a mean-field exchange term only, no
precession around this field occurs and eq.(34) is purely
longitudinal. For a ferromagnet, this has the consequence
that it is, then impossible to capture, in this way, any
dynamics that would appear through the frequency of
the exchange constant.
At this point, one understands that other closure meth-
ods might be considered, assuming Gaussian dynamics,
i.e. that non–quadratic cumulants vanish and, nonethe-
less, consistent with the interactions we want to consider.
Once given the order of mixed averaged equations, this
assumption leads to direct relations between third– and
fourth–order moments, and lower-order moments, known
as Wick’s theorem22. This approach, called the Gaussian
Closure Assumption (GCA) in this context, has been ex-
plored briefly in previous works11,52.
Denoting the cumulant of any stochastic spin vector
variable s by double brackets 〈〈.〉〉9, one has :
〈〈sisjsl〉〉 = 〈sisjsl〉 − 〈sisj〉〈sl〉 − 〈sisl〉〈sj〉
− 〈sjsl〉〈si〉+ 2〈si〉〈sj〉〈sl〉 (35)
for any combination of the space indices for the third-
order cumulant and
〈〈sisjslsm〉〉 = 〈sisjslsm〉 − 6〈si〉〈sj〉〈sl〉〈sm〉 − 〈sisj〉〈slsm〉
−〈sisl〉〈sjsm〉 − 〈sism〉〈sjsl〉 − 〈si〉〈sjslsm〉
−〈sj〉〈sislsm〉 − 〈sl〉〈sisjsm〉 − 〈sm〉〈sisjsl〉
+2 {〈si〉〈sj〉〈slsm〉+ 〈si〉〈sl〉〈sjsm〉+ 〈si〉〈sm〉〈sjsl〉
+ 〈sj〉〈sl〉〈sism〉+ 〈sj〉〈sm〉〈sisl〉+ 〈sl〉〈sm〉〈sisj〉} (36)
for any combination of the space indices for the fourth-
order cumulant. GCA implies that, for every time t,
〈〈sisjsk〉〉 = 0 and 〈〈sisjsksl〉〉 = 0. Thus the following
relationships apply :
〈sisjsk〉 = 〈si〉〈sjsk〉+ 〈sj〉〈sisk〉
+〈sk〉〈sisj〉 − 2〈si〉〈sj〉〈sk〉, (37)
〈sisjsksl〉 = 〈sisj〉〈sksl〉+ 〈sisk〉〈sjsl〉
+〈sisl〉〈sjsk〉 − 2〈si〉〈sj〉〈sk〉〈sl〉, (38)
relating thereby the third and fourth moments with the
first and second ones only. Equations (37) and (38)
have to be injected into Eqs.(17,18,19,20,29) and (30) re-
spectively. Because of the form these equations assume,
they were called dynamical Landau-Lifshitz-Bloch (d-
LLB) equations11,52 and reveal, for both the first and sec-
ond moments, a longitudinal contribution, proportional
to the amplitude of the noise, to the damping of the av-
erage magnetization.
Simulations of hcp-Co have been performed and are
depicted in figures 2, 3 and 4. These figures compare the
GCA, applied to the third moments according to eq.(37),
with the ASD calculations, for an hexagonal 22×22×22-
supercell. The first and second nearest neighbor shell are
taken into account for the exchange interaction, and its
value, taken from references53,54, is JIJ = 29.79 meV
for each atomic bond of the first nearest neighbors, and
JIJ = 3.572 meV for the second nearest neighbors. The
anisotropy energy for hcp-Co, is given to Ka = 4.17.10
−2
meV for each spin, also according to references53,54.
The magnetic analog of the Einstein relation can be
introduced in order to relate the amplitude D of the noise
8to the temperature of the bath5,6:
D =
λkBT
~ (1 + λ2)
(39)
The conditions for the validity of such an expression
aren’t immediately obvious (especially, in our case, the
equilibrium condition that is necessary for the derivation
of a fluctuation–dissipation relation). However, this dis-
cussion is beyond the scope of this work, and eq. (39) is
assumed to be valid. This allows us to replace averages
over the noise by corresponding thermal averages. The
reason this is useful is that, in practice, one is measuring
thermal averages and is interested in the Curie point.
Figure 2 plots the average magnetization norm ver-
sus the temperature for hcp-Co with and without the
anisotropic contribution, over a long simulation time, as-
suming the system at equilibrium. The GCA on the
third-order moments matches reasonably well the ASD
calculations–and without requiring prior knowledge of
the equilibrium magnetization value. Thus, the GCA can
be considered to be valid at least up to half the Curie tem-
perature, Tc/2. For higher temperatures, however, a sig-
nificant departure from the ASD calculations is observed.
This is not surprising because the correlation length of
the connected real-space two-point correlation function
at equilibrium grows without limit when T approaches
Tc. Magnetization fluctuations occur in blocks of all sizes
up to the size of the correlation length, but fluctuations
that are significantly larger are exceedingly rare. Inter-
estingly, within the GCA, the equilibrium magnetization
passes through a critical transition, from a ferromagnetic
to a paramagnetic phase, driven by the temperature.
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Figure 2. Equilibrium magnetization norm vs temperature for
hcp-Co, without (on top), and with (below) the anisotropic
interaction. The solid line plot the result of the GCA applied
on the third-order moments. Open circles (with error bars)
plot the ASD results, performed with the s-LLG equation.
The experimental Curie temperature Tc for hcp-Co is also
reported.
Figure 3 plots the time dependence of the average mag-
netization for hcp-Co for an external magnetic field of
10T along the z-axis, without any internal anisotropic
contribution. The value of the external magnetic field is
conveniently chosen to hasten the convergence of large
ASD simulations. Besides, as the closure assumption
does not rely on the intensity of the Zeeman interaction,
any value of the field can be used. For T= 500K, the
GCA appears to be a good approximation and the two
models are in good agreement. For T= 1000K, the valid-
ity of the GCA becomes more questionable, and the two
models present now some marked differences, in particu-
lar regarding the norm of the average magnetization and
〈sz〉 at equilibrium, less so in the transient regime.
Another interesting feature of this figure is the pres-
ence of two regimes for the magnetization dynamics. The
first one is an extremely short thermalization regime. Be-
cause the exchange pulsation is the fastest pulsation in
the system, the magnetization norm sharply decreases in
order to balance the exchange energy with the thermal
agitation. The second regime is the relaxation around
the Zeeman field itself. The GCA model and the ASD
simulations are in good agreement concerning the char-
acteristic times of both these regimes.
Figure 3. Sub-figures show the relaxation of the average dy-
namics up to 20ps for 500K and 1000K, under a constant
external magnetic induction of 10 T, applied on the z-axis for
initial conditions sy(0) = 1 on each spin, and λ = 0.1. ASD
are in solid lines (〈sx〉 in black, 〈sy〉 in red, 〈sz〉 in blue and
|s| in green), whereas d-LLB with GCA are in open circles
(see text).
Figure 4 displays the non-equilibrium profile of the
average magnetization for hcp-Co assuming uniaxial
anisotropy, oriented along the z-axis, along with a small
Zeeman field, also along the z-axis, which ensures that
the average magnetization aligns itself along the +z di-
rection. For T= 500K, the GCA leads to the same
equilibrium magnetization as the ASD, whereas for T=
1000K, the average magnetization norm, and the average
9magnetization along the z-axis, calculated by the GCA,
show deviations from the ASD calculations. Moreover,
for the temperatures used, the GCA, also, fails to match
the transient dynamics of the relaxation. The ASD cal-
culations indicate a lag for the magnetization, compared
to the results obtained by the GCA and even if the pre-
cession frequency of the two models is the same, their
dynamics are correspondingly shifted.
Figure 4. Sub-figures show the relaxation of the average dy-
namics up to 20ps for 500K and 1000K, under an uniaxial
anisotropic field (Ka=4.17 meV) and a constant external mag-
netic induction of 0.1 T, both applied along the z-axis. The
initial conditions are sx(0) = 1 on each spin, and λ = 0.1.
ASD are depicted in solid lines (〈sx〉 in black, 〈sy〉 in red,
〈sz〉 in blue and |s| in green), whereas d-LLB with GCA are
shown in open circles (see text).
However, we saw that the GCA does predict an equi-
librium magnetization value consistent with that of the
ASD simulations, for Zeeman, exchange and anisotropic
energies, up to Tc/2. In a constant field, below this tem-
perature, the transient regimes also correctly match those
obtained from the ASD. For temperatures higher than
Tc/2, departures from the ASD simulations are observed,
both for the equilibrium magnetization values and for the
details of the transient regimes.
The GCA is, indeed, not suited for describing magnon
interactions, that involve more than two magnons, since
Wick’s theorem implies that all such processes factorize.
The reason isn’t the validity of the closure assump-
tion itself, but that interacting magnon modes are gen-
erated inside the large 223 ASD cell. Indeed, with a lo-
cal anisotropy field only, the energetics of the spins is
less constrained because individual spins may equilibrate
along or in opposite direction of the anisotropy-axis. For
a large but finite ASD cell, with periodic boundary con-
ditions, this has as consequence to generate local spin
configurations (small ”sub-cells” inside the large cell) due
to the different realizations of the noise. In order to dis-
sipate these sub-cells, additional, internal, magnons are
produced (and reflected by boundaries); and their col-
lective motion cannot be described by average thermal
modes only, as we can see in the very beginning of the
transient regimes of both graphs of Fig.4. The GCA
model, that simulates the average over the repetitions of
one single spin, is unable to recover these extra magnon
modes, corresponding to spin waves generated by sub
groups inside the large ASD cell. As a consequence, the
effective precession around the anisotropy field is shifted
and delayed, in the ASD simulation.
In fig. 3, only the Zeeman and the exchange interac-
tions are considered. Thus, each individual spin has only
one possible equilibrium position, and the property of er-
godicity is preserved. However, as can be seen from fig. 4,
when uniaxial anisotropy is added to the two former in-
teractions, each individual spin has now two equilibrium
positions. Even if, due to the presence of the Zeeman in-
teraction, these two equilibrium positions are not equally
probable, they both have a non-zero probability to occur.
Therefore, at each realization of the ASD anisotropic sim-
ulation, different local spin configurations are occurring.
This leads to different, transient, values for the moments,
that depend strongly on the noise realizations, and, thus,
to departures from ergodicity.
In order to enhance the agreement for the equilibrium
magnetization state of both ASD and averaged mod-
els, another closure method, more sophisticated than the
GCA, will be considered in the following.
C. Non-Gaussian closure
This method is inspired by studies in chaotic dynami-
cal systems, where elaborate moment hierarchies are typ-
ically encountered55,56.
Closure relations can, indeed, be derived for the hier-
archy of moments for the invariant measure of dynamical
systems57. The proof relies on properties of the Fokker–
Planck equation, and on the assumption of ergodicity58.
However, we saw in the previous section that, depend-
ing on the magnetic interactions that are at stake, depar-
tures from ergodicity can be observed in the ASD simu-
lations of large cells.
Therefore, since the Non-Gaussian Closure Assump-
tion (NGCA) presented below is only expected to hold
for ergodic situations, only the exchange and the Zee-
man interactions will be considered, or cases when the
Zeeman interaction is stronger than the anisotropic inter-
action, forcing each individual spin toward one possible
equilibrium position.
The formalism can be presented as follows: Assuming
ergodicity and with the cumulant notation at hand, such
a NGCA relation can be parametrized for a stochastic
variable s as
〈〈sisjsk〉〉 = a
(1)
i 〈〈sjsk〉〉+ a
(1)
j 〈〈sisk〉〉 + a
(1)
k 〈〈sisj〉〉
+a
(2)
ij 〈sk〉+ a
(2)
ik 〈sj〉+ a
(2)
jk 〈si〉 (40)
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Coefficients a
(1)
i and a
(2)
ij are assumed not to depend on
time, but only on system parameters, such as D, ω and
λ. These coefficients are assumed to be exactly zero when
D = 0, hence matching the GCA. These Non-Gaussian
Closure Approximations (NGCA) are tested with eqs.
(18). The next logical step is to determine the values
of these coefficients. As the third-order cumulants are
symmetric under permutation of the coordinate indices,
the coefficients a
(2)
ij are symmetric, too, and only nine
coefficients are required, in all.
According to Nicolis and Nicolis58, it was stressed that
these coefficients satisfy constraining identities, that ex-
press physical properties of the spin systems considered.
However, finding the corresponding identities, in general,
is quite non–trivial, and to circumvent this difficulty, a
fully computational approach was chosen. It is useful to
stress that this approach is not without its proper theo-
retical basis: these identities, indeed, express properties
of the functional integral22.
ASD calculations are used to fit the coefficients a
(1)
i
and a
(2)
ij , for a given set of system parameters. At a given
time, a distance function d, defined from the results of
ASD simulations and the new, closed model as
d2(t) ≡
3∑
i=1
(
〈si(t)〉
ASD − 〈si(t)〉
)2
+
3∑
i,j=1
(
〈sisj〉
ASD(t)− 〈sisj〉(t)
)2
(41)
is computed and a least-square fitting method is applied.
In this distance expression, each term is weighted equally
to avoid any bias. At each step of the solver, a solution of
the system of equations (eqs. (17,18,19,20,29) and (30),
closed by eq. (40)) is computed, and the distance function
is evaluated. From the evolution of this distance, the
method determines a new guess for the coefficients a
(1)
i
and a
(2)
ij . When the distance reaches a minimum, the
hierarchy is assumed to be closed with the corresponding
coefficients.
In order to check the validity of the NGCA, this was
applied for the simulation performed at T=1000K pre-
sented in the previous section because, in these situa-
tions, neither the equilibrium nor the transient regimes
of the ASD simulations were recovered by the GCA.
A new trial is carried out by performing again the
simulation of the second part of fig. 3. At the equili-
bration time, a minimum distance is found by consider-
ing a restriction to the third values only, thus we find
a
(1)
3 = 0.145 and a
(2)
33 = 0.145. All the other coefficients
are assumed to be zero. As expected, these dimensionless
coefficients are small, demonstrating a slight departure
of the GCA, which has to increase when the tempera-
ture increases. The uniqueness of these coefficients is not
obvious and may depend on the choice of the distance
function and its corresponding weights.
Figure 5 displays now the result of this closure, with
and without anisotropic interaction. The two models
present some slight differences in the beginning of the
transient regime, but quickly match. This could be surely
managed by increasing the number of distance points to
match by relaxing all the coefficients.
Figure 5. Average dynamics up to 20ps for T=1000K, with
λ = 0.1 and initial conditions 〈sx(0)〉 = 1. Above, the sit-
uation of a constant external field of 10T applied along the
z-axis, and below the case of an uniaxial anisotropic field
(Ka = 4.17meV) and a constant external field of 10T, both
applied along the z-axis. ASD are in solid lines (〈sx〉 in black,
〈sy〉 in red, 〈sz〉 in blue and |s| in green), whereas d-LLB with
the NGCA approximation are in open circles.
We now investigate the situation of including all inter-
actions. For a different set of equations, a similar situ-
ation has already been investigated previously52, with a
slightly different closure method. To close the hierarchy
of moments in that case, an expression for the fourth–
order moments 〈sisjsksl〉 is required. This is performed
by assuming that the fourth-order cumulants are neg-
ligible (i.e. 〈〈sisjsksl〉〉 = 0) and that each third-order
moments are computed by eq. (40). Yet again, one can
systematically improve on this hypothesis by increasing
the number of desired coefficients up to this order such
as
〈〈sisjsksl〉〉 = b
(1)
i 〈〈sjsksl〉〉+ perm.
+b
(2)
ij 〈〈sksl〉〉+ perm.
+b
(3)
ijk〈sl〉+ perm.
Once again, invariance under permutation of indices en-
hances the symmetries of the b(2) and b(3) tensors and
reduces the number of independent coefficients.
As a test, if we take all these coefficients b to be zero,
at equilibrium, a minimum is found with a
(1)
3 = 0.07 in
the case where the z-axis is preferred. Fig. 5 displays
the results of the application of the NGCA in that case.
Again, the equilibrium state is recovered, even if some
differences remain in the transient regime.
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By educated guessing, we, thus, saw that the NGCA
allows to recover the equilibrium state of the magne-
tization, and a much better agreement between ASD
and dLLB models is also observed during the transient
regimes, than in the GCA.
IV. CONCLUSIONS
The functional calculus has been applied to the study
of the master equation for the probability distribution of
magnetic systems, whether the contribution of individual
magnetic moments can be resolved or not. The effects of
the multiplicative, colored noise, whose physical origin
is the fast stochastic fields that are relevant for current
experiments, have been described under controlled an-
alytical approximations and explicit expressions for the
master equation have been deduced.
This formalism was applied to the dynamics of a sys-
tem of coupled spins and used to equations for the evolu-
tion to equilibrium of certain correlation functions. In the
white–noise limit, the well-known Fokker–Planck equa-
tion was recovered, whereas in the case of the Ornstein-
Uhlenbeck process, a new equation for the probability
density was derived. This equation explicitly displays
the correction terms, that appear in first order of the
auto–correlation time expansion to and the white-noise
limit is, indeed, recovered, when τ = 0.
In the Markovian limit, the system of coupled equa-
tions for the spin correlation functions was obtained
and solved for three fundamental magnetic interac-
tions (Zeeman energy, exchange interaction, and uniaxial
anisotropy). These equations give rise to infinite hier-
archies of equations for the moments of the spin com-
ponents, and two methods were introduced, in order to
close the hierarchy. In order to check the consistency of
these methods, results, obtained by numerical resolution,
were compared to stochastic simulations, performed us-
ing a completely independent, atomistic spin dynamics
(ASD) formalism.
When the magnetic interaction includes the exchange
(in the mean-field approximation) and the Zeeman inter-
actions only, the GCA proved sufficient to recover both,
the transient regime and the equilibrium state, of the
average magnetization, for a broad range of tempera-
tures, up to half the Curie temperature for ferromag-
netic materials. When the anisotropy energy contribu-
tion is included, the probability flow on the space of spin
configurations can become non–ergodic and the Gaus-
sian approximation is expected to have problems. In-
deed, the GCA can describe the equilibrium state for the
same range of temperatures as before but, as ergodic-
ity is lost, the transient regime of the ASD simulation
becomes biased by a strong dependance on the noise re-
alizations. Because rare local spin configurations are gen-
erated by ASD simulations, the average set of equations
of the dLLB model captures the mean magnetization and
its variance only. These features were shown by direct in-
spection of the transient regimes, that allows to detect
the temporal shift, that is represented by a more delayed
variance memory kernel than the approximation could
provide.
For temperatures far from half the Curie point, as non–
Gaussian fluctuations become more and more relevant,
the GCA fails correspondingly to recover even the equi-
librium average magnetization and a NGCA, inspired
by work in dynamical systems, was introduced. The
NGCA, also, relies on ergodicity, but it can provide a cor-
respondingly better match between the “average” mod-
els and the stochastic calculations near the equilibrium.
This was illustrated for the case of the exchange interac-
tions, treated in the mean-field approximation and Zee-
man fields included, but deserves a more detailed study.
However once parametrized properly, this is a simple and
reliable tool for closing the hierarchy of magnetic equa-
tions and it does recover both the equilibrium value of
the magnetization in temperature and provides a better
picture of the dynamics in the transient regime–but its
full range of validity remains to be explored.
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Appendix A: Master equation for P (σ, t)
In this appendix, we review the salient results of
refs.59–61, which are the foundation of the functional cal-
culus approach leading to the master equation for the
probability density, P (σ, t). We have implicitly chosen
the Stratonovich convention for the stochastic calculus,
and the derived expressions can be recast to any other
prescription24,25.
To simplify forthcoming expressions, it’s useful to write
the stochastic Landau-Lifshitz equation (4) in the form :
s˙i = Ai(s(t)) + eia(s(t))ηa(t), (A1)
where
Ai(s(t)) =
1
1 + λ2
ǫijk sk (ωj − λǫjlmωlsm) , (A2)
eia(s(t)) =
1
1 + λ2
ǫiaj sj , (A3)
with ω a functional of s. In eq.(A1), since eia(s(t)) de-
pends on the spin variables, the noise is multiplicative.
Geometrically this means that the manifold defined by
the spin variables, si(t), is curved. Its metric may be re-
constructed from the vielbein, eia(s(t)). Then, the mag-
netization explores ”islands” on the surface of a sphere
of constant radius.
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The Langevin equation provides the rule for realizing
the change of variables from the noise, η(t), to the spin
variables, s(t) and, therefore, leads to the definition of
their probability density P (σ, t), from the partition func-
tion for the spin variables. This latter may be defined, in
terms of the partition function of the bath, as the average
value of δ(σ − s[η(t)]) :
P (σ, t) = 〈δ (σ − s[η(t)])〉 (A4)
=
∫
[Dη] ρ(η)δ (σ − s[η(t)]) , (A5)
where the integral in eq.(A5) is a path integral over all
the noise realizations23.
The probability density for the noise process ρ(η) is
defined by its functional expression :
ρ(η) = Z−1 e−
1
2
∫
dtdt′ηb(t)G(t−t
′)ηb(t
′) (A6)
In eq.(A6), the density ρ(η) is normalized by the par-
tition function Z in eq.(1) and G(t− t′) is the functional
inverse of the 2–point correlation function C(t − t′), de-
fined by the relation:∫
dt′G(t− t′)C(t′ − t′′) = δ(t− t′′) (A7)
The expression for P (σ, t), in eq.(A5) is formal: the
measure, [Dη(t)] needs to be defined, and the three
dimensional δ−functional, also, so the purpose of the
following calculations is to render the expression well–
defined, by obtaining the evolution equations for its mo-
ments, from which it may be reconstructed. We shall
show how this program can be realized, without impos-
ing any additional conditions on the spectral properties
of the noise–at least for the master equation for P (σ, t),
which for colored, multiplicative noise, is not, in general
of Fokker–Planck form and, thus, cannot be determined
exclusively by imposing general coordinate invariance of
the manifold, which the spin variables explore–which is
what happens for white noise.
By computing the time derivative of P (σ, t)
∂P (σ, t)
∂t
=
∫
[Dη] ρ(η)
∂
∂t
δ (σ − s[η]) , (A8)
the chain rule and because the δ-functional is symmetric
through the functional derivative,
δ
∂si(t)
δ (σ − s(t)) = −
∂
∂σi
δ (σ − s(t)) , (A9)
one finds the following divergence :
∂P (σ, t)
∂t
= −
∂
∂σi
·
∫
[Dη] ρ(η)δ (σ − s[η]) s˙i(t)(A10)
When s˙i(t) is replaced by the RHS of eq.(A1),
∂P (σ, t)
∂t
= −
∂
∂σi
·
(∫
[Dη] ρ(η)δ (σ − s[η])
[Ai(s(t)) + eia(s(t))ηa(t)]
)
(A11)
and the RHS of eq.(A11) consists of two terms, each one
having a different physical meaning. In the Langevin
equation, Ai(s(t),ω(t)), is often denoted as a drift term,
and has a deterministic nature. Therefore, the first term
of eq.(A11) is called its drift part, and denoted by Drift:
Drift ≡ −
∂
∂σi
·
∫
[Dη] ρ(η)δ (σ − s[η])Ai(s(t),ω(t))
(A12)
This term describes the interactions of the spin system.
In the mean–field approximation, which is valid, trivially,
for the case of a single spin, considered here, it is possible
to write the drift term in local form (containing a finite
number of derivatives, only):
Drift ≡ −
∂
∂σi
· (Ai(σ,ω(t))P (σ, t)) , (A13)
which is possible by expanding the functional
Ai(s(t),ω(t)) around σ and by performing the in-
tegration over the noise.
The second term, of eq.(A11), which is built up from
eia(s[η(t)])ηa(t), the noise term, would lead to the diffu-
sion term, in the case of white, additive, noise; therefore,
we shall call it the diffusion term, here, as well, and de-
note it by Diff , keeping in mind, however, that this is
an abuse of language:
Diff ≡ −
∂
∂σi
·
∫
[Dη] ρ(η)δ (σ − s[η]) eia(s(t))ηa(t)
(A14)
This term strongly depends on the spectral properties of
the noise (white or colored), and on whether the noise is
additive (eia = δia) or multiplicative (eia is a function of
s(t)).
We shall now perform on the diffusion term (A14) a
transformation, similar to that for the drift term, that led
to eq.(A13). This will highlight the spectral properties
of the noise, that play a key role in distinguishing its
effects from those of white, additive, noise. Expanding
the vielbein eia once again and performing the functional
integration over the noise gives
Diff = −
∂
∂σi
eia(σ)
∫
[Dη] ρ(η)δ (σ − s[η]) ηa(t)
(A15)
The Gaussian integral (A6), that defines the distribution
function of the noise, is used to deduce the following for-
mula :
δρ(η)
δηa(t)
= −
∫
dt′G(t− t′)ηa(t
′)ρ(η) (A16)
where δ/δηa(t) is the functional derivative
21 by ηa(t).
Applying the functional inverse (A7), one has
ηa(t)ρ(η) = −
∫
dt′ C(t− t′)
δρ(η)
δηa(t′)
, (A17)
which leads to the Furutsu-Novikov formula62,63, once
integrated over all the realizations of the noise. Inserting
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into eq.(A15), dropping total derivatives, and taking out
of the integral term(s) that depend on σ only, one finds :
Diff =
∫
dt′ C(t− t′)
∂
∂σi
eia(σ)∫
[Dη] δ (σ − s[η])
δρ(η)
δηa(t′)
(A18)
Peforming a partial integration in the path integral of
eq.(A18) we end up with the expression :
Diff = −
∫
dt′ C(t− t′)
∂
∂σi
eia(σ)∫
[Dη] ρ(η)
δ
δηa(t′)
δ (σ − s[η]) (A19)
which may be, further, simplified, by using the identities
pertaining to the Stratonovich prescription25 :
δ
δηa(t′)
δ (σ − s[η(t)]) =
δsl(t)
δηa(t′)
δ
δsl(t)
δ (σ − s[η(t)])
= −
∂
∂σl
δ (σ − s[η(t)])
δsl(t)
δηa(t′)
(A20)
Relation (A20) is then applied to equation (A19), and
one finds :
Diff =
∫
dt′ C(t− t′)
∂
∂σi
eia(σ)
∂
∂σl∫
[Dη] ρ(η)δ (σ − s[η])
δsl(t)
δηa(t′)
(A21)
It is, now, necessary, to find the expression for
δsl(t)/δηa(t
′). This may be accomplished by showing
that it satisfies a differential equation, whose solution
can be expressed in terms of useful quantities.
This may be done in two steps. First, the time deriva-
tive of this term is taken :
∂
∂t
δsl(t)
δηa(t′)
=
δs˙l(t)
δηa(t′)
(A22)
Then, substituting s˙l(t) by the RHS of the Langevin
equation one has :
∂
∂t
δsl(t)
δηa(t′)
= Alp(t)
δsp(t)
δηa(t′)
+ ela(s(t)) δ(t− t
′)
(A23)
with A(t) a matrix whose components are given by:
Alp(t) =
δAl(s(t))
δsp(t)
+
δelb(s(t))
δsp(t)
ηb(t) (A24)
The integration of eq.(A23) requires some care because
of the causal property of the Langevin equation, and,
due to the non-commuting property of the matrices that
appear therein, a time-ordering operator T is necessary.
Taking these facts into account, one finds the following
expression for δsl(t)/δηa(t):
δsl(t)
δηa(t′)
= Θ(t− t′)ema(s(t))



T· e
t∫
t′
dt′′A(t′′)

−1


lm
(A25)
with Θ(t− t′) the Heaviside step function, resulting from
the integration over the Dirac delta function δ(t− t′):
Θ(t − t′) =


1 if t′ ∈ [0, t[
1/2 if t′ = t
0 if t′ /∈ [0, t]
(A26)
The diffusion term takes, therefore, the following form :
Diff =
∂
∂σi
eia(σ)
∂
∂σl
ema(σ)
∫
dt′C(t− t′)Θ(t − t′)
∫
[Dη] ρ(η)δ (σ − s[η])



T· e
t∫
t′
dt′′A(t′′)

−1


lm
(A27)
Finally, we have the master equation for the probabil-
ity density P (σ, t), in the form of a continuity equation
∂P (σ, t)
∂t
= −
∂Ji(σ, t)
∂σi
, (A28)
with Ji(σ, t) the corresponding probability flow, given
by :
Ji(σ, t) = Ai(σ,ω)P (σ, t)
−eia(σ)
∂
∂σl
ema(σ)
∫
dt′C(t− t′)Θ(t− t′)
∫
[Dη] ρ(η)δ (σ − s[η])



T· e
t∫
t′
dt′′A(t′′)

−1


lm
(A29)
The flow term J , in general, cannot be put in local form, i.e. it cannot be expressed in terms of a finite number of
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derivatives of a local function, with the notable exception
of a Markovian process.
This expression is in close analogy with eq.(4) of
reference64, obtained here for an arbitrary target space
vector field. Any further simplification of the probability
flow J depends on the nature of the considered stochastic
process. Appendix (B) reviews the Markovian process
and how the Fokker–Planck equation is thereby recov-
ered from this general formalism. In Appendix (C), a
non-Markovian process is studied and different approx-
imation schemes are considered to obtain a useful form
for the master equation.
Appendix B: Fokker-Planck equation for Markovian
magnetization dynamics
In this appendix, we show that the probability flow,
which , in the Markovian limit, can be expressed in lo-
cal form, with finite number of derivatives in the spin
variables, can be obtained from the general formalism
constructed previously.
The correlation function of a white noise process is
proportional to a delta–function in time, C(t − t′) =
2Dδ (t− t′). Then, the diffusion term simplifies enor-
mously, because we only have to select the value of all the
functionals into (A29), for t = t′. As the time–ordering
operator acts trivially for equal times, we find the follow-
ing expression for the probability flow
Ji(σ, t) = Ai(σ,ω)P (σ, t)
−Deia(σ)
∂
∂σl
[
ela(σ)P (σ, t)
]
(B1)
and, by the way, we recover the known form of
the Fokker–Planck equation, valid for a manifold,
parametrized by the spin variables2,13, which is consis-
tent with general coordinate invariance22:
∂P (σ, t)
∂t
= −
∂
∂σi
(
Ai(σ)P (σ, t)
)
+D
∂
∂σi
(
eia(σ)
∂
∂σl
(
ela(σ)P (σ, t)
))
(B2)
Appendix C: Fokker-Planck equation for
Ornstein-Uhlenbeck magnetization dynamics
For a non-Markovian dynamics described by an
Ornstein-Ulenbeck stochastic process, the situation is
more involved–nonetheless a partial differential equa-
tion can be deduced, in the limit of weakly correlated
noise. The following derivation is inspired by the work
of Fox59,60 and generalized to more than one variables,
which correspond to the three components of the spin. A
first attempt to derive a Fokker-Planck equation for cer-
tain non-Markovian processes was given by San Miguel
and Sancho65, who used an expansion in τ (τ is the cor-
relation time of the noise), to study the conditions for
the existence of a well defined Fokker-Planck equation
(i.e. containing first and second derivatives of the prob-
ability density only). The same conclusion was obtained
by Lindenberg and West66, who proved, with the help of
the Baker-Campbell-Hausdorff expansion formula, that
a second-order equation with state- and time-dependent
diffusion tensor exists for an arbitrary finite correlation
time τ . Using a partial re-summation technique of all the
terms of the Fokker-Planck form, Ha¨nggi et al.67, showed
that the weak noise dynamics of Fokker-Planck systems
in more than 2 state-space dimensions, is generally beset
with chaotic behavior. The dynamics of such systems can
be mapped onto a non-Markovian, Langevin equation in
one variable, driven by an additive, Ornstein-Ulenbeck
stochastic process in a bistable potential. Such a re-
summation technique was quickly generalized to multi–
component systems61, but never subject to any numerical
or experimental test, apparently. Moreover, the expres-
sions obtained to date were restricted to the special case
of vanishing diffusive kernel tensor Γ, defined as
Γijk(σ) =
∂eij
∂σl
elk(σ)−
∂eik
∂σl
elj(σ),
which doesn’t vanish, in the case of a multiplicative viel-
bein, which is relevant for spins.
For such a stochastic process, the correlation function
for the noise variable is
C(t− t′) =
D
τ
e−
|t−t′|
τ
with t′ ∈ [0, t], which is, formally, equivalent to the ex-
pansion
C(t− t′) = 2D
(
1 + τ
d
dt′
+ τ2
d2
dt′2
+ . . .
)
δ(t− t′) (C1)
which does exhibit the white-noise limit, limτ→0 C(t −
t′) = 2Dδ(t− t′), assuming this exists.
Any practical application of the expressions obtained
previously requires dealing with the time-ordered prod-
uct, that appears in (A29) :
T· e
t∫
t′
dt′′A(t′′)

−1
lm
(C2)
For large deviations from the white-noise limit (i.e. the
auto-correlation time τ takes ”large” values), the com-
mutator [A(t),A(s)], has no reason to vanish. A relation
between the Dyson perturbative series and the Magnus
expansion, known from other contexts68 can, also, be for-
mally obtained. However the validity of such approxima-
tions is hard to establish.
For “small” values of τ , on the other hand, the correla-
tion function e−
|t−s|
τ becomes very sharply peaked, and t
and s will take extremely close values only. In this case,
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the commutators of A can be neglected for |t − s| > τ ,
reducing the time–ordered product to an ordinary prod-
uct. Performing a first order expansion in powers of the
amplitude A, one has:
∆1 =

T · e
t∫
t′
dt′′A(t′′)

−1
lm
≈ δlm −
t∫
t′
dt′′
(
δAl(s(t
′′))
δsm(t′′)
+ηb(t)
δelb(s(t)
δsm(t)
)
+ . . .(C3)
∆1 is used in the diffusion term (A27). The delta func-
tion δlm leads to the expression derived in the white-
noise limit, whereas the two other terms, that are under
the integral over s′, express the small deviation from the
Markovian limit.
For the first correction term, the following integral has
to be evaluated:
∆2 =
∫
dt′ e −
|t−t′ |
τ
t∫
t′
dt′′
δAl(s(t
′′))
δsm(t′′)
(C4)
The integral over t′ can, for the reasons explained
above, be reduced to an integral over the interval [0, t].
Besides, if t′ ∈ [0, t], one also has |t− t′| = t− t′. Under
the same assumptions expression (C4) can be approxi-
mated by:
∆2 =
δAl(s(t))
δsm(t)
t∫
0
dt′t′e−
t
′
τ (C5)
Evaluating the integral on t′, and neglecting the transient
terms, expression C5 becomes:
∆2 = τ
2 δAl(s(t))
δsm(t)
(C6)
Injecting ∆2 into eq. (A29), one has the following expres-
sion in the probability flow:
Dτ eia (σ)
∂
∂σl
ema (σ)
δAl(σ, t)
δσm
P (σ, t) (C7)
Finally, we need to evaluate the contribution of the
third term of eq.(C3), that has the following expression:
∆3 =
D
τ
∫
dt′e−
|t−t′ |
τ
t∫
s
dt′′ηb(t
′′)
δelb(s(t
′′))
δsm(t′′)
(C8)
Computing the time integral over t′ (transient terms are
neglected), and performing the functional derivative, one
has:
∆3 = 2Dǫlmb
t∫
s
dt′′ηb(t
′′) (C9)
Then, eq. (C9) is injected in the probability flow equation
(A29). Applying the identities for the Levi-Civita tensors
ǫmapǫlmb = δalδpb − δabδpl, one has:
∆4 = −2Deia(σ)
(
δalσb
∂
∂σl
− δabσl
∂
∂σl
)
t∫
s
dt′′
∫
[Dη] ρ(η)δ (σ − s[η(t)]) ηb(t
′′) (C10)
One can, also, use the following approximation59–61:
t∫
s
dt′′F (t′′) ≈ τF (t) (C11)
Then, denoting Kab(σ) =
(
δalσb
∂
∂σl
− δabσl
∂
∂σl
)
, one
has:
∆4 = −2DτeiaKab(σ)∫
[Dη] ρ(η)δ (σ − s[η(t)]) ηb(t) (C12)
Again, we apply rel. (A17). Integrating by parts, one
has:
∆4 = −2D
2eia(σ)Kab(σ)
∫
dt′e−
|t−t′ |
τ∫
[Dη] ρ(η)δ
∂
∂ηb(t′)
(σ − s[η(t)]) ηb(t
′) (C13)
In eq. (C13), the term in the functional integral has the
same form as the one in eq. (A19). Then, the same tech-
niques are applied for its derivation. An expression for
the functional derivative δsk(t)/δηb(t
′) is required. Keep-
ing, in the expression for the probability flow, only the
terms that are of first order in τ , one has:
∆4 = 2D
2τ eia(σ)Kab(σ)
∂
∂σk
ekb(σ)P (σ, t) (C14)
Assembling all the terms, we, finally, obtain, for weak
values of the auto-correlation time τ (i.e. slightly non-
Markovian situations), an expression for the master equa-
tion, that displays the corrections from the Fokker–
Planck form:
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∂P (σ, t)
∂t
= −
∂
∂σi
[
Ai(σ)P (σ, t)
]
+D
∂
∂σi
(
eia(σ)
∂
∂σl
[
ela(σ)P (σ, t)
])
+Dτ
∂
∂σi
(
eia (σ)
∂
∂σl
[
ema (σ)
δAl (σ)
δσm
P (σ, t)
])
−D2τ
∂
∂σi
[
eia (σ)
(
δalσb
∂
∂σl
− δabσl
∂
∂σl
){
∂
∂σk
(ekb (σ)P (σ, t))
}]
(C15)
A first, interesting, feature of eq.(C15) is that the two
first terms of its RHS are exactly the same as those of the
Fokker–Planck equation, in the Markovian limit (eq.(B2)
of Appendix B). Besides, when the auto-correlation time
τ of the bath variables becomes negligible (i.e. τ → 0),
eq.(B2) is immediately recovered. This is consistent with
the definition of the noise correlation we chose (eq.2 in
Section I).
In this sense, this new equation can be seen as an ex-
pansion about the Markovian limit, for small values of τ ,
in the Kramers-Moyal framework of the Fokker-Planck
equation9.
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