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A percolation on directed graphs
Mamoru Tanaka∗
Abstract
Suppose each site independently and randomly chooses some sites around it, and
it is weakly (strongly) connected with them (if there choose each other). What is
the probability that the weak (strong) connected cluster is infinite? We investigate a
percolation model for this problem, which is a generalization of site percolation. We
give a relation between the probability of the number of chosen sites around a site
and the size of clusters. We also see the expected number of infinite clusters, and the
exponential tail decay of the radius and the size of a cluster.
1 Introduction
Suppose a case are filled by molecules and each molecule has some arms for grabbing other
molecules. When the molecules make a very large molecule cluster? We investigate a
percolation model for such a problem in mind.
Percolation is a model for representing randomly connected components consisting of
sites on graphs (cf. [Gri99]). For example, in bond percolation in [BH57], we choose open
edges independently and randomly, and connect sites at the end of them. In site perco-
lation, we choose open sites independently and randomly, and connect each open site and
open sites around it. For directed graphs, there also exist some percolation models: For ori-
ented graphs, whose edges are determined their direction, in oriented percolation in [Gri99],
we choose open edges independently and randomly, and investigate the existence of infinite
directed open paths. For directed graphs whose edges are not determined their direction,
in random-oriented percolation in [Wu01], we choose the directions of every edges inde-
pendently and randomly, and investigate the existence of infinite directed paths. For the
square lattice, random-oriented percolation in [Gri01], we choose ”rightwards”, ”leftwards”,
”rightwards and leftwards” or ”absent” at each horizontal edge, and similarly ”upwards”
and ”downwards” at each vertical edge independently and randomly, and investigate the
existence of infinite directed paths.
We consider the following percolation model on directed graphs: Let G = (V,E, o) be
an infinite, simple directed graph with the origin o, that is, the vertex set V is a countably
infinite set, the edge set E is a subset of V × V \{(x, x) | x ∈ V }, and o is a fixed vertex.
Vertices are also called sites. We assume (x, y) ∈ E if and only if (y, x) ∈ E. We also
assume G is d-regular, that is, |{y ∈ V | (x, y) ∈ E}| = d for every x ∈ V . We write
x ∼ y for x, y ∈ V when (x, y) ∈ E. We suppose that G is connected, that is, for any
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x, y ∈ V there are z1, z2, . . . , zk−1 ∈ V such that x ∼ z1 ∼ z2 ∼ · · · ∼ zk−1 ∼ y. The
sequence (x, z1, z2, . . . , zk−1, y) is called a (non-directed) path from x to y in G with the
length k. The graph distance δ(x, y) between vertices x and y in G is the length of the
shortest paths connecting them. Denote B(n) := {x ∈ V | δ(0, x) ≤ n} and ∂B(n) := {x ∈
V | δ(o, x) = n}. A graph isomorphism f : V → V ′ between directed graphs G = (V,E)
and G′ = (V ′, E′) is a bijective map such that (x, y) ∈ E if and only if (f(x), f(y)) ∈ E′.
In particular, if G = G′, then it is called a graph automorphism. We assume G is vertex-
transitive, that is, for any pair of vertices x, y ∈ V there exists a graph automorphism f
satisfying f(x) = y. Since G is infinite and connected, we have d ≥ 2 and if d = 2 then G is
uniquely determined up to isomorphism.
A subgraph G′ = (V ′, E′) of G is a directed graph with V ′ ⊂ V and E′ ⊂ E such that if
(x, y) ∈ E′ then x, y ∈ V ′, which may not satisfy (x, y) ∈ E′ if and only if (y, x) ∈ E′. We
denote x ⇌ y in G′ for x, y ∈ V ′ with x ∼ y if (x, y) ∈ E′ or (y, x) ∈ E′. For x, y ∈ V ′, if
x = y or if there are z1, z2, . . . , zk ∈ V such that x⇌ z1 ⇌ z2 ⇌ · · ·⇌ zk ⇌ y, then we say
x and y are weakly connected and write as x ⇌ y in G′. Similarly, we denote x ↔ y in G′
for x, y ∈ V ′ with x ∼ y if (x, y) ∈ E′ and (y, x) ∈ E′. For x, y ∈ V ′, if x = y or if there are
z1, z2, . . . , zk ∈ V such that x↔ z1 ↔ z2 ↔ · · · ↔ zk ↔ y, then we say x and y are strongly
connected and write as x↔ y in G′. We denote the cardinality of V ′ by |V ′| or |G′|.
Let Lx := {y ∈ V | (x, y) ∈ E} for every vertex x ∈ V . We give an arbitrary order
of the elements in Lx, fix it, and denote it as {x(1), x(2), . . . , x(d)}. The set 2Lx is the
power set of Lx. As sample space we take Ω =
∏
x∈V 2
Lx , points of which are represented
as ω = {ω(x) ⊂ Lx : x ∈ V } and called configurations. Each ω(x) is called the state at x.
We take F to be the σ-field of subsets of Ω generated by the finite dimensional cylinders.
An element A ∈ F is called an event. Let p0, p1, . . . , pd be non-negative numbers satisfying
p0 + p1 + · · · + pd = 1, and set p = (p0, p1, . . . , pd). We take a product measure on (Ω,F)
defined as Pp =
∏
x∈V µx where µx is given by
µx(ω(x) = ∅) = p0, µx(ω(x) = {x(i1), . . . , x(ik)}) = pk(d
k
) = k!(d− k)!
d!
pk
for each {x(i1), . . . , x(ik)} ⊂ Lx. This means each vertex x chooses k vertices around it with
probability pk/
(
d
k
)
for k = 0, 1, . . . , d. Each configuration ω can be regarded as the subgraph
Gω of G with the vertex set V and the edge set
Eω := {(x, y) ∈ V × V | x ∈ V, y ∈ ω(x)}.
The weak cluster of Gω containing x ∈ V is the subgraph C(x) such that the vertex set
is {y ∈ V | x ⇌ y in Gω}, and the edge set is {(y, z) ∈ Eω | x ⇌ y, x ⇌ z in Gω}. The
strong cluster of Gω containing x ∈ V is the subgraph C˜(x) such that the vertex set is
{y ∈ V | x ↔ y in Gω}, and the edge set is {(y, z) ∈ Eω | x ↔ y, x ↔ z in Gω}. When
x = o, we abbreviate C = C(o) and C˜ = C˜(o). If p0 = 1 − p and pd = p for 0 ≤ p ≤ 1,
then this model with the strong connection is equivalent to the site percolation. Hence this
model is a generalization of the site percolation.
We define ω1 ≤ ω2 if ω1(x) ⊂ ω2(x) for all x ∈ V . The event A ∈ F is called increasing
if IA(ω1) ≤ IA(ω2) whenever ω1 ≤ ω2, where IA is the indicator function of A. A random
variable N on (Ω,F) is also called increasing if N(ω1) ≤ N(ω2) whenever ω1 ≤ ω2. Let
(X(x) : x ∈ V ) be independent random variables uniformly distributed on [0, 1). Order the
set {(i1, . . . , id) ∈ {1, . . . , d}d | ij 6= ik if j 6= k} with respect to the lexicographic order, and
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denote by aj the j-th element of this set for j = 1, 2, . . . , d!. We define
ηp(x) :=


∅ if X(x) ∈ [ j−1
d! ,
j−1+p0
d!
)
for some j
{x(i1), . . . , x(ik)} if X(x) ∈
[
j−1+p0+···+pk−1
d! ,
j−1+p0+···+pk
d!
)
for j with aj = (i1, . . . , id).
Then we have P (ηp(x) = S) = Pp(ω(x) = S) for any S ⊂ Lx. For p = (p0, p1, . . . , pd) and
p′ = (p′0, p
′
1, . . . , p
′
d), we define p ≤ p′ if pi + · · · + pd ≤ p′i + · · ·+ p′d for all i = 0, 1, . . . , d.
If p ≤ p′, then ηp(x) ⊂ ηp′(x) for all x ∈ V . This gives that N(ηp) ≤ N(ηp′) for any
increasing random variable N . Hence
Ep(N) = E(N(ηp)) ≤ E(N(ηp′)) = Ep′(N),
for any increasing random variable N , and
Pp(A) = Ep(IA) ≤ Ep′(IA) = Pp′(A)
for any increasing event A.
We would like to know the behavior of P (|C| = k) and P (|C˜| = k) for k = 1, 2, 3, . . . ,
and
θ(G,p) := P (|C| =∞) and θ˜(G,p) := P (|C˜| =∞),
and the expectations
χ(G,p) := Ep(|C|) and χ˜(G,p) := Ep(|C˜|).
We can easily see that θ(G,p) = 0 if p0 = 1, θ˜(G,p) = 0 if p0 + p1 = 1, and θ(G,p) =
θ˜(G,p) = 1 if pd = 1. Since the events {|C| = ∞} and {|C˜| = ∞} are increasing, the
probabilities θ(G,p) and θ˜(G,p) are nondecreasing in p.
If G is a square lattice and p0 =
1
3 , p1 =
1
3 , p2 =
1
3 , then we can see a configuration ω as
the below image:
In Section 2, we calculate χ(T2,p) and χ˜(T2,p) for the connected infinite directed 2-
regular graph T2, which is the most simple infinite directed regular graph.
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In Section 3, using the theory of branching processes, we see that the d-regular directed
tree Td (d ≥ 3), that is, the connected d-regular directed graph without cycles, satisfies
θ(Td,p) = 0 if p0 + p1 = 1 and θ(Td,p) > 0 if p2 + · · · + pd = 1. Moreover, we investigate
the critical probability when p satisfies p1 + p2 = 1. We also see that θ˜(Td,p) = 0 if
p0 + · · · + pk = 1, and θ˜(Td,p) > 0 if pk+1 + · · · + pd = 1 for k(k − 1) ≤ d < (k + 1)k.
Moreover, we investigate the critical probability when p satisfies pk + pk+1 = 1 for k with
k(k − 1) < d < (k + 1)k.
In section 4, we give sufficient conditions of θ(G,p) = 0 and θ˜(G,p) = 0.
Theorem. If d ≥ 3, then θ(G,p) = 0 if p0 + p1 is sufficiently near to 1, and θ˜(G,p) = 0 if
p0 + · · ·+ pk is sufficiently near to 1 for k with k(k − 1) < d.
As we will see in section 5, for the triangular lattice (d = 6), θ˜(G,p) > 0 if p3 is
sufficiently near to 1. Hence the conclusion of the theorem does not hold for d = k(k − 1).
In section 5, we give sufficient conditions of θ(G,p) > 0 and θ˜(G,p) > 0 for some vertex-
transitive directed d-regular planar graph. A self-avoiding path with length n in G is a path
(x0, x1, . . . , xn) such that xi 6= xj for all i 6= j. Let σG(n) be the number of the self-avoiding
paths in G having length n and beginning at the origin. Since G is a connected infinite
d-regular graph, 1 ≤ σG(n) ≤ (d− 1)n. The connective constant of G is given by
λ(G) := lim
n→∞
σG(n)
1
n .
This limit exists and satisfies 1 ≤ λ(G) ≤ d− 1 ([MS93]). Planar graphs G have their dual
graphs G∗ (see section 5 for the definition of a directed planar graph and its dual graph).
Let N(k) be the length of the shortest paths in G∗ such that B(k) in G is enclosed.
Theorem. Assume G is isomorphic to a directed planar graph with N(k)→∞ as k →∞.
(i) If d = k or λ(G∗) <
(
d
d−k
)2
, and pk+· · ·+pd is sufficiently near to 1, then θ(G,p) > 0.
(ii) If d = k or λ(G∗) < d
d−k , and pk + · · ·+ pd is sufficiently near to 1, then θ˜(G,p) > 0.
Note that since λ(G∗) ≤ d∗ − 1, we can give the positivity of θ(G,p) and θ˜(G,p) only
checking a relation between d, k and the maximum degree d∗ of the dual graph. For example,
since the dual graph of the square lattice is the square lattice, and the dual graph of the
hexagonal lattice is the triangular lattice, the dual graph of the triangular lattice is the
hexagonal lattice, we can see that these graphs satisfy the assumption of the above theorem
with k = 2 for (i). We can also check that the square lattice and the hexagonal lattice
satisfy the assumptions of the above theorem with k = 3 for (ii). On the other hand, for
the triangular lattice, using the fact that the connective constant of the hexagonal lattice
is
√
2 +
√
2 ([DCS12]), we can check the assumptions of the above theorem with k = 3 for
(ii). In addition to these, we can use this theorem for other directed planer graphs.
In section 6, we see the FKG inequality is not valid for our model. We remember Reimer’s
inequality, which is valid for any events. We also see Russo’s formula for our model. Our
model has d + 1-dimensional parameter space of p. Hence Russo’s formula represents the
directional derivative of Pp(A) on this space for an event A which depends only on the states
of the finite vertices.
In section 7, we note that the number of weak clusters and strong clusters of per vertex
are Ep(|C|−1) and Ep(|C˜|−1) for amenable graphs as the bond percolation in [Gri99]. We
see that the number of weak infinite clusters and strong infinite causers are 0, 1 or ∞.
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In particular, if G is amenable, then the number of weak infinite clusters is 0 or 1 when
p0 + p1 > 0, p2 > 0, and the number of strong infinite clusters is 0 or 1 when p0 + p1 > 0,
p2 > 0, p3 + · · ·+ pd > 0.
In section 8, we will see that if χ(G,p) < ∞, then Pp(o ⇌ ∂B(n)) and Pp(|C| ≥
n) are exponentially decay in n. Moreover, for the hypercube lattice LD there exists
limn→∞{− logPp(|C| = n)/n} if p2 > 0 (or pi > 0 for all i ≥ j with pj > 0, j ≥ 1)
and D ≥ 2. Similarly if χ˜(G,p) < ∞, then Pp(o ↔ ∂B(n)) and Pp(|C˜| ≥ n) are exponen-
tially decay in n, and for LD there exists limn→∞{− logPp(|C˜| = n)/n} if D ≥ 2 and pi > 0
for all i ≥ j with pj > 0, j ≥ 1.
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2 2-regular infinite graph
The connected infinite directed 2-regular graph T2 is the directed graph isomorphic to the
directed graph with V = Z and (x, y) ∈ E if and only if |x− y| = 1. This is the most simple
infinite directed regular graph.
Theorem 1. If p2 6= 1, then we obtain
χ(T2,p) =
8(1 + p0)
(2p0 + p1)2
− 3 and χ˜(T2,p) = (2p2 + p1)
2
2(1− p2) + 1.
Proof. Since 2Ln = {∅, {n− 1}, {n+ 1}, {n− 1, n+ 1}} for each n ∈ N, we have
Pp(0⇌ n)
= Pp(0⇌ n, ω(n) = ∅) + Pp(0⇌ n, ω(n) = {n+ 1})
+Pp(0⇌ n, ω(n) = {n− 1}) + Pp(0⇌ n, ω(n) = {n− 1, n+ 1})
= Pp(0⇌ n− 1, ω(n− 1) = {n})p0 + Pp(0⇌ n− 1, ω(n− 1) = {n− 2, n})p0
+Pp(0⇌ n− 1, ω(n− 1) = {n})p1
2
+ Pp(0⇌ n− 1, ω(n− 1) = {n− 2, n})p1
2
+Pp(0⇌ n− 1)p1
2
+ Pp(0⇌ n− 1)p2
= Pp(0⇌ n− 1, ω(n− 1) = {n})
(
p0 +
p1
2
)
+ Pp(0⇌ n− 2)p2
(
p0 +
p1
2
)
+Pp(0⇌ n− 1)
(p1
2
+ p2
)
.
for n ≥ 2. Since
Pp(0⇌ n− 1, ω(n− 1) = {n})
= Pp(0⇌ n− 2, ω(n− 2) = {n− 1}, ω(n− 1) = {n})
+Pp(0⇌ n− 2, ω(n− 2) = {n− 3, n− 1}, ω(n− 1) = {n})
= Pp(0⇌ n− 2, ω(n− 2) = {n− 1})p1
2
+ Pp(0⇌ n− 3)p2 p1
2
,
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for n ≥ 3, we get
Pp(0⇌ n)− Pp(0⇌ n− 1)
(p1
2
+ p2
)
− Pp(0⇌ n− 2)p2
(
p0 +
p1
2
)
=
(
Pp(0⇌ n− 1)− Pp(0⇌ n− 2)
(p1
2
+ p2
)
− Pp(0⇌ n− 3)p2
(
p0 +
p1
2
)) p1
2
+Pp(0⇌ n− 3)p2 p1
2
(
p0 +
p1
2
)
.
These give the recurrence formula
Pp(0⇌ n)− (p1 + p2)Pp(0⇌ n− 1) +
((p1
2
)2
− p0p2
)
Pp(0⇌ n− 2) = 0.
Since Pp(0⇌ 0) = 1,
Pp(0⇌ 1) =
(p1
2
+ p2
)
+
(
p0 +
p1
2
)(p1
2
+ p2
)
,
Pp(0⇌ 2) =
(p1
2
+ p2
)
Pp(1⇌ 2) +
(
p0 +
p1
2
)(p1
2
(p1
2
+ p2
)
+ p2
)
= (p1 + p2)Pp(0⇌ 1)−
((p1
2
)2
− p0p2
)
Pp(0⇌ 0),
the above recurrence formula is also valid for n = 2. Using the characteristic roots
α =
p1 + p2
2
+
√(
p0 +
p1
2
+
p2
4
)
p2, β =
p1 + p2
2
−
√(
p0 +
p1
2
+
p2
4
)
p2
of the characteristic equation of the recurrence relation, we have
P (0⇌ n) =
αn(Pp(0⇌ 1)− β)− βn(Pp(0⇌ 1)− α)
α− β
for n ≥ 2 and this is also valid for n = 0, 1. Since the absolute values of α, β are less than 1
if p2 6= 1, we have
χ(T2,p) = Ep(|C|) =
∞∑
n=−∞
Pp(0⇌ n) = 1 + 2
∞∑
n=1
Pp(0⇌ n)
= 1 + 2
(
Pp(0⇌ 1)− β
α− β
∞∑
n=1
αn − (Pp(0⇌ 1)− α)
α− β
∞∑
n=1
βn
)
= 1 + 2
(
Pp(0⇌ 1)− β
α− β
α
1− α −
(Pp(0⇌ 1)− α)
α− β
β
1− β
)
= 1 +
2 (Pp(0⇌ 1)− αβ)
(1− α)(1 − β)
= 1 +
2
((
p1
2 + p2
)
+
(
p0 +
p1
2
) (
p1
2 + p2
)− ((p12 )2 − p0p2))(
1− (p1 + p2) +
((
p1
2
)2 − p0p2))
=
8(1 + p0)
(2p0 + p1)
2 − 3.
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On the other hand, since Pp(0↔ n) =
(
p2 +
p1
2
)2
pn−12 for n ≥ 1, we have
χ˜(T2,p) = Ep(|C˜|) =
∞∑
n=−∞
Pp(0↔ n) = 1 + 2
∞∑
n=1
Pp(0↔ n)
= 1 + 2
(
p2 +
p1
2
)2 1
p2
∞∑
n=1
pn2
= 1 + 2
(
p2 +
p1
2
)2 1
p2
p2
1− p2
=
(2p2 + p1)
2
2(1− p2) + 1.
3 d-Regular Tree (d ≥ 3)
Let Td be the d-regular directed tree with the origin o, that is, a connected d-regular directed
graph without cycles. We assume d ≥ 3. The following proof relies on the comments by
Demeter Kiss.
Theorem 2. If p1 = 1− p and p2 = p, then
θ(Td,p) > 0 if and only if p > pc,2(Td)
where
pc,2(Td) :=
1
(d2 − d− 1) +√(d2 − d− 1)2 − (d− 1)2 ≈
1
2d2
is a decreasing function in d, satisfies 0 < pc,2(Td) < 1.
In particular, if p0+ p1 = 1 then θ(Td,p) = 0, and if p2+ · · ·+ pd = 1 then θ(Td,p) > 0.
Proof. First we assume 0 < p < 1. Let ℓ(x) be the distance of x from o. We say x ∈ V is in
the k-th level if k = ℓ(x). The vertices x in Td without the origin have four types: we say
(i) x is of type 1 if there is (x, y) ∈ Eω such that ℓ(y) = ℓ(x)−1, and there is no (x, z) ∈ Eω
such that ℓ(z) = ℓ(x) + 1;
(ii) x is of type 2 if there is (x, y) ∈ Eω such that ℓ(y) = ℓ(x)− 1, and there is (x, z) ∈ Eω
such that ℓ(z) = ℓ(x) + 1;
(iii) x is of type 3 if there is no (x, y) ∈ Eω such that ℓ(y) = ℓ(x)− 1, and there is only one
(x, z) ∈ Eω such that ℓ(z) = ℓ(x) + 1;
(iv) x is of type 4 if there is no (x, y) ∈ Eω such that ℓ(y) = ℓ(x) − 1, and there is two
(x, z) ∈ Eω such that ℓ(z) = ℓ(x) + 1.
Then for x ∈ V \{o}, the probability that v is of type 1 is (1− p) 1
d
, of type 2 is p 2
d
, of type
3 is (1− p)d−1
d
, of type 4 is = pd−2
d
.
Let mji be the expected number of type j vertices weakly connected to a fixed type i
vertex in one low level. Then we can calculate mji as:
m1i =
d−1∑
i=1
i
(
d− 1
i
)(
(1 − p)1
d
)i(
1− (1 − p)1
d
)(d−1)−i
= (1− p)d− 1
d
,
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m2i =
d−1∑
i=1
i
(
d− 1
i
)(
p
2
d
)i(
1− p2
d
)(d−1)−i
= 2p
d− 1
d
,
for i = 1, 2, 3, 4, m31 = m41 = 0, m32 = m33 = (1−p)d−1d , m34 = 2(1−p)d−1d , m42 = m43 =
pd−2
d
, m44 = 2p
d−2
d
. Let
M = (mji) =


(1− p)d−1
d
(1− p)d−1
d
(1− p)d−1
d
(1− p)d−1
d
2pd−1
d
2pd−1
d
2pd−1
d
2pd−1
d
0 (1− p)d−1
d
(1− p)d−1
d
2(1− p)d−1
d
0 pd−2
d
pd−2
d
2pd−2
d

 .
Since every elements in M2 are positive for 0 < p < 1, M is strictly positive. Because some
vertex weakly connected to more than two vertices with other types in one high level, M is
non-singular. Let q(i) be the probability of eventual extinction of the process initiated with
a single vertex of type i (i = 1, 2, 3, 4). Then we can use the following
Theorem 3 ([Har63]). Assume M is strictly positive and non-singular. Let ρ be the maxi-
mum eigenvalue of M .
(i) If ρ ≤ 1, q(i) = 1 for all i = 1, 2, 3, 4.
(ii) If ρ > 1, q(i) < 1 for some i = 1, 2, 3, 4.
Since the origin is weakly connected to some vertex x in 1-st level, and P (v is type i) > 0
for all i = 1, 2, 3, 4 if 0 < p < 1, we see that ρ > 1 if and only if θ(Td,p) > 0. The eigenvalues
of M are 0, 0 and
(d− 2)p+ (d− 1)±√(3− 2d)p2 + 2(d− 1)2p
d
.
Since p ≤ 1 and d ≥ 3, the maximum eigenvalue ρ of M is larger than 1 if and only if
p >
1
(d2 − d− 1) +√(d2 − d− 1)2 − (d− 1)2 .
Since {|C| =∞} is an increasing event, we get the conclusion.
Theorem 4. Let 2 ≤ k ≤ d− 1. If pk = 1− p, pk+1 = p, then
θ˜(Td,p) > 0 if and only if p >
d− k(k − 1)
2k
.
In particular, if p0 + · · · + pk = 1 then θ˜(Td,p) = 0, and if pk+1 + · · · + pd = 1 then
θ˜(Td,p) > 0 for k(k − 1) ≤ d < (k + 1)k.
Proof. First we assume 0 < p < 1. The vertices x strongly connected to the origin in Td
without the origin have two types: we say
(i) x is of type 1 if there is (x, y) ∈ Eω such that ℓ(y) = ℓ(x)− 1 and there are k− 1 edges
(x, z) ∈ Eω such that ℓ(z) = ℓ(x) + 1;
(ii) x is of type 2 if there is (x, y) ∈ Eω such that ℓ(y) = ℓ(x) − 1 and there are k edges
(x, z) ∈ Eω such that ℓ(z) = ℓ(x) + 1.
8
Let mji be the expected number of type j vertices strongly connected to a fixed type i
vertex in one low level. Then we can calculate mji as:
m11 =
k−1∑
i=1
i
(
k − 1
i
)(
pk
k
d
)i(
1− pk k
d
)(k−1)−i
= pk
k(k − 1)
d
,
m12 = pk
k2
d
, m21 = pk+1
(k + 1)(k − 1)
d
, m22 = pk+1
(k + 1)k
d
,
Let
M =
(
m11 m12
m21 m22
)
=
(
pk
k(k−1)
d
pk
k2
d
pk+1
(k+1)(k−1)
d
pk+1
(k+1)k
d
)
.
Since every elements in M are positive for 0 < p < 1, M is strictly positive. Because some
vertex strongly connected to more than two vertices with other types in one high level, then
M is non-singular. Since the probability that the origin is strongly connected some vertex x
in 1-st level is positive, and Pp(x is type i ) > 0 for each i = 1, 2, by Theorem 3, we see that
the maximum eigenvalue ρ of M is larger than 1 if and only if θ˜(Td,p) > 0. The maximum
eigenvalue ρ of M is
pk
k(k − 1)
d
+ pk+1
(k + 1)k
d
=
k(2p+ k − 1)
d
.
Hence ρ > 1 if and only if
p >
d− k(k − 1)
2k
.
If d < (k + 1)k, then d−k(k−1)2k < 1. Since {|C˜| = ∞} is an increasing event, if pk+1 = 1
then θ˜(Td,p) > 0. Similarly, if d > k(k − 1), then 0 < d−k(k−1)2k . Hence if pk = 1, then
θ˜(Td,p) = 0.
If pk = 1 with d = k(k−1), then the vertices x ∈ V \{o} strongly connected to the origin
in Td have the property that there is (x, y) ∈ Eω such that ℓ(y) = ℓ(x) − 1 and there are
k−1 edges (x, z) ∈ Eω such that ℓ(z) = ℓ(x)+1. Hence the the expected number of vertices
strongly connected to a vertex in one low level is 1. By theory of branching process, we
conclude θ˜(Td,p) = 0.
4 Sufficient conditions of θ(G,p) = 0, θ˜(G,p) = 0
We saw, for the regular tree Td with d ≥ 3, if p0 + p1 = 1 then θ(Td,p) = 0, and if pk = 1
for k(k − 1) ≤ d then θ˜(Td,p) = 0. We prove these are valid for every G with d ≥ 3 except
d = k(k − 1).
Theorem 5. Assume d ≥ 3.
(i) If p0 + p1 is sufficiently near to 1, then θ(G,p) = 0.
(ii) If k(k − 1) < d and p0 + p1 + · · ·+ pk is sufficiently near to 1, then θ˜(G,p) = 0.
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Proof. (i) For x ∈ V and y, z ∈ Lx with y 6= z, let
p′0(d) := Pp((x, y) 6∈ Eω and (x, z) 6∈ Eω)
= p0 +
d− 2
d
p1 +
d−2∑
i=2
pi
(d− i)(d− i− 1)
d(d− 1)
p′1(d)
2
:= Pp((x, y) ∈ Eω and (x, z) 6∈ Eω) = 1
d
p1 +
d−1∑
i=2
pi
i(d− i)
d(d− 1)
p′2(d) := Pp((x, y) ∈ Eω and (x, z) ∈ Eω) =
d∑
i=2
pi
i(i− 1)
d(d− 1)
q(d) := Pp((x, y) ∈ Eω or (y, x) ∈ Eω) > 0.
Then as the proof of Theorem 1, for a self-avoiding path (x0, x1, . . . , xn) we have
Pp(∩ni=1{(xi−1, xi) ∈ Eω or (xi, xi−1) ∈ Eω}) =
αn(q(d)− β)− βn(q(d)− α)
α− β ,
where
α =
p′1(d) + p
′
2(d)
2
+
√(
p′0(d) +
p′1(d)
2
+
p′2(d)
4
)
p′2(d),
β =
p′1(d) + p
′
2(d)
2
−
√(
p′0(d) +
p′1(d)
2
+
p′2(d)
4
)
p′2(d).
Let Γ(n) be the set of self-avoiding paths of G with the length n and beginning at the origin,
and Γ′(n) the set of self-avoiding paths of G with the length n and bargaining at the origin
such that each edge is weakly connected, N(n) the number of the elements in Γ′(n). Since
for n there is ǫ = ǫ(n) > 0 such that σG(n) ≤ (λ(G) + ǫ(n))n and limn→∞ ǫ(n) = 0, we have
θ(G,p) ≤ Pp(N(n) ≥ 1) ≤ Ep(N(n)) =
∑
γ∈Γ(n)
Pp(γ ∈ Γ′(n))
≤ σG(n)α
n(q(d) − β)− βn(q(d) − α)
α− β
≤ ((λ(G) + ǫ(n))α)n |q(d)− β|
α− β + ((λ(G) + ǫ(n))|β|)
n |q(d) − α|
α− β .
Since |β| < α, if (λ(G) + ǫ(n))α < 1 for every sufficiently large n, then θ(G,p) = 0. Thus if
λ(G)α < 1, then θ(G,p) = 0. If p0 + p1 is sufficiently near to 1, then we obtain
α =
p′1(d) + p
′
2(d)
2
+
√(
p′0(d) +
p′1(d)
2
+
p′2(d)
4
)
p′2(d)
≤ 1
d
p1 +
d∑
i=2
pi +
√√√√ d∑
i=2
pi
≤ 1
d
p1 + (1− (p0 + p1)) +
√
1− (p0 + p1)
<
1
d− 1 ≤
1
λ(G)
.
Hence if p0 + p1 is sufficiently near to 1, then θ(G,p) = 0.
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(ii) For each self-avoiding path γ = (x0, x1, . . . , xn) with length n, we have
Pp((xi−1, xi) ∈ Eω and (xi, xi−1) ∈ Eω for i = 1, 2, . . . , n)
=
(
d∑
i=1
pi
(
d−1
i−1
)
(
d
i
)
)(
d∑
i=2
pi
(
d−2
i−2
)
(
d
i
)
)n−1(
d∑
i=1
pi
(
d−1
i−1
)
(
d
i
)
)
= p′2(d)
n−1
(
d∑
i=1
pi
i
d
)2
.
Let Γ˜′(n) be the set of self-avoiding paths of G with the length n and bargaining at the
origin such that each edge is strongly connected, and N˜(n) the number of the elements in
Γ˜′(n). Then we get
θ˜(G,p) ≤ Pp(N˜(n) ≥ 1) ≤ Ep(N˜(n)) =
∑
γ∈Γ(n)
Pp(γ ∈ Γ˜′(n))
≤ σG(n)p′2(d)n−1
(
d∑
i=1
pi
i
d
)2
≤ ((λ(G) + ǫ(n))p′2(d))n−1 (λ(G) + ǫ(n))
(
d∑
i=1
pi
i
d
)2
.
Thus if λ(G)p′2(d) < 1, then θ˜(G,p) = 0. If k(k− 1) < d and p0+p1+ · · ·+pk is sufficiently
near to 1, then we obtain
p′2(d) =
1
d− 1
k∑
i=2
pi
i(i− 1)
d
+
d∑
i=k+1
pi
i(i− 1)
d(d− 1)
≤ 1
d− 1
k(k − 1)
d
+ (1− (p0 + p1 + · · ·+ pk))
<
1
d− 1 ≤
1
λ(G)
.
Hence if p0 + p1 + · · ·+ pk is sufficiently near to 1, then θ(G,p) = 0.
5 Sufficient conditions of θ(G,p) > 0, θ˜(G,p) > 0
A directed planar graph is a pair G = (V,E) such that a countable set V ⊂ R2 and
E ⊂ {e : [0, 1]→ R2 | continuous, e(0), e(1) ∈ V, e(0) 6= e(1)}
satisfying e = e′ in E if e(0) = e′(0), e(1) = e′(1), and for any e ∈ E there is e−1 ∈ E such
that e−1(t) = e(1−t) for all t ∈ [0, 1], and e((0, 1))∩e′((0, 1)) = ∅ for all e, e′ ∈ E with e′ 6= e
and e′ 6= e−1. We can regard a directed planar graph as a directed graph by considering e(0)
and e(1) to be the ordered pair of vertices. We assume directed planar graphs are d-regular
(d ≥ 3) and vertex transitive in the sense of a directed graph. Sometime we denote the
image e([0, 1]) by e.
Let M be the set of all connected components in R2\ ∪e∈E e. For each M ∈ M, we
choose a point x∗ = x∗(M) ∈ M , and set V ∗ := {x∗(M) | M ∈ M}. For each e ∈ E,
there are connected components Me(0),Me(1) ∈ M such that e = Me(0) ∩Me(1), where
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Me(i) is the closure of Me(i), and the direction of e is corresponding to the direction of
the counter-clockwise rotation of the boundary of Me(0) and the direction of the clockwise
rotation of the boundary of Me(1). For each e ∈ E, we give a continuous map e∗ : [0, 1]→
Me(0) ∪ Me(1) such that e∗(0) = x∗(Me(0)), e∗(1) = x∗(Me(1)), and (e−1)∗ = (e∗)−1,
e∗((0, 1)) ∩ (e′)∗((0, 1)) = ∅ for all e∗, (e′)∗ with e′ 6= e and e′ 6= e−1. Then the directed
planar graph G∗ = (V ∗, E∗) is called the dual graph of G. The map m : E → E∗ defined by
m(e) = e∗ is bijective.
A self-avoiding polygon (SAP) with length n in G is a path (x0, x1, . . . , xn−1) such that
xn−1 ∼ x0 and xi ∼ xi+1 for all i = 0, 1, . . . , n − 2, and xi 6= xj for all i 6= j. For k ≥ 1,
let N(k) := min{n | there is a self-avoiding polygon in G∗ with the length n such that B(k)
in G is enclosed}. The proof of the theorem below is based on the arguments in [Gri99] for
the proof of the critical probability is less than 1.
Proposition 6. Assume N(k)→∞ as k →∞. Let
b(p) := max
i=1,2,...,d−1



d−i∑
j=0
pj
i−1∏
k=0
(d− k)− j
d− k


1
i

 .
(i) If λ(G∗)b(p)2 < 1, then θ(G,p) > 0.
(ii) If λ(G∗)b(p) < 1 and p0 + p1 < 1, then θ˜(G,p) > 0.
Proof. (i) If p0 = 1, then we have b(p) = 1. Since λ(G
∗) ≥ 1, the assumption λ(G∗)b(p)2 < 1
gives p0 < 1, that is, p1 + · · · + pd > 0. For a subgraph Gω = (V,Eω) of G we define the
subgraph G∗ω = (V
∗, E∗ω) in G
∗ by E∗ω = m(Eω).
Lemma 7. For n, k ∈ N let γ∗ be a self-avoiding polygon in G∗ with length n such that
B(k) in G is enclosed. Then
Pp(every edge on γ
∗ are not in E∗ω) ≤ b(p)2n.
Proof. Each edge e∗ on γ∗ has two neighbor vertices x, y ∈ V such that e∗ ∈ {m(x, y),m(y, x)}.
Let W be the set of vertices in V around γ∗. The event that every edge on γ∗ are not in
E∗ω depends only on the state of vertices in W . If x ∈W has exactly i neighbor edge on γ∗
(1 ≤ i ≤ d− 1), then
Pp(m(x, y) 6∈ γ∗ for any y ∈ ω(x)) =
d−i∑
j=0
pj
(
d−i
j
)
(
d
j
) = d−i∑
j=0
pj
i−1∏
k=0
(d− k)− j
d− k .
Hence
Pp(every edge on γ
∗ are not in E∗ω) =
∏
x∈W
Pp(m(x, y) 6∈ γ∗ for every y ∈ ω(x))
≤ max
i=1,2,...,d−1



d−i∑
j=0
pj
i−1∏
k=0
(d− k)− j
d− k


1
i


2n
.
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For k ≥ 1, let Mk(n) be the set of self-avoiding polygons in G∗ with length n such
that B(k) is enclosed and its edges are not in E∗ω. Let Fk be the event that there exists a
self-avoiding polygon in G∗ such that B(k) is enclosed and its edges are not in E∗ω. Since
p satisfies λ(G∗)b(p)2 < 1, there is ǫ > 0 such that (λ(G∗) + ǫ)b(p)2 < 1. The number of
self avoiding polygons in G∗ having length n and beginning at the origin is not greater than
σG∗(n − 1). Using the inequality
∑∞
k=s kz
k = s−(s−1)z(1−z)2 z
s ≤ s(1−z)2 zs for 0 < z < 1 and
s ≥ 1, we have
Pp(Fk) = Pp (|Mk(n)| ≥ 1 for some n)
≤
∞∑
n=N(k)
∑
γ∗:SAP in G∗
Pp(γ
∗ ∈Mk(n))
≤
∞∑
n=N(k)
nσG∗(n− 1)b(p)2n
≤ 1
(λ(G∗) + ǫ)
∞∑
n=N(k)
n
(
(λ(G∗) + ǫ)b(p)2
)n
≤ N(k)
(
(λ(G∗) + ǫ)b(p)2
)N(k)
(λ(G∗) + ǫ)(1− (λ(G∗) + ǫ)b(p)2)2
<
1
2
for sufficiently large k. The event Fk+1 and hence F
c
k+1 := Ω\Fk+1 are depend only on
V \B(k). For each ω ∈ F ck+1 there exists a vertex x ∈ B(k + 1) such that there exists a
self-avoiding weakly connected infinite path on V \B(k) beginning at x. (By giving an order
on V , we can determine the vertex x unique.) There is a path (z0 = o, z1, . . . , zk, zk+1 = x)
from the origin o to x in B(k)∪ {x} with the length k+1. The event that uℓ+1 ∈ ω(uℓ) for
ℓ = 0, 1, . . . , k depends only on B(k). The probability of this event is
(∑d
i=1
i
d
pi
)k+1
> 0.
Hence
Pp(|C| =∞) ≥ Pp(F ck+1 ∩ {x⇌ o})
= Pp(F
c
k+1 ∩ {x⇌ o}|F ck+1)Pp(F ck+1)
≥
(
d∑
i=1
i
d
pi
)k+1
(1− Pp(Fk+1))
> 0.
(ii) For a self-avoiding polygon γ∗ in G∗ with length n such that B(k) is enclosed, as the
case of (i), observing the set of vertices around γ∗ such that enclosed by γ∗, we have
Pp(every edge on γ
∗ are not strongly connected) ≤ b(p)n.
Let F˜k be the event that there exists a self-avoiding polygon in G
∗ such that B(k) is enclosed
and its edges are not strongly connected. Then we have Pp(F˜k) <
1
2 for sufficiently large
k by the same proof of (i). The event F˜k+1 and hence F˜
c
k+1 := Ω\F˜k+1 are depend only
on V \B(k). For each ω ∈ F˜ ck+1 there exists a vertex x˜ ∈ B(k + 1) such that there exists
a self-avoiding strongly connected infinite path (x˜, y˜, . . . ) beginning at x˜ on V \B(k). (By
giving an order on V , we can determine the vertex x˜ unique.) There is a path γ˜ = (z˜0 =
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o, z˜1, . . . , z˜k, z˜k+1 = x˜) from the origin o to x˜ in B(k) ∪ {x˜} with the length k + 1. We fix
ℓ ≥ 2 with pℓ > 0. For ω ∈ F˜ ck+1 we define ω′ as
ω′(v) =


ω(v) if v 6∈ γ˜,
{z˜k, y˜, x˜(jx1 ), . . . , x˜(jxℓ−2)} if v = x˜,
{z˜i−1, z˜i+1, z˜i(ji1), . . . , z˜i(jiℓ−2)} if v = z˜i for i = 1, 2, . . . , k,
{z˜1, z˜i(j11 ), . . . , z˜i(j1ℓ−1)} if v = o
where jih can be determined unique by using the order on Lz˜i . We set G˜k+1 := {ω′ | ω ∈
F˜ ck+1}. Then
Pp(|C˜| =∞) ≥ Pp(F˜ ck+1 ∩ {x˜↔ o})
≥ Pp(G˜k+1)
≥
(
ℓ!(d− ℓ)!
d!
pℓ
)k+2
Pp(F˜
c
k+1)
≥
(
ℓ!(d− ℓ)!
d!
pℓ
)k+2
(1 − Pp(F˜k+1))
> 0.
Theorem 8. Assume N(l)→∞ as l →∞.
(i) If d = k or λ(G∗) <
(
d
d−k
)2
, and pk+· · ·+pd is sufficiently near to 1, then θ(G,p) > 0.
(ii) If d = k or λ(G∗) < d
d−k , and pk + · · ·+ pd is sufficiently near to 1, then θ˜(G,p) > 0.
Proof. If p := pk + · · ·+ pd is sufficiently near to 1, then we have
b(p) = max
i=1,2,...,d−k



 k∑
j=0
pj
i−1∏
l=0
(d− l)− j
d− l +
d−i∑
j=k
pj
i−1∏
l=0
(d− l)− j
d− l


1
i


≤ max
i=1,2,...,d−k



(1− p) +

d−i∑
j=k
pj

 max
j=k,...,d−i
i−1∏
l=0
(d− l)− j
d− l


1
i


≤ max
i=1,2,...,d−k


(
(1 − p) + p
i−1∏
l=0
(d− l)− k
d− l
) 1
i


= max
i=1,2,...,d−k


(
(1 − p) + p
k−1∏
l=0
(d− l)− i
d− l
) 1
i

 .
We get
max
i=1,2,...,d−k


(
k−1∏
l=0
(d− l)− i
d− l
) 1
i

 ≤
k−1∏
l=0
max
i=1,2,...,d−k
{(
1− i
d− l
) 1
i
}
=
k−1∏
l=0
(
1− 1
d− l
)
=
d− k
d
.
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Hence if d = k or λ(G∗) <
(
d
d−k
)2
, then λ(G∗)b(p)2 < 1 when p is sufficiently near to 1.
Similarly, if d = k or λ(G∗) < d
d−k , then λ(G
∗)b(p) < 1 when p is sufficiently near to 1.
Using λ(G∗) ≤ d∗ − 1 for the degree d∗ of G∗, which is the maximum degree among
vertices in G∗, we obtain
Corollary 9.
(i) Assume G and G∗ satisfies d = 3 and d∗ ≤ 9, or d = 4 and d∗ ≤ 4, or d = 5, 6 and
d∗ ≤ 3.
If p2 + · · ·+ pd is sufficiently near to 1, then θ(G,p) > 0.
(ii) Assume G and G∗ satisfies d = 3, or d = 4 and d∗ ≤ 4, or d = 5 and d∗ ≤ 3.
If p3 + · · ·+ pd is sufficiently near to 1, then θ˜(G,p) > 0.
The following directed planar graphs satisfy the assumption in Corollary 9:
• The square lattice L2 is the directed graph (V,E) with V = Z2 and (x, y) ∈ E if and
only if ‖x− y‖ = 1, where ‖ · ‖ is the Euclidean norm. Note that (L2)∗ = L2.
• The hexagonal lattice is the directed graph with the vertex set {(1, 0)n+ (12 ,
√
3
2 )m |
(n,m) ∈ Z2}\{(2, 0)n+(1,√3)m | (n,m) ∈ Z2} and the edge set E satisfying (x, y) ∈
E if and only if ‖x − y‖ = 1. Its dual graph is isomorphic to the triangular lattice
below.
• The triangular lattice is the directed graph with the vertex set {(1, 0)n+ (12 ,
√
3
2 )m |
(n,m) ∈ Z2} and the edge set E satisfying (x, y) ∈ E if and only if ‖x − y‖ = 1. Its
dual graph is isomorphic to the hexagonal lattice. This satisfies the assumption in (i),
but does not satisfy the assumption in (ii).
• Semi-regular tessellation 4.8.8, the vertex set is the vertices of tiles, and the edge set
is the set of edges of tiles with the directions.
• Hyperbolic tilings by k-regular polygons with k ≤ 9 of the hyperbolic plane such that
the number of tiles at a vertex is three, the vertex set is the vertices of tiles, and the
edge set is the set of edges of tiles with the directions.
Using λ(G∗) =
√
2 +
√
2 proved in [DCS12] for the hexagonal lattice G∗, we have
Corollary 10. For the triangular lattice G, if p3 + · · · + pd is sufficiently near to 1, then
θ˜(G,p) > 0.
6 Inequalities and Russo’s formula
6.1 Inequalities
For our model, there are increasing events which the FKG inequality P (A∩B) ≥ P (A)P (B)
is not valid. For example, on the infinite directed 2-regular graph T2, we consider the
increasing events A := {−1 ⇌ 0} and B := {0 ⇌ 1}. Let p = (0, 1 − p, p). Then
P (A) = P (B) = 1− ( 1−p2 )2 and
P (A ∩B) = P (−1⇌ 1) = 1− 2
(
1− p
2
)2
= 1− (1 − p)
2
2
.
15
Hence
P (A)P (B)− P (A ∩B) =
(
1−
(
1− p
2
)2)2
−
(
1− (1 − p)
2
2
)
=
(
1− p
2
)4
> 0
for 0 ≤ p < 1. Also for the increasing events A˜ := {−1 ↔ 0}, B˜ := {0 ↔ 1} and
p = (0, 1− p, p), we have P (A˜) = P (B˜) = ( 1−p2 + p)2 = ( 1+p2 )2 and
P (A˜ ∩ B˜) = P (−1↔ 1) = p
(
1− p
2
+ p
)2
= p
(
1 + p
2
)2
.
Hence
P (A˜)P (B˜)− P (A˜ ∩ B˜) =
(
1 + p
2
)4
− p
(
1 + p
2
)2
=
(
1 + p
2
)2(
1 + p2
4
)
> 0
for all 0 ≤ p ≤ 1. That is the FKG inequality is not valid for these increasing events in our
model.
For K ⊂ V and ω ∈ Ω, we denote
C(K,ω) := {ω′ ∈ Ω | ω′(x) = ω(x) for all x ∈ K}.
For events A,B ∈ F which depends only on the states of the finite vertices W ⊂ V , we
define
AB := {ω ∈ Ω | there is K ⊂W such that C(K,ω) ⊂ A,C(W\K,ω) ⊂ B}.
Theorem 11 (Reimer’s ineqality [Rei00]). For any events A,B which depends only on the
states of the finite vertices, we have
Pp(AB) ≤ Pp(A)Pp(B).
Note that since A∩ (Ω\B) 6⊂ A(Ω\B) for increasing events A,B in our model, we can’t
deduce the FKG inequality from the Reimer’s inequality.
Let Q := {p = (p0, p1, . . . , pd) | p0 + p1 + · · ·+ pd = 1} ⊂ Rd+1. For ω ∈ Ω, x ∈ V and
S ⊂ Lx, we define
ωxS(y) :=
{
S if y = x
ω(y) otherwise,
and AxS := {ω ∈ Ω | ωxS ∈ A} for an event A. Then the event AxS is independent of the state
at x.
Theorem 12 (Russo’s formula). Let A be an event which depends only on the states of the
finite vertices W ⊂ V . For p ∈ Q and a C1 curve γ = (γ0, γ1, . . . , γd) : (−ǫ, ǫ) → Q with
parameter t such that γ(0) = p, we have
d
dt
Pγ(t)(A)|t=0 =
∑
x∈W
∑
S⊂Lx
dγ|S|
dt
(0)
Pp(A
x
S)(
d
|S|
) .
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Proof. For x ∈W and t ∈ (−ǫ, ǫ), let
−→γ x(t) := (γy(t) = (γy,0(t), γy,1(t), . . . , γy,d(t)) | y ∈ V )
such that γx(t) = γ(t) and γy(t) ≡ p if y 6= x. We set
P−→γ x(t) =
∏
y∈V
µy(t)
where µy(t) is given by
µy(t)(ω(y) = ∅) = γy,0(t), µy(t)(ω(y) = {y(i1), . . . , y(ik)}) = γy,k(t)(d
k
)
for each {y(i1), . . . , y(ik)} ⊂ Ly. Since P−→γ x(t)(AxS) is independent of the state at x, we have
P−→γ x(t)(A) = P−→γ x(t) (⊔S⊂Lx({ω | ω(x) = S} ∩AxS))
=
∑
S⊂Lx
P−→γ x(t)({ω | ω(x) = S})P−→γ x(t)(AxS)
=
∑
S⊂Lx
γ|S|(t)(
d
|S|
) Pp(AxS).
Hence
d
dt
Pγ(t)(A)|t=0 =
∑
x∈W
d
dt
P−→γ x(t)(A)|t=0 =
∑
x∈W
∑
S⊂Lx
dγ|S|
dt
(0)
Pp(A
x
S)(
d
|S|
) .
Corollary 13. Let A be an increasing event which depends only on the states of the finite
vertices W ⊂ V . Then we have
d
dp
Pp(A) =
k!(d− k − 1)!
d!
∑
x∈W
∑
S⊂Lx,|S|=k
∑
y∈Lx\S
Pp(A
x
S∪{y}\AxS)
if pk = 1− p and pk+1 = p.
7 Number of finite and infinite clusters
The number of weak cluster and strong cluster per vertex are defined as
κ(G,p) := Ep(|C|−1) and κ˜(G,p) := Ep(|C˜|−1),
where |C|−1 := 0 if |C| = ∞ and |C˜|−1 := 0 if |C˜| = ∞. A graph G is called amenable if
there exist non-empty finite subsets F (n) in V satisfying lim supn→∞
|∂F (n)|
|F (n)| = 0, where
∂F (n) = {x ∈ F (n) | there is y ∈ V \F (n) such that x ∼ y}.
Then as in [Gri99], we obtain
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Theorem 14 ([Gri99]). Assume G is amenable. Let Kn (and K˜n) be the number of weak
( and strong) cluster in the subgraph (F (n), Eω(F (n))) of Gω, where Eω(F (n)) := {(x, y) ∈
Eω | x, y ∈ F (n)}. Then
Kn
|F (n)| → κ(G,p) and
K˜n
|F (n)| → κ˜(G,p)
as n→∞, P -a.s. and in L1(P ).
For a graph automorphism f and a configuration ω, we define the configuration f∗ω ∈
Ω as f∗ω(x) := ω(f(x)) for all x ∈ V . An event A is called translation invariant if
f∗A := {f∗ω | ω ∈ Ω} = A for any graph automorphism f . For example, the event
{there is an infinite cluster} is translation invariant, but the event {|C(x)| = ∞} is not
translation invariant. By the Kolmogorov’s extension theorem, the probability measure Pp
is translation invariant, that is, Pp(f
∗A) = Pp(A) for any event A. Hence Pp is ergodic,
that is, Pp(A) = 0 or Pp(A) = 1 for any translation invariant event A.
Theorem 15.
(i) Let N be the number of weak infinite cluster. If θ(G,p) > 0, then Pp(N = 1) = 1 or
Pp(N =∞) = 1.
(ii) Let N˜ be the number of strong infinite cluster. If θ˜(G,p) > 0, then Pp(N˜ = 1) = 1 or
Pp(N˜ =∞) = 1.
Proof. The proof is based on [Gri99]. By Theorem 5, we have p2 + · · · + pd > 0. Since
N is a translation invariant function on Ω, there exists k ∈ {0, 1, 2, . . .} ∪ {∞} such that
Pp(N = k) = 1. Since θ(G,p) > 0, Pp(N = 0) 6= 1, that is, k ∈ {1, 2, . . .} ∪ {∞}. Set
NB(n)(0) and NB(n)(1) to be the maximum and the minimum number of the infinite clusters
under admissible changing of the states of vertices in B(n) respectively, where admissible
means that we don’t consider the configuration ω containing the state ω(x) with |ω(x)| = k
if pk = 0. Since every admissible configuration on B(n) has a strictly positive probability,
we have
Pp(NB(n)(0) = NB(n)(1) = k) = 1.
Suppose Pp(N = k) = 1 for some k ∈ {2, 3, 4, . . .}. Let MB(n) be the number of the infinite
clusters intersecting B(n). Then MB(n) is non-decreasing in n, and MB(n) → N as n→∞.
Since k ≥ 2, there is n ∈ N such that Pp(MB(n) ≥ 2) > 0. If MB(n) ≥ 2, then there is
a path in B(n) from x in an infinite cluster to y in another infinite cluster such that the
intermediate vertices are not in infinite clusters. If a change of the state of x or of y changes
the number MB(n), then NB(n)(0) > NB(n)(1). If any change of the state of x and of y does
not change the number MB(n), since p2 + · · ·+ pd > 0, we can connect the infinite clusters
containing x and y by changing the states of x, y and the intermediate vertices in the path.
Hence NB(n)(0) > NB(n)(1). Thus we have
Pp(NB(n)(0) > NB(n)(1)) > 0.
This is a contradiction. The proof for N˜ is same.
Theorem 16. Assume G is amenable. Let N be the number of infinite weak cluster. If
θ(G,p) > 0, and p0 + p1 > 0, p2 > 0, then
Pp(N = 1) = 1.
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Proof. The proof is based on [BK89]. Since G is amenable, there exist non-empty finite
subsets F (n) in V satisfying lim supn→∞
|∂F (n)|
|F (n)| = 0. We may choose F (n) to be connected,
that is, the subgraph (F (n), E(F (n))) such that E(F (n)) := {(x, y) ∈ E | x, y ∈ F (n)} is
connected with respect to ∼. Let ∂′F (n) := {y ∈ V \F (n) | there is x ∈ F (n) such that y ∼
x}. Note that |F (n)| → ∞ as n→∞.
We say that a vertex x in V is a trifurcation if (1) x is in an infinite weak cluster; (2)
the deletion of x and the incident edges splits this infinite weak cluster into exactly three
disjoint infinite weak clusters. Let Tx := {ω ∈ Ω | x is a trifurcation}.
Since Pp(Tx) = Pp(Ty) for any x, y ∈ V , we have
Ep

 ∑
x∈F (n)
ITx

 = ∑
x∈F (n)
Ep(ITx) =
∑
x∈F (n)
Pp(Tx) = |F (n)|Pp(To).
On the other hand, as the case of the hypercube lattice, we have
Lemma 17 ([Gri99]).
|{x ∈ K ∩ F (n) | x is a trifurcation}| ≤ |K ∩ ∂′F (n)|
for any weak cluster K.
Hence ∑
x∈F (n)
ITx =
∑
K
∑
x∈F (n)∩K
ITx ≤
∑
K
|K ∩ ∂′F (n)| = |∂′F (n)|
where K runs over all weak clusters in Gω. Hence for any x ∈ V
Pp(Tx) ≤ |∂
′F (n)|
|F (n)| ≤
d|∂F (n)|
|F (n)| → 0 as n→∞,
that is, Pp(Tx) = 0.
By Theorem 15, we have Pp(N = 1) = 1 or Pp(N =∞) = 1. Suppose Pp(N =∞) = 1.
Let MF (n) be the number of the infinite weak clusters intersecting F (n), and MF (n)(0) the
maximum number of the infinite weak clusters intersecting F (n) under admissible changing
of the states of vertices in F (n). Since
Pp(MF (n) ≥ 3)→ Pp(N ≥ 3) = 1 as n→∞
and MF (n)(0) ≥MF (n), there exists n ∈ N such that
Pp(MF (n)(0) ≥ 3) > 0.
For x, y, z ∈ ∂′F (n) let LF (n)(x, y, z) be the event that x, y, z are weakly connected to
disjoint infinite weak clusters in (Gω\(F (n)∪∂′F (n)))∪{x, y, z} respectively. Then we have
Pp(MF (n)(0) ≥ 3) = Pp
((∪x,y,z∈∂′F (n)LF (n)(x, y, z)) ∩ {MF (n)(0) ≥ 3})
≤
∑
x,y,z∈∂′F (n)
Pp
(
LF (n)(x, y, z) ∩ {MF (n)(0) ≥ 3}
)
.
Thus there is x, y, z ∈ ∂′F (n) such that
Pp
(
LF (n)(x, y, z) ∩ {MF (n)(0) ≥ 3}
)
> 0.
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Since F (n) is connected, there is a self avoiding path γ from x to y whose intermediate
vertices are in F (n), and there is a self avoiding path γ′ from z to a vertex v in γ ∩ F (n)
whose intermediate vertices are also in F (n). Then there exists a spanning tree T of F ′(n) :=
F (n) ∪ ∂′F (n) containing γ and γ′ such that (u,w) ∈ T if and only if (w, u) ∈ T , and if
(u,w) ∈ T and w ∈ ∂′F (n) then u ∈ F (n). Let ∂′′F (n) := {u ∈ V \F ′(n) | there is w ∈
F ′(n) such that u ∼ w}, and L′(n, x, y, z) := LF (n)(x, y, z) ∩ {MF (n)(0) ≥ 3}.
For each configuration ω ∈ L′(n, x, y, z), we change the states on F ′(n) such that v is a
trifurcation as follows: Let ω′ be the configuration such that
(i) for w ∈ V \F ′(n) and w ∈ {x, y, z}, ω′(w) := ω(w);
(ii) for w on γ and γ′ except v, x, y, z, ω′(w) := {w(i), w(j)} such that (w,w(i)), (w,w(j)) ∈
T ;
(iii) ω′(v) := {v(i), v(j)} where i, j are the first and second smallest numbers such that
v(i), v(j) are vertices on γ or γ′;
(iv) for w ∈ F ′(n) except vertices on γ and γ′,
(a) if p0 > 0, ω(w) = ∅;
(b) if p0 = 0,
i. if there is no w(j) ∈ ∂′′F (n) with w ∈ ω(w(j)), then ω′(w) := {w(i)} such
that i is the minimum number with (w,w(i)) ∈ T and w(i) ∈ F (n);
ii. if there is w(j) ∈ ∂′′F (n) with w ∈ ω(w(j)), then ω′(w) := {w(i)}, where i
is the minimum number with w(i) ∈ ∂′′F (n) and w ∈ ω(w(i)).
Then v is a trifurcation. We define J(n) := {ω′ | ω ∈ L′(n, x, y, z)}, then J(n) ⊂
L′(n, x, y, z) ∩ Tv. Hence we have
Pp(Tv) ≥ Pp(J(n))
≥ Pp(J(n) | L′(n, x, y, z))Pp(L′(n, x, y, z))
≥ min
{
max
{
p0,
p1
d
}
,
2
d(d− 1)p2
}|F ′(n)|
Pp(L
′(n, x, y, z))
> 0.
This is a contradiction.
Theorem 18. Assume G is amenable. Let N˜ be the number of infinite strong cluster. If
θ˜(G,p) > 0, and p0 + p1 > 0, p2 > 0, p3 + · · ·+ pd > 0,then
Pp(N˜ = 1) = 1.
Proof. As Theorem 16 we take a sequence of vertex sets F (n). Let M˜F (n)(0) be the max-
imum number of the infinite strong clusters intersecting F (n) under admissible changing
of the states of vertices in F (n), and T˜x := {ω ∈ Ω | x is a trifurcation in the sense of
strong cluster}. For x, y, z ∈ ∂′F (n) let L˜F (n)(x, y, z) be the event that x, y, z are strongly
connected to disjoint infinite strong clusters in (Gω\(F (n)∪∂′F (n)))∪{x, y, z} respectively.
Denote L˜(n, x, y, z) := L˜F (n)(x, y, z) ∩ {M˜F (n)(0) ≥ 3}.
As the proof of Theorem 16, it is sufficient to define ω′ for ω ∈ L˜(n, x, y, z) such that
J˜(n) := {ω′ | ω ∈ L˜(n, x, y, z)} is a subset of L˜(n, x, y, z)∩T˜v and Pp(J˜(n) | L˜(n, x, y, z)) > 0
for sufficiently large n and any x, y, z ∈ ∂′F (n). Let T be a spanning tree of F ′(n) as in the
proof of Theorem 16. Let ω′ be the configuration such that
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(i) for w ∈ V \F ′(n), ω′(w) := ω(w);
(ii) for w on γ and γ′ except x, y, z, v, ω′(w) := {w(i), w(j)} such that (w,w(i)), (w,w(j)) ∈
T ;
(iii) ω′(v) := {v(i), v(j), v(k), v(h4), . . . , v(hl)} where v(i), v(j), v(k) are vertices on γ and
γ′, and h4, . . . , hl are the small numbers in {1, 2, . . . , d}\{i, j, k} with l = min{m ≥ 3 |
pm > 0};
(iv) for w ∈ {x, y, z}
(a) if ω(w) contains the vertex in γ or γ′ next to w, then ω′(w) := ω(w);
(b) if ω(w) does not contain the vertex in γ or γ′ next to w, then ω′(w) := {w(i), w(j)},
where w(i) is in γ or γ′, and j is the smallest number such that w(j) in an infinite
strong cluster of Gω\(F (n) ∪ ∂′F (n)), and wj ∈ ω(w).
(v) for w ∈ F ′(n) except vertices on γ and γ′,
(a) if p0 > 0, ω
′(w) = ∅;
(b) if p0 = 0, ω
′(w) := {w(i)} such that (w,w(i)) ∈ T and w(i) ∈ F (n).
Then v is a trifurcation and we get J˜(n) ⊂ L˜(n, x, y, z) ∩ T˜v, and we obtain
Pp(J˜(n) | L˜(n, x, y, z)) ≥ min
{
h!(d− h)!
d!
ph | ph > 0
}|F ′(n)|
> 0.
8 Exponential decay
Let
c(p, d) :=
d∑
i=1
pi
i
d
and c˜(p, d) :=
1
d2
(
d∑
i=1
pi
i
d
)(
d∑
i=2
pi
i(i− 1)
d(d− 1)
)
.
Then c(p, d) = Pp(y ∈ ω(x)) and c˜(p, d) = Pp(y ∈ ω(x))Pp({u,w} ⊂ ω(v))/d2 for any
u, v, w, x, y ∈ V with x ∼ y, v ∼ u, v ∼ w.
Theorem 19. Suppose χ(G,p) <∞. Then there exists α(G,p) > 0 such that
Pp(o⇌ ∂B(n)) ≤ 2e−nα(G,p)
for any sufficiently large n.
Proof. The proof is based on [Gri99]. We may assume p0 < 1. Let Nn := |{x ∈ ∂B(n) |
o⇌ x}| and τp(o, x) := Pp(o⇌ x) for x ∈ V . Then we have
∞∑
n=0
Ep(Nn) =
∞∑
n=0
∑
x∈∂B(n)
τp(o, x) =
∑
x∈V
τp(o, x)
= Ep(|{x ∈ V | o⇌ x}|) = χ(G,p) <∞.
Hence Ep(Nn)→ 0 as n→∞, and there exists m0 ∈ N such that Ep(Nm0) < c(p,d)2 .
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Let Ax := {∃y ∈ Lx s.t. y ⇌ ∂B(k)} and Bx := {x ⇌ ∂B(k)}. Note that Ax is
independent of the state at x. Let Ax,i ⊂ Ax be the event that i is the minimum number
such that x(i) ⇌ ∂B(k) in V \{x}. The family {Ax,i}i is a partition of Ax. For ω ∈ Ax,i
and S ⊂ Lx with x(i) ∈ S, we set
ω′S(z) =
{
ω(z) if z 6= x
S if z = x.
and
A′x,i :=
⋃
ω∈Ax,i
⋃
S⊂Lx;x(i)∈S
{ω′S} ⊂ Ax,i ∩Bx.
Since {Ax,i}i is a partition of Ax, A′x,i are disjoint each other in i. Hence
Pp(Bx) ≥ Pp(⊔i=1,...,dA′x,i) =
∑
i=1,...,d
Pp(A
′
x,i)
=
∑
i=1,...,d
Pp(A
′
x,i|Ax,i)Pp(Ax,i)
=
∑
i=1,...,d
Pp(x(i) ∈ ω(x))Pp(Ax,i)
= c(p, d)Pp(⊔i=1,...,dAx,i)
= c(p, d)Pp(Ax).
Using Reimer’s inequality, and by the vertex transitivity, we have
Pp(o⇌ ∂B(m+ k))
≤ Pp

 ⋃
x∈∂B(m)
{o⇌ x}{∃y ∈ Lx s.t. y ⇌ ∂B(m+ k)}


≤
∑
x∈∂B(m)
Pp(o⇌ x)Pp (∃y ∈ Lx s.t. y ⇌ ∂B(m+ k))
≤
∑
x∈∂B(m)
τp(o, x)c(p, d)
−1Pp (x⇌ ∂B(m+ k))
≤ c(p, d)−1
∑
x∈∂B(m)
τp(o, x)Pp (x⇌ ∂B(x, k))
= c(p, d)−1
∑
x∈∂B(m)
τp(o, x)Pp (o⇌ ∂B(k))
≤ c(p, d)−1Pp (o⇌ ∂B(k))Ep(Nm)
where ∂B(x, k) = {v ∈ V | δ(x, v) = k}. Since for any n there are r, s ∈ N such that
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n = m0r + s and 0 ≤ s < m0, we have
Pp(o⇌ ∂B(n)) ≤ Pp(o⇌ ∂B(m0r))
≤ c(p, d)−1Ep(Nm0)Pp(o⇌ ∂B(m0r −m0))
≤ . . .
≤ (c(p, d)−1Ep(Nm0))r−1Pp(0⇌ ∂B(m0))
≤ (c(p, d)−1Ep(Nm0))r
≤ 2−r = 2 sm0 2− nm0
≤ 2e−nα(G,p)
where α(G,p) := log 2
m0
> 0.
Theorem 20. Suppose χ˜(G,p) <∞. Then there exists α˜(G,p) > 0 such that
Pp(o↔ ∂B(n)) ≤ 2e−nα˜(G,p)
for any sufficiently large n.
Proof. The proof is also based on [Gri99]. We may assume p0 + p1 < 1. For k ≥ 3 and
x ∈ B(k − 2), let Ax := {∃y ∈ Lx s.t. y ↔ ∂B(k)} and Bx := {x ↔ ∂B(k)}. For ∂B(x, 2),
we fix the order of the vertices as ∂B(x, 2) = {z1, z2, . . . , zm} where m = |∂B(x, 2)|. Let
Ax,l ⊂ Ax be the event that l is the minimum number such that zl ↔ ∂B(k) in V \B(x, 1)
and ω(zl) ∩ Lx 6= ∅.
For each ω ∈ Ax,l, let j = j(ω) ∈ {1, 2, . . . , d} be the minimum number such that
x(j) ∈ ω(zl). For ω ∈ Ax,l, S ⊂ Lx with x(j) ∈ S, and R ⊂ Lx(j) with {x, zl} ⊂ R, we set
ω′S,R(v) =


ω(v) if v 6= x, x(j)
S if v = x
R if v = x(j).
Let
A′x,l :=
⋃
ω∈Ax,l
⋃
S⊂Lx;x(j)∈S
⋃
R⊂Lx(j);{x,zl}⊂R
{ω′S,R}.
Since Ax,l is independent of the states on B(x, 1), we have A
′
x,l ⊂ Ax,l ∩Bx. Hence
Pp(Bx) ≥ Pp(A′x,l)
= Pp(A
′
x,l|Ax,l)Pp(Ax,l)
= Pp(x(j) ∈ ω(x))Pp({x, zl} ⊂ ω(xj))Pp(Ax,l)
= d2c˜(p, d)Pp(Ax,l).
Thus we have
Pp(Ax) = Pp(∪ml=1Ax,l)
≤
m∑
l=1
Pp(Ax,l)
≤
m∑
l=1
d−2c˜(p, d)−1Pp(Bx)
≤ c˜(p, d)−1Pp(Bx).
The rest of the proof is same to the case of the weak connection.
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Theorem 21. (i) Suppose χ(G,p) <∞. Then we have
Pp(|C| ≥ n) ≤ e−n
c(p,d)2
2χ(G,p)2
for n > χ(G,p)
2
c(p,d)2 .
(ii) Suppose χ˜(G,p) <∞. Then we have
Pp(|C˜| ≥ n) ≤ e−n
c˜(p,d)2
2χ˜(G,p)2
for n > χ˜(G,p)
2
c˜(p,d)2 .
Proof. The proof is based on [AN84] (cf. [Gri99]). A skeleton is a (non-directed) tree whose
vertices have degree 1 (exterior vertices) or degree 3 (interior vertices). A skeleton with k
exterior vertices has k − 2 interior vertices, and 2k − 3 edges. A skeleton with k exterior
vertices is called labelled if there exists an assignment of the numbers 0, 1, 2, . . . , k− 1 to the
exterior vertices. Two labelled skeletons are called isomorphic if there exists a one to one
correspondence between their vertex sets under which both the adjacency relation and the
labellings of the exterior vertices are preserved.
Lemma 22 ([Gri99]). Let Nn+1 be the number of labelled skeletons with n + 1 exterior
vertices. Then we have
Nn+1 =
(2n− 2)!
2n−1(n− 1)!
Lemma 23 ([Gri99]). Let G = (V,E) be a non-directed connected graph. For any X =
(x0, x1, . . . , xk) ∈ V k+1, there is a labelled skeleton S with k + 1 exterior vertices together
with a mapping ψX from the vertex set of S into V such that (a) the exterior vertices of S
with label i is mapped to xi by ψX for i = 0, 1, . . . , k, and (b) the edges of S corresponds
to paths joining the 2k − 1 pairs which are disjoint except the end vertices, which may be a
trivial path.
Let X = (x0, x1, . . . , xn) ∈ V n+1 with x0 = o, and S be a labelled skeleton with n + 1
exterior vertices. We call a map ψX : S → G in the above lemma an admissible mapping.
First if s ∈ V (S) is a farthest vertex from the labeled vertex 0 with respect to the graph
distance of S, then there is only one adjacent vertex t with δ(t, 0) = δ(s, 0)− 1. If ψX(s) 6=
ψX(t), then using Reimer’s inequality, we have
Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))
≤ Pp
(
(ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S)\{{s, t}})(∪v∈LψX(t){v ⇌ ψX(s)})
)
≤ Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S)\{{s, t}})Pp
(
∪v∈LψX (t){v ⇌ ψX(s)}
)
≤ Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S)\{{s, t}}) c(p, d)−1Pp (ψX(t)⇌ ψX(s)) .
The last inequality is derived as in the proof of Theorem 19. If ψX(s) = ψX(t), then since
Pp (ψX(t)⇌ ψX(s)) = 1 and c(p, d)
−1 ≥ 1, we have
Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))
≤ Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S)\{{s, t}}) c(p, d)−1Pp (ψX(t)⇌ ψX(s)) .
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Next for S\{s} := (V (S)\{s}, E(S)\{s, t}), let s′ ∈ V (S)\{s} be a farthest vertex from the
labeled vertex 0 of S\{s}, then there is only one adjacent vertex t′ with δ(t′, 0) = δ(s′, 0)−1.
By the same procedure, we obtain
Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))
≤ Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S)\{{s, t}, {s′, t′}})
c(p, d)−1Pp (ψX(t′)⇌ ψX(s′)) c(p, d)−1Pp (ψX(t)⇌ ψX(s)) .
Inductively, we get
Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))
≤ Pp (ψX(0)⇌ ψX(r) for {0, r} ∈ E(S))
∏
{t,s}∈E(S),t,s6=0
(
c(p, d)−1Pp (ψX(t)⇌ ψX(s))
)
≤
∏
{t,s}∈E(S)
(
c(p, d)−1Pp (ψX(t)⇌ ψX(s))
)
≤ c(p, d)−|E(S)|
∏
{t,s}∈E(S)
Pp (ψX(t)⇌ ψX(s)) .
Set τp(x0, x1, . . . , xn) := Pp(x0 ⇌ x1 ⇌ · · ·⇌ xn in C). Then we have
τp(x0, x1, . . . , xn) = Pp

⋃
S
⋃
ψX :S→G
(ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))


≤
∑
S
∑
ψX :S→G
Pp (ψX(u)⇌ ψX(v) for all {u, v} ∈ E(S))
≤
∑
S
c(p, d)−|E(S)|
∑
ψX :S→G
∏
{t,s}∈E(S)
Pp (ψX(t)⇌ ψX(s))
where S runs over all labelled skeletons with k + 1 exterior vertices, and ψX : S → G runs
over all admissible mappings. Since |C| =∑x∈V I{o⇌x}, we have
Ep(|C|n) = Ep
((∑
x∈V
I{o⇌x}
)n)
= Ep

 ∑
x1,...,xn∈V
I{o⇌x1} · · · I{o⇌xn}


=
∑
x1,...,xn∈V
Ep
(
I{o⇌x1} · · · I{o⇌xn}
)
=
∑
x1,...,xn∈V
τp(o, x1, . . . , xn).
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Since |E(S)| = 2n− 1, we get @
Ep(|C|n) ≤
∑
x1,...,xn∈V
∑
S
c(p, d)−|E(S)|
∑
ψX :S→G
∏
{t,s}∈E(S)
Pp (ψX(t)⇌ ψX(s))
≤ c(p, d)−2n+1
∑
S
∑
ψ:V (S)→V,ψ(0)=o
∏
{t,s}∈E(S)
Pp (ψ(t)⇌ ψ(s))
≤ c(p, d)−2n+1
∑
S
∑
(y1,y2,...,y2n−1)∈V 2n−1
2n−1∏
i=1
Pp (o⇌ yi)
= c(p, d)−2n+1
∑
S

∑
y∈V
Pp (o⇌ y)


2n−1
≤ Nn+1
(
χ(G,p)
c(p, d)
)2n−1
=
(2n− 2)!
2n−1(n− 1)!
(
χ(G,p)
c(p, d)
)2n−1
where maps ψ : V (S)→ V runs over all maps with ψ(0) = o. Thus
Ep(|C|et|C|) =
∞∑
m=0
tm
m!
Ep(|C|m+1)
≤
∞∑
m=0
tm
m!
(2m)!
2mm!
(
χ(G,p)
c(p, d)
)2m+1
≤ χ(G,p)
c(p, d)
∞∑
m=0
(
2m
m
)(
t
2
χ(G,p)2
c(p, d)2
)m
.
For t := c(p,d)
2
2χ(G,p)2 − 12n , from the assumption n > χ(G,p)
2
c(p,d)2 we have
0 <
t
2
χ(G,p)2
c(p, d)2
=
1
4
(
1− χ(G,p)
2
nc(p, d)2
)
<
1
4
.
Thus we have
Ep(|C|et|C|) ≤ χ(G,p)
c(p, d)
∞∑
m=0
(
2m
m
)(
t
2
χ(G,p)2
c(p, d)2
)m
=
χ(G,p)
c(p, d)
1√
1− 2tχ(G,p)2
c(p,d)2
=
√
n.
By Markov’s inequality, we have
Pp(|C| ≥ n) = Pp(|C|et|C| ≥ netn) ≤ Ep(|C|e
t|C|)
netn
≤
√
n
ne
n
c(p,d)2
2χ(G,p)2
− 12
≤ e−n
c(p,d)2
2χ(G,p)2
for n > χ(G,p)
2
c(p,d)2 . The proof for the strong connection case is same.
The hypercube lattice LD is the directed graph (V,E) with V = ZD and (x, y) ∈ E if
and only if ‖x − y‖ = 1, where ‖ · ‖ is the Euclidean norm. This is a d-regular graph with
d = 2D, and L1 = T2.
Theorem 24. Suppose p2 > 0 and D ≥ 2. Then there exists the limit
ζ(LD,p) := lim
n→∞
{− logPp(|C| = n)
n
}
≥ 0
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and if χ(LD,p) <∞, then ζ(LD,p) > 0. Moreover,
Pp(|C| = n) ≤ n
a(d,p)
e−nζ(L
D,p)
for any n ∈ N, where
a(d,p) =
(
2p2
d(d− 1)
)3(d−2∑
i=0
pi
(d− i)(d− i− 1)
d(d− 1)
)2d−4(
d−1∑
i=0
pi
d− i
d
)d−4
.
Proof. The proof is based on [KS78] (cf. [Gri99]). Let πn := Pp(|C| = n).
Lemma 25. We have
πm+n+3
m+ n+ 3
≥ a(d,p)πm
m
πn
n
for all n,m ≥ 1.
Proof. For any subgraph S of LD, set
tr(S) := (x1, x2, . . . , xD) ∈ ZD
if x1 = max(y1,y2,...,yD)∈S y1, x2 = max(x1,y2,...,yD)∈S y2, . . . , xD = max(x1,x2,...,xD−1,yD)∈S yD,
and
bl(S) := (x1, x2, . . . , xD) ∈ ZD
if x1 = min(y1,y2,...,yD)∈S y1, x2 = min(x1,y2,...,yD)∈S y2, . . . , xD = min(x1,x2,...,xD−1,yD)∈S yD.
Set ei := (0, . . . , 0, 1, 0, . . . , 0) to be the standard basis of R
D for i = 1, 2, . . . , D. Let
σ, τ be connected subgraphs of LD with tr(σ) = −2e1, bl(τ) = 2e1 and |σ| = m, |τ | = n for
m,n ∈ N. We define the subgraph σ ∗ τ such that
V (σ ∗ τ) := V (σ) ∪ V (τ) ∪ {−e1, 0, e1}
E(σ ∗ τ) := E(σ) ∪ E(τ) ∪ {(−e1,−2e1), (−e1, 0), (0,−e1), (0, e1), (e1, 0), (e1, 2e1)}.
Then |V (σ ∗ τ)| = m+ n+ 3. Let
f(e1) :=
D∏
i=2
Pp(e1, 2e1 + ei 6∈ ω(e1 + ei))Pp(e1, 2e1 − ei 6∈ ω(e1 − ei))
f(0) :=
D∏
i=2
Pp(0 6∈ ω(ei))Pp(0 6∈ ω(−ei))
f(−e1) :=
D∏
i=2
Pp(−e1,−2e1 + ei 6∈ ω(−e1 + ei))Pp(−e1,−2e1 − ei 6∈ ω(−e1 − ei)).
These are the probabilities such that the vertices {−e1 ± ei, 0 ± ei, e1 ± ei} (i = 2, . . . , D)
are not weakly connected to vertices in {0, e1,−e1} ∪ {x ∈ ZD | xi = 2 or − 2}. Then we
have
Pp(C(0) = σ ∗ τ)
Pp(ω(−e1) = {−2e1, 0})Pp(ω(0) = {−e1, e1})Pp(ω(e1) = {0, 2e1})f(e1)f(0)f(−e1)
≥ Pp(C(−2e1) = σ)Pp(C(2e1) = τ)
Pp(−2e1 6∈ ω(−e1))Pp(2e1 6∈ ω(e1)) .
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We can calculate
f(e1) = f(−e1) =
(
d−2∑
i=0
pi
(d− i)(d− i− 1)
d(d− 1)
)d−2
> 0, f(0) =
(
d−1∑
i=0
pi
d− i
d
)d−2
> 0,
Pp(ω(−e1) = {−2e1, 0}) = Pp(ω(0) = {−e1, e1}) = Pp(ω(e1) = {0, 2e1}) = 2p2
d(d− 1)
Pp(−2e1 6∈ ω(−e1)) = Pp(2e1 6∈ ω(e1)) =
d−1∑
i=0
pi
d− i
d
.
Hence
Pp(C(0) = σ ∗ τ) ≥ a(d,p)Pp(C(−2e1) = σ)Pp(C(2e1) = τ).
Thus
a(d,p)
πm
m
πn
n
= a(d,p)

 ∑
σ,|σ|=m,tr(σ)=−2e1
Pp(C(−2e1) = σ)



 ∑
τ,|τ |=n,bl(τ)=2e1
Pp(C(2e1) = τ)


=
∑
σ,|σ|=m,tr(σ)=−2e1
∑
τ,|τ |=n,bl(τ)=2e1
a(d,p)Pp(C(−2e1) = σ)Pp(C(2e1) = τ)
≤
∑
σ,|σ|=m,tr(σ)=−2e1
∑
τ,|τ |=n,bl(τ)=2e1
Pp(C(0) = σ ∗ τ)
≤
∑
ρ,|ρ|=m+n+3,bl(ρ)=0
Pp(C = ρ)
=
πm+n+3
m+ n+ 3
.
From this lemma, we get
a(d,p)
πm+n+3
m+ n+ 3
≥
(
a(d,p)
πm
m
)(
a(d,p)
πn
n
)
.
Thus bn := − log a(d,p) − log πn + logn > 0 satisfies bm+n+3 ≤ bm + bn for n,m ≥ 2. As
Fekete’s subadditive lemma, we can prove
Lemma 26.
lim
n→∞
bn
n
= inf
n∈N
bn
n
.
From this lemma, there is
lim
n→∞
bn
n
= lim
n→∞
− log a(d,p)− log πn + logn
n
= lim
n→∞
− logπn
n
= ζ(LD ,p).
Moreover since ζ(LD ,p) = infn∈N bnn = infn∈N
−1
n
log
(
a(d,p)πn
n
)
, we have
Pp(|C| = n) = πn ≤ n
a(d,p)
e−nζ(L
D,p)
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for any n ∈ N.
If χ(LD,p) <∞, then by the Theorem 21, we obtain
ζ(LD,p) = lim
n→∞
− logPp(|C| = n)
n
≥ lim
n→∞
− logPp(|C| ≥ n)
n
≥ c(p, d)
2χ(LD,p)2
> 0.
Theorem 27. Suppose D ≥ 2, and if pi > 0 and i ≥ 1 then pj > 0 for all j ≥ i. Then
there exists the limit
ζ˜(LD,p) := lim
n→∞
{
− logPp(|C˜| = n)
n
}
≥ 0
and if χ˜(LD,p) <∞, then ζ˜(LD,p) > 0. Moreover,
Pp(|C˜| = n) ≤ n
a˜(d,p)
e−nζ˜(L
D,p)
for any n ∈ N, where
a˜(d,p) := min
{
1,
pk+1
pk
k + 1
d− k ,
pk+2
pk+1
k + 2
d− k − 1 , . . . ,
pd
pd−1
d
}2
for k := min{j > 0 | pj > 0}.
Proof. The proof is also based on [KS78]. Let πn := Pp(|C˜| = n). If we prove the following
inequality, then we obtain the conclusion by the same proof of Theorem 24.
πm+n
m+ n
≥ a˜(d,p)πm
m
πn
n
for all n,m ≥ 1. As the proof of Lemma 25, we define tr(S) and bl(S) for a subgraph S of
L
D, and standard basis ei ∈ RD. Let σ, τ be connected subgraphs of LD with tr(σ) = 0,
bl(τ) = e1 and |σ| = m, |τ | = n for m,n ∈ N. We define the subgraph σ ∗ τ such that
V (σ ∗ τ) := V (σ) ∪ V (τ)
E(σ ∗ τ) := E(σ) ∪ E(τ) ∪ {(0, e1), (e1, 0)}.
Then |V (σ ∗ τ)| = m + n. Let σ(0) := {v ∈ L0 | (0, v) ∈ E(σ)}, σ′(0) := σ(0) ∪ {e1}, and
τ(e1) := {v ∈ Le1 | (e1, v) ∈ E(τ)}, τ ′(e1) := τ(e1) ∪ {0}. Then we have
Pp(C˜(0) = σ ∗ τ)
= Pp(C˜(0) = σ)
Pp(ω(0) = σ
′(0))
Pp(ω(0) = σ(0))
Pp(C˜(e1) = τ)
Pp(ω(e1) = τ
′(e1))
Pp(ω(e1) = τ(e1))
≥ Pp(C˜(0) = σ)Pp(C˜(e1) = τ)min
{
1,
pk+1
pk
k + 1
d− k ,
pk+2
pk+1
k + 2
d− k − 1 , . . . ,
pd
pd−1
d
}2
= a˜(d,p)Pp(C˜(0) = σ)Pp(C˜(e1) = τ)
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for k = min{j > 0 | pj > 0}. Thus
a˜(d,p)
πm
m
πn
n
= a˜(d,p)

 ∑
σ,|σ|=m,tr(σ)=0
Pp(C˜(0) = σ)



 ∑
τ,|τ |=n,bl(τ)=e1
Pp(C˜(e1) = τ)


=
∑
σ,|σ|=m,tr(σ)=0
∑
τ,|τ |=n,bl(τ)=e1
a˜(d,p)Pp(C˜(0) = σ)Pp(C˜(e1) = τ)
≤
∑
σ,|σ|=m,tr(σ)=0
∑
τ,|τ |=n,bl(τ)=e1
Pp(C˜(0) = σ ∗ τ)
≤
∑
ρ,|ρ|=m+n,bl(ρ)=0
Pp(C˜ = ρ)
=
πm+n
m+ n
.
This proof is also valid for weak cluster.
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