Perception studies have shown similarities between humans and other animals in a wide array of language-related processes. However, the components of language that make it uniquely human have not been fully identified. Here we show that nonhuman animals extract rules over speech sequences that are difficult for humans. Specifically, animals easily learn rules over both consonants and vowels, while humans do it only over vowels. In Experiment 1, rats learned a rule implemented over vowels in CVCVCV nonsense words. In Experiment 2, rats learned the rule when it was implemented over the consonants. In both experiments, rats generalized such knowledge to novel words they had not heard before. Using the same stimuli, human adults learned the rules over the vowels but not over the consonants. These results suggest differences between humans and animals on speech processing might lie on the constraints they face while extracting information from the signal.
Introduction
The linguistic capacity to express and comprehend an unlimited number of ideas when combining a limited number of elements has only been observed in humans. Nevertheless, research has not fully identified the components of language that make it uniquely human. Extensive research on comparative cognition suggests humans and other species share basic perceptual abilities used for language processing (Yip, 2006) . However, humans display remarkable linguistic abilities that other animals do not possess. One possibility is that differences emerge from humans outperforming other species in the processing of complex regularities that are the hallmark of the linguistic signal (e.g. Fitch & Hauser, 2004) . But recent research exploring this hypothesis has not found conclusive evidence regarding computational differences between humans and other animals (for experiments with humans see Hochmann, Azadpour, & Mehler, 2008; Perruchet & Rey, 2005 ; for experiments with animals see Gentner, Fenn, Margoliash, & Nusbaum, 2006; van Heijningen, de Visser, Zuidema, & ten Cate, 2009 ). Another possibility is that some differences between humans and other species are not to be found in the extent to which nonhuman animals can process progressively complex structures. Rather, they might be reflected in how human and nonhuman animals face different constraints while processing speech information.
For example, humans tend to extract different types of information from consonants and vowels in both the written (Duñabeitia & Carreiras, 2011; New, Araujo, & Nazzi, 2008) and the vocal modality (Cutler, Sebastián-Gallés, Soler-Vilageliu, & van Ooijen, 2000; Owren & Cardillo, 2006) . Moreover, these phonetic categories are the preferred targets of separate computations involved in language processing. Studies have found that distributional dependencies are predominantly computed over consonants (Bonatti, Peña, Nespor, & Mehler, 2005) , while simple rules are preferentially extracted from vowels (Toro, Nespor, Mehler, & Bonatti, 2008; Toro, Shukla, Nespor, & Endress, 2008) . But what is the source of these functional differences? Vowels and consonants differ in a number of acoustic parameters. Notably, vowels are longer, louder and more constant over their duration than consonants (Ladefoged, 2001) . Thus, distinct physical correlates of
