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SINGLE-CROSSOVER DYNAMICS:
FINITE VERSUS INFINITE POPULATIONS
ELLEN BAAKE AND INKE HILDEBRANDT
Abstrat. Populations evolving under the joint inuene of reombination and resampling
(traditionally known as geneti drift) are investigated. First, we summarise and adapt a
deterministi approah, as valid for innite populations, whih assumes ontinuous time and
single rossover events. The orresponding nonlinear system of dierential equations permits
a losed solution, both in terms of the type frequenies and via linkage disequilibria of all
orders. To inlude stohasti eets, we then onsider the orresponding nite-population
model, the Moran model with single rossovers, and examine it both analytially and by
means of simulations. Partiular emphasis is on the onnetion with the deterministi so-
lution. If there is only reombination and every pair of reombined ospring replaes their
pair of parents (i.e., there is no resampling), then the expeted type frequenies in the nite
population, of arbitrary size, equal the type frequenies in the innite population. If resam-
pling is inluded, the stohasti proess onverges, in the innite-population limit, to the
deterministi dynamis, whih turns out to be a good approximation already for populations
of moderate size.
1. Introdution
It is well known that the dynamis of populations under reombination is notoriously di-
ult to treat, even if the population is so large that stohasti utuations due to geneti drift
an be negleted, so that the time evolution may be desribed by a deterministi dynamial
system. The diulty lies in the inherent nonlinearity of the orresponding (dierene or dif-
ferential) equations, whih stems from the interation of pairs of parental individuals during
reombination.
The overwhelming part of the literature on the dynamis of reombination deals with dis-
rete time. The rst solutions go bak to Geiringer (1944, [15℄) and Bennett (1954, [8℄); their
onstrution was more reently worked out in greater detail and ompleteness by Dawson
[11℄. The underlying mathematial strutures were investigated within the framework of ge-
neti algebras, see [18, 19℄, or [23℄. Quite generally, the solution relies on a ertain nonlinear
transformation (known as Haldane linearisation) from (gamete or haplotype) frequenies to
suitable linkage disequilibria, whih deouple from eah other and deay geometrially. But if
more than three loi are involved, this transformation must be onstruted via reursions that
involve the parameters of the reombination proess, and is not available expliitly exept in
the trivial ase of free reombination (i.e., independent gene loi). A dierent approah was
taken by Barton and Turelli [7℄ by translating type frequenies into ertain sets of moments;
the resulting iterations are well-suited for symboli manipulation, numerial treatment, and
biologial interpretation, but do not lead to (and do not primarily aim at) expliit solutions.
For a review of the area, see [9, Ch. V.4℄.
It has turned out reently [3, 6, 5℄ that, in ontrast to the disrete-time situation, the
orresponding dynamis in ontinuous time permits a simple expliit solution in a biologially
relevant speial ase, namely, the situation in whih at most one rossover happens at any
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given time. Here, only reombination events may our that partition the sites of a sequene
(or the loi on a hromosome) into two ordered subsets that orrespond to the sites before
and after a given rossover point. In ontrast to previous approahes, the solution is given
diretly in terms of the original type frequenies; but, again, a transformation to ertain linkage
disequilibria is available that linearise and diagonalise the system. The main simpliation lies
in the fat that the transformation is independent of the reombination rates and is available
in a simple expliit form.
However, the fous in modern population genetis is on nite populations, whih also ex-
periene geneti drift (that is, resampling). In order to investigate the relevane of the de-
terministi solution for the more involved stohasti system, we shall, in this paper, examine
the orresponding nite population model, namely, the Moran model with reombination, and
ompare some of its properties with the innite population model, both analytially and by
means of simulations. We shall show the following:
• In a nite population with reombination, but without resampling (i.e., every pair of
reombined ospring replaes its pair of parents), the type frequenies are, in expe-
tation, given by the orresponding quantities for innite populations. This property
holds exatly as long as the geneti material is onserved in the reombination proess,
and to a very good approximation otherwise. This onnetion between stohasti and
deterministi models is by no means obvious: It is usually reserved for populations of
individuals that evolve independently (like branhing proesses); or to systems with in-
terations that do not hange the expeted type frequenies (suh as the Moran model
with independent mutation and resampling). In ontrast, interation due to reombi-
nation does hange the expeted omposition of the population, and does, therefore,
not appear to be of this simple form.
• If the joint ation of reombination and resampling is onsidered, the proess of type
frequenies diers from the deterministi dynamis, even in expetation, partiularly
if the population is small. It follows from general arguments, however, that the former
onverges to the latter when population size goes to innity. By means of simulations,
we show that this limit yields a good approximation of realisti biologial situations:
Convergene is fast enough to justify the use of the deterministi solution already for
populations of moderate size (of the order of 105 individuals, say).
The paper is organised as follows. We rst reapitulate the single-rossover dierential
equation and its solution. This is appropriate sine the original artiles [5, 6℄ use a rather
abstrat measure-theoretial framework suitable for very general type spaes, whih is not
easily aessible to theoretial biologists. We redue the formalism to the important speial
ase of nite type spaes, whih is free from tehnial subtleties and permits an expliit
representation in terms of probability vetors as well as illustration by means of onrete
examples. We then hange gears and explore the Moran model with reombination. With
the help of standard tehniques for Markov hains in ontinuous time, we develop the results
stated above.
2. The deterministi approah
2.1. The model and its reombinator formulation. We start by extrating from [5℄ and
[6℄ the ontinuous-time dynamis of single rossovers in an innite population. Let us onsider
genes or hromosomes as linear arrangements of sites, indexed by the set S := {0, 1, . . . , n};
sites may be interpreted as either nuleotide positions in a streth of DNA, or gene loi on a
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hromosome. For eah site i ∈ S, there is a set Xi of letters (to be interpreted as nuleotides
or alleles, respetively) that may possibly our at that site. To allow for a onvenient notation,
we restrit ourselves to the simple but important ase of nite sets Xi; for the full generality
of arbitrary loally ompat Xi, the reader is referred to the original artiles.
A type is thus dened as a sequene x = (x0, x1, . . . , xn) ∈ X0 × X1 × · · · × Xn =: X,
where X shall be alled the type spae. By onstrution, xi is the i-th oordinate of x, and
we dene xI := (xi)i∈I as the olletion of oordinates with indies in I, where I is a subset
of S. Types may be understood as alleles (if sites are nuleotide positions) or haplotypes (if
sites are gene loi). We shall think at the haploid level, speak of gametes as individuals, and
desribe a population as a distribution of (absolute) frequenies (or a non-negative measure)
ω on X. Namely, ω({x}) denotes the frequeny of type x ∈ X, and ω(A) :=
∑
x∈A ω({x}) for
A ⊂ X; we abbreviate ω({x}) as ω(x). The set of all frequeny distributions on X is denoted
by M. If we dene δx as the point measure on x (i.e., δx(y) = δx,y for x, y ∈ X), we an
also write ω =
∑
x∈X ω(x)δx. We may, alternatively, interpret δx as the basis vetor of R
|X|
≥0
that orresponds to x (where a suitable ordering of types is implied, and |X| is the number of
elements in X); ω is thus identied with a vetor in R
|X|
≥0 .
At this stage, frequenies need not be normalised; ω(x) may simply be thought of as the
size of the subpopulation of type x, measured in units so large that it may be onsidered
a ontinuous quantity. The orresponding normalised version p := ω/‖ω‖ (where ‖ω‖ :=∑
x∈X ω(x) = ω(X) is the total population size) is then a probability distribution on X, and
may be identied with a probability vetor.
Reombination ats on the links between the sites; the links are olleted into the set
L :=
{
1
2 ,
3
2 , . . . ,
2n−1
2
}
. We shall use Latin indies for the sites and Greek indies for the links,
and the impliit rule will always be that α = 2i+12 is the link between sites i and i + 1; see
Figure 1.
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Figure 1. Sites and links.
We shall make the simplifying assumption that only single rossovers our at a time (whih
is realisti if linkage is tight, i.e., if the sites belong to the DNA sequene of, say, less than a
megabase, or represent a few adjaent loi). More preisely, for every α ∈ L, every individual
exhanges, at rate ̺α/2, the sites after link α with those of a randomly hosen partner.
Expliitly, if the `ative' and the partner individual are of type x and y, then the new pair has
types (x0, x1, . . . , x⌊α⌋, y⌈α⌉, . . . , yn) and (y0, y1, . . . , y⌊α⌋, x⌈α⌉, . . . , xn), where ⌊α⌋(⌈α⌉) is the
largest integer below α (the smallest above α); see Fig. 2. Sine every individual an our as
either the `ative' individual or as its randomly hosen partner, we have a total rate of ̺α for
rossovers at link α. For later use, we also dene ̺ :=
∑
α∈L ̺α. The dynamis of the type
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frequenies is then given by the system of dierential equations
(1) ω˙t(x) =
∑
α∈L
̺α
( 1
‖ωt‖
ωt(x0, . . . , x⌊α⌋, ∗, . . . , ∗)ωt(∗, . . . , ∗, x⌈α⌉, . . . , xn)− ωt(x)
)
for all x ∈ X, where a ∗ at site i stands for Xi and denotes marginalisation over the
letters at site i (i.e., ωt(x0, . . . , x⌊α⌋, ∗, . . . , ∗) is the frequeny of individuals whih have letters
x0, . . . , x⌊α⌋ at the sites before α, and arbitrary letters from X⌈α⌉, . . . ,Xn at the sites after α).
Note that the assumption of a reiproal exhange (between two parents that ombine
into two ospring under onservation of the geneti material) is an `eetive' desription that
results from taking the symmetry of reombination into aount. A more detailed model starts
out from two parents ombining into one ospring; but the symmetry of the proess again
leads to Eq. 1 and is thus equivalent to our piture, see [9, Ch. II.2.1℄. In ontrast to the
deterministi situation, however, these details do play a role in nite populations; this will be
taken up in Se. 3.
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Figure 2. Upper panel: Reombination between individuals of type x and y. Lower
panel: The orresponding `marginalised' version that summarises all events by whih
individuals of type x are gained or lost. Note that, in either ase, the proess an go
both ways, as indiated by the arrows.
We have retained the non-normalised version for the frequenies here for easier omparison
with the stohasti model (the stohasti proess will ome naturally as a family of integer-
valued random variables, whih sum up to the population size N). Of ourse, the more familiar
normalised version emerges if ωt in (1) is replaed by pt := ωt/‖ωt‖; the normalising fator on
the right-hand side is then, of ourse, unity.
Note that the model (1) implies Hardy-Weinberg proportions (i.e., frequenies of diplotypes
are given by independent ombination of the orresponding haplotypes at all times). In on-
tinuous time, this only applies exatly if the duration of the diplophase is negligible. However,
it is a good approximation if reombination is rare at the sale of an individual's lifetime.
An important ingredient to the solution of the large, nonlinear system of dierential equa-
tions (1) lies in its reformulation in terms of reombination operators. Let us introdue the
projetion operators πi, i ∈ S, via
(2)
πi : X0 ×X1 × · · · ×Xn → Xi
(x0, x1, . . . , xn) 7→ xi,
i.e., πi is the anonial projetion to the i-th oordinate. Likewise, for any index set I ⊂ S,
one denes a projetor πI : X → XI :=×i∈IXi via (x0, x1, . . . , xn) 7→ (xi)i∈I =: xI . We
shall frequently use the abbreviations π<α := π{1,...,⌊α⌋} and π>α := π{⌈α⌉,...,n}, as well as
x<α := π<α(x), x>α := π>α(x). The projetors π<α and π>α may be thought of as ut and
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forget operators beause they take the leading or trailing segment of a sequene x, and forget
about the rest.
Whereas the πI at on the types, we also need the indued mapping at the level of the
population, namely,
(3)
πI . : M −→ M
ω 7→ πI .ω := ω ◦ π
−1
I ,
where π−1I denotes the preimage under πI . The operation . (where the dot is on the line and
should not be onfused with a multipliation sign) is known as the pullbak of πI w.r.t. ω;
in terms of oordinates, the denition may be spelled out as
(πI .ω)(xI) = ω ◦ π
−1
I (xI) = ω({x ∈ X | πI(x) = xI}), xI ∈ XI .
So, πI .ω is nothing but the marginal distribution of ω with respet to the sites in I. In
partiular, (π<α.ω)(x<α) = ω(x0, x1, . . . , x⌊α⌋, ∗, . . . , ∗) is the marginal frequeny of sequenes
presribed at the sites before α, and vie versa for the sites after α. Note that, although we
have dened πI . as ating on nonnegative measures (or vetors) only, this linear operator may
be extended to the set of all measures.
Now, reombination (at the level of the population) means the relinking of a randomly
hosen leading segment with a randomly hosen trailing segment. We therefore introdue
(elementary) reombination operators (or reombinators, for short), Rα : M→M for α ∈ L,
dened by
(4) Rα(ω) :=
1
‖ω‖
(
(π<α.ω)⊗ (π>α.ω)
)
.
Here, the tensor produt reets the independent ombination (i.e., the produt measure) of
the two marginals π<α.ω and π>α.ω. Rα is therefore a ut and relink operator. Rα(ω) may be
understood as the population that emerges if all individuals of the population ω disintegrate
into their leading and trailing segments, and these are relinked randomly; the sites before α
are then in linkage equilibrium with respet to those after α. Note that ‖Rα(ω)‖ = ‖ω‖.
In terms of oordinates, Eq. (4) reads
(5)
(
Rα(ω)
)
(x) =
1
‖ω‖
ω(x0, x1, . . . , x⌊α⌋, ∗, . . . , ∗)ω(∗, . . . , ∗, x⌈α⌉, . . . , xn).
The reombination dynamis (1) may thus be ompatly rewritten as
(6) ω˙t =
∑
α∈L
̺α
(
Rα(ωt)− ωt
)
=
∑
α∈L
̺α(Rα − 1)(ωt) =: Φ(ωt),
where 1 is the identity operator.
2.2. Solution via reombinators. The solution of (6) relies on some elementary properties
of our reombinators. Most importantly, they are idempotents and ommute with eah other,
i.e.,
R2α = Rα, α ∈ L,(7)
RαRβ = RβRα, α, β ∈ L.(8)
These properties are intuitively very plausible: if linkage equilibrium has already been estab-
lished at link α, then further reombination at that link does not hange the situation; and if
a produt measure is formed with respet to two links α and β, the result does not depend
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on the order in whih the links are aeted. For the proof, we refer to [6, Prop. 2℄; let us only
mention here that it relies on the elementary fat that, for ω ∈M,
π<α.
(
Rβ(ω)
)
= π<α.ω for β ≥ α, and
π>α.
(
Rβ(ω)
)
= π>α.ω for β ≤ α;
that is, reombination at or after α does not aet the marginal frequenies at sites before α,
and vie versa.
We now dene omposite reombinators as
RG :=
∏
α∈G
Rα for G ⊂ L.
Here, the produt is to be read as omposition; it is, indeed, a matrix produt if the reom-
binators are written in their matrix representation, whih is available in the ase of nite
types onsidered here (see [3℄). By property (8), the order in the omposition plays no role.
Furthermore, (7) and (8) obviously entail RGRH = RG∪H for G,H ⊂ L.
The solution of the single-rossover dynamis (6) may now be given in losed form as
(9) ωt =
∑
G⊂L
aG(t)RG(ω0) =: ϕt(ω0)
with oeients
aG(t) =
∏
α∈L\G
e−̺αt
∏
β∈G
(1− e−̺βt),
and initial value ω0; i.e., ϕt is the semigroup belonging to the reombination equation (6). For
the proof, the reader is referred to [6, Thm. 2℄, or [5, Thm. 3℄ (the former artile ontains the
original, the latter a shorter and more elegant version of the proof). Let us only note here that
the oeients aG(t) have the following intuitive explanation. In a given individual, onsider
the set of links that has, until t, been hit by at least one rossover event. The probability that
this set is G equals the probability that all links in G have already been hit, while those in
the omplement of G have not; by independene aross links, this probability is just aG(t).
We would like to note, however, that this plausible argument should not be taken too far:
For example, an analogous solution, although suggestive, does not apply to the orresponding
single-rossover model in disrete time (its solution is, in fat, muh more diult, see the
disussion in [6℄). Indeed, expliit solutions to large, nonlinear systems are rare  expliit
semigroups are usually available for linear systems at best. For this reason, the reombination
equation and its solution have already been taken up in the framework of funtional analysis,
where they have led to an extension of potential theory [22℄. In the next paragraph, we will
meet some further lues to an underlying linear struture that lurks behind the solution.
2.3. Linkage disequilibria. The approah desribed in the previous Setion is somewhat
unonventional from a population genetis perspetive, in that it solves the reombination
dynamis at the level of the type frequenies. As mentioned in the Introdution, however, one
usually works with transformed quantities, like moments, umulants, or linkage disequilibria
(LDEs). Indeed, ertain linkage disequilibria are intimately onneted with the solution just
presented, and provide the key to an underlying linearity, and hene simpliity, as we shall
now see. Following [6℄, let us dene what we shall all LDE operators via
(10) TG :=
∑
H
.
⊃G
(−1)|H\G|RH , G ⊂ L,
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where the underdot indiates the summation variable. Eq. (10) leads to the inverse RG =∑
H
.
⊃G TH by Möbius inversion, a versatile tool from ombinatorial theory, see [1, Thm. 4.18℄.
It was shown in [6℄ that, if ωt is the solution (9), the transformed quantities TG(ωt) satisfy
(11)
d
dt
TG(ωt) = −

 ∑
α∈L\G
̺α

TG(ωt), G ⊂ L,
whih is a system of deoupled, linear, homogeneous dierential equations, with solution
TG(ωt) = exp(−
∑
α∈L\G ̺α)TG(ω0). Note that this simple form emerged through the nonlin-
ear transform (10) as applied to the solution of the oupled, nonlinear dierential equation
(6).
Obviously, the TG(ωt) provide andidates for the denition of linkage disequilibria whih de-
ouple, and deay exponentially (unless, of ourse, G = L, whih orresponds to the stationary
state
(12) ω∞ = TL(ω0) =
1
‖ω‖n−1
n⊗
i=1
(πi.ω0),
the population in linkage equilibrium with respet to all links). All that remains to be done
is to identify a set of suitable omponents to work with (using all omponents of TG(ωt), for
all G ⊂ L, would imply a lot of redundany).
To this end, let us introdue the following shorthand notation. Let 〈j1, . . . , jk〉, with j1 <
· · · < jk, symbolially denote a so-alled ylinder set in X that is speied at sites ji ∈ S, for
1 ≤ i ≤ k. More preisely, these are sets of the form
(13) 〈j1, . . . , jk〉 = X0 × · · · ×Xj1−1 × {xj1} × [. . . ]× {xjk} ×Xjk+1 × · · · ×Xn,
where [. . . ] ontains fators {xi} or Xi depending on whether i appears in the set {j1, . . . , jk}
or not. That is, with the ylinder set 〈j1, . . . , jk〉, we mean the set of types that have presribed
letters xj1 , . . . , xjk at sites j1, . . . , jk, and arbitrary letters at all other sites. Note that the
shorthand 〈j1, . . . , jk〉 is symboli in that it does not speify the letters expliitly (the xji
appear on the right-hand side of (13), but not on the left). Note also that the ylinder sets
formalise our previous `∗' notation: ωt(〈j1, . . . , jk〉) is the marginal frequeny of the types
presribed at sites j1, . . . , jk, and (1) may be rewritten as
ω˙t(〈S〉) =
∑
α∈L
̺α
( 1
‖ωt‖
ωt(〈0, . . . , ⌊α⌋〉)ωt(〈⌈α⌉, . . . , n〉)− ωt(〈S〉)
)
.
Let us now dene linkage disequilibria (or orrelation funtions) of order k via
(14) dt (〈j1, . . . , jk〉) :=
(
T{α<j1}∪{α>jk}(pt)
)
(〈j1, . . . , jk〉) .
That is, for a given ylinder set, LDEs emerge by applying, to pt = ωt/‖ωt‖, the LDE operator
dened by the links before the rst and after the last element of that ylinder set, and evalu-
ating the resulting quantity at the ylinder set. Clearly, dt (〈j1, . . . , jk〉) ontains produts of
at most k marginal frequenies. Note that we have dened linkage disequilibria on the basis
of the normalised quantities pt for the sake of ompatibility, and omparability, with related
quantities in population genetis.
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By (11) we know that, for every ylinder set 〈j1, . . . , jk〉,
(15)
d
dt
dt(〈j1, . . . , jk〉) = −
( ∑
j1<α<jk
̺α
)
dt(〈j1, . . . , jk〉);
we thus have linkage disequilibria of all orders that deouple and deay exponentially. It was
shown in [6, p. 25℄ that the olletion of dt(〈j1, . . . , jk〉), for all index sets {j1, . . . , jk} ⊂ S
and all hoies of letters xji ∈ Xji , 1 ≤ i ≤ k, is omplete in that it uniquely determines pt.
An example. Consider S = {0, 1, 2, 3}. The highest (fourth-order) LDE is, on the basis of
(10) and (14), given by
dt(〈0, 1, 2, 3〉) =
(
T∅(pt)
)
(〈0, 1, 2, 3〉) =
∑
H
.
⊂L
(−1)|H|
(
RH(pt)
)
(〈0, 1, 2, 3〉)
=[0, 1, 2, 3] − [0][1, 2, 3] − [0, 1][2, 3] − [0, 1, 2][3]
+[0][1][2, 3] + [0][1, 2][3] + [0, 1][2][3]
−[0][1][2][3],
where we have now used the shorthand [j1, . . . , jk] := pt(〈j1, . . . , jk〉). By (15), we have
d˙t(〈0, 1, 2, 3〉) = −(̺1/2 + ̺3/2 + ̺5/2)dt(〈0, 1, 2, 3〉).
The third-, seond-, and rst-order LDEs are given by
dt(〈j1, j2, j3〉) = [j1, j2, j3]− [j1][j2, j3]− [j1, j2][j3] + [j1][j2][j3],
dt(〈j1, j2〉) = [j1, j2]− [j1][j2],
dt(〈j1〉) = [j1],
where the latter orrespond to the letter frequenies, as usual.
Obviously, the dt are orrelation funtions that measure the dependene between sites, at
the various orders. It is important to note that they agree with other measures of LDE (see [9,
Ch. V.4.2℄ for an overview) only up to order two. From order three onwards, they are speial in
that terms like [0, 2][1] or [0, 3][1, 2] are absent. This is due to the fat that our dt are based on
ordered partitions of S, and thus only ontain terms `produed' by omposite reombinators;
they are therefore adapted to single-rossover dynamis. In ontrast, onventional LDEs or
entral moments are based on unordered partitions, whih annot be produed by omposite
reombinators.
3. The stohasti model and its simulation
The nite population ounterpart of our deterministi model is the Moran model with
single-rossover reombination. To simplify matters (and in order to learly disset the indi-
vidual eets of reombination and resampling), we shall assume that resampling (traditionally
referred to as geneti drift) and reombination our independently of eah other. More pre-
isely, we assume a nite population of xed size N , in whih every individual experienes,
independently of the others,
• resampling at rate b/2. The individual reprodues, the ospring inherits the parent's
type and replaes a randomly hosen individual (possibly its own parent).
• reombination at (overall) rate ̺α at link α ∈ L. Every individual piks a random
partner (maybe itself) at rate ̺α/2, and the pair exhanges the sites after link α.
That is, if the reombining individuals have types x and y, they are replaed by
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the two ospring individuals (x<α, y>α) and (y<α, x>α), as in the deterministi ase,
and Fig. 2. That is, the geneti material is onserved, and any resampling eet is
exluded. As before, the per-apita rate of reombination at link α is then ̺α, beause
both orderings of the individuals lead to the same event. To avoid degeneraies, we
shall assume throughout that ̺α > 0 for all α ∈ L.
As in the deterministi model, the fator 1/2 arises every time ordered pairs (of an ative
individual and a randomly hosen partner) are onsidered (it is the same fator that also ours
when the Moran and Wright-Fisher models are ompared [12, p. 23℄). Note that the randomly
hosen seond individual (for resampling or reombination) may be the ative individual itself;
then, eetively, nothing happens. One might, for biologial reasons, prefer to exlude these
events by sampling from the remaining population only; but this means nothing but a hange
in time sale of order 1/N .
To formalise this verbal desription of the proess, let the state of the population at time
t be given by the olletion Zt =
(
Zt(x)
)
x∈X
∈ E := {z ∈ {0, 1, ..., N}|X| |
∑
x z(x) = N},
where Zt(x) is the number of individuals of type x at time t; learly,
∑
x∈X Zt(x) = N . We
also use Zt in the sense of a (random ounting) measure, in analogy with ωt (but keep in
mind that Zt is integer-valued and ounts single individuals, whereas ωt denotes ontinuous
frequenies in an innite population). The letter z will be used to denote realisations of Zt 
but note that the symbols x, y, and z are not on equal footing (x and y will ontinue to be
types). The stohasti proess {Zt}t≥0 is the ontinuous-time Markov hain on E dened as
follows. If the urrent state is Zt = z, two types of transitions may our:
resampling: z → z + s(x, y), s(x, y) := δx − δy,
at rate
1
2N
bz(x)z(y) for (x, y) ∈ X ×X(16)
reombination: z → z + r(x, y, α),
r(x, y, α) := δ(x<α,y>α) + δ(y<α,x>α) − δx − δy,
at rate
1
2N
̺αz(x)z(y) for (x, y) ∈ X ×X,α ∈ L(17)
(where δx is the point measure on x, as before). Note that, in (16) and (17), transitions that
leave E are automatially exluded by the fat that the orresponding rates vanish.
Note that `empty transitions' (s(x, y) = 0 or r(x, y, α) = 0) are expliitly inluded (they
our if x = y in resampling or reombination, and if x<α = y<α or x>α = y>α in reom-
bination). This is onvenient sine the total reprodution and reombination rates in the
population (as based on ative individuals) are then given by bN/2 and ̺N/2, respetively,
independently of z, a fat that omes in handy in the simulations. Sine we only require Zt
at (equidistant) epohs ti = i∆t, i = 0, 1, 2, . . . , no waiting times for individual events need
be generated; rather, we may draw the total number of events in a time interval ∆t from
the Poisson distribution with parameter N(b + ̺)∆t/2. The nature of eah event is then
determined in the obvious way (the ative individual is of type x with probability z(x)/N ;
the seond individual (hosen randomly for resampling or reombination) is of type y with
probability z(y)/N ; the pair performs resampling with probability b/(b+̺), or reombination
with probability ̺/(b+ ̺); if reombination ours, then at link α with probability ̺α/̺).
For simulations, the desription of the proess through (16) and (17) is perfetly adequate.
For the theoretial analysis, however, one also needs the rates Q(z, z + v) for the transitions
z → z + v for given z ∈ E, v ∈ E − z (where E − z := {v | z + v ∈ E}). Here, one must take
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are of the fat that distint ombinations of x, y, and α may lead to the same `net' transition.
Clearly, Q(z, z + v) = Q(s)(z, z + v) +Q(r)(z, z + v), where
Q(s)(z, z + v) :=
b
2N
∑
(x,y)∈X×X:
s(x,y)=v
z(x)z(y),(18)
Q(r)(z, z + v) :=
1
2N
∑
(x,y)∈X×X,α∈L:
r(x,y,α)=v
̺αz(x)z(y).(19)
Of ourse, the empty sum orresponds to impossible transitions and is understood as 0. Note
that the sum in (18) ontains more than one term only in the ase v = 0; however, (19) is a
`true' sum (of at least two terms) whenever v is of the form r(x, y, α) for some x, y, α.
Note that, with the rates for `empty transitions' as asribed to the diagonal elements Q(z, z),
the olletion (Q(z, z′))z,z′∈E does not form a Markov generator; but the orresponding gener-
ator Q˜ = (Q˜(z, z′))z,z′∈E is obtained by dening Q˜(z, z
′) = Q(z, z′), for z′ 6= z, together with
Q˜(z, z) = −
∑
z′:z′ 6=z Q(z, z
′).
This rather informal denition of the Markov hain in terms of its transitions and their
rates is all that is required for this artile  after all, we are in the well-behaved situation of a
nite state spae. Exellent overviews of many aspets of Markov hains in ontinuous time
(inluding the formal details) an be found in [20, Ch. 2℄ or [2, Ch. I.8℄.
In ontrast to the situation in innite populations, it now matters whether one or two
ospring are reated at a time. For omparison, we shall, therefore, also onsider the alternate
(biologially more realisti) reombination sheme in whih an individual reombines with a
random partner, but only one of the ospring is kept (hosen randomly), and replaes one of
its parents (again hosen randomly). That is, instead of (17), we now have four reombination
transitions
z → z − δx + δ(x<α,y>α), z → z − δy + δ(y<α,x>α),(20)
z → z − δx + δ(y<α,x>α), z → z − δy + δ(x<α,y>α),(21)
eah at rate
(22)
1
8N
̺αz(x)z(y), for (x, y) ∈ X ×X,α ∈ L.
Note that, in ontrast to (17), the symmetry between x and y is broken in single transitions.
Furthermore, only half as many replaements happen here; the orresponding deterministi
dynamis is, therefore, given by (6) with ̺α replaed by ̺α/2 for all α ∈ L. More importantly,
the reombination sheme (20), (21) no longer onserves the geneti material (sine net re-
plaements (e.g. of x>α by y>α) take plae), whih introdues a (minor) resampling eet not
present in (17). If not stated otherwise, however, we will stik to (17) for our reombination
transitions.
4. Connetions between stohasti and deterministi models
Let us now explore the onnetion between the stohasti proess {Zt}t≥0 on E, its nor-
malised version {Ẑt}t≥0 = {Zt}t≥0/N on E/N , and the solution ωt = ϕt(ω0) of the dierential
equation (9). We shall rst onsider the ase without resampling (i.e., b = 0) and show that
E(Zt) = ϕt(Z0) (and, onsequently, E(Ẑt) = ϕt(Ẑ0)), for arbitrary N . For b > 0, still with
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nite N , this is no longer true; however, Ẑt onverges to ϕt(p0) for N → ∞, provided Ẑ0
onverges to p0. We shall make this onvergene expliit, and investigate it by means of
simulations.
4.1. General properties of the Moran model with reombination. For lak of referene
and the sake of ompleteness, we start by making expliit a plausible  and often impliitly-
used  fat onerning the evolution of the expetation in nite-state ontinuous-time Markov
hains.
Fat 1. Let {Zt}t≥0 be a ontinuous-time Markov hain on a nite subset E of Z
d
, as dened
by its transitions from state z to state z + v (z, z + v ∈ E) taking plae at rates Q(z, z + v).
For all t ≥ 0, the expetation of Zt then satises the equation
(23)
d
dt
E(Zt) = E
(
F (Zt)
)
,
where, for z ∈ E,
(24) F (z) :=
∑
v∈E−z
vQ(z, z + v).
Before turning to the proof, let us note that F (z) may be interpreted as the `mean rate-
of-hange vetor' of the hain in state z. A little later, we shall turn (23) into a dierential
equation for E(Zt).
Proof. Let us rst reall the elementary fat that, for the Markov hain starting in Z0 = s, we
have P(Zt = z) = Pt(s, z), where we have suppressed dependene on s on the left-hand side,
and Pt = (Pt(s, z))s,z∈E = e
t eQ
is the Markov semigroup orresponding to Q˜, the generator
of the hain (obtained from the olletion of transition rates (Q(z, z + v))z,z+v∈E , see above).
Therefore, E(Zt) =
∑
z∈E zPt(s, z), and, sine
d
dtP (t) = P (t)Q˜,
d
dt
E(Zt) =
∑
z′∈E
z′
d
dt
Pt(s, z
′) =
∑
z,z′∈E
z′Pt(s, z)Q˜(z, z
′)
=
∑
z,z′∈E
(z′ − z)Pt(s, z)Q˜(z, z
′) =
∑
z∈E
∑
v∈E−z
vPt(s, z)Q˜(z, z + v)
= E
( ∑
v∈E−Zt
vQ˜(Zt, Zt + v)
)
= E
(
F (Zt)
)
,
where the third equality sign is due to the fat that Q˜ is a Markov generator. 
After this digression, let us return to the Moran model (with reombination and resampling),
and show that F = Φ on E, where Φ ontinues to be the right-hand side of (6).
To this end, reall that Zt is a (ounting) measure, to whih our projetion operators may
be applied in the usual way. In agreement with (3), we write πI .Zt = Zt◦π
−1
I , i.e., πI .Zt is the
marginal of Zt w.r.t. the sites in I; and, likewise, for a realisation z of Zt. Again, we also use
shorthands suh as Zt(x<α, ∗) to denote marginal frequenies (in this ase, (π<α.Zt)(x<α)).
Furthermore, we set EI := πI .E for I ⊂ S.
To alulate F , let us write F = F (s) + F (r), where F (s) and F (r) take are of transitions
due to resampling and reombination, respetively. By symmetry of the transition rates
for resampling, F (s) = 0 (type frequenies are martingales under resampling alone); we an
therefore restrit ourselves to the reombination transitions dened by Q(r)(z, z + v) of (19).
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Summing, as in (19), over all possibilities for the gain or loss of a single x-individual (f. Fig. 2,
lower panel), one obtains for the x-omponent of F
Fx(z) = F
(r)
x (z) =
∑
v∈E−z:
v(x)=±1
v(x)Q(r)(z, z + v)
=
∑
α∈L
1
N
̺α
(
z(x<α, ∗)z(∗, x>α)− z(x<α, x>α)z(∗, ∗)
)
,
(25)
where, of ourse, z(x<α, x>α) = z(x), and z(∗, ∗) = N . One immediately reognises the
familiar struture of (1). We may therefore onlude:
Fat 2. In the Moran model with resampling and reombination transitions aording to (16)
and (17), we have F = Φ on E, with Φ of (6).
4.2. Reombination without resampling: expetations for nite N . Let us now return
to Eq. (23). Note that, in general, it does not lead to a losed dierential equation for
E(Zt), beause it is not lear whether E(F (Zt)) an be written as a funtion of E(Zt) alone.
Clearly, E(F (Zt)) = F (E(Zt)) if F is linear (or ane), as, for example, in Markov branhing
proesses, or in the Moran model with mutation, but without reombination. But for nonlinear
F , this tends to be violated, as niely illustrated in [16, Ch. 1.4℄ for the ase of the Riker
model in eology. If F is nonlinear but polynomial (the usual ase in population genetis
or hemial reation systems, for example), (23) an still serve as a starting point for an
expansion involving a hierarhy of moments, whih an be losed by suitable approximation
methods (like, for example, the quasi-linkage equilibrium approah in [7℄).
Our aim in this paragraph is to show that reombination without resampling is another
(and apparently new) exeption: despite its nonlinearity, Φ satises E(Φ(Zt)) = Φ(E(Zt)),
provided the marginals of Z0 are independent, whih always applies if Z0 is xed. This will
require a lemma onerning the independene of marginal proesses. For I ⊂ S, we introdue
the `streth'
J(I) := {i ∈ S | min(I) ≤ i ≤ max(I)},
and look at the projetion of the reombination proess on non-overlapping strethes. This is
the ontent of the following lemma.
Lemma 1. Let {Zt}t≥0 be the reombination proess without resampling as dened by the
transition rates (17). Let A,B ⊂ S with J(A)∩J(B) = ∅. Then, {πA.Zt}t≥0 and {πB .Zt}t≥0
are onditionally (on Z0) independent Markov hains on EA and EB.
Proof. Clearly, for any given I ⊂ S, {πI .Zt}t≥0 is a stohasti proess on EI . Let us rst
show that πA.Zt and πB .Zt are individually Markov hains, and then establish that they are
(onditionally) independent. For the rst step, observe that, when Zt performs the transition
z → z + v (on E), with v = δ(x<α,y>α) + δ(y<α,x>α) − δx − δy for some α ∈ L and x, y ∈ X,
then πI .Zt goes from πI .z → πI .(z + v) on EI , where πI .v = δπI(x<α,y>α) + δπI(y<α,x>α) −
δπI(x) − δπI(y). The rate for a orresponding `projeted transition' vI ∈ EI − zI (zI ∈ EI) is
then given by summing all rates of the original proess that lead to the transition vI under
the projetion. That is, with rI(xI , yI , α) := δ(xI<α ,yI>α)
+ δ(yI<α ,xI>α)
− δxI − δyI and the
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shorthand I<α := I ∩ {0, 1, . . . , ⌊α⌋} (and likewise for I>α), one gets
∑
v:πI .v=vI
Q(r)(z, z + v) =
1
2N
∑
xI ,yI∈XI , α∈L:
rI(xI ,yI ,α)=vI
̺α
(
(πI .z)(xI)
)(
(πI .z)(yI)
)
,
for z ∈ E. Sine these rates only depend on πI .z (rather than z itself), they dene a ol-
letion of rates Q
(r)
I (zI , zI + vI) (zI ∈ EI , vI ∈ EI − zI) so that
∑
v:πI .v=vI
Q(r)(z, z + v) =
Q
(r)
I (πI .z, πI .(z+v)) for all z ∈ E. Therefore, the marginalised proess {πI .Zt}t≥0 is a Markov
hain on EI with transitions zI → zI +vI at rates Q
(r)
I (zI , zI +vI). (This is an example of the
so-alled lumping proedure for Markov hains, ompare [10℄ and [17℄ for the general ase, or
[4℄ for the sequene ontext onsidered here). Our proesses {πA.Zt}t≥0 and {πB .Zt}t≥0 are
therefore Markov on EA and EB, respetively.
For the seond step, we note that, for given α and I, a net transition in πI .Zt (i.e., πI .v 6= 0)
requires ⌊α⌋, ⌈α⌉ ∈ J(I). Sine J(A) ∩ J(B) = ∅ by assumption, πA.v 6= 0 implies πB .v = 0
and vie versa. A transition in {πA.Zt}t≥0 therefore leaves {πB .Zt}t≥0 unhanged, and vie
versa. The joint proess Wt := {πA.Zt, πB .Zt}t≥0 therefore has generator Q˜A,B = Q˜A ⊗ 1B +
1A ⊗ Q˜B, where Q˜A is the generator of {πA.Zt}t≥0, Q˜B the generator of {πB.Zt}t≥0, and 1A
and 1B denote the identity on EA and EB , respetively. Hene, the marginal proesses are
onditionally independent, and the laim follows. 
Remark 1. Although we have, for ease of notation, formulated the above result for two sub-
sets A and B only, the proof obviously goes through for any olletion A1, . . . , AK ⊂ S, if the
J(Ak), 1 ≤ k ≤ K, are pairwise disjoint. We then obtain that {πA1 .Zt}t≥0, . . . , {πAK .Zt}t≥0
are onditionally independent Markov hains. If, furthermore, πA1 .Z0, . . . , πAK .Z0 are in-
dependent, onditional independene of the marginal proesses turns into independene. In
partiular, this is the ase if Z0 is xed (sine P(Z0 ∈ ·) is then a point measure on some
s ∈ E).
As an immediate onsequene, we now arrive at
Theorem 1. Let {Zt}t≥0 be the reombination proess without resampling (i.e., b = 0), and
let Z0 be xed. Then, E(Zt) satises the dierential equation
d
dt
E(Zt) = Φ (E(Zt))
with initial value Z0, and Φ from (6); therefore,
E(Zt) = ϕt(Z0), for all t ≥ 0,
with ϕt from (9).
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Proof. Applying Fat 1, Eq. (4), Lemma 1, and the linearity of the expetation, one nds
d
dt
E(Zt) =
∑
α∈L
̺αE
(
(Rα − 1)Zt
)
=
∑
α∈L
̺α
N
[
E
(
(π<α.Zt)⊗ (π>α.Zt)
)
− E(Zt)
]
=
∑
α∈L
̺α
N
[(
E(π<α.Zt)
)
⊗
(
E(π>α.Zt)
)
− E(Zt)
]
=
∑
α∈L
̺α
N
[(
π<α.E(Zt)
)
⊗
(
π>α.E(Zt)
)
− E(Zt)
]
= Φ
(
E(Zt)
)
.
(Clearly, the third step is the deisive one; it hinges on the independene of the marginals.)

Remark 2. Note that Theorem 1 does not hold for the alternate reombination sheme (22).
This is beause the assoiated resampling eet already destroys the validity of Lemma 1,
whih is essential for the proof. We will ome bak to this in the next paragraph; but let us
already mention here that the deterministi solution ontinues to be an exellent approxima-
tion to the expetation, as long as reombination rates are small. It will also be shown below
that, in pratie, the resampling eet thus introdued is minor as long as reombination rates
are small, and averages ontinue to be very lose to the deterministi solution.
Now that the equivalene between the deterministi solution and the expetation has been
safely established at the level of the type frequenies, it immediately arries over to the linkage
disequilibria:
Corollary 1. Under the assumptions of Thm. 1, one has, for all t ≥ 0,
E(TGZt) = TG
(
ϕt(Z0)
)
.
Proof. Use the denitions of TG and RH , then Remark 1, and nally Theorem 1. 
In partiular, if we dene
(26) Ct (〈j1, . . . , jk〉) :=
(
T{α<j1}∪{α>jk}(Ẑt)
)
(〈j1, . . . , jk〉)
(so that Ct is the stohasti equivalent of dt of (14)), we obtain the relation E(Ct (〈j1, . . . , jk〉)) =
dt (〈j1, . . . , jk〉), for all ylinder sets 〈j1, . . . , jk〉.
Fig. 3 illustrates the ndings of this paragraph for a four-lous two-allele system with
reombination and no resampling. We have hosen ρ = 0.008 and ρα = ρ/3 for α ∈ {
1
2 ,
3
2 ,
5
2} =
L, whih orresponds to four sites spaed evenly aross a streth of 8·105 bp, at a per-nuleotide
reombination rate of 10−8. The Figure shows haplotype frequenies and highest-order LDEs,
both as single trajetories and averages over many realisations, as ompared to the solution
of the deterministi reombination equation. For very small populations (N = 100), single
trajetories utuate markedly, but averages over 100 realisations are already indistinguishable
from the deterministi solutionin line with the property of the expetation just established.
For larger populations, the stohastiity is already greatly redued in single trajetoriesbut
this is the topi of the next paragraph.
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The Figure also ontains results from the alternate resampling sheme with one ospring
only, (20)  (22). Although Theorem 1 is not exatly valid in this ase, the resampling eet
thus introdued is obviously minor as long as reombination rates are small, and averages
ontinue to be very lose to the deterministi solution.
4.3. Reombination and resampling: the innite population limit. Let us now inlude
resampling, at rate b/2 > 0, and onsider the stohasti proess {Z
(N)
t }t≥0 dened by both
(16) and (17), where we add the upper index here to indiate the dependene on N . Now, Φ
and E no longer ommute. The proesses {π<α.Zt}t≥0 and {π>α.Zt}t≥0 are still individually
Markov, but their resampling events are oupled (replaement of y<α by x<α is always tied
to replaement of y>α by x>α). Hene the marginal proesses fail to be independent, so that
no equivalent of Lemma 1 holds.
Let us, therefore, hange fous and onsider the normalised version {Ẑ
(N)
t }t≥0 = {Z
(N)
t }t≥0/N .
It seems to be general folklore in population genetis that, in the limit N → ∞, the relative
frequenies of the Moran or Wright-Fisher model ease to utuate and are then given by
the solution of the orresponding deterministi equation. This is implied no matter whih
evolutionary fores (like mutation, seletion, or reombination) are inluded into the model;
in our ase, {Ẑ
(N)
t }t≥0 should be desribed by the dierential equation (1) as N →∞. How-
ever, the limit theorem behind this is usually not made expliit, and, in fat, does not seem
to be well known in the population genetis literature. Indeed, it is given by a very general
law of large numbers due to Ethier and Kurtz [13, Thm. 11.2.1℄, whih provides the formal
justiation for a very large lass of models in biology that are stohasti at the mirosopi
sale but are adequately desribed deterministially if the population size is large; they range
from biohemial reation kinetis to population dynamis and population genetis. For our
speial ase, it reads as follows.
Proposition 1. Consider the family of proesses {Ẑ
(N)
t }t≥0 =
1
N {Z
(N)
t }t≥0, N = 1, 2, . . .,
where {Z
(N)
t }t≥0 is dened by (16) and (17). Assume that the initial states are hosen so that
limN→∞ Ẑ
(N)
0 = p0. Then, for every given t ≥ 0, one has
(27) lim
N→∞
sup
s≤t
|Ẑ(N)s − ps| = 0
with probability 1, where ps := ϕs(p0) is the solution of the deterministi reombination equa-
tion (1).
Proof. To apply Thm. 11.2.1 of [13℄, we need a linear saling of the transition rates with N .
More preisely, we must show that the transition rates Q(N)(z, z+v) of the proess {Z
(N)
t }t≥0
are, for all z, z + v ∈ E, of the form
(28) Q(N)(z, z + v) = Nqv(z/N), for all N,
with non-negative funtions qv dened on a subset of R
|X|
≥0 . Setting
q(s)v (p) :=
b
2
∑
(x,y)∈X×X:
s(x,y)=v
p(x)p(y),(29)
q(r)v (p) :=
1
2
∑
(x,y)∈X×X,α∈L:
r(x,y,α)=v
̺αp(x)p(y),(30)
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together with qv := q
(s)
v + q
(r)
v , and realling that
Q(N)(z, z + v) = Q(N,s)(z, z + v) +Q(N,r)(z, z + v)
(from (18) and (19)  now with notational dependene on N), it is obvious that (28) is
indeed satised. (Observe that this just reets the relation z(x)z(y)/N = N z(x)N
z(y)
N .) The
normalised proess {Ẑ(N)}t≥0 on E/N has the orresponding transitions z/N → z/N + v/N ,
again at rates Nqv(z/N). Thus, the olletion of proesses {Ẑ
(N)}t≥0 onstitutes what is
known as a density-dependent family orresponding to the qv [13, p. 455℄.
Now, for suh a density-dependent family, Thm. 11.2.1 of [13℄ implies (27) if pt solves
p˙t = f(pt), with initial value p0, and f(p) :=
∑
v vqv(p). Proeeding as in (24) and (25), we
obtain f(p) = Φ(p) in analogy with Fat 2. 
Note that the onvergene in (27) applies for any given t, but need not hold for t→∞; we
shall ome bak to this point in the Disussion. Note also that the onvergene arries over
to linkage disequilibria, sine TG(Ẑt) onverges to TG(pt) (in the above sense).
The question that remains is whether this limit result bears any relevane to real popula-
tions, whih are always nite. How large must N be for the innite-population limit to yield
a reasonable approximation?
We have investigated this by means of simulations of our four-lous two-allele system
(Fig. 4). As is to be expeted, single realisations, as well as averages, approah the de-
terministi limit with inreasing N ; and for N = 105, the stohasti proess is already very
lose to the limit. This is observed at the level of type frequenies, as well as linkage disequi-
libria. The situation is very similar to that without resampling (Fig. 3, (a) and (e)), exept
that somewhat larger population sizes are required due to the inreased stohastiity indued
by resampling. In ontrast, averages over small populations are not expeted to, and in fat
do not, get lose to the deterministi solution.
5. Disussion
The main purpose of this artile has been to larify some relationships between the Moran
model with reombination and the deterministi reombination model (both with single ross-
overs). To separate the eets of reombination from those of resampling, we formulated
the Moran model in its `deoupled' version, with independent reombination and resampling
events; this approah is also taken in [21℄, for example. The oupling of reombination to
resampling (whih happens to be biologial reality) is thus negleted. Put dierently, our
model desribes orretly the resampling eets due to reprodution events that do not involve
reombination, but neglets those resampling events that our in the ourse of reprodution
assoiated with reombination. But reombination is rare (relative to reprodution), at least
at the moleular level aimed at by the single-rossover model; and the bias introdued by this
simpliation is aordingly small, as also illustrated by our simulations of the alternative
reombination sheme (20)  (22).
As the main result of this artile, we have shown:
(1) For reombination without resampling, the expeted type frequenies are given by the
deterministi dynamis, for arbitrary (even small) population sizes. Although this is
not a biologially realisti situation, it yields insight into the Moran model with reom-
bination, and establishes a relationship between nite and innite populations that is
somewhat unexpeted in view of the inherent nonlinearity of reombination. The key
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observation that led to this result rests upon the fat that the marginal proesses (i.e.,
the type frequenies at the sites before resp. after a given link) are independent Markov
hains. Of ourse, this is related to the fat that, in the absene of resampling, the
geneti material is ompletely onserved (just rearranged); in partiular, types annot
go to xation.
(2) The ombined model with resampling deviates (in expetation) from the deterministi
dynamis; in view of the ndings above, these deviations are solely due to resampling,
rather than reombination. But the innite population limit ontinues to apply, and
is, again, given by the deterministi reombination equation. We have investigated its
range of validity here for one representative senario (four bialleli loi, a time horizon
of T = 300, an expeted number of T̺α = 300 · 0.008/3 = 0.8 reombination events
per link and individual, and Tb/2 = 300 resampling events per individual); then, a
population of moderate size (N = 105) is already lose to the deterministi limit. It
should be noted, however, that this result is expeted to further vary with:
(a) The number of sites, or of alleles per site (or, more generally, the size of the type
spae): The deterministi limit an only be a good approximation if all types
are well-populated; for a larger type spae, the required population size will be
larger. But situations with four loi (or variable nuleotide sites) already over
many interesting biologial situations; and typing them (and determining the
orresponding four-way LDEs) is, after all, a veritable task that yields a great
deal of information. It remains to be investigated, however, how the quality of
the approximation hanges when there are more than two alleles per site.
(b) The time horizon: The law of large numbers (27) holds for every given, nite time
horizon, but need not arry over to t→∞. Indeed, if resampling is present, the
population size required to get lose to the deterministi solution is expeted to
grow over all bounds with inreasing t. This is beause, for every nite N , the
Moran model with resampling and reombination is an absorbing Markov hain,
whih leads to xation (i.e., a homogeneous population of uniform type) in nite
time with probability one (for the speial ase of just two types without reom-
bination, the expeted time is of order N , if the initial frequenies are both 1/2
[14, p. 93℄). In sharp ontrast, the deterministi system never loses any type,
and the stationary state, the omplete produt measure (12), is, in a sense, even
the most variable state aessible to the system. For inreasing N , nite popu-
lations stay lose to the deterministi limit for an inreasing length of time (see
Fig. 4). Indeed, our main interest here is this time horizon during whih sub-
stantial hanges in LDE our, and this is desribed by the deterministi model;
in ontrast, the deterministi solution does not provide a meaningful piture for
the equilibrium situation. The ase would be very dierent if mutation were in-
luded into the model, sine this would turn the absorbing Markov hain into an
ergodi one, whose stationary distribution allows a meaningful omparison with
the deterministi dynamis even for t→∞.
Let us nally disuss impliations for the orresponding model in disrete time, that is, the
Wright-Fisher model with reombination. Again, we may onsider
• a model without resampling (i.e., the only events are single rossovers between pairs
of individuals, with pairs of ospring replaing pairs of parents): Although one might
assume this model to behave like the orresponding disrete-time dynamial system for
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niteN , in expetation, we indeed stipulate that this is not the ase. The reason is that,
in disrete time, the marginal proesses (related to non-overlapping strethes) ease to
be independent. This is beause suh independene would imply the possibility of two
or more rossovers in one generation  in ontrast to the single-rossover assumption.
For the same reason, the deterministi single-rossover model in disrete time is muh
more diult to solve than in ontinuous time, see the disussion in [6℄.
• reombination ombined with resampling: It is strongly expeted that, for N → ∞,
there is again a law of large numbers, whih makes the relative frequenies onverge
to the orresponding deterministi dynamis, in analogy with Prop. 1. However, no
expliit equivalent of the underlying Theorem 11.2.1 of [13℄ is known to the authors.
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(b) haplotype frequeny, averaged over 100 runs
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(e) LDE, single trajetories
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(f) LDE, averaged over 100 runs
Figure 3. Reombination without resampling in a 4-lous 2-allele system. Sites: S =
{0, 1, 2, 3}, types: X = {0, 1}4; reombination rates: ρ = 0.008, ̺1/2 = ̺3/2 = ̺5/2 = ρ/3;
initial onditions: Z0(0000) = Z0(1111) = N/2 (no other types are present). Horizontal axis:
time (t). Panels (a)  (d) show realisations of bZt(0000) for various population sizes, as single
trajetories (a), or means over 100 (b) realisations; also shown is pt(0000) = (ϕt( bZ0))(0000)
(the deterministi solution or N → ∞ limit), whih equals E( bZt) by Thm. 1 (and is partly
hidden between the diamonds in (b) and (d)). Clearly, the sample mean is well desribed
by the expetation, where averaging is faster in larger populations. Panel () shows a single
trajetory, and panel (d) an average over 100 realisations, for a simulation aording to
Eqs. (20)(22), in whih only one ospring individual is produed, rather than two as in
Eq. (17), the assumption underlying all other simulations. Obviously, this only introdues a
minor resampling eet and orresponding systemati deviation from the deterministi limit
(but note that, relative to the usual resampling sheme, the dynamis is slowed down by a
fator of 1/2). Panels (e) and (f) show Ct(〈0, 1, 2, 3〉) (of Eq. (26)), for type 0000, and various
population sizes, as single trajetories (e), or means (f) over 100 realisations, and ompares
them with the deterministi quantity (or N →∞ limit) dt(〈0, 1, 2, 3〉).
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y, averaged over 100 runs
0 50 100 150 200 250 300
0
0.02
0.04
0.06
0.08
0.1
lin
ka
ge
di
se
qu
ili
br
iu
m
N= ¥
N=100000
N=1000
N=100
PSfrag replaements
() LDE, single trajetories
0 50 100 150 200 250 300
0
0.01
0.02
0.03
0.04
0.05
0.06
lin
ka
ge
di
se
qu
ili
br
iu
m
N= ¥
N=10000
N=500
N=100
PSfrag replaements
(d) LDE, averaged over 100 runs
Figure 4. Reombination with resampling in the 4-lous 2-allele system. Sites,
types, reombination rates, and initial onditions as in Fig. 3. Resampling rate: b = 2.
Horizontal axis: time (t). Panels (a) and (b) show realisations of Ẑt(0000) for various
population sizes, as individual trajetories (a) or averages over 100 realisations (b);
also shown is pt(0000) = (ϕt(Ẑ0))(0000) (the orresponding deterministi solution, or
N →∞ limit), partly hidden between the N = 10000 stars in (b). Single trajetories
(a) approah the innite population limit already for moderate population sizes (N =
105). In ontrast, averages (b) deviate strongly from the deterministi solution if the
population is small (error bars on the N = 100 urve orrespond to 95 % ondene
intervals), but are hard to distinguish from the innite population limit for N =
10000. Analogous results hold true for single trajetories (), and averages over 100
realisations (d), of the highest-order LDE, Ct(〈0, 1, 2, 3〉), evaluated for type 0000; the
N =∞ line is dt.
