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Rapid mass movement events pose a significant threat to people, infrastructure and 
property.  These processes initiate suddenly, can reach speeds in excess of 10 m/s, and can 
travel distances greater than a kilometer beyond the steep terrain where they initiated. 
Rapid mass movements are especially dangerous when they initiate in close proximity to 
populated regions where they can cause a loss of life, damage property, and decrease land 
production.  Due to the significant threats mass movements pose to populated areas, and 
the difficulties associated with source area stabilization, it is important to understand their 
mechanics such that accurate assessments of the hazards they pose to downslope 
communities can be made and effectively mitigated. 
Of key importance are accurate predictions of flow characteristics, such as runout 
distance and impact velocity, as these properties set the extent and severity of potential 
damage.  Traditionally, empirical methods are used to relate path-averaged properties, such 
as total drop height or average slope, to these important flow runout characteristics. 
However, it is well known that work done by frictional processes that lead to flow 
resistance are dependent on the path taken and hence should depend on flow path shape.  
The following study investigates how the inclusion of flow path shape, as opposed to using 
path-average properties, effect the accuracy of flow runout predictions and to what degree 
the inclusion of engineered structures placed along the channel can decrease hazardous 
characteristics of the flow (e.g., runout distance, flow front impact velocity, and total 
system kinetic energy).   
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A suite of numerical experiments, using the Discrete Element Method (DEM), were 
conducted in which dry gravity-driven granular flows were allowed to flow down flumes 
with check dams of varying heights and locations along the flow path.  Confidence in the 
flow dynamics stimulated by the model was gained by first validating the model against a 
benchtop granular avalanche experiment conducted by Iverson et al. (2004).  No model 
tuning was required because DEM input parameters were constrained using independently 
tested granular properties reported by Iverson.  The validation study concluded that the 
DEM can accurately simulate the initiation of flow from a static state, the rapid granular 
flow down complex three-dimensional topography, and the resulting deposition patterns at 
the base of the slope.  The addition of a sensitivity analysis that investigated particle 
stiffness, size, and shape highlighted the DEM’s dependency to particle diameter; where, 
smaller particle diameter simulations decreased particle runout distances.  The DEM also 
had a slight dependency on particle shape; however, the sensitivity was notably higher for 
static particle conditions compared to dynamic particle conditions; however, the validation 
investigation demonstrated that a majority of the bulk dynamic properties of the flow were 
adequately represented by means of a constant directional torque rolling friction parameter.  
Lastly, DEM simulations were found to be insensitive to particle stiffness for Young’s 
Modulus values within the rigidity definition outlined by da Cruz et al. (2005).  A reduction 
in stiffness values significantly reduced model runtimes allowing for subsequent 
investigations to increase model complexities.   
The results of the numerical experiments investigating the influence of check dam 
height and location along the flow path demonstrated that flow kinetic energy and impact 
velocity decreased with increasing check dam height and were sensitive to the proximity 
iii 
 
of the dam in relation to the base of the slope.  Events that traversed a linear flume 
compared to those with a check dam, at full sediment capacity, encountered up to a 40% 
reduction of peak kinetic energy.  Although runout distance had clear trends with 
increasing dam height and dam location, observed changes were comparatively small.  
These numerical experiments highlighted the importance of including the specifics of flow 
path shape, as opposed to just using path-average properties, when predicting runout 
characteristics.  They also provided some first-order guidance for engineers if the situation 
allows for flexibility in check dam height or placement along the flow path. With increased 
knowledge of the capabilities that engineered structures have to decrease the hazardous 
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Rapid mass movement events pose a significant threat to people, infrastructure and 
property.  Landslides, debris flows, pyroclastic flows, and rock and snow avalanches are 
all examples of rapid mass movements common on mountainous slopes (Hungr et al., 1987; 
Iverson et al., 2004; McCoy, 2012; Mead and Cleary, 2015).  These processes initiate 
suddenly, can reach speeds in excess of 10 m/s, and can travel distances greater than a 
kilometer beyond the steep terrain where they initiated. Rapid mass movements are 
especially dangerous when they initiate in close proximity to populated regions where they 
can cause loss of life, damage property, and decrease land production (Iverson et al., 2004; 
Major and Iverson, 1999; Wenbing and Guoqiang, 2006).  Due to the significant threats 
mass movements pose to populated areas, and the difficulties associated with source area 
stabilization, it is important to understand their mechanics such that an accurate assessment 
of the hazards they pose to downslope communities can be made and effectively mitigated 
(Hungr et al., 1987; Rickenmann, 2005; Wenbing and Guoqiang, 2006). 
Of key importance are accurate predictions of flow characteristics, such as runout 
distance and impact velocity, as these properties set the extent and severity of potential 
damage.  Traditionally, empirical methods are used to relate path-averaged properties, such 
as total drop height or average slope, to these important flow runout characteristics. 
However, it is well known that work done by gravity to drive the flow down slope only 
depends on the net change in elevation, and is thus independent of the path taken by the 
flow; whereas, work done by frictional processes, that lead to flow resistance, are 
dependent on the path taken and hence should depend on flow path shape.  I hypothesized 
that by including the details of flow path shape, as opposed to using path-average 
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properties, the accuracy of flow runout predictions will be more accurate.  In this study, I 
focused on granular flow dynamics along complex terrain to achieve a better understanding 
of the controls on granular flow runout behavior and the potential danger that mass 
movement events pose to downslope populations.  Specifically, I investigated the degree 
to which engineered structures placed along the flow channel can decrease hazardous 
characteristics of the flow (e.g., runout distance, flow front impact velocity, and total 
system kinetic energy) by altering flow path shape.  With increased knowledge of the 
capabilities that engineered structures have to decrease the hazardous nature of a flow, 
engineers can more successfully repurpose their design. 
Closed-type check dams are the most commonly used in-channel engineered structures 
and are found in steep valley networks throughout the world (Hungr et al., 1987; Wenbing 
and Guoqiang, 2006).  Traditionally these structures are designed to retain sediment, limit 
bed erosion, reduce downslope increases in flow volume, and dissipate energy (Chanson, 
2004; Hungr et al., 1987; Lenzi and Consesa Garcia, 2010).  They are rectangular step-like 
barriers that are also referred to as “debris dams” or “Sabo dams” in Japan (Chanson, 2004).  
These engineered blockades function as flow impediments and are a means to change the 
shape of the flow path.  Removal of accumulated sediment is often unachievable due to 
limited maintenance resources and accessibility problems; therefore, these structures are 
often designed with the expectation that they will rapidly accumulate sediment to capacity 
(Osti and Egashira, 2008).  Studied check dams were modeled as if they had reached full 
capacity at the time of the flow event, which resulted in a stair-step form in cross-sectional 
view.  The advantage of focusing on closed-type check dams is that they only change the 
elevation of the flow path and they are not specifically designed to strain sediment (as with 
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open-type check dams) or trap the entire volume of mobile sediment (as with retention 
basins) (Chanson, 2004; Wenbing and Guoqiang, 2006). 
To investigate how flow dynamics depend on flow path shape, I ran a suite of numerical 
experiments, using the Discrete Element Method (DEM), in which dry gravity-driven 
granular flows were allowed to flow down flumes with check dams of varying heights and 
locations along the flow path.  The DEM is a discrete modeling technique that solves for 
the grain-to-grain contact mechanics of every particle throughout the evolution of a flow.  
Confidence in the flow dynamics stimulated by the model was gained by first validating 
the model against a benchtop granular avalanche experiment conducted by Iverson et al. 
(2004).  No model tuning was required because DEM input parameters were constrained 
using independently tested granular properties reported by Iverson.   
Through the detailed validation study, I found that the DEM can accurately simulate 
the initiation of flow from a static state, the rapid granular flow down complex three-
dimensional topography, and the resulting deposition patterns at the base of the slope.  The 
results of the numerical experiments investigating the influence of check dam height and 
location along the flow path demonstrated that flow kinetic energy and impact velocity 
decreased with increasing check dam height and were sensitive to the proximity of the dam 
in relation to the base of the slope.  Although runout distance had clear trends with 
increasing dam height and dam location, observed changes were comparatively small.  
These numerical experiments highlighted the importance of including the specifics of flow 
path shape, as opposed to just using path-average properties, when predicting runout 
characteristics.  They also provided some first-order guidance for engineers if the situation 




2.1. Empirical Relationships for Debris Flow Runout Behavior 
To accurately predict the potential hazard mass movement events pose to downslope 
communities the flow dynamics must first be assessed (Rickenmann, 1999).  Once 
estimated, potential mitigation solutions can be considered (Remaître et al., 2008; 
Rickenmann, 1999).  Flow dynamics are typically quantified by either empirical formulas 
(including statistical methods) or through dynamic modeling that uses physically based 
governing equations that conserve mass and momentum (George and Iverson, 2014; 
Hürlimann et al., 2008; Iverson and George, 2014; Rickenmann, 2005).  While the 
execution of empirical methods tend to be simpler, they are only applicable to events that 
are similar to those from which the relationships were generated (Rickenmann, 2005).  
Conversely, dynamic modeling techniques are considerably more comprehensive; 
however, users must be proficient in model execution and need to accurately develop 
model arguments, which can be very difficult and time consuming (Rickenmann, 2005).  
Therefore, empirical relationships are often the preferred method to rapidly estimate debris 
flow runout distance and velocity (Hürlimann et al., 2008; Rickenmann, 1999). I focus on 
these methods below. 
One of the most popular approaches to estimate runout distance incorporates the travel 
distance, or reach angle, and the event volume (Hürlimann et al., 2008; Rickenmann, 1999).  
The travel angle, also referenced as the “Fahrböschung”, is defined as the ratio of total 
vertical drop (H) to maximum runout distance (L); where, Rickenmann (1999) expressed 
the relationship as 𝑡𝑎𝑛𝛽 = 𝐻/𝐿 (Hürlimann et al., 2008; Prochaska et al., 2008b).  
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Describing the slope of an event from initiation point to deposition point, this angle is 
typically used in tandem with event volume (V) to calculate total runout distance 
(Hürlimann et al., 2008; Prochaska et al., 2008b; Rickenmann, 1999).  A popular empirical 
formula incorporating the reach angle to describe the events total travel distance is 
expressed as equation 1. 
 𝐿 = 1.03𝑉0.105𝐻 Eqn. 1.  
Derived from 160 debris flow events, mainly from the Swiss Alps, equation 1 allows for 
the runout distance of an event to be quickly and easily obtained (Rickenmann, 2005).  
Another popular approach, proposed by Corominas (1996), was based on 71 debris flows 
and, again, originated as a relationship between the travel angle and event volume (equation 




) = −1.05 log(𝑉) − 0.012 Eqn. 2.  
 𝐿 = 1.03𝑉0.16𝐻0.83 Eqn. 3.  
The relationship was subsequently converted into equation 3, solving specifically for total 
runout distance (Rickenmann, 1999); where, equations 1 and 3 have relatively high 
correlation coefficients of 𝑟2 = 0.75 and 𝑟2 = 0.76, respectively (Rickenmann, 2005).  
The ratio of event height to total runout length is used extensively in empirical formulas 
and originated from the net efficiency (1/R) of a debris flow (Iverson, 1997).  Net flow 
efficiency was derived by setting the potential energy lost in an event equal to the energy 
lost from resisting forces, as show in equation 4 (Iverson, 1997). 
 𝑚𝑔𝐻 = 𝑚𝑔𝑅𝐿 Eqn. 4.  
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Where; m is the mass of the debris flow, g is the force due to gravity, and R is the net 
coefficient of resistance, also referenced as the apparent friction coefficient (Campbell et 
al., 1995; Iverson, 1997).  If equation 4 is divided by  𝑚𝑔𝐻𝑅, the resultant is the flows net 
efficiency (equation 5) (Iverson, 1997). 
 1/𝑅 = 𝐿/𝐻 Eqn. 5.  
The higher the net efficiency of a flow, the less this energy is turned to non-recoverable 
forms, heat for example (Iverson 1997). 
Due to the dependency runout distance calculations have on the event volume, 
calculations used to estimate volume are briefly discussed.  The potential volume of an 
event is often evaluated using a volume-balance approach (Rickenmann, 1999, 2005).  
First, the method requires an estimation of initial event volume; then using a sediment 
budget approach, the total volume of a potential flow is determined, including material 
entrained or deposited during the event (Prochaska et al., 2008b; Rickenmann, 2005).  
Volume calculations can be extraordinarily difficult because the amount of flowing 
material during a debris flow does not remain constant, due to the continuous sediment 
deposition and basal scouring that can re-entrain debris (Major and Iverson, 1999). 
Another dynamic property, important to debris flow hazard classification and 
mitigation, is the flow velocity (Rickenmann, 1999).  In order to present the variety of 
available velocity equations in a concise manner, Prochaska et al. (2008a) simplified 
popular methods into a generic form, presented in equation 6. 
 𝑣 = 𝑎 ×ℎ𝑏𝑆𝑐 Eqn. 6.  
Where, 𝑣 is the velocity of the flow, 𝑎 describes properties of both the debris and the 
channel, ℎ is the flow depth, 𝑆 is the sine of the channel angle, and b and c are assumed 
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flow characteristics (Prochaska et al., 2008a).  Assuming uniform, steady flow in shallow 
channels the above relationship is a simple and quick method to determine the velocity for 
the given flow event parameters. 
While the above equations attempt to detail a practical, yet simple, formula to estimate 
the runout distance and velocity of a debris flow, these relationships have not proven to be 
reliable; especially, when applied to dissimilar events from which the equation was derived 
(Bathurst et al., 1997; Rickenmann, 1999).  Additionally, as reviewed above, empirical 
relationships used to estimate flow runout properties are reliant on path-averaged 
properties, hence, any variation in path shape from initiation point to resting point is not 
considered.  Therefore, the following investigation will study the dependency flow 
dynamics have on flow path shape in an attempt to reveal the importance average slope 
properties have on topographic variation and determine the degree to which the above 
formulas are inaccurate due neglecting dissimilarity in path shape. 
2.2. Check Dams 
In order to investigate the influence flow path shape has on the runout characteristics of 
mass movement events, the investigation herein will vary only the channel properties.  
There are many different techniques available to engineers that modify the shape of a flow 
channel.  These include: flow diversion, collection basins, grading or scaling the channel 
(and surrounding topography), enlarging or stabilizing the channel, and engineering a sill, 





 Figure 1.  Closed-type check dam (top) (Photo by: Qurren (talk) Taken with 
Canon IXY 10S (Digital IXUS 210) - Own work, CC BY-SA 3.0, 
https://commons.wikimedia.org/w/index.php?curid=22112158).  Open-type 





Check dams can generally be characterized into two common classes, closed-type and 
open-type (figure 1) (Chanson, 2004).  Closed-type check dams are solid dam-like 
structures that can vary in size, from a few meters to tens of meters in height, and can be 
constructed of practically any material that is resistant to erosion (Chanson, 2004; Hotes et 
al., 1973; Hungr et al., 1987; Wenbing and Guoqiang, 2006; Zou and Chen, 2015).  
Typically, concrete structures are required when large impact forces are expected, as is the 
case with mass movement events (Jakob and Hungr, 2005).  Concrete structures sit on a 
foundation and consist of a middle section that is lower in elevation (to allow excess water 
and fines to pass over), and two wing walls (to retain sediment and provide additional 
lateral channel support) (Becker and Mills, 1972; Jakob and Hungr, 2005).  For events with 
lower flow rates it is thought that these structures dissipate more energy in a stepped 
formation compared to singularly placed structures; and, for events with higher flow rates, 
these check dams contribute to the bed roughness (Chanson, 2004).   Open-type check 
dams are frequently constructed in a grid like pattern (where a wide variety of implemented 
grid designs exist), are designed to trap large diameter sediment while allowing smaller 
diameter sediment and water to drain (in order to decrease buildup of water pressure), and 
are largely utilized as sediment retention basins (Chanson, 2004; Jakob and Hungr, 2005; 




Figure 2.  Closed-type check dams placed in series (Photo by: Dr. 
Scott McCoy). 
 
More recently closed-type check dams have been utilized in channels prone to debris 
flows in order to decrease the events impact on downstream environments (figure 2) 
(Chanson, 2004).  Additionally, they have been constructed in series within flow channels 
as a tool to control, or divert, failing debris to a predetermined location or to reduce the 
overall slope of the channel (Chanson, 2004; Jaeggi and Pellandini, 1997; Wenbing and 
Guoqiang, 2006).  While there has been quantitative research into the engineering design 
of closed-type check dams and structural design standards exist, significantly less research 
has been directed towards quantifying their importance for debris-flow hazard mitigation 
(Zou and Chen, 2015).  There are currently no design criteria, specific to debris flows, 
specifying optimal placement, size, and number of dams (Zou and Chen, 2015).  These 
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dam features are often derived from professional experience, or engineering judgement, 
and ground-proofing existing facilities is required (Jaeggi and Pellandini, 1997). 
Few studies have tried to investigate the effects check dams have on flow dynamics, 
one such study was conducted by Remaître et al. (2008).  Their work specifically looked 
at how changing the number and location of used check dams influences debris flow 
thickness, velocity and volume.  Using a one-dimensional modeling tool, based on the 
Janbu force diagram and Bingham fluid rheology theory, they calibrated their model 
against two debris-flow events in the South French Alps to make predictions about 
beneficial check dam placement.  Their study found that the presence of check dams shows 
a strong decrease in flow intensities.  Increasing the number of dams had minimal effect 
on flow-intensities; however, their study concluded that the system is very sensitive to the 
location of the check dams.  By placing several check dams near the source area of a debris 
flow, the debris-flow intensities were greatly decreased at the base of the channel.  
Additionally, placing check dams some distance down-channel of the source area also 
decreased debris-flow intensity.   Remaître et al. (2008)’s work concludes that the use of 
multiple check dams directly influenced flow mechanics, with their focus being on large 
scale flow dynamics.   
2.3. Discrete Element Method (DEM) 
Measuring flow dynamics in both field settings and experimental settings is challenging. 
This is especially true for past events, where data collection is often difficult and vague, 
leading to imprecise measurements (Iverson et al., 2004).  Due to the difficulties associated 
with analyzing the flow dynamics at a particle scale, using the discrete element method 
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(DEM) to predict flow dynamics has become increasingly popular (Iverson et al., 2004; 
Yan et al., 2015).   
The DEM is a dynamic computational modeling tool that uses Newton’s fundamental 
laws of motion to follow the individual particles of a system through space and time.  Since 
its creation the DEM has been applied in a diverse number of subjects, including: chemical, 
pharmaceutical, agricultural, equipment design, process optimization, and mining, to name 
a few (Bertrand et al., 2005; Kloss et al., 2011; Paulick et al., 2015).  Additionally, the 
method has an extensive history in a variety of problems within the granular flow 
discipline; including: chute flows, flow from hoppers, particulate behavior, ball mills, and 
many more (Cleary, 2004; Kloss et al., 2011; Paulick et al., 2015).  As a collection, these 
investigations include complex 3D topography in both dynamic and static states.  Users are 
often critical of the significant computational demand and the corresponding prolonged 
runtimes.  However, due to the success the DEM has had in modeling granular flows, and 
the potential to reduce time consuming model parameters, it was the preferred method for 
the investigation herein.   
The DEM simulates granular material at the grain scale, using the classic equations of 
motion for rigid bodies, to solve for the mechanical behavior of the system (Ai et al., 2011; 
Wensrich and Katterfeld, 2012).  Created in 1979, by Cundall and Strack, the model 
calculates forces, torques, accelerations, velocities, and positions for each individual 
particle in the system at every timestep (Campbell et al., 1995; Cleary, 2004; Cundall and 
Strack, 1979; Mead and Cleary, 2015; Yan et al., 2015).  No inherit averaging of particle 
scale properties into representative elementary volumes is necessary.  As the particles come 
in contact with one another, or with a boundary, they are allowed to interpenetrate; the 
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overlapping distance is based on stiffness values, and this deformation creates a restoring 
force, repelling the particles away from one another by that amount (Campbell et al., 1995; 
Cleary, 2004).   
In the early stages of development, the method was only capable of evaluating systems 
containing hundreds to thousands of particles, and was used primarily for applications that 
could be simplified as two-dimensional problems (Cleary, 2004).  Since that time 
simulation sizes have increased with an increase in computational powers and the creation 
of DEM codes that can run in parallel (Cleary and Sawley, 2002).  In the 1990’s simulations 
could range from tens to hundreds of thousands of particles and varied between complex 
2D problems and simple 3D problems (Cleary, 2004).  Today, models can manage millions 
to billions of particles, solving complex 3D simulations (Cleary, 2004; Kloss et al., 2011).   
2.4. Modeling via DEM 
2.4.1. LIGGGHTs  
To date many commercial DEM packages have been created.  However, these packages 
are often expensive and in most cases restrict the users capabilities to modify and develop 
the program code to accommodate their individual needs (Jahani et al., 2015).  Open source 
products are an accumulation of user scripted code that allow for a wide variety of 
applications.  These applications are becoming increasingly popular (Jahani et al., 2015).   
Calculations in the following investigation were done using a public version of the DEM 
software package LIGGGHTS (LAAMPS Improved for General Granular and Granular 
Heat Transfer Simulations), originally developed for molecular dynamics and adapted to 
sediment applications via the GRANULAR package (Kloss et al., 2012; McCoy, 2012).  
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LIGGGHTS is an open source DEM software package, from Sandia Labs, that offers both 
a public and private version (Kloss et al., 2012).   
The program is executed via a user created input script that is designed for easy 
modification in order to suit the user’s needs (Kloss et al., 2012).  Simulations can be 
performed on a single processor, or parallel processers can be used by means of a Message-
Passing Interface (MPI) (Jahani et al., 2015).  LIGGGHTS is capable of importing CAD 
based triangular meshes, where motion is accomplished through additional coding in the 
command  file (Jahani et al., 2015).  Output files are given in a popular VTK compatible 
data format (Jahani et al., 2015; Kloss et al., 2012). 
2.4.2. Governing Equations 
A series of equations allow each particle to be followed through time and space, and 
allow the forces acting on every particle throughout the system to be calculated.  That 
force-mass product is then used to determine the acceleration of each particle.  Next the 
force is integrated twice with respect to time to determine the particle’s velocity and 
position (Cundall and Strack, 1979). 
The fundamental governing equation used to calculate the motion of each particle is 
Newton’s second law of motion (equation 7) (McCoy, 2012). 
𝐹 = 𝑚𝑎 Eqn. 7.  
Where, 𝐹 is the sum of the forces acting on the particle, 𝑚 is the particle’s mass, and 𝑎 is 
the particle’s acceleration (McCoy, 2012; Yan et al., 2015).  The change in momentum of 
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 Eqn. 9.  
where, 𝑚𝑖 is the mass of particle 𝑖, 𝑣𝑖 is the velocity of particle 𝑖, 𝑔 is the acceleration due 
to gravity, 𝑤𝑖 is the angular velocity of particle 𝑖, and 𝑟𝑖 is the radius of particle 𝑖 (McCoy, 
2012; Paulick et al., 2015; Yan et al., 2015).  𝐹nij and 𝐹tij are the normal and tangential 
forces acting on particle 𝑖, at the current timestep, due to particle j.  These forces can be 
broken down into two main contributing parts shown in equations 10 and 11 below.  The 
first term in the normal direction is the non-linear elastic Hertz model and in the tangential 
direction is the linear Mindlin model; the second term, in each direction, is a dissipative 
component that accounts for the loss of energy during particle collisions (Yan et al., 2015).   




𝑣𝑛𝑖𝑗 Eqn. 10.  




𝑣𝑡𝑖𝑗  Eqn. 11.  
Where, 𝛿𝑖𝑗  is the particle overlap, 𝛾𝑛 and 𝛾𝑡 are the viscoelastic dissipation contacts, 𝑘𝑛and 
𝑘𝑡 are the elastic constants, and 𝑣𝑛and 𝑣𝑡 are the particle velocities (Cundall and Strack, 
1979; McCoy, 2012; Paulick et al., 2015; Yan et al., 2015). 
As the model marches through time snapshots of the system are taken; the time 
separating each iteration is defined as the timestep (Marigo and Stitt, 2015).  For each 
timestep the entire state of the system is recalculated.  Precisely detecting the first point at 
which particles come into contact, either with another particle or with a boundary element, 
is very important to ensure an accurate repulsive force is generated.  If the timestep is too 
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large, the particles can overlap an unrealistic amount and the resulting repulsive force will 
be extremely large, due to the substantial interpenetration of particles; at this point the 
system becomes unstable.  To check the stability of the system the Hertz timestep model 
was applied, defined in equation 12. 









 Eqn. 12.  
Where, r is the radius of the smallest particle, 𝜌 is the particle density, and 𝑣𝑚𝑎𝑥 is the 
expected maximum velocity (Jensen et al., 2014).  Stability of the system is guaranteed 
when the assigned timestep of the model is no more than 20% of the minimum calculated 
Hertz timestep; or dt = 0.2 ∗ dtℎ𝑒𝑟𝑡𝑧 (Jensen et al., 2014). 
Parameters in equations 7 through 11 can all be reduced to five measurable particle 
properties: Young’s Modulus, Shear Modulus, Poisson’s ratio, the coefficient of friction, 
and the coefficient of Restitution (Kloss et al., 2011; McCoy, 2012).  The ability to directly 
and independently obtain each of the required input values, either by physical measurement 
or through well referenced documentation, is a significant advantage to DEM simulations.  
It reduces uncertainty associated with inaccurate model definition and enhances model 
capabilities to accurately predict dynamic outcomes (Kloss et al., 2012; McCoy, 2012; Yan 
et al., 2015).  For a more detailed discussion on the procedure to collapse the equations 
into their fundamental parameters please reference McCoy (2012).   
2.4.3. Contributions to Computation Time 
With respect to computational demand, some DEM arguments increase modeling 
runtimes significantly more than others.  Generally, these variables can be divided into two 
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groups: those that increase the number of required timesteps and those that increase the 
number of calculations required per timestep (Marigo and Stitt, 2015).  Three significant 
arguments specific to the study proposed herein (particle size, stiffness, and shape) are 
discussed below.  
Regarding particle size, a decrease in particle diameter, while maintaining a constant 
mass, increases the number of particles required within the system.  For each timestep the 
program runs the aforementioned suite of calculations for each particle in contact in the 
system; hence, the increase in computational time is due to the significant increase in the 
number of required calculations per timestep.  Additionally, smaller particles are in contact 
for a shorter duration; therefore, a shorter timestep may be required to ensure the program 
is detecting the initial stages of particle interaction (Marigo and Stitt, 2015).   
In order to increase particle stiffness an increase in the total number of required 
timesteps is typically needed, to account for the decrease in particle interpenetration and 
particle contact time.  The shorter timestep increments do not increase the number of 
calculations required within each snapshot, as is the case with particle size; instead, it 
increases the number of snapshots required per experiment significantly increasing 
runtimes. 
Particle shape can either be directly modeled by mathematically describing the 
angularity of each particle or by overlapping multiple particles together to represent a 
single aspherical granule.  If the particle shape is considered via mathematical 
representation then the number of calculations and the required timestep are not changed; 
instead, the complexity of each calculation is increased, because additional axial 
dimensions must follow each particle to define the particles shape (Cleary, 2004; Mead 
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and Cleary, 2015).  Modeling the complexity of shape is reported to cost an increase in 
runtimes by approximately 2-3 fold (Cleary, 2004).  Alternatively, if particle assemblies 
are implemented to represent shape, the model continues to view each particle within the 
cluster as a discrete element; thus, the number of particles within the simulation has 
increased (Marigo and Stitt, 2015).  Lastly, both models increase the intricacy associated 
with collision definition which also adds to the overall computational time (Richards et al., 
2004). 
2.4.4. Review of Previous DEM Validation Studies  
With the dramatic increase in computational power since the creation of the DEM, the 
method has been tested in a wide variety of fields and used in a number of diverse 
experiments.  The following examples outline successful studies within a variety of 
industrial granular applications. The review concludes with studies specific to dynamic 
granular flows down a flume.  By reviewing these wide-ranging validation studies it is 
clear that the DEM is a viable technique to explore the dynamics of granular flows. 
Cleary and Sawley (2002) looked at complex 3D ball mill, Hicom nutating mill 
processes, and flow through vibrating screens and their work concluded that the DEM was 
a satisfactory tool to model each of these phenomena.  Owen and Cleary (2009) found their 
model accurately predicted mass flow rates in screw conveyor applications.  Alizadeh et 
al. (2014) validated their DEM model against experimental results of solids mixing in a 
drum, with independently measured input parameters, and found good agreement between 
the two experiments; although, some disagreement was noted.  Jiang et al. (2011) 
successfully investigated particle mixing in a rotating drum with baffles. 
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Anand et al. (2008) used a quasi-3D simulation to study spherical glass particles flowing 
through a rectangular hopper analyzing discharge rates and found their model compared 
well with published correlations.  Their work concluded that DEM models could 
successfully predict hopper discharge.  Ketterhagen et al. (2009) studied powdered flow 
through a hopper and found DEM results compared well with the current accepted 
continuum theories.  Additionally, their work concluded that with accurate particle rotation 
modeled, DEM flow predictions increased in accuracy.   
Zhou et al. (2002) validated a DEM model, composed of spherical particles that 
incorporated rolling friction, against experimental results observing the angle of repose.  
Their work found that the DEM successfully predicted the angle of repose of a sandpile if 
a rolling or sliding friction component was present.  Zhang et al. (2001) successfully 
studied various dynamic attributes associated with the angle of repose, specific to particle 
packing density, and found the DEM to be the most appropriate modeling tool.  
Campbell et al. (1995) studied multiple granular flows down various flume topographies 
to explore long runout landslides.  Their investigations consisted of simple granular flows 
that ranged from five thousand to one million particles, with the one million particle 
simulation taking in excess of a year to complete.  They then compared their results to field 
observations and found good similarity.  Cleary (2004) expanded on this line of work, 
along with various other industrial applications, using a 3D model with complex flume 
topography and large diameter non-spherical particles.  The study concluded that the 
curvature of the channel topography decreases the likelihood of long runout flows by 
dissipating energy.  Mollon et al. (2012) used a 3D DEM model to study rock avalanches 
flowing down a linear flume configuration specific to flow propagation and energy.   
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Choi et al. (2014) conducted a benchtop experiment that tested the effectiveness of 
baffles as a mitigation technique for mass movement flow to subsequently calibrate a DEM 
model against.  The bench top experiment consisted of a linear flume topography, sloping 
26°, with a series of baffles placed along the runout path of the flow.  A dry granular flow 
was released from a square hopper located at the top of the flume.  Next, a LIGGGHTS 
based DEM model was calibrated against the experiment to make predictions about the 
flow.  Their DEM model employed the use of periodic boundary conditions, approximately 
65,000 spherical particles (slightly larger in diameter than those used in the experiment), 
and simulated the effects of shape using a constant directional torque rolling friction model.  
While their calibrated model successfully captured the experimental flow mechanics, a 
number of fitting measures were necessary to accommodate the applied changes to model 
input values, that provided significantly faster computational speeds.    
Until recently, a large 3D DEM validation investigation, using complex flume 
topography, had not been conducted.  Mead and Cleary (2015) ran a direct comparison 
DEM model against Iverson et al. (2004)’s Experiment A benchtop sand flume experiment 
to investigate model sensitivity to aspherical particles and designated friction values.  
Shape of the granular material was directly imported into the DEM experiment by means 
of a superquadratic equation.  Their validation models consisted of 250,000 to 3000,000 
particles and took between 30 to 40 days to execute 10 seconds of simulation time.  The 
work concluded that the DEM model was sensitive to particle shape and contact friction 
values; where, the inclusion of particle shape resulted in simulation results that closely 
mirrored that of Iverson’s experiment.  Time of emplacement and flow behavior were very 
agreeable between the two experiments; however, some trivial differences in runout 
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distance were observed.  In short, they found excellent agreement between simulated 
results and the laboratory experiment when all aspects of the experimental particles, 
particularly particle shape, were accurately modeled. 
2.4.5. DEM Sensitivity Analyses of Particle Shape, Particle Friction, and Particle Stiffness 
With the increasing popularity of the DEM, there are many studies that have 
investigated the sensitivity of the technique to various model input parameters.  It is 
important to have a full understanding of these sensitivities when assigning model 
arguments, and most importantly, when modifying model arguments.  Several of such 
studies that related to variables important to this investigation, are organized with respect 
to model application and discussed below.   
Cleary (1998) summarized a variety of experiments he conducted using DEM 
simulations and found results with respect to particle shape inconsistent.  While his work 
concluded that the DEM, using spherical particles, made good predictions with respect to 
centrifugal mills; he found the same simulations did not accurately model particle 
dynamics from a slowly rotating salt filled cylinder.  Hassanpour et al. (2011) studied the 
effect particle size had on powder dynamics and found velocity results, when larger 
particles were analyzed, were slightly higher than the smaller particle simulations; 
however, they concluded the differences were not very significant.  Cleary and Sawley 
(2002) found simulations, with respect to granular flow through a hopper, very sensitive to 
particle shape; citing that spherical particles moved faster and created different flow 
patterns than that of particles with elongated shapes.  However, they concluded that if shape 
was accurately modeled the DEM predictions reasonably simulated hopper processes.  
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Chung and Ooi (2007) looked at validating DEM models, of both spherical and non-
spherical grains, to the results of a confined compression test.  Their work specifically 
focused on the bulk response to particle friction and stiffness values as they related to the 
particle packing structure; concluding that the system was sensitive to the assigned initial 
packing assembly, more so for spherical particles than non-spherical particles.  
Additionally, they found that, while reducing the particle stiffness also reduced the bulk 
stiffness of the system, it did not have a noteworthy impact on force results. 
There have also been numerous sensitivity analyses conducted specific to particle flow 
through a hopper.  Yan et al. (2015) conducted an experiment modeling particles falling 
from a hopper to study the systems sensitivity to the angle of repose, flow rates, and 
velocity at the hopper aperture.  Their work investigated Young’s Modulus, the coefficient 
of restitution, the static friction coefficient, and the rolling friction coefficient.  Flow rate 
and the angle of repose were most sensitive to the static friction coefficient, somewhat less 
sensitive to the rolling friction coefficient, and insensitive to the coefficient of restitution 
and particle stiffness values.  Lastly, velocity at the hopper discharge outlet did not show a 
significant sensitivity to any of the material properties mentioned.  Anand et al. (2008) 
focused on discharge rates of spherical glass particles from a hopper and found them to be 
insensitive to the coefficient of restitution and the coefficient of rolling friction, and very 
sensitive to friction coefficient values, specifically particle to particle friction.  
Lastly, several studies specific to the angle of repose of granular systems are reviewed.  
Zhou et al. (2001) looked at the angle of repose of coarse granular spherical particles and 
found them very sensitive to particle sliding friction values and rolling friction values; 
where the angle of repose increased with an increase in either coefficient.  Additionally, 
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their work found the simulations were also very sensitive to particle size; where the angle 
of repose decreased with an increase in particle size.  Their work concluded that the angle 
of repose was insensitive to Young’s Modulus, Poisson’s ratio, and density values.  
Matuttis et al. (2000) investigated the angle of repose of powdered materials and concluded 
that increased particle sphericity decreased the angle of repose.  While the particle shape 
was not directly modeled in the proposed study, instead inserting a rolling friction 
parameter, Mead and Cleary (2015)’s work concluded, in a direct comparison of an 
equivalent experiment, that DEM modeling accounting for shape was viable. 
Fully understanding how DEM models respond to alterations in fundamental input 
values was necessary to build confidence in using the simulation as a predictive tool.  
Studies specific to particle stiffness have concluded that reasonable changes in Young’s 
modulus had no significant impact on experiment results; therefore, a reduction in particle 
stiffness was not expected to affect the dynamic predictions of the modeled flow.  Analyses 
with respect to reasonable changes in the coefficient restitution, density, and Poisson’s ratio 
have also given no indication of model dependency.  Alternatively, DEM models were 
found especially sensitive to the coefficient of friction. DEM simulations were also found 
to be sensitive to particle shape.  Applications that directly accounted for particle shape 
had good success; where, applications that modeled a rolling friction value reported 
questionable and contradicting results on the models ability to accurately simulate the 
dynamics associated with granular flow.  Therefore, inclusion of a rolling friction 
parameter must be conducted with care.   
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2.4.6. Defining the Rigidity Limit of Grains 
Numerous studies have concluded that decreasing particle stiffness did not affect the 
dynamic results of the model.  However, it was important to have guidelines for reducing 
the Young’s Modulus values in order to have confidence that the designated stiffness of 
the particles remain reasonable and that they continue to behave as rigid particles.   
To determine the rigidity of a particle da Cruz et al. (2005) suggested evaluating the 




 Eqn. 13.  
where, 𝑘𝑛 is the normal stiffness coefficient and P is the pressure acting on the grains.  
When 𝜅 approaches infinity the grain is perfectly rigid.  Their work showed that with values 
as low as 𝜅 = 104 the granular system behaved as if the grains were rigid. For Hertzian 
contacts, 𝜅 is defined as equation 14 below; 





 Eqn. 14.  
where, E is the Young’s Modulus of the particles in question.  Hence, as long as 𝜅 remains 
sufficiently large the deflection, or overlap, created by particles in contact is negligible.   
Therefore, as long as modelers stay above the limiting kappa value, denoting rigid 
particle behavior, simulated particles will still capture the dynamics of rigid grains.   
2.4.7. Rolling Friction Shape Factor 
Accurately simulating particle shape adds significant computation time (Jahani et al., 
2015; Wensrich and Katterfeld, 2012).  In turn, many DEM projects model particles as 
either discs (2D) or spheres (3D) to reduce the complexities associated with ascertaining 
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particle contacts and the corresponding force values (Jahani et al., 2015).  To overcome 
this computational hurtle, yet still incorporate the effects produced by shape, a rolling 
friction, also known as a shape parameter, is often applied to replicate the dynamics 
introduced by non-spherical particles (Wensrich and Katterfeld, 2012). 
Numerous rolling friction definitions have been developed since the creation of the 
DEM. Ai et al. (2011) summarizes the various proposed rolling friction models into four 
basic categories: constant directional torque models, viscous models, elastic-plastic spring-
dashpot models, and contact-independent models.  The constant directional torque model 
permanently applies a torque to each pair of particles in contact in the opposite direction 
of the particles motion (Ai et al., 2011).  This model can be unstable when applied to 
pseudo-static simulations, as they have been shown to produce an oscillating torque (Ai et 
al., 2011).  In the viscous model, a resistive torque that considers the normal force and 
angular velocity is applied at the contact (Wensrich and Katterfeld, 2012).  However, 
because this model is not suitable for simulations where collisional or frictional forces 
dominate, or in studies that simulate static particles, this model will not be further discussed 
(Ai et al., 2011).  The Elastic-plastic spring-dashpot model applies both a viscous damping 
torque and a mechanical spring torque that depends on the relative motion between two 
particles in contact (Ai et al., 2011; Wensrich and Katterfeld, 2012).  While this model for 
rolling friction was found to be more reliable than the constant directional torque model in 
a static environment, little difference was noted between the two models in dynamic 
environments (Ai et al., 2011; Wensrich and Katterfeld, 2012).  Lastly, contact-
independent models apply a torque to the individual particles, instead of particle pairs in 
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contact as was the case with the previous three models (Ai et al., 2011).  Models in this 
category are described as substandard and will not be discussed further (Ai et al., 2011).   
To date, rolling friction is the most widely accepted computationally beneficial 
technique to account for the effects of non-spherical particles; however, there is a lack of 
a general consensus for practical rolling friction values.  In order to address this concern, 
Wensrich and Katterfeld (2012) developed a method to assign rolling friction values based 
on particle angularity; this technique is described in detail in a later section.  It is also worth 
noting that rolling friction is not a parameter that can be physically measured, and inclusion 
of such may introduce uncertainty into the model.  Lastly, the implementation of a rolling 
friction parameter can become dependent on the project goal (Ai et al., 2011).  For example, 
a rolling friction technique used for creating a sand pile may not be the best model to 
represent an avalanche application (Ai et al., 2011).  Therefore, while a constant directional 
torque approach was used to validate the DEM model in the following investigation, the 
elastic-plastic spring-dashpot model was also simulated to determine the systems 
sensitivity to the applied rolling friction techniques.   
2.4.8. The Role of Interstitial Fluid in Mass Movement Events 
In this study, I used the DEM to simulate dry gravity-driven granular flows. In this 
section I explore some simple scaling arguments to help guide the selection of which 
natural flows these results are most likely applicable to.  Flows for which the analysis is 
applicable should be characterized by having momentum transport dominated by the solid 
granular phase with only a small contribution from the interstitial viscous fluid (McCoy, 
2012).  Thus, various avalanches in which the interstitial fluid is air should follow similar 
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dynamics to the flows simulated here.  Debris flows, in which the interstitial fluid is water 
or mud, are also likely targets under many natural conditions as the analysis below shows. 
Assuming uniform velocity for both solid and fluid phases, one simple measure to 
ensure that the momentum transport is dominated by the solid phase is that the solid mass 
of the flow is greater than the fluid mass of the flow per unit volume; or, the 𝑁𝑚𝑎𝑠𝑠, of the 
flow is greater than 1 (Iverson and Vallance, 2001; McCoy, 2012).  The 𝑁𝑚𝑎𝑠𝑠 of the flow 




 Eqn. 15.  
where, 𝑣𝑠 is the solid volume fraction, 𝜌𝑠 is the solid mass density, and 𝜌𝑓 is the fluid mass 
density (McCoy, 2012).  Most naturally occurring debris flows have a 𝑁𝑚𝑎𝑠𝑠 > 2; and 
therefore, are regarded as flows where momentum transport is conducted via the solid 
grains (Iverson and Vallance, 2001; McCoy, 2012).   
A second measure to ensure similarity to the simulations is that the inertial grain-
collisional stresses are larger than stresses resulting from shearing of the interstitial viscous 





 Eqn. 16.  
Where, ?̇? is the shear rate, 𝛿 is the grain diameter, and 𝜇𝑓 is the fluid viscosity (Iverson 
and Vallance, 2001; McCoy, 2012).  When 𝑁𝐵𝑎𝑔 > 450 momentum is transferred 
dominantly via particle-to-particle contacts and the intergranular fluid plays a negligent 
role (McCoy, 2012). 
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The simulations reported in this work model dry granular flows in which the 
intergranular fluid does not exist; therefore, in these flows the intergranular fluid does not 
contribute to flow dynamics.  However, as long as a mass movement event has a large 
𝑁𝑚𝑎𝑠𝑠 and 𝑁𝐵𝑎𝑔 results from the experiments presented herein should be applicable 
(Iverson and Vallance, 2001; McCoy, 2012).  A variety of debris flow events ranging from 
coarse-grain dominated flows to flows consisting of smaller, sand size, granular flows fall 
within the boundaries defined above (McCoy, 2012).   
3. Part 1: Validation of the Discrete Element Method Against Benchtop Granular 
Avalanche 
3.1. Introduction 
In any modeling investigation it is important to have confidence that the applied method 
can produce realistic and trustworthy solutions.  This is especially true for dynamic 
modeling techniques, as the precision of the employed contact model, as well as its 
corresponding input variables, dictate the dependability of the simulation (Yan and Ji, 
2010).  The following section focuses on the validation of a LIGGGHTS based DEM model 
against a bench-scale granular flow experiment conducted by Iverson et al. (2004) and 
outlined in their paper “Granular avalanches across irregular three-dimensional terrain: 2. 
Experimental tests”.  The validation model utilized an identical flume topography and 
hopper configuration as Iverson’s experiment.  Additionally, because Iverson’s work 
details independently measured system parameters, those served as the necessary model 
input arguments.  The experiment served to test our models accuracy in both static 
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(particles that remain trapped behind the hopper gate) and dynamic (particles failing down 
a complex 3D topography) flow conditions.  
 Mead and Cleary (2015) conducted a one-to-one comparison between a DEM model 
and Iverson’s benchtop Experiment A, with great success; however, the computational time 
required to complete such a task was substantial.  It is especially valuable for modelers to 
be capable of striking a balance between satisfactory model runtimes and realistic model 
dynamics.  The goal of the following chapter is to take Mead and Cleary (2015)’s work 
one step farther and validate a slightly modified DEM model that aims to decrease 
runtimes.  
3.1.1. Description of Benchtop Granular Avalanche Used for model Validation 
Iverson et al. (2004) conducted a series of small bench-scale dry granular flow 
experiments.  His work used two flumes with complex topography, Experiment A and 
Experiment B, designed to mimic the complexities of natural occurring terrain.  The 
experiments were 0.2 m wide and approximately 1 m in length, with an average slope of 
31.6°.  The hopper base and flat runout zone were composed of Formica; whereas, the 
flume topography was fitted with a urethane mold.  Procedural processes were the same 
for both experiments; however, flume topography, gate apertures, flow volume and particle 
properties varied between the two experiments. Experiment B was the focus of the 
validation study. 
Experiment B consisted of a homogeneous moderately spherical Ottawa quartz sand, 
with grain diameters ranging from 0.25-0.5 mm.  First the sand was poured from a 
graduated cylinder into a square hopper located at the top of the flume, where the hopper 
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bottom sat on a linearly sloping planar portion of the flume, until a mass of 476.5 g was 
inserted.  Next, the top of the sand pile was lightly raked to form a flat surface before it 
was released through a small centrally located gate, 4 cm in width, allowing the particles 
to flow via gravity.  Restricting the width of the gate, to less than the width of the flume, 
created an area of trapped particles on either side of the aperture and increased the 
complexity of the experiment by introducing a static component.  Once the mass had been 
released from the hopper, a small number of particles were retained behind a small lip, that 
transects the flume, which allowed for the mechanical adjustment of the aperture width of 
the hopper gate.   
Using laser-assisted analog cartography, mounted above the experimental flume, the 
progression of the flow was captured through time.  Additionally, the topography of the 
flow depth was captured through time using refracted laser beams set to 5 mm vertical 
contour intervals.  Their work also included independent tests to measure the properties of 
the sand used in the experiment.  Tilt-table tests were designed to record the internal friction 
angle and the basal friction angles of the flume and runout zone.  The testing allows 
modelers to directly input these values into their DEM simulations, removing added 
uncertainty that may result from property estimations.   
3.2. Methods 
A validation experiment between Iverson’s benchtop Experiment B and the DEM 
simulation was conducted to test the validity of the employed method.  The study 
investigated how accurately the DEM model, that directly mimicked a majority of the 
experimental properties, could replicate the observed experimental results.   Next, a 
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sensitivity analysis designed to test the models dependency on particle stiffness, size, and 
shape were conducted to investigate model dependencies to key input variables responsible 
for shorter runtimes. 
3.2.1. DEM Simulation Setup    
The models were built in three stages.  The first stage initially consisted of inserting the 
flume and experiment boundaries.  Next, particles were inserted into a hopper via gravity 
driven free fall.  The hopper was a square box extending 0.078 m in the x-direction, 0.2 m 
in the y-direction, and 0.1 m in the z-direction located at the top of the flume.  The front of 
the hopper was constructed from two fixed walls 0.08 m wide (on each side of the flume), 
a 0.04 m wide centrally located gate, and a small bed normal lip 0.171 mm high.  The 
hopper was filled with spherical particles, where particle sizes were uniformly distributed 
across a specified range of diameters, until a mass of 476.5 g had been reached.  This stage 
of the simulation was run until the particles came to rest (figure 3).   
In the second stage of the simulation, solid mesh walls were pushed across the sandpile 
top to achieve a flat surface.  This process was similar to the raking procedure executed in 
the experiment.  The meshes were inserted above the particles and slowly lowered into the 
hopper in order to reduce particle overlap, and the resulting elevated forces that would 
develop from instantaneous insertion.  The first wall was pushed from the back of the 
hopper to the front in a direction normal to the x-axis.  Next, a pair of walls (normal to the 
y-axis) were first lowered into the particles at the center of the of the hopper, then pushed 
to the outer edge, one at a time.   Lastly, another gate normal to the x-direction was, again, 
pushed from the back of the hopper to the front.  The use of gates was chosen because if 
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the top of the particles is trimmed, to achieve the flat surface, then mass within the system 
is not maintained and shaking the hopper introduces particle sorting into the system.  
Although using gates to grade the hopper surface took considerably more time than other 
methods, the end result closely mimicked the flat surface reported by Iverson, while 
incurring minimal sorting of particles and holding mass constant.  
 
Figure 3.  Flume configuration for the Iverson validation study.  Particles loaded into a 
hopper at rest.  Front hopper wall has been removed to highlight the width of the gate. 
 
The third stage released the front hopper gate allowing particles to flow, with gravity 
being the only driving force.  The flume topography and material properties closely 
mimicked that of the experimental setup.  The particles came to rest along a 0.58 m long 
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flat frictional runout zone at the toe of the slope.  This stage of the model was executed for 
eight seconds, the state of the system at that time was then compared to the state of the 
system in Iverson’s benchtop experiment. 
Iverson reported that a small lip was created as a result of the flume construction 
process.  The lip measured bed normal height of 0.2 mm.  We simulated the small lip as a 
vertical permanent mesh with a vertical height of 0.171 mm.  The topography across the 
opening of the flume between the left and right fixed gates do not follow the same 
elevation, the highest point between the gates, along the flume, was measured at 0.20226 
m and the lowest elevation was measured at 0.20213 m.  For the purpose of calculating the 
vertical height of the lip, the average of those two elevations represented the bottom of the 
lip and the resulting vertical height was rounded up to 0.204 m.   
3.2.2. Post Processing 
The LIGGGHTS output file details the position, force, velocity and energy acting on 
each connecting particle through time.  Since LIGGGHTS does not come equipped with a 
visual interface, the results presented herein were processed in Paraview, a powerful open 
source software.  The output file was first converted into a VTK format, compatible with 
Paraview, via an open source Python program.  Once in Paraview, these data could be 
visualized through time. 
3.2.3. Measured Flow Attributes  
Once the model output file has been loaded into the visualization software a consistent 
method for the measurement of various flow attributes was necessary.  The methods 
employed for each attribute are outlined below. 
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3.2.3.1. Evaluation of Runout Distance Data 
Understanding how far a flow will travel is an important aspect to hazard prediction.  
The runout distance of the flow was defined two different ways and was evaluated after 
eight seconds of runtime (Iverson validation study) or after the particles had come to rest 
(check dam experimental study).  All definitions were designed to eliminate isolated 
particles deposited by the dilated flow front from the runout distance measurement.   The 
two separate definitions for determining the location of the flow front, average farthest 
particle method and the continuous front method, represent a range of minimum and 
maximum runout values, respectively.  Each method returns a single value.  
Method 1: Average Farthest Particle 
The average farthest particle method measured the point at which connecting particles 
became discontinuous.  To determine discontinuity, the average farthest connecting 
particle string, in the x or down flume direction, was reported (figure 4).  The Iverson 
validation study separated the flume into five sections in the cross-flume direction and the 
check dam experimental study separated the flume into three equal sections in the cross-
flume direction.  The average of these sections was defined to represent the flow front, or 




Figure 4.  Determination of flow runout length using average farthest particle method. 
Top-down view of particles after flow has come to rest (check dam numerical study 
flume configuration).  Flow particles are pictured in blue and wall particles have been 
removed for viewer convenience.  Three strands of connecting particles (white lines) are 
averaged to determine total runout distance. 
 
Method 2: Continuous Front 
The continuous front method visually selected the first location where particles became 
discontinuous across the flume (figure 5).  The flume within the Iverson validation study 
was separated into five sections, in order to reduce bias generated from the flume 
topography.  The flume was considered as a single section in the check dam experimental 
study.  The runout distance was determined as the first particle size location of 




Figure 5.  Determination of flow runout length using the continuous front method. Top-
down view of particles after flow has come to rest (check dam numerical study flume 
configuration).  Flow particles are pictured in blue and wall particles have been removed 
for viewer convenience. The first location of particle sized discontinuity determines total 
runout distance. 
3.2.3.2. Evaluation of Center of Mass of Deposit 
An understanding of the flows center of mass is one of the last important measurements 
required for hazard prediction.  Using the LIGGGHTS center of mass command, a user 
defined calculation box was required as input values.  The center of mass was calculated 
for the main deposit located at the toe of the slope using a tightly constrained calculation 
box.  In the x-direction, the box ranged from the up slope side of the deposited sediment 
mass to the calculated flow front (measured by the continuous flow front method.  The y-
First location of particle discontinuity 
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direction included the entire flume width; and z-direction restricted the height of the box 
to that of the flume height above particle accumulation.  The resulting volume excluded 
particles that remained in the hopper, on the flume, and portions of the deposit that resulted 
from the diluted spray that developed ahead of the flow front.  
3.2.4. Designation of Rolling Friction Value 
The assessment of a rolling friction value is unlike all other model arguments because 
it cannot be directly measured. Wensrich and Katterfeld (2012) established a geometric 
model to estimate the coefficient of rolling friction of a given medium using the particles 
major and minor axes dimensions.  Their method is founded on the absolute value of 
eccentricity of an elliptical grain.  This value is then averaged over a surface of revolution 
to develop a relationship between the particle aspect ratio and the coefficient of rolling 
friction.  To utilize the method, the user first needs to measure the major and minor axis of 
the sample.  Next the user references equation 17 to estimate the coefficient of rolling 
friction based on the calculated aspect ratio, defined as the major axis divided by the minor 





 Eqn. 17.  
Where, 𝜇𝑟 is the coefficient of rolling friction, 𝑅𝑟 is the effective rolling radius of the 










 Eqn. 18.  
Where, e is the perpendicular distance from the origin (Wensrich and Katterfeld, 2012). 
Specific to the study herein, Iverson et al. (2004) published photomicrographs of sand 
used in their benchtop experiments.  To estimate the coefficient of rolling friction the major 
and minor axes of 31 grains, specific to Experiment B, were measured (figure 6) and the 
average value of each axis was used.  The aspect ratio of the sample was determined to be 
1.35.  Next, using Wensrich and Katterfeld (2012)’s figure 6, the coefficient of rolling 
friction for the sample was estimated to be 0.2.   
 
Figure 6.  Measurement of the major and minor axes of 31 sand grains 
used in Iverson et al. (2004)’s Experiment B. 
 
 While estimating the coefficient of rolling friction will not account for all of the 
complexities introduced by shape, as some inherent error may still exist, it does give the 
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modeler a defined method that allows them to independently assign a reasonable value to 
their model.   
3.2.5. Runout Distance Error Investigation 
An error investigation was conducted in an attempt to quantify the accuracy of the 
applied runout distance definitions.  The experiment was executed using the Iverson 
Experiment B flume along with the following model arguments in order to reduce model 
computation times: average particle diameter of 0.75 mm and a Young’s Modulus of 5 * 
106 Pa (table 1).  The experiment was executed a total of four times, each with unique 
packing of an identical mass of granular material into the hopper, to produce an 
independent model with the same input variables.  Since the DEM is a purely deterministic 
method, a model executed with the exact same arguments will evolve in the exact same 
arrangement every time.  Contrary to that, models that are executed with the same input 
arguments and a variance in the seed values will produce a slightly different packing order 
to the particles within the hopper.  The slightly different particle arrangement will carry 
throughout the simulation creating a slightly different orientation along the runout flume.  
The difference between each simulated event, in this case, was quite small; therefore, 
results presented below were representative of the error within the employed measurement 
definition and not representative of the variability in rearrangement of the grains within the 
model.  The benefit to using models with a unique configuration of particles between each 
simulation was the reduction in human bias introduced when analyzing models in which 




Once the models were created the runout distance was measured for each simulation to 
observe the variance in runout estimation.  Runout distance as a function of simulation 
number is plotted in figure 7 and describes the measurement error. Figure 7 indicates less 
error was incorporated 
into the average farthest 
particle method, 
resulting in almost 4 cm 
error (just over 0.5%); 
compared to the 
continuous front method, 
resulting in 1.3 cm error 
(2.25%).   
The significant 
increase in error 
observed in the 
continuous front method, as compared to the average farthest particle method, is likely due 
to several contributing factors.  First, there is a noteworthy amount of human bias 
 
Figure 7.  Calculated error within the average farthest particle 
method and the continuous front method.  Error bars 
represent one standard deviation. 
 
Table 1.  Comparison of material properties for Iverson’s Experiment B and the error 
investigation model 
Properties Iverson’s Experiment B  Error Investigation Model 
Diameter of sand grains (mm) 0.25-0.5 0.5-1 




Mass (g) 476.5 476.5 
Basal Friction (°) 25.60 ± 0.77 25.6 
Internal friction (°) 39.39 ± 0.23 39.4 
Young’s Modulus (Pa) 1.79 * 108 − 3.10 * 108 5 * 106 
   
41 
 
introduced into the methods definition.  Choosing the “first” location where the particles 
become discontinuous across the flume is highly variable and tends to indicate substantially 
reduced runout values.  To mitigate this problem, the definition uses the first location where 
void pockets are the size of a particle.  Conversely, within the average farthest particle 
method, not only are the longest connecting strands easier to define, they are then averaged 
together resulting in a reduction of the overall error.  A second contribution to the amount 
of measured error is specific to the measuring location of the particle. Because the scale of 
the system is so small, minor adjustments to the inquiry location of a particle can create 
increased differences in particle location measurements.  This is especially true for the 
continuous front method that is a created from a single value, and again, considerably less 
significant to the average farthest particle method where some of the error is lost due to 
averaging.  The continuous front method appears to be less repeatable than the average 
farthest particle technique; however, it may be more representative of the actual flow front 
and not the spray that develops ahead of the flow.  In addition to impacting the runout 
distance results, these error measurements are also directly applicable to the center of mass 
results, as center of mass is a function of runout distance.  Since there is inherent 
subjectivity in the runout definition the calculated error has been taken into account when 
discussing the results of the following studies.   
3.2.6. Validation Case 
The following simulation included input values independently measured from Iverson’s 
work.  However, it varied particle stiffness and shape to acquire reasonable runtimes, these 
values are summarized in table 2 below.  The validation case was somewhat softer than the 
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material used in Iverson’s work, though still well above the rigid grain criteria described 
above; hence, this difference should have little effect on flow dynamics.  A second 
significant alteration to the DEM model was with respect to particle shape.  While Iverson 
used rounded sand, this study used perfectly spherical grains.  The substitution in particle 
shape is likely to cause some differences in flow due to the lack of angularity given to the 
model particles.  In order to overcome this computational hurdle, the effectiveness of 
adding a rolling friction parameter was evaluated in the sensitivity analysis section below. 
Total simulation time for the validation model was just over 250 hours (approximately 10.5 
days) and the model consisted of approximately 850,000 particles.   
3.2.7. Particle Stiffness Sensitivity Analysis 
In order to greatly reduce the runtimes, it is highly beneficial to decrease the stiffness 
of the particles, while maintaining sufficient grain rigidity.  A series of simulations that 
varied particle stiffness were conducted to investigate changes in the runout response.  In 
order to complete the investigation on a single processor, within a reasonable amount of 
time, the following investigation utilized a larger grain diameter than the validation 
experiment.  Divergence from the validation piece included, again, using spherical particles 
Table 2.  Comparison of material properties for Iverson’s Experiment B and the 
validation model 
Properties Iverson’s Experiment B Validation Model  
Width of head gate (cm) 4 4 
Diameter of sand grains (mm) 0.25-0.5 0.25-0.5 




Mass (g) 476.5 476.5 
Basal Friction (°) 25.60 ± 0.77 25.6 
Internal friction (°) 39.39 ± 0.23 39.4 
Young’s Modulus (Pa) 1.79 * 108 − 3.10 * 108 5 * 106 
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and limiting the raking action to a single gate, normal to the x-direction, in order to 
significantly reduce runtimes.  Material properties for the sensitivity investigation are 
presented in table 3.  Total simulation time for the stiffness models ranged from 25 hours 
to 1,508 hours (approximately 63 days) and the model consisted of approximately 201,000 
particles.   
3.2.8. Particle Diameter Sensitivity Analysis 
Four models were designed to investigate how runout distance changes with particle 
size by increasing the average diameter of a uniform distribution of particles on the range 
listed in table 4 below.  All other particle properties remained consistent. 
The model runtimes for flow events consisting of an average particle diameter of 0.5625 
mm took approximately 80 hours with around 320,000 particles, an average particle 
diameter of 0.75 mm took just over 27 hours with a little over 200,000 particles, and lastly 





Table 3.  Comparison of material properties for the validation model and the particle 
stiffness sensitivity analysis 
Properties Validation Model 
Sensitivity Analysis 
(Young’s Modulus) 
Diameter of sand grains (mm) 0.25-0.5 0.5-1 




Young’s Modulus (Pa) 5 * 106 
4* 106 
5 * 107 
10 * 109 
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3.2.9. Rolling Friction Sensitivity Analysis 
To account for the aspherical nature of the experimental grains the constant directional 
torque rolling friction model and the Elastic-Plastic Spring-Dashpot (EPSD) rolling friction 
model were applied to the Iverson validation model using larger diameter particles (average 
diameter of 0.75 mm).  The results of the study suggested no difference in the runout 
distances between the two applied model types.  Therefore, the simpler constant directional 
torque model was the preferred rolling friction method and was employed in the following 
investigation.  A suite of simulations that encompassed a range of rolling friction values 
investigated how runout changes with the simulated shape effect.  Higher rolling friction 
values represent an increase in angularity.  Applied values are listed in table 5 below.  To 
conserve model runtimes, the sensitivity analysis was conducted using an average particle 
diameter of 0.75 mm and a reduced Young’s Modulus.   
Table 5.  Comparison of material properties for the validation model and the rolling 
friction sensitivity analysis. 
Properties Validation Model 
Sensitivity Analysis 
(Rolling Friction) 
Diameter of sand grains (mm) 0.25-0.5 0.5-1 




Rolling Friction Not Applied 𝑟= 
0.1  0.2   0.25   0.3 
0.4     0.5    0.75 
 
Table 4.  Comparison of material properties for the validation model and the particle 
diameter sensitivity analysis 
Properties Validation Model  
Sensitivity Analysis 
(Particle Diameter) 










Lastly, experiments were conducted that were modeled with the same model arguments 
as the validation study to independently verify the validity of the applied value.  Model 
arguments for this study are outlined in table 6 below. 
3.3. Results 
3.3.1. Validation Case 
In a nearly direct comparison study between the proposed DEM model and Iverson’s 
bench-top Experiment B, results from the two methods matched very well and are 
illustrated in figure 8.  As the flow was released from the hopper and surged downslope 
the initial spade like shape of the flow at 0.27 seconds appeared in both data sets.  As early 
as 0.27 seconds a front of saltating particles developed ahead of the flow front and led the 
flow until the flat runout zone where the particles eventually lost energy and deposited.  As 
the flow continued to travel down the flume two lobe fronts were created as the particles 
traveled across a smaller ridge in the topography.  The main mass of particles hit the flat 
runout zone at 0.48 seconds, and by 1.11 seconds particles were deposited, initially they 
created a circular shape, and slowed the remaining particles that were failing behind.  At 3 
seconds the number of particles failing down the flume had decreased, travelling down 
only one of the two topographic lows.  The flow continued to deposit upslope until the 
completion of the event at 8 seconds.  
Table 6.  Comparison of material properties for the rolling friction comparison study. 
Properties Validation Model 
Rolling Friction: 
Comparison Study 
Diameter of sand grains (mm) 0.25-0.5 0.25-0.5 




Rolling Friction Not Applied 











Figure 8.  Comparison between Iverson’s Experiment B results (left) and DEM 
validation results (right).  Results presented in a top-down view. 
 
 
Figure 9 overlays the results from Iverson’s experiment on top of the DEM validation 
results at 8 seconds.  The runout distance between the two cases was very similar, as was 
the time of emplacement of the runout mass.  The runout distance reported by Iverson was 
0.5176 m (measured along flume), where the simulation runout distance was 0.512 m 
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(measured along flume) according to the continuous front method, and 0.538 m (measured 
along flume) according to the average farthest particle method.  However, some differences 
between the two results were apparent.  The divergence between validation model and 
experiment was most dramatic in the hopper.  More particles remained in the hopper in the 
simulation than in the experiment.  Additionally, the angle of repose created from the 
simulated particles was significantly flatter than the angle created by the particles in the 
experiment.  This flatter angle was also noticeable with the particles stacked at the base of 
the flume along the runout zone.  The last noteworthy difference between the two flows 
was the total simulation time.  As previously mentioned, the runout properties as a function 
of time of emplacement correlated very well; however, the DEM model was still trickling 
out of the hopper after 8 seconds. 
3.3.1. Particle Stiffness Sensitivity Analysis 
Runout distance as a function of particle stiffness is plotted in figure 10.  A standard 
deviation of error has been added to the plot for reference.  With an increase in particle 
hardness, or Young’s Modulus, very little change, and no distinctive pattern, was observed 
 
Figure 9.  Top-down opaque, view of Iverson’s Experiment B overlain on top of the 
DEM validation results after an elapsed time of 8.0 seconds. 
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in the resulting runout distance.  With respect to the average farthest particle method, the 
data fell just outside of one standard deviation of error; yet, well within two standard 
deviations and the maximum observed error.  However, with respect to the continuous front 
method, a majority of the data plotted within a standard deviation of measurement error. 
  
Figure 10.  Runout distance as a function of Young’s Modulus values after 8 seconds.  
Error bars represent one standard deviation. 
3.3.2. Particle Diameter Sensitivity Analysis 
Runout distance as a function of 
particle diameter is plotted in figure 11.  
The runout distance recorded in 
Iverson’s experimental data is also 
displayed in green.  The average runout 
distance of the flow, for both the 
continuous front method and the 
average farthest particle method, 
increased as the average particle size 
increased.  Runout distance of the flow increased by as much as 0.1 m.  As particle diameter 
 
Figure 11.  Runout distance as a function of 
average particle diameter after 8 seconds.  
Error bars represent one standard deviation. 
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was increased, the divergence from experimental results also increased.  When the average 
particle diameter of the flow had been preserved, the simulation and experimental results 
closely matched. 
3.3.3. Rolling Friction Sensitivity Analysis 
Runout distance as a function of rolling friction is plotted Error! Reference source not 
found.in figure 12.  Large particle experiments are plotted on the left and small particle 
experiments on the right.  Specific to the large particle simulations, the runout distance 





=0.4.  While the continuous font method initially agreed 
more with the experimental data, as the rolling friction values increased, both methods 
came closer to matching the reported experimental runout distance. 
 
  
Figure 12.  Runout distance as a function of rolling friction after 8 seconds, for an 
average particle diameter of 0.75 mm (left) and 0.375 mm (right).  Error bars represent 




Based on a visual inspection of the rolling friction sensitivity analysis it was determined 
that a rolling friction value of 0.3 best matched the experimental data.  Due to the limited 
number of particles that exited the hopper in simulations with values greater than 0.3, the 
resulting angle of repose, for particles remaining in the hopper after a simulation time of 8 
seconds, was not clear enough to make an educated guess on how well they matched 
Iverson’s results.  When the geometry of the grain was taken directly into consideration, a 
rolling friction value of 0.2 was obtained from the method outlined by Wensrich and 
Katterfeld (2012).  Subsequent experiments were conducted at the small particle scale that 
simulated a rolling friction value of 0.2 and 0.3.   
Figure 13 overlays Iverson’s Experiment B on top of the small particle rolling friction 
simulations.  With an increase in applied rolling friction values, the deposit at the toe of 
the flume in the DEM model started to reproduce the pattern observed in the Experimental 
data more closely.  The angle of repose of particles that remained in the hopper steepened 
with increased rolling friction values, also looking more like the angle recorded in the 
Experiment.  However, the time of emplacement decreased as rolling friction values 
increased.  The number of particles that were released from the hopper in simulations that 
applied a rolling friction value were notably reduced when compared to simulations where 
no rolling friction value was applied.  Additionally, the accumulated mass at the toe of the 












Figure 13. Top-down, opaque view of Iverson’s Experiment B overlain on top of the 
DEM validation results (top), 
𝑟
= 0.2 (middle) and 
𝑟












3.4.1. Validation Case: Runout Distance as a Function of Time 
Flow dynamics for important parameters matched very well in the validation case.  This 
included the runout distance and time of emplacement.  While the modeled flow is still 
trickling out of the hopper after 8 seconds, the bulk of material has been transported.  This 
is likely the reason for a smaller volume of sediment accumulation along the base of the 
flume.  The differences between the simulation and experiment (the dissimilarity in the 
shape of the sediment remaining in the hopper and the accumulation of particles along a 
flatter angle at the base of the slope) likely result from neglecting particle shape.  The 
spherical particles formed a flatter angle of repose because they neglect the interlocking 
phenomena of the more angular particles used in Iverson’s experiment.  Introduction of a 
rolling friction improved these deficiencies; however, slight differences in reported runout 
distances remained between the two experiments.  
The position of the flow front over time between the bench-top experiment and the 
simulated DEM experiment track differently depending on the method employed; this is 
due to the way each method defines the flow front, where each method tracks a different 
position of flow.  The average farthest particle method tracks more of the particle spray 
instead of the bulk of particles that make up the front, as is the case with the continuous 
front method.  As the flow becomes increasingly agitated, the divergence from the 
experimental data increases.  The resolution within the experimental data is not likely to 
observe particles in the dilated spray.  Therefore, it is important for modelers to objectively 
determine the main front of the flow to ensure the bulk flow dynamics of the event are 
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being tracked, as opposed the agitated spray, that behaves differently.  Additionally, the 
average farthest particle data indicates that the behavior of the agitated sparse spray, ahead 
of the flow front, is significantly different than the behavior of the massive flow front itself.  
The similarity between the continuous front method and the experimental results confirm 
the mechanical behavior of the simulated flow is similar to that of the experimental flow.  
This behavior includes processes such as the acceleration of particles and the total runout 
distance of the flow. 
Lastly, a combination of the center of mass data with the two flow front definitions have 
proven to be an adequate representation of the flow front as a whole.  Where the flow front 
definitions may somewhat favor the agitated spray of the flow, the center of mass data look 
at the deposited mass as a whole.  Together they represent the two end members of runout 
distance. 
3.4.2. Particle Stiffness Sensitivity Analysis  
The lack of significant trends within the stiffness data, combined with the variability in 
data measurements falling within the calculated error introduced into the system, confirms 
the system is insensitive to Young’s Modulus values.  The result is a demonstration of the 
rigidity definition, proposed earlier by da Cruz et al. (2005).  While the grain hardness was 
reduced, particle stiffness values remain within the rigidity definition; therefore, preserving 
the dynamic properties of the grain collision interactions within the flow.   
The above observations in tandem with the aforementioned sensitivity analyses 
conducted on Young’s Modulus values and the particle scaling analysis described by da 
Cruz et al. (2005) provides great confidence to conclude that while the hardness of the 
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grains used within the simulation are an order of magnitude softer than particles used to 
execute Iverson’s Experiment B, they are still rigid enough to effectively reproduce the 
dynamic particle behavior.  An insensitivity to particle hardness, within the range of values 
evaluated in this study, is immensely beneficial providing a significant reduction in model 
run times. 
3.4.3. Particle Diameter Sensitivity Analysis 
Particle diameter sensitivity data demonstrate a significant sensitivity to particle size.  
Models simulating a smaller particle size displayed increased agreement with experimental 
data.  As particle diameter increases, runout distances significantly increase. This is likely 
due to the energy loss associated with each particle interaction.  Therefore, it is important 
to maintain a similar number of particle collisions within the simulation.  As the particle 
diameter increases, while the total mass of the system is held constant, the number of 
particles within the simulation decreases; therefore, the corresponding number of particle 
interactions also decreases.  Where there are fewer dissipative interactions over the course 
of the simulation, then runout distances will increase. 
Since the system is sensitive to particle size it is important for modelers to be aware of 
the systems dependence and try to match the particle diameter within their DEM model to 
the particle size of the system of interest.  In order to match small scale flume experiments 
or large scale insitu flow events correctly the simulations need to accurately represent the 
particle size within the flow event.   
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3.4.4. Rolling Friction Sensitivity Analysis 
The large particle rolling friction data approaches an asymptote with an increase in 
applied rolling friction values.  Increasing the amount of rolling friction applied to a 
simulation past this point will no longer influence flow runout distances.  As rolling friction 
is increased, particles are less likely to exit the hopper due to the additional resistive torque 
applied.  The application of a rolling friction value increases the angle of particle deposition 
at the base of the runout slope, which increases agreeability with the center of mass data 
between the DEM simulation and flow experiment.  
The method outlined by Wensrich and Katterfeld (2012), combined with the qualitative 
results from the rolling friction study, conclude that an applied constant directional torque 




=0.3 will capture most of the bulk dynamics of the 
flow.  While a noticeable portion of the static flow behavior has not been accurately 
simulated by the inclusion of a rolling friction parameter, the static behavior of the flow 
was not the main focus of the study.  Since the subsequent investigation into path shape 
does not allow particles to remain in the hopper, the consequences to not fully representing 
the static aspect of the flow are negligible.  Using a constant directional torque definition 
to simulate particle shape, does however, adequately capture a majority of the bulk 
characteristics of the dynamic portion of the flow. 
3.5. Summary/Overview 
It is important to have confidence that the phenomena resulting from modeling 
techniques are truly a result of the system and not a byproduct of poor model constraints 
or a lack of understanding in model dependencies.  Therefore, when modeling any 
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phenomena, it is important to validate the method against a measured system.  Here, a 
DEM simulation was validated against a bench-scale dry rock avalanche in a near one to 
one comparison allowing me to be confident that my simulations are capturing real flow 
dynamics.  Additionally, a sensitivity analysis was completed to determine the systems 
reliance on rolling friction, particle diameter, and Young’s Modulus.  A deeper 
understanding of the of the system sensitivities allows for the modification of input values 
in order to significantly reduce computation time without sacrificing accuracy in modeling 
important flow dynamics. 
Important flow dynamics between the DEM validation simulation and the bench-top 
experiment matched very well.  The validation experiment correctly predicted the 
acceleration and deceleration of the experimental flow; as well as, the total runout distance. 
Additionally, model runout predictions and time of emplacement of the flow correlated 
nicely to the bench-top experiment.  There was the agitated front of grains that developed 
just ahead of the massive flow of particles.  Depending on the location of the flow front 
measurement very different behaviors may be observed.   The saltating grains that comprise 
the spray ran out farther and accelerated faster than the succeeding dense flow front that 
tends to be controlled by the underlying topography.  Some differences occurred within 
particle stacking in the hopper and at the base of the flume; however, this was likely due 
to the spherical particle shape.   
The runout distance of the system appeared to be only slightly sensitive to rolling 
friction values; however, a clear dependency was apparent with respect to particle stacking.  
The system did show a clear dependency to particle size and should be taken into 
consideration when developing DEM systems.  As the model approacheed the 
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experimental particle size model accuracy in terms of runout distance, center of mass and 
particle velocity increased.  Therefore, if a DEM investigation is centered around 
accurately depicting experimental or in-situ flow observations, representative particle 
diameters need to be maintained.  The model was insensitive to particle stiffness values as 
long as particle rigidity was maintained.  A reduction in particle hardness is especially 
beneficial to any investigation.  This decrease in Young’s Modulus values while 
maintaining system dynamics was critical to assessing multiple simulations in a reasonable 
amount of time. 
The above investigation has accurately simulated the flow accelerations, deceleration, 
and flow runout properties of the experiment.  Additionally, the investigation adequately 
captured the runout distance and time of emplacement of the flow.  Therefore, I conclude 
that the model has generated accurate flow dynamics with complex flume topographies, in 
both a static and dynamic flow configuration.  Additionally, a clear understanding of the 
system sensitivities has been derived to increase the computational efficiency of DEM 
investigations.  
4. DEM Experiments Investigating the Influence of Check Dams on Granular Flow 
Runout Dynamics 
4.1. Introduction  
I ran a suite of experiments to investigate the influence path shape has on bulk flow 
dynamics; specifically, runout distance, center of mass, impact velocity, impact force, and 
system kinetic energy.  To create a baseline experiment with which to compare subsequent 
models, I ran a null case experiment that consisted of a linear flume topography with no 
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flow obstructions.  Next, I ran simulations with a single check dam of varying heights at 
several locations along the flume to observe the flows response to a change in dam position 
and height.  The results of these experiments will give insight into the dependency flow 
dynamics have on topographic shape and investigate the reliability of using path averaged 
properties to describe debris flow hazard.  
4.1.1. Experimental Setup 
The models here were built in a similar fashion as the Iverson validation study. The 
linear, plainer flume for each simulation dropped 0.64 m over a length 1.1 m, for an overall 
slope of approximately 31°.  The hopper was filled via gravity driven free fall, from above, 
with spherical particles until a mass of 0.4765 g was achieved (figure 14).  Particle size 
was uniformly distributed across a range of diameters from 0.04 m to 0.06 m. Each 
experiment consisted of approximately 38,000 particles.  The hopper was located at the top 
of the flume and extended 0.1 m in the x-direction, 0.2 m in the y-direction and 0.64 m in 
the z-direction.   The front of the hopper was constructed from a single fixed wall that 
extended the entire width of the flume.  The first stage of the simulation was completed 






Table 7.  Material properties  
Properties Values 
Width of hopper gate (cm) 0.2 
Diameter of sand grains (mm) 4-6 
Shape of grain Perfectly Spherical 
Mass (g) 0.4765 
Basal friction (°) 30.96 
Internal friction (°) 30.96 




The second stage of the simulation instantaneously removed the front wall of the hopper 
to allow the particles to flow downslope.  The second stage of simulation was not conducted 
for a given increment of time; instead, this stage of the simulation was complete when the 
particles within the system came to rest.  Understanding that the DEM model is insensitive 
to particle stiffness for a range of hardness values within the rigidity definition outlined by 
da Cruz et al. (2005), I used a reduced Young’s Modulus value to improve computational 
time.  Simulation properties are outlined in table 7.  Each experiment took between one to 
one and a half hours of combined simulation time, depending on dam height. 
 
 
Figure 14.  Null case flume configuration (linear flume topography with no flow 
obstructions).  Particles loaded into a hopper at rest.  Front hopper wall has been 
removed to highlight the width of the gate. 
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4.1.2. Evaluation of Force, Velocity and Kinetic Energy Data 
Flow impact force, flow velocity, and the total energetics of a flow are vital to hazard 
predication studies.  In order to obtain these data, Paraview’s capabilities of calculating the 
mean of all particles force and velocity magnitudes within a user defined volume were 
employed and the returned mean force and velocity components were compiled into 
graphical form.  The locations of the inquiry volumes, within Paraview, to collect force 
and velocity data are graphically displayed in figure 15.  The inquiry volumes were 
designed to capture the majority of the flow front and static particles were removed from 







Figure 15.  Inquiry volume A, located at 0.96 m along slope (top) and inquiry volume B, 






Inquiry volume A (located 0.96 m) was located at the base of the inclined portion of the 
flume and was designed to observe the flow front dynamics just prior to transitioning into 
the flat runout zone.  For dams located farther upslope (locations 0.6 through 0.86) this 
inquiry volume captured the initial spray of the flow after it reconnected with the flume at 
the base of the dam.  Reference table 8 for a complete list of dam locations.  For dams 
located farthest downslope (location 0.94 and 1.03) this inquiry volume captured the flow 
as it came off the dam, but before reconnection with the flume occurred.  A significant 
limitation to this inquiry volume location was that it measured different flow dynamics 
depending on which dam location was used.  Inquiry volume B (located 1.12 m) was placed 
on the flat runout zone, ten particle diameters down flume of the transition point was 
designed to observe the flow after transitioning off of the incline.  This inquiry volume was 
designed to be far enough away from the lowest dam location that the flow had time to 
settle somewhat before entering the window, but not so far out that the bulk of the flow 
from upslope dams would deposit before reaching the window; hence mitigating the 
deficiency of inquiry volume A. 
The inquiry volumes were then used to measure the flow at three different points in 
time.  The first point in time, 1.0 seconds, was designed to observe the spray of the flow 
front, the second point in time, at 1.5 seconds, observed the main bulk of the flow front, 
and the third point in time, at 2.0 seconds, measured the dynamics of the dense flow body.  
Additionally, LIGGGHTS was scripted to compute the total kinetic energy of the entire 
granular system at each timestep. These data were also presented in graphical form. 
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4.1.3. Evaluation of Runout Distance Data  
The procedures for measuring runout distance were identical to that described in the 
previous section on validating the DEM. 
4.1.3.1. Dynamic Angle of Repose and the Transport Slope Above a Check Dam 
The transport slope is defined as the natural occurring slope that forms after multiple 
flow events fill the catchment space behind a dam.  This slope is an accumulation of 
particles inclined at the dynamic angle of repose (Forsyth et al., 2001).  Once this slope is 
achieved the flow simply transports particles along the slope instead of scouring into the 
bed of particles.  The dynamic angle of repose was determined by creating an experiment 
that modeled a check dam (located at 0.6 m along the flume) with a horizontal top 
extending from the flume to the vertical dam face.  Next, a flow event was simulated by 
filling a hopper with spherical particles and releasing the mass.  Particles were allowed to 
come to rest and then the process was repeated two more times.  After three flow events 
were released, the depositional slope on top of the dam did not change with each subsequent 
flow event (figure 16).  For each dam height, the angle created by particles at rest on top 
of the dam was recorded.  The dynamic angle of repose is an average of the values obtained 
from the multiple experiments.  Once the average angle of repose for the experiment was 
determined, the resulting slope behind the check dam was fixed at this angle in all 








Figure 16.  Determination of transport slope angle.  Initially particles were 
loaded into a hopper, released, and allowed to come to rest at the bottom of 
the flume (top).  The hopper was re-loaded with particles (middle); where, 
the particles were, again, released and allowed to come to rest at the bottom 
of the flume (bottom).  Particles from the initial flow event are displayed in 




4.1.4. Null Case 
In order to establish a baseline of flow dynamics, a null case investigation was 
conducted, consisting of a simple linear flume topography with no flow obstructions (figure 
14).  Bulk flow properties were observed and recorded; including: runout distance, center 
of mass, impact velocity, impact force, and kinetic energy data.  All subsequent 
investigations were normalized to these reference data to analyze the effects of the check 
dams presence. 
4.1.5. Path Shape Investigation 
Next, simulations were conducted that focused on altering the flow path using a single 
dam placed downslope of the hopper.  The only variable that was changed across 
simulations was the channel shape.  A total of six dam locations were investigated (figure 
17).  These locations, measured along the flume, were as follows: 0.6 m, 0.69 m, 0.77 m, 
0.86 m, 0.94 m, and 1.03 m (table 8).  A suite of 7-9 additional experiments was then 
conducted at each dam location, that varied the vertical height of the check dam (figure 
17).  The simulated vertical dam heights ranged from 0.01 m to 0.09 m, in 0.01 m 
increments. 
 Table 8.  Modeled check dam location and heights   
Dam Locations (m) Dam Height (m) 












Figure 17.  Linear flume configuration with simulated check dam locations 
(top).  Range of check dam heights simulated at each check dam location 
(bottom). 
Dam Location = 0.6 m 
Dam Location = 1.03 m 
Dam Height = 0.06 m 
Dam Height = 0.01 m 
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4.2. Results  
The following examination observed changes in flow dynamics as a function of check 
dams relative to the null case.  Hence, figures have been presented in a normalized form to 
directly analyze changes in energy, impact velocities, runout distance, and impact force.   
4.2.1.   Time to Steady-State Velocity 
Using both the continuous 
front method and the average 
farthest particle method to 
track the flow front of the null 
case, the position of the flow 
front, along the X-axis, 
through time is plotted in 
figure 18.  The particles 
initially accelerated as they 
were released from the hopper 
and traveled down slope.  Just after 0.1 seconds the particles had reached a steady state 
condition.  This time to steady-state is likely a minimum due to the large acceleration 
resulting from the collapse of the vertical hopper face upon gate removal. 
4.2.2. System-Averaged Kinetic Energy Results 
The system-averaged energetics of the flow have been plotted against time, for each 
dam location, in figure 19.  The flow in the null case, absent of channel obstructions, 
accelerated continuously downslope until it reached a peak value; where it quickly 
 
Figure 18.  Flow front position of null case (measured 
along slope) through time. 
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deaccelerated upon reaching the flat run out zone.  The acceleration and deceleration 
occurred over a relatively short period of time. 
Regarding experiments that simulated check dams, the energy profile initially began 
congruent with the null case, where the flows accelerated downslope after they had been 
released from the hopper.  However, a systematic decrease in energy was observed at 
different locations in time; where the smallest dam heights showed very little loss of energy 
compared to their larger counterparts.  Regarding the peak kinetic energy, a significant 
decrease was observed between the small and large dam cases. Larger dam heights 
decelerated more rapidly than their smaller counterparts.  The smallest dam heights lost the 
most energy in the shortest span of time; where, the time required to lose energy increased 
with increasing dam heights.  The largest dams spread the energy loss over the longest 
period of time.  Rotational energy is plotted in red and scales closely with the translational 
energy data.   
4.2.2.1. Work Results 
Figure 20 plots the normalized work of the granular flow against simulated dam heights 
for each dam location.  An increase in dam height decreased the amount of work done.  As 
dam placement was moved upslope, farther away from the runout zone, the amount of work 






Figure 19.  Total kinetic and rotational energy of the system, normalized against the null 
case, for each dam location as a function of time.  Solid dark black/red line represents 
the null case with lines progressively lightening with increasing dam heights. 
 
Dam Location = 0.6 
Dam Location = 0.94 Dam Location = 1.03 
Dam Location = 0.77 Dam Location = 0.86 
Dam Location = 0.69 
Null Case  




Figure 20.  Work, normalized against the null case, as a 
function of dam height for each dam location. 
4.2.3. Velocity Results 
Figure 21 displays the normalized velocity versus dam height.  Results from inquiry 
volume A are plotted in the top row and results from the inquiry volume B are plotted in 
the bottom row.  
Impact velocities at 1.0 seconds were representative of the dilated spray that developed 
ahead of the flow front.  Different trends in velocity were observed between inquiry volume 
A and inquiry volume B.  Inquiry volume A displayed that dam locations 0.6 and 0.86 
lacked an obvious trend in velocity with increasing dam heights; where, dam locations 
0.69, 0.77, and 0.86 indicated a slight decrease in velocity with increasing dam heights.  
Conversely, inquiry volume B depicted an increase in velocity with increasing dam heights 







































































































































Inquiry volumes analyzing the flow at 1.5 seconds observed the impact velocities of the 
main consolidated flow front.  Impact velocities decreased with increasing dam heights for 
each dam location.  While the effects were seemingly minor for the dam location 0.94, 
recorded in inquiry volume A, the trend was consistent with all other dam locations for 
both viewer windows. 
Lastly, at 2.0 seconds the main body of the flow was passing through the inquiry 
volumes.  A lack of consensus for impact velocities occurred between the inquiry volume 
locations.  Inquiry volume A recorded an increase in velocity with increasing dam heights, 
for each dam location.  Additionally, each dam location was approaching a uniform peak 
velocity.  However, viewer window B was void of any consistent discernable trends. 
4.2.4. Runout Distance Results 
Normalized runout distance as a function of dam height is plotted in figure 22.  Error 
bars span one standard deviation as quantified in the error analysis described above.  With 
respect to the average farthest particle method, dams located upslope (near the hopper) 
were absent of any trends connecting runout distance with increasing dam heights.  Dam 
locations 0.86 and 0.77 (near the runout zone) suggested a decreasing trend in runout 
distance with increased dam heights.  Conversely, the continuous front method initially 
indicated runout distance decreased with increasing dam height.  However, a systematic 
reverse in trend was observed as a function of dam location.  The reverse in trend appeared 
first with dams closer to the hopper and moved downslope with increasing dam heights.  It 
should be noted that the scale at which runout distance was affected by the presence of the 
check dams was very small, with a maximum influence at 4%. 
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4.2.5. Center of Mass Results 
The normalized center of mass of the flow is plotted against dam height with a standard 
deviation of error in figure 23.  Data 
resulting from both the average farthest 
particle method and continuous front 
method showed similar agreement.  
Parallel to the runout distance results, 
the center of mass data initially 
decreased with increasing dam heights.  
As the location of the check dam 
progressed downslope, toward the flat 
runout zone, the trend systematically reversed with increasing dam heights, forming a clear 
V-shaped pattern.  Furthermore, scaling with the runout distance data, the maximum degree 
to which the system was influenced was approximately 4%. 
  
Figure 22.  Runout distance, normalized against the null case, as a function of dam height 
for each dam location.  The continuous front method is pictured left and the average 
farthest particle method is pictured right.   Error bars represent one standard deviation. 
 
Figure 23.  Center of mass, normalized 
against the null case, as a function of dam 
height for each dam location.   Error bars 

























































































































4.2.6.  Force Results 
Normalized impact force results have been plotted against dam height in figure 24.  Data 
from viewer window A are plotted above those for viewer window B at 1.0, 1.5, and 2.0 
seconds.  A high degree of variability was apparent in the figures. 
4.3. Discussion 
Initially, flows gained kinetic energy rapidly as they accelerated downslope.  Once the 
flow impacted the transport slope (the lower inclination slope above the dam) flows slowed 
due to the reduction in slope angle.  This is recorded on the system-averaged kinetic energy 
plot as the first point in time at which the rate of energy increase slows.  After contacting 
the dam, the flow accelerated downslope until the flat runout zone; where, the transition to 
the runout zone was designated by the peak system-average kinetic energy.  Lastly, as the 
flow progressed along the flat runout zone, it decelerated until the energy of the system 
had been dissipated. 
Flow duration notably increased with increasing dam height.  Peak energies are 
significantly trimmed with larger dams because the reacceleration downslope of the dam 
does not compensate for the much less rapid rate of energy gain on the transport slope 
above the dam. The total kinetic energy of the system at the start of the runout zone is 
approximately half the kinetic energy from the largest dams when compared to the null 
case.  For flows over smaller dams, agitation due to the dam was minimal.  Perturbation of 
the flow increased with increasing dam height.  Flow perturbation is significant with larger 
dams; where, particles exiting the dam are highly agitated and the flows take longer to exit 
the dam, creating a trickling of particles.   
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The reduction in work done by the flow due to the presence of the dam indicates that 
the total energy within the system is actually being dissipated, as opposed to offset by the 
long trickle of particles off the dam near the end of the flow.   
Differing trends within the impact velocity data for different locations within the flow 
indicate that the flow mechanics are different in the dilated flow front compared to the 
dense bulk of the flow.  The agitated front of the flow (dominated by saltating particles) 
behaved differently from both the consolidated flow front and the main body of the flow; 
because the focus of this investigation is on the hazard created by the consolidated flow 
front of a mass movement event, the following discussion will focus on measurements 
representative of the consolidated flow front (1.5 seconds in time).  A general decrease in 
impact velocity with increasing dam heights suggests the impact velocities are sensitive to 
the presence of the dam.  As the check dams are moved upslope flow velocity was less 
affected.  This is likely a result of the abundant time the flow has to reaccelerate back to, 
or near to, its terminal velocity after impacting the dam.  In this regard, dam location is 
quite important because if you place the structure near the initiation zone the failed mass 
will flow over the dam and have plenty of slope remaining to reach terminal velocity again; 
hence, erasing any effects on the flow as a result of the dam.  Therefore, if the check dam 
is placed farther upslope the consolidated flow front velocity is less sensitive to dam height.  
It was initially predicted that the various definitions of runout distance would be 
sensitive to check dam placement; however, both center of mass data and runout data had 
proven to be less sensitive markers.  While systematic trends existed within both the runout 
distance and center of mass data, the degree to which they were effected by changing dam 
height and location was small when compared to changes observed in system-average 
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kinetic energy and consolidated flow front impact velocity.  The trend reversal observed in 
the runout data is likely a function of multiple complicated processes that appear to depend 
on the flow-particles interaction with the deposited mass.  The complexities of the different 
flow front dynamics being measured between the more dilated spray and the compact flow 
front add to the complexity of the problem.  However, the resulting data from both runout 
distance and center of mass calculations strongly suggests that these are not the most 
sensitive characteristics of the flow to describe a change in bulk flow dynamics as a 
function of check dam placement. 
The impact force data was quite sporadic and lacked any discernible trends throughout 
the dataset as a whole.  This is likely due to the large variability in particle scale and the 
rather small number of particles over which the averages were calculated in each inquiry 
volume. 
A decreasing sensitivity to check dam location and size is observed with a reduction in 
sample size from the various data collection techniques.  Energy plots reveal the cleanest 
data set with the most obvious trends; where, the energy of the system as a whole is 
averaged in order to determine the total energetics of the flow through time.  A limited 
number of particles are sampled within each inquiry volume that provides the averaged 
impact force and velocity data.  Velocity results are not consistent between the viewer 
windows through time and not enough particles are sampled to smooth the resulting force 
data.  Lastly the center of mass and runout distance data, while displaying clear trends, 
only vary by a maximum of 4%.  Therefore, where the system as a whole is taken into 
account, clean trends are observed in the resulting data.  As the sample size is reduced the 
noise within the resulting data set are increased.   
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Granular flow dynamics are sensitive to path shape.  Check dams, if appropriately 
placed, are effective at reducing the total energy of the flow and reducing the impact 
velocities of the consolidated flow front.  While the runout distance of a mass movement 
event is likely the most import hazard prediction tool, further investigations into the 
dynamics responsible for flow deposition and runout distance is necessary to fully 
understand the controlling mechanics behind the center of mass of a deposition.  It is 
important to note that the current study only focuses on the changes in runout distance as 
a function of a single dam location within a flow channel.  If additional dam locations 
within the same flow channel have an additive effect on runout distance and center of mass, 
then multiple dams may perturb center of mass and runout distance of a flow by a 
significant amount.  The response runout distance has as a function of multiple dam 
locations should be studied in detail in future investigations.    
5. Conclusion 
The DEM has been gaining popularity since its creation and has been employed in a 
variety of research topics.  Typically, DEM studies sacrifice model complexities (such as 
2D particle space instead of 3D, simulation size, or complexity of boundary conditions) or 
input parameters (such as particle size, stiffness, or shape) in order to accommodate 
reasonable model runtimes.  To date there has not been a DEM investigation into granular 
flow events that utilizes a large scale, complex 3D topographic profile that also 
accommodates practical runtimes.  In a near one to one comparison using Iverson et al. 
(2004)’s small bench scale Experiment B, that incorporated both static and dynamic flow 
properties, my DEM model successfully predicted the bulk flow dynamics of the benchtop 
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experiment.  The addition of a sensitivity analysis investigating particle stiffness, size, and 
shape allowed for insensitive model variables to be confidently reduced in order to 
optimize model runtimes without sacrificing dynamic flow predictions.  The sensitivity 
analysis highlighted the DEM’s dependency to particle diameter; where, smaller particle 
simulations decreased particle runout distances.  The sensitivity to particle diameter is 
likely a dependency the system has on the number of inelastic particle interactions that are 
imperative to the energy dissipation process of the simulation.  Therefore, it is 
recommended for modelers to consider the role particle size has specific to their application 
and design their experiments accordingly.  If a direct comparison to a natural event is the 
key focus of the investigation, particle size should be strictly adhered to; however, if an 
investigation is centered around the results of subsequent investigations relative to a base 
condition, particle size may be less critical to the investigation.  The DEM also has a slight 
dependency on particle shape; however, the sensitivity is notably higher for static particle 
conditions than dynamic particle conditions.  Mead and Cleary (2015) demonstrated that 
the direct inclusion of particle shape into a DEM simulation confidently reproduces the 
bulk dynamic and static behaviors of granular flow; however, utilizing particle shape in 
this form introduces a complex shape calculation and extends the model runtimes.  
However, the validation investigation demonstrated that a majority of the bulk dynamic 
properties of the flow were adequately represented by means of a constant directional 
torque rolling friction parameter.  Additionally, estimating appropriate rolling friction 
values using particle shape, as outlined in Wensrich and Katterfeld (2012), proved to be a 
viable approach, even if a the method seemed to slightly overestimate the needed rolling 
friction value.  Lastly, DEM simulations were found to be insensitive to particle stiffness 
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for Young’s Modulus values within the rigidity definition outlined by da Cruz et al. (2005).  
A reduction in stiffness values significantly reduced model runtimes allowing for 
subsequent investigations to increase model complexities.  Confident that the DEM model 
was predicting accurate experimental flow dynamics, with realistic runtimes, it was 
employed to investigate the dependency bulk flow dynamics have on path shape.  
There are many techniques that can be utilized to predict and/or estimate the runout 
distance of a debris flow.  Dynamic modeling techniques are often overlooked due to the 
large amount of time required to investigate a problem and they often require a large 
amount of skill.  Due to the need for a time efficient method to predict important debris 
flow properties, flow based empirical relationships were established; however, they are 
often accompanied by considerable limitations.  Empirical relationships are established 
using flow path averaged properties such as the total change in elevation of the flow or the 
total runout length.  By using path averaged properties empirical methods neglect influence 
from the shape of the flow channel.  The current study concludes that variable path shape 
played an important role in energy dissipation and impact velocities of the flow.  Events 
that traversed a linear flume compared to those with a check dam, at full sediment capacity, 
encountered up to a 40% reduction of peak kinetic energy; additionally, flows with altered 
channel path configurations tended to exhibit reduced impact velocities.  This reduction in 
energy and impact velocity can have significant implications to downslope communities; 
however, effects are lost when only considering path averaged properties.  The degree to 
which energy wass dissipated and impact velocities were reduced were dependent on dam 
location along the flow channel.  Structures placed closer to the initiation zone expelled 
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less work; however, they exhibited higher impact velocities than their counterparts located 
closer to the runout zone.   
With additional understanding of the mechanical behavior of debris flows, better hazard 
classification procedures can be developed, as well as, more effective hazard mitigation 
techniques.  It is important to first have an understanding of the mechanically simplest case 
of dry rock avalanches.  Once this case has been fully explored the modeler can start to 
layer in complexities, while confident the results are truthful.  This investigation lays the 
ground work for subsequent experiments.  Continuation of this work would include varying 
the number of dams within a single flume configuration to investigate if multi-dam 
configurations have an additive effect on bulk flow dynamics, varying flume shape 
(concave up and convex up flume topographies for example) to inquire optimal dam 
placement along common slope profiles, and a deeper investigation into the efficiency of 
a fixed transport slope (as employed in this study) or a dynamic transport slope where 
sediment flux along the dam is represented.  With a better understanding and knowledge 
of debris flow dynamics, future potential catastrophes will hopefully be reduced or avoided 
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