In statistical analysis of measurement results, it is often necessary to compute the range [V , V ] of the population variance
i ; see, e.g., [14] .
These values are useful, e.g., in detecting outliers: once we know the mean E and the standard deviation σ def = √ V of the normal values, we can determine outliers as values x i for which |x i − E| σ, i.e., |x i − E| ≥ k 0 · σ for some k 0 (usually, k 0 = 2, 3, or 6).
Outliers are important in many application areas: in non-destructive testing, outliers indicate possible faults; in geophysics, outliers should be identified as possible locations of minerals; in medicine, outliers indicate possible illnesses, etc.
The more data point we take, the more accurate the resulting estimates for E and V . Thus, in many practical applications, we process large amount of data: in geophysics, we process thousands and millions data points; in processing census data, we process data about millions of people, etc.
Interval uncertainty. In many real-life situations, due to measurement uncertainty, instead of the actual values x i of the measured quantity, we only have intervals x i = [x i , x i ] of possible values of x i [7, 14] . Usually, the interval x i has the form [ x i − ∆ i , x i + ∆ i ], where x i is the measurement result, and ∆ i is the known upper bound on the absolute value |∆x i | of the (unknown) measurement error ∆x i def
Another source of interval uncertainty is the existence of detection limits for different sensors: if a sensor, e.g., did not detect any ozone, this means that the ozone concentration is below its detection limit DL, i.e., in the interval [0, DL] .
One more source of interval uncertainty is discretization: to study the effect of a pollutant on the fish, we check on the fish daily; if a fish was alive on Day 5 but dead on Day 6, then the only information about the lifetime of this fish is that it is somewhere within the interval [5, 6] ; we have no information about the distribution of different values in this interval.
Yet another source of interval uncertainty is privacy. In biomedical systems, statistical analysis of the data often leads to improvements in medical recommendations; however, to maintain privacy, we do not want to use the exact values of the patient's parameters. Instead, for each parameter, we select fixed values (thresholds), and for each patient, we only keep the corresponding range. For example, instead of keeping the exact age, we only record whether the age is between 0 and 10, 10 and 20, 20 and 30, etc.
Finally, intervals occur if instead of measurements, we use expert estimates for difficult-to-measure quantities: experts can rarely describe exact values of the physical quantities; at best, they can provide the bounds on the possible values, i.e., intervals which contain the (unknown) actual value of the quantity of interest.
In statistical analysis, it is necessary to take into account interval uncertainty. As we have mentioned, in many practical situations, it is desirable to know the mean E and the variance V . In case of interval uncertainty, different values x i ∈ x i lead, in general, to different values of E and V . It is therefore desirable to compute the ranges
Example of practical applications: in brief. Interval ranges for statistical characteristics have been successfully used in geophysics [12, 13] , in environmental science, and in many other application areas; see [10, 11] and references therein.
Computing the range of variance under interval uncertainty: what is known. Since the population mean E is a monotonic function of its n variables x 1 , . . . , x n , its range can be easily computed as
The population variance V (x 1 , . . . , x n ) is, in general, not a monotonic function of its variables x i ; so, we cannot easily indicate the values at which this function attains its minimum and maximum. It can be easily checked that population variance is a convex function; thus, we can use known efficient (polynomial time) algorithms of convex optimization to find the minimum V of this convex function V (x 1 , . . . , x n ) on the convex box x 1 × . . . × x n . For this particular convex function, it is possible to describe algorithms which are faster than in the general convex case: namely, we can compute the lower bound V in time O(n · log(n)); see, e.g., [11] .
For the upper bound V , the situation is more complicated. Specifically, it is known that the maximum of a convex function on a convex set is attained at one of its extreme points. Thus, the maximum V is attained at one of the extreme points of the convex box x 1 × . . . × x n , i.e., when for every i, the variable x i is equal to one of the endpoints: x i = x i or x i = x i . In general, there are 2 n combinations of n such endpoints; so, we can compute V by finding the maximum of 2 n corresponding values. The computation time for this computation grows exponentially with the size n of the problem.
It is known that in general, computing V is an NP-hard problem [5, 11] . This NP-hardness result means that (unless P=NP) no general algorithm is possible that would always compute V in feasible (polynomial) time -i.e., crudely speaking, that in the worst case, the exponential computation time is inevitable. It is, however, possible to compute V in polynomial time in some practically reasonable cases. In general, we can have both high-accuracy data points (e.g., points with narrow uncertainty intervals) and low-accuracy fata points (e.g., points with much wider uncertainty intervals). For example, in addition to accurate measurements that provide narrow intervals for the values of the desired quantity, we may have expert estimates that come from expert estimates. It is well known that in statistics, if we have a large number of high-accuracy data points, then the additional information provided by low-accuracy data points is negligible; as a result, usually, in statistical analysis, only high-accuracy data points are taken into account. With this practice in mind, it is reasonable to restrict ourselves to the case when all the intervals are approximately of the same width. This happens, e.g., when all measurements have been done by a single measuring instrument (or by several measuring instruments of the same type).
How can we describe this mathematically? A clear indication that we have two measuring instruments (MI) of different quality is that one interval is a proper subset of the other one:
. Thus, the condition that all data points are of the same accuracy means can be formalized as a requirement that no interval is a proper subinterval of another one.
This property holds for other sources of interval uncertainty: e.g., for detection limits, we have intervals of the type [0, DL i ] for which [0, DL i ] ⊆ (0, DL j ); in the privacy case, we have intervals [b k , b k+1 ] between two consecutive thresholds, none of which is a proper subset of the other, etc.
In this practically useful case, there exists an algorithm for computing V in time O(n·log(n)) [3] . Actually, this algorithm works in a more general case, when the above "proper subset" property holds only for the "narrowed" intervals: namely, for the case when no "narrowed interval" [x
, is a proper subinterval of the interior of another narrowed interval, i.e., when
In this paper, we describe two new linear-time algorithms:
• a linear-time algorithm that computes V for all possible intervals, and
• a linear-time algorithm that computes V for intervals that satisfy the above subset property.
Linear-Time Algorithm for Computing V
Our new algorithm is based on the known fact that we can compute the median of a set of n elements in linear time (see, e.g., [2] ); our use of median is similar to the one from [1, 6] . Let us first describe the algorithm itself; in the Appendix, we provide a justification for this algorithm.
For simplicity, let us first consider the case when all the intervals are non-degenerate, i.e., when ∆ i > 0 for all i.
The proposed algorithm is iterative. At each iteration of this algorithm, we have three sets:
• the set I − of all the indices i from 1 to n for which we already know that for the optimal vector x, we have x i = x i ;
• the set I + of all the indices j for which we already know that for the optimal vector x, we have x j = x j ;
• the set I = {1, . . . , n} − I − − I + of the indices i for which we are still undecided.
In the beginning, I − = I + = ∅ and I = {1, . . . , n}. At each iteration, we also update the values of two
In principle, we could compute these values by computing these sums, but to speed up computations, on each iteration, we update these two auxiliary values in a way that is faster than re-computing the corresponding two sums. Initially, since I − = I + = ∅, we take E − = E + = 0. At each iteration, we do the following:
• first, we compute the median m of the set I (median in terms of sorting by x i );
• then, by analyzing the elements of the undecided set I one by one, we divide them into two subsets
• we compute e At each iteration, the set of undecided indices is divided in half. Iterations continue until all indices are decided, after which we return, as V , the value of the population variance for the vector x for which x i = x i for i ∈ I − and x j = x j for j ∈ I + .
Comments.
• This same algorithm can be easily applied if one of the intervals consists of a single point only: this value is plugged in and the variable is eliminated.
• For readers' convenience, all the proofs -that the algorithms are correct and that they require linear time -are placed in a special Appendix.
• As with all asymptotic results, a natural question arises: how practical is the new linear time O(n) algorithm? For which n is it better than the known O(n · log(n)) algorithm for computing V ? In general, the answer depends on the constants in the corresponding asymptotics. The constant for the known O(n · log(n)) algorithm is ≈ 1. As one can see from the proof, for our new algorithm, the constant is the same as for known linear time algorithm for computing the median, i.e., it is ≈ 20 [2] ; thus, the new algorithm is better when log 2 (n) > 20, i.e., when n > 10 6 . We have mentioned that in many practical applications we do need to process millions of data points; in such applications, the new algorithm for computing V is indeed faster.
Linear-Time Algorithm for Computing V
• the set J − of all the endpoints x i and x j for which we already know that for the optimal vector x, we have, correspondingly, x i = x i (for x i ) or x j = x j (for x j );
• the set J + of all the endpoints x i and x j for which we already know that for the optimal vector x, we have, correspondingly,
• the set J of the endpoints x i and x j for which we have not yet decided whether these endpoints appear in the optimal vector x.
In the beginning, J − = J + = ∅ and J is the set of all 2n endpoints. At each iteration, we also update the values
At each iteration, we do the following:
• first, we compute the median m of the set J;
• then, by analyzing the elements of the undecided set J one by one, we divide them into two subsets
we also compute m + = min{x : x ∈ Q + };
• we compute e At each iteration, the set of undecided indices is divided in half. Iterations continue until all indices are decided, after which we return, as V , the value of the population variance for the vector x for which:
• x j = x j for indices j for which x j ∈ J − ,
• x i = x i for indices i for which x i ∈ J + , and
• x i = r for all other indices i.
Computing Entropy under Interval Uncertainty: Formulation of the Problem
For a probability distribution with probabilities p 1 , . . . , p n , p i = 1, the amount of uncertainty can be described by Shannon's entropy
In practice, we sometimes only know the intervals Since the function S is concave, computation of S is feasible [9, 15] ; however, computing S is NP-hard [16] . For the case when no interval [p i , p i ] is a proper subset of the interior of another interval p j , we have proposed, in [16] , an O(n · log(n)) algorithm for computing S.
• a linear-time algorithm that computes S for all possible intervals, and
• a linear-time algorithm that computes S for intervals that satisfy the above subset property. 
Linear-Time Algorithm for Computing S
The proposed algorithm for computing S is similar to the algorithm for computing V ; the only difference is in the replacement part: once we computed m, P − , P + , e − , and e + , we do the following: 
For this problem, linear-time algorithms are known; see, e.g., [1, 6] . Let us show that this problem can be also solved by a simple modification of the above algorithm.
It is known that the smallest possible value a of the linear form For that, we follow the above iterative algorithm while it computes I − and I + . We continue iterations until we have only one undecided index I = {k}, after which we return, as a, the value of the linear function 
The proposed algorithm is similar to the algorithm for computing V ; the only difference is that for computing S, at each iteration, instead of computing r = e − + e
Open Questions
Can similar linear-time algorithms be proposed for computing the endpoints of the intervals for the quantities E − α · √ V and E + α · √ V -which are important in detecting outliers [4, 10] ? for computing other statistical characteristics -like moments or covariance?
Appendix: Proofs
Proof that the new algorithm for computing V requires linear time. At each iteration, computing median requires linear time, and all other operations with I require time t linear in the number of elements |I| of I: t ≤ C · |I| for some C. We start with the set I of size n; on the next iteration, we have a set of size n/2, then n/4, etc. Thus, the overall computation time is ≤ C · (n + n/2 + n/4 + . . .) ≤ C · 2n, i.e., linear in n.
Proof that under the subset property, the new algorithm always computes V . Similarly to [11] , one can easily show that since no two narrowed intervals are proper subsets of one another, they can be linearly ordered in lexicographic order. In this order, we have x
n , and, thus, the averages
In [3] , we have shown that in this sorting, the value V is attained at one of the vectors
In [3] , we also analyzed the change in V (x (k) ) when we replace x (k) with x (k−1) , i.e., when we replace x k
Multiplying both sides of this inequality by n, we get an equivalent inequality x
When we go from k to k + 1, we replace the larger value x k+1 in the sum n · E k by a smaller value x k . Thus, the sequence n · E k is strictly decreasing with k, while x − k is (maybe non-strictly) increasing with k.So, once we have n · x − k < E k , i.e., V k−1 < V k , these inequalities will hold for smaller k as well. Similarly, once we have n · x − k > E k , i.e., V k−1 > V k , these inequalities will hold for larger k as well. Once we have n·x
In other words, the sequence V k first increases (V k > V k−1 for k = 1, 2, . . .) and then starts decreasing (V k < V k−1 for larger k), with one or two top values.
For each m,
, this means that the value k max corresponding to the maximum of V is ≤ m; hence for all the indices ≤ m, we already know that in the optimal vector x, x i = x i . Thus, these indices can be added to the set
, this means that the value k max corresponding to the maximum of V is > m; hence for all the indices > m, we already know that in the optimal vector x, x i = x i . Thus, these indices can be added to the set
, then this m is where the maximum is attained. The algorithm has been justified.
Proof that the new algorithm for computing V requires linear time. At each iteration, computing median requires linear time, and all other operations with J require time t linear in the number of elements |J| of J. We start with the set J of size n; on the next iteration, we have a set of size n/2, then n/4, etc. Thus, the overall computation time is ≤ C · (n + n/2 + n/4 + . . .) ≤ C · 2n, i.e., linear in n.
Proof that the new algorithm always computes V . In [5] , we proved that if we sort all 2n endpoints into a sequence x (1) ≤ x (2) ≤ . . . ≤ x (2n) , then for some k = k min , the minimum V is attained for the vector x for which:
• for all indices j for which x j ≤ x (k) , we have x j = x j ;
• for all indices i for which x i ≥ x (k+1) , we have x i = x i ;
• for all other indices, we have
, where
It has also been proven that for the optimal k, we have
In general, the condition
Subtracting x (k) from each of N k terms in the right-hand side (RHS), and moving the sum of the resulting non-positive differences into the left-hand side (LHS), we conclude that
When we increase k, we get, in general, more terms in the LHS and fewer in the RHS, so LHS (non-strictly) increases, while the RHS non-strictly decreases. So, if the inequality (1) holds for some k, it holds for all smaller values of k as well. Thus, this inequality holds for all k until a certain value k 0 .
Similarly, the condition
Subtracting x (k+1) from each of N k terms in RHS, and moving the sum of the resulting non-positive differences into LHS, we conclude that
When we increase k, the LHS (non-strictly) increases, while the RHS non-strictly decreases. So, if the inequality (2) holds for some k, it holds for all larger values of k as well. Thus, this inequality holds for all k after a certain value l 0 . So, both conditions (1) and (2) are satisfied (which is equivalent to the condition r k ∈ [x (k) , x (k+1) ]) either for a single value k min , or for several sequential values l 0 , l 0 + 1, . . . , k 0 . Let us show that if this condition is satisfied for several sequential values, this simply means that the same minimum V is attained for all these values. For that, it is sufficient to show that if both conditions (1) and (2) holds for k and for k + 1, then the variance V has the same value for both k and k + 1. Indeed, since (1) is true for k + 1, we have
The LHS of this new inequality is smaller than or equal to the LHS of the inequality (2), and its RHS is larger than or equal to the RHS of the inequality (2). Thus, the only way for both inequalities to hold is when both sides are equal, i.e., when replacing x (k) with x (k+1) and replacing x (k+1) with x (k+2) does not change which endpoints are in I − and which are in I + -and thus, does not change the corresponding value of the variance.
So:
• for k > k min , we have r k < x (k) , and
Hence:
Thus, the above algorithm finds the correct value of k min and thence, the correct value of V .
Proof that the new algorithm for computing S requires linear time is similar to the previous proofs.
Proof that under the subset property, the new algorithm always computes S. Let us now show that in the optimal tuple, at most one p i can be inside the corresponding interval. Indeed, if we have two values p j and p k strictly inside their intervals, then for an arbitrary small ∆, replacing p j with p j − ∆ and p k with p k + ∆ = p + ∆ should not increase the resulting entropy. This is only possible when the derivative of the resulting expression w.r.t. ∆ is 0, i.e., when p j = p k . Now, for p j − ∆ = p − ∆ and p k + ∆ = p + ∆, the function S should have a minimum at ∆ = 0 and thus, its second derivative relative to ∆ should be non-negative. However, an explicit computation shows that this derivative is negative. Thus, our assumption is false, and at most one p j can be inside the corresponding interval.
Since the values p i are sorted by i, and the values p j are sorted by j, we can now conclude that:
• p j . When we go from Σ k to Σ k+1 , we replace a larger value p k+1 with a smaller value p k+1 , hence Σ k > Σ k+1 . Thus, there has to be exactly one k max for which Σ k ≤ 1 ≤ Σ k−1 . So, if we have Σ m > 1, this means that the value k max corresponding to the minimum of S is > m; hence for all the indices ≤ m, we already know that in the optimal vector p, p i = p i . Thus, these indices can be added to the set I − . If Σ m−1 (= Σ m + 2∆ m ) < 1, this means that the value k min corresponding to the minimum of S is < m; hence for all the indices ≥ m, we already know that in the optimal vector p, p j = p j . Thus, these indices can be added to the set I + . Finally, if Σ m ≤ 1 ≤ Σ m−1 , then this m is where the minimum of S is attained. The algorithm has been justified.
Proof that the new algorithm always computes S. It is known [8, 9, 16 ] that if we sort all 2n endpoints into a sequence p (1) ≤ p (2) ≤ . . . ≤ p (2n) , then for some k = k max , the maximum S is attained for the vector p for which:
• for all indices j for which p j ≤ p (k) , we have p j = p j ;
• for all indices i for which p i ≥ x (k+1) , we have p i = p i ;
• for all other indices, we have p i = const; since n i=1 p i = 1, we conclude that this constant is equal to
