Discrete optimisation strategies have a number of advantages over their continuous counterparts for deformable registration of medical images. For example: it is not necessary to compute derivatives of the similarity term; dense sampling of the search space reduces the risk of becoming trapped in local optima; and (in principle) an optimum can be found without resorting to iterative coarse-to-fine warping strategies. However, the large complexity of high-dimensional medical data renders a direct voxel-wise estimation of deformation vectors impractical. For this reason, previous work on medical image registration using graphical models has largely relied on using a parameterised deformation model and on the use of iterative coarse-to-fine optimisation schemes. In this paper, we propose an approach that enables accurate voxel-wise deformable registration of high-resolution 3D images without the need for intermediate image warping or a multi-resolution scheme. This is achieved by representing the image domain as multiple comprehensive supervoxel layers and making use of the full marginal distribution of all probable displacement vectors after inferring regularity of the deformations using belief propagation. The optimisation acts on the coarse scale representation of supervoxels, which provides sufficient spatial context and is robust to noise in low contrast areas. Minimum spanning trees, which connect neighbouring supervoxels, are employed to model pair-wise deformation dependencies. The optimal displacement for each voxel is calculated by considering the probabilities for all displacements over all overlapping supervoxel graphs and subsequently seeking the mode of this distribution. We demonstrate the applicability of this concept for two challenging applications: first, for intra-patient motion estimation in lung CT scans; and second, for atlas-based segmentation propagation of MRI brain scans. For lung registration, the voxel-wise mode of displacements is found using the mean-shift algorithm, which enables us to determine continuous valued sub-voxel motion vectors. Finding the mode of brain segmentation labels is performed using a voxel-wise majority voting weighted by the displacement uncertainty estimates. Our experimental results show significant improvements in registration accuracy when using the additional information provided by the registration uncertainty estimates. The multilayer approach enables fusion of multiple complementary proposals, extending the popular fusion approaches from multi-image registration to probabilistic one-to-one image registration.
First, the similarity metric measures the data affinity and can 28 assume many different forms depending on the medical applica-29 tion and modality. Ideally, the choice of the similarity measure 30 is affected by neither the chosen transformation model nor the 31 employed optimisation technique. In practice, however, this is 32 often not the case, since gradient-based optimisation techniques 33 require the similarity term to be (at least first-order) differen-34 tiable. 35 Second, the transformation model may restrict the deforma-36 tion between two images either to obey a certain physically 37 motivated model (for example finite element models (FEM) mappings. Iglesias et al. (2013) use uncertainty of registration parameters to improve segmentation propagation by using mul-141 tiple probable warps from atlas to target volume. Registration ering the spatial regularity of displacements (which may have 197 to be corrected for afterwards, c.f. (Wang et al., 2013) ). In 198 this work, we unify both registration and label fusion within 199 the same optimisation framework. Furthermore, our approach 200 is well suited to segment an unseen image using a single atlas 201 only. 202 Fusion of many potential solutions from different algorithms Section 3.2 describes the registration method. A discrete dis-241 placement space, d ∈ L, is defined, which parameterises a dis-242 placement field, u. A cost function, E(u), consisting of an im-243 age similarity term, S, and a regularisation penalty, R, is de-244 fined for each graph. For the case of a graph without loops (i.e. 245 a tree), the globally optimal displacement can be found by us- graphs. For the application of motion estimation, a continu-263 ous valued displacement vector is found by the non-parametric 264 mean-shift algorithm (Comaniciu and Meer, 2002) . Estimating 265 the mode instead of the mean or median of the distribution L p 266 makes our approach robust to outliers and multi-modal distri-267 butions of displacements. It also enables us to find a subvoxel 268 optimum of the deformations (even though the space L is con-269 fined to quantised displacements). When propagating segmen-270 tation labels, we do not search for the mode of the displace-271 ments, but instead their associated segmentation label. This can 272 be seen as a label fusion step. However, instead of combining 273 information from multiple atlases (as done e.g. in (Asman and 274 Landman, 2013)), we fuse information from different potential 275 transformations for a single atlas. {S 1 , S 2 , . . . , S K }. It starts from a set of equally spaced seed 288 cluster centres with specified distance s (which determines the 289 number of supervoxels K ≈ N/s 3 ). The distance d ik between 290 a voxel p i = [l i , x i , y i , z i ] T (where l is the intensity value) and 291 a cluster centre S k = [l k , x k , y k , z k ] T is given by the following 292 equations:
The weighting m determines the compactness of the clusters,
294
where higher values result in more regularly shaped supervox-295 els. It is assumed that the spatial extent of a supervoxel lies 296 within a compact search region R of spatial extent 2s × 2s × 2s.
297
Therefore each voxel p i has to be compared only to all centres, 298 which are within R and is subsequently assigned to the closest The abstracted image representation of (a) when assigning the mean intensity value to each cluster. This demonstrates the ability of supervoxels to preserve edges and small-scale structures. (d) The outlines of two supervoxel layers are shown together. Edges that are present in both layers are shown in black, indicating areas, e.g. the surface of the lungs, which are consistently clustered in both layers. (e) Regions of interest indicating small structures in yellow; homogenous regions in green; and locations close to boundaries in blue. (f) The superposition of supervoxels at these locations from 15 layers demonstrates the adaptive local support. The support region for small prominent structures (here a rib and a lung vessel) is tightly bound, for homogenous regions it is close to a Gaussian, and it adheres to image boundaries.
After one pass over all pixels, the cluster centres are recom-301 puted. This process is repeated until the clusters no longer 302
change. An example output of the method is shown in Fig.   303 1 (a-c). It may be seen that supervoxels can preserve image 304 details and edges well. Deformable image registration using discrete optimisation can be formulated using a graph structure in which nodes ν ∈ V, correspond to control points of a transformation model (Glocker et al., 2008a) . The space of potential displacements, d, for each control point is discretised with a quantisation step of q yielding a three dimensional displacement space of d ∈ L = {0, ±q, ±2q, . . . , ±d max } 3 . For a first order approximation, all voxels within the same supervoxel, denoted by η(ν), are assumed to follow the same constant motion vector. The cost, S, for displacing a supervoxel, ν p , between target scan, I, and moving scan, J, can be evaluated independently for each node by adding the point-wise image similarity of all voxels in spatial proximity x ∈ η(ν). Since no derivative of the similarity term is required, any point-wise metric can be used. In this work, we use the sum of absolute differences of thresholded intensity gradients, ∇I , and thresholded intensities, I (SADG):
(2) Prior to applying the thresholds, the image intensities are nor- 
357
Smooth transformations can be ensured by avoiding large differences in displacement vectors for neighbouring, connected nodes with a regularisation penalty, R. In this work, absolute differences (known as total variation regularisation (Rudin et al., 1992) ) are used. For each edge in the graph, which connects two nodes, (p, q) ∈ N, a penalty is incurred for differences of pair-wise displacements:
A weighting parameter λ sets the influence of the regularisa- the displacement field between two images. We aim to select 360 the best displacements, d, for all supervoxels in the image, by 361 minimising:
MAP and marginal optimisation 363
Minimising the energy of Eq. 4 for arbitrary graph structures is NP-hard. For a tree graph, dynamic programming can be employed to find the global optimum of Eq. 4 (Felzenszwalb and Huttenlocher, 2005; Veksler, 2005) and thus the optimal displacement for each node. This concept has been applied successfully in our previous work on deformable lung registration (Heinrich et al., 2012 (Heinrich et al., , 2013a . Starting from the arbitrarily chosen root node, the full depth of the tree is explored by arranging all other nodes into ascending order of tree depth. At each node p, a message vector m p (outgoing message) containing the cost for the best displacement d * p , given the displacement d q of its parent node q and the messages of all its children c (incoming messages), can be found by evaluating:
For any leaf node in the tree, Eq. 5 can be evaluated directly 364 (since there are no incoming messages). Subsequently, the tree 365 is traversed from its leaves to the root node (inward or forward is used in classical registration approaches, which only find the to be subtracted (see 3. in Algorithm 1). An advantage of using 383 message passing, as compared to graph cut approaches is that 384 marginal distributions for each node can be obtained directly.
385
These can then be used to quantify the local uncertainty of the 386 registration (for a proof, see (Kohli and Torr, 2008) ).
387
The use of a spanning tree greatly reduces the computational 388 complexity of the regularisation. However, some nodes that 389 may have correlated displacements may not be connected. To 
404
In our case, the use of BP on a tree enables the estimation of
: Mean-shift based motion estimation shown for two supervoxel layers and a two-dimensional displacement space. In this example, k = 6, |G| = 2 and three iterations are shown. The size of the markers represents their probabilistic weight. Our proposed method is robust against local optima and finds the strongest optimum correctly with subvoxel accuracy.
a similarly good approximation of the marginals compared to ). An illustration of our approach is shown in Fig. 2 .
428
For every voxel, we obtain a subset of more likely displacement vectors L p . These are the k displacements with lowest associated cost m E (ν(x), d) from each of the |G| layers. We initialise the algorithm with the mean motion vector d 0 =d = 1 |L p | i∈L p d i . For a number of iterations this vector is replaced by a weighted average over the distribution of all vectors using a Gaussian kernel function K. This yields a new estimate d t+1 .
Not all elements in L p have equal probability. They are 429 weighted by α = k−r k , where 0 ≤ r < k is the rank after sorting ). An adaptive local choice σ(x) 2 seeks an optimal band-439 width for each voxel, which enables a modelling of spatially 440 varying registration certainty. Following the rule of (Scott, 441 1979) (for univariate Gaussian data), we use the normal vari- (Kohli and Torr, 2008) ):
We have used Eq. 7 in (Heinrich et al., 2013d) to find weightings for displacements (and their corresponding segmentation labels). However, the parameter β is difficult to determine empirically and is dependent on the variance of the underlying registration cost function. Instead, it is beneficial to consider only a subset of most probable vectors L p as in Eq. 6. The probability is then defined by its normalised negated rank:
an ascending order. The setting of k will be discussed in Sec. 
Empirically, we found that 10 iterations are sufficient to reduce 
Results and Discussion

570
In the following, we present and discuss the results achieved 571 with our algorithm (and its variants) for the two datasets. Since 572 both registration tasks have a standardised evaluation, which 573 has been used in previous published work, we can compare the 574 presented displacement fusion strategy to the state-of-the-art.
575
The experiments on 4D-CT lung motion estimation are evalu-576 ated in terms of target registration error (TRE) for 300 man- Five main parameters have to be set in our method, which 592 will be made publicly available at http://www.mpheinrich. 
601
We found the setting of the compactness parameter (m in Eq. 602 1) to be fairly insensitive. Best results are obtained for m = 1, 603 but the TRE increases by less than 0.08 mm for 0.25 ≤ m ≤ 604 8. The displacement space L is quantised with a step-size of 605 2 voxels and a maximum capture range (for the lung data) of 606 d max =14 voxels has been chosen, which results in |L| = (2×7+ 1) 3 = 3375 displacement labels. The maximum capture range 608 for the LPBA40 data is chosen to be 10 mm (with a quantisation 609 of 2 voxels). For all experiments the intensity and intensity 610 gradient thresholds for the SADG similarity measure (see Eq.
611
2) are set to 0.25 and 0.02 respectively.
612
The influence of the remaining four free parameters is stud- 
628
The weighting parameter for the smoothness, λ, is varied 629 over a large range of values (doubling each subsequent value) 630 in Fig. 4 (b) . The choice of λ is relatively insensitive, values 631 from an interval of 0.1 ≤ λ ≤ 0.4 can be used for both tasks.
632
Since smoother transformations have a lower complexity and 633 are therefore usually favourable, we select λ = 0.4.
634
The variation of the size k of the subset, L p , of most probable 635 displacements for each layer can be seen in Fig. 4 (c) . For 636 motion estimation an optimum is found for k = 9 (i.e. in total 637 9 × 5 = 45 candidates are evaluated for each voxel), while the 638 segmentation performance increases further for values of k > 639 15. This indicates that the ability of the mean-shift algorithm to 640 accurately find the mode of the distribution is reduced (leading 641 to slightly inferior registration accuracy), if the number of local 642 optima is too large. However, for the weighted majority voting 643 the choice of k is less important.
644
For the lung CT data, a supervoxel step-size of s ≈ 9 mm is 645 chosen (this translates into 9 voxels in plane and 4 voxels in the 646 z-dimension) to provide a reasonable trade-off between spatial 647 context and local flexibility (see Fig. 4 (d) ). To be able to deal 648 with the higher variability of small anatomical structures in the 649 brain across subjects (compared to the lung experiment), we use 650 a smaller supervoxel size of s = 6 mm. This sliding motion, which has been studied in many previ-657 ous articles, e.g. by (Schmidt-Richberg et al., 2012b) , would 658 require a locally varying smoothness assumption with a dis-659 continuity at the interface between lung surface and rib cage.
660
Currently, most approaches that achieve the highest accuracy Figure 5 : Registration result for case 8 of 4D CT dataset shown for our symmetric registration approach (D). The first column shows an overlay of inhale (green) and exhale (magenta) phase before (in coronal view) and after registration in both coronal and axial view. The second column displays the motion magnitude in mm, as well as the colour-coded displacement field (using an HSV-colour representation for vector orientation) for coronal and axial planes. The displacement fields demonstrate that the sliding of the lungs is well preserved. Comparing variants B and C in the last row, the smoothness of the motion increases by each including marginal estimates and the symmetric constraint. Furthermore, occasional outliers are reduced. 
681
A quantitative evaluation of our results over all ten cases is 682 shown in Table 1 and Table 3 . The average run-time of our algo-However, as stated above, the estimation of the full motion (in- J=0.555±0.072 with much smoother deformations (see Table   760 2). When using loopy-BP for inference (variant E), the obtained 761 results are slightly improved in terms of smoothness (difference 762 significant p < 0.01) and accuracy (difference insignificant).
763
Finally, we perform the same optimisation as for variant C, but : Visual examples for LPBA40 dataset for registration and segmentation propagation, between subjects 2 and 33, which results in median performance. The segmentations are noisier when not using uncertainty estimates (B) and some structures, e.g. left precental gyrus and left sup. frontal gyrus are overestimated. Variants C and F, achieve lower errors next to boundaries between labels or at the brain surface (see e.g. the left inferior temporal gyrus ). The cumulative sum of labelling errors within this coronal slice are shown in false colour. The complexity, shown using log Jacobian maps is low in homogenous regions of the white matter and higher in certain complex regions near cortical folds. The symmetric variant D yields much smoother transformations than C. Results for the best and worst registrations are shown in the supplementary material. Figure 7 : Volume overlap (Jaccard) averaged over 1560 registrations and 56 anatomical labels. The mean-shift motion estimation using uncertainty estimates from the presented inference (C) and its symmetric variant (D) achieve equivalently good results as the best performing methods (SyN and ART). Our proposed method employing multiple supervoxel layers and uncertainty estimates for voxel-wise label fusion (F) outperforms all previously tested methods from (Klein et al., 2009) . Note, that the Jaccard score is calculated for each label individually and then averaged. These results are as published by Klein at: http://www.mindboggle. info/papers/evaluation_NeuroImage2009/tables/table_ROIxMethod_UO_LPBA40.html and not according to Eq. 4 in his paper. When only the MAP solution is considered (B) without taking uncertainties into account, the achieved accuracy would be ranked 7 th in the comparison of 14 algorithms. local standard deviation σ(x) of the displacement distribution.
793
To illustrate the potential utility of this, we performed the fol- is calculated. The displacement range would be sufficient for 798 scans with smaller motion (cases #1-5), but not for the exam-799 ple shown in Fig. 8 (case #8) . We split the patients into two 800 sets (odd and even number). The landmark error from the train-801 ing set (even) is used to train a linear classifier, which separates 802 voxels into well or poorly aligned (TRE> 2.5 mm). We obtain a 803 value of σ 2 = 2.13 from plotting the thresholds of the ROC and First, a registration with too small capture range d max = 8 voxels, for which the uncertainty map is shown on the left. Second, motion estimation with full range of displacements d max = 14 voxels. The xy-plot of TRE(x) and σ(x) at locations of manual landmarks indicates a correlation with R 2 value of 0.58 over both tests. Using the uncertainty estimates, σ(x), for binary classification into aligned (TRE< 2.5 mm) and non-aligned voxels yields a good receiver operator curve with an area under the curve of 0.855. Here, the uncertainty estimates can be used to detect the registration errors in the upper right lobe, which are not easy to detect based on image similarity alone.
Conclusion
822
We have presented a new method for motion estimation and 823 segmentation propagation, which together make two contribu- 
