In this paper, we discuss methods by which a trusted authority can broadcast a message over a network, so that each member of a speci ed privileged subset of users can decrypt this message to compute a secret key. In contrast with previously constructed schemes, it is possible for the di erent privileged users to recover di erent keys from the broadcast message. Moreover, this is done in such a way that no coalition is able to recover any information on any the keys they are not supposed to know. The schemes also do not require addressing, so user anonymity is maintained. The problem is studied using the tools of information theory, so the security provided is unconditional (i.e., not based on any computational assumption). Some useful schemes are presented and compared to previously known schemes.
Introduction
Key distribution is one of the major problems in communication and network security. From the point of view of security, most networks can be thought of as broadcast networks, in that anyone connected to the network will have access to all the information that ows through it. This leads to many problems related to the con dentiality and authenticity of information that is transmitted through the network. Encryption is often employed in a network to protect the con dentiality of information. If a conventional private-key cryptosystem, such as DES, is used, then it is necessary to distribute keys to the network users in a secure fashion. Usually, this is done by an on-line key server. (For an overview of key distribution techniques see 12] .)
In this paper, we investigate how key distribution can be accomplished in a broadcast setting. We assume that network is a broadcast channel, i.e., it is insecure, and any information transmitted by any user will be received by every user. In other words, we do not assume the existence of private channels between pairs of users. This makes problems such as key distribution more di cult. On the other hand, it allows the possibility of user anonymity (described below), which might be desirable in certain situations. These and other properties will be considered in the remainder of the paper.
In our model, we assume that there is a trusted authority (TA), who will broadcast a message over the network in such a way that a speci ed privileged subset of participants will be able to decrypt the message. The decrypted message may be a session (conference) key, for use by the privileged subset, or it may be intended for some other purpose. In a local area network, for example, the clients are workstations while the TA is a server. The clients requesting various services may have di erent hierarchical levels. This may require that various keys be distributed to speci c subsets of clients for di erent purposes.
The methods we discuss in this paper also have some other useful properties. Among these, the most important is user anonymity. This means that the broadcast message does not contain an explicit address, so a nonprivileged user does not learn the identities of the privileged users. Moreover, each privileged user need only know that he or she is a member of the privileged subset to be able to decrypt the broadcast message (the identities of the other privileged users do not need to be known). Among other things, this feature provides security against tra c-ow analysis.
The problem of distributing keys to speci ed privileged subsets via broadcast messages has been previously studied by several authors; see, for example, 1, 3, 7, 8].
The Model for Broadcast Key Distribution
Our model for key distribution consists of the trusted authority (TA) and a set of users. We assume that network is a broadcast channel, i.e., it is insecure, and any information transmitted by the TA will be received by every user.
In a set-up stage, the TA generates and distributes secret information to each user. Let us assume that the set of users is denoted by U = f1; 2; : : : ; ng.
The information given to user i is denoted by u i and must be distributed \o -band" (i.e., not using the network) in a secure manner. At a later time, the TA will want to broadcast a message to a privileged subset P U. The particular privileged subset P is, in general, not known ahead of time. For 1 i n, let U i denote the set of all possible secret values that might be distributed to user i by the TA. For any subset of users X U, let U X denote the cartesian product U i 1 : : : U i j , where X = fi 1 ; : : : ; i j g and i 1 < < i j . We assume that there is a probability distribution on U U , and the TA chooses u U 2 U U according to this probability distribution.
Similarly, for 1 i n, let K i denote the set of possible keys that might be broadcast to user i, and de ne K X analogously to U X for a subset of users X. (In the schemes we discuss, we will assume that all key sets K 1 ; : : : ; K n are the same, so K 1 = = K n = K, say.) Let 2 U denote the set of all subsets of users. P 2 U will denote the collection of all privileged subsets to which the TA might want to broadcast keys. F 2 U will denote the collection of all possible coalitions (called forbidden subsets) against which a broadcast is to remain secure. Now, suppose that the TA wants to broadcast keys to a given privileged set P 2 P. We assume that there is a probability distribution on K P , and the TA chooses a jPj-tuple of keys k P 2 K P according to this probability distribution. Then the broadcast message b P (which is an element of a speci ed set of messages B P ) is computed as a function of k P and u P .
Once the message b P is broadcast, each user i 2 P should be able to compute their key k i . (We are implicitly assuming that each user i 2 P knows that he or she is to be a recipient of the broadcast. Again, this will generally be established o -band, since the broadcast itself contains no addressing information and does not identify the intended recipients.)
Now we consider the security that we would like such a scheme to attain.
Any forbidden set F 2 F should not be able to compute any information other than what should be revealed to the privileged users in F (namely, the keys k i , i 2 P \ F), and the information that can then be inferred from the probability distribution on K P concerning the keys k i , i 2 PnF.
We describe the desired properties mathematically using the entropy function 1 . We discuss the security in terms of a single broadcast, so we call the scheme \one-time". (Of course, the problem can also be investigated in the setting of computational security. We are using the information-theoretic setting here because it provides the highest possible level of security and because we feel that it clari es some of the underlying concepts and principles.)
We say that the scheme is a One-Time Broadcast Multiple Key Distribution Scheme (or OTBMKD scheme) provided the following conditions are satis ed:
(C 1 ) Without knowing the broadcast message, no subset of users has any information about k P , even given all the secret information U U :
H(K P jU U ) = H(K P ) for all P 2 P. (C 2 ) The key for a privileged user is uniquely determined by the broadcast message and the user's secret information: H(K i jU i B P ) = 0 for all P 2 P and i 2 P. (C 3 ) After receiving the broadcast message, no forbidden subset F has any information on k P beyond what is revealed to them by knowledge of k P\F :
H(K P jK F\P ) = H(K P jU F B P ) for all P 2 P and F 2 F.
Here are two special cases that are of interest: If every user in a privileged set receives the same (conference) key, which is chosen at random from K, we have that H(K P ) = log jKj. In this case, condition (C 3 ) reduces to H(K P ) = H(K P jU F B P ) for all P 2 P and F 2 F such that P \ F = ;. (Note that condition (C 3 ) implies that H(K P jK F\P ) = H(K P jU F B P ) = 0 if P \ F 6 = ;.) We will call this situation the equal keys case.
At the opposite extreme, if all the keys given to the members of the privileged set P are independent and chosen at random from K, then H(K P ) = jPj log jKj. In this case, which we call the independent keys case, condition (C 3 ) reduces to H(K P jU F B P ) = jPnFj log jKj for all P 2 P and F 2 F. Such a setting would be useful, for example, in broadcasting shares in a secret sharing scheme (see 11] for an overview of secret sharing schemes).
Recently, Blundo and Cresti 3] and Just, Kranakis, Krizanc and van Oorschot 8] considered similar problems. The de nitions given by Blundo and Cresti involve multiple broadcasts, and were con ned to the equal keys case. If their de nitions are modi ed to the one-time scenario, then they are equivalent to what we described above in the equal keys case.
The de nitions given by Just, Kranakis, Krizanc and van Oorschot are also concerned with the equal keys case. They include some extra conditions, such as the users' secret information being independent, which are not really necessary in a one-time scheme. The rest of their conditions are essentially the same as our conditions restricted to the equal keys case.
Further discussion and comparison of di erent schemes will be given in Section 5.
Constructions for Key Distribution Schemes
In this section, we present a secure OTMBKD scheme satisfying the model of Section 2, which provides user anonymity (and which does not require addressing information). Our rst scheme is related to the method of Just et al. 8] , which was in turn a re nement of the scheme of Berkovits 1] . These schemes are all based on polynomial interpolation. Our second scheme make uses of the Fourier Transform and is more e cient computationally in the situation where there is only one privileged set consisting of all n users. Both schemes also provide for user anonymity.
The Polynomial Interpolation Scheme
In this scheme, the set of privileged subsets, P, consists of all subsets of t users, where t n is xed. Any subset of users can be a forbidden set, i.e., It is obvious that the scheme satis es conditions (C 1 ) and (C 2 ). That (C 3 ) is also satis ed follows easily from the fact that the t values y i 1 ; : : : ; y it were chosen independently at random from Z p .
Notice also that each privileged user does not need to know the identities of the other privileged users in order to perform the key computation. Furthermore, the broadcast itself does not yield any information to a forbidden set F about the identities of the privileged users in PnF. So we have a very strong form of user anonymity in this scheme, which we consider to be desirable. (Note that if we do not require user anonymity, then the same thing can be accomplished simply by encrypting each key separately, attaching a user identi er (i.e., an address) to each encrypted key, and concatenating the results.)
In later sections we will study lower bounds on the size of the broadcast and the amount of secret information held by each user. Mathematically, these quantities are measured by H(B P ) and H(U i ) (1 i n). For the above scheme, we have H(B P ) = t log p and H(U i ) = log p, (1 i n). In a later section, we will show that these entropies are as small as possible, at least in the case of independent keys.
The Fourier Transform Scheme
The Fourier Transform scheme can be thought of as a special case of the Polynomial Interpolation Scheme. It can be applied when t = n, i.e., when there is only one privileged set consisting of all n participants. We also require that the prime p be chosen such that p 1 mod n. Let be an element in Z p having order n. The value of is publicly known.
The Fourier Transform scheme incorporates the following modi cations: Steps 1. and 2. are the same as before, except that each x i = i mod p. Then the TA can compute the b P as the inverse Fourier transform of (a 1 ; : : : ; a n ).
The remainder of the protocol is unchanged.
Information-theoretic Bounds
In this section we obtain lower bounds on H(B P ) and H(U i ) (1 i n), and other measures of the information content of an OTMBKD scheme. Some of these bounds are similar to bounds obtained in 2, 8] . The lower bounds we establish are of interest in considering the optimality of various schemes, from the point of view of the amount of users' secret information and the size of the broadcast.
We will use several elementary results on information theory without proof; see 10], for example. Lemma 4.1 In any OTMBKD scheme, H(K P jU P B P ) = 0 for all P 2 P.
Proof. Let P = fi 1 ; : : : ; i j g. Then Theorem 4.4 In any OTMBKD scheme, H(U P jU F ) H(K P ) for all P 2 P and F 2 F such that P \ F = ;.
Proof. Applying condition (C 3 ), we have H(K P ) = H(K P jU F B P ) = H(U P jU F B P ) ? H(U P jU F B P K P ) + H(K P jU F B P U P ):
From Lemma 4.1, we have 0 H(K P jU F B P U P ) H(K P jB P U P ) = 0; so H(K P ) H(U P jU F B P ):
Since also H(U P jU F B P ) H(U P jU F ); the result follows.
Corollary 4.5 In any OTMBKD scheme, H(U P ) H(K P ) for all P 2 P.
Proof. H(U P ) H(U P jU F ). Apply Theorem 4.4.
Theorem 4.6 In any OTMBKD scheme, H(U P U F ) H(K P ) + H(K F ) for all P 2 P and F 2 F \ P such that P \ F = ;.
Proof. We have
where we apply Corollary 4.5 (using the fact that F 2 P) and Theorem 4.4.
At this point we have obtained lower bounds on H(B P ) and H(U P ) for any privileged set P 2 P. It is also interesting to derive a lower bound on the joint entropy H(B P U P ). We proceed to do this now.
Theorem 4.7 In any OTMBKD scheme, H(U P B P ) 2H(K P ) for all P 2 P.
Proof. We have the following:
H(U P B P ) = H(U P ) + H(B P jU P ) H(U P j+1 jU P 1 : : :
as desired. Now we are in a position to obtain a lower bound on the total entropy H(U U B P ) for certain schemes. This quantity can be thought of as a measure of the total randomness of the scheme.
To formally de ne the total randomness of the scheme we use the Shannon entropy of the random variables generating the information distributed to the users. The entropy is strictly related to the measure of randomness introduced by Knuth and Yao 9] . Indeed, let A be an algorithm that generates the probability distribution Q = (q 1 ; : : : ; q n ), using only independent and unbiased random bits in inputs. Denote by T(A) the average number of random bits used by the algorithm A and let T(Q) = min A T(A). Knuth and Yao 9] proved the following theorem.
Theorem 4.9 H(Q) T(Q) < H(Q) + 2:
Thus, the entropy of a random source is very close to the average number of independent unbiased random bits necessary to simulate the source.
Randomness of cryptographic protocols has been studied recently by several authors; see 4, 5, 6], for example. Theorem 4.10 Suppose we have an OTMBKD scheme where P consists of all t-subsets of U and F = 2 U . Suppose that n 0 mod t, and suppose that H(K P ) = t log p for all P 2 P, where K = Z p (i.e., we have independent keys). Then H(U U B P ) (n + t) log p for any P 2 P.
Proof. Let`= n=t and let P 1 ; : : : ; P`be`disjoint t-subsets of U. Apply Theorem 4.8, to obtain H(U U ) ` t log p = n log p: Now, we have H(U U B P ) = H(U U ) + H(B P jU U ):
Since H(B P jU U ) H(K P ) = t log p by Lemma 4.2, the result follows.
Theorem 4.11 Suppose we have an OTMBKD scheme where P = fP U : jPj tg and F = fP U : jPj t 0 g; where t t 0 and t + t 0 n. Suppose that H(K P ) = t log p for all P 2 P, where K = Z p (i.e., we have independent keys). Then H(U U B P ) (2t + t 0 ) log p for any P 2 P such that jPj = t. Proof. Let jPj = t, jFj = t 0 and P \ F = ;. Then P 2 P and F 2 F \ P.
Apply Theorem 4.6, to obtain H(U P U F ) H(K P ) + H(K F ) = (t + t 0 ) log p: Now, we have H(U U B P ) = H(U U ) + H(B P jU U ) H(U P U F ) + H(B P jU U ):
Schemes Meeting the Bounds
In this section, we discuss schemes that meet the various bounds of Section 4 with equality. As well, we compare our schemes to schemes previously studied in the literature.
Schemes for Independent Keys
Let us rst consider the Polynomial Interpolation Scheme with independent keys chosen from a key set Z p . In this case, we have H(U i ) = log p (1 i n); H(B P ) = t log p; H(K P ) = t log p; H(U U ) = n log p; and H(U U B P ) = (n + t) log p:
This scheme meets many of the bounds of Section 4 with equality, including Corollaries 4.3 and 4.5. Further, Theorems 4.8 and 4.10 are met with equality if n 0 mod t. In this situation, the scheme is optimal with respect to the amount of secret information, the size of the broadcast, and the total randomness.
The Polynomial Interpolation Scheme is optimal with respect to total randomness under the assumption that P = fP U : jPj = tg and F = 2 U . Note that the scheme can in fact be used to distribute keys to privileged sets of any size t 1 t if f is instead chosen to be a polynomial of degree t 1 ? 1. In other words, the scheme can accommodate the situation P = fP U : jPj tg:
For this choice of P, Theorem 4.11 gives a lower bound on the total randomness in the case where F = fP U : jPj t 0 g; t t 0 and t + t 0 n. It is in fact possible to modify the Polynomial Interpolation Scheme, reducing the total randomness to meet the bound of Theorem 4.11 with equality, for this choice of F.
The only thing that changes is Step 1. Suppose that the TA chooses t + t 0 points y i (1 i t + t 0 ) at random (note that t + t 0 n). Then the TA constructs the polynomial g(x) of degree t + t 0 ? 1 such that g(x i ) = y i
(1 i t + t 0 ) by polynomial interpolation. Then, for t + t 0 + 1 i n, y i is de ned to be g(x i ).
It can be shown that the modi ed scheme is still a OTMBKD scheme; the details are left to the reader. With this modi cation, we have H(U i ) = log p (1 i n), H(B P ) = t log p, and H(K P ) = t log p (as before). However, now H(U U ) = (t + t 0 ) log p and H(U U B P ) = (2t + t 0 ) log p. The bound of Theorem 4.11 is met with equality.
Schemes for Equal Keys
As mentioned earlier, the equal keys case has been studied most in the literature. We present a couple of schemes for purposes of comparison with our scheme.
The following scheme of Just, Kranakis, Krizanc and van Oorschot is presented in Section 5.1 of 8]:
1. For each user i, the TA chooses an ordered pair (x i ; y i ) 2 Z p Z p , where p n is prime, x i 6 = x j if i 6 = j, and x i 6 = 0 for all i. The values x 1 ; : : : ; x n are public; but y 1 ; : : : ; y n should be chosen independently at random by the TA. Then u i = y i is the secret information given to user i (1 i n).
2. Suppose the TA wishes to broadcast the key k P 2 Z p to P = fi 1 ; : : : ; i t g. By polynomial interpolation, the TA constructs the unique polynomial f(x) 2 Z p x] of degree at most t such that f(x i j ) = y i j for 1 j t, and f(0) = k P . This scheme has the same amount of secret information, broadcast size and total randomness as our Polynomial Interpolation Scheme, but accommodates only the case of equal keys. However, it is shown in 8] that this scheme is optimal with respect to the size of the broadcast, under the additional assumption that the secret information held by the users is mutually independent (i.e., if H(U i jU 1 : : : U i?1 U i+1 : : : U n ) = H(U i ) for 1 i n).
Thus, if we wish to obtain a smaller size broadcast in the equal keys setting, the users' secret information cannot be mutually independent. We illustrate that this can in fact be accomplished by using a simple scheme of Fiat and Naor 7] . This scheme will deal with the case where P = 2 U and F = fF U : jFj = 1g:
It works as follows:
1. For each user i, the TA chooses an element y i 2 Z p . The values y 1 ; : : : ; y n should be chosen independently at random by the TA. Then u i = (y 1 ; : : : ; y i?1 ; y i+1 ; : : : ; y n ) is the secret information given to user i (1 i n). Remark: This scheme is not anonymous, since each privileged user needs to know the identities of the other privileged users in order to decrypt the broadcast.
As compared to the schemes studied earlier, we have a smaller size broadcast, but more secret information must be stored by each user.
The information in this scheme is as follows:
H(U i ) = (n ? 1) log p (1 i n); H(B P ) = log p; H(K P ) = log p; H(U U ) = n log p and H(U U B P ) = (n + 1) log p:
Further, H(U i jU j ) = log p for all i 6 = j. The scheme is optimal with respect to Corollary 4.3. As well, the bound of Theorem 4.4 is met with equality if jPj = 1. But we do not know if this scheme is optimal with respect to total randomness, for example.
