In recent years a number of techniques have been proposed to improve the accuracy and the robustness of automatic speech recognitionin noisy environments. Among these, supplementing the acoustic information with visual data, mostly extracted from speaker's lip shapes, has been proved to be successful. We have already demonstrated the e ectiveness of integrating visual data at two di erent levels during speech decoding according to both direct and separate identi cation strategies (DI+SI). This paper outlines methods for reinforcing the visible speech recognition in the framework of separate identi cation. First, we de ne visual-speci c units using a self-organizing mapping technique. Second, we complete a stochastic learning of these units with a discriminative neural-networkbased technique for speech recognition purposes. Finally, we show on a connected-letter speech recognition task that using these methods improves performances of the DI+SI based system under varying noise-level conditions.
Introduction
In spite of the progress made in speech technology, automatic speech recognition performances deteriorate bellow the threshold of usefulness when coming to real-world applications like spontaneous speech in unrestricted listening environments. To improve noisy speech recognition, most of the techniques consist in either enhancing the acoustic signal, applying noise resistant parameterization, compensating speech models for noisy environments Gong, 1995] or identifying the speech in those spectral sub-bands where the speech signal is dominant Bourlard and Dupont, 1996] . Besides, an appealing idea has recently been advanced that consists in supplementing the acoustic information with visual data derived mostly from the speaker's lip shapes. This approach is well suited to successfully complement previous techniques for the development of noisy speech recognition systems.
In fact, during a face to face conversation the participants can not only see the facial expression, but also read words on the lips of the other person. Humans exploit, consciously or not, this visual information together with the acoustic information for speech perception purpose. In other words, humans support speech perception by speechreading, which is especially e ective in non-optimal oral communication conditions. Hence, visual information is useful for speech understanding in noisy acoustic environment to partially recover the acoustic information which is lost because of noise Summer eld, 1987] . Otherwise, visual information is helpful to improve the comprehension of a linguistically complex oral message Riesberg et al., 1987] . Above all, visual information is necessary for deaf people, which have to understand speech without any acoustic information only by observing speaker's face and reading his/her lips.
If we relate speech perception to automatic speech recognition, it is not surprising that visible speech recognition is well suited to either support or sometimes replace acoustic speech recognition. However, the integration of visual information in speech recognition systems remains a very challenging task. First, it is not well known when and how the visual information should be integrated with acoustic information during the speech recognition process. Second, it is not well know which visual speech features are more suitable for speech recognition and how the features can be recovered from a speaker's lip shape and face. Hence, facial analysis, lip tracking and visual speech feature extraction, visible speech modeling and recognition in addition to audiovisual integration become important issues in automatic speech recognition.
Our previous work focused on the determination of an integration strategy of visual data into stochastic speech recognizer with which we could achieve accuracy and robustness improvements under various acoustic conditions. We developed a hybrid strategy based on both direct identi cation and separate identi cation of audiovisual speech (DI+SI) Rogozan and Del eglise, 1998a] . This nding was also con rmed by experimental results on audiovisual speech perception in humans Burnham, 1998 ].
The primary objective of this paper is to improve our previous DI+SI system by de ning and using speci c visual units for visible speech recognition following the separate identi cation scheme. In order to reinforce the bene ces to be gained from using speci c visual units, we propose to enrich a stochastic learning of these units with a discriminative neural-network-based technique. The work presented in this paper is, thus, directly concerned with visible speech modeling and recognition in the framework of audiovisual integration. This paper is organized as follows. Section 2 gives a short description of our reference stochastic system based on hybrid DI+SI. In Section 3 we provide a self-organizing mapping technique to determine visual-speci c units adapted to speaker's own visual data. Hidden Markov models completed by discriminative neural-network based learning of visible speech represent the evolution of these units. Section 4 presents and justify the use of discriminative visual component for SI. The integration of recognition hypotheses provided by DI with that of the visual component is controlled by the relative reliability of the recognition process. Section 5 contains experimental results obtained by testing our systems on a connected-letter recognition task under varying noise-level acoustic conditions. Finally, Section 6 is devoted to the discussion of these results and the conclusion of the paper.
Audiovisual speech recognition based on DI+SI
The DI+SI based audiovisual speech recognizer results from perceptual models after an appropriate transposition of perceptual insights. As shown in Fig. 1 , the audiovisual integration occurs at both the pre-categorical level in DI and the postcategorical level in SI.
For DI, the categorization that uses phonemic continuous hidden Markov models is performed directly on the concatenation of acoustic and visual observations. To allow for an integration with the SI results, we use DI to determine the N-best phonetically di erent recognition hypotheses. For SI, it is not a matter of visual categorization but only of visual rescoring of the recognition hypotheses provided by DI using Viterbi decoding. The bimodal and visual scores are combined linearly in order to choose one hypothesis among the N-best. The contribution of acoustic and visual information is dynamically adapted according to their relative reliability Rogozan and Del eglise, 1998a]. However, this DI+SI scheme for audiovisual speech recognition may discard usefull visual information. This is due to the fact that the visual identi cation is not actually carried out and that the same speech unit labels both acoustic and visual data. We can solve this problem by performing an e ective visual identi cation of visual-speci c speech units during the SI. In the section we provide the de nition of these visual units for speech and a hidden Markov model / neural network approach for their learning.
Visual component of SI
Building a visible speech recognizer able to understand speech by merely looking at the speaker's lips and face remains a very challenging task. The most prominent problems to be addressed are the question for the right de nition of speci c units for visible speech and the speech feature extraction from visual signals. It should be noted that a speaker's lip movements rather than the shapes carry the phonological information. The dynamic visual information is, in addition, less a ected by the linguistic variability. Either the pixel image of the lips or the lip model parameters are used to represent visual information into speech recognizers.
In our system the visual information consists of only three parameters of a geometric model of lips. These parameters, obtained every 20 ms by image processing, are the height, the width and the area of the internal lip shape. We added the rst and second derivatives to these static parameter, since we believe that the evolution of visual parameters is more meaningful than their values. Regarding the decision unit to be used for visual identi cation, phonemes are not advisable, since the visual e ects of di erent phonemes may appear similar, e. g. the phonemes p, b, m. Therefore, others units have been proposed to label visual data. These units, called visemes (from visual phonemes), represent a set of distinctive and indivisible units describing visually a speech signal Beno^ t et al., 1992]. Furthermore, using visemes allows us for more coherence during learning, since no di erence is made between phonemes belonging to the same viseme. It also compensates for the lack of visual training data. The following section delineates our approach to de ne visemes adapted to a speaker's visual data.
Speci c units for visible speech recognition
For speech recognition purposes, visemes may be de ned by grouping the phonemes into classes according to their visual similitude Ficher, 1968]. However, a viseme set cannot be a priori xed since the visual realization of a phoneme depends strongly on the articulation of the speaker Kricos, 1996] . Hence, the visemic classes and their respective constituents are subject to variations in between speakers. An automatic approach for the de nition of visemes adapted to a speaker for speech recognition would be bene cial. Therefore, we de ne visemes on the training set corresponding to the audiovisual data of our speaker. For this data no segmentation other than the phonetic transcription of the sentences was available. We obtained the phonemic acoustic boundaries by means of Viterbi alignments Viterbi, 1967] and corrected them by hand. Considering the asynchrony between the acoustic and visual e ects of a phone, we avoided the projection of the acoustic boundaries on the visual signals by using only the middle of acoustic segments to anchor xe-sizes visual segments. We xed their size to 140 ms in order to cover not only the visual realization of any phoneme, but also the transitions to next phonemes. This way, the classi cation takes the coarticulation phenomena into account that otherwise would a ect the visual identi cation.
In order to achieve this classi cation without using a priori knowledge, an unsupervised clustering algorithm is necessary. We chose the Kohonen's algorithm for self-organizing maps Kohonen, 1988] due to its wide use for multidimensional data mapping. It also prepare a good basis for further clustering. In order to simplify the grouping of visually similar phonemes in a homogeneous space, we considered consonants and vowels separately by inserting the a priori that a viseme cannot contain both consonants and vowels.
The visual segments are projected on the output map so as to preserve the local topology of visual training data. A carefull analysis of the clusters which formed on the output map reveals that they are not uniformly distributed: some of them are unfolded, whereas others are too closed. Our explanation is that, given the xed neighborhood between neurons, the self-organizing map does simply not allow the selection of a scale on which the deployment of the input data has to be done. This may be solved by using a curvilinear component analysis for self-organizing maps Demartines and H erault, 1997]. Our approach is to apply the Kohonen's algorithm as many times as necessary to obtain a bene cial resolution. To some extent, it is a matter of multiresolution representation of the input visual data. Using three stages of classi cation provide 13 visemes, whose constituents are shown in Fig. 2 . Most of these visemes are consistent with those proposed by other researchers Goldschen et al., 1996; Kricos, 1996] , which proves the validity of our classi cation approach. A supplementary proof comes from satisfactory results of speech recognition methods using these visemes as decision units Rogozan and Del eglise, 1998b]. The following section presents that neural networks may be successfully used to complement hidden Markov model based training of the visual component belonging to SI.
Hidden Markov models and neural networks based visible speech recognition
In the framework of SI, the visual component is only used to choose a solution among the N-best recognition hypotheses proposed by DI. The use of discriminative learning of visible speech might be bene cial for improving DI+SI decoding, since it better accounts for di erences in acoustic and visual confusion trees. Neural networks have been shown suitable to achieve successful discrimination performance on di cult isolated word recognition task. This is due to that neural networks are trained to maximize the di erences between these words. Although several neural networks such as time delay or recurrent networks, are able to capture some critical aspects of the dynamic nature of speech, they are, however, not as suitable as hidden Markov models are for continuous speech recognition task.
Therefore, we use hidden Markov models and neural networks in a competitive manner to improve visible speech recognition of connected letters:
A 3-active-state, left-right hidden Markov model with a single distribution per state and a diagonal covariance matrix, represents each visual unit. These models trained with the Baum and Welch' algorithm Baum, 1972] , are connected in a network representing lexico-syntactic rules. Decoding is performed using the Viterbi's algorithm Viterbi, 1967] according to the principle of output probability maximization.
A time delay neural network represents visible speech events by introducing xed delays of 60 ms on the input layer for the low-level visual-phonetic events and of 150 ms on the hidden layer for the higher-level contextual events Waibel, 1989] . The neural network is trained to t viseme targets using the backpropagation algorithm, slightly modi ed according to its topology. Decoding is performed according to the principle of error minimization. Since decoding errors are mostly independent, it is possible to correct substitution errors made by the Viterbi decoding by using neural network to label the visual segment corresponding to confusable units. A careful analysis of the confusion matrix provided by decoding cross-validation visual data, allow us to establish these substitution errors. Let SHMM and SNN be collections of confusable visemes of the Viterbi decoding and neural-network-based decoding respectively. As shown in Fig. 3 , the visible speech recognition process starts with Viterbi decoding since it is more reliable. For the visemes belonging to SHMM / SNN, the neural classi er labels the corresponding visual segment in order to remove the ambiguity. In the section that follows, we consider this discriminative decoding of visible speech as part of SI .
Integration of DI with the visual component of SI
The visual identi cation corresponding to the SI is performed, this time, independently of DI. Then results of DI and SI are dynamically combined according to their relative reliability. We consider the identi cation to be unreliable if the dispersion of the recognition hypotheses falls under a certain threshold. For the experiments presented here this threshold is xed to the average value of the dispersion on the testing set Rogozan and Del eglise, 1998 ].
Therefore, if the DI is not reliable when the visual identi cation is, the nal solution is provided by visual discrimination among the N-best DI solutions, otherwise, it represents the best solution of DI. The visual discrimination shown in Fig. 4 , starts with the mapping of N-best phonemic solutions of DI into visemic ones. Each solution is then aligned on the visual solution using an edition distance algorithm and nally a likelihood rate is calculated. The nal solution corresponds to the DI-solution most likely with the visual solution. In the following section we provide experimental results obtained with the DI+SI speech recognizer using this visual discrimination scheme.
Experiences and results

Performances of visual component of SI
We tested visual identi cation on visual data extracted from an audiovisual corpus. The corpus has been recorded in the framework of the AMIBE project Montaci e et al., 1995] with a video-speech workstation allowing to acquire audio and video signals in a synchronized manner. The speaker's lips were colored with blue and a chroma-key process directly connected to the RGB output of the camera turns lips to black. Hence, the image processing necessary to extract visual parameters is quite simple and precise. Due to the constraining recording conditions imposed on the speaker, it was not possible to obtain a large corpus. The corpus consists of only 200 utterances, from which we used one-third for training, the other third for crossvalidation and the last one for testing. Utterances are visual data of a test person pronouncing nonsense four-letter sequences, so that decoding cannot be constrained by a high-level grammar. Letters are pronounced at a fast rate, stressing the crossphoneme coarticulation phenomenon. The task can be considered equivalent to continuous recognition with small, but highly confusing vocabulary.
The visual speech recognition achieves 48.6 % viseme accuracy using hidden Markov models, while it does not exceed 30 % when using time delay neural network. However, these results obtained without the aid of acoustic or syntactic guides, are both satisfactory if we take into account the fact that expert lipreaders will only recognize about 60 % of these nonsense isolated words correctly. Regarding neural network results, most of the errors are caused by insertion and deletion. This is due to the fact that there is not any e cient search technique to nd the best scoring segmentation in continuous speech for neural networks as for Viterbi decoding. In addition, only one third of visual data is used for neural network training, since two thirds are used for hidden Markov model learning.
The performance went up to 49.3 % when the neural network was used besides hidden Markov models for visible speech recognition. This result shows only a slight performance improvement, compared to previous ones, without any statistical signi cation. As we proposed this approach in order to account better for visual information during the SI process, we have to test its appropriateness when integrating with DI.
Performances of DI+SI
Therefore, we tested the performances of DI+SI system using a visual discriminative scheme on the same benchmark: recognition of connected letters in French. To study its robustness in noisy speech, we arti cially degraded the acoustic signal by adding a dinning hall noise at a signal to noise ratio of 10, 0 and -10 dB. Table 1 shows its performances expressed in letter accuracy together with those obtained by acoustical and visual identi cation. For the purpose of comparison, we also included the results of DI+SI system whose visual identi cation uses stochastic hidden Markov models.
This allows us to make several remarks:
(i) First, the results of all audiovisual speech recognizers are better than those of acoustic and visual ones under varying noise level condition, including -10 dB, since the visual result is only expressed in terms of viseme accuracy instead of letter accuracy; (ii) Second, these results con rm our previous nding concerning the superiority of DI+SI compared to DI. However, the results of both DI+SI recognizers 
Conclusion
In this paper we showed that it is possible to get improvements by using a discriminative learning of visual information for audiovisual speech recognition. Given the fact that improvement is not statistically signi cant on our data, this nding should be considered with some degree of reservation. Hence, we should test on larger audiovisual data. However, we proposed methods allowing for the fusion of two di erent approaches: neural and stochastic for acoustical and visual identi cation. Otherwise, the approach we used for viseme determining is interesting towards speaker-adaptive audiovisual speech recognition. To this end, a solution could be to de ne di erent categories of speakers according to their similarity of visible-articulator shapes and movements. Actually, self-organizing mapping techniques could be used to generate a well-suited viseme set for each group of speakers, but again it requires important audiovisual data. Further work will, therefore, concern the increase of our audiovisual data.
