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Povzetek
Diplomsko delo obravnava avtomatsko razpoznavanje glasov slovenskega jezika
na osnovi podatkovne zbirke Sofes. Uporabljen je nabor programskih orodij za
razpoznavanje glasov in govora Kaldi, ki do sedaj za slovenski jezik še ni bil upo-
rabljen. Na podlagi različnih jezikovnih in akustičnih modelov razpoznavalnika je
bilo izvedeno rapoznavanje glasov. Dobljeni rezultati, tako na podlagi nevronskih
omrežij kot klasičnih HMM pristopov, so obetavni.
Ključne besede: Kaldi, razpoznavanje govora, slovenski jezik, prikriti Marko-
vovi modeli, nevronska omrežja
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2 Povzetek
Abstract
The thesis is focused on automatic speech recognition of Slovenian phonemes,
based on the Sofes database. The speech and phoneme recognition toolkit Kaldi
is used, which has thus far not been used for the Slovenian language. The speech
recognition process was implented with various acousting and lingustic models.
The results, obtained by using both neural networks and classical HMM approa-
ches, yielded promising results.
Key words: Kaldi, speech recognition, Slovenian language, hidden Markov mo-
dels, neural networks
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4 Abstract
1 Uvod
Govor je človeku najbolj naraven način komunikacije, ki se je razvil vzporedno z
našim lastnim razvojem. Z razvojem računalnikov smo izumili nov način komu-
nikacije z njimi, predvsem naprave kot so tipkovnica, miška in monitor. Takšna
komunikacija nam ni naravna in zato želimo razviti računalniški sistem, s katerim
bi lahko komunicirali preko nam bolj naravnega govora.
Razpoznavanje človeškega govora je znanstveno področje, ki obdeluje strojno ra-
zumevanje govora. Združuje več ved, kot so jezikoslovje, računalniške znanosti
in elektrothenika. Vzporedna tematika sinteze človeškega govora pa obravnava
drugi del komunikacije, pretvorbi pisanega besedila v govor. V tem diplomskem
delu se bomo posvetili le razpoznavanju govora.
1.1 Ozadje problema
Prvi koraki v raziskovanju razpoznavanja govora segajo v 50. leta 20. stoletja,
ko so v laboratorijih Bell v ZDA razvili sistem, ki je lahko razpoznal posamezne
števke. Obdelava signalov in računalniški sistemi so bili v tistih časih, v primerjavi
z današnjimi, zelo primitivni. S časom so se razvile nove metode in računska moč
računalnikov je napredovala.
V zgodnjih 60. letih so tako razvili prve metode za odpravljanje raznolikosti
hitrosti govora na podlagi zaznavanja začetka in konca govora. V tem obdobju
so se pojavli tudi namenski stroji za razpoznavanje govora, saj dovolj zmogljivi
računalniki še niso bili splošno dostopni [1].
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V 70. letih je bil razvit Viterbijev algoritem, ki se uporablja še danes in ga
uporablja tudi Kaldi. V tem obdobju so bili razviti tudi prvi razpoznavalniki
posameznih besed [2].
Eden večjih prebojev na področju razpoznavanja govora je bil dosežen v 80. le-
tih. Razvita je bila teorija prikritih Markovovih modelov. Poleg tega so se za
razpoznavanje govora začeli uporabljati tudi delta koeficienti MFCC, čeprav je
bila teorija o njihovi uporabi za ločevanje govorcev podana že ob koncu 70. let.
Leta 1989 se je začel razvoj na odprtem programskem orodju HTK (angl. Hidden
Markov Model Toolkit). Je zbirka C++ knjižnic, katere primarni namen je bilo
grajenje prikritih Markovovih modelov. Dolgo časa je bilo to orodje vodilno
v razvoju novih sistemov za razpoznavanje govora, vendar ga je dohitel čas in
razvoj se je ustavil - njihovi trenutni cilji so postavljeni za leto 2009 [3, 4].
Tako so se sčasoma začeli pojavljati novi programski sklopi, kot je Sphinx CMU.
Ta je spisan v programskem jeziku Java in se še vedno razvija naprej, vendar ni
nikoli zaživel do te mere kot HTK ali Kaldi.
Tretji večji sistem je imenovan RWTH ASR po univerzi v Aachnu, ki ga je razvila.
Tudi ta je spisan v programskem jeziku C++ in je v splošnem smatran kot glavni
konkurent Kaldi.
Pametni telefoni so tehnološko napredovali do te mere, da je področje razpozna-
vanja postalo zanimivo za tehnološke gigante, kot so Apple, Google in Micro-
soft [1]. S svojim močnim finančnim zaledjem so tako prevzeli vodstveno vlogo,
kar je upočasnilo raziskovalno delo večine raziskovalnih laboratorijev. Rezultate
njihovih raziskav lahko najbolje vidimo v njihovih storitvah, kot so Cortana [5],
Google Now [6] in Siri [7], večinoma pa niso dostopni zunanjemu svetu.
1.2 Cilji naloge
Cilj tega diplomskega dela je spoznavanje programskega orodja Kaldi. Predstavili
bomo njegove lastnosti in opisali kratek primer učenja razpoznavalnika glasov iz
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slovenskega govora na podlagi podatkovne zbirke Sofes.
V poglavju 2 so predstavljene teoretične osnove razpoznavanja govora. V poglavju
3 se osredotočamo na Kaldi, njegovo sestavo, delovanje in zgodovino. Potek
učenja razpoznavalnika opisujemo v poglavju 4, njegove rezultate v poglavju 5.2,
zaključek in razmislek o nadaljnem razvoju pa v poglavju 6.
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2 Teorija razpoznavanja govora
Razpoznavanje govora je proces ugotavljanja identitete govorca ali ugotavljanje
glasov, besed in stavkov na podlagi govorjenega besedila [2]. Običajno ga upo-
rabljamo v povezavi z računalniškimi sistemi in ga imenujemo tudi samodejno
razpoznavanje govora.
Grajenje takšnih sistemov je zelo kompleksno, zato se vedno omejimo na določeno
področje oziroma tematiko, za katerega bomo pripravili sistem za samodejno raz-
poznavanje govora (SSRG). Glavni razlog za to je ogromno število besed, ki bi ga
moral biti splošni SSRG sposoben prepoznati. Današnja tehnologija namreč še ni
sposobna podpirati tako obsežnega sistema. Druga večja težava je razpoznavanje
tekočega govora. Razpoznavanje posameznih besed je dokaj enostaven primer
na omejenem področju razpoznavanja, težava pa nastopi pri ločevanju govora na
besede. Ljudje namreč pogosto vežemo besede skupaj, ali pa govorimo z različno
dolgimi premori med njimi, kar oteži računalniško ločevanje besed.
Slika 2.1 prikazuje grobo definirane korake od analognega posnetega govornega
signala, do pisnega besedila na računalniku. V tem poglavju bodo opisane njihove
podrobnosti in podana teoretična osnova, potrebna za boljše razumevanje tega
dela. Iz govora moramo najprej dobiti značilke, torej lastnosti s katerimi ločujemo
med različnimi glasovi in iz njih zgradimo akustični model. Skupaj z jezikovnim
modelom in slovarjem ga nato uporabimo za določanje hipotez - možnih zapisov
izgovorjenega besedila in izmed njih izberemo najbolj verjetno [8].
Treba se je zavedati, da ima določen jezikovni model, čeprav je opisan v posa-
meznem poglavju, funkcijo tudi pri drugih delih učenja in razpoznavanja vzorcev
9
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Slika 2.1: Diagram postopka razpoznavanja govora
govora. Tako, denimo, delta kepstralni koeficienti služijo tako za izpeljavo značilk,
hkrati pa tudi pripomorejo k vzpostavljanju jezikovnih modelov.
2.1 Govor
Govor je bolj kompleksna tvorba, kot si ljudje predstavljamo. Ne le, da se raz-
likuje od človeka do človeka, tudi sami ne govorimo vedno na enak način. Med
drugim lahko, na primer, govorimo različno hitro, naše okolje se odraža v narečju,
spreminjamo glasnost in spreminjamo način govora glede na naše čustveno stanje.
Ljudje se teh lastnosti običajno ne zavedamo, saj jih sprejemamo in obdelujemo
podzavestno [8].
Bolj pogosto srečamo problem neznanega ali slabo poznanega jezika, ki nam one-
mogoča komunikacijo. Slovenščina pri razpoznavanju govora povzroča precej več
nevšečnosti kot, na primer, angleščina, zaradi pregibnosti (angl. inflection). V
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pregibnih jezikih imajo besede glede na kontekst različne oblike, sem spadajo npr.
sklanjatve v slovenskem jeziku. To povzroči višjo težavnost pri obdelavi slovarja
in grajenju jezikovnega modela, kar bomo podrobneje obravnavali v podpoglavju
2.6.
2.2 Akustična analiza
Običajno je prvi korak zajem in predelava zvočnih vzorcev iz analognih v di-
gitalne. Večina človeškega govora se nahaja v frekvenčnem območju 300Hz do
3,4 kHz, v mladosti pa naša ušesa zaznajo frekvence do okrog 20 kHz. Večina
energije govora se nahaja v nižjem delu tega spektra (pod 1 kHz, [8]), izkaže pa
se, da lahko ljudje govor dobro razločimo pri frekvencah do 4 kHz, posledično se
ta meja uporablja tudi v telekomunikacijah [9]. V višjem delu spektra govora
se običajno pojavijo razlike med govorom soglasnikov. V primeru ožje pasovne
širine, recimo pri komunikaciji preko telefona, se lahko zgodi, da se določenih
soglasnikov (npr. p in t) ne zaznava dobro in zato narobe razumemo sogovorca.
Signal moramo po Shannonovem teoremu zajemati vsaj s frekvenco 8 kHz [10].
Tako dobimo vrednosti signala v diskretnih trenutkih, ki jih moramo še kvan-
tizirati (vsakemu vzorcu moramo pripisati neko diskretno vrednost). Običajno
uporabimo 16 bitni kvantizator, so pa v uporabi tudi takšni z manj biti, kadar
kvantizacija ni linearna - poskrbeti moramo le, da so najtišji deli govora dovolj
razločno opredeljeni. Tako zajeti vzorci nosijo informacijo o amplitudnem poteku
signala skozi čas zajemanja [8]. Pogosto moramo pred nadaljevanjem iz posnet-
kov še izločiti motnje (šum), vendar tega ni vedno možno storiti po zajetju. Šum
predstavlja velike težave pri identifikaciji in izločanju značilk iz posnetka, pov-
zroči pa ga lahko vse od hrupa v ozadju, do slabe opreme s katero snemamo
vzorce.
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2.3 Določanje značilk
Govora z računalniki neposredno ne znamo razpoznavati, saj se izkaže, da je signal
preveč kompleksen. Zato zajeti signal parametriziramo v matematični zapis, ki
ga računalnik lažje obdeluje. Vrednostim tega zapisa pravimo značilke, ki si jih
lahko predstavljamo kot številčne vrednosti nekih lastnosti signala v posameznem
trenutku. Pomagajo nam ločiti med različnimi enotami govora, tako da jih lahko
kasneje identificiramo. Značilk ne določamo v točno določenih trenutkih, ampak
jih določimo za neko okno - obdobje, ki ga opisuje funkcija oknjenja. Trajanje
enega okna mora biti krajše od najkrajšega fonema (glasu), med seboj pa se okna
delno prekrivajo. Običajno se uporabljata Hammingovo (enačba (2.1)) ali pa
Hannovo okno (enačba (2.2)) [8, 11]. V teh dveh enačbah N predstavlja število
diskretnih časovnih trenutkov zajetih v enem oknu, n pa predstavlja za kateri
časovni trenutek gre.
w(n) =
0.54− 0.46 cos(
2πn
N−1), cˇe 0 ≤ n ≤ N − 1
0, drugače
(2.1)
w(n) =
0.5− 0.5 cos(
2πn
N−1), cˇe 0 ≤ n ≤ N − 1
0, drugače
(2.2)
Izbira pravih značilk je zelo kompleksen problem, saj bo SSRG na podlagi le
teh kasneje ločeval med posameznimi objekti razpoznavanja in napačna izbira
značilk lahko povzroči napake pri razpoznavanju. V grobem bi značilke lahko
ločili v dve domeni: časovne in frekvenčne. Pogosto uporabljene značilke pri
razpoznavi govora so: [12, 13]:
• koeficienti linearnega napovedovanja (LPC),
• percepcijski koeficienti linearnega napovedovanja (PLP),
• koeficienti melodičnega kepstra (MFCC).
Neobdelan govor vsebuje ogromno količino podatkov. Signal vzorčen s frekvenco
8 kHz in prevtvorjen z 8-bitnim analogno digitalnim pretvornikom, ima zapis z
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gostoto 64 kbit/s. V primeru izluščenih LPC značilk na tem signalu pa dobimo
gostoto 2,4 kbit/s, kar precej pospeši obdelavo signala [14].
2.3.1 Koeficienti linearnega napovedovanja
Linearno napovedovanje je metoda analize govora, ki temelji na temeljnih značil-
nostih generiranja človeškega govora. Zelo poenostavljen proces tvorjenja govora
bi lahko opisali kot zrak, ki ga pljuča potisnejo skozi zvočni trakt in usta ter pri
tem ustvarijo zvok. Pljuča tako predstavljajo vir zvoka, zvočni trakt pa filter, ki
ta zvok oblikuje v različne glasove [2, 14].
Na ta način tvorjene glasove lahko delimo na zvočne in nezvočne, ki se razliku-
jejo predvsem po njihovih energijah ter formantnih frekvencah. Zvočni glasovi
so tisti, kjer naše glasilke vibrirajo - npr. vsi samoglasniki slovenskega jezika.
Običajno imajo visoko povprečno energijo in zelo razločne formantne frekvence.
Nezvočni glasovi pa ob tvorjenju ne uporabljajo glasilk, saj le te mirujejo oziroma
ne nihajo periodično. Večinoma imajo nižjo energijo in višje frekvence kot zvočni
glasovi [14].
Za modeliranje govora lahko torej uporabimo vsepolni filter [15]. Vsepolni filter
lahko opišemo kot prenosno funkcijo, ki ima v števcu neko konstantno vrednost,
v imenovalcu pa nek polinom n-tega reda. Takšen filter lahko opišemo z enačbo
(2.3), kjer ak predstavlja koeficiente polinoma, p pa red analize LPC [15].
H(z) =
1
1−
p
k=1
akz−k
(2.3)
Pri linearnem napovedovanju trenutno okno signala napovemo kot linearno
kombinacijo predhodnih oken. Enačbo (2.4) dobimo s pomočjo inverzne z-
transformacije prenosne funkcije (2.3).
x¯[n] =
p
k=1
akx[n− k] (2.4)
Postopek LPC lahko opišemo kot iskanje koeficientov ak, kjer poskušamo najti
najmanjšo napako ocene e[n] = x[n]− x¯[n], kjer je n red polinoma. Ti koeficienti
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predstavljajo vektor značilk in jih imenujemo koeficienti linearnega napovedova-
nja.
2.3.2 Percepcijski koeficienti linearnega napovedovanja
PLP analiza temelji na LPC analizi, vendar upošteva določene lastnosti člove-
škega sluha. Postopek LPC namreč modelira človeški govor enako dobro v celem
obravnavanem frekvenčnem območju govora, medtem ko ima človeški sluh nekaj
specifičnih lastnosti, ki jih lahko uporabimo za boljšo analizo [15]:
• spektralno razločljivost kritičnih pasov,
• zvezo med intenziteto ter glasnostjo govora,
• krivulje enakih glasnosti
Izkaže se, da človeški sluh dokaj enakomerno razloči zvok s frekvenco do okrog
800MHz, z višjimi frekvencami pa naša ločljivost raste vse počasneje [12]. To
modeliramo z drugačno razporeditvijo filtrov, ki jih do 800MHz razvrstimo li-
nearno, naprej pa jih ločimo z logaritmično skalo (običajno uporabljamo Bark
skalo [13]). Preostali del postopka je podoben postopku LPC analize.
PLP analiza je zelo pogosto uporabljena za razpoznavanje govora, saj daje velik
poudarek prvima dvema formantoma in manjši poudarek na višjih formantih. V
primerjavi z MFCC analizo (poglavje 2.3.3) bolj upošteva višje frekvence glasov,
ki so manj odvisne od govorca in so primernejše za razpoznavanje govora [12].
2.3.3 Koeficienti melodičnega kepstra
Mel frekvenčna kepstralna analiza je ena izmed starejših metod analize govora.
Ima široko področje uporabe: ločevanje med govorom in glasbo, razločevanje go-
vorcev, razpoznavanje žanrov glasbe, razpoznavanje govora itd. Analiza temelji
na dejstvu, da močnostni spekter govora opisuje njegovo frekvenčno vsebino -
vrhovi spektra so povezani s formantnimi frekvencami govora. Te frekvence so
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ključne pri identifikaciji posameznih glasov, s pomočjo razmika prvih dveh for-
mantnih frekvenc lahko naprimer zelo dobro ločimo med samoglasniki [16]. Tako
kot pri PLP analizi (poglavje 2.3.2) upoštevamo, da je človeško uho bolj obču-
tljivo na določene dele frekvenčnega spektra. Njen postopek lahko strnemo v
naslednje točke:
• izračunamo Fourirjevo transformacijo oken,
• izračunamo amplitudni spekter transformacije,
• filtriramo spekter preko mel razporejenih pasovnih filtrov - dobimo moči
spektra ob frekvencah filtra
• uporabimo diskretno kosinusno transformacijo na dobljenih močeh, kot da
bi bile le-te spekter signala
Amplitude tega spektra predstavljajo koeficienti melodičnega kepstra MFCC ko-
eficienti c0, c1, ..., cn. Z diskretno kosinusno transformacijo odstranimo križne ko-
relacije, kar znatno pohitri kasnejše obravnavanje modelov mešanic Gaussovih
porazdelitev (angl. Gaussian mixture models - GMM) [12, 17, 18].
Prav tako se je dobro zavedati, da metoda daje velik pomen prvima dvema koe-
ficientoma c0 in c1. c0 predstavlja moč vseh pasovnih širin vzorca, c1 pa razmerje
med visokimi in nizkimi frekvencami v vzorcu. Ni pa nujno, da ostali koeficienti
ne nudijo drugih interpretacij podatkov, kot le grobega ločevanja med posame-
znimi zvoki. Posledično je metoda občutljiva na šum in zaradi tega uporabna le
za razmeroma brezšumne posnetke [8]. Pri združevanju vektorjev značilk različ-
nih govorcev vpeljemo dodatno variabilnost in s tem nenatančnost zaradi narečij
drugih razlik v govoru posameznih govorcev [19, 20, 21].
2.3.3.1 Delta in delta-delta značilke
Delta in delta-delta kepstralne značilke so bile uvedene za dodajanje dinamič-
nih informacij v sicer statične kepstralne značilke [22]. Govor je namreč časovno
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dinamičen in ne stacionaren, kot sicer predpostavljajo značilke. Poleg tega izbolj-
šajo natančnost razpoznavanja govora s prikritimi Markovovimi modeli (ti bodo
natančneje predstavljeni v poglavju 2.5.4), saj karakterizirajo časovno odvisnost.
Za časovno kratko kepstralno značilko C[n], je delta kepstralna značilka tipično
podana z [23]:
D [n] = C [n+m]− C [n−m] , (2.5)
delta-delta kepstralna značilka pa kot razlika delta značilke. Pri tem n predstavlja
število analiziranih oken, m pa parameter, katerega vrednost je tipično 2 ali 3 [23].
Uporablja se tudi zapis s črkami grške abecede - ∆ in ∆∆.
2.4 Razvrščanje
V tem koraku naš SSRG s pomočjo značilk razvrsti dobljene vzorce k njihovim
pripadajočim komponentam govora. To razvrščanje lahko opravimo na tri raz-
lične načine [24]:
• akustično-fonetični pristop,
• pristop z razpoznavanjem vzorcev,
• pristop z umetno inteligenco
Prvi pristop sloni na predpostavki, da ima človeški govor končno število različnih
glasov, ki jim lahko pripišemo edinstvene karakteristike za medsebojno ločevanje.
Oknjen vzorec torej uporabimo kot niz zaznanih glasov, iz katerih izluščimo iz-
govorjavo možnih besed. Glavni problem tega pristopa je, da temelji na znanju
in predpostavkah o fonemih, ki jih običajno nimamo.
Pristop z razpoznavanjem vzorcev temelji na ujemanju govorjenega signala z že
razpoznanimi (učnimi) vzorci. V teoriji bi lahko z dovolj širokim naborom vzorcev
za posamezne besede lahko izničili večino variabilnosti govora in s tem dobro
razpoznavali izgovorjene besede.
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Tretji pristop pa je kombinacija prvih dveh in poskuša posnemati človeško za-
znavanje govora. Ljudje smo namreč sposobni neznano ali narobe razpoznano
besedo prepoznati iz konteksta besedila oziroma povedi [24, 25]. V tem delu se
bomo osredotočili predvsem na ta pristop.
2.4.1 Potek razvrščanja
Postopek razvrščanja uporablja iskalni algoritem za iskanje najbolj verjetno za-
poredje besed na podlagi vektorjev značilk, pridobljenih pri analizi vhodnega
signala. Med delom seveda algoritem identificira več možnih kombinacij besed,
ki jim rečemo hipoteze [15].
Algoritem hipoteze medsebojno vrednoti na podlagi slovarja besed (fonetični za-
pis posameznih besed iz področja razpoznavanja), nabora akustičnih modelov
(parametri fonemov v glasu [25]) ter jezikovnega modela, ki predstavlja vir zna-
nja o jeziku samem. Prva dva vira informacije (slovar besed ter akustični model)
služita identifikaciji posameznih besed in sta zgrajena na podlagi zvočnih posnet-
kov iz učne množice, jezikovni model je pa grajen na podlagi pisnega besedila in
je v uporabi pri postavljanju besede v pravi kontekst glede na njen pomen [15].
2.5 Akustično modeliranje
Akustični model predstavlja matematični opis neke zvočne enote, npr. fonema.
Na izgovorjavo posameznega fonema vplivata fonema pred in za njim, zato ju
upoštevamo pri gradnji posameznega modela (upoštevamo kontekst fonema). Ta-
kšni sestavi treh fonemov pravimo trifon, metodam ki ga obdelujejo pa trifonske
metode [15, 25].
Seveda bi lahko kvaliteto takšnega modela izboljšali s širjenjem konteksta, a to
povzroči hitro rast kompleksnosti razpoznavalnika in je zato uporabno le za zelo
ozka področja uporabe z majhnim jezikovnim slovarjem. Za akustično mode-
liranje vzorca govora (določanje korelacije med vektorji zaznanega akustičnega
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signala ter njihovim fonetičnim zapisom) obstajajo trije glavni pristopi - s po-
močjo GMM, prikritih Markovovih modelov (HMM) in s pomočjo nevronskih
omrežij.
Prva dva pristopa sta starejša in bolj razširjena, vendar se vedno bolj uveljavlja
akustično modeliranje s pomočjo nevronskih omrežij [26, 27]. Slednje imajo do-
datno prednost, da jih je mogoče hkrati uporabiti tako za akustično kot tudi za
jezikovno modeliranje.
Posebno dobre lastnosti pri zmanjšanu števila napak v razpoznavanju besedila
kažejo globoka nevronska omrežja [26]. Ker so pristopi k akustičnemu modelira-
nju kompleksni, računski časi pa dolgi, se ponavadi pred modeliranjem izvedejo
dodatni algoritmi za zmanjšanje razsežnosti prostora (denimo z linearno diskri-
minantno analizo) ter adaptacijo govora (denimo z linearno transformacijo).
2.5.1 Linearna diskriminantna analiza
Modeli za akustično modeliranje so kompleksni in tipično zahtevajo relativno
dolge računske čase, zato želimo pred gradnjo modela razsežnost prostora karseda
zmanjšati. To naredimo z zmanjšanjem števila spremenljivk [28]:
y = ΘT x, (2.6)
kjer je x osnovni vektor spremenljivk v n-razsežnem prostoru, y pa transformi-
rani vektor spremenljivk v m-razsežnem prostoru, za katerega velja m < n. Θ
predstavlja transformacijsko matriko. Cilj metod, prikazanih v nadaljevanju, je
iskanje optimalne matrike Θ glede na izbrani kriterij optimizacije.
Linearna diskriminantna analiza (angl. Linear Discriminant Analysis - LDA)
je oblika diskriminantne analize. To je statistična metoda, s katero poskušamo
določiti linearno kombinacijo danih razredov spremenljivk tako, da si bodo ti med
seboj čim bolj jasno različni. Metoda poskuša zmanjšati razsežnost prostora,
hkrati pa ohraniti kar največ informacij o razlikovanju podatkov med razredi.
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Za vsak razred se izračuna vektor povprečij [28]:
xj =
1
Nj
Nj
i=1
xi (2.7)
ter kovariančna matrika:
Wj =
1
Nj
Nj
i1
(xi − xj) (xi − xj)T. (2.8)
Podobno vektor povprečij:
x =
1
N
N
i=1
xi (2.9)
ter kovariančno matriko:
T =
1
N
N
i1
(xi − x) (xi − x)T. (2.10)
definiramo za celotno zbirko podatkov, pri čemer velja:
N =
J
i=1
Nj (2.11)
ter:
W =
1
N
J
j=1
NjWj. (2.12)
Kriterij LDA maksimizira razlike med razredi ob sočasnem manjšanju razredov:
Θˆ = argmax
Θp
=
ΘTp TΘpΘTp WΘp . (2.13)
Optimalna vrednost Θˆ je dosežena z m največjimi lastnimi vektorji sistema:
Θˆ = eigenvec

W
−1
T

. (2.14)
2.5.2 Učenje s prilagajanjem na govorca
Učenje s prilagajanjem na govorca (angl. Speaker adaptivne training - SAT) je
postopek, kjer se z uporabo transformacij, denimo linearne transformacije z naj-
večjim verjetjem (poglavje 2.5.2.1), spremeni parametre akustičnega modela ali
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samih karakteristik govora [27]. Splošni akustični model govora lahko najmanjše
število napak doseže le, če je karseda prilagojen trenutnemu govorcu [29].
Učenje s prilagajanjem na govorca je bilo v prvi vrsti razvito za sisteme, ki upo-
rabljajo GMM in HMM, vendar je metoda vpeljana tudi na področje nevronskih
omrežij [27, 30].
2.5.2.1 Model linearne transformacije z največjim verjetjem
Model linearne transformacije z največjim verjetjem (angl. Maximum Likelihood
Linear Transform - MLLT) uporabi linearno transformacijo za boljše prilagajanje
parametrov akustičnega modela trenutnemu govorcu [29]. Model je kompleksen in
ga na tem mestu ne bomo podrobneje predstavljali; podrobnosti podaja, denimo
Ganitkevich v svojem delu [29]. V splošnem metoda adaptira vektor povprečij x
z linearno transformacijo v vektor xˆ:
xˆ =Wx+ b, (2.15)
ter kovariančno matriko W v Wˆ:
Wˆ = LBLT, (2.16)
kjer je L Choleski faktorizacija matrike W:
W = LLT, (2.17)
B pa predstavlja diagonalno matriko. Podobno kot pri LDA se tudi tukaj išče
maksimum optimizacijske funkcije [31, 32, 29].
2.5.3 Funkcija največje vzajemne informacije
Funkcija največje vzajemne informacije (MMI, angl. Maximal Mutual Informa-
tion Function) poskuša najti najvišjo pravilnost izgovorjave besed v modelu. To
je popisano s funkcijo [33]:
FMMIE(λ) =
R
i=1
log
pλ (χi|Ms i)κ P (si)
s pλ (χi|Ms)κ P (s)
, (2.18)
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kjer λ predstavlja parametre akustičnega modela, χi učni govor,Ms pripadajoči
stavek HMM modela stavku s, si pa pravilno izgovorjavo za i-ti govor. κ pred-
stavlja akustično skalo, uporabljeno pri dekodiranju, P (s) pa šibkejšo obliko jezi-
kovnega modela. Podobno kot vse opisane pomožne funkcije do sedaj tudi MMI
poskuša optimirati vektorje povprečij in matriko kovariance sistema za doseganje
boljšega prilagajanja modela dejanskemu zapisu govora. Podrobnosti modela so
podane v delih [33, 34].
2.5.4 Prikriti Markovovi modeli
Običajno se odvisnosti predstavi s prikritimi Markovovimi modeli (angl. Hidden
Markov Model - HMM), ki predstavljajo sistem stanj in povezav med stanji. Kot
opazovalec vidimo le izhod iz sistema, ne pa njegovega notranjega delovanja, zato
mu pravimo, da je prikrit. Markovov pa mu rečemo zaradi predpostavke, da je
verjetnost prehodov v naslednje stanje vedno odvisna le od trenutnega stanja in
ne od predhodnih stanj, prehajanja med stanji so pa naključna [2, 18, 35].
Recimo, da za dani HMM zapišemo množico možnih stanj S = S1, S2, ..., SN , kjer
je N število možnih stanj tega modela. Naj bo qi stanje modela v trenutku i,
če je i ∈ t; t = 1, 2, 3... kjer t označuje prehode med stanji v času. Potem lahko
definiramo prehodno verjetnost aij, ki predstavlja da bo HMM prešel iz stanja Si
v stanje Sj z naslednjo enačbo:
aij = P [qt = Sj|qt−1 = Si] (2.19)
pri pogojih
0 ≤ aij ≤ 1; ∨i, j (2.19a)
i
aij = 1; ∨i (2.19b)
Te verjetnosti lahko zapišemo v matriko prehodnih verjetnosti: A = {aij} [36].
To lahko storimo, ker nestacionarni govorni signal obravnavamo kot odsekovno
stacionaren [11]. V vsakem stanju HMM naključno odda:
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• znak iz končnega slovarja V = {v1, v2, ..., vR},
• katerikoli vektor vrednosti značilk xt ∈ IRn.
V prvem primeru pravimo, da gre za diskreten HMM, v drugem primeru pa
obravnavamo zvezni ali pa polzvezni model. Vsako stanje Si ima neko verjetno-
stno porazdelitev bi, s katero potem HMM oddaja nek znak vk oziroma vektor
značilk xt. Diskretni sistemi so precej bolj enostavni za učenje, saj potrebujemo
veliko manjšo učno množico podatkov kot za zvezne. Po drugi strani pa imajo
zvezni modeli veliko bolj natančno modelirano porazdelitev izhodnih simbolov.
Slika 2.2 prikazuje shemo stanj preprostega diskretnega HMM s štirimi stanji. V
danem primeru lahko model prehaja le med sosednjimi stanji (npr. prehod iz s1
v s3 ni možen), oddaja pa lahko iz nabora dveh simbolov - v1 in v2. Izven sistema
ne moremo vedeti točno v katerem stanju se sistem nahaja, lahko le opazujemo
oddan simbol in sklepamo na podlagi verjetnosti, v katerem stanju se sistem
nahaja - b1(v1) nam poda verjetnost, da model oddaja simbol v1, ko se nahaja v
stanju s1.
s1
a11
s2
a12
a21
a22
s3
a23
a32
a33
s4
a34
a43
a44
v1
b1(v1)
v2
b4(v2)
Slika 2.2: Shema prehajanja stanj HMM s štirimi stanji
Pri razpoznavanju govora uporabljamo levo-desne HMM, ki lahko stanja menjajo
le v eno smer, torej velja pogoj:
aij = 0, ∀i > j (2.20)
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HMM nam na podlagi vektorja značilk odda nek niz znakov (ali pa nov vektor
značilk, če uporabljamo zvezno različico modela), glede na notranje stanje mo-
dela. Ta niz znakov uporabimo skupaj z jezikovnim modelom (poglavje 2.6) za
identifikacijo izgovorjene besede. Medtem ko lahko zgradimo HMM tudi na ni-
voju besed, jih običajno za razpoznavo govora gradimo na nivoju fonemov, ker je
veliko manj možnih kombinacij [16].
2.5.5 Nevronsko omrežje
Računalniški pristop k posnemanju delovanja človeških možganov imenujemo ne-
vronska omrežja. Medtem ko preproste aritmetične procese, kot je seštevanje,
računalnik opravlja neprimerljivo hitreje kot ljudje, ima vsak človek sposobnost
procesirati določene vrste podatkov v trenutku, medtem ko jih trenutno obsto-
ječi stroji sploh niso zmožni. V ta področja lahko uvrstimo razpoznavanje slik in
govora, zaznavanje okolja in odzivanja nanj ter nadzor gibanja telesa [37].
V zadnjih letih so nevronska omežja zelo napredovala v njihovih zmogljivostih.
Njihova glavna omejitev je sposobnost vzporednega procesiranja podatkov. Vča-
sih so takšno delo lahko opravljali le superračunalniki, zdaj pa se vse bolj poja-
vljajo odprti gonilniki za grafične kartice. Le te imajo veliko število manj zmoglji-
vih grafičnih procesorjev, ki so namenjeni točno temu problemu - vzporedni ob-
delavi večje količine podatkov. Na tem področju je predvsem razširjena uporaba
Nvidia grafičnih kartic, za delo s katerimi obstaja nabor orodij CUDA [38, 39].
Nevronska omrežja so sestavljena iz številnih posameznih enot, ki posnemajo
obnašanje bioloških nevronov. Nevroni so živčne celice, ki v naših možganih preko
dendritov sprejemajo signale iz drugih nevronov, ki jih potem soma (osrednji del
nevrona) interpretira. Pri določenih pogojih, ki jim pravimo prag, se nevron
sproži in posreduje signal naprej naslednjim nevronom, s katerimi je povezan.
Na enak način delujejo nevroni umetnih nevronskih omrežij. Imajo n vhodov, ki
jih označimo kot xj, preko katerih sprejemajo signale iz drugih nevronov. Vsak
vhod v sprejemajoči nevron z oznako i ima utež, označeno z wji, ki določa po-
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membnost posameznega vhoda. Drugi del nevrona predstavlja aktivacijska funk-
cija φi, ki določa izhod nevrona yi. Vrednost izhoda je poljubna, običajno pa
jo omejimo na interval [0, 1] ali [−1, 1]. Stanje izhoda je odvisno od seštevka
uteženih vhodov ui [37, 40]:
ui =
n
j=1
wjixj (2.21)
yi = φ(ui) (2.22)
Aktivacijske funkcije imajo lahko poljubno obliko, vedno pa uporabljajo nek
prag θ. Pogosto so v uporabi sledeče funkcije:
• pragovna funkcija (enačba (2.23)),
• odsekoma linearna funkcija (enačba (2.24)),
• sigmoidna funkcija (enačba (2.25)) - a predstavlja koeficient karakteristike
krivulje),
• hiperbolična tangentna funkcija (enačba (2.26)).
yi =
0, ui < θ1, ui ≥ θ (2.23)
yi =

0, ui ≤ −θ
ui, −θ < ui < θ
1, ui ≥ θ
(2.24)
yi =
1
1 + e−
u
a
(2.25)
yi =
eau − e−au
eau + e−au
(2.26)
Najbolj pogosto se uporablja sigmoidna funkcija, saj ima tako linearni kot neli-
nearni del, kjer lahko nadziramo strmost linearnega dela [40].
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2.5.5.1 Vrste nevronskih omrežij
Obstajajo številne izvedbe nevronskih omrežij, običajno pa so njihove glavne
razlike v načinu povezovanja nevronov znotraj mreže ter uporabi različnih akti-
vacijskih funkcij. Zgradbo nevronskih omrežij bi lahko posplošili v sledečo struk-
turo [40]:
• vhodni sloj nevronov,
• različno število prikritih slojev nevronov,
• izhodni sloj nevronov.
Nevronska omrežja imajo lahko povezave med sloji nevronov naravnane le v eno
smer (od vhoda proti izhodu). V takšnem primeru jim pravimo, da so to mreže
s povezavami naprej (angl. feedforward), če pa imajo povezave tudi nazaj na
prejšnje sloje, jih označimo kot rekurzivne [38].
Posamezni sloji imajo lahko različna števila nevronov. Kot polno povezana ne-
vronska omrežja označimo tiste, kjer je vsak nevron enega sloja povezan z vsakim
nevronom sosednjega sloja. Slika 2.3 prikazuje primer takšnega polno povezanega
omrežja z dvema skritima plastema nevronov.
2.5.5.2 Večplastni perceptron
Večplastni perceptron je enostaven tip nevronskega omrežja, ki ga predstavlja
tudi slika 2.3, in je en najbolj pogosto uporabljenih tipov nevronskih omrežij pri
razpoznavanju vzorcev. Z uporabo postopka vzvratnega učenja lahko s tripla-
stnim perceptronom ustvarimo približek Bayesove odločitvene funkcije [11, 41].
Večplastni perceptron ima tri ključne lastnosti [41]:
• nelinearna zvezna aktivacijska funkcija,
• ima eno ali več skritih plasti perceptronov (število teh plasti mu daje ime),
• nevroni so medsebojno zelo povezani - običajno gre za polno povezano ne-
vronsko omrežje.
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Slika 2.3: Primer nevronskega omrežja s štirimi vhodi, dvema skritima plastema
in enim izhodom
Vzvratno učenje je eden izmed možnih postopkov nastavljanja parametrov uteži
wij v perceptronu. Postopek poteka tako, da pri želenem izhodnem vektorju t
spreminjamo uteži posameznih plasti toliko časa, da zmanjšamo srednjo kvadra-
tno napako med t in dejanskim izhodnim vektorjem x.
Za prvi korak lahko uteži nastavimo na poljubna majhna števila iz R, med uče-
njem pa te vrednosti popravljamo, dokler se ne ustalijo. Paziti moramo, da
nobena utež ni enaka 0, saj se med učenjem takšna utež ne bo spreminjala. Me-
todam spreminjanja uteži pravimo učna pravila [40].
Zavedati se moramo, da lahko pri učenju naletimo na lokalni minimum napake in
se učenje ustavi. Zato običajno postopek izvedemo večkrat in z naključnim posta-
vljanjem začetnih vrednosti uteži dosežemo različne minimume, ali pa vpeljemo
določeno mero naključnosti v učna pravila.
Prav tako moramo upoštevati, da v primeru premajhnega števila učnih vzorcev
lahko pride do težav. Nevronsko omrežje se pri učenju vzorcev teh nauči preveč
striktno in ne bo sposobno pravilno klasificirati podobnih vzorcev, ker so premalo
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podobni tistim iz učne množice. To rešujemo s pomočje testnih vzorcev, kjer po
vsakem obdobju (epohi) učenja preverjamo pravilnost razvrščanja teh vzorcev z
nevronskim omrežjem, nato pa uporabimo najboljšo rešitev [11].
V primeru, ko ima večplastni perceptron več kot eno skrito plast, govorimo o
globokih nevronskih mrežah.
2.5.5.3 Model dolgega kratkoročnega spomina
To je poseben tip povratnega nevronskega omrežja (angl. recurrent neural ne-
twork - RNN). Značilnost teh je, da med delovanjem ohranjajo informacijo o
prejšnih korakih oziroma časovnih trenutkih [42]. Za kratke časovne intervale to
ne predstavlja težav, za večje pa enostavna povratna omrežja takšnega pomnjenja
niso zmožne. Velik problem povratnih omrežij je njihovo učenje - pri vzvratnem
učenju pride do t.i. izginjajočega gradienta (angl. vanishing gradient), o katerem
si lahko več preberemo v [43].
Nevronska omrežja dolgega kratkoročnega spomina (angl. long short term me-
mory networks - LSTM) so poseben tip povratnih nevronskih omrežij, ki so spo-
sobne te podatke hraniti dlje [44, 45]. LSTM vsebujejo poseben sklop t.i. spo-
minskih celic, ki služijo hranjenju informacij. Do podatkov v spominskih celicah
LSTM omrežje dostopa preko mehanizmov, ki jim pravimo vrata.
Vsaka celica ima troje vrat, ki za svoje delovanje običajno uporabljajo sigmoidne
funkcije [44]. Vhodna vrata (angl. input gate) omejujejo nastavljanje podatkov v
spominskih celicah glede na podatke v vhodnih vektorjih omrežja. Izhodna vrata
(angl. output gate) določajo dostoponost podatkov spominske celice iz ostalega
omrežja. Pozabna vrata (angl. forget gate) pa določajo, ali je kak podatek v
spominski celici zrel za pozabljanje [46].
Pri razpoznavanju govora nepovratna nevronska omrežja, kot je večplastni per-
ceptron, obdelujejo le posamezno okno. Povratna omrežja pa te slabosti nimajo
in lahko povezujejo kontekst zaporednih oken za boljše rezultate [47]. Zasnova
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LSTM omrežij je bila razvita že ob koncu 2. tisočletja [48], vendar se za razpo-
znavanje govora niso uporabljale do pred kratkim [46]. Rezultati pa so opazno
boljši od običajnih nevronskih omrežij - leta 2016 so jih začeli uporabljati veli-
kani tehnološkega sveta, kot so že omenjeni Google, Apple in Microsoft [46, 49].
Zaradi zaprtosti večine projektov teh velikih podjetij, je uradne vire težko najti
in lahko novice o tem izvemo bolj posredno preko neznanstvenih virov [50].
2.5.5.4 Uporaba
Nevronska omrežja lahko uporabimo tako za razpoznavo glasov iz značilk govora,
kot za določanje najbolj verjetnih besed na podlagi razpoznanih glasov. V pri-
meru razpoznave glasov lahko za vhodni vektor vzamemo značilke MFCC. Kot
smo že omenili, je za razpoznavo govora dovolj prvih 10 do 20 koeficientov, tako
da bo to tudi število naših vhodov v nevronsko omrežje.
Finski znanstvenik Errki Oja je analiziral učenje nevronskih omrežij in postavil
metodo grobe ocene za število nevronov v skritih plasteh. Ocena je odvisna od
števila vhodov N , izhodov M in velikost učne množice T [51, 52]:
H =
T
5(N +M)
(2.27)
To število je seveda le groba ocena in ga tekom učenja spreminjamo, je pa upo-
rabno za določanje izhodiščne velikosti mreže.
Izhod iz zgoraj opisanega omrežja lahko predstavljajo črke, fonemi, nov vektor
značilk ali pa celo besede. Ta tip izhoda pa določa število nevronov v izhodni
plasti - če želimo razpoznavati 10 besed, potem bomo običajno imeli 10 izhodov,
kjer vsak izhod predstavlja besedo.
2.6 Jezikovno modeliranje
Jezikovni model predstavlja znanje našega SSRG o jeziku. Učimo ga na podlagi
pisanega besedila (korpusa), ki vsebuje terminologijo iz željenega področja razpo-
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znavanja. Najbolj preprost način analize korpusa bi bilo preprosto štetje stavkov
in besed, vendar bi za zadovoljivo natančnost potrebovali preveč besedila. Zato
uporabimo statistične modele, ki predvidevajo zaporedja besed v stavkih.
Denimo, da imamo niz besed W, ki ga sestavljajo besede W = w1, w2, ..., wm.
Zanima nas torej verjetnost, da si besede sledijo točno v tem vrstnem redu P (W).
Verjetnost, da se pojavi beseda wi je torej pogojena z besedami, ki se v besedilu
pojavijo pred njo. To verjetnost bi teoretično lahko izračunali:
P (W) =
m
i=1
P (wi|w1, ..., wi−1) (2.28)
Hitro opazimo, da je takšne verjetnosti nemogoče in nesmiselno računati za
stavke, daljše od par besed. Za slovar V velikosti |V | bi imeli za vsako be-
sedo |V |i−1 možnih kombinacij predhodnih besed, kjer je i položaj željene besede
v povedi. Že majhni slovarji s 1000 besedami bi za trigramski model zahtevali
ocenjevanje milijarde parametrov. Privzemimo Markovovo predpostavko, da so
verjetnosti pojava posameznih besed odvisne le od njihove predhodne besede:
P (W) =
m
i=1
P (wi|wi−1) (2.29)
Na ta način računanje znatno poenostavimo, vendar izgubimo ogromno pomen-
skega povezovanja med besedami. Zato razširimo to pogojno verjetnost na več
kot eno besedo. Takšnemu pristopu pravimo N-gramski model jezika, kjer N
predstavlja število besed, ki jih vežemo skupaj (3-gramski model bo torej upo-
števal zadnji dve besedi, ko računa verjetnost tretje). Model predpostavlja tudi,
da so verjetnosti stacionarne (se ne spreminjajo skozi čas), npr. glede na polo-
žaj besede v stavku [16, 15]. Glavna prednost statističnih jezikovnih modelov
je lahko učenje. Vse kar potrebujemo je dovolj velik nabor pisanega besedila iz
željenega področja. Po drugi strani je pa pridobivanje dovolj obsežnega korpusa
lahko zamudno in težavno. Upoštevamo lahko tudi, da določene kombinacije be-
sed niso smiselne in zato ni treba, da jih sistem dobro razpoznava oziroma lahko
zadovoljivo razpoznamo dele povedi, iz katere ustvarimo njen kontekst [16].
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Danes so pogosto v uporabi 3-gramski modeli, ki jih za hitrejšo obdelavo po-
enostavimo s postopki glajenja in sestopanja [15]. Običajno je problem, da se
velika večina n-gramov v posameznem modelu ne pojavlja, veliko pa se jih zgodi
le parkrat ali pa le enkrat, kar lahko zelo pokvari kvaliteto modela. Ne glede
na velikost besedila se bodo vedno pojavile anomalije, ki nam pokvarijo model s
svojim odstopanjem [53]. To se pojavi najbolj izrazito pri kombinacijah besed, ki
se v našem besedilu niso pojavile, so pa lahko uporabljene. Ta problem rešujemo
z glajenjem, ki vsaki kombinaciji pripiše neko neničelno verjetnost, tako da jo
sistem še vedno upošteva, tudi če z zelo majhno verjetnostjo. Metod glajenja je
več, najbolj enostaven pristop je prišteta majhna vrednost k vsaki verjetnosti v
modelu, vendar se je to izkazalo kot slaba praksa z vidika natančnosti modela.
Bolj pogosto uporabljamo linerno interpolacijo, aditivno glajenje ali pa kak drug
postopek [15].
Drug pristop k istemu problemu je sestopanje. Tu v primeru preredkega po-
javljanja kombinacije besed uporabimo verjetnost za nižjo stopnjo n-gramskega
modela. Tako bi pri trigramskem modelu ob premajhni verjetnosti pojave treh
zaporednih besed uporabili dvogramski model le dveh besed.
2.6.1 Končni pretvorniki
Končni pretvorniki (angl. Finite-State Transducer - FST) so primer avtomata s
končnimi stanji. Na vhodu sprejema en niz simbolov, ki ga preslika na izhod v
drug niz simbolov. Avtomat si lahko predstavljamo kot končni nabor stanj in pre-
hodov med njimi, kjer ima vsak prehod neko oznako. Tako akustični kot jezikovni
model imata ogromno ponavljanj - pogosto se izgovorjava dveh besed razlikuje le v
enem ali dveh fonemih, medtem ko hranimo vsako različico posebej. S širjenjem
slovarja imamo vse večje probleme pri shranjevanju vseh možnih kombinacij v
spomin našega računalnika. Problem predstavlja predvsem računsko učinkovito
dostopanje do podatkov v slovarju. To je sploh problem pri pregibnih jezikih,
zato potrebujemo veliko večje slovarje kot za nepregibne jezike. V primerjavi z
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Slika 2.4: Preprost končni pretvornik, vir: [55]
angleščino, ki je nepregiben jezik, potrebujemo za slovenščino približno desetkrat
večji slovar za razpoznavanje primerljivega korpusa [54].
Končni pretvorniki predstavljajo eno od potencialnih rešitev. V primerjavi z na-
vadnimi avtomati izdajajo svoj lasten izhod, medtem ko običajni končni avtomati
nek vhod le razpoznajo ali pa ga zavrnejo. Slika 2.4 prikazuje enostaven primer
FST, ki predstavlja preslikavo zapisa treh besed (hiša, hišo in hiter) v njihov
fonemski zapis. Stanje (0), ki ima odebeljeno obrobo, predstavlja začetno stanje,
s puščicami so označeni prehodi med stanji glede na vhodne simbole, izhodno
stanje (4) pa je označeno z dvojno obrobo. Nad posameznimi prehodi med stanji
je preslikava, ki jo dobimo na izhodu ob prehodu v naslednje stanje po tej poti.
Šele ko se FST prestavi v zadnje stanje, pravimo da sprejme celoten vhodni niz
in takrat izhodni niz postane veljaven [55].
Kot vidimo so določeni prehodi identični - tak FST se da minimizirati in s tem
znebiti odvečnih prehodov. Postopkov za minimizacijo je več in se tu ne bomo
spuščali v njih - končni rezultat pa bi za sliko 2.4 lahko izgledal nekako tako, kot
je prikazan na sliki 2.5.
Tako minimizirani slovarji zavzamejo precej manj prostora - v raziskavah za slo-
venski jezik je bila na majhnih vzorcih kompresija visoka (nad 50% [56]), oziroma
se je pokazalo, da pri dovolj visokem naboru besed začne velikost slovarja, zapi-
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Slika 2.5: Minimiziran končni pretvornik, vir: [55]
sanega s FST, v primerjavi s klasičnimi slovarji upadati [55]. Pri manj pregibnih
jezikih bo upadanje seveda manjše, ampak se še vedno pojavi.
Obteženi FST (angl. Weighted Finite-State Transducers - WFST) imajo na vsa-
kem prehodu ter stanjih dodatne uteži, ki predstavljajo ceno prehoda v naslednje
stanje (običajno imata tudi končno in začetno stanje uteži). V primeru stati-
stičnega modeliranja pogosto za utež uporabimo verjetnost prehoda v naslednje
staje. Obstaja še par posebnih oblik WFST [57]:
• deterministični FST - nobeno stanje nima dveh prehodov v naslednje stanje
z istim vhodnim simbolom,
• sekvenčni FST - kadar ima FST le eno začetno stanje,
• funkcijski WFST - kadar ima WFST za vsak vhodni simbol x edinstven
izhod y (izhodi se ne morejo podvajati),
• stohastični WFST - kadar je vsota vseh uteži iz vsakega posameznega stanja
enaka 1.
Podobno kot pri HMM lahko nalogo WFST pri razpoznavanju govora opišemo
kot iskanje najbolj verjetnega zaporedja besed Wˆ glede na vektor značilk iz aku-
stičnega modela X. Predpostavimo, da je P (X|W) verjetnost za vektor značilk
pri besednem zaporedju W , dobljena iz akustičnega modela, in P (W) verjetnost
za besedno zaporedje W, dobljena iz jezikovnega modela [58]. Potem lahko po-
stopek dekodiranja zapišemo matematično z enačbo:
Wˆ = argmax
W
{P (X|W)P (W)} (2.30)
3 Kaldi
Kaldi je odprtokodni nabor programskih orodij za raziskovanje avtomatskih raz-
poznavalnikov govora. Glede na aktivnost razvoja in število aktivnih uporabni-
kov lahko sklepamo, da je trenutno to najbolj uporabljen odprtokodni sistem za
raziskovanje razpoznavanja govora. Orodje je bilo razvito, ker so se njegovi raz-
vijalci ob delu z drugimi orodji v določenih ozirih počutili omejene. Namenjeno
je znanstvenemu raziskovanju razpoznavalnikov govora, vendar licenca dopušča
tudi uporabo v komercialne namene. Tako so sestavili seznam smernic, ki naj bi
jim Kaldi sledil:
• delovanje na podlagi končnih pretvornikov,
• dobro podprta linearna algebra,
• odprta licenca
Razvijalci priporočajo delo v Debian ali Red Hat Linux distribucijah, vendar
ga je možno uporabljati tudi na OSX in Windows platformah, čeprav slednjega
odsvetujejo. V osnovi dobimo le skupek kode, ki ga prevedemo iz C++ kode v
strojno na našem računalniku. V določenih delih učenja se poganjajo tudi Perl
skripte, tako da moramo poskrbeti za njegovo dostopnost na našem OS.
Programsko orodje je relativno novo in se še razvija, trenutno pa predstavlja enega
od najbolj priljubljenih odprtokodnih orodij za razpoznavanje govora. Večina
dokumentacije in opisov Kaldi je zbrana v uradni dokumentaciji [59] in članku o
nastanku kaldi [60].
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3.1 Zgodovina projekta
Projekt Kaldi se je začel leta 2009 na univerzi Johna Hopkinsa v ZDA. Cilj
prvotnega projekta je bilo razviti orodje, ki bi z zelo malo razvojnih stroškov (pri
uporabi orodja) omogočalo razvijanje zelo natačnih razpoznavalnikov poljubnih
jezikov in področij razpoznavanja. V teh prvih zametkih se je orodje osredotočalo
na modeliranje s SGMM (Subspace Gaussian Mixture Model) in je kot svoje jedro
uporabljalo HTK.
Poleti 2010 se je del ekipe ponovno srečal na delavnici pod okriljem Tehnične
univerze v Brnu. V okviru delavnice so poskušali kodo iz prejšnega leta predelati
v splošno obliko, ki bi jo lahko izdali kot samostojno zbirko. Udeleženci delavnice
so prišli do sklepa, da je koda preveč prepletena s HTK, ki se pa ne razvija dovolj
hitro in ne uporablja modernih programerskih smernic. Odločili so se napisati
svoje lastno orodje, ki se ne zanaša na HTK.
Na tej delavnici so napisali večino kode celotnega orodja, nekaj razvijalcev pa
je delo nadaljevalo tudi po delavnici. Prva verzija Kaldi je tako izšla 14. maja
2011. Razvoj se je v manjšem obsegu nadaljeval, večino razvoja od takrat je
opravil Daniel Povey. Izvorna koda je prosto dostopna preko sistema Git, njen
repozitorij pa se nahaja na GitHub-u.
3.2 Kaldi struktura
Kaldi ni monoliten program, ampak je sestavljen iz posameznih podprogramov.
To je en izmed ciljev programerjev - struktura Kaldi mora biti modularna. Vsak
posamezen modul je samostojna enota, ki sprejme podatke v eni obliki in jih
obdela na svoj način. Takšna koda je lažje vzdržljiva, saj je za posamezen sklop
lažje spisati avtomatizirane teste in kodo refaktorirati. Lažje je tudi dodajati
nove funkcionalnosti v kodo, saj ni treba spreminjati obstoječe kode. Osnovne
knjižnice orodja so spisane v programskem jeziku C++ in jih moramo najprej
prevesti v strojno kodo.
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Za komuniciranje med posameznimi moduli Kaldi uporablja standardna UNIX
orodja, kot so bash, awk, grep, pipe itd. Učenje SSRG je časovno potraten
proces, zato ga običajno opravljamo z omreženimi računalniki. Razvojniki Kaldi
priporočajo uporabo Oracle GridEngine [61] za enostavnejše delo s povezanimi
računalniki. Priporočen pristop je, da na začetku skripte za učenje definiramo,
ali bo tekla na enem računalniku ali večih. Preostanek skripte pa potem pi-
šemo na tak način, da bo te pogoje upošteval avtomatsko. Kaldi uporablja več
odprtokodnih zunanjih knjižnic:
• OpenFst - knjižnica za delo s končnimi pretvorniki,
• ATLAS - knjižnica za numerično računanje linearne algebre [62],
• IRSTLM - knjižnica za grajenje in delo z obsežnimi n-gramskimi modeli
jezika,
• sph2pipe - za pretvarjanje .sph datotek v .wav format,
3.3 Ustvarjenje projekta
Kaldi za svoje delovanje predpostavlja neko strukturo map, ki jih moramo ustva-
riti za začetek novega projekta. Mapi steps in utils vsebujeta skripte za učenje
SSRG, ki jih za začetek lahko prekopiramo iz obstoječih Kaldi primerov. Mapa
local bo vsebovala naše lastne skripte, ki so vezane na naš specifičen primer.
Sem uvrščamo skripte, ki obdelajo splošne podatke razpoznavanja v pravo obliko
za delo ter naše načine vrednotenja rezultatov. Mapa data bo vsebovala ure-
jene podatke, tako učne (train), razvojne (dev) kot testne (test). Vanje bomo
premestili urejene podatke za učenje, kar bo opisano v podpoglavju 4.3.
Posamezne korake se da klicati ročno, običajno pa jih povežemo z glavno skripto,
ki potem izvaja celoten postopek učenja. V njej defniramo tudi splošne parame-
tre, kot so konfiguracija za vzporedno računanje in poskrbimo za dostop skripte
do Kaldi orodij.
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3.3.1 Shranjevanje podatkov
Za komunikacijo med posameznimi moduli Kaldi uporablja tri načine. V
okviru kode se označuje bralne vire podatkov kot rxfilename, pisalne pa kot
wxfilename.
Posebni Kaldi obliki datotek, ki ju bomo spoznali v tem podpoglavju, pišemo in
beremo s posebnimi ukazi, zgrajenimi le za njiju. Ukaza za delo z datotekama se
imenujeta enako kot datoteki sami (scp in ark), uporabljata pa se tako za branje
kot pisanje teh datotek.
Datoteke, ki jih hranimo na disku pa posnemajo delovanje tabel podatkovnih baz.
Vsaka vrstica ima nek edinstven ključ, preko katerega dostopamo do njegovih
vrednosti. Te vnose običajno zapisujemo ločeno v vrstice, kjer vsaka vrstica
predstavlja svoj vnos.
Zaradi obsežnosti moramo vsebino teh datotek razvrstiti tako, da si ključi sledijo
v abecednem redu, kot ga upošteva programski jezik C++. Ta abecedni vrstni
red uporablja bitno vrednost posameznega znaka za sortiranje. To pomeni samo,
da bodo npr. velike črke v razvrstitvi pred malimi, posebni znaki (kot so slovenski
šumniki) pa bi prišli šele na konec abecede.
Medtem ko bo program deloval tudi brez razvrščanja, lahko delovanja precej po-
hitrimo in zmanjšamo porabo spomina, če uporabljamo razvrščene zapise. Pri
branju tako razvrščenih parametrov uporabimo dodaten parameter, ki programu
pove, da naj pričakuje razvrščeno datoteko. V tem načinu bo program delo-
val hitreje in bolj učinkovito, ampak bo javil napako, če datoteka ni razvrščena
pravilno.
3.3.1.1 Neposredno posredovanje podatkov
To je preprosto posredovanje podatkov iz enega modula v drugega preko konzole
(angl. pipe). Glavna prednost je asinhrona obdelava podatkov. Le ta omogoča
branje prvih vhodnih podatkov preden dobimo celotni paket, torej lahko postopek
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učenja malo pohitrimo.
Po drugi strani pa takšen način komunikacije pomeni, da teh rezultatov ne bomo
mogli ponovno uporabiti brez ponavljanja celotnega postopka od zadnje shra-
njenih podatkov naprej. Zato se ta način komunikacije uporablja predvsem za
začasne podatke med posameznim korakom učenja.
3.3.1.2 Skriptna datoteka .scp
Drugi način zapisuje podatke v preproste besedilne datoteke .scp, ki slu-
žijo kot kazala. Običajna struktura posamezne vrstice (vnosa) v teh je
{ključ} {vrednost}[kazalec].
Ključi predstavljajo edinstvene vrednosti (znotraj posamezne datoteke), ki ne
vsebujejo praznih znakov (presledki, tabulatorji. . . ). Vrednosti predstavljajo
poti do drugih datotek. Kazalec je številka, ki opisuje kateri del datoteke
nas zanima, večinoma kot številke vrstic relevantnih datotek, npr: izrek_123
arhiv.ark[0:51, 72:130].
Kaldi te datoteke interpretira tako, da vsaki posamezni vrstici odstrani začetne
in končne prazne znake. Nato loči vrstico na dva dela - prelomi jo na mestu, kjer
najde prvo prazno območje (en ali več praznih znakov). Odstrani se indikator
pozicije, če je ta podan, preostali del pa se uporablja kot bralni ali pisalni kazalec
na datoteko. Tip kazalca določimo mi med pisanjem kode.
3.3.1.3 Arhivska datoteka .ark
Tretji način komunikacije pa predstavljajo arhivske datoteke .ark. Gre za pre-
proste datoteke s poljubnimi podatki, ki uporabljajo podobno strukturo kot prej
omenjene .scp datoteke (ključ - vrednost). Običajno so zapisane binarno in so
vrednosti združene (angl. concatenation), tako da prihranimo na prostoru. For-
mat je spisan tako, da podpira uporabo pipe. To omogoča sprotno obdelavo
arhiva, kot je bilo opisano že v podpoglavju 3.3.1.1.
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3.4 Kaldi podprogrami
Kot je bilo že omenjeno, je kaldi zgrajen modularno - posamezne korake učenja
izbiramo sami. Tako imamo na izbiro več različnih postopkov za vsak korak
učenja SSRG, od parametrizacije signala, do grajenja akustičnih modelov. Ti
ukazi so prevedeni iz C++ kode in jih kličemo preko konzole.
Tako lahko izbiramo med različnimi tipi priprav značilk, npr.
compute-mfcc-feats, compute-plp-feats ali compute-fbank-feats. Le
te nato obdelamo z ukazi kot sta compute-cmvn-stats in acc-lda [19]. Opise
in delovanje posameznih programov lahko najdemo v dokumentaciji na uradni
spletni strani Kaldi [59].
Medtem ko lahko te korake pišemo ročno po lastni izbiri, obstaja precej prime-
rov bash skript, ki imajo že spisane postopke. Nahajajo se v utils in steps
podmapah in jim le podamo pot do nabora podatkov na disku v .scp in .ark
datotekah.
3.5 Kaldi recepti
Kaldi vsebuje obsežno zbirko primerov uporabe. Posamezni primeri se nahajajo
v podmapi egs in vsebujejo pripravljene skripte za učenje SSRG.
Podatkov za učenje te primeri ne vsebujejo v okviru samega projekta Kaldi, saj
gre za preprosto preveliko količino podatkov. Večina primerov potrebuje licenco
za uporabo podatkovnih zbirk posnetkov in besedilnih korpusov, nekateri pa so
dostopni brezplačno (npr. primer librispeech).
Avtorji uporabnike Kaldi naprošajo, da lastne projekte vključijo kot primer v
samo zbirko Kaldi, če jim to dopuščajo njihovi projekti. Na ta način je razu-
mevanje delovanja lažje za nove uporabnike, kar odpravi enega glavnih očitkov
orodja CMU Sphinx - visok težavnostni prag pri začetku učenja.
4 Učenje razpoznavalnika glasov
Učenje razpoznavalnika glasov je postopek grajenja akustičnih in jezikovnih mo-
delov, s katerimi sistem potem razpoznava posamezne glasove.
4.1 Zbirka Sofes
Za učenje smo uporabili že omenjeno zbirko Sofes. To je relativno nova zbirka
podatkov, o kateri se zaenkrat še pišejo članki in ni nobenih objav. Uporabljena
bo v okviru projekta slovenskega dela projekta CLARIN [63], kjer bodo kasneje
tudi objavljene podrobnosti zbirke.
Zbirka vsebuje 134 govorcev, med katerimi sta 102 moška in 32 žensk. Sestavljena
je iz 12536 povedi, ki skupno trajajo 9h 52min - 6h 2min 25s moškega govora in
3h 49min 35s ženskega govora. Podatki so pridobljeni iz treh zbirk, opisanih v
sledečih poglavjih.
4.1.1 Zbirka GOPOLIS
Podatkovna zbirka GOPOLIS je starejša govorna zbirka na tematiko letalskih
poletov (GOvorjena POizvedovanja po Letalskih Informacijah v Slovenskem je-
ziku) [64].
Sestavlja jo 8546 posnetkov 5077 različnih povedi, ki jih izgovori 25 ženskih in 25
moških govorcev. Skupna dolžina teh posnetkov je 6h 20min s povprečno dolžino
2,67 s, kjer najkrajši posnetek traja 0,59 s, najdaljši pa 8,62 s [65]. Vsak govorec
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je izgovoril med 163 in 184 povedi, ki so vsebovale od 1 do 18 besed [64].
Osnovna zbirka je bila posneta sočasno z naglavnim mikrofonom in telefonsko
slušalko [64]. Za razvojni del te diplomske naloge pa so bili uporabljeni le bolj
kvalitetni mikrofonski posnetki.
4.1.2 Zbirka K211d
Zbirka K211d je precej manj obsežna in vsebuje predvsem krajše posnetke red-
keje uporabljenih glasov in fonetično bogate besede z dvoglasniškimi sklopi [65].
Sestavljajo jo posnetki petih ženskih in petih moških govorcev, ki so izgovarjali
251 istih besed in tako posneli 2510 izrekov. Celotna zbirka vsebuje 49min 34s
posnetega govora.
4.1.3 Zbirka posnetkov študentov
V okviru predmeta Razpoznavanje vzorcev na Fakulteti za elektrotehniko v Lju-
bljani so študenti v letih med 2005 in 2008 posneli 1480 povedi. Te povedi so
bile sestavljene iz naključno generiranega besedila letalskih poizvedb, podobnih
tistim iz zbirke GOPOLIS. Posamezna poved je vsebovala 7 do 25 besed.
V tej zbiriki sta 2 ženski in 72 moških govorcev, ki so posamezno posneli med
minuto in 20 sekund do 3 minute 15 sekund govora. Skupno ta zbirka obsega
2 uri in 39 minut posnetega govora.
4.1.4 Imenovanje datotek
V imenu posamezne datoteke zapišemo informacije, s katerimi ločujemo med go-
vorci, posnetki in virom posnetka.
Prvi štirje znaki predstavljajo vir posnetka. Posnetki iz zbirke GOPOLIS se zače-
njajo z oznako "96sq", posnetki iz zbirke K211d se začenjajo z "98kd", medtem
ko se posnetki iz laboratorijskih vaj začnejo z "05rv"do "08rv". Pri določenih
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posnetkih zbirke GOPOLIS lahko na tem mestu opazimo še indikator snemalne
naprave, m za mikrofon in t za telefon. Drugi del imena predstavlja identifikator
govorca, ki vsebuje tudi podatek o njegovem spolu, kjer s f označujemo ženske
govorce, z m pa moške.
4.1.5 Delitev zbirke Sofes
Sledi kratek opis delitve govorcev v učni, razvojni in testni del. Delitev je bila že
opredeljena v zbirki in je nismo določili za potrebe diplomskega dela.
4.1.5.1 Učni del
V učni del je uvrščenih 21 moških in 21 ženskih govork zbirke GOPOLIS, 5
moških in 5 ženskih govorcev zbirke K211d ter 23 moških govorcev študentske
zbirke. Tako sestavljena zbirka ima 10155 posnetkov skupne dolžine 7h 2min 41s,
sestavljeno iz 3h 48min 10s moškega in 3h 14min 31s ženskega govora.
Namen učnega dela je razviti akustične modele in osnovne parametre razvršče-
valnika.
4.1.6 Razvojni del
Razvojni del vključuje 2 moška ter 2 ženski govorki zbirke GOPOLIS in 28 po-
snetkov moških govorcev iz študentske zbirke posnetkov. Vsebuje 1135 posnetkov
s skupno dolžino 1h 19min 34s, od tega 58min 59s moškega in 20min 35s ženskega
govora.
Z manjšo zbirko razvojnega dela bolj na fino nastavljamo parametre modelov,
dobljenih z učno množico podatkov. Običajno poskušamo z njimi odstraniti čim
več vpliva govorcev na razpoznavanje [24].
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4.1.7 Preizkusni del
Preiskusni del sestavljata 2 moška ter 2 ženski govorki zbirke GOPOLIS in 28
posnetkov moških govorcev iz študentske zbirke posnetkov. Vključuje 1246 po-
snetkov skupne dolžine 1h 29min 44s, od tega 1h 15min 15s moškega in 14min 29s
ženskega govora.
Preizkusni oziroma testni del podatkov pa služi merjenju natančnosti razpozna-
valnika. Za testni del podatkov uporabljamo drug nabor govorcev kot za učni in
razvojni del, saj s tem vpeljemo nepoznan stil govora in dobimo bolj reprezenta-
tivne rezultate.
4.2 Uporabljen računalnik
Za praktični del diplomske naloge je bil uporabljen namizni računalnik v laborato-
riju LUKS na Fakulteti za elektrotehniko. Računalnik je bil namensko sestavljen
Lastnost Vrednost
CPU Intel(R) Core(TM) i5-4570 CPU @ 3.20GHz
Arhitektura 64-bit
RAM 32GB DIMM DDR3 Synchronous 1600 MHz
Grafična kartica GeForce GTX 750 Ti
Tabela 4.1: Tehnični podatki o uporabljenem računalniku
.
za uporabo grafične kartice pri obdelavi obsežne količine podatkov. Kartica omo-
goča uporabo svojih 640 jeder za računanje s CUDA ogrodjem [39, 66].
4.3 Priprava podatkov
Za uporabo Kaldi moramo našo zbirko podatkov predelati v obliko, ki jo orodje
lahko uporablja.
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Vsakemu govorcu naše zbirke moramo pripisati nek edinstven identifikator, ki ga
bomo uporabljali v kodi za lažjo obravnavo - kot smo že omenili je naša zbirka že
urejena na ta način. Enako storimo za vsak izrek (angl. utterance) posameznega
govorca, ta identifikator pa običajno vsebuje tudi identifikator govorca za lažjo
organizacijo podatkov.
Najprej je bilo opravljeno razvrščanje datotek s skripto sofes_data_prep.sh,
nato pa še priprava jezikovnih podatkov s skripto sofes_prepare_dict.sh.
Skripta je bila spisana z določenimi predpostavkami o strukturi zbirke, kot so
razdelitve govorcev v različne skupine in konvenciji poimenovanja datotek.
Te datoteke lahko ločimo v dve skupini - ene opisujejo jezik, druge pa govorce in
posnetke. Jezikovne datoteke so v našem primeru skupne za cel razpoznavalnik,
kar pa ni nujno - lahko definiramo ločene slovarje za del učenja.
Datoteke, ki niso skupne za cel razpoznavalnik govora, moram ločiti glede na
skupino h kateri spadajo. Običajno k imenu datoteke preprosto dodamo predpono
z imenom skupine (npr. train_wav.scp), ali pa ustvarimo podmape z imeni
skupin in v njih ustvarimo posamezne datoteke.
Zbirko Sofes smo v spodaj opisano obliko pretvorili s skriptama
sofes_data_prep.sh in sofes_lang_prep.sh.
4.3.1 Datoteka wav.scp
Datoteka wav.scp opisuje povezavo med izreki in posameznimi zvočnimi posnetki.
Ključ vsebuje že omenjeni identifikator izreka, vrednost pa kaže na njegov zvočni
posnetek. V sledečem primeru vsebine datoteke lahko vidimo strukturo datoteke
in kako bi lahko postavili konvencijo poimenovanja za posnetke.
05rv21m_0001m /data/sofes/utterances/05rv21m/05rv21m0001m.wav
05rv21m_0002m /data/sofes/utterances/05rv21m/05rv21m0002m.wav
05rv21m_0003m /data/sofes/utterances/05rv21m/05rv21m0003m.wav
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V tem primeru lahko vidimo strukturo in pristop k poimenovanju zbirke Sofes.
05rv21m je v tem primeru identifikator govorca, ki mu sledi identifikator posame-
znega izreka govorca, npr. 0001m. Kot vidimo, imamo v zbirki posnetke ločene
po podmapah glede na govorca.
4.3.2 Datoteka text
V tej datoteki hranimo grafemske zapise posameznih izrekov. Kljub temu, da gre
za navadno besedilno datoteko, uporabimo enak format zapisa kot za .scp da-
toteke. Ključ predstavlja identifikator posameznega posnetka, vrednost pa pisni
zapis izgovorjenega besedila.
05rv02_m0001m je objavljen odhod aviona iz manchestra v london ...
05rv02_m0002m je objavljen odhod aviona za skopje v ponedeljek ...
V našem primeru obravnavamo le razpoznavanje glasov, zato namesto besed za-
pišemo posamezne foneme namesto besed:
05rv21m_0001m sil j E O b j a U l j @ n O t x O t a v i o n a i z m E n tS ...
05rv21m_0002m sil j E O b j a U l j @ n O t x O t a v i o n a z a s k o p j ...
4.3.3 Datoteka spk2gender
V tej datoteki podamo podatke o spolu govorca. V primeru zbirke Sofes lahko spol
določimo iz zadnjega znaka identifikatorja govorca, vseeno pa jih Kaldi potrebuje
podane neposredno.
05rv02m m
05rv03m m
96sq01f f
4.3.4 Datoteka spk2utt
Datoteki spk2utt in utt2spk opisujeta povezave med govorci in izreki. Ključi
spk2utt so zopet identifikatorji govorcev, vrednosti pa s presledki ločeni identi-
fikatorji izrekov.
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05rv02m 05rv02m_0001m 05rv02m_0002m ...
05rv03m 05rv03m_0001m 05rv03m_0002m ...
utt2spk je le preslikava teh podatkov v obratno smer - ključi so identifikatorji
izrekov, vrednosti pa identifikatorji govorcev.
Potrebujemo sestaviti le eno od teh dveh datotek, drugo lahko ustva-
rimo z ukazom, ki prvo datoteko uporabi za generiranje druge, npr:
utt2spk_to_spk2utt.pl train/utt2spk > train/spk2utt
Določene zbirke ne vsebujejo podatka o govorcih. V tem primeru za vsak izrek
definiramo svojega govorca in ne ustvarimo enega govorca za vse posnetke skupaj
(to je po besedah avtorjev pogosta napaka Kaldi uporabnikov). To bi povzročilo
neželjene napake pri določenih postopkih, kot je normalizacija kepstralnih značilk.
4.3.5 Datoteka dur.ark
V tej datoteki hranimo podatke o dolžinah posameznih posnetkov v sekundah.
05rv01f_0001m 9.3125
05rv01f_0002m 9.6875
05rv01f_0003m 8
05rv01f_0004m 8.875
Ti podatki se uporabljajo predvsem pri določanju dolžine in prekrivanja oken.
4.3.6 Datoteka corpus.txt
Korpus je v našem za razliko od prejšnih datotek skupen za celotni razpoznaval-
nik. Zgradili smo ga kot unijo vseh posameznih zapisov izrekov vseh treh skupin
govorcev, ki smo jih uporabili za zapis text datotek. Lahko bi uporabili tudi neko
obsežno zbirko besedila iz področja razpoznavanja, vendar bi morali zagotoviti,
da se vse besede iz posnetkov pojavijo v tem korpusu.
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4.3.7 Datoteka lexicon.txt
Datoteka lexicon.txt vsebuje vse možne fonetične zapise vseh možnih besed
besedilnega korpusa. Tudi ta je v našem primeru skupna za celotni razpoznaval-
nik.
Za vsako možno izgovorjavo posamezne besede moramo ustvariti ločen vnos. V
našem primeru zopet zapišemo le posamezne glasove, saj ne razpoznavamo besed.
@ @
E E
I I
O O
S S
U U
4.3.8 Datoteki fonemov
nonsilence_phones.txt in silence_phones.txt opisujeta foneme, ki se poja-
vljajo v naših izrekih. Tu lahko dodamo tudi posebne foneme, s katerimi pred-
stavimo posebne dogodke, kot so tišina (sil), vdih ali smeh. S tem bi Kaldi
lako pravilno prepoznal takšne izseke posnetkov. V našem primeru smo dodali le
tišino.
4.4 Uporabljeni postopki učenja
V okviru diplomske naloge smo uporabili več postopkov grajenja razpoznavalnika
govora, ki jih nudi Kaldi. Posamezne postopke potem testiramo s testno skupino
govorcev in dobim stopnjo pravilnosti razpoznavanja posameznih glasov.
Kaldi ponuja številne različne pristope, za katere so tudi že spisane posamezne
skripte, ki sprejmejo neko pričakovano obliko vhodnih podatkov in izvedejo svoje
operacije. Nekatere izmed njih so samostojne, druge pa uporabljajo že dobljene
rezultate za bolj podrobno analizo. Za vsak korak učenja smo uporabili isto
4.4 Uporabljeni postopki učenja 47
testno množico posnetkov in ovrednotili uspešnost posameznega koraka. Metodo
merjenja uspešnosti bomo podrobneje obravnavali v podpoglavju 5.1.
Celoten postopek učenja je zajet v skripti run.sh, ki temelji na enem izmed
osnovnih Kaldi primerov - TIMIT. V okviru te diplomske naloge smo skripto
prilagodili le toliko, da uporabi podatke zbirke Sofes.
4.4.1 Osnovne nastavitve in priprava podatkov
V skripti najprej definiramo sistemske spremenljivke, ki jih Kaldi uporablja za
parametre razpoznavalnika. Te nastavitve vsebujejo podatke za nastavitve mreže
računalnikov oziroma v našem primeru posameznega računalnika (poglavje 4.2).
Definiramo pot do Kaldi orodij, ki jih običajno dodamo kar v okoljsko spremen-
ljivko PATH, ter pot do naše podatkovne zbirke. Običajno te parametre zapa-
kiramo v ločene skripte, zato da je glavna skripta bolj uporabna tudi za druga
okolja. V našem primeru smo v skripto cmd.sh podali parametre za lokalno ob-
delavo podatkov na enem računalniku, v skripti path.sh pa smo podali poti do
posameznih Kaldi orodij.
Sledi predelava podatkov uporabljene zbirke podatkov v takšno, kot je opisana v
poglavju 4.3. V ta namen smo pripravili skripto sofes_data_prep.sh, ki bazira
na skripti timit_data_prep.sh (skripti originalnega Kaldi recepta, na podlagi
katerega učimo naš razpoznavalnik). Poleg nje smo rahlo priredili še skripto za
oblikovanje podatkov sofes_format_data.sh, saj zbirka Sofes vsebuje dodatne
simbole za začetek in konec izrekov, ki jih kaldi ne uporablja. Iz vseh treh sklopov
podatkov izvlečemo MFCC značilke in jih shranimo v mapo z rezultati exp.
4.4.2 Postopki učenja
Uporabljen je bil recept za učenje različnih vrst razpoznavalnikov glasov za zbirko
TIMIT, ki je vključen v osnovni paket. V tabeli 4.2 so prikazani osnovni podatki
posameznih korakov učenja in njihove oznake.
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Ti postopki uporabljajo značilke na različne načine, vsak pa sestavi svoje mo-
dele razpoznavalnika, ki ga nato testiramo s testno množico posnetkov. Določeni
postopki si delijo podatke in skripta predpostavlja, da jih kličemo v pravilnem
vrstnem redu - npr. LDA se računa le enkrat, rezultate pa uporablja več posa-
meznih postopkov.
Oznaka postopka Uporabljena orodja
mono Samo monofonski model
tri1 Trifonski model na podlagi ∆ in ∆∆ značilk
tri2 Trifonski model na podlagi LDA in MLLT značilk
tri3 Trifonski model na podlagi LDA, MLLT in SAT značilk
sgmm2_4 Trifonski model na podlagi SGMM
sgmm2_4_mmi Trifonski model na podlagi SGMM in MMI značilk
tri4_nnet Trifonski model zgrajen s triplastnim perceptronom
combine_2 Hibridni model, zgrajen na podlagi tri4_nnet in sgmm2_4_mmi
dnn4 Akustični model, zgrajen z nevronskim omrežjem
Tabela 4.2: Osnovne lastnosti posameznih korakov učenja različnih akustičnih
in jezikovnih modelov, drugi stolpec pa povzame glavne lastnosti posameznega
koraka.
5 Analiza rezultatov
5.1 Metoda vrednotenja rezultatov
Posamezne postopke učenja vrednotimo na podlagi stopnje napačno razpoznanih
besed WER (angl. Word Error Rate) [67]. V našem primeru besede predstavljajo
posamezne črke, ampak uporaba ostane enaka kot pri besedah. Definirajmo tri
vrste napak, ki jih upoštevamo:
• Zamenjava (angl. substitution) je napačno razpoznan glas, npr. namesto
črke b sistem prepozna črko p,
• Izbris (angl. deletion) je napaka, ko sistem ne razpozna glasu,
• Vstavitev (angl. insertion) je pa dodatno razpoznan glas, kjer ga sistem ne
bi smel razpoznati.
WER izračunamo s preprosto enačbo:
WER =
S +D + I
S +D + C
(5.1)
. V enačbi (5.1) predstavlja S število zamenjav, D število izbrisov, I število
vstavitev, C pa število pravilno razpoznanih glasov.
5.2 Rezultati
V spodnji tabeli so prikazani najboljši rezultati za vsak korak učenja. Posamezne
korake smo testirali v vsaki njihovi iteraciji učenja. Rezultat posamezne iteracije
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predstavlja povprečne vrednosti vrednotenja posameznega govorca v preizkusni
množici, kot najboljši rezultat pa vzamemo tistega z najnižjim WER. Posamezne
vrednosti predstavljajo verjetnost takšne napake pri razpoznavanju glasu, izra-
ženo v odstotkih. Fonetični zapis celotne testne množice vsebuje 59736 glasov, ki
jih poskušamo razpoznati.
Postopek S D I WER
mono 15,6% 14,6% 3,8% 34,0%
tri1 10,7% 9,2% 3,5% 23,4%
tri2 9,5% 8,1% 4,0% 21,5%
tri3 7,3% 6,2% 3,8% 17,3%
sgmm2_4 6,2% 5,7% 3,4% 15,5%
sgmm2_4_mmi 6,0% 5,1% 3,5% 14,6%
tri4_nnet 7,2% 6,9% 3,4% 17,5%
combine_2 5,8% 5,4% 2,9% 14,1%
dnn4 5,1% 4,7% 3,2% 13,0%
Tabela 5.1: Najboljši rezultati posameznega postopka
Opazimo lahko, da je pri enostavnem monofonskem modelu preveč variabilnosti
in je natančnost slaba. Z vpeljavo dodatnih značilk, trifonov in kasneje njihovih
normalizacij glede na govorca pa dosežemo precej boljšo natančnost.
5.3 Primerjava
Rezultati raziskav razpoznavanja glasov ali govora z zbirko Sofes v času nastajanja
tega diplomskega dela še niso bili objavljeni. Iz tega razloga dobljene rezultate
primerjamo z rezultati razpoznavanja glasov na združeni zbirki GOPOLIS, K211d
in VNTV (posnetki običajnih vremenskih napovedi na Televiziji Slovenija). Ta
združena zbirka vsebuje približno 12 ur in pol posnetkov 65 govorcev [68].
V članku [68] so predstavljeni rezultati, v katerih je za naše delo zanimiva pred-
vsem Tabela 5.2, ki podaja WER analizo iz tega članka. Tipi akustičnih modelov,
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opisani v članku, za nas niso pomembni, z njimi le razločujemo posamezne rezul-
tate analize.
Akustični model WER
BASE 43,2%
CVMN 40,9%
CMLLR 37,9%
CVMN-CMLLR 36,8%
Tabela 5.2: Rezultati razpoznavanja glasov v [68]
Rezultati niso povsem primerljivi, saj ne gre za isto zbirko podatkov in pouda-
rek drugega raziskovalnega dela je bilo prilagajanje akustičnega modela. Večji
poudarek je bil dan izničevanju vpliva govorca na razpoznavanje, medtem ko
pri razpoznavanju glasov ni bil uporabljen noben jezikovni model - verjetnosti
pojavljanja glasov so bile enake v vsakem trenutku, neodvisno od predhodnih
glasov [68].
Lahko pa rečemo, da smo dosegli zelo dobre rezultate, saj je že naš najbolj enosta-
ven postopek učenja bolj natančen. Zavedati se moramo, da naša različica zbirke
uporablja le posnetke, zajete z mikrofoni in ne vsebuje telefonskih posnetkov nižje
kvalitete.
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6 Zaključek
Cilj diplomskega dela je bilo sestaviti avtomatski razpoznavalnik glasov sloven-
skega jezika in se seznaniti z naborom orodij Kaldi. V diplomskem delu so tako
najprej predstavljene teoretične osnove delovanja razpoznavalnika glasov, nato pa
je predstavljen nabor orodij Kaldi. Ta omogoča širok nabor možnosti za razpozna-
vanje govora, saj je namenjen ravno raziskovalni rabi na področju razpoznavanja
govora.
Z osvojenim znanjem smo nato pripravili razpoznavalnik glasov slovenskega jezika
na podlagi podatkovne zbirke Sofes. Uporaba slovenskega besedila v orodju Kaldi
do sedaj še ni bila zabeležena.
Postopek učenja je bil pripravljen na osnovi enega izmed Kaldi primerov, ki jim
pravimo tudi recepti. Podatke iz podatkovne zbirke smo morali zato urediti
v receptu primerno strukturo. Uporabljeni recept je zgradil več razpoznavalni-
kov, ki so se razlikovali predvsem v različicah modelov (GMM, HMM, večplastni
perceptron. . . ) in različno obdelanih MFCC značilkah (LDA, MLLT, MMI. . . ).
Rezultati razpoznavanja govora so bili relativno dobri in kažejo moč uporabljenih
Kaldi orodij.
V prihodnosti bi bilo Kaldi smiselno uporabiti za implementacijo avtomatskega
razpoznavanja besed in tekočega govora, predvsem v slovenskem jeziku. Na tem
področju je bilo (za angleški jezik) narejenega že kar nekaj raziskovalnega dela
tudi z naborom orodij Kaldi. S tem bi lahko na podoben način, kot smo v
tem delu implementirali razpoznavalnik govora, razvili tudi razpoznavalnik besed.
Trenutno se na področju razvoja razpoznavanja govora precej pozornosti posveča
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LSTM nevronskim omrežjem, ki pa v paket Kaldi še niso povsem implementirana.
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