Abstract-This paper presents a qualitative theory for faults diagnosis. We extend Reiter's [1] theory to deal with the dynamic and continuous systems and offer a necessary assumption and the corresponding propositions. Then we propose an algorithm of detection of faults and extend it to the multi-faults case. As there is not enough information about multi-faults, multi-faults diagnosis is usually a partially observable problem. The STRIPS [2], a classic technique of automated planning, is chosen to build the system model in which the cause-effect information required to process the diagnosis has been integrated. It provides the reasoning ability for the multi-faults diagnosis when diagnosis is formalized as reasoning from effects to causes with causal knowledge. The advantages are that this approach allows building the model gradually with the information received instead of fully in one time and provides a corresponding diagnostic search strategy that has the powerful reasoning ability.
INTRODUCTION
The qualitative faults diagnosis has been developed extensively since its introduction several decades ago. There are two principle reasons of using qualitative model: one is that it is very difficult to obtain or develop an accurate quantitative model when there is not enough information about system. The second reason is that the decisions and inferences of engineers and scientists are not only referring to differential equations or numerical values. Mathematical calculations are a small part of diagnosing a fault in a complex industrial plant. Even when mathematical representations are used, there is a large amount of qualitative knowledge needed to set up equations and interpret the results of calculations. Furthermore, numerical descriptions fail to produce insight into why a system behaves as it does. The relationships between variables which represent the physical laws to which a system conforms are only a representation in mathematics. The operators can obtain the numerical results calculated by those mathematical equations, but cannot directly obtain the meaningful explanation from these results of complex mathematical analysis. Multi-faults diagnosis is such a partially observable problem because firstly there is not enough information about the relationships between the faults, and secondly there is not a model for some fault, for example, in the case of the leakage of tank (the parameter of flow constant depends on the diameter of the hole, but it is impossible to know the diameter of the hole before we have detected the leakage.).
Various formal theories of employing causal knowledge have been studied in the literature to solve the problems of multi-fault diagnosis. In the 1980s, Reiter proposed a logic-based theory of diagnosis, aiming at formally capturing diagnosis of abnormal behavior in a device or system, using a model of normal structure and behavior [1] . This approach is called consistency-based approach. Basically, consistency-based diagnosis amounts to finding faulty device components that account for a discrepancy between predicted normal behavior and actually observed behavior. The discrepancy is formalized as logical inconsistency; a diagnosis is established when assuming particular components to be faulty and others to be normally functioning and restores the consistency of the observed system. Approximately at the same time, De Kleer and Williams have independently implemented General Diagnostic Engine (GDE) which also realizes the above ideas [3] . A lot of good practical works have been developed from their theory, [4] , [5] and [6] . There is a review about all these diagnostic notions in [7] . We don't list the references here again.
However, Reiter's theory is only applied to diagnosing digital circuits, which are representative only of physical devices with static, persistent states. Dvorak [8] and Ng [9] use the theory of qualitative simulation [10] , a semiInternational Conference on Mechatronics, Electronic, Industrial and Control Engineering (MEIC 2014) quantitative method called -qualitative physics‖, to extend the Reiter's theory to deal with the dynamic and continuous system. Qualitative physics does not require detailed information. An order of magnitude information about the normal operating values of process parameters and variables is sufficient. The advantage is that it does not depend on an accurate mathematical model. But qualitative physics predicts qualitative behavior by using qualitative differential equations (QDEs) that are an abstraction of the ordinary differential equations (ODEs) used to represent the state of the system.
In addition, for achieving multi-faults (including sensor faults) diagnosis under partially knowledge, we need a model that can describe the dynamic and continuous system and a corresponding diagnostic search strategy that has the powerful reasoning ability.
To describe dynamic and continuous system with an efficient cause-effect diagnostic search strategy, we propose -automata‖ as the form of model and -STRIPS‖ (STanford Research Institute Problem Solver, [2] ), a classic technique of automated planning [11] , as the means of building model. The idea to use automata to describe dynamic systems is not new. -Automata‖ have been largely applied in the discrete event systems (DES) [12] . But the DES builds the system model through composing the various pre-designed component models with controller models by parallel composition. The diagnosis is performed by a large diagnoser into which all possible diagnoses are embedded [13] . The drawback is that the means of building model in DES is neither flexible nor practical to update its own model in a reasoning situation. Moreover, it is not practical to list all possible diagnoses in advance, especially considering the combinations of multi-faults. The STRIPS language is very suitable to generate the system model since it integrates the cause-effect information required to process the diagnosis. Indeed, with the STRIPS language, actions are described in terms of their preconditions and effects and states are formulated as conjunctions of positive literals. The precondition states what must be true in a state before an action can be executed. The effect describes how the state changes when the action is executed. An action is -applicable‖ in any state that satisfies the precondition; otherwise, the action has no effect. This allows building the model gradually with the information received instead of fully in one time. This is a precious advantage.
The fault diagnosis process we propose rests on the three following steps which are running at receiving each new observation set.
1. Identification of the system current state from the system observations and comparison with the predicted states by using the flexible STRIPS model. 2. Using Reiter's theory with fault models to identify not only faulty components themselves but also their faulty modes (for example, stuck open or stuck close for a valve). 3. According the result of the step 2, determination of the possible future system states using the flexible STRIPS model. The rest of this paper is organized as follows. Reiter's theory of diagnosis is briefly introduced in section II. The fault detection process is described in section III. Section IV summarizes the work done and discusses directions for future research.
II. REITER'S THEORY OF DIAGNOSIS
In Reiter's theory of diagnosis, a diagnosis problem consists of a system description (SD), a set of system components (COMP), and observations of the system (OBS). The system description specifies the general rules that must be obeyed for the system to function normally. His diagnostic algorithm computes all diagnoses which explain the differences between the predicted and observed behavior of a given system. We will present a brief review of the definitions and the algorithm proposed by Reiter.
Definition 1: System: A system is a pair (SD, COMP, OBS) where: (1) SD, the system description; (2) COMP, the system components; (3) OBS, the observations of a system. Definition 2: Hitting set: A hitting set for a collection of sets C is a set 
where AB is a predicate indicating that a component is abnormal.
The Principle of Parsimony: A diagnosis is a conjecture that some minimal set of components are faulty. Intuitively, a diagnosis is a conjecture that certain of the components are faulty (abnormal) and the rest normal. According to the principle of Parsimony, a diagnosis is determined by a smallest set of components with the following property: the assumption that each of these components is faulty (abnormal), together with the assumption that all other components are behaving correctly (not abnormal), is consistent with the system description and the observation.
Definition 4: Conflict set: A conflict set for (SD, COMP, OBS) is a set {c 1 ,…,c k }  COMP such that:
is inconsistent. A conflict set for (SD, COMP, OBS) is minimal iff. no proper subset of it is a conflict set for (SD, COMP, OBS).
is a diagnosis for (SD, COMP, OBS) iff Δ is a minimal hitting set for the collection of conflict sets for (SD, COMP, OBS).
Based on the above definitions and theorem, there is a direct generate-and-test mechanism which rests on three steps: systematically generate subsets Δ of COMP, generate Δs with the smallest subset and test each one for the consistency of
. The sub-algorithm of computing hitting sets is firstly introduced. Suppose F is a collection of sets. An edgelabelled and node-labelled tree T is an HS-tree for F iff it is a smallest tree with the following properties:
(1) Its root is labelled by -√‖ if F is empty. Otherwise, its root is labelled by a set of F.
(2) If n is a node of T, define H(n) to be the set of edge labels on the path in T from the root node to n. If n is labelled by -√‖, it has no successor nodes in T. If n is labelled by a set ∑ of F, then for each σ  ∑, n has a successor node n σ joined to n by an edge labelled by σ. The label for n σ is a set S  F such that {} ) (    n H S if such a set S exists. Otherwise, n σ is labelled by -√‖.
In diagnosis, F is the set of all conflict set for (SD, COMP, OBS). These sets are not explicitly known in advance and are calculated as needed by an underlying consistency-checking module. Each access to F is very expensive because an access to F will require a call to a consistency-checker. Clearly, it is better to access to F as few as possible. Reiter proposed several pruning heuristics to reduce access to F by reusing node labels which have already been found. Greiner et al. [14] proposed the corrected version of Reiter's algorithm.
The sub-algorithm HS-DAG 0 is used to construct the HS-dag (it is a directed graph) for a collection of sets -F, without pruning:
(1) Let D represent the growing HS-dag. Generate a node which will be the root of the HS-dag. This node will be processed in step 2 below.
(2) Process the nodes in D in a breadth first order. To process a node n:
(a) Define H(n) to be the set of edge labels on the path in D from the root down to node n.
, exists, then label node n by the set S where S is the first member of F. Otherwise, n is labelled by -√‖. -√‖ and H(n')  H(n), then close node n. A label is not computed for node n and no any successor nodes are generated.
(3) Pruning: If the set Σ is to label a node and it has not been used before, then attempt to prune D as described in the following.
(a) If there is a node n' which has been labelled by the set S' of F where Σ  S', then re-label n'
with Σ. For any σ in S'-Σ, the σ-arc under n' is no longer allowed. The node connected by this arc and all of its descendants are removed, except for those nodes with another ancestor which is not being removed. Note that this step may eliminate the node that is currently being processed. (b) Interchange the sets S' and Σ in the collection.
(Note that this has the same effect as eliminating S' from F). The set of all diagnoses can now be read from the generated graph D. Each the set of edge labels on the path in D from the root node to any leaf node which is labelled by -√‖ is a diagnosis for the current system state.
III. EXTEND TO DYNAMIC SYSTEM
We make an assumption that a fault is permanent not intermittent. It means that the effects of a fault exist continuously, not repeatedly for short periods and that the information expressed by a conflict set is cumulative, in other words, once a conflict set is detected in some state, then the information that at least one of its components must be faulty would be still valid in the successor states. Based on this assumption, we extend the definitions of Reiter to deal with these continuously new observations. Definition 5: A diagnosis Δ for (SD, COMP, OBS) predicts New-OBS (the new observations) iff
, that is to say that if all the components of Δ are faulty, and the remaining components are all functioning normally, the New-OBS must be hold.
Proposition 1 is immediate consequences of definition 5.
(1) Every diagnosis for (SD, COMP, OBS) which predicts New-OBS is a diagnosis for (SD, COMP, OBS  New-OBS), i.e. diagnoses are preserved under confirming the new observations.
(2) No diagnosis for (SD, COMP, OBS) which predicts ¬New-OBS is a diagnosis for (SD, COMP, OBS  New-OBS), i.e. the new observations rejects the diagnoses which it disconfirms.
Proposition 2: A conflict set for (SD, COMP, OBS) is still a conflict for (SD, COMP, OBS  New-OBS).
As the limitation of paper space, we ignore the proofs of these two propositions. Moreover, the details of the method of modeling by STRIPS have been presented in [15] [16] [17] [18] . The readers can be referenced it.
IV. THE FAULT DETECTION ALGORITHM
The basic idea of fault detection in this paper is very simple: determine the current state in which the system is, predict the normal successive possible states, and compare these predictive states with those observed (these steps are all based on the normal system model generated by the method based on STRIPS [15] [16] [17] [18] ). If there are differences between these predictive and observed effects, the fault symptoms are detected. This basic idea is also used in the consistency-checking module. The difference is that we compute the predictive states using the fault STRIPS actions but not only using the normal STRIPS actions with the observations. The details will be presented in the consistency-checking module. The fault detection algorithm is now given as following. , then we say that the system is normal, otherwise we say that it is abnormal. The fault symptoms are detected and returned. The corresponding state of these fault symptoms will be marked. A call to the principle diagnostic process is done.
V. CONCLUSION
This paper is first part of a two part effort that is 1 S np(i-1) is the set of predictive states for state s i , but it is determined at the time of s i-1 .
intended to present a qualitative theory of multi-faults diagnosis and propose an algorithm of detection of faults.
Reiter [1] has proposed a consistency-based approach for multi-faults diagnosis, but his theory is only applied to diagnosing digital circuits, which are representative only of physical devices with static, persistent states. We extend his theory to deal with the dynamic and continuous systems and offer a necessary assumption and the corresponding propositions. Multi-faults diagnosis is a partially observable problem as there is usually not enough information about faults. The reasoning ability is required to make up for this shortcoming. So the STRIPS, a classic technique of automated planning, is chosen to build the system model. It provides great support for the multi-faults diagnosis when diagnosis is formalized as reasoning from effects to causes with causal knowledge. The detail process of multi-faults diagnosis will be presented in the companion of this paper.
