Personalized learning refers to instruction in which the pace of learning and the instructional approach are optimized for the needs of each learner. With the latest advances in information technology and data science, personalized learning is becoming possible for anyone with a personal computer, supported by a data-driven recommendation system that automatically schedules the learning sequence. The engine of such a recommendation system is a recommendation strategy that, based on data from other learners and the performance of the current learner, recommends suitable learning materials to optimize certain learning outcomes. A powerful engine achieves a balance between making the best possible recommendations based on the current knowledge and exploring new learning trajectories that may potentially pay off. Building such an engine is a challenging task. We formulate this problem within the Markov decision framework and propose a reinforcement learning approach to solving the problem.
Introduction
Personalized learning refers to 'instruction in which the pace of learning and the instructional approach are optimized for the needs of each learner', according to the United States National Education Technology Plan 2017 (United States Department of Education, 2017) . With the latest advances in information technology and data science, personalized learning is becoming affordable to everyone through technology enabled software tools in personal computers, tablets, and even mobile phones, without the need of hiring a personal tutor (Zhang & Chang, 2016) . Implementations of personalized learning have been found on online learning platforms, such as the Khan Academy, Knewton, and Coursera. As discussed in Chen, Li, Liu, and Ying (2018) , the core of personalized learning is a recommendation system that recommends the right learning materials/topics to a student at the right time.
Specifically, a recommendation system sequentially makes decisions on what to learn at the next step, based on the current information. A good recommendation system makes full use of the information about both the learner and the learning materials (e.g., video *Correspondence should be addressed to Yunxiao Chen, Department of Psychology, Institute for Quantitative Theory and Methods, Emory University, 36 Eagle Row 370, Atlanta, GA 30322, USA (email: yunxiao. chen@emory.edu).
lectures, exercises, etc.) and makes decisions to maximize the overall gain along the whole learning trajectory, instead of only focusing on the gain in the next step. Such a dynamic process of assessment, learning, and recommendation can be statistically formulated using a Markov decision framework (Chen et al., 2018) , in which the effectiveness of a recommendation system can be quantified by an objective function that measures the expected overall gain of the learning process. One of the key components of this recommendation system is a learning model that predicts the learning progress of a learner studying under a particular set of materials. In Chen et al. (2018) , optimal recommendation strategies are found under a learning model that is known a priori (e.g., calibrated using historical data). However, in practice, with a heterogeneous student population and many learning materials, the learning model can be very complex and thus calibrating the model requires a large sample size. Therefore, it is more reasonable to consider the problem of simultaneously learning both the learning model and the recommendation strategy, through a sequential data collection design. This paper proposes a reinforcement learning approach to solving this problem. It is worth pointing out that, dynamic programming (Bellman, 2013; Howard, 1960) , the classical method for solving Markov decision problems, requires the learning model to be known a priori and thus is not applicable to our problem. Moreover, even when the learning model is calibrated, solving for the optimal recommendation strategy using dynamic programming can be computationally intensive and even infeasible in personalized learning applications, especially with the presence of measurement error.
Reinforcement learning refers to a class of methods, inspired by behaviourist psychology (Skinner, 1938) , that deal with the problem of how software agents ought to take actions in an unfamiliar environment so as to maximize some notion of reward (Sutton & Barto, 1998) . It has been widely used in various areas, including robotics (Kober, Bagnell, & Peters, 2013) , personalized medicine (Chakraborty & Moodie, 2013) , and personalized web services (Li, Chu, Langford, & Schapire, 2010) . In particular, reinforcement learning has gained much recent attention due to its successful application to the ancient Chinese game of Go (Silver et al., 2016 (Silver et al., , 2017 . Readers are referred to Sutton and Barto (1998) for a comprehensive review of reinforcement learning. In the context of personalized learning, the unfamiliar environment refers to the unknown learning model and imprecise measurement of the students, and the reward refers to the overall learning gain. Specifically, we adopt a reinforcement learning approach to achieve a balance between exploration (exploring new learning trajectories that may potentially pay off) and exploitation (making the best possible recommendations based on the current knowledge).
The current work focuses on developing a general method for optimizing the recommendation system for adaptive learning and showcases a concrete example in which learners are modelled by a dynamic cognitive diagnosis model (Kaya & Leite, 2017; Li, Cohen, Bottge, & Templin, 2016; Wang, Yang, Culpepper, & Douglas, 2017) . The proposed method can be used for the development of an adaptive recommendation system for online e-learning platforms, intelligent tutoring systems (VanLehn, 2011) , etc.
The rest of this paper is organized as follows. In Section 2 we review the mathematical framework for personalized learning, in which the development of the recommendation system becomes an optimization problem. A reinforcement learning approach to solving this problem is proposed in Section 3, followed by simulation studies in Section 4. We conclude with discussions in Section 5.
Background
We formalize our research problem within the framework proposed in Chen et al. (2018) . For ease of exposition, we present a concrete and simple setting, while pointing out that the proposed method is flexible enough to be substantially generalized.
Consider a student having K skills to learn within T time epochs (i.e., T units of time). The goal is to maximize the total number of skills mastered at the end of the training process by recommending suitable learning materials at each time epoch t = 0, 1, 2, . . ., T À 1. More precisely, let a(t) = (a 1 (t), . . ., a K (t)) be the student's proficiency levels at the beginning of learning stage t, where a k (t) is the proficiency level for the kth skill. For simplicity, we focus on the setting where a k (t) only takes value 0 or 1, corresponding respectively to the non-mastery or mastery of the skill. At each time epoch t, we recommend a set of learning materials d(t) from a learning material pool D. By studying the material d(t), the student's proficiency levels a(t) transit to a(t + 1). The number of skills being mastered at learning stage t is
By properly choosing d(0), d(1), . . . , d(T À 1) sequentially, the goal is to maximize the expected total number of skills, Eð P TÀ1 t¼0 RðtÞÞ, being mastered during the entire learning process, where the expectation is taken with respect to several sources of uncertainty in the system, to be formalized in the subsequent sections. The flow chart for such a dynamic recommendation system is shown in Figure 1 . In the Markov decision problem, R(t) is called the immediate reward in epoch t and
is the total reward. 
Measurement model
It is intuitive that what to learn next should depend on what have been mastered so far, which can only be observed indirectly through the student's responses to assessment items. Considering the binary feature of the a k (t), we adopt a cognitive diagnosis model (Rupp, Templin, & Henson, 2010) as the measurement model and further assume that the item parameters are calibrated a priori using historical data. For example, in the simulation study of this paper, the deterministic input, noisy AND gate (DINA) model (Junker & Sijtsma, 2001 ) is used. In the DINA model, given a learner with skill profile a, the probability of answering an item correctly is 1 À s when all the skills required by the item have been mastered, and the probability is g if at least one skill has not been mastered, where s and g are two item-specific parameters, known as the slipping and guessing parameters, respectively. Since the true skill profiles a(t), t = 0, . . . , T, of an individual are unobserved in practice, the true immediate rewards R(t), t = 0, . . . , T -1, are also unknown. To estimate R(t), one can replace the true skill profiles a(t) and a(t + 1) by either their maximum likelihood estimates or posterior means, depending on the assessment results.
Learning model
Another key component of the recommendation system is a quantification of the effectiveness of each learning material d 2 D. This is modelled by a Markov model on the transition P d ðaðt þ 1Þ ¼ ajaðtÞ ¼ãÞ, where a;ã 2 f0; 1g
K . In this model, (1) the skill profile at time t + 1 depends on the skill profile at time t, not the entire learning history; (2) the transition from a(t) to a(t + 1) has uncertainty, characterized by the transition probability; and (3) the transition probability does not depend on time t. Such a model contains a large number of parameters, of the order of jDj Â 2 K , where jDj is the total number of learning materials and 2
K is the cardinality of the skill space {0, 1} K . Further assumptions may be imposed on the learning model. For example, if the learning process is within a relatively short time span, it is reasonable to assume no retrogression will occur. That is,
if a k = 0 andã k ¼ 1 for any skill k. In other words, one will not lose a skill once it is mastered. This assumption of 'no retrogression' is adopted in Wang et al. (2017) where a cognitive diagnosis learning model is developed.
Although assumptions like 'no retrogression' reduce the dimensionality of the parameter space substantially, a learning model can still be very complex. Consequently, it is more reasonable to consider a setting in which the learning model is unknown and is to be investigated in the development of the recommendation system.
Recommendation strategy
The strategy for choosing a set of learning materials tends to make use of the currently available information, including (1) the imprecise knowledge about the learning model based on the learning trajectories of previous students, (2) the imprecise information about the student through assessment, and (3) the current stage t (or equivalently, the total number of training occasions remaining). Such a strategy is also called a policy in the language of Markov decision processes and we denote it by a generic notation p. For better exploration of the learning model, we consider the policy to be stochastic. That is, p t specifies a distribution over the learning material pool D that adapts to all the information that is currently available. Specifically, p t (d) ≥ 0 is the probability that material d will be recommended and P d2D p t ðdÞ ¼ 1. In other words, given p t , the recommendation is obtained by sampling one set of materials from the pool D, following the distribution p t . Such a stochastic policy allows the exploration of all possible learning trajectories in the long run. In particular, the deterministic policy is a special case when the distribution p t is degenerate.
There are two strategies that serve as the lower and upper benchmarks for evaluating our development of the recommendation system. The lower benchmark is a random strategy satisfying p t ðdÞ ¼ 1=jDj. That is, regardless of the information collected so far, we randomly recommend a set of learning materials. The upper benchmark is the oracle strategy p* which is the optimal policy that maximizes the expected total learning progress P K k¼1 Eða k ðT Þ À a k ð0ÞÞ when a(t) can be perfectly measured at each time epoch t and the learning model is completely known. Given the true learning model and perfect measurement of the students, p* can be obtained by dynamic programming (Bellman, 2013; Howard, 1960) . Of course, p* will outperform any policy under imprecise information about the learning model and/or about the students. In the rest of the paper, we propose a method to construct a policy that approximates p* by collecting students' learning data in a strategic way.
Reinforcement Q-learning
In this section, we propose a reinforcement learning algorithm for the development of a recommendation system for personalized learning. Specifically, the proposed algorithm is a sequential procedure that iteratively alternates between collecting students' data using a policy and improving the policy using collected data.
Oracle strategy and Q-function
We elaborate on some properties of the oracle policy p*, which provides an idea of the approximation of p*. Consider a student at learning stage t (t = 0, 1, . . ., T À 1), in the ideal setting that a(0), . . ., a(t) can be completely observed at time t and the learning model is also known. It can be shown that the recommendation given by p* at time t only depends on the current status a(t) and the time t, regardless of the learning history (Sutton & Barto, 1998) . In other words, the optimal recommendation is determined by the current skill profile and the number of training epochs left. To reflect this dependence, we use p Ã t ðdjaÞ to denote the probability that the set of materials d will be recommended according to p* at time t, given a(t) = a.
For t = 0, . . ., T À 1, we define
which is the sum of the expected rewards gained in epochs t, . . ., T À 1 given that a(t) = a, d(t) = d, and the future steps being guided by the oracle policy p*. The expectation is with respect to the randomness brought by the learning model and possibly the policy p* if it is stochastic. In particular, under the 'no retrogression' assumption discussed in Section 2.2, there will be no further change once all skills have been mastered (i.e., a(t) = (1, 1, . . ., 1)), in which case the Q-function takes the value zero. Given t and a, Q Ã t ða; dÞ assigns a value to each set of learning materials d 2 D, quantifying the effect of choosing d on the learning outcomes of the subsequent steps. Consequently, the best set of learning materials is the one that maximizes Q Ã t ða; dÞ, that is,
In particular, if d* is unique, then p Ã t ðd Ã jaÞ ¼ 1 and p
that is, the policy becomes deterministic.
The above discussion implies that in this ideal setting, if we know Q Ã t ða; dÞ for all values of t, a, and d, then the oracle policy p* is completely determined. This fact lays a foundation for the reinforcement Q-learning method which was first proposed in Watkins (1989) . In practice, the learning model is unknown but reflected by the learners' learning data. Estimating the learning model from data is not only difficult, but also unnecessary, when the purpose is only to make good recommendations. That is, to approximate the oracle p* by making use of data, one only needs to learn the oracle Q-function Q Ã t ða; dÞ, which contains information about the learning model by its definition.
We now present a toy example to demonstrate the relation between p* and Q*. Consider a learning process of two skills (K = 2) with two set of learning materials (jDj ¼ 2) in two epochs (T = 2). Skill 1 is a prerequisite for mastering skill 2 (i.e., skill 2 cannot be mastered unless skill 1 has been mastered). Consequently, there exist only three possible states, (0, 0), (1, 0), and (1, 1). Materials 1 and 2 are designed for learning skills 1 and 2, respectively. The learning model is shown in Figure 2 , where the number on each edge is the probability of the corresponding transition. The total reward is the number of skills mastered in two learning epochs. For example, if a student's learning starts with state (0, 0) and ends with state (1, 0) after two epochs, then the total reward is 1. As materials 1 and 2 are ineffective when the current skill profile is (1, 0) and (0, 0), respectively, it is The values of Q*, calculated given p*, are given in Table 1 . The observation that Q Ã t ðð0; 0Þ; 1Þ [ Q Ã t ðð0; 0Þ; 2Þ and Q Ã t ðð1; 0Þ; 1Þ\Q Ã t ðð1; 0Þ; 2Þ, t = 0, 1, means that set of materials 1 is always preferred when a(t) = (0, 0) and set of materials 2 is always preferred when a(t) = (1, 0), which implies p*. We demonstrate the calculation of Q Ã 0 ðð0; 0Þ; 1Þ, and the other values in Table 1 
Parametrization of Q-function
Following the above discussion, the Q-function is a function of the learning stage t, current skill profile a, and the set of learning materials d. Consequently, it is a high-dimensional Table 1 . The values of Q Ã t ða; dÞ in the toy example. The higher value in each scenario is in bold. They correspond to the optimal choice of learning materials function, whose parameter space has cardinality T Â 2 K Â jDj . Moreover, the functional form of Q Ã t ða; dÞ can be very complicated due to the dynamic structure of the problem and involves the unknown learning model. Moreover, in practice, we only observe a(t) subject to measurement error.
To approximate the high-dimensional function Q Ã t ða; dÞ, we take a parametric approach. Specifically, we approximate Q Ã t ða; dÞ by Q t ðâ; d; bÞ, where b is a finitedimensional vector to be learned from data andâ is some estimate of a(t) based on data from the student up to time t. Specifically,â can be a point estimate or the posterior distribution of a(t), depending on the parametrization of Q t ðâ; d; bÞ. In Qlearning and other reinforcement learning methods, linear function approximation has been shown to have nice theoretical properties and good empirical performance (Melo, Meyn, & Ribeiro, 2008; Prashanth & Bhatnagar, 2011; Sutton & Barto, 1998, Chapter 8.3 ) and leads to computationally efficient algorithms. In the simulation study of this paper, for each time t and set of learning materials d, Q where f 1 , . . ., f p are predetermined functions summarizing features ofâ that are potentially useful to characterize the optimal Q-function. With this linear approximation, the cardinality of the parameter space is reduced to T Â p Â jDj, which will be much smaller than that of the parameter space of Q Ã t ða; dÞ if the number of parameters p is much smaller than 2 K . Though simple, the linear approximation (5) encompasses a wide range of choices to model the optimal Q-function. For example, a main effect linear model takes the form
where f k ðâÞ describes the estimated proficiency level of skill k. Ifâ is a point estimate of a(t), then f k ðâÞ ¼ 1 if skill k is estimated to have been mastered and f k ðâÞ ¼ 0 otherwise. If a is the posterior distribution of a(t), f k ðâÞ is the posterior probability of a k (t) = 1. We can also include interaction terms in (5) for more flexibility. For example, a model with second-order interactions can be written as
where f 1 ðâÞ; . . .; f K ðâÞ are the main effect terms as in (6) and f k 1 k 2 ðâÞ are the interaction terms. Ifâ is a point estimate, f k 1 k 2 ðâÞ ¼ f k 1 ðâÞf k 2 ðâÞ, while ifâ is the posterior distribution of a(t), f k 1 k 2 ðâÞ is the posterior probability of a k 1 ðtÞ ¼ 1 and a k 2 ðtÞ ¼ 1.
The parametrization of the Q function is problem-specific. For example, three-way or even higher-way interaction terms can be added in (5) to obtain a more complex Qfunction, leading to better approximation of Q* when we have a large amount of data (i.e., a smaller bias in estimating Q*). On the other hand, a simpler model such as (6) will yield more stable estimate of Q*, given limited amount of data (i.e., a smaller variance in estimating Q*). In summary, the complexity of the parametrization of Q determines the bias-variance trade-off in the estimation of Q* and thus the parametrization should differ for different problems. Domain knowledge about the personalized learning system may help in the parametrization of the Q function.
3.3. Proposed reinforcement Q-learning algorithm Following the discussion above in the previous subsections, having obtained a reasonable estimate, Q t ðâ; d;bÞ, of the oracle Q-function Q Ã t ða; dÞ, a deterministic policy is given bŷ
at stage t, givenâ . Such a policy tends to provide near-optimal recommendations, when Q t ðâ; d;bÞ accurately approximates the oracle one. Consequently, our problem becomes the estimation of b, a finite number of parameters in Q. The reinforcement Q-learning algorithm is a stochastic gradient descent algorithm (Lin, 1992; Marti, 2005) for the estimation of b. Stochastic gradient descent is a widely used approach to handling large-scale optimization problems that is the core of many widely used algorithms, including the Robbins-Monro (Robbins & Monro, 1951) type algorithms widely used in item response analysis (Cai, 2010; von Davier & Sinharay, 2010) . It essentially solves a complex optimization problem with respect to b. Algorithm 1 below is an adaptation of the algorithm in Lin (1992) . Due to our use of a linear model for the Q-function, the implementation of Algorithm 1 is simpler than that of Lin (1992) , where a more complex network model is used. To the best of our knowledge, this is the first application of a reinforcement Q-learning algorithm in solving recommendation problems in personalized learning, though similar algorithms have been studied and applied in other fields (Melo & Ribeiro, 2007; Melo et al., 2008; Prashanth & Bhatnagar, 2011) .
Algorithm 1. Q-learning algorithm
Input: exploration parameter c 1 ≥ 0, learning rate c 2 > 0, and batch size n. Learning data in step 3 of the algorithm refer to the learners' responses to assessment items throughout the entire learning process, based on which the learners' skill profiles are estimated. In this algorithm,â ðiÞ ðtÞ is estimated only based on assessment data from time t using a pre-calibrated measurement model.
Initialize the parameters b in
We provide some intuitions about the algorithm below. 1. The policy in (9) is stochastic and thus allows for the exploration of learning trajectories. On the other hand, according to the form of (9), learning materials with larger values of Q t ðâ; d; bÞ also have larger p t (d|a). Consequently, learning materials that yield larger total expected reward based on Q t ðâ; d; bÞ are more likely to be adopted under the stochastic policy (9). This means that the stochastic policy (9) is balancing between making the best possible recommendations according to Q t ðâ; d; bÞ (exploitation) and exploring new learning trajectories that may potentially pay off (exploration). 2. The exploration parameter c 1 controls the trade-off between exploration and exploitation. Specifically, when c 1 = 0, the policy becomes purely random and thus all data are devoted to exploration, which can be detrimental to learning outcome of these learners. When c 1 = ∞, the policy becomes a deterministic one given in (8).
That is, data collection completely follows the current Q-function and exploring new learning trajectories becomes impossible.
Initialize β

Construct policy π
Collect data according to π Update β using data whereâ ðiÞ ðtÞ, d (i) (t),R ðiÞ ðtÞ are respectively the estimated skill profile, the recommended learning material and the estimated immediate reward for the ith individual at time t, and i = 1, . . . , n.
4 3. The step size c 2 determines the rate of convergence of the algorithm. A large step size leads to fast convergence, but it can also cause high stochastic fluctuation in the estimated parameters and policy. A small step size in a complicated problem will cause slow convergence. In theory, to achieve both fast convergence and stability, a sequence of step sizes should be chosen that decrease to zero in an appropriate rate (Melo et al., 2008; Robbins & Monro, 1951) . However, it is well known that stochastic gradient descent algorithms are sensitive to the choice of the step size sequence, and the supposed asymptotically optimal step size sequence can be quite harmful in the beginning (Spall, 2005) . To choose a good step size in real applications, one may calibrate the step size based on a calibration sample of learners. One first randomly splits the learners into multiple groups and applies the reinforcement learning algorithm to these groups of learners with different step sizes c 2 . The best step size is chosen according to the performance of these groups and will be used in the algorithm for future learners. 4. We provide some intuition about step 4 of the algorithm. For ease of exposition, we consider the ideal setting that a(t) can be measured without error. In that case, the algorithm is essentially to minimize
for some non-negative weights w a,t,d determined by the underlying model and the oracle policy. In other words, the Q-learning algorithm is essentially solving a weighted least square problem with respective to b. Moreover, D l is essentially a stochastic version of @l(b)/@b l , andQ, defined through backward induction, serves as a proxy for the unknown Q*. We point out, however, that this statement not fully mathematically rigorous and we refer readers to Sutton and Barto (1998, Chapter 8) for a formal discussion.
Finally, we provide a discussion on the computation time. The computational complexity of step 3 of the algorithm is of the order of O(npTD), where D is the number of sets of learning materials, p = max t,d {p td }, and p td is the number of parameters in Q t ðâ; d; bÞ for a given t and d. For the linear model with second-order interactions, p = (K 2 + K + 2)/2. For a large-scale personalized learning problem and/or when using a more complex Q-function, the algorithm can become computationally intensive. In that case, parallelization and graphics processing unit (GPU) computing (Stooke & Abbeel, 2018 ) may be applied to reduce the computation time.
Simulation study
In this section, we demonstrate the performance of Q-learning methods through simulation studies.
Study I
In this study, we revisit the example presented in Section 3.1, where the oracle recommendation strategy is known. Results of this study reveal that (1) when the the skill profile can be observed without measurement error, Algorithm 1 can produce a recommendation strategy that accurately approximates the oracle recommendation strategy after collecting enough data, and (2) with the presence of measurement error, the recommendation strategy obtained from Algorithm 1 still approximates the oracle one well, but the resulting expected total reward is slightly lower.
Simulation setting
Consider a learning process of two skills (K = 2) with two sets of learning materials (jDj ¼ 2) in two epochs (T = 2). Skill 1 is a prerequisite for mastering skill 2 and thus there exist only three skill profiles, (0, 0), (1, 0), and (1, 1). The learning model is presented in Figure 2 . We consider two settings on the measurement error, including (i) no measurement error and (ii) measurement error following a DINA model. The linear model with second-order interaction terms described in (7) is used to parametrize the optimal Q-function. In setting (i), this parametrization specifies the saturated Q-function, as K = 2.
A learning trajectory is generated as follows. We first randomly generate an initial skill profile uniformly from {(0, 0), (1, 0)}. Given the initial state, materials are recommended according to the stochastic policy constructed in step 2 of Algorithm 1 and the transition of skill profiles follows the learning model in Figure 2 . Moreover, in setting (ii) where measurement error exists, eight items, four for each skill, are used to estimate a(t), t = 0, 1, 2. The slipping and guessing parameters are generated from a uniform distribution over the interval (0.1, 0.3). Maximum likelihood estimation is used to obtain a point estimatê aðtÞ of a(t) based only on the assessment data from time t.
In the implementation of Algorithm 1, the parameters b in (7) are initialized to be zero, which corresponds to the random policy. In each setting, Algorithm 1 is run for 100 batches, with batch size n = 100. In addition, we set the exploration parameter c 1 = 10.0 and the learning rate c 2 = 0.01.
Evaluation criteria
We evaluate the Q-function obtained after running the algorithm for 100 batches. We use Q (i) and Q (ii) to denote the estimated Q-functions in the two settings, respectively, and examine the deterministic policies (i) and (ii) implied by Q (i) and Q (ii) , respectively, as described in (8). Specifically, the expected total reward is computed when a(0) follows a uniform distribution over {(0, 0), (1, 0)} and the transition follows the true learning model. For the oracle policy, policy (i), and the random policy, the expected total rewards are computed analytically. When measurement error exists, the expected total reward is approximated by Monte Carlo simulation, for which 10,000 learning trajectories are simulated and are guided by policy (ii).
Results
The estimated Q-functions Q (i) and Q (ii) , as well as Q*, are displayed in Table 2 . In particular, when a(t) orâðtÞ is (0, 0), set of materials 1 has a larger Q-function value than set of materials 2 and is thus preferred. On the other hand, when a(t) orâðtÞ is (1, 0), set of materials 2 has a larger Q-function value and is preferred. This agrees with the oracle policy discussed in Section 3.1.
The expected total rewards of the oracle policy, policies (i) and (ii), and the random policy are reported in Table 3 . Since policy (i) and the oracle one are exactly the same in the setting of no measurement error, they have the same total expected reward. Policy (ii) yields a smaller expected total reward than the oracle one, due to measurement error. More precisely, the recommendation is not optimal when aðtÞ 6 ¼ aðtÞ. In this example, the gap brought about by the measurement error is small. In addition, the expected total reward of policy (ii) is substantially higher than that of the random policy.
Remark
Although looking similar, the problem in this study is substantially different from the multi-armed bandit problem presented in Chen et al. (2018) that can be solved exactly using the Gittins index (Gittins, Glazebrook, & Weber, 2011) . Specifically, to be able to compute the Gittins index, the learning model has to be known and the reward needs to be defined in an infinite time horizon (T = ∞). Moreover, the optimality of the Gittins index is only guaranteed when the skills are independent and measurement contains no error. The Gittins index is thus not applicable here.
Study II
We now present a simulation experiment in a more practical setting, which reveals the power of the Q-learning method in substantive applications.
Simulation setting
Consider a process of learning seven skills (K = 7) in six epochs (T = 6). A hierarchical structure exists among the skills, as depicted in Figure 5 where the nodes represent skills and an arrow from one skill to another means that the former is a prerequisite for the latter. For example, skill 1 is a prerequisite of skills 2, 3, and 5. This graph is a subgraph of the knowledge map of the Khan Academy, a mainstream online learning platform. The corresponding skills in the Khan Academy knowledge map are 'addition within 5', 'making small numbers in different ways', 'subtraction within 5', 'relating addition and subtraction', 'making 10 (grids and number bonds)', 'addition word problems within 10', and 'making 10', respectively. Further details about these skills and the entire knowledge map can be found on the official website of the Khan Academy. 1 Because of the hierarchical structure of skills, there are 31 possible skill profiles, as presented in Table 4 .
Seven sets of learning materials are included in the example, some of which materials train multiple skills simultaneously while some only train a single skill, as shown in Table 5 . The learning model is summarized by seven 31 9 31 transition matrices, one for each learning material. The specification of the transition matrices is subject to the constraints in Table 5 . The transition matrices used in this study are shown in the Appendix. To demonstrate the impact of the complexity of Q-function model on the performance of the proposed Q-learning method, we consider two choices of Q-function model. One is the main effect linear model described in (6), and the other is the linear model with second-order interactions described in (7). We will label the main effect model as model 1 and the second-order interaction linear model as model 2.
We set the batch size to n = 100. In addition, two choices of the exploration parameter are considered, c 1 = 10 and 20, to study the exploration-exploitation trade-off. The initial skill profile of each learner is randomly sampled from the profiles that have at most two mastered skills (states 1, 2, 3, 4, 8 in Table 4 ). The transition from a(t) to a(t + 1) given set of learning materials d(t) is determined by the corresponding transition probabilities specified in the learning model. Note that in the simulation study, the learning model is only used for data generation. It is not used for estimating the skill profiles or updating the parameters in the Q-function.
We assume that the measurement error follows a DINA model. A simple measurement design is adopted to assess the skill profiles. That is, in every measurement, each skill is measured by J items that purely measure that single skill. Two choices of J are considered, J = 2, 4, to study the effect of different measurement error levels. The slipping and guessing parameters of the items follow a uniform distribution over the interval (0.1, 0.3). The assessment results are incorporated into the reinforcement Q-learning algorithm in the form of either a maximum likelihood estimate or a posterior distribution of a(t), at each time t. The true item parameters (i.e., slipping and guessing parameters) of the DINA model are assumed known in this study. A uniform prior on the 31 possible states is used for the calculation of the posterior distributions.
The learning rate c 2 used in this study is 0.001. In addition, the initial value of b is set to be zero in step 1 of Algorithm 1. For each of the 16 settings (maximum likelihood vs. posterior, J = 2, 4, c 1 = 10, 20, model 1 vs. model 2), we generate 500 independent replications, where 100 batches of data are collected in each replication.
Evaluation criteria
The performance of the Q-learning method is evaluated by the total rewards received by the learners within each batch of the algorithm, where the learning is guided by the corresponding stochastic policy (9). Specifically, for a given simulation setting and for replication i, let R i;j be the average of total rewards received by learners in the jth batch. Since this is a simulated experiment, the total reward received by each learner can be obtained from his/her true skill profiles at time 0 and T, and thus R i;j can be computed. For each simulation setting, we use
to evaluate the performance of the stochastic policy (9) at batch j. In particular, R j as a function of batch number j is examined and compared in different simulation settings.
Results
The main results of study II are presented in Figure 6 and are summarized as follows. First, the recommendation policy obtained from the proposed Q-learning method substantially outperforms the random policy. According to Figure 6 , in all settings and even before the convergence of the Q-learning algorithm, the stochastic policies produce dominantly higher expected total rewards than the random policy. If the learning model is given and the proficiency profile can be obtained without measurement error, the optimal expected total reward is 4.7 for the current learning problem, computed by dynamic programming. This optimal value is about one unit greater than the expected total reward produced by the proposed algorithm, due to the proposed method suffering from (1) the presence of measurement error in the proficiency profiles, (2) the learning model being unknown, and (3) 
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Random (γ 1 = 0) Second, the performance of the Q-learning method improves as the measurement error decreases. In our study, the measurement error level is indicated by the number of items per skill (J = 2, 4). The more items are used per skill, the lower the measurement error is. It can be observed from Figure 6 that the expected total reward for J = 4 is larger than that for J = 2.
Third, the choice of exploration parameter c 1 is important. Comparing three settings c 1 = 0, 10, and 20, the one with c 1 = 10 performs best in the long run. This is because the algorithm with c 1 = 20 does not explore enough, which limits the potential to discover a superior recommendation strategy. On the other hand, the algorithm with c 1 = 0 (i.e., random policy) explores too much and thus fails to make use of the available information to improve the learners' learning processes. It is also observed that, at an early stage of the algorithm, the expected total reward R j increases fastest when c 1 = 20 due to its high level of exploitation.
It is also found that incorporating assessment results using the posterior distribution of skill profiles yields better performance than using maximum likelihood estimation, especially when the level of measurement error is large. To show this phenomenon, we reorganize the results in Figure 7 , where the left and right panels correspond to the settings in which J = 2 and 4, respectively. When J = 2 (left panel), the Q-learning algorithm incorporating a posterior distribution of skill profiles substantially outperforms the one using maximum likelihood, while when J = 4 (right panel), the difference becomes much smaller.
Finally, according to Figure 8 , which is also a reorganization of Figure 6 , a more complex Q-function model leads to a higher expected total reward when the measurement error is relatively small (J = 4). As measurement error increases, using a more complex model may not substantially improve the performance of the Q-learning algorithm in the long run. Moreover, it could be outperformed by a simpler model when the total number of samples is not large enough.
Remark
The above results suggest that the proposed algorithm is suitable for the development of a personalized learning system in practice. Starting from a random recommendation strategy and given no knowledge about the learning process, the algorithm keeps improving by accumulating information through exploration. With strategic data collection, the learning system can be used without a calibration phase. During data collection, all the learners receive learning recommendations that are approximately optimal given the currently available information. In the meantime, they contribute to improving the recommendations by providing data from their occasional exploration of new learning trajectories.
In practice, there might be learning trajectories known to perform well based on domain knowledge and instructional experience. Such expert knowledge can be easily incorporated into our system by setting an initial Q-function that favours these learning trajectories. The Q-learning algorithm then improves upon these initial strategies.
Study III
In this study, we consider a more complex setting than the previous ones to further show the power of Q-learning. In particular, we consider a hierarchical structure of skills where the mastery of some skills requires multiple skills as prerequisites.
Simulation setting
We consider learning 11 skills (K = 11) in six epochs (T = 6). The hierarchical structure of the skills, which is another subgraph of the Khan Academy knowledge map, is presented in Figure 9 , and the skills themselves are listed in Table 6 . This hierarchical structure is more complex than the setting in study II in the sense that it contains more skills and that some skills (i.e., skills 10 and 11) require multiple skills as prerequisites. Eleven sets of learning materials are included in this study, as presented in Table 7 . Since there are 153 possible states, the transition matrix for each learning material is a 153 9 153 matrix. Two groups of initial states are considered in this study. The first group contains the states that have at most two mastered skills. This group is regarded as the 
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Batch Total expected reward beginners. The second group contains learners with initial state (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0), that is, learners who have already mastered skills 1-6. This group is referred to as the intermediate learners. Learners in this group are more likely to reach the most advanced skills (skills 10 and 11) within six learning epochs.
Both the main effect model (model 1) described in (6) and the second-order interaction linear model (model 2) described in (7) are used as the Q-function models. In the Qlearning algorithm, we set n = 100, c 1 = 10 and c 2 = 0.0005. As in study II, the measurement error of learners' proficiency is assumed to follow a DINA model. Four items are administered for each skill at the end of each epoch to assess a learner's skill profile. The way that the items are generated is the same as in study II. Both maximum likelihood 
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Total expected reward estimates and posterior distributions (with a uniform prior) are used to summarize the assessment results. For each combination of summary method and type of learners, we generate 500 independent replications, where 100 batches of data are collected in each replication.
Evaluation criteria
As in study II, we use the average total rewards R j , defined in (10), to evaluate the performance of the stochastic recommendation strategy (9) obtained by the Q-learning algorithm. Comparing fractions with the same numerator or denominator 
Results
The results of study III are presented in Figure 10 . For both types of learners, the recommendation strategy obtained by our Q-learning algorithm significantly outperforms the random one in all settings, which speaks to the potential of the proposed method in real personalized learning problems. In addition, especially when the measurement is summarized by posterior distribution, the second-order interaction linear model (model 2) substantially outperforms the main effect model (model 1) for the intermediate learners.
Computation time
The simulation studies are implemented in C. Study I was performed on an Intel Core i5 2.6 GHz MacBook with 8 GB memory and the computation time was 2 s for the setting without measurement errors and 6 s with measurement errors. Studies II and III were performed on a cluster with Intel Xeon processors E5-2698 v3 (2.3 GHz). Each replication was run on a single core with 512 MB requested memory. The average computation time of the two studies for one replication is shown in Tables 8 and 9 , respectively. Notice that the computation time reported here takes into account both data generation and parameter updates.
Discussion
In this paper, in the context of personalized learning, we consider the problem of adaptively choosing the next set of learning materials given imprecise information about the learner and the learning materials. This problem is formulated within the Markov decision framework, consisting of a measurement model for assessing the students' skill profile, a learning model characterizing the effects of the learning materials, and a recommendation strategy that maps currently available information to a given set of learning materials. It is assumed that the learning model is unknown, which is typically the case in practice. In this framework, the development of the recommendation system becomes a problem of optimizing for the recommendation strategy. Due to its complex structure, traditional methods (e.g., dynamic programming/Gittins index) no longer work and we propose a reinforcement learning approach to obtaining a solution that approximates the oracle recommendation strategy.
For ease of exposition, we focus on a concrete problem setting in this paper. In fact, the proposed reinforcement learning framework can be substantially generalized to handle different measurement models, learning models, and reward functions. For example, instead of having skills with only two states (mastery and non-mastery), the proficiency level may be ordinal or continuous, where the former can be treated within a generalized diagnostic model framework (von Davier, 2008) and the later can be modelled within the multidimensional item response theory framework (Reckase, 2009 ). In addition, the learning model may depend not only on the skill profile, but also on other individual specific factors such as the knowledge acquisition ability. These factors can be handled by adding covariates (e.g., gender, age, learning behaviour) into the Q-function parametrization. Furthermore, instead of learning for a fixed amount of time (i.e., T epochs), early stopping can be incorporated into the current framework, recommending learners who have mastered enough skills to stop during the learning process. This can be realized by revising the reward function and accordingly the parametrization of the Q-function.
Besides the above possible extensions which are relatively straightforward, the current framework needs improvement in several directions. First, measurement design is not paid much attention in the current algorithm. That is, the learners' skill profiles are estimated only using assessment data from one time point. If information on the transition between the skill profiles can be incorporated, data across different time points can be used, which may yield better measurement accuracy. To incorporate such information, one may need to specify a parametric model for the transition probabilities and develop a method to estimate it from data; see for example, Wang et al. (2017) . Such transition information may be further used in an adaptive measurement design that is tailored to the current state a(t) at each time t. Note that such an adaptive testing design is different from the traditional ones due to the dynamically changing skill profile. Second, the proposed reinforcement Q-learning algorithm can be further enhanced by statistical theory and methods. In particular, theoretical guarantees remain to be developed to quantify the extent to which the optimal recommendation strategy can be approximated by reinforcement Q-learning. In this development, technical tools from the analysis of the classic multi-armed bandit problem (Lai & Robbins, 1985) and its extensions (Li et al., 2010; Yang & Zhu, 2002 ) may be borrowed. In addition, in practice, each set of learning materials may only train a small number of skills, suggesting that many terms in the parametrized Q-function may be zero. Consequently, model selection techniques can be incorporated to reduce the number of parameters in the Q-function and statistical inference can be made after model selection. Such problems have been studied in the context of personalized medicine (Chakraborty, Murphy, & Strecher, 2010) . Finally, the specification of the tuning parameters c 1 and c 2 that control the exploration and learning rate of the proposed algorithm remains to be investigated. It is of interest to develop asymptotic results regarding the impact of c 1 and c 2 on the convergence of the algorithm.
Third, it remains to develop methods to incorporate a huge amount of information about the users and learning materials into the model for the Q-function. Such information (e.g., learning history of the learners and the historical performance of the learning materials) may be from various sources and represented by irregularly structured data. Utilizing such information has been a long-standing problem in the literature of recommendation systems (Bi, Qu, Wang, & Shen, 2017) , which is challenging due to its high dimensionality and irregularity.
Fourth, to handle large-scale problems in personalized learning, more flexible models for the Q-function need to be developed, by making use of function approximation techniques. For example, the performance of the deep Q-learning method (Arulkumaran, Deisenroth, Brundage, & Bharath, 2017) in solving our problem may be explored. This method approximates the Q-function by a multi-layer neural network model, which may be flexible enough for most real problems. In addition, a more flexible model usually means a larger number of parameters, which may cause the issue of overfitting. To alleviate this issue, it may also be useful to incorporate variable selection and parameter regularization techniques (Liu, Li, & Wang, 2015) .
Finally, real data will be collected by conducting learning experiments through an Elearning platform to further evaluate and improve the proposed method. 
