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Abstract
Heterogeneous nature of real networks implies that different edges play differ-
ent roles in network structure and functions, and thus to identify significant
edges is of high value in both theoretical studies and practical applications.
We propose the so-called second-order neighborhood (SN) index to quantify
an edge’s significance in a network. We compare SN index with many other
benchmark methods based on 15 real networks via edge percolation. Results
show that the proposed SN index outperforms other well-known methods.
Keywords: complex networks, significant edges, second-order
neighborhood index, edge percolation, robustness
1. Introduction
Many systems in nature and human society, such as communication, so-
cial and transportation systems, can be modeled by networks [1]. Given the
heterogeneity of real networks [2], a few nodes and edges play critical roles
and largely affect network structure and functions, while the majority of
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them are less important. Numerous methods have been proposed to identity
critical nodes (see review articles [3, 4] and the references therein). However,
how to measure edge significance receives less attention.
The identification of significant edges is highly valuable in practice. First,
it can protect a system from intentional attacks. For example, one can pro-
tect a power grid from possible attacks by identifying significant transmission
lines, thereby reducing the occurrences of failures. Second, deleting nodes
may be too intrusive when we want to prevent failures or propagations. In
comparison, edge-cutting strategies may be more applicable in some situ-
ations. For example, in financial networks, banks may withdraw certain
products or reduce cooperations with some business partners to avoid finan-
cial risks, and in air transportation networks, some airlines may be closed to
prevent long-range spreading of a certain disease. However, it is highly costly
or even infeasible to shut down a bank or an airport. Several methods aiming
at uncovering the role of a small set of significant edges in maintaining the
network connectivity have been proposed [5, 6, 7, 8, 9], yet we are still in
need of more accurate algorithms to locate significant edges.
The majority of current methods in quantifying edge significance based
only on structural information. Ball et al. [10] used the effect of removing
an edge on the average distance of a network to evaluate the significance of
this edge. This method is highly time-consuming and not applicable when
the removal causes the network unconnected. Girvan and Newman [11] used
edge betweenness (EB) to quantify the significance of an edge, which has
been successfully applied in community detection. However, it requires huge
computational resource. Holme et al. [5] proposed the measure called degree
product (DP), that is, the product of the degrees of two endpoints of an
edge. Liu et al. [12] proposed a measure called diffusion intensity (DI) that
accounts for the function of an edge in spreading dynamics. Onnela et al. [13]
proposed an index named topological overlap (TO), which performs very well
in identifying important edges in mobile communication networks. Cheng
et al. [14] proposed the bridgeness (BN) index to detect significant edges
that boost the communication between two densely connected subnetworks.
Yu et al. [15] proposed an algorithm that combines global index of edge
betweenness with local index of degree and clique. Other measures include
eigenvalues [16], link entropy [17], nearest neighbor connections [18], and so
on.
In this study, we propose the so-called second-order neighborhood (SN)
index that accounts for the topological overlap of the two endpoints’ second-
2
order neighborhoods. This index can be considered as an extension of the
famous TO index, and a tradeoff between computational complexity and al-
gorithmic accuracy. To validate the significance of the edges selected by SN
index, we apply the edge percolation dynamics [19, 20] to see whether the re-
moval of a few edges with the highest SN values will lead to the fragmentation
of the target network. Experimental results on 15 real networks demonstrate
that the SN index remarkably outperforms other benchmark methods.
2. Methods
Consider a connected simple network G(V,E), where V and E are sets of
nodes and edges, respectively. The number of nodes and edges are denoted
by N = |V | and M = |E|, and the edge connecting nodes i and j is denoted
by eij. The definition of five well-known benchmarks (see more indices in the
review article [21]) are introduced below, followed by the description of the
SN index.
EB [11] is defined as
EB(i, j) =
∑
s 6=t
σst (eij)
σst
, (1)
where σst is the number of shortest paths from node s to node t, and σst (eij)
is the number of shortest paths from node s to node t that passing through
edge eij. Given that EB requires the calculation of the shortest paths between
all node pairs, its time complexity is O (N3) and thus it is unsuitable for
large-scale networks.
DP [5] is defined as
DP (i, j) = kikj, (2)
where ki and kj represent degrees of nodes i and j, respectively.
DI [12] is defined as
DI(i, j) =
ni\j + nj\i
2
, (3)
where ni\j is the number of i’s neighbors that are not connected to j or
being j itself. The definition of nj\i is similar. An illustration about how to
calculate ni\j and nj\i is shown in figure 1.
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Figure 1: Illustration of DI index and TO index. Since ni\j is 3 (red nodes) and nj\i is 2
(blue nodes), DI(i, j) = (3 + 2)/2 = 2.5. As the number of common neighbors of nodes i
and j is nij = 2, TO(i, j) = 2/((6− 1) + (5− 1)− 2) ≈ 0.286.
TO [13] is defined as
TO(i, j) =
nij
(ki − 1) + (kj − 1)− nij , (4)
where nij is the number of common neighbors of nodes i and j. This index
is very similar to the Jaccard index [22]. A simple example about how to
calculate TO(i, j) is also shown in figure 1.
BN [14] is defined as:
BN(i, j) =
√
SiSj
S (eij)
, (5)
where Si is the size of the largest clique containing node i and S (eij) is the
size of the largest clique containing edge eij. A clique is a full connected
subgraph. A simple example is illustrated in figure 2.
Next, we introduce the SN index for an arbitrary edge eij. Denote n
(2)
i\j
the number of nodes whose distance to node i are 2 in the subgraph G\ {eij}
obtained by removing edge eij from G. n
(2)
j\i is defined in a similar way. Then,
the SN index is defined as:
SN(i, j) =
∣∣∣n(2)i\j ∩ n(2)j\i∣∣∣∣∣∣n(2)i\j ∪ n(2)j\i∣∣∣ . (6)
A simple example is illustrated in figure 3. If the second-order common
neighbors of nodes i and j are rare, the edge eij is more likely to be a potential
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Figure 2: Illustration of the BN index. As node i, node j and edge eij are contained in
the corresponding largest cliques with sizes being 5, 4 and 3, BN(i, j) =
√
5× 4/3 ≈ 1.49.
Figure 3: Illustration of the SN index, where n
(2)
i\j is 3 (red and green nodes), n
(2)
j\i is 2
(blue and green nodes), and thus SN(i, j) = 1/4 = 0.25.
bridge between two different communities, which is crucial in facilitating
communications between these two communities [23, 24]. Therefore, the
smaller the SN index is, the more significant role the edge plays.
3. Results
To validate the role of edges in maintaining the network connectivity, we
explore the edge percolation dynamics [19, 20], where in each time step an
edge is removed from the target network until the remaining network becomes
empty. We employ the famous measure named robustness [25] to estimate
the impact of the edge removal on the network connectivity. The robustness
R is defined as:
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R =
1
N
N∑
`=1
γ`, (7)
where γ` is the ratio of the number of nodes in the maximum connected
component after the removal of ` edges to the number of nodes in the original
network. 1/M is a normalization factor that guarantees the comparison of
networks with different sizes. Obviously, a smaller value of R suggests a
faster fragmentation, indicating the corresponding index can better rank the
edge significance.
We conduct experiments on 15 real networks from different fields. (i)
Dolphins. — A social network with frequent associations among 62 dolphins
[26]. (ii) Polbooks. — A network of purchases of political US books [27]. (iii)
Adjnoun. — An adjacent network of common adjectives and nouns in Charles
Dickens’ novel David Copperfield [28]. (iv) Neural. — A neural network of
C.elegans [29]. (v) Jazz. — A collaborative network of jazz musicians [30].
(vi) Metabolic. — A metabolic network of C.elegans [31]. (vii) Email. —
An e-mail exchange network among the students of the University of Rovira-
Virginy [32]. (viii) Yeast. — A protein-protein interaction network of Yeast
[33]. (ix) Friendship. — A friendship network for users of hamsterster.com
[34]. (x) Kohonen. — A citation network from Pajek [35]. (xi) FissionYeast.
— A yeast fission network [35]. (xii) Dmela. — A protein-protein interac-
tion network of D.melanogaster [35, 36]. (xiii) Openflights. — The airport
transportation network in Openflights.org where two airports are connected
by an edge if there is at least one direct flight between them [35, 37]. (xiv)
Lederberg. — A citation network obtained from the Garfield’s collection [35].
(xv) AstroPh. — A collaborative network of authors having uploaded papers
in the arXiv Astrophysics sector [38]. Table 1 summarizes the basic topology
characteristics of these networks.
Figure 4 shows the collapsing processes of these real networks, resulted
from the edge removal by using SN and other benchmark algorithms. Overall
speaking, SN leads to much faster collapse than all other algorithms. Table
2 compares the robustness of SN and other benchmarks. Results show that,
of all the benchmarks, SN index invariably produces the minimum R across
all the 15 real networks. That is to say, SN index perform best in identifying
the most significant edges.
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Networks N M 〈k〉 C r
Dolphins 62 159 5.1290 0.2590 -0.0436
Polbooks 105 441 8.4000 0.4875 -0.1279
Adjnoun 112 425 7.5893 0.1728 -0.1293
Neural 297 2148 14.4646 0.2924 -0.1632
Jazz 198 2742 27.6970 0.6175 0.0202
Metabolic 453 2025 8.9404 0.6465 -0.2196
Email 1133 5451 9.6222 0.2202 0.0782
Yeast 2361 7182 6.0839 0.1301 -0.0846
Friendships 1858 12534 13.4919 0.0904 -0.0846
Kohonen 4470 12731 5.6962 0.2100 -0.1204
FissionYeast 2031 25274 24.8882 0.1874 -0.1013
Dmela 7393 25569 6.9171 0.0118 -0.0465
Openflights 2918 30501 20.9054 0.3967 0.0461
Lederberg 8843 41601 9.4088 0.2968 -0.0996
AstroPh 16705 121251 14.5167 0.6387 0.2355
Table 1: Basic topological features of 15 real networks, where 〈k〉, C and r represent
average degree, clustering coefficient [29] and assortativity coefficient [39], respectively.
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Figure 4: The ratio γ versus the fraction of edges being removed for the 15 real networks.
The robustness R can be simply interpreted as the area under the γ − f curve.
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Networks EB DP DI TO BN SN
Dolphins 0.5110 0.6746 0.6136 0.4709 0.4953 0.3991
Polbooks 0.4773 0.7584 0.7063 0.4176 0.4921 0.4105
Adjnoun 0.6841 0.7975 0.7772 0.6118 0.6642 0.5278
Neural 0.6617 0.7270 0.6962 0.6662 0.6511 0.5216
Jazz 0.6660 0.9137 0.8095 0.6398 0.7244 0.6039
Metabolic 0.7706 0.8519 0.7903 0.7522 0.7853 0.6820
Email 0.6252 0.8090 0.7621 0.5532 0.6907 0.5126
Yeast 0.4493 0.6354 0.5650 0.4234 0.5100 0.3363
Friendships 0.5744 0.7994 0.7598 0.5234 0.6839 0.4062
Kohonen 0.5357 0.6946 0.6470 0.4879 0.5951 0.4616
FissionYeast 0.3882 0.8079 0.6920 0.3693 0.6641 0.2862
Dmela 0.5786 0.7400 0.7300 0.6345 0.7166 0.3761
Openflights 0.4114 0.7448 0.7077 0.3727 0.5661 0.3431
Lederberg 0.5111 0.7750 0.7175 0.5244 0.6380 0.4697
AstroPh 0.3777 0.7175 0.5521 0.3485 0.3988 0.3241
Table 2: Comparison of R for different methods on 15 networks. The best result for each
network (i.e., the lowest R in the corresponding row) is highlighted in bold.
4. Conclusion
Identification of significant edges is of both theoretical interests and prac-
tical importance, yet it receives less attention in comparison with the chal-
lenge to dig out critical nodes. This paper provides a novel index, the SN
index, to measure the importance of an edge in maintaining the network con-
nectivity. The SN index takes into account the second-order neighborhood
of each endpoint of the target edge, which can be considered as a tradeoff be-
tween indices using global topological information and indices only account-
ing for the nearest neighbors. It is not surprising that the SN index performs
better than nearest-neighborhood-based indices like TO, while what beyond
our expectation is that it performs remarkably better than the global index
EB. On the basis of the extensive experiments on real networks from dis-
parate fields, we believe that the SN index is a good candidate in quantifying
an edge’s significance. In the future study, one could test the performance
of such index in some other dynamical processes. In addition, this work pro-
vides a simple yet clear research framework about how to identify significant
edges, and thus we hope it could facilitate further studies on this issue.
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