We address the problem of solving systems of two bivariate polynomials of total degree at most d with integer coefficients of maximum bitsize τ . We suppose known a linear separating form (that is a linear combination of the variables that takes different values at distinct solutions of the system) and focus on the computation of a Rational Univariate Representation (RUR).
INTRODUCTION
There exists many algorithms, in the literature, for "solving" algebraic systems of equations. Some focus on computing "formal solutions" such as rational parameterizations, Gröbner bases, and triangular sets, others focus on isolating Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. the solutions. By isolating the solution, we mean computing isolating axis-parallel boxes sets such that every real solution lies in a unique box and conversely. In this paper, we focus on the worst-case bit complexity of these methods (in the RAM model) for systems of two bivariate polynomials of total degree d with integer coefficients of bitsize τ .
For isolating the real solutions of systems of two bivariate polynomials, the algorithm with best known bit complexity was recently analyzed by Emeliyanenko and Sagraloff [9] . They solve the problem in OB(d 8 +d 7 τ ) bit operations (where O refers to complexities where polylogarithmic factors are omitted and OB refers to bit complexities). Furthermore, the isolating boxes can easily be refined because the algorithm computes the univariate polynomials that correspond to the projections of the solutions on each axis (that is, the resultants of the two input polynomials with respect to each of the variables).
Other widespread approaches that solve systems are those that compute rational parameterizations of the (complex) solutions. Recall that such a rational parameterization is a set of univariate polynomials and associated rational oneto-one mappings that send the roots of the univariate polynomials to the solutions of the system. The algorithm with the best known complexity for solving such systems via rational parameterizations was, in essence, first introduced by Gonzalez-Vega and El Kahoui [11] . The algorithm first applies a generic linear change of variables to the input polynomials, computes a rational parameterization using the subresultant sequence of the sheared polynomials and finally computes the isolating boxes of the solutions. Its initial bit complexity of OB(d 16 
2 ) bit operations. 2 We address in this paper the second and third phase of the above algorithm, that is the computation of a rational parameterization and the isolation of the solutions of the system. We also consider an important related problem, namely, the evaluation of the sign of a polynomial at a real solution of a system, referred to as the sign at operation.
We first show that the Rational Univariate Representation (RUR for short) of Rouillier [15] (i) can be expressed with simple polynomial formulas, that (ii) it has a total bitsize which is asymptotically smaller than that of Gonzalez-Vega and El Kahoui by a factor d, and that (iii) it can be computed with the same complexity, that is OB(d 7 + d 6 τ ) (Theorem 13). Namely, we prove that the RUR consists of four polynomials of degree O(d 2 ) and bitsize O(d 2 + dτ ) (instead of O(d) polynomials with the same asymptotic degree and bitsize for Gonzalez-Vega and El Kahoui parameterization).
For the next two applications, we focus for simplicity on a parameterization given by the RUR as defined in [15] , but the complexity results also hold for the one defined in [11] .
We show that, given a RUR, isolating boxes of the solutions of the system can be computed with OB(d 8 + d 7 τ ) bit operations (Proposition 16). This decreases by a factor d 2 the best known complexity for the isolation phase of the algorithm (see the discussion above). Globally, this bounds the overall bit complexity of all three phases of the algorithm by
. Finally, we show how a RUR can be used to perform efficiently the sign at operation. Given a polynomial F of total degree at most d with integer coefficients of bitsize at most τ , we show that the sign of F at one real solution of the system can be computed in OB( [17] for the root isolation).
NOTATION AND PRELIMINARIES
The bitsize of an integer p is the number of bits needed to represent it, that is log p + 1 (log refer to the logarithm in base 2). For rational numbers, we refer to the bitsize as to the maximum bitsize of its numerator and denominator. The bitsize of a polynomial with integer or rational coefficients is the maximum bitsize of its coefficients.
We denote by D a unique factorization domain, typically
We also denote by F a field, typically Q, C. For any polynomial P ∈ D[X], let LcX (P ) denote its leading coefficient with respect to the variable X (or simply Lc(P ) in the univariate case), dX (P ) its degree with respect to X, and P its squarefree part. The ideal generated by two polynomials P and Q is denoted P, Q , and the affine variety of an ideal I is denoted by V (I). The solutions are always considered in the algebraic closure of the fraction field of D, unless specified otherwise. For a point σ ∈ V (I), µI (σ) denotes the multiplicity of σ in I. For simplicity, we refer indifferently to the ideal P, Q and to the corresponding system of polynomials.
We finally introduce the following notation which are extensively used throughout the paper. Given the two input polynomials P and Q, we consider the "generic" change of variables X = T − SY , and we define the "sheared" polynomials P (T − SY, Y ), Q(T − SY, Y ), and their resultant with respect to Y ,
We introduce (2) and remark that these polynomials do not depend on T . Complexity. In the sequel, we often consider the gcd of two univariate polynomials P and Q and the gcd-free part of P with respect to Q, that is, the divisor D of P such that P = gcd(P, Q)D. Note that when Q = P , D is the squarefree part P of P . We now state a bound on the complexity of evaluating a univariate polynomial which is straightforward and ought to be known, even though we were not able to find a proper reference for it (see [3] for details).
Lemma 2. Let a be a rational of bitsize τa, the evaluation at a of a univariate polynomial f of degree d and rational coefficients of bitsize τ can be done in OB(d(τ + τa)) bit operations, while the value f (a) has bitsize in O(τ + dτa).
As we often use the "sheared" polynomials P (T − SY, Y ) and Q(T − SY, Y ) we also recall some related complexities. 
RATIONAL UNIV. REPRESENTATIONS
The idea of this section is to express the polynomials of a RUR of two polynomials in terms of a resultant defined from these polynomials. Given a separating form, this yields a new algorithm to compute a RUR (Section 3.1) and it also enables us to derive the bitsize of the polynomials of a RUR (Section 3.2). Throughout this section we assume that the two input polynomials P and Q are coprime in Z[X, Y ], that their maximum total degree d is at least 2 and that their coefficients have maximum bitsize τ . We first recall the definition and main properties of Rational Univariate Representations. In the following, for any polynomial v ∈ Q[X, Y ] and σ = (α, β) ∈ C 2 , we denote by v(σ) the image of σ by the polynomial function v (e.g. X(α, β) = α).
2 , v(σ) = 0, ∀v ∈ I} its associated variety, and a linear form T = X + aY with a ∈ Q. The RUR-candidate of I associated to X + aY (or simply, to a), denoted RU RI,a, is the following set of four univariate polynomials in
If (X, Y ) → X + aY is injective on V (I), we say that the linear form X + aY separates V (I) (or is separating for I), RU RI,a is called a RUR (the RUR of I associated to a) and it defines a bijection between V (I) and V (fI,a) = {γ ∈ C, fI,a(γ) = 0}:
Moreover, this bijection preserves the real roots and the multiplicities.
RUR computation
We show here that the polynomials of a RUR can be expressed as combinations of specializations of the resultant R and its partial derivatives. The seminal idea has already been used by several authors in various contexts (see e.g. [6, 1, 18] ) for computing rational parameterizations of the radical of a given zero-dimensional ideal and mainly for bounding the size of a Chow form. Based on the same idea but keeping track of multiplicities, we present a simple new formulation for the polynomials of a RUR, given a separating form.
Proposition 5. For any a ∈ Q such that LP (a)LQ(a) = 0 and such that X + aY is a separating form of P, Q , the RUR of P, Q associated to a is as follows:
We postpone the proof of Proposition 5 and first analyze the complexity of the computation of the expressions therein. Note that a separating form X + aY as in Proposition 5, with 0 a < 2d 4 , can be computed in OB(d
Proposition 6. Computing the polynomials in Proposition 5 can be done with OB(d 7 + d 6 (τ + τa)) bit operations, where τa is the bitsize of a.
Proof. According to Lemma 3, the resultant R(T, S) of
, and can
) bit operations and each result has bit- 
, and it can be computed within the same complexity as the computation of R(T, a).
On the other hand, since fI,a(T ) and
, one can multiply these two polynomials by the product of LR(a) and the denominator of the rational a to the power of dS(R(T, S)) which is an integer of bitsize in O(d 2 τa), to obtain polynomials with coefficients in Z. Hence, according to Lemma 1, their gcd can be computed with OB(
2 τa)) bit operations, and has bitsize in the same class of complexity.
fI,a,1(T ) and fI,a,Y (T ) are then obtained by dividing the numerators by the above gcd which can be done with OB(d
) bit operations, according to [20, Theorem 9.6 and subsequent discussion]. Finally, computing fI,a,X (T ) can be done within the same complexity as for fI,a,1(T ) and fI,a,Y (T ) since it is dominated by the computation of the squarefree part of fI,a(T ).
The overall complexity is thus that of computing the resultant which is in OB(d 6 (d + τ )) plus that of computing the above gcd and Euclidean division which is in OB(
Proof of Proposition 5. Proposition 5 expresses the polynomials fI,a and fI,a,v of a RUR in terms of specializations (by S = a) of the resultant R(T, S) and its partial derivatives. Since the specializations are done after considering the derivatives of R, we study the relations between these entities before specializing S by a.
For that purpose, we introduce the following polynomials which are exactly the polynomials fI,a and fI,a,v of (3) where the parameter a is replaced by the variable S. These polynomials can be seen as the RUR polynomials of the ideal I with respect to a "generic" linear form X + SY .
These polynomials are obviously in C[T, S], but they are actually in Q[T, S] because, when S is specialized at any rational value a, the specialized polynomials are those of RU RI,a which are known to be in Q[T ] (see e.g. [15] ). We express the derivatives of fI (T, S) in terms of fI,v(T, S), in Lemma 7, and show that fI (T, S) is the monic form of the resultant R(T, S), seen as a polynomial in T , in Lemma 9. Let
Proof. It is straightforward that the derivative of fI with respect to T is σ∈V (I) µI (σ)(T −X(σ)−SY (σ))
, which can be rewritten as the product of σ∈V (I) (T − X(σ) − SY (σ))
and σ∈V (I) µI (σ) ς∈V (I),ς =σ (T − X(ς) − SY (ς)) which is exactly the product of gI (T, S) and fI,1(T, S).
The expression of the derivative of fI with respect to S is similar to that with respect to T except that the derivative of T −X(σ)−SY (σ) is now Y (σ) instead of 1. It follows that ∂f I ∂S is the product of σ∈V (I) (T −X(σ)−SY (σ)) µ I (σ)−1 and
) which is the product of gI (T, S) and fI,Y (T, S).
For the proof of Lemma 9, we will use the following lemma which states that when two polynomials have no common solution at infinity in some direction, the roots of their resultant with respect to this direction are the projections of the solutions of the system with cumulated multiplicities. Proof. The proof is organized as follows. We first prove that for any rational a such that LP (a)LQ(a) does not vanish, R(T, a) = c(a)fI (T, a) where c(a) ∈ Q is a nonzero constant depending on a. This is true for infinitely many values of a and, since R(T, S) and fI (T, S) are polynomials, we can deduce that R(T, S) = LR(S)fI (T, S). This will also implies the second statement of the lemma since, if LP (a)LQ(a) = 0, then R(T, a) = c(a)fI (T, a) = LR(a)fI (T, a) with c(a) = 0, thus LR(a) = 0 (since fI (T, a) is monic).
Since a is such that LP (a)LQ(a) = 0, the resultant R(T, S) can be specialized at S = a: R(T, a) is equal to the re- 
, where c(a) ∈ Q is a nonzero constant depending on a, and Ia is the ideal generated by P (T − aY, Y ) and Q(T − aY, Y ).
We now observe that
is in one-to-one correspondence with the solution (α + aβ, β) of P (T − aY, Y ) (and similarly for Q) and the multiplicities of the solutions also match, i.e. µI (σ) = µI a (σa) when σ and σa are in correspondence through the mapping [10, §3.3 Prop. 3 and Thm. 3]. Hence,
Since there is finitely many values of rational a such that LP (a)LQ(a)LR(a) = 0 and since fI (T, S) is monic with respect to T , (7) implies that R(T, S) and fI (T, S) have the same degree in T , say D. We write these polynomials as
If a is such that LP (a)LQ(a)LR(a) = 0, (7) and (8) imply that LR(a) = c(a) and ri(a) = LR(a)fi(a), for all i.
These equalities hold for infinitely many values of a, and ri(S), LR(S) and fi(S) are polynomials in S, thus ri(S) = LR(S)fi(S) and, by (8), R(T, S) = LR(S)fI (T, S).

Proof of Proposition 5. Lemma 9 immediately gives the first formula. Equation 5 states that fI,1(T, S)gI (T, S) = ∂f I (T,S)
∂T , withs gI (T, S) = σ∈V (I) (T −X(σ)−SY (σ)) µ I (σ)−1 . In addition, gI being monic in T , it never identically vanishes when S is specialized, thus the preceding formula yields after specialization: fI,a,1(T ) =
and all values X(σ) + aY (σ), for σ ∈ V (I), are pairwise distinct since X + aY is a separating form, thus the gcd of fI,a(T ) and its derivative is gI (T, a) = σ∈V (I) (T − X(σ) − aY (σ)) µ I (σ)−1 . This proves the formula for fI,a,1.
Concerning the third equation, Lemma 9 together with Equation 6 implies:
fI,Y (T, S) = ∂f I (T,S) ∂S gI (T, S) = ∂(R(T,S)/L R (S)) ∂S gI (T, S) = ∂R(T,S) ∂S − fI (T, S) ∂L R (S) ∂S
LR(S)gI (T, S) .
As argued above, when specialized, gI (T, a) is equal to the gcd of fI,a(T ) and f I,a (T )), and it does not identically vanish. By Lemma 9, LR(a) does not vanish either, and the formula for fI,a,Y follows. It remains to compute fI,a,X . Definition 4 implies that, for any root γ of fI,a: γ = f I,a,X f I,a,1
(γ), and thus fI,a,X (γ) + afI,a,Y (γ) − γfI,a,1(γ) = 0. Replacing γ by T , we have that the polynomial fI,a,X (T ) + afI,a,Y (T ) − T fI,a,1(T ) vanishes at every root of fI,a, thus the squarefree part of fI,a divides that polynomial. In other words, fI,a,X (T ) = T fI,a,1(T ) − afI,a,Y (T ) mod fI,a(T ). We now compute T fI,a,1(T ) and afI,a,Y (T ) modulo fI,a(T ).
Equation (3) implies that fI,a,v(T ) is equal to T
#V (I)−1
σ∈V (I) µI (σ)v(σ) plus some terms of lower degree in T , and that the degree of fI,a(T ) is #V (I) (since X + aY is a separating form). First, for v = Y , this implies that dT (fI,a,Y ) < dT (fI,a), and thus that afI,a,Y (T ) is already reduced modulo fI,a(T ). Second, for v = 1, σ∈V (I) µI (σ) is nonzero and equal to dT (fI,a). Thus, T fI,a,1(T ) and fI,a(T ) are both of degree #V (I), and their leading coefficients are dT (fI,a) and 1, respectively. Hence T fI,a,1(T ) mod fI,a(T ) = T fI,a,1(T ) − dT (fI,a)fI,a(T ). We thus obtain the last equation of Proposition 5.
RUR bitsize
We prove here a new bound on the bitsize of the coefficients of the polynomials of a RUR. This bound is interesting in its own right and is instrumental for our analysis of the complexity of computing isolating boxes of the solutions of the input system, as well as for performing sign at evaluations. Note that we state our bound for RUR-candidates, that is even when the linear form X + aY is not separating. In this paper, we only use this result when the form is separating but the general result is interesting in a probabilistic context when a RUR-candidate is computed with a random linear form. 
X
i Y j with aij and bij coprime in Z for all i, j. We define the primitive part of P , denoted pp(P ), as P divided by the gcd of the aij and multiplied by the least common multiple (lcm) of the bij. (Note that this definition is not entirely standard since we do not consider contents that are polynomials in X or in Y .) We also denote by τP the bitsize of P (that is, the maximum bitsize of all the aij and bij).
We prove three properties of the primitive part which will be useful in the proof.
Lemma 12. For any two polynomials P and Q in Q[X, Y ], we have the following properties: (i) pp(P Q) = pp(P ) pp(Q).
(ii) If P is monic then τP τ pp(P ) and, more generally, if P has one coefficient, ξ, of bitsize τ ξ , then τP τ ξ + τ pp(P ) . (iii) If P has coefficients in Z, then τ pp(P ) τP .
Proof. Gauss Lemma states that if two univariate polynomials with integer coefficients are primitive, so is their product. This lemma can straightforwardly be extended to be used in our context by applying a change of variables of the form X i Y j → Z ik+j with k > 2 max(dY (P ), dY (Q)). Thus, if P and Q in Q[X, Y ] are primitive (i.e., each of them has integer coefficients whose common gcd is 1), their product is primitive. It follows that pp(P Q) = pp(P ) pp(Q) because, writing P = α pp(P ) and Q = β pp(Q), we have pp(P Q) = pp(α pp(P ) β pp(Q)) = pp(pp(P ) pp(Q)) which is equal to pp(P ) pp(Q) since the product of two primitive polynomials is primitive.
Second, if P ∈ Q[X, Y ] has one coefficient, ξ, of bitsize τ ξ , then τP τ ξ + τ pp(P ) . Indeed, We have P = ξ P ξ
has one of its coefficients equal to 1, its primitive part is P ξ multiplied by an integer (the lcm of the denominators), thus τ P ξ τ pp( P ξ ) and pp( P ξ ) = pp(P ) by definition, which implies the claim.
Third, if P has coefficients in Z, then τ pp(P ) τP since pp(P ) is equal to P divided by an integer (the gcd of the integer coefficients).
Proof of Proposition 10. The idea of the proof is to use the equations of Lemmas 9 and 7 which say, roughly speaking, that the polynomials of the RUR-candidate before specialization at S = a are factors of the resultant R(T, S) and some of its derivatives. The bounds are then derived using Lemma 11. More formally, we prove that the poly-
We then specialize these polynomials at S = a which yields the result.
Bitsize of fI . We apply Lemma 11 to the primitive part of both sides of the equation R(T, S) = LR(S)fI (T, S) of Lemma 9, where R, LR ∈ Z[T, S], fI ∈ Q[T, S] is monic with respect to T (see Equation (4)). By Lemma 3, R has bitsize in O(d(d+τ )) and degree at most 2d 2 in each variable. Note that this directly implies that, when LR(a) = 0, the bitsize of fI,a(T ) = fI (T, a) = R(T, a)/LR(a) is in O(d 2 τa + dτ ). For any value of LR(a), we show that fI (T, S) has bitsize in O(d 2 + dτ ) and we specialize S by a afterward. Indeed, Lemma 12 implies that pp(R) also has bitsize
Since fI is monic, τ f I τ pp(f I ) which is, by Lemma 11, in O(d 2 + dτ ). Hence, fI has bitsize in O(d 2 + dτ ) and its degree in each variable is at most that of R, that is 2d 2 . Moreover, since fI is monic (in T ), the corresponding coefficient of pp(fI ) is equal to the lcm of the denominators of the coefficients of fI , which we denote by Lcm f I . It follows that τLcm f I τ pp(f I ) which we proved is in O(d 2 + dτ ).
Bitsize of fI,v, v ∈ {1, Y }. We consider the equations of Lemma 7. These equations can be written as ∂f I ∂u (T, S) = gI (T, S)fI,v(T, S) where u is T or S, and v is 1 or Y , respectively. We first bound the bitsize of one coefficient, ξ, of fI,v so that we can apply Lemma 12 which states that
. We consider the leading coefficient ξ of fI,v with respect to the lexicographic order (T, S). Since gI is monic in T (see Lemma 7), the leading coefficient (with respect to the same ordering) of the product gI fI,v = ∂f I ∂u is ξ which thus has bitsize in O(τ f I ) (since it is bounded by τ f I plus the log of the degree of fI ). It follows that τ f I,v is in O(d 2 + dτ + τ pp(f I,v ) ). We now take the primitive part of the above equation (of Lemma 7), which gives pp(
).
In order to bound the bitsize of pp(
) we multiply ∂f I ∂u by Lcm f I so that it has integer coefficients (multiplying by a constant does not change the primitive part). The bitsize of pp(
) is thus at most that of Lcm f I ∂f I ∂u which is bounded by the sum of the bitsizes of Lcm f I and ∂f I ∂u . We proved that τLcm f I and
thus the bitsize of pp(
Bitsize of fI,X . We obtain the bound for fI,X by symmetry. Similarly as we proved that fI,Y has bitsize in O(d 2 + dτ ), we get, by exchanging the role of X and Y in Equation (4) and Lemma 7, that . We multiply it by S to the power of 1 S and obtain fI,X which is thus of bitsize O(d 2 + dτ ).
Specialization at S = a. To bound the bitsize of the polynomials of RU RI,a (Definition 4), it remains to evaluate the polynomials fI and fI,v, v ∈ {1, X, Y }, at the rational value S = a of bitsize τa. Since these polynomials have degree in S in O(d 2 ) and bitsize in O(d 2 + dτ ), it is straightforward that their specializations at S = a have bitsize in
RUR-candidate with integer coefficients. With the above notation, we set l = Lcm(Lcm f I , Lcm f I,v , v ∈ 1, X, Y ). Similarly as above, it is straightforward to prove that l has bitsize in O(d where denom(a) is the denominator of a, yields polynomials with integer coefficients. This concludes the proof, since
It is known that there exists a separating form X + aY with a an integer in O(d 4 ). Moreover, such a separating form, with a < 2d 4 , can be computed in OB(d 8 +d 7 τ +d 5 τ 2 ) bit operations [4] . As a direct consequence of Propositions 6 and 10, we get the following result.
Theorem 13. Let P, Q ∈ Z[X, Y ] be two coprime bivariate polynomials of total degree at most d and maximum bitsize τ . Given a separating form X + aY with integer a of bitsize 3 O(1), the RUR of P, Q associated to a can be com- 
APPLICATIONS
In this section, we present two important applications of the RUR, that is, computing boxes with rational coordinates that isolate the real solutions of the system and evaluating the sign of a bivariate polynomial at these solutions. For simplicity we focus on a parameterization given by a RUR, but the complexity results also hold for the classical one via subresultants.
We start by recalling the complexity of isolating the real roots of a univariate polynomial. Here, f denotes a univariate polynomial of degree d with integer coefficients of bitsize at most τ . Lemma 14 ([17, Theorem 10] ). Let f be squarefree. Isolating intervals of all the real roots of f can be computed and refined up to a width less than 2 −L with OB(
Lemma 15 ([16, Theorem 4] ). Let the minimum root separation bound of f (or simply the separation bound of f ) be the minimum distance between two different complex roots of f : sep(f ) = min {γ, δ roots of f, γ =δ} |γ − δ|. One has
Computation of isolating boxes
Given a RUR of the ideal I, {fI,a, fI,a,1, fI,a,X , fI,a,Y }, isolating boxes for the real solutions can be computed by first computing isolating intervals for the real roots of the univariate polynomial fI,a and then, evaluating the rational fractions by interval arithmetic. However, for the simplicity of the proof, instead of evaluating by interval each of these fractions of polynomials, we compute the product of its numerator with the inverted denominator modulo fI,a, and then evaluate this resulting polynomial on the isolating intervals of the real roots of fI,a (note that we obtain the same complexity bound if we directly evaluate the fractions, but the proof is rather technical, although not difficult). When these isolating intervals are sufficiently refined, the computed boxes are necessarily disjoint and thus isolating. The following proposition analyzes the bit complexity of this algorithm.
Proposition 16. Given a RUR of P, Q , isolating boxes for the solutions of P, Q can be computed in OB(d 8 + d 7 τ ) bit operations, where d bounds the total degree of P and Q, and τ bounds the bitsize of their coefficients.
Proof. For every real solution α of I = P, Q , let JX,α × JY,α be a box containing it. A sufficient condition for these boxes to be isolating is that the width of every interval JX,α and JY,α is less than half the separation bound of the resultant of P and Q with respect to X and Y , respectively. Such a resultant has degree at most 2d 2 and bitsize in O(dτ ), and we furthermore have an explicit upper bound on this bitsize which is 2d(τ + log 2d + 1) + log(2d 2 + 1) + 1 [2, Proposition 8.46]. Lemma 15 thus yields an explicit lower bound of 2 −ε with ε in O(d 3 τ ) on the separating bound of such a resultant. It is thus sufficient to analyze the complexity of computing, for every α, a box JX,α × JY,α that contains α and such that the widths of these intervals are smaller than half of 2 −ε . 4 For technical reasons, we require that the interval widths are smaller than 2 −ε with ε = ε + 2. Given a RUR {fI,a, fI,a,1, fI,a,X , fI,a,Y } of I, we first show how to modify the rational mapping induced by this RUR into a polynomial one. Second, we bound, in terms of the width of Jγ, the side length of the box obtained by interval arithmetic as the image of Jγ through the mapping. We will then deduce an upper bound on the width of Jγ that ensures that the side length of its box image is less than 2 −ε , and the result will follow.
Polynomial mapping. Since fI,a and fI,a,1 are coprime (see Proposition 5), the rational mapping can be transformed into a polynomial one by replacing [20, Corollary 8.27 ]. The result follows since the degree of the inverse modulo fI,a is less than that of fI,a and all the polynomials of the RUR have degrees at most d 2 by Theorem 13. Width expansion through interval arithmetic evaluation. We consider here exact interval arithmetic, that is, interval arithmetic where operations on the interval boundaries are done exactly (with arbitrary precision). Let J = [a, b] be an interval with rational endpoints such that max(|a|, |b|) 2 σ and let f ∈ Z[T] be a polynomial of degree d f with coefficients of bitsize τ f . Denoting the width of J by w(J) = |b − a|, f (J) can be evaluated by interval arithmetic into an interval f (J) whose width is at most 2 τ f +d f σ d 2 f w(J) (see [7, Lemma 8] ). In other words, if w(J) 2 −ε −τ f −d f σ−2 log d f , then w(f (J)) 2 −ε . Computing isolating boxes. We now apply the previous property on the polynomials of the mapping evaluated on isolating intervals of fI,a. We denote by d f and τ f the maximum degree and bitsize of the polynomials of the mapping; as shown above d f < 4d 2 and τ f ∈ O(d 4 + d 3 τ ).
The polynomial fI,a has bitsize in O(d 2 + dτ ) (Theorem 13), thus, by Cauchy's bound (see e.g. [21, §6.2]) and considering intervals of isolation for fI,a of widths upper bounded by some constant, we have that the maximum absolute value of the boundaries of the isolating intervals are smaller than 2 σ with σ = O(d 2 + dτ ). Now, if all isolating intervals of fI,a are of width less than 2 −ε −τ f −d f σ−2 log d f , the above property implies that the boxes evaluated by the polynomial mapping have side width less than 2 −ε and are hence isolating. By Lemma 1, the squarefree part of fI,a has degree O(d 2 ) and bitsize O(d 2 + dτ ). Lemma 14 thus implies that, for all the real roots of fI,a, isolating intervals of width less than 2 −ε −τ f −d f σ−2 log d f = 2
