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SVD Singular Value Decomposition (Décomposition en valeurs singulières)
WSS Wide Sense Stationary (Stationnaire au sens faible)
Introduction Générale
Contexte général
La révolution industrielle, dont les origines remontent à la deuxième moitié du -
XVIIIème siècle, en Angleterre, puis qui ont disséminé au fil des années à tous les pays
du globe, a été un processus majeur de transformations économiques, sociales, poli-
tiques et culturelles [61]. L’apparition des premières usines au sens moderne du terme,
entérinant le passage d’une société agraire et artisanale à une société commerciale et
industrielle, définit un nouveau rapport entre le capital et le travail, entre l’homme
et la machine. Témoins d’innombrables découvertes, d’inventions et de changements
de paradigmes, les siècles suivants ont favorisé un grand essor créatif : du charbon et
de la machine à vapeur à l’acier et l’électricité, de la filature mécanique du coton à la
ligne de montage de voitures. Productivité devient le mot d’ordre.
De nos jours, le résultat de ce processus historique, allié à une demande croissante
d’amélioration des conditions de travail, exige que les opérations industrielles soient
faites, d’un coté, de manière toujours plus rapide et plus précise, et d’un autre coté,
avec plus de respect de l’intégrité physique et psychique des travailleurs. Une alter-
native qui conquiert de plus en plus d’espace dans les usines et qui offre les moyens
de traiter à la fois de ces deux besoins est la robotique industrielle.
Bien que les automates aient vu le jour à l’époque des anciennes civilisations
grecques et arabes [63], ce n’est, pourtant, que dans les années cinquante du siècle
dernier que le robot industriel est créé. Incorporant dans une seule structure les carac-
téristiques de dextérité du téléopérateur et de programmabilité des machines-outils,
George Devol développe, en 1954, le premier manipulateur robotique programmé [78].
À partir des années soixante-dix et quatre-vingt les robots commencent à prendre dé-
finitivement leur place dans les usines, éveillant un intérêt scientifique croissant pour
ce nouveau domaine, traduit par de nombreuses publications spécialisées [29].
Les robots industriels peuvent, selon leur architecture mécanique, se décliner en
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robots sériels, aussi appelés à chaîne cinématique ouverte, et robots parallèles, dont
la chaîne cinématique est dite fermée. Les robots parallèles, plus légers que les robots
sériels, peuvent atteindre des vitesses beaucoup plus élevées [74].
Actuellement, parmi les applications industrielles les plus courantes, les opérations
de prise et dépose (pick-and-place) occupent une position importante. Pour ce genre
d’application, les fortes accélérations et décélérations subies par la nacelle font que les
robots parallèles sont fortement susceptibles de vibrer en arrivant aux points d’arrêt.
Ces vibrations résiduelles, par conséquent, peuvent dégrader les temps nécessaires
pour que la nacelle atteigne une précision minimale souhaitée, augmentant ainsi le
temps du cycle d’opération et se traduisant par une perte en productivité.
Plusieurs stratégies peuvent être envisagées pour minimiser ces vibrations :
– Construction d’architectures mécaniques dynamiquement équilibrées permet-
tant de répartir les efforts de commande et de réduire les phénomènes vibra-
toires lors des déplacements. L’objectif est aussi de développer des mécanismes
légers, permettant des déplacements à haute vitesse, mais suffisamment rigides
pour éviter les vibrations lors des accélérations brutales [19] [69] [26] ;
– Optimisation de la trajectoire de prise et dépose. Il existe de nombreux travaux
dans la littérature qui se sont intéressés à ce problème de planification de la
trajectoire de prise en dépose [102] [21] [40]. Différentes fonctions d’optimisation
sont considérées, principalement en transformant les critères classiques de type
temps minimum en des critères de temps minimum sous contrainte cinématique
(vitesse, accélération et dynamiques d’ordre supérieur, en particulier le jerk, de
façon à éviter les points d’inflexion sur les dérivations successives de la position
du robot). Des fonctions spline cubiques peuvent être utilisées pour construire
la trajectoire [84] [50]. La trajectoire de prise et dépose peut aussi être modifiée
à travers un filtre. L’approche ZVC (Zero Vibration Control) [92] en est un
exemple, mais dont l’inconvénient majeur est que le temps de parcours du robot
est augmenté ;
– Contrôle actif des vibrations pendant la trajectoire, à travers les moments ma-
gnétiques des moteurs [68] [22]. Dans ce cadre, la synthèse des contrôleurs s’ap-
puie sur un modèle du robot incluant à la fois les dynamiques rigides et les dy-
namiques flexibles. Une stratégie peut alors être de contrôler les modes rigides
sans exciter les modes flexibles [23]. Une autre stratégie consiste à considérer,
par dessus le contrôle de la position de l’effecteur, un contrôle rapide chargé
d’atténuer les vibrations [8]. Lorsqu’une stratégie de type feedforward est utili-
sée, elle peut être assimilée, d’une certaine manière, à la stratégie d’optimisation
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de la trajectoire à travers un filtre.
– Contrôle actif des vibrations pendant le déplacement, à travers des actionneurs
indépendants de la trajectoire. Cette stratégie a surtout été utilisée dans le
cas de bras flexibles, en utilisant des actionneurs piézoélectriques [47] [48]. Ce
problème doit être envisagé essentiellement dans le cas où la structure vibre de
manière dangereuse pour l’intégrité du robot. Elle est peut-être moins pertinente
dans le cas des architectures considérées dans cette thèse car le problème des
vibrations est surtout associé au temps d’arrêt lorsque la nacelle atteint le point
de prise ou dépose.
– Contrôle actif des vibrations en arrivant aux points d’arrêt, à travers des action-
neurs indépendants de ceux chargés du contrôle de la trajectoire, typiquement
des actionneurs piézoélectriques. Diverses architectures piézoélectriques peuvent
être envisagées, soit en considérant des actionneurs/capteurs localisés en cer-
tains points de l’architecture [97] [89] [56] [88], soit en utilisant des "peaux"
distribuées sur une surface plus importante [2].
Dans le cadre de cette thèse, nos travaux ont pour support expérimental le robot
Par2, robot parallèle à deux degrés de liberté, conçu dans le cadre d’une collaboration
entre le LIRMM et la société Fatronik1 pour des applications de prise et dépose à
haute cadence [7] [20]. Il s’agit d’une architecture mécanique parallèle innovante à
deux degrés de liberté permettant deux translations dans le plan vertical, tout en
garantissant une bonne raideur dans l’axe transversal au moyen des deux chaînes
passives. Cela signifie que le robot a été imaginé selon la première stratégie de réduc-
tion des vibrations, à savoir une architecture mécanique performante pour rigidifier
le robot tout en maintenant sa légèreté. Il n’en demeure pas moins qu’à haute vitesse,
des vibrations résiduelles aux points d’arrêt doivent encore être traitées.
L’objectif de ce travail s’inscrit dans le cadre de la cinquième stratégie proposée. Il
s’agit d’utiliser des actionneurs piézoélectriques collés autour les bras du robot Par2
pour atténuer les vibrations aux points d’arrêt, pour différents points d’opérations
(différentes charges, différents temps de cycle). Pour calculer des lois de commande
permettant la réduction des vibrations aux points d’arrêt, des modèles mathématiques
dynamiques représentant les résonances du système s’avèrent nécessaires. Ces modèles
sont obtenus à partir des techniques d’identification de systèmes. Les contributions
principales de la thèse concernent :
1La société s’appelle désormais Tecnalia.
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– L’étude des modes de vibration du robot Par2 lors des déplacements à haute
vitesse [30] ;
– La modélisation de l’effet des actionneurs piézoélectriques sur l’accélération de
la nacelle [30],[31] ;
– La synthèse de commandes robustes pour l’atténuation des vibrations aux points
d’arrêt et la discussion des avantages et inconvénients des méthodes utilisées
[31],[32],[33] ;
– L’analyse de l’effet des saturations des actionneurs sur les performances des
contrôleurs et la proposition de différentes pistes pour en traiter les effets néga-
tifs.
Organisation de la thèse
Dans le premier chapitre, les aspects liés aux vibrations des structures et, plus
particulièrement, les contrôles passif et actif de vibrations, sont présentés. Ensuite, le
robot Par2 est introduit avec ses composants en termes de matériel et de logiciel. Les
caractéristiques des vibrations résiduelles à la fin d’une trajectoire de prise et dépose
pour le robot Par2 sont analysées et la problématique du travail est posée de manière
plus détaillée.
Le deuxième chapitre précise, d’abord, quelques concepts fondamentaux de la
théorie de l’identification de systèmes. Par la suite, les méthodes classiques d’identifi-
cation de systèmes, ainsi que les techniques modernes d’identification, et en particulier
celle basée sur les sous-espaces, sont présentées. Après une discussion sur quelques
aspects pratiques de l’identification, les résultats expérimentaux d’identification basée
sur les sous-espaces pour le robot Par2 sont analysés.
La méthode H∞ à sensibilité mixte est présentée dans le troisième chapitre. Des
notions de base sur les incertitudes et leur représentation sont discutées. Utilisant
les connaissances du spectre des vibrations (premier chapitre) et du modèle du robot
Par2 (deuxième chapitre), des filtres de pondération pour la boucle fermée sont choi-
sis, permettant qu’un contrôleur H∞ à sensibilité mixte réduit soit calculé dans un
point d’opération nominal, visant à réduire l’effet des vibrations sur la nacelle. Des
résultats en simulations et expérimentaux permettent d’analyser le comportement du
système en boucle fermée dans le point d’opération nominal, ainsi que la robustesse
du contrôleur à des variations des points d’opération (variations de charge et de temps
de cycle).
Comme alternative à la méthode de sensibilité mixte, le quatrième chapitre traite
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de la méthode H∞ Loop Shaping. Contrairement aux démarches effectuées dans le
chapitre précédent, les filtres dans la technique Loop Shaping servent à pondérer le
modèle en boucle ouverte. Utilisant cette technique, un contrôleur réduit (dit "fort")
est synthétisé pour un point d’opération nominal. Le contrôleur Loop Shaping "fort"
est comparé avec le contrôleur à sensibilité mixte. Des résultats en simulation et ex-
périmentaux montrent le comportement de la boucle fermée avec le contrôleur "fort",
pour le point nominal et pour des variations des points d’opération. Avec la même
méthode, un contrôleur moins énergique (dit "faible") est aussi calculé, ayant pour
objectif d’élargir le domaine de validité du contrôleur au détriment de la perfor-
mance. Les deux contrôleurs H∞ Loop Shaping, "fort" et "faible", sont comparés.
Considérant la présence de saturation des actionneurs piézoélectriques, une technique
d’anti-windup, complémentaire au contrôleur "fort", est mise en place pour conserver
la performance tout en élargissant le domaine de validité du contrôleur.
Le mémoire termine par une conclusion générale avec l’analyse des résultats ob-
tenus et des perspectives pour des travaux futurs.
*
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Chapitre 1
Le Problème des Vibrations
1.1 Introduction
Dans le cadre des opérations industrielles de manipulation et d’assemblage, la
demande croissante de productivité impose, de plus en plus, les temps de cycle de
production. Dans ce contexte, plus légers que les robots sériels, les robots parallèles
peuvent accomplir des trajectoires à plus haute vitesse et avec plus de précision,
réduisant ainsi les temps de cycle. Pour les opérations de prise et dépose, un problème
qui découle de la réalisation de ce type de trajectoire à haute vitesse est le fait que, en
arrivant à un point d’arrêt, la nacelle subit de fortes décélérations. Ces décélérations
se traduisent par des vibrations qui peuvent compromettre le temps pour atteindre
la précision souhaitée, augmentant donc le temps de cycle. Comme solution pour ce
problème, le contrôle actif de vibrations est envisagé.
Le chapitre commence avec une présentation des apports théoriques sur la disci-
pline de contrôle des vibrations. D’abord les aspects plus généraux de vibration de
structure sont considérés, comme par exemple les formulations des modèles nodaux
et modaux. Ensuite, la différence entre le contrôle actif et passif est discutée, suivie
par une présentation sur les matériaux intelligents, souvent utilisés pour le contrôle
actif de vibrations. Le phénomène de spillover et la colocalisation entre capteurs et
actionneurs sont aussi traités.
Une discussion sur le contrôle actif des vibrations pour les manipulateurs flexibles
à chaîne cinématique ouverte et fermée vient ensuite.
Par la suite, le robot Par2 est présenté, d’abord d’une manière générale, puis
en termes de matériel et de logiciel. Les vibrations subies par le robot après une
trajectoire de prise et dépose sont analysées en fonction de leur réponse temporelle
et de leur spectre de fréquences.
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Dans la dernière section, l’objectif principal de cette thèse est présenté, c’est-à-dire
l’atténuation des vibrations au niveau de la nacelle du robot parallèle Par2.
1.2 Contrôle des vibrations
Le contrôle des vibrations est une discipline qui est née de la confluence de deux
savoirs scientifiques : la théorie de la commande et la dynamique des structures. Ses
applications englobent notamment les domaines industriels (machines en général),
la robotique, l’aérospatial et la construction civile. L’objectif de cette section est de
tracer un panorama du contrôle de vibrations des aspects les plus fondamentaux
jusqu’à leur application aux robots parallèles.
1.2.1 Vibrations de structures
Les modèles mathématiques pour les systèmes vibratoires sont généralement di-
visés en deux grands groupes : discrets (modèles à paramètres localisés) et continus
(modèles à paramètres distribués) [72].
Une structure continue est un système à paramètres distribués régi par des équa-
tions différentielles partielles. Ses propriétés vibratoires peuvent être représentées par
l’équation d’onde généralisée [101]
M(p)
δ2w(p, t)
δt2
+ Lw(p, t) = u(p, t) (1.1)
où w(p, t) définit la trajectoire du point p le long du corps, M(p) est la masse
distribuée du système, L est un opérateur différentiel linéaire autoadjoint défini positif
et u(p, t) est le vecteur de contrôle distribué (une force externe distribuée).
Dû à la difficulté de trouver les solutions analytiques pour les problèmes com-
plexes liés aux équations différentielles partielles1, celles-ci peuvent être approximées
par un ensemble fini2 d’équations différentielles ordinaires à l’aide des techniques de
discrétisation spatiale, parmi lesquelles les méthodes de troncature modale, Rayleigh-
Ritz-Galerkin et des éléments finis sont les plus courantes [51]. Les modèles obtenus
1Les solutions, correspondant à une infinité des modes de vibrations, sont normalement bien
connues pour des problèmes s’appuyant sur l’uniformité de la distribution paramétrique et avec des
conditions aux limites simples [72].
2Comme les actionneurs et capteurs possèdent une bande passante limitée, les modes de vibration
correspondant aux fréquences les plus élevées ne sont pas ni excités ni mesurés lors d’une identifica-
tion du système. Cette considération liée au fait que, le plus souvent, certains modes n’influencent
pas beaucoup la dynamique du système, justifie donc l’hypothèse d’un ensemble fini de n modes
pour le modèle [101].
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peuvent, dans certains cas, avoir non seulement des modes vibratoires, mais aussi des
modes rigides dont la fréquence naturelle est zéro et les déplacements structuraux se
font sans déformation flexible [42]. Ces modes sont essentiels lorsque l’objectif de la
commande est le suivi d’une consigne donnée [101], comme par exemple le position-
nement d’un télescope, la trajectoire d’un manipulateur ou l’attitude d’un satellite.
Deux systèmes de coordonnées souvent employés pour la description des dyna-
miques des structures sont les modèles nodaux et modaux, représentés chacun soit
en termes des degrés de liberté à travers des modèles du second ordre, soit par des
modèles en variables d’état [41].
– Modèles nodaux
Les modèles nodaux, normalement obtenus à partir de la méthode des éléments
finis, sont souvent utilisés pour l’analyse des structures flexibles. Considérant
n degrés de liberté, m entrées et l sorties, un système vibratoire à paramètres
localisés peut être représenté par les équations différentielles du second ordre
Mq¨ +Dq˙ +Kq = Bou (1.2a)
y = Coqq + Cov q˙ (1.2b)
avec q, q˙ et q¨ ∈ Rn les vecteurs de déplacement, vitesse et accélération nodaux,
u ∈ Rm le vecteur d’entrée, y ∈ Rl le vecteur de sortie, Bo ∈ R(n×m) la matrice
d’entrée, Coq et Cov ∈ R(l×n) les matrices de sortie, M ∈ R(n×n) la matrice
définie positive d’inertie et K et D ∈ R(n×n) les matrices semi-définies positives
de raideur et d’amortissement.
Ce système peut aussi être représenté sous la forme d’un système linéaire d’équa-
tions différentielles du premier ordre
x˙ = Ax+Bu (1.3a)
y = Cx (1.3b)
avec A ∈ R(2n×2n), B ∈ R(2n×m) et C ∈ R(l×2n) données par
A =
[
0 I
−M−1K −M−1D
]
, B =
[
0
−M−1Bo
]
, C =
[
Coq Cov
]
(1.4)
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– Modèles modaux
Alternativement, les modèles modaux, obtenus à partir d’une analyse modale
[36] ou d’une représentation nodale après un changement de coordonnées, sont
bien adaptés à l’analyse et à la synthèse de lois de commande pour les structures
flexibles.
L’équation (1.2) pour une situation sans amortissement (D=0) et sans excitation
externe (u=0) donne
Mq¨ +Kq = 0 (1.5)
et admet pour solution q = φejwt. Remplaçant la solution q dans (1.5) nous
obtenons l’ensemble des équations homogènes
(K − w2M)φejwt = 0 (1.6)
pour lequel une solution non triviale existe si
det(K − w2M) = 0 (1.7)
Les n solutions wi sont les fréquences naturelles du système, chacune correspon-
dant à un mode naturel3 (mode shape) φi (le vecteur propre associé à wi).
Définissons les matrices Ω et Φ ∈ R(n×n) comme
Ω =


w1 . . . 0
...
. . .
...
0 . . . wn

 (1.8)
et
Φ = [φ1 . . . φn] =


φ11 . . . φn1
...
. . .
...
φ1n . . . φnn

 (1.9)
avec φij le j-ème déplacement du i-ème mode.
L’équation (1.2) peut être transformée de la base nodale vers une base modale
3En realité la correspondance n’est pas unique puisque les modes naturels peuvent être arbitrai-
rement dimensionnés.
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qm à partir de la relation
q = Φqm (1.10)
La matrice de transformation Φ possède la propriété de diagonaliser les ma-
trices de masse et de raideur. La matrice d’amortissement est normalement la
plus difficile à évaluer dans les modèles analytiques et une correction a posteriori
basée sur des données expérimentales s’avère nécessaire dans les cas pratiques
[36]. Une hypothèse initiale souvent prise en compte est l’amortissement de
Rayleigh [87] où la matrice d’amortissement est représentée comme une combi-
naison linéaire des matrices de masse et de raideur, étant par conséquent elle
aussi orthogonale par rapport à Φ. Les matrices modales diagonalisées de masse,
raideur et amortissement sont définies comme
Mm = Φ
TMΦ, Km = Φ
TKΦ, et Dm = Φ
TDΦ (1.11)
Le système (1.2) transformé en coordonnées modales s’exprime
q¨m +M
−1
m Dmq˙m +M
−1
m Kmqm = M
−1
m Φ
TBou (1.12a)
y = CoqΦqm + CovΦq˙m (1.12b)
Définissant une matrice diagonale Z d’amortissements modaux ξi, les matrices
modales d’entrée Bm, de sortie Cmq et Cmv et le vecteur colonne um des forces
de contrôle modales, le système d’équations (1.12) peut être réécrit comme
q¨m + 2ZΩq˙m + Ω
2qm = Bmu (1.13a)
y = Cmqqm + Cmv q˙m (1.13b)
Comme le système dans les coordonnées modales présente un découplage interne
de ses modes, la propriété linéaire de superposition est vérifiée. Différentes re-
présentations en espace d’état peuvent être envisagées pour ce modèle, les plus
utilisées étant détaillées dans [41].
1.2.2 Contrôle passif et contrôle actif
Une structure mécanique est souvent planifiée, dès la phase de conception, pour
minimiser les effets de possibles vibrations qui pourraient compromettre son bon
fonctionnement. Dans la mesure où ces précautions initiales s’avèrent inefficaces et
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que les vibrations restent quand même importantes, une solution possible repose sur
l’utilisation d’éléments externes permettant d’interagir avec la structure de manière
à atténuer les vibrations, caractérisant de ce fait une structure intelligente [101]. Cela
peut se faire de deux manières, par contrôle passif ou contrôle actif4.
Dans le contrôle passif, l’objectif est la modification des caractéristiques méca-
niques de la structure à partir de son intégration avec des amortisseurs, des ressorts
et/ou des masses additionnelles [101]. Dû au fait de ne pas injecter d’énergie dans le
système, le contrôle passif ne risque pas de déstabiliser les modes de vibration de la
structure.
Le contrôle actif, de son coté, fait usage d’éléments capteurs et actionneurs pour
la réduction des vibrations. Dans certaines situations, les structures actives peuvent
être plus legères ou encore atteindre des performances bien supérieures à celles en-
visageables avec la configuration passive [87]. Le contrôle actif peut être classé entre
contrôle à rétroaction (feedback) et contrôle par anticipation (feedforward)5, comme
cela est montré sur la Figure 1.1. Dans le premier cas, la réponse mesurée à la sortie
de la structure est utilisée par le contrôleur pour changer le système en boucle fer-
mée. Pour le contrôle par anticipation, considérant la possibilité de mesurer un signal
corrélé avec les vibrations, cette information rentre dans le contrôleur qui essaie de gé-
nérer un signal opposé pour contrecarrer la perturbation [87]. Un avantage important
du contrôle par rétroaction est la robustesse conférée au système en boucle fermée,
tel que cela sera expliqué dans le chapitre 3.
1.2.3 Les matériaux intelligents
Du point de vue mécanique, deux grandeurs physiques peuvent décrire complè-
tement les matériaux structuraux classiques : la constante élastique, qui établit le
rapport entre la déformation (strain) et la contrainte (stress), et le coefficient d’ex-
pansion thermique, qui rélie la déformation à la température. Les matériaux intelli-
gents (smart materials) sont des matériaux pour lesquels la déformation peut se pro-
duire par d’autres mécanismes comme par exemple les champs électriques (matériaux
piézoélectriques) ou magnétiques (matériaux magnétorestrictifs et fluides magnéto-
4Une troisième solution, bien popularisée dans les domaines automobiles (pour les amortisseurs)
et de la construction civile (pour empêcher les dégâts causés par les séismes dans les bâtiments) est
appelée le contrôle semi-actif. Moins cher que le contrôle actif dû à sa puissance réduite, le contrôle
semi-actif peut être défini comme un contrôle passif dont les propriétés (raideur, amortissement)
sont modifiées en temps réel [87].
5Une stratégie n’exclut pas l’autre et très souvent les contrôleurs ont une correction par rétroac-
tion associée à un contrôleur par anticipation.
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replacemen
CapteursCapteurs Contrôleur
Actionneurs
Excitation Structure Réponse
Anticipation Rétroaction
Fig. 1.1 – Contrôle actif
rhéologiques) [87]. Les matériaux piézoélectriques, souvent employés pour le contrôle
actif de vibrations, et qui seront utilisés dans la suite de cette thèse, sont brièvement
présentés ici.
L’effet piézoélectrique6 est dit direct quand une charge électrique est générée pro-
portionnellement à une force externe appliquée sur le matériau (capteur), et indirect
quand un champ électrique provoque une expansion du matériau (actionneur). Les
directions d’expansion par rapport aux directions du champ électrique dépendent des
constantes (définies lors de la manufacture du matériau) dans ses équations constitu-
tives.
Les matériaux piézoélectriques sont classés en céramiques et polymères. Les piézo-
polymères, dont l’exemple le plus célèbre est le polyfluorure de vinylidène (polyviny-
lidene fluoride - PV DF ou PV F2), sont utilisés plutôt comme capteurs à cause de
leur capacité de contrôle limitée, pendant que les piézo-céramiques, comme le titano-
zirconate de plomb (Lead Zirconate Titanate - LZT7, sont largement employés comme
actionneurs et/ou capteurs pour une large bande des fréquences, y compris dans les
applications ultrasoniques et de précision (échelle nanométrique) [87].
Les équations régissant le comportement des matériaux piézoélectriques, données
en termes de lois électriques et mécaniques couplées sont
S = sET + d1E (actionneur) (1.14a)
D = d2T + ǫ
TE (capteur) (1.14b)
avec S la déformation, D le déplacement électrique, T la contrainte, E le champ
6L’effet piézoélectrique a été découvert par Pierre et Jacques Curie en 1880.
7Appelé aussi PZT.
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électrique, d1 le rapport entre la déformation et le champ électrique en l’absence
de contrainte, d2 le rapport entre le déplacement électrique et la contrainte sous un
champ électrique nul, sE la complaisance d’élasticité (l’inverse du module de Young)
sous un champ électrique constant et ǫT la constante diélectrique sous une contrainte
constante. L’équation (1.14a) décrit le principe d’un actionneur piézoélectrique, tandis
que l’équation (1.14b) représente le fonctionnement d’un capteur piézoélectrique.
Les actionneurs piézoélectriques peuvent être classés en piézo stack ou piézo patch
[81]. Les actionneurs piézos stacks génèrent typiquement de larges forces (de l’ordre
des kN) avec de très faibles déformations (quelques microns). Les actionneurs piézo
patches, de leur coté, génèrent des forces inférieures à celles des stacks. Ils possèdent,
cependant, l’avantage d’être flexibles et de se conformer à des surfaces en courbes.
1.2.4 Phénomène de spillover
Les modèles mathématiques discrétisés obtenus pour les systèmes flexibles sont
des simplifications d’un système à paramètres distribués comptant une infinité de
modes de vibrations. Souvent, même les modes du modèle discrétisé sont encore trop
nombreux pour être tous pris en compte par un contrôleur à retour d’état basé sur un
observateur d’ordre complet8. En gardant seulement les modes les plus observables
et les plus contrôlables (les modes à contrôler), une étape de réduction de modèle est
généralement effectuée (annexe A). Tous les modes non-modélisés et non-contrôlés
sont considérés comme des modes résiduels. Le phénomène de spillover de contrôle est
observé quand une part de l’énergie censée aller vers les modes contrôlés est dirigée
vers les modes résiduels, tandis que le spillover d’observation se produit quand les
modes contrôlés sont contaminés par les modes résiduels [101].
Considérons la Figure 1.2 représentant le système vibratoire stable (1.15) en boucle
fermée avec le contrôleur à retour d’état (1.16), où les états sont estimés par l’ob-
servateur d’ordre complet (1.17). Les indices c et r désignent les modes contrôlés et
résiduels, respectivement.
x˙c = Acxc +Bcu+ w (1.15a)
x˙r = Arxr +Bru (1.15b)
y = Ccxc + Crxr + v (1.15c)
8Dans ce cas le contrôleur aura le même ordre que le modèle.
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retour d’état
actionneurs
observateur linéaire
modes contrôlés
modes résiduels
Bc
Ac
Cc
CrBr
Ar
xc
xr
v
w
∫
∫
xˆc
y
u
u = −Gcxˆc ˙ˆxc = Acxˆc +Bcu+Kc(y − Ccxˆc)
Fig. 1.2 – Mécanisme du spillover
u = −Gcxˆc (1.16)
˙ˆxc = Acxˆc +Bcu+Kc(y − Ccxˆc) (1.17)
Considérant ec = xc − xˆc, le système en boucle fermée s’écrit

 x˙ce˙c
x˙r

 =

 Ac −BcGc BcGc 00 Ac −KcCc −KcCr
−BrGc BrGc Ar



 xcec
xr

 (1.18)
Le terme résiduel Cr contamine l’entrée des capteurs dans Crxr (spillover d’ob-
servation) tandis que le terme Br est excité par l’actionneur dans Bru (spillover de
contrôle). Dans le cas où Cr ou Br sont égaux à zéro, le système en boucle fermée reste
découplé et stable. Comme les modes résiduels d’un système flexible sont proches de
l’axe imaginaire, dans le cas où Cr et Br sont différents de zéro, même une petite
réallocation des pôles peut mener le système à l’instabilité (instabilité par spillover)
[87].
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1.2.5 Colocalisation
Quand un actionneur et un capteur sont placés dans une même position, la confi-
guration est dite colocalisée. L’avantage de la colocalisation réside dans le fait que la
dynamique entre les actionneurs et les capteurs conduit à une séquence alternée de
pôles complexes (résonances) et de zéros complexes (anti-résonances), de manière à
ce que la phase du système ne dépasse jamais les -180 degrés et que la stabilité soit,
donc, assurée9 [101]. Considérons, à titre d’illustration, un modèle (sans incertitude)
d’une structure avec deux modes rigides (deux pôles en zéro10) et deux paires de
modes flexibles (pôles complexes conjugués) dans une configuration colocalisée, re-
présenté par son diagramme de Bode sur la Figure 1.3. Nous pouvons remarquer que
le système sera stable en boucle fermée pour n’importe quelle valeur de gain positif,
du fait que la phase est toujours inférieure à 180 degrés.
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Fig. 1.3 – Configuration colocalisée - diagramme de Bode
Les modes du système sont, cependant, peu amortis, puisque proches de l’axe ima-
ginaire. Un contrôleur par avance de phase permet d’augmenter l’amortissement de
tous les modes du système, d’après la représentation dans le lieu d’Evans sur la Figure
1.411. Un contrôleur par avance de phase rajoute un terme dissipatif dans l’équation
9Cette hypothèse est valable lorsque nous considérons une dynamique parfaite des actionneurs et
capteurs.
10Dans les équations de la mécanique pour les systèmes rigides, les déplacements linéaires (respec-
tivement angulaires) d’un corps sous l’action d’une force (respectivement d’un couple moteur) sont
reliés à cette force (respectivement couple moteur) au moyen d’une double intégrale.
11La garantie de stabilité ne signifie pas une bonne performance en terme de dynamique. L’optimi-
sation de la position des actionneurs et capteurs [64],[97] pour permettre un plus grand éloignement
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caractéristique de la boucle fermée (la loi de commande fonctionne comme un amor-
tissement visqueux [87]). La litérature sur la régulation des systèmes colocalisés en
se basant sur l’augmentation de l’amortissement (active damping) est très vaste et
dépend des types de capteurs et actionneurs utilisés. Quelques exemples classiques de
lois de commande [87] sont le Direct Velocity Feedback (entrée en force et sortie en
vitesse), le Acceleration Feedback (entrée en force et sortie en accélération), le Positive
Position Feedback (entrée en déformation et sortie en déformation) et le Integral Force
Feedback (entrée en déformation et sortie en force).
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Fig. 1.4 – Configuration colocalisée - lieu d’Evans
Considérons à présent le cas d’une configuration non-colocalisée, c’est-à-dire, le
cas où le système perd l’alternance entre ses pôles et ses zéros. Nous observons sur la
Figure 1.5 que la phase du système dépasse les -180 degrés et le système en boucle
fermée peut être destabilisé.
Le lieu d’Evans dans la Figure 1.6 nous montre l’effet d’un contrôleur par avance
de phase sur le système non-colocalisé. Nous observons que la stabilisation est atteinte
seulement pour des faibles valeurs de gain (gain stabilization).
L’effet illustré d’inversion d’une paire de pôles et de zéros complexes (occasionnant
la perte d’alternance) peut se produire de deux manières [87] :
– Par le contrôleur, quand ses zéros sont proches des pôles du modèle12. S’il existe
entre les pôles et les zéros colocalisés (bonne observabilité et commandabilité) assure une plus im-
portante incursion des pôles en boucle fermée dans le demi-plan stable, ce qui permet d’augmenter
la performance [87].
12Ce cas correspond à un filtre rejet-de-bande (notch filter), souvent généré lors de la synthèse de
contrôleurs optimaux [87].
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Fig. 1.5 – Configuration non-colocalisée - diagramme de Bode
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Fig. 1.6 – Configuration non-colocalisée - lieu d’Evans
une incertitude par rapport à ces derniers cela peut engendrer une configuration
non-colocalisée ;
– D’une manière structurelle, quand une petite variation des paramètres provoque
l’inversion des pôles et zéros du système due à une configuration de capteurs et
actionneurs pour laquelle on perd la commandabilité ou l’observabilité.
Le choix d’une configuration non-colocalisée est fait quand une colocalisation est
difficile vis-à-vis de l’endroit où la performance doit être évaluée. En effet, d’après
[101], "un pêcheur regarde le crochet (capteur) et pas ses propres mains (actionneur).
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La commande d’un système non-colocalisé est plus difficile, mais la performance peut
être meilleure".
1.3 Les manipulateurs flexibles
Il n’existe pas de structure mécanique parfaitement rigide. La plupart des robots
manipulateurs existants sont conçus de manière à maximiser la raideur de leur struc-
ture pour essayer de minimiser les vibrations au niveau de l’effecteur13 [35]. Cela
implique l’utilisation de matériel lourd qui, par conséquent, augmente la consomma-
tion d’énergie et limite les vitesses d’opération. Dans certains domaines, comme par
exemple pour les applications industrielles de manipulation, l’exigence de performance
en termes d’économie d’énergie et d’augmentation de vitesse du cycle de production
impose l’utilisation de matériaux plus légers. Le problème de vibrations apparaît14.
Du point de vue de la modélisation, la flexibilité d’un manipulateur peut être
considérée soit concentrée au niveau des articulations, soit distribuée le long des
liens. Pour les deux cas, différents modèles (Euler-Bernoulli, élements finis, Rayleigh-
Ritz-Galerkin, matrices de transfert) et stratégies de contrôle (PID, computed torque,
command shaping, input shaping, commande adaptative par modèle de référence,
commande par réseau de neurones, modes glissants, optimale et robuste, etc) sont
présentés dans [28],[35] et [68], pour les manipulateurs à un, deux et plusieurs liens.
1.3.1 Chaîne cinématique ouverte (robots sériels)
De nombreux travaux ont traité, par différentes approches, de la commande active
de vibrations pour les robots à chaîne cinématique15 ouverte, aussi appelés robots
sériels16.
Pour les robots à un lien flexible (flexible single link), la technique dite "computed
torque" a été utilisée dans [60] et [67], la commande adaptative dans [73] et [37], les
modes glissants dans [103], la commande basée sur la théorie de Lyapunov dans [91]
et [25] et la commande robuste dans [17] et [54].
13Un objectif important pendant la phase de conception d’un manipulateur est d’essayer, si pos-
sible, de laisser les modes flexibles en dehors de la bande passante du contrôle de suivi de trajectoire
pour que les modes ne soient pas excités [101].
14Les problèmes de flexibilité sont aussi présents dans les applications en environnements hostiles
où des longs bras robotiques sont nécessaires, comme par exemple dans les domaines nucléaire,
sous-marin et spatial [28].
15Assemblage d’éléments et de liaisons [59].
16Leur nom vient du fait que les moteurs et les différentes membrures sont en série [27].
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Pour les robots à deux liens flexibles, la technique de "computed torque" a été
employée dans [4], la commande adaptative dans [16], un contrôleur PD dans [104] et
la commande optimale dans [77].
Dans les travaux [58],[43] et [98], les techniques de "computed torque", contrôleur
PD et modes glissants ont été, respectivement, appliquées pour un robot à plusieurs
liens.
1.3.2 Chaîne cinématique fermée (robots parallèles)
"Un robot parallèle est un mécanisme en chaîne cinématique fermée, dont l’organe
terminal est relié à la base par plusieurs chaînes cinématiques indépendantes" [74]. Dû
à leur vitesse, précision et rigidité, les robots parallèles constituent une option inté-
ressante pour des opérations industrielles de prise et dépose à haute cadence, particu-
lièrement dans les secteurs alimentaire, pharmaceutique et d’assemblage électronique
[15]. L’histoire des robots parallèles est généralement découpée en deux moments :
l’ère des hexapodes, avec les plateformes de Gough (dans les années 50) et Stewart
(années 60), respectivement pour les tests des pneumatiques et la création des simu-
lateurs de vol, et l’ère des robots parallèles légers, dont le premier représentant est
le robot Delta développé par Clavel dans les années 80, permettant d’atteindre des
vitesses de déplacement très élevées17 [79].
Les principaux avantages des robots parallèles par rapport aux robots sériels sont
la capacité de charge élevée, la possibilité de mouvements à haute vitesse, la rigidité
mécanique élevée, la faible masse mobile, le peu d’erreur de répétabilité, la facilité
d’intégration de capteurs, la construction mécanique modulaire, la simplicité de fa-
brication et la possibilité de positionner les actionneurs directement sur la base fixe
ou très proche de celle-ci, rendant donc possible un grand choix de moteurs et de
réducteurs, ainsi que la simplification des problèmes de liaisons entre moteurs, cap-
teurs et contrôleur (cablage plus simple et plus fiable), la facilité de refroidissement
des actionneurs (diminution des problèmes de précision dus aux dilatations et puis-
sance potentielle élevée) et la facilité d’isoler les moteurs de l’espace de travail pour
des activités en atmosphère propre ou avec risque de déflagration ou encore pour les
applications nécessitant des lavages à grande eau [18]. Parmi leurs inconvénients nous
pouvons citer le volume de travail limité en regard du volume total du mécanisme, des
17Une remarquable évolution pour les robots légers est le robot Par4 (à nacelle articulée et avec
quatte pattes identiques à celles du robot Delta), développé par Vincent Nabat et François Pierrot
dans le cadre d’une coopération entre le LIRMM et FATRONIK. Il est plus léger que le Delta, avec
un espace de travail plus grand, une charge utile deux fois supérieure et un temps de cycle 50% plus
court [12].
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modèles géométriques directs parfois difficiles à déterminer, un fort couplage entre le
mouvement des différentes chaînes cinématiques (coordination plus difficile des mo-
teurs), un couplage fortement variable entre les différentes chaînes cinématiques (com-
pliquant souvent le réglage) et la présence de singularités qui conduisent à une perte
de contrôle de la structure mobile (voire à une détérioration de la mécanique) [59].
Le fait d’avoir des membrures plus légères et d’atteindre des accélérations plus
élevées fait que les robots parallèles sont plus susceptibles de vibrer. Une alternative
souvent utilisée pour minimiser les vibrations est l’utilisation d’un contrôle actif.
Dans [109], un modèle analytique d’une structure parallèle planaire avec des modes
rigides et flexibles a été contrôlé en simulation par une loi robuste H∞ avec des
éléments piézoélectriques (capteurs et actionneurs). Utilisant un modèle de Rayleigh-
Ritz-Galerkin pour un manipulateur parallèle, [52] compare en simulation l’effet des
actionneurs piézoélectriques PZT et PVDF avec une loi de commande Direct Velocity
Feedback. Dans [108], un manipulateur planaire parallèle est contrôlé en termes de
réduction des vibrations avec une stratégie de contrôle modal indépendant et avec
des actionneurs et capteurs colocalisés. Un robot parallèle à 3 degrés de liberté18 est
considéré dans [105], avec un modèle en équation de Lagrange dans une configuration
non-colocalisée d’actionneur piézoélectrique et d’une combinaison d’accéléromètre et
capteur de déplacement à laser. Une loi de contrôle LQR est validée en simulation.
Dans [3],[2] un contrôleur par gain-scheduling robuste est utilisé pour amortir les
vibrations dans l’effecteur d’un robot parallèle à 2 degrés de liberté dont le modèle a
été obtenu par identification de sous-espaces et, dans [1], une extension à un robot à
4 degrés de liberté est considérée.
1.4 Le robot Par2
1.4.1 Description du robot
Le robot Par2, réalisé par la société Fatronik19 en coopération avec le LIRMM
et représenté dans la Figure 1.7, est une architecture mécanique parallèle innovante
à deux degrés de liberté permettant deux translations dans le plan vertical, tout en
garantissant une bonne raideur dans l’axe transversal au moyen des deux chaînes
passives liées à la structure par des articulations rotoïdes couplées [20]. Grâce à sa
rigidité et légèreté, Par2 a déjà atteint des accélérations supérieures à 50 g (500m/s2).
18Nombre de coordonnées indépendantes nécessaires pour définir la configuration d’une chaîne
cinématique ou d’un mécanisme [59].
19La société s’appelle désormais Tecnalia.
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Fig. 1.7 – Robot Parallèle - Par2
Les trajectoires du manipulateur évoluent dans le plan xz, entre les positions d’ar-
rêt données en mètres Pos1 (x=0,35, z=-0,925) et Pos2 (x=-0,35, z=-0,925), comme
décrit dans la Figure 1.8. Ces déplacements sont commandés par les bras actifs (ceux
directement liés aux moteurs, Fig. 1.7), tandis que les bras passifs servent à empêcher,
autant que possible, les mouvements perpendiculaires (hors plan xz).
Pos1Pos2
XZ
Fig. 1.8 – Positions d’arrêt
Le fait que Par2 peut avoir des temps de déplacement très courts engendre ce-
pendant des vibrations importantes aux points d’arrêt, mesurées par trois accéléro-
mètres placés orthogonalement sur la nacelle. Les vibrations résiduelles sont considé-
rées comme des perturbations, conséquences des importantes décélérations subies au
niveau de la nacelle en arrivant aux points d’arrêt à la fin de chaque trajectoire. L’effet
de ces vibrations se traduit par une augmentation du temps nécessaire pour atteindre
la précision souhaitée, augmentant par conséquent le temps de cycle opérationnel.
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Comme solution pour l’atténuation des vibrations au niveau de la nacelle, l’uti-
lisation d’actionneurs piézoélectriques répartis (patches20) sur les bras du robot est
proposée [2], de manière à intervenir sur la rigidité du manipulateur à travers une
commande active. Cependant, pour calculer la commande, un bon modèle du com-
portement dynamique de l’effet de l’entrée piézoélectrique (tension en volts) sur les
accéléromètres s’avère nécessaire. Ce modèle sera appelé modèle flexible, par oppo-
sition au modèle rigide, dont le comportement dynamique est pris en compte des
moteurs jusqu’aux codeurs. Dans le cadre de ce travail nous nous intéressons à la
commande du modèle flexible, la commande du modèle rigide étant l’objet des re-
cherches au LIRMM [80].
1.4.2 Matériel (hardware) et logiciel (software)
Les matériels et logiciels utilisés pour toute la partie expérimentale du travail
et présentés ci-dessous se trouvent au LIRMM. Comme déjà mentionné dans 1.4.1,
les études menées sur la commande du robot Par2 sont divisées en deux problèmes
séparés : le contrôle rigide, qui s’occupe de la génération et du suivi de trajectoire
à haute vitesse, et le contrôle flexible, intervenant pour minimiser les vibrations dès
que la nacelle arrive à une position d’arrêt (à la fin de chaque trajectoire).
Pour le contrôle rigide, le robot Par2 est équipé de deux servomoteurs TPM 050
(Wittenstein) de puissance nominale de 1 kW , de couple maximal à la sortie de 500
Nm et de vitesse maximale à la sortie de 238,1 tr/min. Chaque servomoteur est
actionné par un variateur numérique ServoStar 600 (Danaher) qui est, à son tour,
coordonné par le contrôleur de mouvement sMI6 (Adept Technology).
Une illustration schématique de l’interconnexion entre les différents équipements
est montrée sur la Figure 1.9. La partie matérielle est composée par le robot paral-
lèle Par2, les capteurs accéléromètres avec leur amplificateur de charge, les piézo-
actionneurs collés autour des bras du robot avec leur amplificateur haute-tension et
une armoire électrique contenant les deux variateurs numériques pour l’actionnem-
ment des servomoteurs et le contrôleur sMI6, responsable des contrôles à la fois rigide
(coordination des variateurs, représenté par les lignes bleues claires sur la Figure 1.9)
et flexible (lecture des accéléromètres et action sur les piézo-actionneurs, représenté
par les lignes violettes) en temps réel. Le logiciel CIDE permet la programmation du
contrôleur sMI6.
– Accéléromètres
20Voir sous-section 1.2.3
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Fig. 1.9 – Schéma d’interconnexion matériel (hardware) et logiciel (software)
Les accéléromètres utilisés pour mesurer les accélérations dans les directions X,
Y et Z sont des capteurs piézo-électriques de la famille DeltaTron - type 4506
(Brüel&Kjaer). Ils peuvent fournir des mesures linéaires jusqu’à 70 g avec une
sensibilité de 100 mV/g. Les fréquences peuvent varier de 0,3 Hz jusqu’à 3 kHz
dans la direction X et de 0,6 Hz jusqu’à 3 kHz dans les directions Y et Z.
– Amplificateur de charge
L’amplificateur de charge Model 133 (Endevco) permet le conditionnement des
signaux provenants des accéléromètres, avec un filtre passe-bas à fréquence de
coupure ajustable et un gain de sortie fixé entre 0 et 1000. Sa bande passande
est de 100 kHz. Les signaux d’accélération mesurés et traités sont envoyés au
contrôleur sMI6.
– Piézo-actionneurs
Les piézo-actionneurs DuraAct P-876.A12 (Physik Instrumente) collés autour
des bras du robot sont des actionneurs PZT qui reçoivent de l’amplificateur
haute-tension des tensions variant entre 0 et 400 V . Ces tensions permettent de
déformer le matériel piézo-électrique et donc d’en changer sa raideur.
– Amplificateur haute-tension
L’amplificateur haute-tension HVA-400-100-ISO (Walcher Elektronik) reçoit du
contrôleur sMI6 des signaux de tension entre -10 V et + 10 V et les amplifie de
0 à 400 V pour qu’ils soient envoyés aux piézo-actionneurs. Sa bande passante
est de 8 kHz.
– Contrôleur sMI6
Avec un processeur PowerPC de 200 MHz, 6 sorties analogiques de +/- 10
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V et 16 bits (deux pour les variateurs et quatre pour les piézos), 6 entrées
codeurs (seulement deux sont utilisées pour les codeurs des servomoteurs), 4
entrées analogiques 16 bits (trois sont utilisées pour les accéléromètres) et des
fréquences d’échantillonnage pour les boucles de régulation jusqu’à 8 kHz, le
contrôleur sMI6 permet le contrôle simultané et en temps réel des variateurs
(rigide) et des piézo-actionneurs (flexible).
– Logiciel CIDE
Le CIDE est un logiciel pour PC avec boite à outils pour le réglage des boucles
d’asservissement (oscilloscope), paramétrage, diagnostic et développement de
l’application. Le programme d’application est mis en oeuvre à partir d’une bi-
bliothèque de fonctions logicielles écrites en langage C (c’est ici qu’on écrit le
code pour les contrôleurs). Il est embarqué sur le sMI6 et s’exécute sur le sys-
tème d’exploitation temps réel. Les contrôleurs flexibles qui seront synthétisés
dans les chapitres 3 et 4 sont des contrôleurs dynamiques linéaires d’ordre 4 et
peuvent donc être très facilement programmés dans le logiciel CIDE.
1.4.3 Analyse du spectre des perturbations
Nous avons mentionné, dans la sous-section 1.4.1, que la haute dynamique des dé-
placements du robot Par2 engendrent des vibrations aux points d’arrêt. Ici nous nous
intéressons aux spectres fréquentiels des signaux enregistrés par les accéléromètres
dans les directions X, Y et Z, au moment où la nacelle arrive à la position d’arrêt
Pos221, pour plusieurs trajectoires et conditions de charge sur la nacelle.
Considérons initialement, à titre d’exemple, le cas du robot avec 2,5 kg de charge,
pour lequel les vibrations sont engendrées par une trajectoire de 18 g22. À la fin d’une
trajectoire de prise et dépose de la position Pos1 à la position Pos2, les accélérations
mesurées par les accéléromètres placés sur la nacelle sont enregistrées. Ces données
correspondent à des vibrations dans les directions X, Y et Z, causées par les fortes
décélérations des moteurs (nécessaires pour que la nacelle arrive vite à sa position
d’arrêt), caractérisant les perturbations pour le système. Les Figures 1.10 et 1.11
montrent, dans les domaines temporel et fréquentiel, respectivement, les résultats
enregistrés sur deux expériences (Pert 1 et Pert 2 ).
La comparaison entre les perturbations Pert 1 et Pert 2 permet de vérifier une
21Dû à la symétrie entre les positions Pos1 et Pos2, tous les résultats dans la thèse sont développés
seulement pour la position Pos2, l’extension à la position Pos1 étant immédiate.
22Tout au long de la thèse, ce cas à 2,5 kg de charge et une trajectoire de 18 g sera considéré
comme le cas nominal. Les autres conditions de charge et de trajectoire seront traitées comme des
incertitudes/perturbations et serviront à évaluer la robustesse des contrôleurs.
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Fig. 1.10 – Perturbations Pert 1 et Pert 2 - Nacelle avec 2,5 kg de charge et trajectoire
de 18 g - Domaine temporel
20 40 60 80 100 120 140
0
0.05
0.1
 
 
20 40 60 80 100 120 140
0
0.05
0.1
 
 
20 40 60 80 100 120 140
0
0.05
0.1
 
 
Fréquence(Hz)
A
cc
X
(m
/s
2
)
A
cc
Y
(m
/s
2
)
A
cc
Z
(m
/s
2
)
Pert 1
Pert 1
Pert 1
Pert 2
Pert 2
Pert 2
Direction X
Direction Y
Direction Z
Fig. 1.11 – Perturbations Pert 1 et Pert 2 - Nacelle avec 2,5 kg de charge et trajectoire
de 18 g - Domaine fréquentiel
bonne reproductibilité des résultats23. En regardant la Figure 1.11, nous pouvons
23Pour toutes les trajectoires et conditions de charge considérées par la suite, la reproductibilité
des perturbations a toujours été verifiée.
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constater que l’amortissement est beaucoup plus faible dans la direction Y que dans
les deux autres directions. En effet, d’après la Figure 1.10, la vibration des signaux
mesurés par les accéléromètres X et Z reste concentrée dans les premières 50 ms
d’expérimentation. Pour Y , par contre, les effets des vibrations sont répercutés plus
longtemps, comme nous pouvons le voir sur le détail (entre 0,05 s et 1 s) dans la
Figure 1.13. La Figure 1.11 nous montre aussi que le spectre de fréquences dû à la
perturbation dans la direction Y est concentré autour de 21,7 Hz. Par ailleurs, la
Figure 1.12, représentée en échelle logarithmique, suggère une relation harmonique
entre les modes de vibration. Mis à part le mode autour de 113 Hz, les modes indiqués
sur la figure sont des multiples entiers du mode fondamental (entre 21 et 22Hz). Étant
beaucoup plus energétique que les harmoniques d’ordre supérieur, seul l’atténuation
du mode fondamental sera considérée.
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Fig. 1.12 – Perturbation Pert 1 - Nacelle avec 2,5 kg de charge et trajectoire de 18
g - Domaine fréquentiel (échelle logarithmique)
Nous pouvons "capturer" (approximer) la plage des fréquences de la perturbation
dans la direction Y avec un filtre de Butterworth passe-bande du deuxième ordre et
fréquence de coupure entre 21 Hz et 23 Hz. Ce filtre, designé comme Wd(s), sera
utilisé dans le chapitre 3.
La Figure 1.1424 montre toutes les trajectoires et conditions de charge pour les-
quelles les perturbations ont été enregistrées. Dans tous les cas, à l’exemple de ce qui
24Pour toutes les conditions de charge, l’augmentation des accélérations se traduit par une aug-
mentation des courants des moteurs. Les cercles en rouge sur la Figure 1.14 représentent les accéléra-
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Fig. 1.13 – Perturbations Pert 1 et Pert 2 - Nacelle avec 2,5 kg de charge et trajectoire
de 18 g - Domaine temporel - Détail
a été illustré sur les Figures 1.11 et 1.13, les vibrations sont beaucoup plus amorties
dans les directions X et Z que dans la direction Y .
Fig. 1.14 – Espace de travail - Trajectoires et conditions de charge étudiées
A titre illustratif, considérons, pour le robot à vide (sans charge sur la nacelle),
l’effet du changement de trajectoire sur l’accélération mesurée dans la direction Y
(Figure 1.15). Nous pouvons remarquer que, même si l’amplitude varie25, la fréquence
tions limites pour chaque condition de charge, c’est-à-dire, pour lesquelles les courants des moteurs
atteignent 25 A à 30 A (les moteurs peuvent opérer avec des courants jusqu’à 30 A).
25L’amplitude mesurée dans la direction Y pour la trajectoire de 20 g ne s’accorde pas avec l’en-
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de résonance reste toujours autour de 33 Hz.
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Fig. 1.15 – Robot Par2 à vide pour plusieurs trajectoires - Domaine fréquentiel
Sur la Figure 1.16 nous avons représenté, pour une trajectoire de 10 g, l’effet du
changement de charge sur l’accélération mesurée dans la direction Y . Au fur et à
mesure que la charge sur la nacelle augmente (dès le cas à vide jusqu’à la nacelle avec
3,5 kg de charge), les fréquences de résonance diminuent.
1.5 Formulation du problème
Au moment où la nacelle atteint la position d’arrêt Pos2, pour toutes les trajec-
toires et conditions de charge étudiées (Figure 1.14), des modes du bras du robot sont
excités, provoquant les vibrations considérées comme des perturbations pour notre
système. Dans tous les cas expérimentaux, la vibration dans la direction Y est prédo-
minante. Pour cette raison, nous nous intéressons à minimiser les perturbations dans
cette direction.
Considérons le schéma-bloc sur la Figure 1.17.
Pour aboutir à l’atténuation des perturbations, quatre étapes sont considérées :
semble des résultats (les amplitudes augmentent au fur et à mesure que les accélérations augmentent,
tandis que pour les cas à 20 g l’amplitude est plus petite que celle à 10 g). Ce résultat, bien re-
productible expérimentalement, est dû au fait que l’énergie des vibrations à la fin de la trajectoire
de 20 g est davantage redistribué dans les directions X et Z. Néanmoins, leur effet reste concentré
seulement dans les premières 50 ms.
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Fig. 1.17 – Schéma-bloc des étapes expérimentales (modèle flexible)
1. Analyse du spectre des perturbations : cette étape d’évaluation du contenu
spectral des vibrations, expliquée dans la sous-section 1.4.3, montre dans quelles
directions et sur quelles fréquences les perturbations d sont les plus concentrées ;
2. Identification du modèle en boucle ouverte : cette étape correspond à
l’identification du modèle (G) (pour une condition de charge spécifique et dans
la position Pos2) entre les entrées en tension sur les piézo-actionneurs et la
sortie mesurée par l’accéléromètre Y . Deux modèles distincts sont obtenus, l’un
servant de base à la synthèse d’un contrôleur, l’autre pour une validation posté-
rieure en termes de simulation. Ces modèles sont obtenus à partir des techniques
d’identification dont les détails sont expliqués dans le chapitre 2 ;
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3. Régulation en boucle fermée : Au moment où la nacelle atteint la position
d’arrêt Pos2, des modes du bras du robot sont excités, provoquant les vibrations
considérées comme des perturbations pour notre système. C’est à ce moment là
que le contrôleur intervient pour minimiser les vibrations26. La troisième étape
concerne la synthèse de contrôleurs qui stabilisent le système nominal (2,5 kg de
charge, trajectoire de 18 g) en boucle fermée, toute en réduisant les vibrations
résiduelles. Deux méthodes de synthèse de contrôleurs sont considérées dans les
chapitres 3 et 4.
4. Analyse de robustesse : la quatrième étape est la vérification de l’efficacité
du contrôleur obtenu pour des variations dans les perturbations et conditions
de charge. Cette étape est aussi présentée dans les chapitres 3 et 4.
Le but du travail est, alors, de réaliser la synthèse d’une loi de commande K
(étape 3) qui minimise l’effet d’une perturbation d (étape 1) à la sortie (accéléromètre
Y ) du modèle identifié G (étape 2) au moment où la nacelle arrive à la position
d’arrêt Pos2. En plus de ça, le même contrôleur K doit être capable d’atténuer
toutes les perturbations d représentées sur la Figure 1.14, correspondant aux différents
conditions de charge et de trajectoire (étape 4).
1.6 Conclusion du chapitre
Ce chapitre a permis de contextualiser le problème des vibrations et de suggérer
quelques stratégies pour le traiter, comme par exemple les contrôles passif et actif des
vibrations.
Le manipulateur parallèle Par2 a été présenté comme une alternative pour les
opérations industrielles de prise et dépose. Dû à ses accélérations élevées, un important
niveau de vibration est observé à la fin de chaque trajectoire, surtout dans la direction
hors plan (Y ). Pour atténuer les vibrations, un contrôle actif robuste est envisagé avec
des éléments piézoélectriques comme actionneurs.
Concernant les expériences qui permettront de vérifier l’efficacité de l’approche
adoptée, une division en quatre étapes est proposée. D’abord une analyse du spectre
des vibrations a été effectuée dans ce chapitre 1. Elle doit être suivie d’une étape
d’identification des deux modèles en boucle ouverte (de l’entrée des actionneurs pié-
zoélectriques jusqu’à l’accéléromètre Y ), un pour la synthèse d’un contrôleur et un
autre pour une validation du contrôleur en simulation. La troisième étape concerne
26Ceci justifie que l’identification de nos modèles en boucle ouverte soit effectuée aux positions
d’arrêt, et que la commande soit activée en arrivant au point d’arrêt.
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la synthèse d’une loi de commande qui minimise une perturbation pour un modèle
nominal avec une condition de charge spécifique. La dernière étape est la validation
du contrôleur (en termes d’atténuation de vibration) pour différentes trajectoires et
conditions de charge sur la nacelle.
Chapitre 2
Identification de Systèmes
2.1 Introduction
Dans le chapitre précédent nous avons discuté, dans 1.2.1, des modèles mathéma-
tiques représentatifs du comportement dynamique des structures flexibles. D’après
[42], les modèles pour les structures flexibles peuvent être classés en modèles analy-
tiques et modèles expérimentaux, selon la manière dont ils sont obtenus.
Les modèles analytiques sont basés sur les lois de la physique ou encore obtenus
à partir d’une discrétisation spatiale, comme par exemple la méthode des éléments
finis. Les modèles modaux présentés en 1.2.1 en sont l’exemple le plus typique. Explici-
tant non seulement les amortissements et fréquences propres, mais aussi les vecteurs
propres (les "modes" de vibration), ils sont adaptés à l’analyse et au contrôle des
vibrations. Un point faible de ce type de modèle est cependant que, en plus d’une
laborieuse étape d’obtention d’un modèle analytique, il reste nécessaire de réaliser des
expériences pratiques pour la validation des paramètres du modèle1 (model updating)
[51],[36].
Un modèle analytique permet certes l’analyse des modes de vibration des struc-
tures flexibles, néanmoins, quand il s’agit uniquement d’un problème de contrôle,
un modèle alternatif peut être envisagé. Les modèles expérimentaux sont obtenus à
partir des vecteurs des données entrée-sortie en s’appuyant sur les techniques dites
d’identification de systèmes [66]. Ces techniques sont simples d’utilisation et une nou-
velle identification du système peut se faire facilement dans le cas d’un changement
de paramètres ou de conditions d’opération2. Il existe plusieurs manières de valider
1C’est particulièrement le cas pour les amortissements dont les valeurs ne peuvent pas être bien
précisées de manière théorique [36].
2Cette considération est valable pour les systèmes linéaires et, dans le cadre de ce travail, seules
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un modèle expérimental [66]. Une manière souvent utilisée est la comparaison dans le
domaine fréquentiel avec un modèle non-paramétrique [42],[5],[1],[90]. Pour un pro-
blème de contrôle, les principaux avantages des modèles expérimentaux par rapport
aux modèles analytiques sont la simplicité et rapidité d’obtention et de validation
du modèle. De nombreux travaux ont été menés utilisant des techniques différentes
d’identification de systèmes pour l’obtention d’un modèle expérimental destiné au
contrôle actif des vibrations. Des exemples concernant différents techniques et diffé-
rents systèmes flexibles sont décrits, par exemple, dans [41],[42],[24],[6],[5],[1],[2],[3] et
[90].
Le chapitre s’articule autour de quatre axes principaux. D’abord, dans la section
2.2, quelques concepts qui servent de base à la théorie d’identification des systèmes
sont rappelés. Ensuite, respectivement dans les sections 2.3, 2.4 et 2.5, les modèles
non-paramétriques, paramétriques et basés sur les sous-espaces sont présentés. Les
aspects pratiques liés à l’identification sont le sujet de la section 2.6. Finalement, dans
la section 2.7, les résultats expérimentaux d’identification basée sur les sous-espaces
réalisés sur le robot Par2 sont présentés. Ces résultats correspondent à la deuxième
étape expérimentale évoquée dans la section 1.5 du chapitre 1 ("Identification du
modèle en boucle ouverte").
2.2 Concepts fondamentaux
La densité spectrale de puissance, la méthode des moindres carrés et le filtre de
Kalman pour les systèmes LTI sont succinctement traités dans cette section. Ce sont
les outils de base qui permettent le développement de la théorie d’identification de
systèmes utilisée dans la suite de cette thèse.
2.2.1 La densité spectrale de puissance
La densité spectrale de puissance d’un signal, défini pour les séquences temporelles
stationnaires au sens large3 (wide sense stationary - WSS), représente la distribution
de la puissance du signal sur toutes les fréquences. Soit x(t) une séquence WSS à
temps discret de moyenne nulle avec période d’échantillonnage T , son spectre de
puissance correspondant est donné par
les techniques linéaires d’identification des systèmes sont considérées.
3Un signal aléatoire est dit stationnaire au sens faible si sa moyenne ne dépend pas du temps et
sa fonction d’autocorrélation dépend seulement de l’écart temporel Rx(τ) = E[x(k)x(k − τ)] [100].
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Φx(ω) =
∞∑
τ=−∞
Rx(τ)e
−jωτT (2.1)
où Rx(τ) représente la fonction d’autocorrélation de x(t).
La relation de Parseval
W [x(t)2] =
T
2π
∫ π/T
−π/T
Φx(ω)dω (2.2)
montre que l’énergie totale du signal x(t), donnée par W [x(t)2], est distribuée
sur toutes les bandes des fréquences −π/T ≤ ω ≤ π/T . Le spectre de puissance a
été utilisé dans la section 1.4.3 pour montrer la prédominance énergétique mesurée
par l’accéléromètre Y dans la première étape expérimentale ("Analyse du spectre des
perturbations").
2.2.2 La méthode des moindres carrés
La méthode des moindres carrés4 linéaire trouve une importante application dans
la résolution d’un système surdéterminé inconsistant5 d’équations linéaires. Soit le
système d’équations linéaires donné par
Fx = y (2.3)
avec F ∈ Rm×n une matrice de données, y ∈ Rm un vecteur d’observation et
x ∈ Rn un vecteur de paramètres inconnus. Si le système est inconsistant, il n’existe
pas de solution exacte, et dans ce cas nous pouvons admettre la présence d’un vecteur
résiduel ǫ ∈ Rm représentant l’écart entre les observations y et le produit Fx pour
chaque x donné. L’objectif de la méthode consiste à trouver la valeur de x qui minimise
le carré de cet écart, de manière à ce que y ≈ Fx. En termes mathématiques nous
pouvons écrire cela comme
min
x
ǫT ǫ sujet à y = Fx+ ǫ ≡ min
x
‖ Fx− y ‖22 (2.4)
La fonction objectif de la minimisation (2.4) peut être développée comme
4La méthode de moindres carrés a été développée par Carl Friedrich Gauss à la fin du XVIIIe
siècle. Elle peut être divisée en deux catégories, linéaire (admettant une solution analytique) et non-
linéaire (solution par itération numérique), suivant que les résidus sont linéaires ou pas par rapport
aux variables du problème [100].
5Un système tel que (2.3) est dit inconsistant si le vecteur y n’appartient pas à l’espace colonne
de la matrice F .
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f(x) = xTF TFx− xTF Ty − yTFx− yTy (2.5)
et son gradient est
∂f(x)
∂x
=


∂f(x)
∂x1
...
∂f(x)
∂xn

 = 2F TFx− 2F Ty (2.6)
La solution optimale est obtenue en imposant que le gradient ∂f(xˆ)
∂x
soit égal à zéro.
Cela donne
F TFxˆ = F Ty (2.7)
et, dans le cas où F TF est inversible, la solution optimale est
xˆ = (F TF )−1F Ty (2.8)
Si F TF n’est pas inversible, la solution de (2.7) n’est pas unique. Pour avoir une
solution unique des contraintes additionnelles sont nécessaires. Typiquement une telle
contrainte peut être la minimisation de la norme 2 de x [100]
min
x∈X
‖ x ‖22 avec X = {x : x = argmin
z
‖ Fz − y ‖22} (2.9)
La solution à ce problème est donnée par [100]
xˆ = V1Σ
−1UT1 y (2.10)
où les matrices V1, U1 et Σ s’obtiennent à partir de la décomposition en valeurs
singulières6 (Singular Value Decomposition - SVD) suivante
F = [U1 U2]
[
Σ 0
0 0
][
V T1
V T2
]
= U1ΣV
T
1 (2.11)
6Décomposition en valeurs singulières : Une matrice A ∈ Rm×n peut être décomposée
comme A = UΣV T avec les matrices orthogonales U ∈ Rm×m et V ∈ Rn×n et une matrice Σ
∈ Rm×n telle que les seuls éléments non nuls sont disposés le long de la diagonale. Ces éléments,
appelés les valeurs singulières, sont ordonnés, soit σ1 ≥ σ2 ≥ . . . ≥ σr > σr+1 = . . . = σk = 0, où
r=rang(A) et k=min(m,n).
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Une généralisation de la méthode, appelée des moindres carrés pondérés, est don-
née dans [100]
min
x
W sujet à y = Fx+ Lǫ ≡ min
x
(Fx− y)TW (Fx− y) (2.12)
avec W = (LLT )−1. Dans le cas où W est inversible, la solution de (2.12) est
donnée par
xˆ = (F TWF )−1F TWy (2.13)
2.2.3 Le filtre de Kalman pour les systèmes LTI
Le filtre de Kalman est un observateur optimal qui, étant donnés la structure
du système dans l’espace d’état, les propriétés statistiques des signaux stochastiques
intervenant dans le système et les vecteurs des données entrée-sortie, permet d’obtenir
une estimation du vecteur d’état non-biaisée et minimale en terme de variance 7[100].
Soit le système linéaire invariant à temps discret décrit par
{
x(t+ 1) = Ax(t) +Bu(t) + w(t)
y(t) = Cx(t) + v(t)
(2.14)
avec w(t) et v(t) des séquences aléatoires de moyenne nulle et de matrice de
covariance
E
[
w(t)
v(t)
]
[w(j)T v(j)T ] =
[
Q S
ST R
]
∆(t− j) (2.15)
où
[
Q S
ST R
]
≥ 0, , R > 0 (2.16)
et ∆ représente une impulsion unitaire.
7Pendant le développement des équations, nous utiliserons la notation de probabilité condition-
nelle xˆ(t + 1|t), signifiant l’estimation de la variable xˆ à l’instant t + 1, connaissant les données
jusqu’à l’instant t.
38 Chapitre 2 – Identification de Systèmes –
Si la paire (A,C) est observable et la paire (A,Q1/2) est contrôlable, la solution
P satisfaisant l’équation algébrique de Riccati
P = APAT +Q− (S + APCT )(CPCT +R)−1(S + APCT )T (2.17)
où P est la matrice de covariance de l’erreur sur les états, donnée par
P (t|t− 1) = E[(x(t)− xˆ(t|t− 1))(x(t)− xˆ(t|t− 1))T ] (2.18)
avec xˆ(t|t− 1) = E[x(t)] et P (0| − 1) > 0, satisfait
lim
t→∞
P (t|t− 1) = P > 0 (2.19)
La solution P permet par la suite de trouver le gain du filtre de Kalman
K = (S + APCT )(CPCT +R)−1 (2.20)
qui rend la matrice A−KC stable asymptotiquement.
On a la représentation, dite sous la forme d’innovations, donnée par
{
xˆ(t+ 1|t) = Axˆ(t|t− 1) +Bu(t) +Ke(t)
y(t) = Cxˆ(t|t− 1) + e(t) (2.21)
où l’entrée stochastique e(t) est un bruit blanc
e(t) = y(t)− Cxˆ(t|t− 1) (2.22)
À partir de cette représentation, le prédicteur d’état à un pas est donné par
{
xˆ(t+ 1) = (A−KC)xˆ(t) +Bu(t) +Ky(t)
y(t) = Cxˆ(t)
(2.23)
2.3 L’identification non-paramétrique fréquentielle
Cette classe de méthodes d’identification reçoit la dénomination de "non-paramé-
trique" car elle fournit une représentation entrée-sortie d’un système sans se préoccu-
per de la structure pour le modèle. Comme exemples de modèles non-paramétriques
nous pouvons citer, dans le domaine temporel, la réponse impulsionnelle et la ré-
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ponse à un échelon. Dans le domaine fréquentiel, nous pouvons citer l’estimation
de la réponse en fréquence d’un système linéaire. Les modèles non-paramétriques
servent, d’un côté, à dévoiler les caractéristiques dynamiques importantes d’un sys-
tème (comme par exemple les fréquences de résonance), et d’un autre côté, ils sont
utilisés pour la validation des modèles (par exemple la comparaison du diagramme de
Bode d’un modèle paramétrique avec l’estimation de la réponse en fréquence du mo-
dèle non-paramétrique). Dans le contexte de ce travail, comme il s’agit d’un système à
modes flexibles avec plusieurs fréquences de résonance, les modèles non-paramétriques
fréquentiels seront utilisés dans l’étape de validation de modèles. Commençant par
quelques définitions de base associées au traitement du signal dans le domaine fré-
quentiel, nous finissons cette section par la présentation d’une technique d’estimation
d’une fonction de réponse en fréquence pour un système LTI à partir d’un vecteur
des données entrée-sortie expérimental.
La transformée de Fourier discrète (discret Fourier transform - DFT) d’un signal
x(t) pour t = 0, 1, 2, . . . , N − 1 est donnée par
XN(ωn) =
N−1∑
t=0
x(t)e−jωntT (2.24)
pour ωn = 2πnNT [rad/s], n = 0, 1, 2, . . . , N−1 et la période d’échantillonnage T ∈ R.
Elle permet d’obtenir une représentation spectrale discrète d’un signal échantillonné
sur une fenêtre de temps finie. Son calcul selon la formule (2.24) pour un nombre
N de points nécessite N2 opérations. Il existe cependant, des algorithmes appelés
de transformée de Fourier rapide (fast Fourier transform - FFT) qui permettent de
largement réduire cette complexité [11].
L’équation (2.1) montre que le calcul du spectre d’un signal nécessite la connais-
sance d’un nombre infini d’échantillons. Dans le cas pratique, le spectre peut être
approximé par une relation basée sur une DFT, appelée "périodogramme du signal"
et donnée par
ΦˆxN(ωn) =
1
N
|XN(ωn)|2 (2.25)
avec ωn = 2πnNT et n = 0, 1, 2, . . . , N − 1.
Le périodogramme est une estimation non biaisée calculée sur les points ωn, mais
avec une importante variance autour de la moyenne. Comme les valeurs du périodo-
gramme dans les fréquences voisines sont asymptotiquement décorrélées, il y a des
techniques (découpage en bloc ou "fenêtrage" [100]) qui permettent de réduire cette
40 Chapitre 2 – Identification de Systèmes –
variance. La réduction de la variance entraîne, cepandant, une réduction de la réso-
lution fréquentielle 8.
Considérons le système LTI asymptotiquement stable
{
x(t+ 1) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t) + v(t)
(2.26)
avec x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R et v(t) ∈ R, où v(t) est une perturbation WSS
additive inconnue et non-correlée avec u(t). La fonction de transfert correspondante
est donnée par
y(t) = (C(qI − A)−1B +D)u(t) + v(t) = G(q)u(t) + v(t) (2.27)
où la multiplication par l’opérateur q symbolise la translation temporelle du signal
d’une période d’échantillonnage.
Le modèle non-paramétrique dans le domaine fréquentiel associé à la partie dé-
terministe de (2.27), c’est-à-dire G(ejωT ), peut être estimé par la ETFE (Empirical
Transfer Function Estimate)
GˆN(e
jωn) =
YN(ωn)
UN(ωn)
(2.28)
où YN(ωn) et UN(ωn) sont les transformées de Fourier discrètes de y(t) et u(t)
respectivement. La ETFE présente les mêmes propriétés que le périodogramme, étant
donc non biaisée et avec une importante variance. Les techniques pour la réduction de
la variance (en dépit de la résolution fréquentielle) proposées pour le périodogramme
sont valables aussi pour l’ETFE. Dans le contexte de ce travail, cette estimation sera
utilisé pour la validation des modèles.
2.4 L’identification paramétrique
Quoique les méthodes d’identification non-paramétrique servent bien à l’analyse
des propriétés dynamiques des systèmes, il y a des applications qui nécessitent des
modèles avec une représentation plus compacte, comme par exemple la synthèse de
contrôleur basée modèle ou le développement des simulateurs pour les systèmes dy-
namiques. Les méthodes d’identification paramétrique permettent alors l’estimation
8La résolution des fréquences est inversement proportionnelle à la séparation des fréquences dans
le périodogramme.
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des paramètres d’un modèle compact à partir d’une optimisation (normalement d’une
fonction coût d’erreur quadratique). Nous présentons deux classes de méthodes pa-
ramétriques : l’estimation fondée sur la minimisation de l’erreur de sortie, où les
incertitudes dues aux perturbations additives sur la sortie sont représentées par un
bruit blanc, et l’estimation fondée sur la minimisation de l’erreur de prédiction, avec
les parties déterministe et stochastique approximées à partir d’un prédicteur exprimé
sous la forme d’innovations (2.21).
2.4.1 Estimation de modèle paramétrique en erreur de sortie
Considérons le système LTI
y(t) = G(q)u(t) + v(t) (2.29)
avec v(t) un bruit blanc de mesure (statistiquement indépendant de l’entrée u(t)).
Considérons aussi les vecteurs des signaux d’entrée u(t) et de sortie y(t) obtenus à
partir du système (2.29), ainsi que le prédicteur associé
{
xˆ(t+ 1) = Axˆ(t) +Bu(t)
yˆ(t) = Cxˆ(t) +Du(t)
(2.30)
d’ordre n connu (ou fixé). L’objectif est d’estimer les matrices A, B, C et D de
manière à ce que la sortie yˆ(t) du prédicteur soit proche de la sortie y(t) du système.
Pour traiter ce problème, nous supposons que les matrices du prédicteur dépendent
du vecteur de paramètres θ, résultant en un modèle du prédicteur paramétré comme
suit
{
xˆ(t+ 1, θ) = A(θ)xˆ(t, θ) +B(θ)u(t)
yˆ(t, θ) = C(θ)xˆ(t, θ) +D(θ)u(t)
(2.31)
La méthode d’estimation paramétrique est illustrée dans la Figure 2.1.
Le processus d’estimation peut être divisé en quatre étapes [100] :
– Détermination d’une paramétrisation : c’est la spécification de la dépendance
des matrices du prédicteur par rapport au vecteur de paramètres θ. La fonction
de transfert d’un système d’ordre n (2.31) peut être représentée par
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A(Θ) B(Θ)
C(Θ) D(Θ)
G(q)
u(t)
v(t)
y(t)
ǫ(t,Θ)
yˆ(t,Θ)
Fig. 2.1 – Modèle obtenu en minimisant l’erreur en sortie
G(q, θ) = D(θ) + C(θ)(qIn − A(θ))−1B(θ) (2.32)
Pour chaque valeur de θ une nouvelle fonction de transfert est définie. La sensi-
bilité numérique par rapport à un vecteur de paramètres θ peut varier énorme-
ment9. Dans certaines paramétrisations, pour des modèles d’ordres élevés, une
variation très faible (de l’ordre de la précision numérique de l’ordinateur) d’un
paramètre conditionne la stabilité du modèle correspondant [100].
– Sélection d’un critère qui permet de juger de la qualité d’un vecteur de para-
mètres θ en particulier. Nous nous intéressons au critère d’erreur quadratique
donné par
JN(θ) =
1
N
N−1∑
t=0
‖ y(t)− yˆ(t, θ) ‖22 (2.33)
avec yˆ(t, θ) donné par (2.31).
– Minimisation numérique du critère : trouver le vecteur optimal θˆN qui minimise
la fonction coût (2.33), donnée par
θˆN = arg min JN(θ) (2.34)
Pour le modèle dans l’espace d’état (2.31), la fonctionnelle JN(θ) (2.33) peut
s’écrire de la manière suivante [100]
9Une matrice compagne [86], par exemple, est une forme de représentation sensible à des petites
variations paramétriques, tandis que les formes tridiagonale et normal de sortie sont numériquement
plus robustes [100][65].
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JN(θAC , θBD) =
1
N
N−1∑
t=0
‖ y(t)− φ(t, θAC)θBD ‖22 (2.35)
où θAC (respectivement θBD) est le vecteur qui paramétrise les matrices A et
C (respectivement B et D). Différemment de la variante linéaire (2.4), le pro-
blème de moindres carrés est beaucoup plus difficile à résoudre puisque φ est
en général une fonction non linéaire des paramètres. Dès lors, il n’y a pas de
solution analytique, le problème est résolu de manière itérative et recquiert
un choix de conditions initiales pour θAC et θBD. De plus, il n’y a pas de ga-
rantie de convergence en temps fini vers la valeur optimale de JN(θAC , θBD).
Différentes méthodes numériques existent pour résoudre ce problème d’optimi-
sation, comme par exemple l’algorithme de Gauss-Newton et l’algorithme du
gradient [10].
– Analyse de la qualité de l’estimateur θˆN : une fois que les mesures y(t) sont
représentées comme des processus stochastiques, le vecteur de paramètres θˆN
estimé à partir de (2.34) sera un vecteur aléatoir (avec biais et covariance)
passible d’analyse statistique. Dans le cas où le vrai système peut être bien décrit
par (2.29), le prédicteur (2.31) avec le critère d’optimisation (2.33) fournit sous
certaines hypothèses une estimation non biaisée et consistante10 des paramètres.
D’après la Figure 2.1 et l’équation (2.31) du prédicteur paramétré, la sortie yˆ(t, θ)
est estimée uniquement à partir de l’entrée u(t), ce qui rend le prédicteur incapable
de traiter les problèmes où la perturbation v(t) n’est pas un bruit blanc (sauf dans le
cas où la covariance de v(t) est connue au préalable [100]). La méthode d’estimation
basée sur l’erreur de prédiction, présentée par la suite, permet de traiter le cas général
d’une perturbation colorée avec un prédicteur qui utilise les informations de l’entrée
et de la sortie, assurant une variance minimale pour les estimations paramétriques.
2.4.2 Estimation de modèle paramétrique en erreur de prédic-
tion
Considérons le système LTI
y(t) = G(q)u(t) +H(q)e(t) (2.36)
10Considérons que θ0 est le vrai vecteur de paramètres du système. Une estimation est dite non
biaisée si E[θˆN − θ0] = 0. L’estimation est consistante si la matrice de covariance de l’estimateur
converge asymptotiquement vers zero lorsque le nombre de données croît indéfiniment, soit E[θˆN −
θ0][θˆN − θ0]T = 0 quand N →∞ [100].
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avec e(t) un bruit blanc de mesure (statistiquement indépendant de l’entrée u(t)),
G(q) la partie déterministe et H(q) la partie stochastique du système. Considérons
aussi les vecteurs des signaux d’entrée u(t) et de sortie y(t) obtenus à partir du
système (2.36), ainsi que le prédicteur associé
{
xˆ(t+ 1) = Axˆ(t) +Bu(t) +K(y(t)− Cxˆ(t)−Du(t))
yˆ(t) = Cxˆ(t) +Du(t)
(2.37)
d’ordre n connu (ou fixé). L’objectif est d’estimer les matrices A, B, C, D et K
telles que la sortie yˆ(t) du prédicteur soit proche de la sortie y(t) du système.
Le prédicteur (2.37) est un observateur et, sous l’hypothèse que ses matrices dé-
pendent d’un vecteur de paramètres θ, peut alors être réécrit comme un prédicteur
paramétré sous la forme d’innovation
{
xˆ(t+ 1|t, θ) = A(θ)xˆ(t|t− 1, θ) +B(θ)u(t) +K(θ)ǫ(t,Θ)
y(t) = C(θ)xˆ(t|t− 1, θ) +D(θ)u(t)+ǫ(t,Θ) (2.38)
avec l’innovation ǫ(t,Θ) représentant l’erreur entre la mesure réelle y(t) et la me-
sure prédite yˆ(t).
Le rapport entre (2.38) et (2.36) permet de conclure que les fonctions de transfert
associées sont données par
G(q, θ) = D(θ) + C(θ)(qI − A(θ))−1B(θ)
H(q, θ) = I + C(θ)(qI − A(θ))−1K(θ) (2.39)
avec un polynôme caractéristique (déterminé par A(θ)) commun aux parties dé-
terministe et stochastique.
La méthode d’estimation paramétrique est illustrée sur la Figure (2.2).
Considérant la représentation sous forme d’innovation (2.38), la paramétrisation
pour le prédicteur (2.37) à un pas (one step-ahead predictor) est donnée par
{
xˆ(t+ 1|t, θ) = (A(θ)−K(θ)C(θ))xˆ(t|t− 1, θ) + (B(θ)−K(θ)D(θ))u(t) +K(θ)y(t)
yˆ(t|t− 1, θ) = C(θ)xˆ(t|t− 1, θ) +D(θ)u(t)
(2.40)
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A(Θ) B(Θ)
C(Θ) D(Θ)
K(Θ)
G(q)
H(q)
u(t)
e(t)
y(t)
ǫ(t,Θ)
yˆ(t,Θ)
Fig. 2.2 – Modèle obtenu en minimisant l’erreur de prédiction
Cette paramétrisation est équivalente à celle du modèle en erreur de sortie avec
la matrice A remplacée par A − KC, la matrice B remplacée par [B − KD,K] et
l’entrée du système étant [u(t), y(t)]T .
Le critère d’erreur quadratique est donné par
JN(θ) =
1
N
N−1∑
t=0
‖ y(t)− yˆ(t|t− 1, θ) ‖22 (2.41)
avec yˆ(t|t− 1, θ) obtenu par (2.40). Nous pouvons observer ici que, contrairement
au critère pour le modèle en erreur de sortie (2.33), la fonction coût est calculée par
rapport à une prédiction de la sortie y(t|t − 1, θ). Pourtant, les mêmes algorithmes
utilisés pour la minimisation numérique du critère peuvent être employés ici.
Dans le cas où le vrai système peut être bien décrit par (2.36), le prédicteur (2.40)
avec le critère d’optimisation (2.41) fournit une estimation non biaisée et consistante
des paramètres.
2.4.3 Classes de modèles spécifiques pour les systèmes SISO
Pour les systèmes SISO, des paramétrisations souvent utilisées dans la pratique
sont présentées dans ce qui suit sous la forme de fonctions de transfert discrètes. Elles
sont toutes des particularisations du cas général donné par le prédicteur (2.40) [100].
– ARMAX
Les modèles appartenant à la classe ARMAX (AutoRegressive Moving Average
with eXogeneous variables - Autorégressive à moyenne mobile et avec variable
exogène) peuvent être représentés par la fonction de transfert
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y(t) =
b1q
−1 + . . .+ bnbq
−nb
1 + a1q−1 + . . .+ anaq−na
u(t) +
1 + c1q
−1 + . . .+ cncq
−nc
1 + a1q−1 + . . .+ anaq−na
e(t) (2.42)
où les ordres na, nb et nc sont connus et le problème est de trouver les paramètres
ai, bi et ci à partir de l’ensemble des données entrée-sortie. En définissant
A(q) = 1 + a1q
−1 + . . .+ anaq
−na
B(q) = b1q
−1 + . . .+ bnbq
−nb
C(q) = 1 + c1q
−1 + . . .+ cncq
−nc
(2.43)
le modèle ARMAX peut s’écrire comme
y(t) =
B(q)
A(q)
u(t) +
C(q)
A(q)
e(t) (2.44)
et son prédicteur à un pas est donné par
yˆ(t|t− 1) = B(q)
C(q)
u(t) +
C(q)− A(q)
C(q)
y(t) (2.45)
– ARX
Le modèles ARX représentent un cas particulier des modèles ARMAX et sont
donnés par
y(t) =
B(q)
A(q)
u(t) +
1
A(q)
e(t) (2.46)
avec pour prédicteur
yˆ(t|t− 1) = B(q)u(t) + [1− A(q)]y(t) (2.47)
– Box-Jenkins
La paramétrisation des modèles de Box-Jenkins est donnée par
y(t) =
b1q
−1 + . . .+ bnbq
−nb
1 + a1q−1 + . . .+ anaq−na
u(t) +
1 + c1q
−1 + . . .+ cncq
−nc
1 + d1q−1 + . . .+ dndq−nd
e(t) (2.48)
où les ordres na, nb, nc et nd sont connus et le problème est de trouver les
paramètres ai, bi, ci et di à partir de l’ensemble des données entrée-sortie. En
définissant
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A(q) = 1 + a1q
−1 + . . .+ anaq
−na
B(q) = b1q
−1 + . . .+ bnbq
−nb
C(q) = 1 + c1q
−1 + . . .+ cncq
−nc
D(q) = 1 + d1q
−1 + . . .+ dndq
−nd
(2.49)
le modèle de Box-Jenkins peut encore s’écrire comme
y(t) =
B(q)
A(q)
u(t) +
C(q)
D(q)
e(t) (2.50)
et son prédicteur à un pas est
yˆ(t|t− 1) = D(q)
C(q)
B(q)
A(q)
u(t) +
C(q)−D(q)
C(q)
y(t) (2.51)
– Erreur en sortie
En prenant ci et di égaux à 1 dans (2.48) nous retrouvons la structure du modèle
en erreur de sortie (2.29).
Pour les méthodes d’identification en erreur de prédiction aussi bien que pour celles
en erreur de sortie, l’ordre de tous les polynômes doit être fourni a priori. Comme
normalement l’ordre n’est pas connu au préalable, une grande quantité d’essais doit
être faite quand les systèmes possèdent des ordres importants. En plus, dans l’étape
d’estimation paramétrique pour les deux méthodes, les problèmes d’optimisation sont
souvent non convexes et les solutions trouvées assurent seulement des minima locaux.
La classe de méthodes présentée dans la section suivante, basée sur les sous-espaces,
permet de contourner ces problèmes. En plus de dispenser d’une paramétrisation au
préalable, elle permet de trouver, à partir d’un vecteur des données entrée-sortie, un
modèle dans l’espace d’état de manière non-itérative, évitant ainsi les problèmes liés
à l’optimisation de fonctionnelles non-linéaires.
2.5 L’identification basée sur les sous-espaces
Les techniques basées sur les sous-espaces s’appuient sur les méthodes d’analyse
statistique multivariable, notamment l’analyse en composantes principales et l’analyse
canonique des corrélations, développés dans les années 30 [55]. Ce n’est, pourtant, que
dans les années 80 et 90 que les techniques basées sur les sous-espaces commencent à se
consolider en incorporant les décompositions QR et SVD [62],[76],[83],[99]. Contrai-
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rement aux méthodes d’identification paramétrique classiques, les méthodes basées
sur les sous-espaces permettent de trouver une représentation du système dans l’es-
pace d’état à partir d’une estimation de certains sous-espaces (espace colonne de la
matrice d’observabilité et espace ligne de la séquence d’état d’un filtre de Kalman)
formés avec les vecteurs des données entrée-sortie.
Considérons le système LTI comme une réalisation minimale dans l’espace d’état
{
x(t+ 1) = Ax(t) +Bu(t) +Ke(t)
y(t) = Cx(t) +Du(t) + e(t)
(2.52)
avec x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rl et e(t) ∈ Rl un signal du type bruit blanc
ergodique11 décorrélé de u(t).
Utilisant le système (2.52) pour un nombre s d’échantillons temporels nous pou-
vons écrire


y(0)
y(1)
y(2)
...
y(s− 1)


=


C
CA
CA2
...
CAs−1


︸ ︷︷ ︸
Os
x(0) +


D 0 0 . . . 0
CB D 0 . . . 0
CAB CB D . . . 0
...
...
...
. . .
...
CAs−2B CAs−3B . . . CB D


︸ ︷︷ ︸
Ts


u(0)
u(1)
u(2)
...
u(s− 1)


+


Il 0 0 . . . 0
CK Il 0 . . . 0
CAK CK Il . . . 0
...
...
...
. . .
...
CAs−2K CAs−3K . . . CK Il


︸ ︷︷ ︸
Ss


e(0)
e(1)
e(2)
...
e(s− 1)


(2.53)
où Os12 est appelée la matrice d’observabilité étendue.
Considérons maintenant les représentations matricielles suivantes
11L’hypothèse d’ergodicité admet que l’évolution d’un signal aléatoire au cours du temps apporte
la même information qu’un ensemble de réalisations. Cette hypothèse permet de prouver que pour
un signal aléatoire stationnaire x(t), la moyenne temporelle converge asymptotiquement avec une
probabilité de 1 vers l’espérance mathématique E[x(t)] (lois des grandes nombres) [66].
12Le rang(Os)=n puisque le système (2.52) est une réalisation minimale.
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Yi,s,N =


y(i) y(i+ 1) . . . y(i+N − 1)
y(i+ 1) y(i+ 2) . . . y(i+N)
...
...
. . .
...
y(i+ s− 1) y(i+ s) . . . y(i+N + s− 2)

 (2.54)
et
Xi,N =
[
x(i) x(i+ 1) . . . x(i+N − 1)
]
(2.55)
La représentation (2.54)13 qui permet de former la matrice Yi,s,N pour un nombre
N+s−1 de données de sortie peut aussi être utilisée pour former les matrices d’entrée
Ui,s,N et de bruits Ei,s,N du système. Avec cette notation l’équation (2.53) peut être
étendue à
Yi,s,N = OsXi,N + TsUi,s,N + SsEi,s,N (2.56)
appelée l’équation des données.
Dans l’équation (2.56) seules les matrices Ui,s,N et Yi,s,N (données enregistrées d’en-
trée et de sortie du système) sont connues. L’objectif de la méthode des sous-espaces
est de trouver, à partir de (2.56) avec s > n et N >> s, une matrice dont l’espace
colonne est le même que celui de la matrice d’observabilité Os, ce qui permettra par
la suite d’estimer les matrices A, B, C, D et K.
Nous commençons par l’élimination du terme en Ts. Comme la matrice Ui,s,N est
connue, nous pouvons trouver une projection ortogonale Π⊥Ui,s,N
14 telle que Ui,s,NΠ⊥Ui,s,N
= 0. Cette projection est donnée par
Π⊥Ui,s,N = IN − UTi,s,N(Ui,s,NUTi,s,N)−1Ui,s,N (2.57)
La multiplication de l’équation (2.56) par Π⊥Ui,s,N donne
Yi,s,NΠ
⊥
Ui,s,N
= OsXi,NΠ⊥Ui,s,N + SsEi,s,NΠ⊥Ui,s,N (2.58)
13Cette représentation est appelée une matrice de Hankel.
14D’après (2.57), Π⊥Ui,s,N peut être trouvée seulement si Ui,s,NU
T
i,s,N est de rang complet. Cette
condition équivaut à ce que l’entrée possède la propriété de persistance d’excitation, cette propriété
est expliquée dans la section suivante.
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Le pas suivant est l’élimination du terme en Ss. Pour cela nous utilisons le concept
de variable instrumentale [66]. Nous voulons trouver une matrice qui ne soit pas
correlée avec SsEi,s,NΠ⊥Ui,s,N et telle que le rang(Os) soit préservé. Nous cherchons
donc la variable instrumentale ZN ∈ Rsz×N telle que
{
limN→∞
1
N
Ei,s,NΠ
⊥
Ui,s,N
ZTN = 0
rang (limN→∞ 1NXi,NΠ
⊥
Ui,s,N
ZTN) = n
(2.59)
Pour cela, considérant la notation (2.54), les matrices des données sont divisées
en deux groupes. Le premier groupe, de l’instant 0 jusqu’à N + s− 2, est utilisé pour
la construction des matrices U0,s,N et Y0,s,N , appelées respectivement les matrices
d’entrée et de sortie passées. Le deuxième groupe, de l’instant s jusqu’à N + 2s− 2,
est utilisé pour la construction de matrices Us,s,N et Ys,s,N , appelées respectivement
les matrices d’entrée et de sortie futures. Les matrices passées seront par la suite
utilisées pour l’élimination du terme en Ss, pendant que les matrices futures seront
utilisées pour l’estimation des matrices du système (2.52). Cela signifie que l’instant
initial i est désormais fixé comme i = s.
Considérons le choix de la variable instrumentale ZN ∈ Rs(m+l)×N basée sur les
matrices d’entrée et de sortie passées comme
ZN =
[
U0,s,N
Y0,s,N
]
(2.60)
Avec ce choix de ZN , il peut être démontré [100], sous certaines hypothèses, que
les équations (2.59) sont asymptotiquement verifiées15 (dans la pratique il nous faut
N le plus grand possible). À partir de l’équation (2.58) et avec ZN donné par (2.60)
nous avons maintenant (avec i = s)
lim
N→∞
1
N
Ys,s,NΠ
⊥
Us,s,N
ZTN = lim
N→∞
1
N
OsXs,NΠ⊥Us,s,NZTN (2.61)
15La démonstration est valable lorsque les deux conditions suivantes sont vérifiées :
rang ( lim
N→∞
1
N
[
Xs,N
Us,s,N
] [
Y T
0,s,N U
T
0,s,N U
T
s,s,N
]
) = n+ sm
rang ( lim
N→∞
1√
N
[
X0,N
U0,2s,N
]
) = n+ 2sm
Ce deux conditions sont presque toujours vérifiées, néanmoins la démonstration formelle de leur
validité est facile seulement pour certains types d’entrée et de bruit [100].
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Sachant que (2.59) est vérifiée, l’inegalité de Sylvester16 appliquée à (2.61) permet
de conclure que
rang( lim
N→∞
1
N
Ys,s,NΠ
⊥
Us,s,N
ZTN) = n (2.62)
et par conséquent
rang( lim
N→∞
1
N
Ys,s,NΠ
⊥
Us,s,N
ZTN) = rang(Os) (2.63)
Comme le premier membre de l’équation (2.63) est connu (formé entièrement
par les données d’entrée et de sortie mesurées), nous avons donc un espace colonne
équivalent à celui de la matrice Os, c’est à dire, l’estimation de la matrice d’observa-
bilité représentée dans une base quelconque. Comme le calcul de Ys,s,NΠ⊥Us,s,NZ
T
N est
souvent laborieux, un calcul équivalent plus "léger" peut être réalisé à partir d’une
factorisation RQ17.
Considérons la factorisation RQ suivante

 Us,s,NZN
Ys,s,N

 =

 R11 0 0R21 R22 0
R31 R32 R33



 Q1Q2
Q3

 (2.64)
où R11 ∈ Rsm×sm, R22 ∈ Rsz×sz et R33 ∈ Rsl×sl.
À partir de (2.57), (2.64) et de la propriété d’orthogonalité de la matrice Q18 nous
pouvons écrire
Π⊥Us,s,N = IN −QT1RT11(R11Q1QT1RT11)−1R11Q1 = IN −QT1Q1 = QT2Q2 +QT3Q3 (2.65)
et par conséquent
16Inegalité de Sylvester : Pour deux matrices A ∈ Rm×n et B ∈ Rn×p, nous avons
rang(A) + rang(B)− n ≤ rang(AB) ≤ min(rang(A), rang(B))
17Factorisation RQ : Une matrice A ∈ Rm×n peut être factorisée comme A = RQ avec une
matrice triangulaire inférieure R ∈ Rm×n et une matrice orthogonale Q ∈ Rn×n.
18L’orthogonalité de la matrice Q implique les relations suivantes :

QT1 Q1 +Q
T
2 Q2 +Q
T
3 Q3 = IN
QiQ
T
j = 0 pour i 6= j
QiQ
T
i = I
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limN→∞ Ys,s,NΠ
⊥
Us,s,N
ZTN =
(R31Q1 +R32Q2 +R33Q3)(Q
T
2Q2 +Q
T
3Q3)(Q
T
1R
T
21 +Q
T
2R
T
22) = R32R
T
22
(2.66)
Dans [100] il est démontré que lim
N→∞
(
1√
N
R22) est inversible. À partir de (2.61),
(2.66) et par application de l’inégalité de Sylvester nous avons
rang( lim
N→∞
1√
N
OsXs,NΠ⊥Us,s,NZTN) = rang( limN→∞
1√
N
R32) = n (2.67)
et donc
rang( lim
N→∞
1√
N
R32) = rang(Os) (2.68)
Utilisant la factorisation RQ nous avons mis en évidence avec l’équation (2.68)
une alternative plus simple pour estimer le rang de Os. Comme l’espace colonne de
la matrice d’observabilité peut être estimé de manière asymptotiquement non-biaisée
avec l’espace colonne de R32, une simplification est encore possible à partir d’une
décomposition en valeur singulière (SVD).
Considérons la SVD de R32
R32 = UnΣnV
T
n (2.69)
avec Σn ∈ Rn×n et rang(Σn)=n. Comme l’espace colonne de Un est le même que
celui de R32, à partir de (2.68) nous avons
Un = OsT =


CT
CTAT
...
CTA
s−1
T

 =


CT
CTT−1AT
...
CT (T−1AT )s−1

 (2.70)
pour une transformation de similarité T . Les estimations CˆT et AˆT peuvent être
trouvées à travers des relations19
19Notations de MATLAB R©.
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{
CˆT = Un(1 : l, :)
Un(1 : (s− 1)l, :)AˆT = Un(l + 1 : sl, :)
(2.71)
L’équation (2.52) dans la base T peut être représentée de manière linéaire en BT ,
DT et xT (0) = T−1x(0) comme20
y(t) = CTA
t
TxT (0) + (
t−1∑
τ=0
u(τ)T ⊗ CTAt−τ−1T )vec(BT ) + (uT (t)⊗ Il)vec(DT ) (2.73)
Les matrices BT , DT et xT (0) = T−1x(0) peuvent être estimées à partir de la
solution du problème de moindres carrés linéaires
min
θ
1
N
N−1∑
t=0
‖ y(t)− φT (t)θ ‖22 (2.74)
avec
φT (t) = [ CˆT Aˆ
t
T (
∑t−1
τ=0 u(τ)
T ⊗ CˆT Aˆt−τ−1T ) (uT (t)⊗ Il) ] (2.75)
et
θ =

 xT (0)vec(BT )
vec(DT )

 (2.76)
La méthode d’identification par les sous-espaces développée jusqu’à présent per-
met de retrouver à partir des données entrée-sortie les matrices d’une représentation
dans l’espace d’état dans une base quelconque T , utilisant pour cela une estimation de
l’espace colonne de la matrice d’observabilité. Cette méthode est appelée PO-MOESP
20Opérateur vec : Soit une matrice A ∈ Rm×n telle que A = [a1 a2 . . . an], ai ∈ Rm. L’opérateur
vec est défini comme
vec(A) =


a1
a2
...
an

 (2.72)
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(Past Outputs - Multivariable Output Error State sPace).
Une technique alternative d’identification basée sur les sous-espaces permet de re-
trouver la matrice d’observabilité dans une base T et une séquence d’états d’un filtre
de Kalman dans cette même base, avant même d’avoir trouvé les matrices de (2.52). Le
vecteur de la séquence d’états est alors utilisé pour résoudre un problème de moindres
carrés linéaires dont la solution correspond à une estimation des matrices de la repré-
sentation en espace d’état de (2.52) dans la base T . Cette deuxième méthode, appelée
N4SID (Numerical algorithm for Subspace IDentification) est brièvement présentée à
présent.
Respectant les mêmes conditions qui vérifient l’existence de (2.59) et utilisant la
variable instrumentale (2.60) et la factorisation RQ (2.64), l’estimation des matrices
du système (2.52) peut être réalisée en s’appuyant sur la SVD suivante (voir [100])
R32R
−1
22 ZN = UnΣnV
T
n (2.77)
où l’espace colonne de Os peut être approximé par celui de Un. L’espace ligne
d’une séquence d’état Xs,N , obtenue d’un filtre de Kalman représenté dans la même
base de Un, est donné par
Xˆs,N = Σ
1/2
n V
T
n (2.78)
Les matrices AT , BT , CT et DT peuvent être alors estimées à partir de la solution
du problème de moindres carrés suivant
min
AT ,BT ,CT ,DT
∥∥∥∥∥
[
Xˆs+1,N
Ys,1,N−1
]
−
[
AT BT
CT DT
][
Xˆs,N−1
Us,1,N−1
]∥∥∥∥∥
2
2
(2.79)
Les résultats de l’estimation (2.79) donnés par AˆT , BˆT , CˆT et DˆT sont ensuite
utilisés pour trouver les résidus du problème de moindres carrés comme
[
Wˆs,1,N−1
Vˆs,1,N−1
]
=
[
Xˆs+1,N
Ys,1,N−1
]
−
[
AˆT BˆT
CˆT DˆT
][
Xˆs,N−1
Us,1,N−1
]
(2.80)
qui permettent d’estimer les matrices de covariance des bruits sur le système
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[
Qˆ Sˆ
SˆT Rˆ
]
= lim
N→∞
1
N
[
Wˆs,1,N
Vˆs,1,N
] [
Wˆ Ts,1,N Vˆ
T
s,1,N
]
(2.81)
2.6 Aspects pratiques de l’identification de systèmes
Jusqu’à présent dans ce chapitre, trois grandes classes de méthodes d’identifica-
tion ont été étudiées d’un point de vue théorique. Les modèles non-paramétriques,
les modèles paramétriques et les modèles obtenus avec des techniques basées sur les
sous-espaces ont tous besoin d’un ensemble de données entrée-sortie. L’obtention et le
traitement de ces données fait l’objet de cette section. Les aspects des choix de géné-
ration des signaux d’entrée (fréquence d’échantillonnage, durée et type de signal) et
de prétraitement des signaux (élimination des composantes continues et pré-filtrage)
sont discutés.
2.6.1 Génération des signaux d’entrée
Les signaux générés à l’entrée du système à identifier doivent être suffisamment
riches en termes fréquentiels de manière à exciter toute la plage des fréquences dans
laquelle nous souhaitons que le modèle soit valable. Le choix du signal d’entrée englobe
la fréquence d’échantillonnage, la durée et le type du signal.
– Fréquence d’échantillonnage
La fréquence d’échantillonnage doit respecter le théorème de Shannon, d’après
lequel un signal dont les fréquences sont comprises dans une plage de [−wB, wB]
(rad/s) peut être parfaitement reconstitué à partir de ses échantillons si la fré-
quence d’échantillonnage est au moins de wS = 2wB (rad/s) [82]. Toutes les
fréquences d’un signal qui dépassent la moitié de la fréquence d’échantillonnage
wN = wS/2, appelée la fréquence de Nyquist, sont repliées à partir d’une ligne
verticale en wN dans la plage de fréquences de [−wN , wN ], ce que caractérise le
phénomène de repliement (aliasing). Pour éviter ce phénomène, avant l’échan-
tillonnage le signal doit être filtré par un filtre anti-repliement (anti-aliasing
filter). Normalement le filtre anti-repliement est un filtre passe-bas de type But-
terworth ou Tschebychev [49] avec sa fréquence de coupure égale à la fréquence
de Nyquist wN . Comme règle générale21 la fréquence d’échantillonnage peut être
21L’identification des systèmes est une procédure itérative et toutes les "règles pratiques" servent
seulement comme un choix initial sensé être retravaillé jusqu’à ce qu’un résultat satisfaisant soit
trouvé.
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choisie comme wS = 10wB [100].
– Durée du signal
La matrice de covariance d’un estimateur tend à décroître asymptotiquement
au fur et à mesure que la quantité d’échantillons augmente, ce qui permet de
conclure que le signal d’entrée doit être le plus long possible [100].
– Type du signal
Différents types de séquences d’entrée peuvent être utilisés pour exciter le sys-
tème, comme par exemple l’échelon, l’impulsion, les signaux sinusoïdaux, les
bruit blancs, les signaux SBPA22 et les signaux du type chirp23 [85]. Une pro-
priété importante pour les signaux d’entrée est la "richesse d’information" qu’ils
peuvent transmettre au système, indiquée par la notion de persistance d’ex-
citation (persistency of excitation). Une séquence u(t), t = 0, 1, 2, . . . , N est
persistante d’ordre n si et seulement s’il existe un entier N tel que la matrice
U0,n,N =


u(0) u(1) . . . u(N − 1)
u(1) u(2) . . . u(N)
...
...
. . .
...
u(n) u(n+ 1) . . . u(N + n− 1)

 (2.82)
est de rang complet n [100].
2.6.2 Prétraitement des signaux
Le prétraitement des signaux est une étape qui a lieu après l’acquisition des si-
gnaux d’entrée-sortie et avant leur utilisation par une méthode d’identification. L’ob-
jectif du prétraitement est de mettre en forme les signaux, de manière qu’ils soient
utilisés de la manière la plus efficace possible par l’algorithme d’identification. Nous
considérons dans ce paragraphe l’élimination de la composante continue et le préfil-
trage des données.
– Élimination de la composante continue
Un modèle résultant d’une linéarisation d’une dynamique non-linéaire autour
22Soit une séquence binaire avec N bits donnée par aj pour j = 0, 1, ..., N − 1. Le signal de type
SBPA (Séquence Binaire Pseudo Aléatoire) est une séquence binaire avec fonction d’autocorrélation
C(v) =
∑N−1
j=0 ajaj+v, où C(v) est égal soit à m si v = 0, soit à mc si v 6= 0, avec c = m−1N−1 .
23Le signal périodique de type chirp peut être défini par u(t) = Asin((at+ b)t), 0 ≤ t < T0, avec
T0 la période, a = π(k2 − k1)f20 , b = 2πk1f20 , f0 = 1/T0, k2 > k1 ∈ N et k1 (respectivement k2) la
plus petite (respectivement plus grande) fréquence.
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d’un point d’équilibre peut être représenté dans l’espace d’état par
x˜(t+ 1) = Ax˜(t) +B(u(t)− u)
y(t) = Cx˜(t) + y
(2.83)
avec u(t) et y(t) respectivement l’entrée et la sortie autour du point d’équilibre,
et x˜(t) l’écart de l’état par rapport à sa valeur autour du point d’équilibre x(t).
En plus de l’offset (inconnu) dû à u(t) et y(t), les données sont affectées par
une dérive (drift). Pour traiter ces effets, on les élimine des données obtenues
au moyen d’une estimation par moindres carrés (data detrending).
– Préfiltrage
Le préfiltrage est réalisé pour réduire l’énergie des bruits qui sont en dehors
de la plage de fréquences d’intérêt pour l’identification. Considérons le système
LTI donné par
y(t) = G(q)u(t) + v(t) (2.84)
L’application d’un filtre F (q) sur les vecteurs d’entrée et de sortie donne les
valeurs filtrées de l’entrée (uF ) et de la sortie (yF )
uF (t) = F (q)u(t)
yF (t) = F (q)y(t)
(2.85)
La relation entrée-sortie après le préfiltrage est alors donnée par
yF (t) = G(q)uF (t) + F (q)v(t) (2.86)
Nous pouvons observer que la partie deterministe G(q) du rapport entrée-sortie
reste (presque24) inaltérée.
2.6.3 Choix de la méthode d’identification
La méthode d’identification basée sur les sous-espaces a été choisie pour l’obtention
des modèles en boucle ouverte pour le robot Par2 pour les raisons suivantes :
– La qualités de modèles est comparable à celle obtenue avec les techniques clas-
24La présence du filtre rentre dans la fonction coût de l’estimation paramétrique et influence la
qualité de l’estimation de G(q) [100].
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siques d’identification paramétrique ;
– Les modèles sont obtenus de manière largement plus rapide que pour les tech-
niques classiques, puisque seul l’ordre de la représentation du système en espace
d’état est fourni au préalable ;
– Contrairement aux cas d’identification paramétrique, il n’y a pas de problèmes
d’optimisation non-linéaire ;
– La méthode peut être naturellement étendue au cas de systèmes multivariables.
2.7 Identification du modèle de l’actionneur piézo-
électrique du robot en boucle ouverte
L’objectif principal de ce travail est l’atténuation des vibrations au niveau de la
nacelle du robot parallèle Par2 lorsqu’il arrive au point d’arrêt Pos2. Pour atteindre
cet objectif, dans le chapitre précédent quatre étapes expérimentales ont été propo-
sées. La première étape concerne l’obtention et l’analyse du spectre de vibrations
pour plusieurs conditions opératoires distinctes. Dans ce chapitre, nous avons jus-
qu’à présent développé quelques aspects de la théorie et pratique de l’identification
de systèmes avec un accent particulier sur les méthodes basées sur les sous-espaces.
Cette section traite de la deuxième étape expérimentale, c’est-à-dire, de l’obtention
des modèles de l’actionneur piézoélectrique du robot en boucle ouverte. Ces modèles
permettront, dans les prochains chapitres, la synthèse des contrôleurs et leur valida-
tion en simulation et sur le robot Par2 (troisième étape expérimentale), ainsi que la
vérification des propriétés de robustesse en boucle fermée à des variations dans les
conditions opératoires (quatrième étape expérimentale). Les modèles sont tous obte-
nus avec la technique d’identification N4SID (basée sur les sous-espaces), comme dans
[1],[42],[90] et [2]. Pour l’identification du modèle de l’actionneur piézoélectrique, la
trajectoire n’importe pas car les expériences sont faites avec la nacelle initialement
au repos à la position d’arrêt Pos2. Seules les conditions de charge ont de l’influence
sur le modèle. Pour chaque condition de charge, deux modèles mod ctrl et mod sim
sont identifiés, le premier pour l’élaboration d’un contrôleur, le deuxième pour la va-
lidation des résultats. Ces deux modèles sont obtenus à partir de modèles initiaux,
mod ini ctrl et mod ini sim respectivement, après une étape de réduction de modèles.
Une vue supérieure de la nacelle est illustrée sur la Figure 2.3 où les bras piézo-
actionneurs sont labellisés avec les lettres A et P données, respectivement, par rapport
à la caractéristique active ou passive du bras.
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Fig. 2.3 – Distribution des piézo-actionneurs sur les bras du robot Par2
Dans le chapitre précédent, nous avons souligné le fait que les vibrations sont
répercutées plus longtemps dans la direction Y , ce qui a motivé notre choix pour réa-
liser l’identification et, dans les chapitres suivants, la commande, dans cette direction.
Pour des raisons géométriques (importante composante d’action orientée dans la di-
rection Y ), conformément à la Figure 2.3, nous avons sélectionné les piézo-actionneurs
positionnés sur les bras P1 et P2 pour minimiser les vibrations dans notre système.
La paire P1P2 sera désormais considérée comme un seul élément puisque actionnée
simultanément par un même signal de contrôle.
Pour pouvoir envisager un contrôleur capable d’atténuer les vibrations en Y , il
nous faut d’abord caractériser l’effet du piézo-actionneur P1P2 sur le système en
construisant une représentation de la dynamique entre son entrée de tension (en
volts) et la sortie mesurée par l’accéléromètre Y (en m/s2). Cette représentation est
faite au moyen d’un modèle mathématique identifié avec la technique N4SID. Comme
la commande sera activée au moment où la nacelle arrive à la position Pos2, toutes
les identifications sont réalisées à cette position, la seule différence en termes matériel,
étant les conditions de charge.
Par la suite le cas du système avec 2,5 kg de charge sur la nacelle est illustré, à
titre d’exemple, résultant dans l’obtention de deux modèles en boucle ouverte, l’un
pour la synthèse de contrôleur et l’autre pour la validation en simulation. L’effet de
la variation de charge sur les modèles identifiés est illustré. Une discussion sur la
transformation des modèles du temps discret vers le temps continu finit le chapitre.
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2.7.1 Robot avec 2,5 kg de charge sur la nacelle
Des signaux d’entrée de type chirp25 à une période d’échantillonage de 1 kHz sont
utilisés pour l’identification26. Les signaux chirp utilisés sont appliqués pendant 100
s, variant linéairement entre 0 et 150 Hz27. Deux modèles sont initialement obtenus,
mod ini ctrl 2,5kg et mod ini sim 2,5kg. Après une étape de réduction de modèle, ils
deviendront, respectivement, mod ctrl 2,5kg, pour la synthèse d’un contrôleur, et mod
sim 2,5kg, pour la simulation en boucle fermée.
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Fig. 2.4 – Distribution pôles-zéros pour mod ctrl vide échantillonné à 2 kHz
25Différents signaux d’excitation ont été initialement essayés. Parmi eux le signal de type chirp a
fourni les meilleurs résultats.
26Dans un premier essai, un taux d’échantillonage de 2 kHz a été utilisé (pour l’obtention d’un
modèle pour le cas du système à vide). La distribution pôles-zéros du modèle obtenu est représentée
sur la Figure 2.4. D’après [100], si tous les modes identifiés se trouvent concentrés autour du point 1
sur l’axe réel (comme c’est le cas des pôles sur la Figure 2.4), la fréquence d’échantillonnage peut être
réduite. Avec une fréquence d’échantillonnage de 1 kHz des résultats satisfaisants ont été obtenus
et c’est cette fréquence de 1 kHz qui a été retenue pour le reste de l’étude.
27Dans le précédent chapitre nous avons montré à travers l’étude du spectre de puissance que
les principaux modes de vibrations liés aux perturbations dans la direction Y étaient en dessous
d’environ 30 Hz pour toutes les trajectoires et conditions de charge analysées. Cette raison a motivé
notre critère empirique de travailler avec les fréquences jusqu’à 150 Hz, soit une plage de fréquences
cinq fois supérieure. Toutes les fréquences au délà de 150 Hz sont considérées comme des bruits
haute fréquence. Quant à la durée du signal, il fallait que l’effet du transitoire dû au balayage en
fréquence du signal chirp soit faible. Le choix d’une durée de 100 s pour une plage de fréquence de
0 à 150 Hz a été fait ayant pour base l’expérience réalisée dans l’article [2], ainsi que le respect de
la limite maximale de données admissibles par le buffer dans le logiciel CIDE (voir la sous-section
1.4.2 du chapitre précédent).
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L’entrée pour le piézo-actionneur P1P2 et la sortie de l’accéléromètre Y pour le
modèle mod ctrl 2,5kg sont représentées dans la Figure 2.5, après filtrage avec un
filtre digital de Butterworth de 5eme ordre28 et fréquence de coupure de 150 Hz. La
même procédure de filtrage est utilisée aussi pour mod sim 2,5kg. Les deux ensembles
de données expérimentales dans le domaine fréquentiel sont comparés sur la Figure
2.6 (modèles non-paramétriques), ce qui permet de mettre en évidence une bonne
reproductibilité de résultats.
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Fig. 2.5 – Modèle mod ctrl 2,5kg - Entrée (Piézo P1P2) - Sortie (Accel Y)
Un avantage important des techniques basées sur les sous-espaces par rapport aux
techniques paramétriques de complexité équivalente (ARMAX, par exemple) est la
quantité d’informations initiales fournies. Pour chaque modèle ARMAX (voir (2.42))
au moins29 3 ordres doivent être définis (na, nb et nc), alors que pour N4SID seul
l’ordre n (section 2.5) souhaité pour la matrice d’état est fourni. Cela permet de
rapidement trouver un ordre initial pour un modèle qui comporte à peu près les
principaux modes de résonance du système. En utilisant l’algorithme N4SID30 pour
l’identification en boucle ouverte, nous avons essayé plusieurs ordres pour le modèle
28Un filtre de 5eme ordre a été utilisé parce que, malgré l’utilisation du filtre analogique passe-bas de
l’amplificateur de charge (avec fréquence de coupure de 500 Hz) pour les signaux des accéléromètres,
les signaux obtenus ont un niveau de bruit trop important.
29Quelquefois, l’ordre nk dû au retard peut être aussi fourni.
30L’utilisation de l’algorithme permet un choix de pondération en fréquence. Sachant que la fré-
quence de 0 Hz ne peut pas être utilisée, des fréquences entre 1 Hz et 150 Hz ont été priorisées au
moyen d’un filtre passe-bande d’ordre 5.
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Fig. 2.6 – Données pour mod ctrl 2,5kg et mod sim 2,5kg dans le domaine fréquentiel
mod ini ctrl 2,5kg, comme nous pouvons le voir sur la Figure 2.731.
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Fig. 2.7 – Modèles mod ini ctrl 2,5kg dans le domaine fréquentiel obtenus avec l’al-
gorithme N4SID pour les ordres 10, 20, 30 et 40
31Dans la Figure 2.7, l’amplitude et la phase sont représentées. Il est important de souligner,
cependant, que tous les contrôleurs utilisés dans les chapitres suivants sont basés sur un critère de
pire cas en termes d’amplitude pour toutes les fréquences (sans aucun égard à la phase). Pour cette
raison, seule l’amplitude des gains harmoniques sera desormais considérée dans la suite du document.
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D’après la Figure 2.7, le modèle d’ordre 40 est déjà bien proche du modèle non-
paramétrique obtenu avec les données expérimentales et sera donc retenu pour la
suite. Comme cet ordre reste cependant élevé et donc peu adapté pour une synthèse
de contrôleur, une réduction du modèle est effectuée en deux étapes.
Dans la première étape, les modes en hautes fréquences sont supprimés. Le système
étant echantillonné à 1 kHz, des fréquences jusqu’à 500 Hz (fréquence de Nyquist)
peuvent être en principe traitées. Le signal chirp d’entrée n’excite pourtant des fré-
quences que jusqu’à 150 Hz. Sous l’hypothèse de linéarité, toutes les fréquences au
delà de la plage d’excitation sont dues au bruit et ne comportent aucune information
sur le système. Une grande partie des pôles et des zéros trouvés pour le modèle mod
ini ctrl 2,5kg sont pourtant au dessus de la limite fréquentielle de l’excitation et doit
être éliminée. En enlevant les pôles et zéros au dessus de 150 Hz, le modèle est réduit
à un modèle d’ordre 22.
La seconde étape de réduction consiste à réécrire le système résultant dans une
nouvelle base, appelée équilibrée, où les gramiens d’observabilité et de commandabilité
sont égaux et diagonaux. Cette réalisation permet d’isoler les états qui contribuent
peu à la dynamique de la sortie. Une fois le modèle équilibré, nous pouvons le réduire
avec la méthode des perturbations singulières (annexe A).
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Fig. 2.8 – Valeurs singulières de Hankel pour le modèle partiellement réduit mod ini
ctrl 2,5kg d’ordre 22
Après une analyse des valeurs singulières de Hankel, Figure 2.8, nous gardons
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les 14 modes les plus importants du modèle réduit mod ini ctrl 2,5kg (d’ordre 22),
devenant désormais le modèle mod ctrl 2,5kg. Cela correspond à 96% de l’énergie du
modèle. La distribution pôles-zéros du modèle mod ctrl 2,5kg est représentée sur la
Figure 2.9.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
Pôles-Zéros
A
x
e
Im
ag
in
ai
re
Axe Réel
Fig. 2.9 – Distribution pôles-zéros pour mod ctrl 2,5kg échantillonné à 1 kHz
Comparant la Figure 2.9 avec la Figure 2.4, nous pouvons constater que les modes
sont maintenant plus distants du point 1 sur l’axe réel, ce qui confirme qu’il fallait
réduire la fréquence d’échantillonnage.
Le modèle mod ctrl 2,5kg est alors donné par la fonction de transfert Gctrl2,5kg(z)
(2.87).
Gctrl2,5kg(z) =
0.313(z − 0.83)(z − 0.73)
(z2 − 1.95z + 0.97)(z2 − 1.82z + 0.98)(z2 − 1.67z + 0.99)
(z2 − 1.53z + 0.97)(z2 − 1.35z + 0.91)(z2 − 1.23z + 0.96)
(z2 − 1.97z + 0.99)(z2 − 1.81z + 0.96)
(z2 − 1.63z + 0.83)(z2 − 1.66z + 0.98)
(z2 − 1.53z + 0.96)(z2 − 1.4z + 0.95)(z2 − 1.24z + 0.97)
(2.87)
La même procédure d’identification et de réduction de modèle est aussi appliquée
pour le modèle mod sim 2,5kg. Considérant que le modèle destiné à la simulation
est censé être le plus riche possible en termes d’information, la méthode N4SID est
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alors utilisée pour trouver mod ini sim 2,5kg avec un ordre empirique (et conservatif)
de 80. Les modes hautes fréquences sont supprimés et le modèle est réduit à un
ordre 43. Après une transformation vers une base équilibrée, les valeurs singulières de
Hankel les plus importantes sont gardées et le modèle est réduit avec la méthode des
perturbations singulières à un modèle mod sim 2,5kg d’ordre 30. Cela correspond à
98% de l’énergie du modèle réduit mod ini sim 2,5kg (d’ordre 43).
Les données expérimentales, ainsi que le modèles mod ctrl 2,5kg, pour la syn-
thèse de contrôleur, et mod sim 2,5kg, pour la validation en simulation, peuvent être
visualisés sur la Figure 2.10.
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Fig. 2.10 – Modèles mod ctrl 2,5kg, d’ordre 14, et mod sim 2,5kg, d’ordre 30
2.7.2 Robot avec plusieurs conditions de charge sur la nacelle
Sur la Figure 2.11 nous pouvons observer l’effet du changement de charge sur les
modes de vibration du système en boucle ouverte.
Après un démontage et remontage des bras du robot, les modes de vibration
peuvent présenter de petites variations. Le premier mode de vibration, cependant,
reste toujours très bien reproductible. Il diminue au fur et à mesure que la charge
augmente, se déplaçant de 33 Hz, pour le modèle à vide, jusqu’à 20 Hz, pour le
modèle avec 3,5 kg de charge.
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Fig. 2.11 – Modèles de simulation (mod sim) pour différentes conditions de charge
2.7.3 Modèle Discret et Continu
Pour les synthèses de contrôleurs qui seront présentés dans le chapitre 4, une
fonction de MATLAB R©32 permettant de faire la synthèse H∞ exclusivement pour
les cas de systèmes en temps continu a été utilisée. Pour être en accord avec les
implémentations pratiques et pour des raisons de cohérence de l’ensemble du travail,
les résultats présentés dans les chapitres 3 et 4 ont été obtenus ayant pour base une
synthèse en temps continu. De plus, l’analyse visuelle des pôles et des zéros pour
les systèmes dynamiques est généralement plus facile dans le domaine continue. Le
passage du système en temps discret vers le temps continu et vice-versa est fait
au moyen d’une transformation bilinéaire de Tustin33. La Figure 2.12, comparant le
modèle mod ctrl 2,5kg en temps discret et continu, montre que l’approximation est
valide.
Le modèle mod ctrl 2,5kg en temps continu est alors donné par la fonction de
transfert Gctrl2,5kg(s) (2.88).
32hinfsyn de la Robust Control Toolbox.
33La transformation de Tustin est une approximation des fonctions de transfert du domaine dis-
cret z vers le domaine continu s et vice-versa donnée par z = esT ≈ 1+sT/2
1−sT/2 avec T la période
d’échantillonnage [82].
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Fig. 2.12 – Modèle mod ctrl 2,5kg en temps discret et continu
Gctrl2,5kg(s) =
0.266(s+ 316)(s+ 190.5)
(s2 + 34s+ 1.56e4)(s2 + 22.2s+ 1.6e5)(s2 + 10.7s+ 3.32e5)
(s2 + 27.2s+ 4.67e5)(s2 + 99s+ 6.2e5)(s2 + 45.6s+ 7.95e5)
(s2 + 12.8s+ 1.83e4)(s2 + 42s+ 1.57e5)
(s2 + 190s+ 2.16e5)(s2 + 10.3s+ 3.34e5)
(s2 + 36s+ 4.63e5)(s2 + 54.1s+ 5.93e5)(s2 + 32.5s+ 7.84e5)
(2.88)
Quelques modèles continus obtenus pour la synthèse de contrôleur (mod ctrl) pour
différentes conditions de charge sont fournis dans l’annexe B. Ce sont les modèles qui
seront utilisés dans la suite de la thèse.
2.8 Conclusion du chapitre
Dans ce chapitre nous avons présenté quelques aspects théoriques et pratiques de
l’identification de systèmes. Les techniques d’identification basées sur les sous-espaces
donnent des résultats intéressants, normalement de manière beaucoup plus rapide que
les techniques classiques d’identification paramétrique, puisque seulement une valeur
(l’ordre souhaité pour la représentation du système en espace d’état) doit être fournie
au préalable et, de plus, les problèmes d’optimisation non-linéaires (typiquement pré-
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sents dans le cas d’identification paramétrique) sont évités. Deux méthodes basées sur
sous-espaces ont été présentées : PO-MOESP et N4SID. Pour la première méthode,
l’estimation des matrices d’état est faite à partir du sous-espace colonne d’une matrice
d’observabilité similaire à celle du système linéaire source des données entrée-sortie
obtenues expérimentalement. Dans la méthode N4SID, en plus de l’espace colonne de
la matrice d’observabilité, l’espace ligne d’une séquence d’état d’un filtre de Kalman
est obtenu, permettant l’obtention des matrices du système à partir de la résolution
d’un problème de moindres carrés. La méthode N4SID a été utilisée pour l’identi-
fication des modèles de l’actionneur piézoélectrique du robot à partir des données
entrée-sortie obtenues expérimentalement pour plusieurs conditions de charge sur la
nacelle (les détails étant présentés, à titre d’exemple, pour une charge de 2,5 kg),
toujours à la position d’arrêt Pos2. Ces modèles représentent la relation dynamique
entre l’entrée du piézo-actionneur P1P2 et la sortie mesurée par l’accéléromètre Y .
Pour chaque condition de charge, un modèle pour la synthèse d’un contrôleur et un
autre pour la validation en simulation ont été obtenus. Les prochains chapitres seront
dédiés à la synthèse des contrôleurs et à leur validation en boucle fermée (en simu-
lation et de manière expérimentale), avec comme objectif la réduction des vibrations
générées par la trajectoire (dont le spectre de puissance a été analysé dans le chapitre
1) dans la direction Y , lorsque la nacelle arrive à la position Pos2.
Chapitre 3
Commande H∞ à Sensibilité Mixte
3.1 Introduction
Dans le chapitre précédent, nous avons présenté un aperçu théorique sur les ou-
tils méthodologiques permettant de construire des représentations mathématiques du
comportement dynamique d’un système réel en s’appuyant sur des informations à
l’entrée et à la sortie du système. Le mot "représentation" porte en soi une charge
intrinsèquement relative, dans la mesure où ses qualités se font évaluer par rapport à
un objectif préalablement stipulé. Un modèle, pour être considéré comme "valable",
doit satisfaire à un minimum de prérequis établis dans un cahier de charge conçu a
priori. À l’écart entre la représentation du système et le vrai système, nous donnons
le nom d’incertitude. Les lois de commande qui prennent explicitement en compte
les incertitudes sont génériquement classées sous la dénomination de "commande ro-
buste", où par robustesse s’entend la capacité d’un système en boucle fermée avec un
correcteur de respecter certains objectifs en dépit des incertitudes du modèle.
Dans ce chapitre nous montrerons, tout d’abord, quelques alternatives pour consi-
dérer la présence des incertitudes dans un modèle donné. L’idée est d’adopter une
posture pessimiste, en choisissant des bornes conservatives qui permettent d’assurer
que les incertitudes y soient comprises. Pour faciliter cette tâche, une représentation
particulière nommée transformation linéaire fractionnaire (Linear Fractional Trans-
formation - LFT) sera présentée, rendant possible la réécriture du modèle sous une
forme adaptée à la commande robuste.
Ensuite, la question posée est de savoir comment traiter les aspects concernant
la stabilisation et la performance de systèmes LTI dans le cadre de la commande
robuste. Le théorème du faible gain et les filtres de pondérations seront discutés.
Le problème d’atténuation de vibration est naturellement posé, dans le cadre de
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l’automatique, comme un problème de rejet de perturbation dans le domaine fré-
quentiel. C’est pour cette raison que la suite du chapitre porte sur une stratégie de
commande adaptée à la minimisation d’un critère de pire cas, pondéré en fréquence,
la commande H∞ à sensibilité mixte.
Le chapitre s’achève avec la synthèse d’un contrôleur H∞ à sensibilité mixte qui
utilise un modèle en boucle ouverte identifié selon la méthodologie des sous-espaces,
présentée dans le chapitre précédent. Ce contrôleur est discuté au travers de résultats
en simulation et expérimentaux.
3.2 Incertitudes
Dès les années 50 jusqu’aux années 70, la théorie de la commande optimale de
Wiener-Hopf-Kalman (Linear Quadratic Gaussian - LQG) a donné un grand essor
à la recherche aérospatiale, particulièrement dû au fait que les modèles requis s’ap-
puyaient sur des dynamiques balistiques linéaires (éventuellement variant dans les
temps) bien connues et sur l’hypothèse valable que les signaux stochastiques pertur-
bateurs possédaient des caractéristiques de bruits blancs gaussiens [45]. La tentative
de transposition de cette technologie à des applications industrielles, manquant gé-
néralement d’un modèle précis et dont les propriétés stochastiques des perturbations
externes n’étaient pas bien connues, a conduit à un échec. La constatation de son
inefficacité a renouvelé l’intérêt pour la recherche en robustesse. Le travail pionnier
de George Zames [107] a fondé, dans un cadre entrée-sortie, les bases de la théorie
de la commande optimale H∞ [111]. Son traitement dans le cadre espace d’état per-
mettant de trouver une famille de contrôleurs basés sur des observateurs, explicitant
les connexions entre inégalités dans le domaine fréquentiel, équations de Riccati et
factorisation spectrale a fait l’objet de l’article de 1989 connu par l’initiale de ses
auteurs - DGKF [34]. La trentaine d’années qui se sont ensuite écoulées ont, d’un
côté, vu l’adaptation de cette technique à des outils mathématiques puissants tels
que les inégalités matricielles linéaires (Linear Matrix Inequalities - LMI) [14] [38] et,
d’un autre côté, ont permis la formalisation, dans plusieurs ouvrages, des concepts
mathématiques difficiles, rendant la théorie un peu plus abordable à la communauté
scientifique en général [46].
Quand nous parlons d’un modèle incertain il faut avoir à l’esprit qu’il ne s’agit pas
d’une seule application des entrées vers les sorties, mais d’un ensemble d’applications.
Cet ensemble doit permettre d’envelopper toute la variabilité due à la méconnaissance
de la réalité. Il faut, néanmoins, respecter un compromis entre simplicité et adéquation
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à un propos. Un modèle adéquat pour une synthèse de lois de commande doit être
suffisamment simple pour ne pas trop "complexifier" le contrôleur1 et, en même temps,
être suffisamment riche pour qu’il puisse être utilisé avec assurance [110].
Les incertitudes peuvent, selon leur nature, être classées soit en termes des signaux
exogènes affectant de manière additive le système, comme des signaux de perturbation
à l’entrée (et/ou sortie) du système et les bruits sur les capteurs (et/ou actionneurs),
soit en termes des différences de dynamique (perturbations dynamiques) entre le
système et son modèle, comme des dynamiques hautes fréquences non modélisées,
des non-linéarités négligées dans le modèle, des dynamiques non prises en compte
après une réduction des modèles et des variations paramétriques du système réel [46].
En fonction de la manière avec laquelle les incertitudes sont représentées dans
le modèle, elles peuvent être divisées en incertitudes non-structurées et structurées2
(ou paramétriques). Les incertitudes non-structurées sont modélisées par une fonc-
tion de transfert stable inconnue ∆(z), bornée en amplitude ‖ ∆ ‖∞< M . Dans le cas
d’incertitudes structurées (paramétriques), leur représentation est faite par une struc-
ture connue, dont quelques paramètres internes ne sont pas précisément maîtrisés et
peuvent varier entre certaines bornes.
3.2.1 Incertitudes non-structurées
Dans le chapitre précédent, nous avons mentionné la différence entre modélisation
(où le système obtenu est normalement motivé par des fondements des lois de la phy-
sique) et identification de systèmes (le modèle étant vu comme une boîte noire dont
les propriétés dynamiques doivent être estimées à partir des données entrée-sortie).
Dans le premier cas, la structure du modèle est relativement bien connue et dépend
éventuellement de paramètres qui varient entre certaines limites. La représentation
convenable pour ce cas serait de traiter les incertitudes comme étant structurées.
Le deuxième cas, l’identification de système, dû au fait d’admettre non seulement
une mais plusieurs structures distinctes pour l’établissement d’un lien entre les don-
nées entrée-sortie, se prête mieux à une représentation sous la forme d’incertitudes
non-structurées. C’est pour cette raison que nous développons ici un peu plus cette
deuxième approche.
Les perturbations dynamiques, normalement hautes fréquences et agissant sur dif-
férentes parties du système, sont encapsulées dans une fonction de transfert stable
1La dimension du contrôleur est généralement liée à la dimension du modèle du système.
2L’incertitude est nommée également structurée dans le cas où sa représentation comporte des
incertitudes non-structurées et paramétriques.
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inconnue mais bornée en norme. L’interaction de cette fonction avec le modèle nomi-
nal compose le modèle dit incertain. Cette interaction peut se produire de manière
additive ou multiplicative, donnant lieu à une représentation des erreurs (entre mo-
dèles nominal et incertain) absolue ou relative, respectivement.
Dans la Figure 3.1, sont illustrées quelques représentations des incertitudes non-
structurées pour les systèmes SISO3, considérant Gp(s), le modèle incertain (qui est
sensé englober le pire cas possible du système réel), G0(s), son modèle nominal et
∆(s) une fonction de transfert stable inconnue.
Perturbation additive Perturbation additive inverse
Perturbation multiplicative Perturbation multiplicative inverse
G0G0
G0G0
∆∆
∆∆
Gp(s) = G0(s) + ∆(s) (Gp(s))
−1 = (G0(s))
−1 +∆(s)
Gp(s) = G0(s)[1 + ∆(s)] (Gp(s))−1 = [1 + ∆(s)](G0(s))−1
Fig. 3.1 – Formes de représentations des incertitudes non-structurées
3.2.2 Transformation linéaire fractionnaire
Une transformation linéaire fractionnaire (Linear Fractional Transform - LFT4)
est une fonction matricielle qui permet de représenter une grande variété de problèmes
d’analyse et de synthèse en commande sous une forme généralisée bien adaptée à la
commande robuste.
3Pour le cas MIMO, les perturbations multiplicatives ont une représentation différente à l’entrée
et à la sortie du modèle [93].
4L’utilisation des LFTs a été introduite dans le domaine d’analyse et de synthèse de lois de
commande par Doyle en 1984 [93].
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Considérons une matrice P de dimension (p1 + p2) × (m1 + m2) et la partition
suivante :
P =
[
P11 P12
P21 P22
]
(3.1)
Une transformation linéaire fractionnaire supérieure (Upper Linear Fractional
Transformation - ULFT) est définie par [93]
Fu(P,∆) , P22 + P21∆(I − P11∆)−1P12 (3.2)
avec ∆ une matrice de dimension m1 × p1. Les ULFTs sont traditionnellement
utilisées en commande pour représenter les incertitudes ∆(s) sur un modèle P (s)
(pouvant être en boucle fermée avec un contrôleurK(s)). Dans un problème d’analyse,
nous pouvons représenter l’ULFT de P (s) en terme de ∆(s) (3.2) selon la Figure 3.2,
P
∆
w z
u∆ y∆
Fig. 3.2 – Interconnection de P (s) et ∆(s) sous forme ULFT
avec w les entrées exogènes (consignes, perturbations et bruits) et z les sorties
exogènes (signaux d’erreur devant être minimisés). Cela peut s’écrire comme
z = P21u∆ + P22w y∆ = P11u∆ + P12w u∆ = ∆y∆ (3.3)
Après élimination de u∆ et y∆, l’équation (3.3) dévient
z = R1w = Fu(P,∆)w = [P22 + P21∆(I − P11∆)−1P12]w (3.4)
De la même manière, une transformation linéaire fractionnaire inférieure (Lower
Linear Fractional Transformation - LLFT) est définie par
Fl(P,K) , P11 + P12K(I − P22K)−1P21 (3.5)
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avec K une matrice de dimension m2 × p2. Les LLFTs sont traditionnellement
utilisées en commande pour représenter un contrôleur K(s) en boucle avec un modèle
P (s) (pouvant être incertain avec incertitude ∆(s)). Dans un problème de synthèse,
nous pouvons représenter la LLFT de P (s) en terme de K(s) (3.5) selon la Figure 3.3
P
K
w z
u y
Fig. 3.3 – Interconnection de P (s) et K(s) sous forme LLFT
À partir de la Figure 3.3 nous pouvons écrire
z = P11w + P12u y = P21w + P22u u = Ky (3.6)
Après élimination de u et y, l’équation (3.6) s’écrit
z = R2w = Fl(P,K)w = [P11 + P12K(I − P22K)−1P21]w (3.7)
Une propriété importante des LFTs est qu’une interconnexion de LFTs est aussi
une LFT.
3.3 Stabilisation et Performance Robustes
Deux mots clés permettent de préciser les caractéristiques souhaitables pour un
système en boucle fermée. Il s’agit de la stabilité et de la performance [111]. Comme
nous l’avons signalé précédemment, un contrôleur basé sur un modèle incertain doit
être suffisamment robuste pour compenser la présence des incertitudes. Maintenant
nous rentrons un peu plus dans les détails pour pouvoir traduire l’expression "suf-
fisamment robuste" en termes des concepts de "stabilité robuste" et "performance
robuste".
La stabilité robuste peut être comprise à partir de la définition du théorème du
faible gain5 [57], tandis que la performance robuste sera discutée dans son rapport
5George Zames, en plus d’être le père de la commande H∞, est connu pour avoir developpé le
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avec les filtres de pondérations.
3.3.1 Le théorème du faible gain
Le théorème du faible gain, conçu sur un point de vue entrée-sortie, permet de
juger de la stabilité robuste en examinant la manière avec laquelle les normes de
signaux évoluent (augmentent ou diminuent) en traversant un système en boucle
fermée [57]. Le théorème fournit une condition suffisante de stabilité robuste dans le
cas général. Cette condition peut être étendue à nécessaire et suffisante lorsque les
opérateurs sont décrits au travers de la norme H∞ [46].
Soient G1(s) et G2(s) des matrices de transfert LTI stables (G1, G2 ∈ RH∞). Le
système en boucle fermée (Figure 3.4) est stable de manière interne6 si et seulement
si
‖ G1G2 ‖∞< 1 et ‖ G2G1 ‖∞< 1 (3.8)
G1
G2
Fig. 3.4 – Système générique en boucle fermée
Pour apprécier le lien entre (3.8) et un problème de stabilisation robuste, consi-
dérons un modèle nominal G0(s) comportant une incertitude non-structurée additive
stable ∆(s), formant le modèle incertain Gp(s). Gp(s) est en boucle fermée avec un
contrôleur K(s), tel que représenté sur la Figure 3.5. Le système bouclé est robuste-
ment stable si la stabilité est conservée pour toutes les variations possibles de ∆(s),
y compris pour le cas nominal avec ∆(s) = 0.
À partir de la Figure 3.5, la matrice de transfert entre v et u s’écrit Tuv(s) =
−K(s)(I +G0(s)K(s))−1. La matrice Tuv(s) en boucle fermée avec ∆(s) est robuste-
ment stable si et seulement si K(s) stabilise le modèle nominal G0(s) et
théorème du faible gain, le théorème de la passivité et le critère du cercle au sens entrée-sortie [75].
6Un système est stable de manière interne si, pour des matrices de transfert stables G1(s) et
G2(s),
[
I −G1
−G2 I
]
∈ RH∞ [110].
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G0K
Gp
∆
r u
v
y
Fig. 3.5 – Modèle nominal plus incertitude additive en boucle fermée avec un contrô-
leur
‖ ∆K(I +G0K)−1 ‖∞< 1 et ‖ K(I +G0K)−1∆ ‖∞< 1 (3.9)
La condition (3.9) peut être représentée sous la forme [46]
‖ K(I +G0K)−1 ‖∞< 1‖ ∆ ‖∞ (3.10)
Ayant pour objectif de trouver le contrôleur K(s) qui stabilise le plus grand en-
semble d’incertitudes ∆(s), (3.10) revient à
min
Kstabilisant
‖ K(I +G0K)−1 ‖∞ (3.11)
Supposons maintenant que l’incertitude ∆(s) en (3.10) est bornée par une matrice
de transfertW (s) tel que σ(∆(jw)) ≤ σ(W (jw)) pour tout w ∈ R. L’incertitude peut
alors être écrite comme ∆(s) = ∆˜(s)W (s), avec ∆˜(s) l’ensemble d’incertitudes de
norme unitaire. En considérant à présent l’incertitude ∆˜(s), la condition de stabilité
(3.10) et le problème d’optimisation (3.11) deviennent, respectivement
‖ WK(I +G0K)−1 ‖∞< 1 et min
Kstabilisant
‖ WK(I +G0K)−1 ‖∞ (3.12)
3.3.2 Les filtres de pondération
Nous avons vu que le théorème du faible gain fournit des conditions de stabilité
robuste pour un système incertain en boucle fermée. Par la suite, les questions traitées
sont les performances nominale et robuste du système en boucle fermée, caractérisées
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en terme fréquentiel au moyen des filtres de pondération.
Considérons le système illustré sur la Figure 3.6, avec les vecteurs r, y, u, e, d et
n représentant, respectivement, la consigne, la sortie, l’effort de commande, le signal
d’erreur, une perturbation à la sortie et le bruit de mesure.
GK
n
d
r ue y
Fig. 3.6 – Configuration en boucle fermée
Définissant les matrices de sensibilité à la sortie S7 et de sensibilité complémentaire
à la sortie T 8 comme
S = (I +GK)−1 et T = GK(I +GK)−1 (3.13)
les signaux y, u et e peuvent être écrits comme


y = Tr + Sd− Tn
u = KSr −KSd−KSn
e = Sr − Sd+ Tn
(3.14)
L’équation (3.14) met en évidence les principaux indicateurs de performance as-
sociés au système défini par la Figure 3.6. Nous pouvons observer, par exemple, que
l’influence d’une perturbation d sur la sortie du système y peut être mesurée par
rapport à la "taille" de la sensibilité S, tandis que son effet sur l’effort de commande
u est mesuré par la "taille" du produit KS. La notion de "taille" d’une matrice de
transfert par rapport à la fréquence peut être explicitée au moyen de ses valeurs sin-
gulières [110]. Ainsi, par exemple, l’inéquation σ(S) < 1 dans une certaine plage des
fréquences indique que, en boucle fermée, l’effet de la perturbation d sur y sera plus
faible qu’en boucle ouverte. Pour prendre en compte l’effet des perturbations en basses
7Il existe aussi les fonctions de sensibilité à l’entrée S∗ = (I +KG)−1 et de sensibilité complé-
mentaire à l’entrée T ∗ = KG(I +KG)−1.
8T est appelé sensibilité complémentaire dû au fait que S + T = I.
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fréquences, il est normalement désirable de trouver un contrôleur K qui rend S petite
dans ces fréquences. À partir de l’équation de S en (3.13) nous pouvons noter que
plus le gain K est grand, plus la sensibilité S sera petite. Il y a, pourtant, des effets
secondaires dans l’augmentation de K. D’après les équations (3.14), l’augmentation
de K peut entrainer aussi une croissance du produit KS, augmentant donc l’effort de
commande u. L’effort de commande ne doit pas être important dans les fréquences
où la commande ne s’avère pas nécessaire (normalement, les hautes fréquences9). En
plus, d’après la relation S + T = I, une diminution de S provoque une augmentation
de T , amplifiant l’effet des bruits de mesure sur la sortie y.
Pour pouvoir discriminer les critères de performance dans des plages de fréquences
distinctes, des filtres de pondération sont utilisés. La Figure 3.7 montre le système
augmenté avec une configuration possible pour les filtres de pondération W1, W2 et
Wd. Cette configuration permet de bien représenter le compromis fréquentiel entre
réduction de perturbation à la sortie (en jouant sur W1) et utilisation de l’effort de
commande (en jouant sur W2), critères primordiaux dans le cadre d’un problème de
rejet de perturbation.
GK
W1W2
Wd
n
yd
w
r ue y
z1z2
yG
Fig. 3.7 – Configuration en boucle fermée avec les filtres de pondération
Wd essaie de reproduire la vraie perturbation de sortie d (représentée sur la Figure
3.6). Dans la pratique, Wd est normalement choisi comme un filtre passe-bande qui,
à partir d’une impulsion unitaire w génère un signal yd en tenant compte du spectre
fréquentiel excité par la perturbation d. W1, associé au critère de performance z1,
9Cette constatation est valable pour les systèmes en général afin de prévenir, autant que possible,
la saturation de la commande. Pour les systèmes flexibles, cela permet aussi d’éviter que d’éventuels
modes flexibles non modélisés soient excités, ce qui peut compromettre la stabilité du système. Ce
phénomène est appelé spillover [13].
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sert à pondérer la fonction de sensibilité S dans les basses fréquences où l’effet de
la perturbation d par rapport à la sortie y doit être faible. Ainsi, normalement W1
est choisi avec les caractéristiques d’un filtre passe-bas. W2, associé à z2, doit assurer
une decroissance suffisamment rapide de l’effort de commande en hautes fréquences,
étant donc d’habitude choisi comme un filtre passe-haut.
La performance nominale d’un système est atteinte quand, en boucle fermée, les
critères de performance (dans le cas en question, z1 et z2) sont vérifiés avec G dans
la Figure 3.7 égal au modèle nominal10. Si les critères de performance sont aussi
vérifiés pour tout l’ensemble des modèles d’une représentation incertaine donnée, la
performance sera dite robuste. La méthode d’optimisationH∞ permet de résoudre, en
général, les problèmes de stabilisation robuste et de performance nominale. Pour une
synthèse prenant en compte la performance robuste, des techniques de µ-synthèse sont
disponibles, comme les méthodes itératives D−K et µ−K. Ces méthodes sont basées
sur le concept de la valeur singulière structurée (Structured Singular Values - SSV) et
sont bien adaptées aux problèmes faisant intervenir des incertitudes structurées [46].
Cependant, dans notre formulation, les incertitudes sont considérées non-structurées.
L’objectif sera donc de trouver un controlêur K qui assure la stabilité robuste et la
performance nominale de la boucle fermée, cette dernière étant associée à la fonction
de sensibilité S, c’est-à-dire, à la capacité du contrôleur d’atténuer les vibrations dans
la plage de fréquences d’intérêt.
3.4 La méthode H∞ à sensibilité mixte
Dans la section précédente, nous avons discuté les objectifs contradictoires qui ap-
paraissent typiquement dans les critères d’optimisation H∞. Ces objectifs sont établis
en utilisant la fonction de sensibilité (où la sensibilité complémentaire), donnant le
nom de "sensibilité mixte" à la technique de synthèse robuste présentée dans cette
section.
À partir de la Figure 3.7, définissons les représentations en espace d’état des
matrices du modèle nominal G et des filtres de pondération Wd, W1 et W2 comme
{
x˙G(t) = AGxG(t) +BGu(t)
yG(t) = CGxG(t) +DGu(t)
(3.15)
10Dorénavant G correspondra au modèle nominal, sauf mention du contraire.
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{
x˙wd(t) = Awdxwd(t) +Bwdw(t)
yd(t) = Cwdxwd(t) +Dwdw(t)
(3.16)
{
x˙w1(t) = Aw1xw1(t) +Bw1y(t)
z1(t) = Cw1xw1(t) +Dw1y(t)
(3.17)
{
x˙w2(t) = Aw2xw2(t) +Bw2u(t)
z2(t) = Cw2xw2(t) +Dw2u(t)
(3.18)
Définissant les vecteurs x(t) = [xG(t) xwd(t) xw1(t) xw2(t)]T ∈ Rn et z(t) =
[z1(t) z2(t)]
T ∈ Rpz , les sous-systèmes peuvent être composés sous la forme


x˙(t) = Ax(t) +B1w(t) +B2u(t)
z(t) = C1x(t) +D11w(t) +D12u(t)
y(t) = C2x(t) +D21w(t) +D22u(t)
(3.19)
avec
A =


AG 0 0 0
0 Awd 0 0
Bw1CG Bw1Cwd Aw1 0
0 0 0 Aw2

 (3.20)
B1 =


0
Bwd
Bw1Dwd
0

 B2 =


BG
0
Bw1DG
Bw2

 (3.21)
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C1 =
[
Dw1CG Dw1Cwd Cw1 0
0 0 0 Cw2
]
C2 =
[
CG Cwd 0 0
] (3.22)
D11 =
[
Dw1Dwd
0
]
D12 =
[
Dw1DG
Dw2
]
D21 = Dwd D22 = DG
(3.23)
et les vecteurs w ∈ Rmw , u ∈ Rmu et y ∈ Rpy .
Le système représenté sur la Figure 3.7 peut être mis sous une forme LFT telle
que montrée sur la Figure 3.3, avec K = −K et P en (3.1) formé par
P11 =
[
W1Wd
0
]
, P12 =
[
W1G
W2
]
, P21 = Wd et P22 = G (3.24)
Appliquant la relation (3.7), les critères de performance nominale en boucle fermée
(z1 et z2) par rapport à la perturbation w deviennent
[
z1
z2
]
=
[
W1SWd
W2KSWd
]
w = Tzww (3.25)
En utilisant un bon choix de filtres, le problème de la commande H∞ à sensibilité
mixte consiste à trouver un contrôleur qui rend Tzw stable et avec une norme infinie
la plus petite possible, considérant le compromis, dans le domaine fréquentiel, entre
d’un côté, un bon rejet de perturbation et de l’autre, la minimisation des efforts de
commande. La norme H∞, définie comme le pic maximal de la plus grande valeur
singulière de la matrice de transfert, est une mesure pertinente de l’amplitude de Tzw.
L’objectif de la commande H∞ est alors donné par
min
Kstabilisant
‖ Tzw ‖∞:= γ0 (3.26)
Il est important de noter que l’ordre du correcteur, solution du problème, est
l’ordre du modèle plus l’ordre des filtres de pondération. Dans le cas où cet ordre est
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trop important, on peut recourir aux techniques de réduction de modèles (annexe A).
3.4.1 La solution sous-optimale
D’une manière générale, il n’y a pas de solution analytique pour le problème
(3.26) et, dans la pratique, on recherche une solution sous-optimale, c’est-à-dire, un
contrôleur K stabilisant tel que
‖ Tzw ‖∞< γ (3.27)
avec γ > γ0. Il existe un contrôleur K respectant l’inégalité (3.27) et paramétré
en fonction d’une matrice de transfert stable de norme infinie inférieure à γ si et
seulement si les solutions stabilisantes (uniques) de deux équations algébriques de
Riccati sont semi-définies positives et le rayon spectral de leur produit est inférieur à
γ2 [34]. Une minimisation récursive de γ permet de s’approcher de la solution optimale
γ0
11.
Considérons la représentation suivante pour le système (3.19)
P (s) =
[
P11(s) P12(s)
P21(s) P22(s)
]
=

 A B1 B2C1 D11 D12
C2 D21 D22

 :=
[
A B
C D
]
(3.28)
À partir d’une décomposition en valeur singulière (SVD) nous trouvons des ma-
trices orthonormales U12, V12, U21 et V21 telles que
U12D12V
T
12 =
[
0
Σ12
]
, U21D21V
T
21 =
[
0 Σ21
]
(3.29)
U12 =
[
U121
U122
]
et V21 =
[
V211
V212
]
(3.30)
avec Σ12 ∈ Rmu×mu , Σ21 ∈ Rpy×py non singulières et U121 ∈ R(pz−mu)×pz , U122 ∈
R
mu×pz , V211 ∈ R(mw−py)×mw et V212 ∈ Rpy×mw .
11Il faut remarquer, cependant, qu’en se rapprochant de la solution optimale le problème devient
numériquement mal conditionné, ce qui peut compromettre la fiabilité de la solution [46].
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Définissons les matrices hamiltoniennes12
H :=
[
A 0
−CT1 C1 −AT
]
−
[
B
−CT1 D1∗
]
R−1
[
DT1∗C1 B
T
]
(3.31)
et
J :=
[
AT 0
−B1BT1 −A
]
−
[
CT
−B1DT∗1
]
R˜−1
[
D∗1B
T
1 C
]
(3.32)
avec
D1∗ :=
[
D11 D12
]
, D∗1 :=
[
D11
D21
]
(3.33)
R := DT1∗D1∗ −
[
γ2Im1 0
0 0
]
et R˜ := D∗1D
T
∗1 −
[
γ2Ip1 0
0 0
]
(3.34)
Considérons aussi les hypothèses suivantes [46] :
– A1. (A,B2) est stabilisable et (C2, A) est détectable ;
– A2. D12 est de rang colonne complet et D21 est de rang ligne complet ;
– A3.
[
A− jwI B2
C1 D12
]
est de rang colonne complet pour tout w ;
– A4.
[
A− jwI B1
C2 D21
]
est de rang ligne complet pour tout w.
Si P (s) satisfait les hypothèses (A1-A4) :
(a) Il existe un contrôleur K(s) stabilisant de manière interne la boucle fermée
tel que ‖ Tzw ‖∞< γ si et seulement si
(i) γ > max{σ(U121D11), σ(D11V T211)} et
(ii) il existe des solutions X = XT ≥ 0 et Y = Y T ≥ 0 satisfaisant X = Ric(H)
et Y = Ric(J) pour les équations de Riccati (3.31) et (3.32), telles que
12Une matrice hamiltonienne H =
[
E −W
−Q −ET
]
avec W = WT et Q = QT correspond de
manière unique à une equation de Riccati de la forme ETX+XE−XWX+Q = 0 dont la solution
X, si elle existe, est une matrice symétrique qui rend E −WX stable. La solution stabilisante est
représentée par X := Ric(H) [110].
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ρ(XY ) < γ2 (3.35)
(b) Considérant satisfaites les conditions de la partie (a), le contrôleur H∞ sous-
optimal central13 pour P (s) sera donné par
K(s) =
[
AK˜ −BK˜D22(I +DK˜D22)−1CK˜ BK˜(I +D22DK˜)−1
(I +DK˜D
−1
22 )CK˜ DK˜(I +D22DK˜)
−1
]
(3.36)
avec
K˜(s) =
[
AK˜ BK˜
CK˜ DK˜
]
(3.37)
où


DK˜ = −γ2(U122D12)−1U122(γ2I −D11V T211V211DT11UT121U121)−1D11V T212(D21V T212)−1
BK˜ = −Z[L2 − (B2 + L1D12)DK˜ ]
CK˜ = F2 −DK˜(C2 +D21F1)
AK˜ = A+BF −BK˜(C2 +D21F1)
(3.38)
et


Z = (I − γ2Y X)−1
F = −R−1(DT1∗C1 +BTX) :=
[
F1
F2
]
L = −(B1DT∗1 + Y CT )R˜−1 :=
[
L1 L2
] (3.39)
Nous avons présenté une technique de synthèse robuste qui fournit un contrôleur
K(s) (3.36) stabilisant un système incertain en boucle fermée dont la norme H∞ est
minimisée et la performance nominale dépend du choix des filtres de pondération.
Ces filtres peuvent être regardés comme des paramètres de réglage sans aucune inter-
13D’une manière générale le controlêur K possède un paramètre libre Q(s) sous la forme d’une
matrice de transfert stable de norme inférieure à γ. Le contrôleur central, présenté ici, est obtenu
pour le cas où Q(s) = 0 [46].
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prétation physique [111]. Dans la section suivante, quelques résultats expérimentaux
illustrent la théorie mise en pratique.
3.5 Résultats Expérimentaux
Dans cette section nous présentons les résultats pratiques de synthèse de contrôleur
H∞ à sensibilité mixte pour le cas du robot avec 2,5 kg de charge. L’objectif est de
minimiser les vibrations dans la direction Y , mesurées au niveau de la nacelle du
robot à partir de l’instant où la nacelle arrive au point d’arrêt Pos2, tel que cela a été
décrit dans le chapitre 1. La synthèse du contrôleur est faite dans le but de réduire
les vibrations dues à une trajectoire de 18 g. Dans un premier temps, les résultats
en simulation et expérimentaux pour une trajectoire de 18 g sont comparés. Pour
vérifier la robustesse à des variations de trajectoire, l’efficacité du contrôleur obtenu
est testée expérimentalement sur les trajectoires de 15 g et 10 g. La sensibilité du
contrôleur par rapport à des variations dans les valeurs des filtres de pondération est
ensuite analysée. Pour conclure, la robustesse du contrôleur à des variations de charge
est examinée en simulation pour le robot avec une charge de 1,5 kg.
3.5.1 Charge de 2,5 kg et trajectoire de 18 g
Le modèle mod ctrl 2,5kg, présenté dans le chapitre 2, est utilisé maintenant pour
la synthèse d’un contrôleur KSM(s) avec la méthode H∞ à sensibilité mixte décrite
dans la section 3.4. En utilisant la commande H∞, des filtres doivent être fixés pour
pondérer l’action de commande de manière convenable dans le spectre des fréquences
d’intérêt.
Le filtre Wd(s) est fixé tel que décrit dans la section 1.4.3 du chapitre 1. Après des
essais, les filtres passe-bas W1(s) et passe-haut W2(s), tracés sur la Figure 3.8, sont
fixés comme
W1 =
6× 10−4(s+ 1600)4
(s+ 160)4
(3.40)
W2 =
20(s+ 475)3
(s+ 1600)3
(3.41)
Nous résolvons le problème de sensibilité mixte et obtenons le correcteur stabilisant
KSM(s) (conformément à (3.36)). Une réduction basée sur une réalisation équilibrée
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Fig. 3.8 – Filtres de pondération
du correcteur est effectuée, ce qui permet de réduire le correcteur de l’ordre 23 à un
correcteur KSMr(s) d’ordre 4 (3.42). La Figure 3.9 montre que les deux correcteurs
ont pratiquement le même comportement dans la plage de fréquence d’intérêt.
KSMr =
−0.044066(s2 + 112.6s+ 1.68e04)(s2 − 1292s+ 1.74e06)
(s2 + 210.6s+ 1.18e04)(s2 + 122.2s+ 2.62e04)
(3.42)
Dans la Figure 3.10, les modes dominants en boucle ouverte, en bleu, et en boucle
fermée, en vert, sont comparés, considérant le modèle mod sim 2,5kg et le controlêur
réduit. Les paires (en boucle ouverte et fermée) des modes avec fréquences de réso-
nance autour de 21,7 Hz (dans la région entourée par le cercle pointillé) augmentent
leur amortissement de 0,032 (en boucle ouverte) à 0,045 (en boucle fermée). Cela
traduit une réduction des vibrations liées au premier mode de résonance du système.
L’effet de la perturbation (les vibrations) sur la sortie du système est donnée par
l’amplitude de la fonction de sensibilité à chaque fréquence. La fonction de sensibilité
SSM = (1−GKSMr)−1, avec G le modèle mod sim 2,5kg, est représentée sur la Figure
3.11. Nous pouvons observer que pour les fréquences proches de 21,7 Hz l’atténuation
est maximale. Cela était attendu puisque c’est dans cette gamme de fréquence qu’in-
tervient la perturbation que l’on souhaite atténuer. A l’inverse, la Figure 3.11 montre
une augmentation du niveau des perturbations pour les fréquences comprises entre
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Fig. 3.10 – Modes dominants en boucle ouverte et boucle en fermée
30 Hz et 76 Hz. Cela traduit aussi le compromis nécessaire qui fait qu’en diminuant
la sensibilité dans une zone de fréquence, on l’augmente nécessairement ailleurs.
La simulation du système en boucle fermée avec le modèle mod sim 2,5kg et le
correcteur réduit KSMr, ainsi que la vraie perturbation d (données expérimentales is-
sues d’expériences en boucle ouverte) et la réponse du système physique, bouclé avec
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Fig. 3.11 – Fonction de sensibilité SSM avec le modèle mod sim 2,5kg et le contrôleur
réduit KSMr
KSMr (données expérimentales en boucle fermée), dont les spectres de fréquences sont
représentés dans la Figure 3.12 (montrés en détail entre 17 Hz et 23 Hz), montrent
bien l’atténuation que le contrôleur a apporté au système en boucle fermée. Les per-
turbations dans les fréquences entre 55 Hz et 70 Hz sont par contre amplifiées, tel
que nous l’avions prévu.
La réponse dans le domaine temporel (montrée en détail pour l’intervalle de temps
entre 0,1 s et 0,6 s) et l’effort de commande sont représentés dans les Figures 3.13 et
3.14, respectivement.
D’après la Figure 3.15, nous pouvons également voir que le correcteur synthétisé
pour l’atténuation des vibrations dans la direction Y n’affecte pratiquement pas les
directions X et Z, ce qui permet de confirmer que le problème d’atténuation des
vibrations peut être traité de manière découplée dans les différentes directions, au
moins dans un premier temps.
Considérant la présence d’une incertitude non-structurée additive stable ∆(s) telle
que représentée sur la Figure 3.5 avec G le modèle mod sim 2,5kg, et sachant que
u = KSMrSSMyd = Tuydyd, à partir du théorème du faible gain, nous obtenons un
système en boucle fermée stable de manière robuste si et seulement si
‖ Tuyd ‖∞=
1
‖ ∆ ‖∞ (3.43)
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Fig. 3.12 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KSMr - Trajectoire de 18 g - Spectre de puissance
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−15
−10
−5
0
5
10
 
 
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6
−4
−2
0
2
4
 
 
A
cc
Y
(m
/s
2
)
Temps (s)
Expérience BO
Simulation BF
Expérience BF
Détail entre 0,1s et 0,6s
Fig. 3.13 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KSMr - Trajectoire de 18 g - Réponse simulée et réponse expérimentale
Les calculs des ‖ Tuyd ‖∞ et ‖ G ‖∞ nous donnent 3,62 et 1,05, respectivement, ce
qui nous mène à la conclusion que la stabilite robuste est assurée pour
‖ ∆ ‖∞
‖ G ‖∞ < 0, 26,
c’est-à-dire, pour 26% d’incertitude non-structurée.
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Fig. 3.14 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KSMr - Trajectoire de 18 g - Effort de commande
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Fig. 3.15 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KSMr - Trajectoire de 18 g dans les directions X et Z - Spectres de puissance
3.5.2 Charge de 2,5 kg et trajectoires de 15 g et 10 g
Nous voulons connaître l’effet du contrôleur KSMr à un changement de trajectoire,
ce qui entraîne par conséquent une variation dans les vibrations au point d’arrêt.
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Au lieu de 18 g, les trajectoires choisies sont maintenant de 15 g et 10 g. Dans les
Figures 3.16 et 3.17 nous pouvons observer, dans les domaines fréquentiel et temporel,
respectivement, l’atténuation obtenue expérimentalement pour ces deux trajectoires.
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Fig. 3.16 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KSMr - Trajectoires de 15 g et de 10 g - Spectres de puissance
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Fig. 3.17 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
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L’atténuation obtenue était attendue puisque le système est toujours le même et le
principal mode de vibration engendré par les trajectoires de 15 g et 10 g reste lui aussi
centré en 21,7 Hz. D’après la Figure 3.17, nous pouvons vérifier que les vibrations
pour la trajectoire de 15 g sont atténuées seulement à partir de 0,3 s d’expérience,
tandis que pour la trajectoire de 10 g, la réduction se vérifie déjà entre 0,1 s et 0,15
s.
3.5.3 Sensibilité du contrôleur au changement de pondération
des filtres
Le choix des filtres de pondération pour la synthèse H∞ à sensibilité mixte n’est
pas un problème facile. Pour donner des exemples justifiant cette affirmation, nous
montrons ici, dans la Figure 3.18, l’effet du changement des paramètres des filtres sur
la fonction de sensibilité SSM .
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Fig. 3.18 – Effet des filtres de pondération sur la fonction de sensibilité
La courbe en bleu est la courbe originale SSM , déjà représentée sur la Figure 3.11.
Le filtre de pondération Wd pour cette courbe a été choisi en fonction des vibrations
résultant d’une trajectoire de 18 g, dont les fréquences sont bien concentrées autour
de 21,7 Hz. Nous pouvons remarquer sur la Figure 3.16 que, pour une trajectoire de
10 g, le spectre de fréquence s’étend entre 16 Hz et 25 Hz. Considérons maintenant la
synthèse faite ayant pour base cette perturbation. Le changement de la bande passante
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du filtre de pondération Wd de 21 Hz à 23 Hz vers une nouvelle bande passante de
16 Hz à 25 Hz conduit à une réduction significative de l’atténuation dans la plage
des fréquences d’intérêt, comme nous pouvons le constater sur la courbe en vert dans
la Figure 3.18.
Toujours à partir de la courbe originale, on augmente le gain du filtre de pondéra-
tionW1 (3.40) de 0,0006 à 0,0007. La fonction de sensibilité résultante est représentée
par la courbe en rouge. De manière prévisible, en augmentant le gain de W1, on amé-
liore l’atténuation des vibrations dans la gamme de fréquence de Wd. L’importante
augmentation de puissance autour de 55 Hz mène cependant le système à l’instabilité
dans les expériences pratiques.
Les zéros du filtre de pondération W2 (3.41) sont variés de -475 à -470 (courbe
en noir) et -480 (courbe en violet). L’augmentation de puissance autour de 55 Hz
est moins importante que dans le cas antérieur (courbe rouge), mais encore suffisante
pour rendre instable la réponse du système.
3.5.4 Charge de 1,5 kg et trajectoire de 18 g
La robustesse du contrôleur KSMr à une variation de trajectoire a été étudiée
dans le paragraphe 3.5.2. Considérons maintenant la robustesse à une variation de
charge. Le spectre de puissance et la réponse temporelle obtenus en simulation pour
une trajectoire de 18 g avec le contrôleur KSMr et le modèle mod sim 1,5kg sont
illustrés sur les Figures 3.19 et 3.20, respectivement.
Nous pouvons constater que la réponse, au lieu d’être atténuée, présente une
augmentation de ses vibrations. Le contrôleur KSMr n’est donc pas robuste à cette
variation de charge. Cela signifie qu’il faudrait envisager, si on applique cette approche
de commande H∞ à sensibilité mixte, d’effectuer une synthèse de contrôleurs pour
chaque charge envisagée, ce qui ne faciliterait pas sa mise en oeuvre pratique.
3.6 Conclusion du chapitre
Dans ce chapitre nous avons initialement traité les aspects théoriques concernant
la commande H∞ à sensibilité mixte, une loi de commande robuste vis-à-vis des
incertitudes non-structurées (mais bornées en norme) affectant un modèle nominal.
La théorie est ensuite évaluée au travers de simulations et d’expériences sur le robot
Par2 où la commande est appliquée au rejet des perturbations (vibrations) mesurées
sur la nacelle d’un robot parallèle en arrivant à un point d’arrêt. L’objectif est de
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Fig. 3.19 – Modèle mod sim 1,5kg avec contrôleur réduit KSMr - Spectre de puissance
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Fig. 3.20 – Modèle mod sim 1,5kg bouclé avec le contrôleur réduit KSMr - Réponse
simulée
minimiser le pire cas possible de vibration, à partir d’un choix convenable de filtres
qui servent à gérer, en boucle fermée, l’action de la commande sur certaines plages
fréquentielles. Le choix des filtres est réalisé en respectant quelques règles de base (la
fonction de sensibilité et l’effort de commande doivent être faibles en basses et hautes
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fréquences, respectivement), mais son application au cas pratique reste difficile. La
difficulté vient du fait que des ordres importants sont nécessaires pour les filtres de
pondération dans le but d’atteindre un niveau d’atténuation convenable. Par ailleurs,
la fonction de sensibilité montre un haut degré de sensibilité par rapport à de petits
changements des paramètres des filtres. Tout cela fait qu’un temps considérable doit
être consacré à la recherche de filtres appropriés. Si les filtres de pondération sont
difficiles à choisir, l’automatisation de la procédure est compromise. Il n’en demeure
pas moins que cette première stratégie de contrôle de vibration par l’action d’éléments
piézo-électriques placés le long des bras de la nacelle a montré le bénéfice que l’on
pouvait espérer de ce type de contrôle.
Chapitre 4
Commande H∞ Loop Shaping
4.1 Introduction
La méthode H∞ à sensibilité mixte, dont les concepts ont été introduits dans
le précédent chapitre, a prouvé son efficacité lors de son application pratique sur le
problème concret de la réduction des vibrations du robot Par2 par un actionneur
piézoélectrique. Néanmoins, la technique s’appuie fondamentalement sur un choix
adéquat des filtres de pondération. Envisageant un certain automatisme pour la pro-
cédure qui commence par l’identification du système et qui mène jusqu’à la synthèse
d’un contrôleur assurant la stabilisation robuste de la boucle fermée, il s’avère que
la recherche des filtres demande un temps considérable, et qu’il faut généralement
prendre des filtres d’ordre élevé ce qui rend d’autant plus difficile leur sélection.
Alternativement, bien qu’appartenant aussi à la catégorie de la synthèse H∞, le
contrôleur proposé dans ce chapitre renonce à l’utilisation des pondérations fréquen-
tielles en boucle fermée en faveur d’une démarche indirecte, basée sur le principe
classique de loop shaping [93], où les objectifs pour le système en boucle fermée sont
spécifiés en termes des valeurs singulières du système en boucle ouverte [70]. Cette mé-
thode, appeléeH∞ Loop Shaping Design Procedure (LSDP) et originalement présentée
en [71], suppose la réécriture du modèle nominal sous une forme dite de représenta-
tion en facteurs premiers normalisés [111], avec les incertitudes associées affectant,
par conséquence, ses facteurs premiers.
La technique LSDP, présentée par la suite dans ce chapitre, est basée sur le fait que
les objectifs souhaités pour la boucle fermée sont obtenus à partir des caractéristiques
d’un modèle en boucle ouverte fictif, façonné à partir de la multiplication du modèle
nominal original avec des filtres de pondération. Ce modèle fictif est ensuite soumis à
une représentation en facteurs premiers normalisés incertains, menant à une procédure
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de synthèse de contrôleur sous-optimale stabilisant la boucle fermée et minimisant une
norme H∞.
Pour montrer l’applicabilité de la technique, deux contrôleurs sont synthétisés et
utilisés pour des simulations et expériences en laboratoire. Une stratégie anti-windup
est utilisée pour élargir le domaine de validité d’un des contrôleurs H∞ Loop Shaping,
modifiant son action lorsque des saturations sont présentes. Les résultats sont discu-
tés en insistant sur les avantages et les faiblesses de ce type d’approche H∞ basé sur
le façonnage de la boucle ouverte. L’influence des saturations de l’actionneur sur les
performances du système bouclé est ensuite mise en avant, et des approches alterna-
tives sont envisagées pour éviter les problèmes de dégradation de performance ou de
perte de stabilité liés à ces saturations. En particulier, l’utilisation d’un contrôleur
anti-windup, actif uniquement lorsque la saturation est effective, est envisagée.
4.2 Incertitude sous la forme de facteur premier
Les matrices (M ,N) ∈ RH∞ constituent une factorisation première à gauche1
pour un modèle nominal G2, représentée par G = M−1N , si et seulement si [46], [110]
(i) M est carrée avec det(M) 6= 0 et
(ii) il existe des matrices (V, U) ∈ RH∞ telles que
MV +NU = I, ∀s (4.1)
La factorisation est dite normalisée si et seulement si
NN− +MM− = I, ∀s (4.2)
avec N−(s) = NT (−s) et M−(s) = MT (−s).
Considérant une réalisation minimale de G(s)
G(s) :=
[
A B
C D
]
(4.3)
une factorisation première à gauche normalisée de G est donnée par [46]
1Cette dénomination est due à l’algorithme d’Euclide pour lequel deux polynômes m(s) et n(s)
sont premiers si et seulement si il existe des polynômes x(s) et y(s) tel que xm + yn = 1 (identité
de Bezout)[110].
2Pour faciliter la lisibilité du document la référence à l’opérateur de Laplace s dans les fonctions
de transfert est généralement omise et G(s) est dénoté G.
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[N M ] :=
[
A+HC B +HD H
R−1/2C R−1/2D R−1/2
]
(4.4)
où
R := I +DDT (4.5)
et
H = −(ZCT +BDT )R−1 (4.6)
avec Z ≥ 0 la solution stabilisante unique de l’équation algébrique généralisée de
Riccati
(A−BDTR−1C)Z + Z(A−BDTR−1C)T − ZCTR−1CZ
+B(I −DTR−1D)BT = 0
(4.7)
La factorisation coprime à droite (G = N˜M˜−1) est définie de manière analogue
avec S := I+DTD etX ≥ 0 est la solution stabilisante unique de l’équation algébrique
généralisée de Riccati
(A−BS−1DTC)TX +X(A−BS−1DTC)−XBS−1BTX
+CT (I −DS−1DT )C = 0
(4.8)
Les facteurs premiers trouvés en (4.4) sont ensuite soumis à des incertitudes non-
structurées (∆M ,∆N), caractérisées par des matrices de transfert stables inconnues
mais bornées en norme, telles que représentées dans la Figure 4.1.
4.3 Stabilisation robuste
Pour que le contrôleur K (Figure 4.1) soit capable d’atteindre la spécification de
stabilité robuste, il doit rendre stable, en plus du modèle nominal, l’ensemble des
modèles incertains donné par
Gǫ = (M +∆M)−1(N +∆N), ‖ [∆M ,∆N ] ‖∞< ǫ (4.9)
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Fig. 4.1 – Incertitude sur les facteurs premiers
avec ǫ > 0 la marge de stabilité. À partir du théorème du faible gain, le système
en boucle fermée sera stable de manière robuste si et seulement si le modèle nominal
(G,K) est stable de manière interne et
∥∥∥∥∥ K(I −GK)
−1M−1
(I −GK)−1M−1
∥∥∥∥∥
∞
≤ ǫ−1 (4.10)
D’après (4.10), la maximisation de la stabilité robuste pour un contrôleur K sta-
bilisant peut être obtenue à partir de la minimisation de
γ :=
∥∥∥∥∥
[
K
I
]
(I −GK)−1M−1
∥∥∥∥∥
∞
(4.11)
Pour une factorisation première à gauche générique d’une matrice de transfert
G(s), la minimisation de γ en (4.11) s’effectue normalement par une procédure ité-
rative [70]. Cependant, si la factorisation est normalisée, la solution non-itérative
optimale γ0 du problème est donnée par
γ0 = (1− ‖ N M ‖2H)−1/2 (4.12)
avec ‖ · ‖H la norme de Hankel.
D’après [46]
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‖ N M ‖2H= λmax(ZX(I + ZX)−1) (4.13)
et l’équation (4.12) peut s’écrire comme
γ0 = (1 + λmax(ZX))
1/2 (4.14)
Un controlêur sous-optimal central3 γ > γ0 est donné par [46]
K :=
[
A+BF + γ2(LT )−1ZCT (C +DF ) γ2(LT )−1ZCT
BTX −DT
]
(4.15)
avec
F = −S−1(DTC +BTX) (4.16)
et
L = (1− γ2)I +XZ (4.17)
Dans le cas où γ = γ0, L dans (4.15) ne peut pas être inversée puisque L =
XZ − λmax(XZ)I est singulière. Cependant, une solution alternative en forme de
système descripteur pour γ ≥ γ0 est donnée par
K :=
[
−LT s+ LT (A+BF ) + γ2ZCT (C +DF ) γ2ZCT
BTX −DT
]
(4.18)
4.4 La méthode de H∞ Loop Shaping
La méthode LSDP propose une combinaison des caractéristiques propres aux syn-
thèses loop-shaping et H∞, en résolvant un problème de stabilisation robuste avec
des incertitudes sur les facteurs premiers normalisés [70], en accord avec ce qui a été
décrit dans les sections 4.2 et 4.3.
En ce que concerne la synthèse H∞, la sélection des filtres de pondération pour
la boucle fermée n’est pas immédiate et doit normalement être refaite pour chaque
3Tous les contrôleurs optimisant γ sont donnés par K = UV −1, avec U et V des factorisations
premières stables de K, et
∥∥∥∥
[
N
M
]
+
[
U
V
]∥∥∥∥
∞
=‖ [N M ] ‖H , ce qui peut être résolu avec un
algorithme développé par Glover [46].
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cas particulier. De plus, les spécifications de boucle fermée peuvent être déterminées
sans considérer les propriétés du modèle nominal, ce qui peut entraîner l’annulation
des pôles stables du modèle nominal par les zéros du contrôleur [70].
Dans la méthode traditionnelle de façonnage de la boucle, des objectifs souhaités
pour le comportement d’un système en boucle fermée sont spécifiés en termes de
prérequis sur les valeurs singulières en boucle ouverte du système. Ainsi, pour les
fréquences où σ(GK)≫ 1, les approximations suivantes sont valables :
σ((I −GK)−1) ≈ 1/σ(GK) (4.19a)
σ((I −GK)−1G) ≈ 1/σ(K) (4.19b)
De la même manière, pour les fréquences où σ(GK)≪ 1, nous obtenons :
σ(K(I −GK)−1) ≈ σ(K) (4.20a)
σ(GK(I −GK)−1) ≈ σ(GK) (4.20b)
GW1 W2
KS
GS
Fig. 4.2 – Schéma LSDP
D’après les considérations ci-dessus et prenant en compte le schéma de la Figure
4.2, la synthèse par LSDP consiste en les étapes suivantes [46] :
1. Choisir les filtresW1 et/ouW2 pour former le système en boucle ouverte souhaité
GS à partir du système en boucle ouverte nominal identifié G (GS = W2GW1)
en utilisant les approximations (4.19) et (4.20) dans les plages de fréquence
appropriées. Il faut que W1 et W2 soient tels que GS ne possède pas de modes
cachés4 ;
2. Après une factorisation première du système fictif GS (4.4), faire la synthèse
4Tous les modes doivent être commandables et observables.
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du contrôleur KS qui rend la boucle fermée de KS avec GS stable de manière
robuste. KS est calculé comme étant le K dans (4.15) ou (4.18) ;
3. Le contrôleur K correspondant pour le système original G sera alors donné par
K = W1KSW2.
En ce que concerne la marge de stabilité ǫ (4.9), c’est à la fois une mesure de la
stabilité robuste mais aussi un indicateur que les spécifications données par le loop-
shaping ont été atteintes [110]. Pour un ǫ supérieur à 0,2, la réponse fréquentielle de
KSW2GW1 est similaire à celle deW2GW1, tandis que la stabilité robuste est obtenue
pour la plus grande partie des applications typiques de commande [46].
4.5 Résultats expérimentaux dans le cas nominal
Conformément à ce qui a été fait dans le chapitre 3, nous commençons par montrer
les résultats pratiques de synthèse de contrôleurH∞ Loop Shaping pour le cas du robot
avec 2,5 kg de charge, considéré comme le cas nominal. Une vérification expérimentale
de la robustesse du système en boucle fermée pour des trajectoires différentes (temps
de cycle différents) est ensuite réalisée. La sensibilité du contrôleur obtenu vis-à-vis
de variations des paramètres des filtres de pondération est analysée.
4.5.1 Charge de 2,5 kg et trajectoire de 18 g
Pour utiliser la technique LSDP développée dans la section 4.4, les filtres de pon-
dération W1 et W2, permettant la construction d’un modèle en boucle ouverte GS re-
présentant la fonction de transfert fictive souhaitée (à partir de la fonction de transfert
en boucle ouverte originale mod ctrl 2,5kg), ont été choisis comme
W1 =
0.055(s+ 300)(s+ 1600)2
(s+ 100)3
(4.21)
W2 = 1 (4.22)
En comparaison avec les filtres de pondération des fonctions de sensibilité en
boucle fermée choisis dans le chapitre précédent pour la technique H∞ à sensibilité
mixte, les filtres sont ici d’ordre plus faible permettant que leur choix se fasse d’une
manière beaucoup plus rapide.
La Figure 4.3 montre le modèle mod sim 2,5kg utilisé en simulation pour valider le
contrôleur, ainsi que le modèle en boucle ouverte mod ctrl 2,5kg et sa version pondérée
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GS, utilisée pour la synthèse du correcteur par la méthode LSDP. La fonction GS est
construite de manière à obtenir des gains plus élevés en basses fréquences, pour que la
fonction de sensibilité en boucle fermée (déterminant l’influence des perturbations sur
la sortie du système), soit plus petite dans ces fréquences. Un autre aspect également
important pour GS est que, aux hautes fréquences, ses gains décroissent en même
temps que la fréquence augmente, pour éviter le phénomène de spillover.
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Fig. 4.3 – Pondération de la boucle ouverte pour le LSDP
Suivant la procédure de synthèse LSDP décrite dans la section 4.4, le système fictif
GS est alors soumis à une factorisation première avec des incertitudes sur les facteurs
premiers associés, ce qui permet par la suite de trouver le contrôleurKS rendant stable
de manière robuste la boucle fermée. Le contrôleur KLS pour le modèle original mod
ctrl 2,5kg est retrouvé à partir de la multiplication KLS = W1KSW2, en accord avec
la Figure 4.2. D’un ordre initial 19, il est réduit à un contrôleur KLSr d’ordre 4,
après avoir été transformé en une réalisation équilibrée. La fonction de transfert du
contrôleur réduit KLSr trouvé est
KLSr =
−0.44(s2 + 9s+ 1.32e4)(s2 − 232s+ 4.2e5)
(s2 + 159s+ 6987)(s2 + 29.6s+ 1.48e4)
(4.23)
Dans la Figure 4.4 nous pouvons voir que la réponse fréquentielle du contrôleur
réduit est très proche de celle du contrôleur d’ordre complet.
Dans la Figure 4.5, les modes dominants en boucle ouverte, en bleu, et en boucle
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Fig. 4.4 – Contrôleurs d’ordres complet et réduit
fermée, en vert, sont comparés, considérant le modèle mod sim 2,5kg et le contro-
lêur réduit. Les paires (en boucle ouverte et fermée) des modes avec fréquences de
résonance autour de 21,7 Hz (dans la région entourée par le cercle pointillé) aug-
mentent leur amortissement de 0,032 (en boucle ouverte) à 0,06 (en boucle fermée).
Cela traduit une réduction des vibrations liées au premier mode de résonance du
système supérieure à celle obtenue pour le contrôleur KSMr (dans le chapitre 3), où
l’amortissement en boucle fermée était de 0,045.
La fonction de sensibilité pour le modèle mod sim 2,5kg avec le contrôleur réduit
KLSr, SLS = (1−GKLSr)−1, est représentée sur la Figure 4.6. Nous pouvons observer
que pour les fréquences autour de 21,7 Hz les perturbations sont bien atténuées. Tel
que cela était attendu, la comparaison de la Figure 4.6 avec la Figure 3.11 met en
évidence que l’atténuation en basse fréquence dans le cas de la synthèse H∞ par Loop
Shaping est plus importante que celle obtenue avec la synthèseH∞ à sensibilité mixte.
Les spectres de fréquence de la simulation du système en boucle fermée avec le
modèlemod sim 2,5kg et le contrôleur réduitKLSr, de la vraie perturbation d (données
expérimentales en boucle ouverte) et de la réponse du système physique, bouclé avec
KLSr (données expérimentales en boucle fermée), sont représentés dans la Figure 4.7
(en détail entre 17 Hz et 23 Hz). Ils montrent bien l’atténuation que le correcteur a
apporté au système en boucle fermée autour de 21,7 Hz.
La réponse dans le domaine temporel (en détail pour l’intervalle de temps entre
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Fig. 4.5 – Modes dominants en boucle ouverte et boucle fermée
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Fig. 4.6 – Fonction de sensibilité SLS - modèle mod sim 2,5kg avec le contrôleur réduit
KLSr
0,1 s et 0,6 s) et l’effort de commande sont montrés dans les Figures 4.8 et 4.9,
respectivement.
La valeur de ǫ (4.9) trouvée pour la synthèse du contrôleur est 0,767. Tel que
mentionné à la fin de la section 4.4, cette valeur de ǫ supérieure à 0,2 indique nor-
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Fig. 4.7 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KLSr - Trajectoire de 18 g - Spectre de puissance
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Fig. 4.8 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KLSr - Trajectoire de 18 g - Réponses simulées et réponses expérimentales
malement une bonne marge de stabilité et le respect des spécifications établies par le
loop-shaping.
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Fig. 4.9 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KLSr - Trajectoire de 18 g - Effort de commande
4.5.2 Charge de 2,5 kg et trajectoires de 15 g et 10 g
Vérifions maintenant la robustesse du contrôleur KLSr pour les situations où la
trajectoire change à 15 g et à 10 g. Dans les Figures 4.10 et 4.11 nous pouvons
observer, dans les domaines fréquentiel et temporel, respectivement, l’atténuation
obtenue expérimentalement pour ces deux trajectoires.
De manière prévisible puisque le système n’a pas changé et le principal mode de
vibration engendré par les trajectoires de 15 g et 10 g reste centré en 21,7 Hz le
système bouclé atténue les vibrations. La Figure 4.11 indique que les vibrations pour
les trajectoire de 15 g et 10 g sont atténuées à partir de 0,1 s.
4.5.3 Sensibilité du contrôleur au changement de pondération
des filtres
Le choix des filtres de pondération pour la synthèse H∞ Loop Shaping a été réalisé
de manière beaucoup plus simple et rapide que celle de la synthèse H∞ à sensibilité
mixte. En plus de l’obtention de résultats satisfaisants avec des filtres d’ordre plus
faible, l’effet de changement des valeurs des filtres sur la fonction de sensibilité SLS
est nettement plus faible que dans le cas de sensibilité mixte (Figure 3.18), comme
nous pouvons l’observer sur la Figure 4.12.
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Fig. 4.10 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KLSr - Trajectoires de 15 g et 10 g - Spectre de puissance
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Fig. 4.11 – Résultats expérimentaux - Robot avec 2,5 kg de charge, contrôleur réduit
KLSr - Trajectoires de 15 g et 10 g - Réponse temporelle
La courbe en bleu est la courbe originale SLS, déjà représentée sur la Figure 4.6.
Jouant sur les paramètres du filtre W1 (4.21), les courbes qui suivent correspondent,
respectivement, à la variation du gain de 0,055 à 0,06 et 0,05, aux changements du
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Fig. 4.12 – Effet des filtres de pondération sur la fonction de sensibilité
zéro simple de -300 à -330 et -270 et du zéro double de -1600 à -1630 et -1570 et,
finalement, à la variation du pôle triple de -100 à -110 et -90. Nous pouvons constater
que la fonction de sensibilité SLS s’avère beaucoup plus robuste que la fonction SSM
au changement de paramètres de filtres de pondération, ce qui contribue à rendre la
méthode H∞ Loop Shaping plus simple.
4.6 Résultats expérimentaux sur tout l’espace de tra-
vail
Dans certains cas particuliers, on constate que pour une variation de charge et/ou
de trajectoire, le correcteur synthétisé ne permet pas d’atténuer les vibrations et
engendre même des saturations de la commande. Pour couvrir toute l’enveloppe de
conditions opératoires desirée, deux stratégies sont envisagées. La première est basée
sur la synthèse d’un nouveau contrôleur, tandis que la deuxième consiste à rajouter
au contrôleur KLSr un terme additionnel qui n’intervient qu’à l’instant où l’action de
commande est saturée.
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4.6.1 Robustesse à des variations de charge et de trajectoire
Dans cette section nous nous intéressons à la validation expérimentale du contrô-
leur KLSr dans les situations où, à la fois la charge et la trajectoire varient. Tel que
cela a été fait dans [5], nous utilisons la valeur RMS5 de l’accélération mesurée dans la
direction Y comme indice de performance. Les pourcentages de réduction d’accéléra-
tion RMS dans les deux premières secondes d’expérience du système en boucle fermée
avec le contrôleur KLSr par rapport au système en boucle ouverte, pour différentes
trajectoires et conditions de charge sur la nacelle, sont représentés sur la Figure 4.13.
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Fig. 4.13 – Résultats expérimentaux - Pourcentage de réduction d’accélération RMS
durant les 2 premières secondes - Système en boucle fermée avec KLSr par rapport à
la boucle ouverte
D’après la Figure 4.13 nous pouvons remarquer que, pour l’indice de performance
considéré, la réponse expérimentale du système en boucle fermée avec le contrôleur
KLSr est supérieure à celle de la boucle ouverte pour presque toutes les situations
de charge et trajectoires considerées, les exceptions étant le système avec 3,5 kg de
charge et trajectoire de 15 g, représenté dans un rectangle rouge, et les situations
5La valeur efficace (dite aussi valeur RMS, de l’anglais Root Mean Square) d’un signal périodique
ou d’un signal aléatoire ergodique, est la racine carré du moment d’ordre deux du signal
RMS = lim
T→∞
√
1
2T
∫ T
−T
x2(t)dt (4.24)
.
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à vide. Ce dernières ne sont pas représentées sur le tableau car elles ont présenté
un comportement instable (ces deux cas particuliers seront traités dans la suite du
chapitre).
Nous pouvons constater, à titre d’exemple, la grande réduction au niveau des
réponses RMS pour toutes les trajectoires du système avec 2 kg de charge. Avec 2
kg de charge, les trajectoires engendrent, au moment où la nacelle arrive au point
d’arrêt, des perturbations concentrées autour de 23 Hz. En analysant la fonction de
sensibilité obtenue à partir du modèle mod sim 2kg avec le contrôleur KLSr, Figure
4.14, on constate que l’amortissement le plus important est justement prévu pour les
fréquences autour de 23 Hz. Les réponses temporelles du système avec 2 kg de charge
et trajectoires de 10 g, 15 g, 18 g et 20 g sont représentées sur la Figure 4.15.
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Fig. 4.14 – Fonction de sensibilité - modèle mod sim 2kg avec le contrôleur réduit
KLSr
Pour le cas de la nacelle chargée avec 3,5 kg et une trajectoire de 15 g, l’expérience
pratique a montré que l’accélération RMS en boucle fermée augmente de 3,6% par
rapport à celle de la boucle ouverte (Figure 4.13). La réponse temporelle et l’effort de
commande associés à cette situation sont illustrés sur la Figure 4.16. Ce n’est qu’après
0,55 s que les oscillations de la réponse temporelle en boucle fermée commencent à
avoir des amplitudes plus faibles que celles de la boucle ouverte. L’effort de commande,
quant à lui, présente des saturations jusqu’à peu près 0,35 s.
L’autre cas déjà cité où le système en boucle fermée avec le contrôleur KLSr
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Fig. 4.15 – Résultats expérimentaux - Robot avec 2 kg de charge, contrôleur réduit
KLSr - Trajectoires de 10 g, 15 g, 18 g et 20 g - Réponse temporelle
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Fig. 4.16 – Résultats expérimentaux - Robot avec 3,5 kg de charge, contrôleur réduit
KLSr - Trajectoire de 15 g - Réponse temporelle et effort de commande
n’arrive pas à améliorer la performance par rapport à celle de la boucle ouverte se
produit lorsque la nacelle est à vide. Dans cette situation, la réponse temporelle du
système en boucle fermée, pour toutes les trajectoires testées (10 g, 15 g, 18 g, 20 g,
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25 g et 30 g), présente qualitativement le même comportement. Il est illustré sur la
Figure 4.17 pour les trajectoires de 10 g, 20 g et 30 g.
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Fig. 4.17 – Résultats expérimentaux - Robot à vide, contrôleur réduit KLSr - Tra-
jectoires de 10 g, 20 g et 30 g - Réponse temporelle et effort de commande
4.6.2 Analyse du contrôleur nominal
Les résultats expérimentaux présentés dans les Figures 4.16 et 4.17 mettent en
évidence l’influence de la saturation de l’actionneur piézo-électrique sur le compor-
tement du système bouclé avec le contrôleur nominal KLSr . En effet, la synthèse du
contrôleur KLSr a été effectuée non seulement sur le système nominal (robot avec 2,5
kg de charge), mais aussi sans se préoccuper explicitement de la présence des limi-
tations de l’actionneur6. Dans la réalité, le schéma-bloc initialement présenté dans le
chapitre 1 sur la Figure 1.17 doit ainsi être modifié tel que présenté sur la Figure 4.18.
Ainsi, la mise en oeuvre de contrôleurs conçus sans prendre en compte ces limi-
tations peut avoir des conséquences indésirables ou même catastrophiques pour le
système [9] [95] [94] [53] [44] [96]. En particulier la saturation du signal de commande
peut conduire à des dégradations de performances (c’est le cas du robot avec 3,5 kg
de charge pour une trajectoire de 15 g, illustré sur la Figure 4.16) ou même à la perte
6Elles sont implicitement prises en compte dans le choix des pondérations qui façonnent la boucle
ouverte Gs, ou dans le choix de la pondérationW2 de la commande H∞ à sensibilité mixte (Chapitre
3).
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Fig. 4.18 – Schéma-bloc du système bouclé saturé
de la stabilité (c’est le cas du robot à vide, illustré sur la Figure 4.17). La motiva-
tion et l’intérêt pour l’analyse et la synthèse de contrôleurs pour les systèmes avec
saturations sont d’ailleurs directement issus de ces problèmes pratiques.
Il existe ainsi des méthodes d’analyse a posteriori du comportement d’un système
bouclé lorsque l’interconnexion entre le contrôleur et le système à commander est
effectuée à travers un élément non-linéaire de type saturation. Ces méthodes per-
mettent généralement de déterminer des domaines de fonctionnement sûr convexes7
ou des bornes sur les perturbations admissibles. Leur mise en oeuvre numérique ne
pose généralement pas de problèmes, mais les domaines de fonctionnement sûrs et/ou
de perturbation admissibles peuvent, dans certains cas, être relativement conserva-
tifs. Ces méthodes n’en demeurent pas moins très utiles pour évaluer les risques de
déstabilisation du système bouclé et permettent d’éviter d’effectuer des campagnes
de test par simulation, très coûteuses en temps.
En l’occurrence, la proposition C.0.1 décrite dans l’annexe C peut être utilisée
pour analyser la stabilité du système bouclé avec le contrôleur KLSr , dans le cas
d’une limitation des l’actionneur piézo-électrique u0 = 10 volts.
Différents modèles de la nacelle, à vide, avec 2 kg de charge, avec 2,5 kg de
charge (cas pour lequel le contrôleur KLSr a été calculé) et avec 3,5 kg de charge sont
évalués. Pour chacun de ces modèles, le filtre W (s) (conférer modèle (C.1)) concentre
la perturbation sur la plage fréquentielle du pic de résonance associé à la charge, tel
que décrit dans le Chapitre 1 (Section 1.4.3).
Dans un premier temps, l’analyse du système bouclé est effectuée en considérant
un niveau de perturbation borné a priori δ = 0, 28, et en minimisant la borne γ sur le
7On parle dans ce cas de stabilité locale, par opposition au cas global, pour lequel la stabilité est
garantie dans tout l’espace.
8δ−1 correspond à la borne L2 du signal w limité en énergie : ‖w‖22 =
∫ ∞
0
w(t)′w(t)dt ≤ δ−1.
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transfert de la perturbation vers l’accélération de la nacelle9. La borne γ obtenue dans
ce cas (colonne 3 du Tableau 4.1) est à comparer avec la performance du contrôleur
(toujours en terme de γ) que l’on obtiendrait si l’actionneur n’était pas limité à ±10
volts (colonne 2 du Tableau 4.1).
Le deuxième cas traité consiste à rechercher le plus petit δ (la plus grande pertur-
bation admissible) pour lesquelles les conditions de la Proposition C.0.1 sont satis-
faites, avec comme condition supplémentaire que le transfert de la perturbation sur
l’accélération de la nacelle γ ≤ 0, 9 dans le problème d’optimisation (colonne 4 du
Tableau 4.1). Ce cas correspond à la recherche de la plus grande perturbation admis-
sible telle que le contrôleur piézo-électrique, du fait des saturations, ne se traduira pas
par des vibrations pires que la boucle ouverte, même si les performances attendues
en terme de rejet sont très limitées (10 % de réduction de la vibration).
Tab. 4.1 – Analyse du système saturé bouclé avec le contrôleur KLSr
modèle
borne γ sans
limitation
borne min
γ (δ = 0,2)
borne min
δ (γ = 0, 9)
à vide 165,27 non faisable non faisable
2kg de charge 0,52 1,98 0,75
2,5kg de charge 0,08 1,00 0,22
3,5kg de charge 0,80 1,97 1,12
Les résultats obtenus présentés dans le Tableau 4.1 mettent en évidence que le
contrôleur KLSr , construit sur le modèle mod ctrl 2,5kg, n’est absolument pas adapté
au système à vide (γ très élevé sans limitation et aucune garantie de stabilité pour le
niveau de perturbation requis en présence de saturation), et mal adapté aux systèmes
à 2 et 3,5 kg de charge, même dans le cas sans limitation de l’actionneur (colonne
2 du Tableau). Sans limitation de l’actionneur, les performances attendues sont en-
viron 10 fois meilleures pour le cas nominal (2,5 kg) que pour les cas à 2 et 3,5 kg.
Avec limitation de l’actionneur, seul le cas nominal est garanti ne pas amplifier les
vibrations (γ = 1), mais les performances sont très dégradées par rapport au cas sans
limitation. Cette analyse permet cependant de confirmer que le contrôleur KLSr est
bien adapté au modèle mod ctrl 2,5kg.
Trois options peuvent être envisagées pour résoudre les cas où la boucle fermée
Selon la charge et la trajectoire, δ est généralement compris entre 0,5 et 0,15.
9le gain L2, γ, entre la perturbation et l’accélération de la nacelle est défini par
∫ T
0
yG(t)
′yG(t) dt ≤
γ
∫ T
0
w(t)′w(t) dt,∀T ≥ 0.
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avec le contrôleur KLSr ne permet pas d’amortir les accélérations RMS :
– La première option consiste à effectuer une synthèse de contrôleur pour les diffé-
rents cas de charge (robot à vide, robot à faible charge, robot à moyenne charge,
robot à charge élevée...). L’avantage de cette approche est de pouvoir disposer
de contrôleurs "optimisés" pour ces différents cas de figure. L’inconvénient est
de ne pas disposer d’un contrôleur unique sur tout l’espace de travail, ce qui
rend plus compliquée leur implémentation sur le dispositif expérimental. C’est
pour cette raison que cette approche n’est pas retenue dans ce travail.
– La deuxième option consiste à reprendre la synthèse du contrôleur nominal
pour construire un contrôleur plus "doux" qui sollicitera moins l’actionneur
et diminuera les risques de saturations et par là même de détérioration des
performances d’atténuation des vibrations. Cette approche fait l’objet de la
section 4.6.3.
– La troisième option consiste à modifier le contrôleur a posteriori. C’est en par-
ticulier le cas des méthodes anti-windup. Le principe de base de ces méthodes
de retouche de contrôleurs est de ne modifier le contrôleur que lorsque les sa-
turations sont actives. Ainsi les performances obtenues sans tenir compte des
saturations restent valables dans la zone de fonctionnement linéaire, et seul le
comportement du système lorsque l’actionneur sature est modifié. Cette ap-
proche, dont les principes sont décrits brièvement dans l’annexe C fait l’objet
de la section 4.6.4.
4.6.3 Contrôleur H∞ Loop Shaping "doux"
Pour obtenir un contrôleur unique réduisant les vibrations sur toute l’enveloppe
de conditions opératoires désirée, en particulier aussi dans les cas non résolus avec
le contrôleur KLSr, une deuxième synthèse de contrôleur est effectuée. Un nouveau
contrôleur plus "doux" KLSd est donc conçu, en reduisant le gain du filtre de pondé-
ration W1 de 0,2 à 0,1.
D’un ordre initial 19, il est réduit à un contrôleur KLSdr d’ordre 4, après avoir été
transformé en une réalisation équilibrée. La fonction de transfert du contrôleur réduit
KLSdr trouvé est
KLSdr =
−0.15(s2 + 0.44s+ 1.21e4)(s2 − 187s+ 4.9e5)
(s2 + 162s+ 7169)(s2 + 28.7s+ 1.41e4)
(4.25)
La valeur de ǫ (4.9) trouvée pour la synthèse du contrôleur est 0,861, indiquant une
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bonne marge de stabilité et le respect des spécifications établies par le loop-shaping.
La Figure 4.19 montre la fonction de sensibilité pour le modèle mod sim 2,5kg
avec le contrôleur KLSdr.
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Fig. 4.19 – Fonction de sensibilité - modèle mod sim 2,5kg avec le contrôleur réduit
KLSdr
Comparant la Figure 4.19, obtenue pour le contrôleur KLSdr, avec la Figure 4.6,
obtenue pour le contrôleur KLSr, nous pouvons remarquer que l’atténuation attendue
pour les fréquences autour de 21,7 Hz est plus faible dans le cas du contrôleur "doux".
Cela est vrai aussi pour toutes les autres conditions de charge essayées. La conséquence
est visible dans la Figure 4.20, où les réductions (en pourcentage) des accélérations
RMS pour le système en boucle fermée avec le contrôleur KLSdr par rapport au
système en boucle ouverte sont presque toutes plus petites que celles obtenues avec
le contrôleur KLSr (Figure 4.13).
L’avantage, pourtant, est que maintenant, par rapport à la boucle ouverte, pour
toutes les conditions de charge et trajectoires testées les résultats sont améliorés en
terme du critère de performance choisi, y compris pour le cas de la nacelle avec 3,5 kg
de charge avec trajectoire de 15 g et de la nacelle à vide pour toutes les trajectoires.
La Figure 4.21 montre la réponse temporelle et l’effort de commande avec le
contrôleur KLSdr pour le cas de la nacelle chargé avec 3,5 kg et une trajectoire de 15
g. Même si l’atténuation est remarquable surtout à partir de 0,5 s, déjà à partir de
0,1 s le système en boucle fermée présente une performance légèrement supérieure à
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durant les 2 premières secondes - Système en boucle fermée avec KLSdr par rapport
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celle de la boucle ouverte. Comme espéré, le contrôleur "doux", KLSdr, produit des
efforts de commande plus faibles que le contrôleur KLSr.
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La Figure 4.22 illustre la réponse temporelle avec le contrôleur KLSdr pour le cas
de la nacelle à vide et les trajectoires de 10 g, 20 g et 30 g. Dans les trois expériences
la réponse temporelle en boucle fermée est meilleure (en terme de niveau de vibration)
que celle de la boucle ouverte.
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Comme précédemment, l’analyse du contrôleur KLSdr , dans les cas sans limitation
(colonne 2) et lorsque la saturation est prise en compte (colonnes 3 et 4) est résumée
dans le Tableau 4.2.
Tab. 4.2 – Analyse du système saturé bouclé avec le contrôleur KLSdr
modèle
borne γ sans
saturation
borne min
γ (δ = 0,2)
borne min
δ (γ = 0, 9)
à vide 77,72 non faisable non faisable
2kg de charge 0,77 0,91 0,21
2,5kg de charge 0,23 0,35 0,04
3,5kg de charge 1,02 1,02 non faisable
De manière attendue, les performances de ce contrôleur sont légèrement dégradées,
lorsque les limitations ne sont pas prises en compte, par rapport à celles du contrôleur
KLSr (colonne 2 des Tableaux 4.1 et 4.2) pour les cas à 2, 2,5 et 3,5 kg de charge.
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A l’inverse, en tenant compte de la présence des saturations, pour un niveau de
perturbation d’énergie donnée (δ fixé, colonne 3 des deux Tableaux), on obtient de
meilleures performances avec ce contrôleur plus "doux". On peut aussi vérifier qu’avec
ce contrôleur la stabilité est préservée pour des niveaux plus élevés de perturbations (δ
plus petits, colonne 4 des deux Tableaux) que dans le cas du contrôleur KLSr , pour les
cas à 2 et 2,5 kg de charge. Le cas à 3,5 kg de charge, γ < 0, 9, est inévitablement "non
faisable" car on ne peut pas espérer, en présence de la non-linéarité de l’actionneur
vérifier une contrainte sur γ plus petite que la valeur optimale obtenue sans limitation
(γ > 1). Enfin, pour le cas à vide, même si la performance optimale (sans limitation)
a été significativement améliorée, aucune garantie de réduction des vibrations (γ <
1) ne peut être obtenue. Ceci illustre d’ailleurs que la Proposition C.0.1 ne fournit
qu’une condition suffisante et peut parfois être relativement conservative puisque la
réponse temporelle en boucle fermée avec KLSdr réduit significativement la vibration
par rapport à la réponse en boucle ouverte (Figure 4.22).
4.6.4 Modification du contrôleur nominal par ajout d’un con-
trôleur anti-windup
De manière alternative à la synthèse d’un contrôleur "doux", la synthèse d’un
correcteur anti-windup peut être envisagée pour mieux amortir les vibrations RMS.
Cette synthèse est faite pour le cas du robot à 3,5 kg de charge. Un anti-windup
statique n’agissant que sur la dynamique du contrôleur (version la plus simple de la
synthèse d’un anti-windup) est construit, en s’appuyant sur le modèle mod ctrl 3,5kg
bouclé avec le contrôleur KLSr , et considérant une perturbation w d’énergie bornée
par δ = 0, 1. Le contrôleur obtenu est
Daw =


−0, 3032
−0, 1134
−0, 0368
−0, 1694
0

 (4.26)
La Figure 4.23 montre la réponse temporelle et l’effort de commande avec le
contrôleur KLSr+ le terme anti-windup pour le cas de la nacelle chargée avec 3,5
kg et une trajectoire de 15 g. La présence du terme anti-windup fait que l’effort de
commande sature moins que celui obtenu avec le contrôleurKLSr seul (Figure 4.16). A
partir 0,5 s, le comportement des deux systèmes bouclés est très proche puisque l’anti-
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windup n’est plus actif. Par ailleurs, le comportement du système bouclé avec KLSr+
anti-windup est très comparable à celui obtenu avec le contrôleur KLSdr (Figure 4.21),
montrant bien que ces deux stratégies sont des alternatives convenables pour mieux
gérer la présence des limitations des actionneurs.
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Fig. 4.23 – Résultats expérimentaux - Robots avec 3,5 kg de charge, contrôleurKLSr+
anti-windup - Trajectoire de 15 g - Réponse temporelle et effort de commande
La Figure 4.24 illustre la réponse temporelle avec le contrôleur KLSr+ le terme
anti-windup pour le cas de la nacelle à vide et les trajectoires de 10 g, 20 g et 30 g.
Dans les trois expériences la réponse temporelle en boucle fermée est inférieure à celle
de la boucle ouverte. Non seulement le système bouclé avec le correcteur anti-windup
reste stable (contrairement à l’expérience présentée sur la figure 4.17), mais aussi les
vibrations sont significativement diminuées.
Comme précédemment, l’analyse du contrôleur KLSr+ anti-windup est résumée
dans le Tableau 4.3. Le contrôleur anti-windup permet, pour le cas à 3,5 kg de charge
pour lequel il a été synthétisé, d’améliorer les performances en termes d’atténuation
γ (pour un niveau de perturbation fixé à δ = 0, 2), ainsi qu’en termes de niveau de
perturbation δ acceptable. Il améliore aussi les performances pour la nacelle chargée à
2 et 2,5 kg, bien qu’il n’ait pas été établi spécifiquement pour ces cas. La comparaison
entre cette stratégie avec anti-windup et le contrôleur "doux" confirme que les deux
approches permettent de réduire les risques liés aux saturations de l’actionneur, en
accord avec ce qui a été obtenu expérimentalement.
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Tab. 4.3 – Analyse du système saturé bouclé avec le contrôleur KLSr et son anti-
windup statique
modèle
borne minimum
γ (δ = 0,2)
borne minimum
δ (γ = 0, 9)
à vide non faisable non faisable
2kg de charge 1,09 0,30
2,5kg de charge 0,75 0,18
3,5kg de charge 1,45 0,58
Le cas de la nacelle à vide est à considérer à part. Même sans tenir compte des
limites de l’actionneur (colonne 2 des Tableaux 4.1 et 4.2), les deux contrôleurs mani-
pulés semblent peu adaptés à ce cas, et les problèmes d’optimisation évalués restent
non faisables, même en présence de l’action anti-windup, alors que les expériences
ont montré la capacité des contrôleurs KLSdr et KLSr+ anti-windup à atténuer les
perturbations. L’analyse, bien que conservative, de la stabilité et des performances
de rejet de perturbation des contrôleurs en présence des limitations de l’actionneur,
souligne qu’il est certainement préférable d’envisager une stratégie à deux contrôleurs,
l’un pour le cas des déplacements de la nacelle à vide, l’autre pour le déplacement en
charge. A l’inverse, il peut être envisagé un contrôleur unique, préférablement associé
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à un terme anti-windup, pour toutes les opérations en charge.
4.7 Conclusion du chapitre
Dans ce chapitre nous avons présenté une méthode de commande robuste consti-
tuant une alternative à la commande H∞ à sensibilité mixte. D’abord, une fonction
de transfert nominale est façonnée au moyen de filtres de pondération en boucle ou-
verte de manière à ce que ses valeurs singulières en basses et en hautes fréquences
impliquent des comportements souhaités pour la fonction de sensibilité en boucle fer-
mée. La fonction fictive façonnée est ensuite mise sous une représentation en facteurs
premiers singuliers affectés par des incertitudes non-structurées et bornées en norme.
Une procédure permettant de trouver un contrôleur assurant la minimisation du pire
cas possible de vibration pour le modèle original est présentée sous le nom de H∞
Loop Shaping (LSDP).
L’ordre plus faible, ainsi que la robustesse, des filtres de pondération donnant un
résultat satisfaisant a permis, dans la pratique, de trouver des contrôleurs de manière
beaucoup plus rapide en comparaison avec la méthode proposée dans le précédent
chapitre, rendant possible un certain systématisme de la procédure de synthèse.
La procédure LSDP a été illustrée pour la synthèse de deux contrôleurs. Le premier
est plus performant d’une manière générale, mais n’est par contre pas admissible
pour les cas limites de l’enveloppe de fonctionnement, à savoir pour les cas de 3,5
kg de charge pour une trajectoire de 15 g et à vide pour toutes les trajectoires.
L’analyse du système bouclé a permis de mettre en évidence que la dégradation des
performances était due à la présence des saturations de l’actionneur piézoélectrique.
Le deuxième, plus "doux", présente généralement des performances moins bonnes,
mais arrive à réduire les vibrations même dans les situations où le premier contrôleur
échoue. Associé à une stratégie anti-windup, le premier contrôleur arrive lui aussi
à atténuer les vibrations pour tous les points d’opération, tout en conservant des
performances légèrement supérieures à celles obtenues avec le contrôleur "doux".
Conclusion Générale
Ce travail présente les résultats obtenus pour l’identification et la commande des
modes de vibration d’un robot parallèle pour des opérations industrielles de prise et
dépose à haute cadence, dans un domaine opératoire considérant des variations de
charge de 0 (nacelle à vide) à 3,5 kg et des accélérations comprises entre 10 g et 15
à 25 g selon la charge. Seule la direction hors plan de déplacement du robot a été
considérée dans cette étude, car c’est dans cette direction Y que les vibrations étaient
les plus importantes, et cela bien que l’architecture du robot ait été pensée pour les
éviter au maximum (présence de chaînes passives dans l’axe transversal).
Le système flexible a d’abord été identifié avec une méthode basée sur les sous-
espaces qui permet que l’identification soit faite sans paramétrisation préalable. Cette
méthode a permis l’estimation des modes flexibles du robot Par2 de manière rapide,
pour plusieurs conditions de charge sur la nacelle, prenant en compte comme donnée
initiale seulement l’ordre souhaité pour le modèle. Les modèles ont ensuite été réduits
à des modèles d’ordre plus faible, tout en conservant leurs caractéristiques dynamiques
dans la plage de fréquence d’intérêt. Dans [66], visant à optimiser le modèle obtenu, il
est préconisé d’utiliser les modèles obtenus à partir d’une identification basée sur les
sous-espaces comme étant une estimation initiale pour une identification postérieure
fondée sur la minimisation de l’erreur de prédiction. Cette stratégie n’a pas, pourtant,
apporté à nos modèles des changements remarquables et, pour cette raison, n’a pas été
mentionnée dans le corps du travail. Deux types de modèles ont été extraits de cette
phase d’identification. Le premier, d’un ordre plus petit, est utilisé pour la synthèse
des contrôleurs et, le deuxième, plus complet, pour les validations en simulations.
Une fois les modèles identifiés, la méthode de commande H∞ à sensibilité mixte
a été employée dans le cas du robot avec 2,5 kg de charge sur la nacelle et pour
une trajectoire de 18 g. Utilisant la connaissance du spectre de vibration pour les
perturbations à ce point d’opération, des filtres de pondération ont été choisis pour
l’obtention du contrôleur réduit KSMr. Une analyse a montré que le contrôleur est
très sensible à des variations dans les valeurs des filtres de pondération, ce qui fait que
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le processus de choix de filtre est long. Il faut, aussi, tenir compte du fait que le robot
Par2 a été mécaniquement conçu pour que les vibrations résiduelles soient très faibles
et que, par conséquent, les contrôleurs obtenus essaieront de gagner une petite marge
de réduction sur un système déjà optimisé. Malgré ces difficultés, le contrôleur KSMr
a pu réduire les vibrations dans la direction Y pour le cas nominal, ainsi que pour
les trajectoires de 15 g et 10 g. Cependant, des résultats en simulation ont montré un
manque de robustesse à des variations de charge sur la nacelle.
Une deuxième méthode de commande, synthétisée aussi pour le système nominal
de 2,5 kg et trajectoire de 18 g, a été la commande H∞ Loop Shaping. Cette méthode
a permis de trouver des contrôleurs de manière beaucoup plus rapide que la méthode
précédente, entre autres car les contrôleurs obtenus sont peu sensibles à des variations
des valeurs des filtres de pondération. Le contrôleur obtenu, KLSr, en plus d’amortir
les vibrations pour le système nominal et pour les variations de trajectoires de 15 g
et 10 g, s’est aussi montré efficace pour presque toutes les trajectoires et conditions
de charge correspondant au domaine opératoire. Néanmoins, dans deux cas limites,
le contrôleur KLSr a été inefficace pour atténuer les perturbations. Dans le premier
cas, avec 3,5 kg de charge et une trajectoire de 15 g, la performance du système en
boucle fermée était dégradée par rapport à celle en boucle ouverte. Pour le deuxième
cas, avec la nacelle à vide et pour toutes les trajectoires, la situation était encore pire,
le système en boucle fermée avec le contrôleur KLSr devenant instable (vibrations
persistantes). Une même raison est à l’origine du manque de robustesse pour les deux
situations mentionnées : la saturation des actionneurs piézoélectriques. Deux solutions
ont été mises en oeuvre pour faire face à ce problème de saturation des actionneurs.
La première solution consistait en un nouveau choix des filtres de pondération,
permettant l’obtention d’un contrôleurH∞ Loop Shaping plus "doux", nommé KLSdr.
Contrairement à l’effort de commande dont les saturations ont été vérifiées en utilisant
le contrôleur KLSr, le contrôleur KLSdr ne présente que peu ou pas de saturation pour
les cas limites. Cependant, dû au fait d’être moins énergétique, ses performances dans
les autres points d’opération sont légèrement dégradées.
L’autre solution adoptée a été la modification du contrôleur KLSr avec l’inclusion
d’un terme anti-windup. Ce terme ne change l’action du contrôleur que lorsque l’ac-
tionneur est saturé. Pour le cas limite du système à 3,5 kg de charge et trajectoire de
15 g, la réduction des vibrations utilisant le contrôleur KLSr avec anti-windup a été
comparable à celle obtenue en utilisant le contrôleur KLSdr. Le contrôleur KLSr avec
anti-windup a fourni une performance légèrement supérieure à celle du contrôleur
KLSdr dans les cas du système à vide. Considérant que, en l’absence de saturation,
Conclusion Générale 127
l’action anti-windup reste inactive, les performances du contrôleur KLSr avec anti-
windup dans les autres points d’opération ne devraient pas être modifiées par rapport
au cas sans anti-windup. Considérer le contrôleur KLSr avec le terme anti-windup
semble être la meilleure des deux solutions envisagées.
Cependant, même si les résultats expérimentaux ont montré une réponse satis-
faisante, les résultats d’analyse du système à vide utilisant les contrôleurs KLSdr et
KLSr avec anti-windup ne permettent pas de garantir la performance en boucle fer-
mée. Cette conclusion suggère d’envisager l’adoption d’autres configurations pour la
commande du système. Considérant que, traditionnellement dans les applications de
prise et dépose, l’alternance successive entre les situations "nacelle à vide" et "nacelle
chargée" est vérifiée, nous pourrions considérer la synthèse de deux contrôleurs, un
optimisé pour la nacelle à vide, l’autre pour toutes les autres conditions de charge.
Dans les deux cas, l’addition des termes anti-windup servirait à corriger des problèmes
lors d’éventuelles saturations.
Perspectives pour des travaux futurs
Cette thèse a montré que l’utilisation d’actionneurs piézoélectriques pouvait effec-
tivement permettre de réduire les vibrations aux points d’arrêt d’un robot parallèle
pour des opérations de prise et dépose à haute vitesse. C’était un objectif majeur
de ce travail et il a été atteint. Il n’en demeure pas moins que cela reste un travail
préliminaire et qu’il pourrait être prolongé dans plusieurs directions :
– Utilisation d’une méthode d’identification en continu, tel que la toolbox CONT-
SID (CONtinuous-Time System IDentification) [39] de MATLAB R©, permet-
tant l’identification des modèles paramétriques à temps continu directement à
partir des données expérimentales échantillonnées. Ce type de méthode possède,
entre autres avantages, une sensibilité aux problèmes de mauvais conditionne-
ment numérique beaucoup plus faible que les approches discrètes.
– Prise en compte des incertitudes structurées considérant, en plus de l’incer-
titude non-paramétrique à haute fréquence, des variations autour des valeurs
identifiées pour les modes de résonance du modèle flexible. Dans ce mémoire,
les analyses de stabilité et de performance robustes ont été réalisées a posteriori
(en simulation numérique puis de manière expérimentale) car la seule garantie
lors de la synthèse du contrôleur était la stabilité des fonctions de transfert com-
prises dans une borne conservative autour du modèle nominal. Le conservatisme
pourrait être réduit en rajoutant plus d’informations sur le modèle, comme par
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exemple en définissant des bornes réalistes sur les variations potentielles d’un
ou de plusieurs modes de résonance du système. Cela permettrait, par exemple,
d’essayer de trouver un contrôleur unique pour toutes les charges (à vide jus-
qu’à 3,5 kg), considérant que le premier mode de résonance varie entre 19 Hz
et 34 Hz. Il n’est cependant pas sûr qu’un tel contrôleur puisse être obtenu.
Dans le cas positif, la stabilité serait assurée a priori pour toutes les conditions
de charge. De plus, en utilisant les techniques de µ-synthèse, la performance
robuste pourrait aussi être assurée au préalable [46].
– Exploiter des stratégies anti-windup plus élaborées, tel que les anti-windup dy-
namiques [96], [106]. En effet, la stratégie anti-windup mise en oeuvre dans
cette thèse avait pour but principal d’étudier la faisabilité d’une telle approche.
Autant l’analyse du système bouclé saturé que la synthèse des contrôleurs anti-
windup méritent d’être étendues pour mieux prendre en compte les spécificités
du problème : modèle de perturbation considéré, modèle de l’actionneur utilisé
pour l’analyse ou la synthèse, couplage entre les performances du contrôleur
nominal et l’impact de l’anti-windup...
– Etendre la synthèse des contrôleurs au cas multi-variable. La commande dans
la direction Y avec l’actionneur piézoélectrique A1A2 a été efficace sans trop
affecter les directions X et Z. Cependant, considérant que les techniques utili-
sées pour l’identification et la commande du robot peuvent être naturellement
étendues au cas multivariable, on peut envisager l’utilisation des actionneurs
piézoélectriques collés autour des autres bras du robot comme entrées de com-
mande, avec les trois directions de l’espace comme sortie. Un des problèmes
à résoudre sera de convenablement choisir les entrées de commande, sachant
que les limitations matérielles permettent jusqu’à quatre entrées de commande
indépendantes, et que les huit actionneurs piézoélectriques collés sur les huit
éléments des bras sont couplés.
Annexe A
Réduction équilibrée
Dans certaines situations, lorsque l’ordre d’un modèle est trop élevé, une approxi-
mation peut être envisagée au moyen d’une technique de réduction de modèles. Il
existe de nombreuses stratégies pour la réduction de modèles, comme par exemple la
troncature modale, l’approximation rationnelle de la norme de Hankel et la méthode
des perturbations singulières [46]. Cette dernière possède l’avantage de bien approxi-
mer les gains aux basses fréquences. Dans toutes les stratégies de réduction, il faut
d’abord réécrire le système sous la forme d’une réalisation équilibrée, de manière à
égaliser les poids des grammiens de commandabilité et d’observabilité sur les modes
du système [110].
Considérons un système représenté par
G(s) := C(sI − A)−1B +D :=
[
A B
C D
]
(A.1)
avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m et [A,B,C] une réalisation
minimale.
A.1 Réalisation équilibrée
Le système (A.1) est une réalisation équilibrée [46] si les solutions P et Q des
équations de Lyapunov
{
AP + PAT +BBT = 0
ATQ+QA+ CTC = 0
(A.2)
129
130 Chapitre A – Réduction équilibrée –
sont telles que P = Q = diag1(σ1, σ2, . . . , σn) := Σ, avec σ1 ≥ σ2 ≥ . . . ≥
σn ≥ 0. P et Q sont appelés les grammiens de commandabilité et d’observabilité,
respectivement, tandis que les σi, i = 1, . . . , n, sont les valeurs singulières de Hankel.
Pour un système équilibré, les grammiens sont égaux et diagonaux.
Le système (A.1) dans une base quelconque peut être réécrit sous la forme d’une
réalisation équilibrée en utilisant l’algorithme suivant [46] :
– Calculer les grammiens P et Q à travers des équations (A.2) ;
– À partir de Q, calculer une factorisation de Cholesky R, c’est-à-dire, Q = RTR ;
– Former la matrice définie positive RPRT et la diagonaliser, telle que RPRT =
UΣ2UT , avec U une matrice orthonormale et Σ = diag(σ1, σ2, . . . , σn), σ1 ≥
σ2 ≥ . . . ≥ σn ≥ 0 ;
– Soit T une transformation de similarité donnée par T = Σ−
1
2UTR. Le système
[TAT−1, TB,CT−1] est une réalisation équilibrée.
A.2 Réduction par la méthode de perturbations sin-
gulières
Considérons que le système (A.1) est une réalisation équilibrée avec Σ = diag(Σ1,Σ2),
Σ1 = diag(σ1, . . . , σr), Σ2 = diag(σr+1, . . . , σn) et σr > σr+1. Les matrices A, B et C
peuvent être partitionnées par rapport à Σ comme
A =
[
A11 A12
A21 A22
]
, B =
[
B1
B2
]
et C =
[
C1 C2
]
(A.3)
Définissons


Ar = A11 − A12A−122 A21
Br = B1 − A12A−122 B2
Cr = C1 − C2A−122 A21
Dr = D − C2A−122 B2
(A.4)
Le système réduit Gr(s) donné par
Gr(s) = Cr(sI − Ar)−1Br +Dr (A.5)
1diag(a1, . . . , an) représente une matrice diagonale d’ordre n avec ai son i-ème élément diagonal.
A.2 – Réduction par la méthode de perturbations singulières – 131
est une approximation par perturbations singulières de G(s). Seules les r premières
valeurs singulières de Hankel du système original G(s) sont conservées. Ces sont les
valeurs qui représentent le mieux la dynamique du système2, étant en même temps
les plus commandables et les plus observables.
2Les valeurs singulières de Hankel sont utilisées comme une mesure de l’énergie du système [93].
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Annexe B
Modèles pour les synthèses des
contrôleurs
Cette annexe fournit les modèles continus utilisés dans les chapitres 3 et 4 pour
la synthèse des contrôleurs (mod ctrl).
– mod ctrl vide
Gctrlvide(s) =
−0.07(s− 1140)(s+ 32.22)(s2 + 30.12s+ 4.63e4)(s2 + 7.12s+ 1.75e5)
(s2 + 19.74s+ 3.22e5)(s2 + 19.88s+ 5.58e5)(s2 + 65.33s+ 9.97e5)
(s2 − 1518s+ 1.64e6)(s2 + 5.04s+ 1.35e6)(s2 + 31.06s+ 1.54e6)(s2 − 517.6s+ 1.92e6)
(s2 + 10.24s+ 4.42e4)(s2 + 778.2s+ 2.45e5)(s2 + 16.28s+ 1.75e5)
(s2 + 31.46s+ 3.18e5)(s2 + 489.2s+ 4.74e5)(s2 + 19.64s+ 5.85e5)
(s2 + 77.21s+ 1.07e6)(s2 + 148.7s+ 1.34e6)(s2 + 7.74s+ 1.37e6)(s2 + 16.19s+ 1.55e6)
– mod ctrl 2kg
Gctrl2kg(s) =
−0.28(s− 893.3)(s2 + 5.87s+ 8224)(s2 + 62.45s+ 1.93e5)(s2 − 407.1s+ 2.46e5)
(s2 + 33.14s+ 3.49e5)(s2 − 19.71s+ 7.19e5)(s2 − 15.52s+ 8.92e5)(s2 + 122.5s+ 1.02e6)
(s+ 2655)(s2 + 18.34s+ 2.2e4)(s2 + 14.43s+ 1.69e5)(s2 + 25.56s+ 3.28e5)
(s2 + 98.88s+ 6.08e5)(s2 + 76.43s+ 6.75e5)(s2 + 24.3s+ 8.9e5)(s2 + 206.8s+ 1.29e6)
– mod ctrl 3,5kg
Gctrl3,5kg(s) =
−0.012(s− 722.9)(s+ 74.46)(s2 + 27.41s+ 1.55e4)
(s2 + 26.05s+ 1.75e5)(s2 + 14.31s+ 3.38e5)(s2 + 25.8s+ 5.33e5)(s2 + 61.79s+ 6.9e5)
(s2 − 699.5s+ 1.01e6)(s2 + 36.76s+ 9.14e5)(s2 + 16s+ 1.67e6)(s2 − 3025s+ 4.27e6)
(s2 + 5.74s+ 1.58e4)(s2 + 255.5s+ 1.52e5)(s2 + 46.1s+ 1.8e5)
(s2 + 23.9s+ 3.41e5)(s2 + 221.2s+ 3.98e5)(s2 + 25.49s+ 5.49e5)
(s2 + 36.89s+ 6.77e5)(s2 + 22.41s+ 9.04e5)(s2 + 307.8s+ 1.44e6)(s2 + 7.18s+ 1.71e6)
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Annexe C
Sur l’analyse et la synthèse de
contrôleurs anti-windup pour les
systèmes saturés
Cette annexe précise les conditions utilisées dans les sections 4.6.2 et 4.6.4 pour
l’analyse et la synthèse de contrôleurs anti-windup dans le contexte de systèmes li-
néaires bouclés à travers une saturation en position de l’actionneur. Ces conditions
sont directement issues de [96], mais particularisées au cas de l’étude. En effet, la
perturbation n’affecte que la sortie du système piézo-électrique (G), mais est issue
d’un filtre W avec une perturbation d’énergie finie en entrée, permettant de préciser
le spectre de fréquences excitant le système.
Soit le système linéaire invariant dans le temps décrit par{
x˙G(t) = AGxG(t) +BGu(t)
yG(t) = CGxG(t) +DGu(t) +DDd(t)
(C.1)
avec xG ∈ ℜnG , u ∈ ℜmu , et yG ∈ ℜpy . L’entrée de perturbation d ∈ ℜmd est la sortie
d’un filtre décrit par {
x˙W (t) = AWxW (t) +BWw(t)
d(t) = CWxW (t) +DWw(t)
(C.2)
avec xW ∈ ℜnW et w ∈ ℜ est un bruit blanc. Le système (C.1) est interconnecté avec
le contrôleur K de dimension nK décrit par{
x˙K(t) = AKxK(t) +BKuK(t) + vx(t)
yK(t) = CKxK(t) +DKuK(t) + vy(t)
(C.3)
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Dans ce système, les entrées vx et vy permettent d’introduire les termes d’anti-windup
qui seront utilisés lors de le retouche du contrôleur. En absence de saturation, l’inter-
connexion de G et K est telle que
uK(t) = yG(t) , u(t) = yK(t) , vx(t) = 0 , vy(t) = 0 (C.4)
Sous l’hypothèse de bien-posé, la matrice dynamique du système bouclé non contraint,
A =


AG +BG∆
−1DKCG BG∆
−1CK BG∆
−1DKDDCW
BK(Ipy +DG∆
−1DK)CG AK +BKDG∆
−1CK
BK(Ipy+
DG∆
−1DK)DDCW
0 0 AW


(C.5)
avec
∆ = Imu −DKDG
est asymptotiquement stable. Considérant à présent que l’entrée du système est sou-
mise à des limitations en amplitude
− u0(i) ≤ u(i)(t) ≤ u0(i), u0(i) > 0, i = 1, · · · ,mu (C.6)
l’entrée du système commandé G est interconnectée avec la sortie du contrôleur K à
travers la non-linéarité
u(t) = sat(yK(t)) (C.7)
avec la fonction saturation définie classiquement, ∀ i = 1, · · · ,mu, par
sat(yK(i)) = sign(yK(i))min(|yK(i)|, u0(i)). (C.8)
Pour la synthèse anti-windup, on considère une stratégie directe statique dans
laquelle les signaux vx et vy sont définis de la manière suivante[
vx(t)
vy(t)
]
= Daw(sat(yK(t))− yK(t)) (C.9)
En notant x(t) =

 xG(t)xK(t)
xW (t)

 et φ(yK(t)) = (sat(yK(t))− yK(t)), le système s’ex-
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prime en boucle fermée sous la forme :


x˙(t) = Ax(t) + (Bφ + BvDaw)φ(yK(t)) + Bww(t)
yK(t) = Cyx(t) + (Dy +DyvDaw)φ(yK(t)) +Dyww(t)
z(t) = yG(t) = Czx(t) + (Dz +DzvDaw)φ(yK(t)) +Dzww(t)
(C.10)
avec
Bφ =

 BG(Imu +∆
−1DKDG)
BKDG(Imu +∆
−1DKDG)
0


Bv =


BG∆
−1
[
0 Imu
]
BKDG∆
−1
[
0 Imu
]
+
[
InK 0
]
0


Bw =

 BG∆
−1DKDDDw
BK(DG∆
−1DK + Ipy)DDDw
0


Cy =
[
∆−1DKCG ∆
−1CK ∆
−1DKDDCW
]
Dy = ∆−1DKDG
Dyv = ∆−1
[
0 Imu
]
Dyw = ∆−1DKDDDw
Cz =
[
(Ipy +DG∆
−1DK)CG DG∆
−1CK (DD +DG∆
−1DKDD)CW
]
Dz = DG(Imu +∆−1DKDG)
Dzv = DG∆−1
[
0 Im
]
Dzw = (DD +DG∆−1DKDD)Dw
La proposition suivante permet de donner une solution tout autant au problème
d’analyse de la stabilité du système bouclé (avec ou sans anti-windup) que de synthèse
d’un contrôleur anti-windup statique, dans le cas local1, 2.
Proposition C.0.1. Si il existe une matrice symétrique définie positiveW ∈ ℜ(nG+nK)×(nG+nK),
une matrice Z ∈ ℜmu×(nG+nK), une matrice diagonale positive S ∈ ℜmu×mu, une ma-
1"Local" signifie qu’on ne vérifie la stabilité que localement, dans un ensemble invariant et contrac-
tif.
2Le cas global peut être directement étendu en considérant Z = 0 et en enlevant l’inégalité (C.12).
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trice E ∈ ℜ(nK+mu)×mu et un scalaire positif γ tels que les conditions


WA′ +AW BφS + BvE −WC′y − Z ′ Bw WC′z
⋆
−2S −DyS − SD′y
−DyvE − E ′D′yv
−Dyw SD′z + E ′D′zv
⋆ ⋆ −I D′zw
⋆ ⋆ ⋆ −γI

 < 0 (C.11)
[
W Z ′(i)
⋆ δu20(i)
]
≥ 0, i = 1, ...,mu (C.12)
sont satisfaites, alors, le contrôleur statique anti-windup Daw = ES
−1 est tel que,
pour xG(0) = 0, xK(0) = 0, w(t) borné en énergie (‖w‖22 ≤ δ−1), les trajectoires du
système bouclé (C.10) restent dans l’ensemble
E(W−1, δ) =



 xGxK
xW

 ∈ ℜnG+nK+nW ; [x′G x′K x′W ]W−1

 xGxK
xW

 ≤ δ−1


et le transfert de w vers yG est de gain L2 fini avec∫ T
0
yG(t)
′yG(t) dt ≤ γ
∫ T
0
w(t)′w(t) dt,∀T ≥ 0.
De plus, lorsque w(t) = 0, l’ensemble E(W−1, δ) est une région de stabilité asympto-
tique pour le système saturé (C.10).
Preuve : La preuve est donnée dans [96] dans un cas plus général (Proposition 7.4,
pages 294-295).
Pour l’analyse du système saturé sans anti-windup (Daw = 0), on considère les
conditions (C.11)-(C.12) avec E = 0. On peut résoudre un simple problème de faisa-
bilité (le contrôleur est-il stabilisant pour le niveau de perturbation envisagé décrit à
travers δ ?) ou résoudre des problèmes d’optimisation : quelle est la borne maximum
sur le niveau d’atténuation (min γ) pour un δ borné ? Quelle est la plus grande per-
turbation admissible (min δ) pour laquelle la stabilité du système saturé est préservée
(avec un gain L2 maximum du transfert de la perturbation vers la sortie contrôlée
fixé a priori) ?
Par extension, dans le cas de la synthèse saturé avec anti-windup (Daw fixé),
on considère les conditions (C.11)-(C.12) avec E = DawS. Enfin, dans le cas de la
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synthèse anti-windup, on pourra s’intéresser à la synthèse d’un contrôleur anti-windup
statique Daw pour lequel le niveau de perturbation admissible sera optimisé (min δ).
Les conditions données dans la Proposition C.0.1 peuvent être étendues en consi-
dérant que la perturbation w (à travers la sortie du filtre d) agit aussi sur la dynamique
du système et/ou du contrôleur, sur la sortie du contrôleur. Elles peuvent aussi être
étendues dans le cas de la synthèse (ou de l’analyse) d’un contrôleur anti-windup
dynamique [96]. D’autres méthodes de synthèse sont aussi disponibles dans [106].
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Le robot parallèle Par2, conçu pour des opérations industrielles de prise et dépôt à haute 
vitesse et haute précision, subit des vibrations importantes à la fin d'un déplacement. Pour 
minimiser ces vibrations, l'utilisation d'éléments piézo-électriques autour des bras du robot est 
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robustesse des contrôleurs est ensuite testée pour différentes trajectoires et conditions de 
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vibrations, the use of piezoelectric patches wrapped around the robot arms is proposed. The 
open loop identification of the flexible modes of the robot, charged with 2,5kg and at the stop 
position, is performed by means of a subspace-based technique. Two models are identified, 
one for the controller synthesis and another one for validation in simulation. Some stabilizing 
controllers are obtained and compared for two control strategies: mixed H∞ sensitivity and H∞ 
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