Abstract-The representation of document content is very important factors in retrieval process. The failure to create a good knowledge representation will definitely lead to failure in terms of its retrieval no matter how good the retrieval engine is. Therefore, this research focused on creating a reliable knowledge representation for our retrieval engine. We are using skolem to capture the information conveyed by multiple text documents and used skolem as an index language. This research also focuses on utilizing the skolem index as its knowledge representation in its question answering system. The system is capable of retrieving the answer as well as states the exact document in which the answer is derived from.
INTRODUCTION
Information retrieval systems provide the user with document that best satisfy their information need. The requirements of users have changed from just document retrieval to exact answer retrieval. They no longer want the result of their query to be retrieved in terms of set of documents. What they need is a short and specific answer with some supporting documents in order to support the retrieved answer [1, 2] . It is doubtful that IR methods will be very useful to accommodate these needs. That is why, we have developed a system that is capable of retrieving the answer and takes us to the exact document in which the answer is derived from. Since this research is dealing with multiple documents, these documents have to index in a specific manner for the retrieval task to be accomplished successfully. In order to achieve this, a technique is created in semantically indexing the knowledge representation of each document.
II. LITERATURE REVIEW
Information retrieval systems are concerned in providing the most relevant documents to user's query. There are many approaches have been proposed in the literature in order to increase retrieval effectiveness. Initial IR methodology based on keywords manually assigned to documents and on complex Boolean queries [3] . In the year 1970 onwards, automatic indexing and natural language queries gained its popularity. Documents were indexed by automatically considering all terms in them as independent keywords which is known as the Bag-of-Words (BOW) representation [3] . A lot of semantics in a document or user request is lost when we replace its text with a set of words [4] . Thus, the documents retrieved in response to user request expressed as set of keywords are frequently low in recall value. It has been stated that user's information need no longer be satisfied with search results based on keywords [5] . An alternative way to tackle this problem is to go beyond bag of words and use semantic retrieval.
In order to tackle this problem, utilizing semantic retrieval improves the effectiveness of IR or QA systems. Even most IR researchers would agree that better search results can be obtained by targeting the semantics underlying each document [5, 6] . It managed to increase the recall of retrieval and has a positive impact on retrieval precision. Users of information retrieval or QA systems no longer searching for words, they are in fact looking for content. They are also interested in relationships among entities. These entities typically include people, organizations and locations [7, 8] .
The idea that meaning representation could be used to index and in retrieval process is not entirely new. Researches have been done in indexing concepts [9, 10] , word senses [11] and integrating word relationships into language model [12] . Besides these researches, latent semantic indexing managed to identify patterns in the relationships between terms and concepts contained in unstructured collections of text [13] . However, there are few systems that use logic for retrieval. SILOL, a logical linguistic document retrieval system uses first order logic representation in performing document indexing and retrieval process [14] . Besides that, prototype passage retrieval system (LogDog), have used logic with simple ontology as knowledge representation language for searching and indexing language [15] . On the other hand, Rabiah[2008] have used skolem representation to retrieve answer for reading comprehension.
However, then notion of skolem representation is still less widespread. Thus, we have extended the work of [16] in which to use the skolem representation in question answering system which deals with multiple documents. In order to achieve this, we have created a technique in order to index these skolems and used it in question answering system in order to retrieve answer that suites the question posed.
III. USING SKOLEM AS INDEX LANGUAGE
A typical option in searching for a basic query is to scan the text sequentially. Sequential searching involves finding the occurrences of a pattern in a text when the text is not preprocessed. The next option is to create indices to speed up the search [17, 18] . The process of building and maintaining index when dealing with multiple document text is worthwhile [19] . In order to create these indexes, keywords have been vastly used. It is proven that no matter how much of statistical sophistication applied to the bare keywords, it will not be able to recover the information that was cast away during the keyword extraction [15] . Realizing this drawback, we have used skolem clauses to be indexed for each document.
As far as Rabiah's [16] work is concerned, a document will be translated to first order logic by using the appropriate grammar and dictionary. Skolem constant generation process will then be executed for each of the first order logic representation.
This process will produce skolem representation for each of the document as shown in figure 1 . We have used Rabiah's [16] The goal of this research is to prove that skolem representation can be used in order to deal with multiple documents. In order to do that, the knowledge in the form of skolem constant that has been retrieved for each document needs to be integrated carefully. Thus, unification process for skolem representation has to be executed as shown in figure 2. Figure 3 shows the overall conceptual model on how multiple text documents will be processed and unified into semantic matrix. Once the skolem have been unified, it will be fed it into semantic matrix through semantic matrix generation process. We have successfully automated the skolem indexing process. For our purpose, we have built a skolem-document matrix where rows represent all the possible skolem constants in the corpus and the columns represent all the documents. The number of occurrences of a normalized skolem in each document is displayed in semantic matrix.
As for other indexing system, this system does not require stemming to be done to the words during its indexing process. The process takes place before the translation of documents to first order logic. Thus, the indexed skolems are all represented solely as base form without the existence of its tenses.
The success of skolem indexing is the fact that complex relationship between words can be expressed (in logic) in which standard IR representations scheme fails to accommodate.
IV. ANSWER RETRIEVAL PROCESS
The semantic matrix indexing that we have successfully created in the previous section will be used as the source that provides answer to the question posed. Once the question has been posed, we used resolution theorem proving technique to retrieve the answer. The question will be used as a theorem to be proven in order to derive to the answer key. Skolem clause binding approach as in [20, 21] will be used to bind all the interrelated skolems together that is bound by the answer key. This binding approach is used as an inference technique that managed to provide explicit and implicit answer to the question posed.
The differences between our research and [16] are, we managed to unify all the skolem representation to single representation [22] and expanded the answer retrieval engine to be able to point from which document that the answer is retrieved from. This capability managed to increase the confidence of users in using the question answering system since the retrieval process managed to show the proof of the retrieved answer.
V. EXPERIMENTAL RESULTS
For this research, we have used the same remedial corpus that has been used by [16] . This Remedial corpus consists of remedial reading materials for grades 3 to 6 and was annotated by the MITRE Corporation [17] . The stories are not bound to any specific domain and covers wide time period from 19 th centuries onwards and wide range of topics including science, natural disasters, economy, sports and the environment. The length of each document story is approximately 150-200 words.
Here is some of the sample answers retrieved from the semantic matrix once the question is posed. The answers will be represented as key skolemize clause and set of skolem clauses as shown below. The document number (Doc no) indicates the document which contains the answer and frequency shows the number of times the answer exist in the document. VI. CONCLUSION
1) When was
In conclusion, this paper has described how multiple text documents can be integrated into single skolem representation and to be used in question answering system. We have successfully automated the skolem indexing process. For future research, we would like to incorporate this research with automatic lexicon generation [23] since the lexicon was generated manually for this research. Besides that, we would like to rank the most relevant document retrieved according to the question posed.
