INTRODUCTION {#rrx087s1}
============

Accurate knowledge of neutron energy spectra has significant usage in much basic research and in many applications such as in nuclear non-proliferation, international safeguarding, nuclear material control, national security and counterterrorism \[[@rrx087C1]\]. The accurate unfolding of neutron spectra increases the sensitivity of assays performed on various nuclear materials \[[@rrx087C2]\]. The use of interrogation and reconstruction techniques for detection of special nuclear materials and neutron sources via energy spectra has been widely investigated \[[@rrx087C3]\].

To unfold a neutron energy spectrum with a high degree of accuracy, the appropriate detector should be selected for accurate simulation of the neutron pulse height distribution. NE-213 liquid scintillation detectors are widely used for fast neutron spectroscopy because of their good linearity, excellent neutron--gamma discrimination property and high light output \[[@rrx087C4]\]. Several studies have been performed in recent years to evaluate the performance of some specialized computational codes for simulation of the neutron pulse height distribution. A full review of papers published about the simulation of neutron pulse height distribution has been presented in the paper published by Hosseini and his colleagues \[[@rrx087C5]\]. The main motivation for the present work was development of a computational code, based on the neuro fuzzy algorithm for energy spectra unfolding of neutron sources, that would have a low calculation cost (i.e. a high degree of accuracy, yet a low execution time). To this end, the required neutron pulse height distribution was calculated using the developed MCNPX-ESUT computational code \[[@rrx087C5]\]. To unfold the energy spectrum of a neutron source via solution of the inverse problem using conventional methods, the neutron response matrix that links the neutron energy spectrum with the pulse height distribution should be known. The inverse problem of determining the radiation source information from simulated/measured detector readings has been investigated by many researchers. Modern unfolding code packages that employ these techniques include MAXED \[[@rrx087C6]\], UNFANA \[[@rrx087C7]\], HEPRO \[[@rrx087C8]\] and FORIST \[[@rrx087C9]\]. Other methods, such as using an artificial neural network \[[@rrx087C3], [@rrx087C10]\], may be used for the unfolding of neutron energy spectra. The unfolded neutron energy spectrum obtained using an artificial neural network has acceptable accuracy \[[@rrx087C10]\]; however, the calculation cost reported in the cited papers is relatively high. The aim of the present work was to develop a computational code that gives highly accurate results with low calculation costs. To this end, in the present paper, neutron energy spectra of neutron sources were reconstructed using a newly developed computational code based on the Adaptive Neuro-Fuzzy Inference System (ANFIS) algorithm. Since ANFIS combines both neural network and fuzzy logic, it is capable of handling complex and non-linear problems. Unlike the situation in conventional neural networks, there is no vagueness in the ANFIS algorithm. The advantage of ANFIS with respect to classical neural networks is that prior knowledge given as fuzzy rules is able to be inserted within the network (rules such as: if temperature is hot then ...), thus providing a high probability of convergence toward a good generalization (the results with high accuracy).

METHODS {#rrx087s2}
=======

Algorithm and procedure for neutron energy spectrum unfolding {#rrx087s2a}
-------------------------------------------------------------

Neutron energy spectra, $\varphi{(E)}$, may be unfolded from the simulated/measured neutron pulse height distribution $\frac{dN}{dH}$ obtained in the NE-213 liquid scintillator detector. How to simulate the neutron pulse height distribution is explained in the sections 'Simulation of the neutron pulse height distribution' and 'Measurement of the neutron pulse height distribution'. The relation between the detector response matrix $R(H,E)$, the neutron pulse height distribution $\frac{dN}{dH}$ and the neutron energy spectrum $\varphi{(E)}$ is given by the Fredholm integral equation \[[@rrx087C11]\] as Eq. ([1](#rrx087M1){ref-type="disp-formula"}): $$\frac{dN}{dH} = \int{R(H,E)\varphi{(E)} dE}$$

When the spectrum is recorded by a multichannel analyzer, Eq. ([1](#rrx087M1){ref-type="disp-formula"}) takes the discrete form as Eq. ([2](#rrx087M2){ref-type="disp-formula"}): $$N_{i} = {\sum\limits_{j}{R_{ij}\varphi_{j}}}$$where $N_{i}(i = 1, 2,...,n)$ are the recorded counts on *i*th channel, $\varphi_{j}(j = 1, 2,...,m)$ is the energy spectrum in the *j*th energy interval, and $R_{ij}$ is the response matrix coupling the *i*th pulse height interval with the *j*th energy interval. Eq. ([2](#rrx087M2){ref-type="disp-formula"}) may be transformed into matrix notation as in Eq. ([3](#rrx087M3){ref-type="disp-formula"}): $$\overline{N} = \overline{\overline{R}}\overline{\varphi}$$where $\overline{N} = {(N_{1}, N_{2},...,N_{n})}^{T},\overline{\varphi} = {(\varphi_{1},\varphi_{2},...,\varphi_{m})}^{T}$. Also, $\overline{\overline{R}}$ is the response matrix with size $n \times m$. Both Eqs ([2](#rrx087M2){ref-type="disp-formula"}) and ([3](#rrx087M3){ref-type="disp-formula"}) need to be inverted in order to obtain the neutron spectrum from the simulated neutron pulse height distribution $(\overline{N})$, and it can be presented as a mapping from the simulated *n*-dimensional space of the detector response to the *m*-dimensional space of the neutron energy spectrum. The task of determining the unknown $\overline{\varphi}$ from the observable $\overline{N}$ presents an ill-conditioned problem. To unfold the spectrum, several mathematical methods and computing algorithms such as Monte Carlo \[[@rrx087C12]\], genetic algorithm \[[@rrx087C13]\] and artificial neural networks \[[@rrx087C3], [@rrx087C10]\] have been used. Unfolding of neutron energy spectra using artificial neural network has a relatively high calculation cost \[[@rrx087C10]\]. The main aim of the present work was development of a computational code based on a neuro-fuzzy algorithm in order to obtain highly accurate results with a low calculation cost. To this end, energy spectra of neutron sources were unfolded using a computational code based on the ANFIS algorithm, as described in the following.

An Adaptive Neuro-Fuzzy Inference System or adaptive network-based fuzzy inference system (ANFIS) is a kind of artificial neural network that is based on Takagi--Sugeno fuzzy inference system. The main concept in the ANFIS algorithm is eliminating some disadvantages of lonely-used of each fuzzy inference system and artificial neural network algorithms. The advantages of both mentioned algorithms are used to improve the effectiveness of the proposed algorithm in different applications such as modelling, control and classification \[[@rrx087C6]--[@rrx087C9]\]. ANFIS is considered to be a universal estimator for complex linear and non-linear systems \[[@rrx087C14]\]. The operation of ANFIS looks like that of a feed-forward back-propagation network. Output of the system is calculated forward, while premise parameters are calculated backward. Output variables are obtained by applying fuzzy rules to fuzzy sets of input variables. For example, the two rules associated with the structure in Fig. [1](#rrx087F1){ref-type="fig"} will be as follows: Rule 1: If *x*~1~ is A~11~ and *x*~2~ is A~21~ then *f*~1~ = *p*~1~*x*~1~ + *q*~1~*x*~2~ + *r*~1~Rule 1: If *x*~1~ is A~12~ and *x*~2~ is A~22~ then *f*~2~ = *p*~2~*x*~1~ + *q*~2~*x*~2~ + *r*~2~

![The structure of ANFIS, consisting of five layers.](rrx087f01){#rrx087F1}

As shown in Fig. [1](#rrx087F1){ref-type="fig"}, ANFIS is structured into five layers:

**Layer 1**

Each node in this layer consists of a membership function *A*~i~. The input for each node in this layer is *x*~i~ (one of system input), and the output is a number between 0 and 1 that shows the degree to which *x*~i~ satisfies *A*~k~. *A*~i~ is a linguistic variable such as 'small', 'big', etc.

**Layer 2**

The output of nodes in this layer is the product of their inputs. For example $W_{1} = A_{1}{(x_{1})} \times A_{3}{(x_{2})}$. Actually, the output of these nodes can be the application of any T-norm operator.

**Layer 3**

The output of the nodes in this layer is the ratio of the corresponding *W*~i~ (defined in Eq. ([4](#rrx087M4){ref-type="disp-formula"})) to the sum of all *W*~k~: k = 1: *n*. $${\overline{W}}_{1} = \frac{W_{1}}{W_{1} + W_{2}}$$

**Layer 4**

The output of the nodes in this layer are as determined by Eq. ([5](#rrx087M5){ref-type="disp-formula"}): $$o_{i} = {\overline{W}}_{i} \times f_{i} = {\overline{W}}_{i} \times (p_{i}x_{1} + q_{i}x_{2} + r_{i})$$where ${\overline{W}}_{i}$ is the output of the previous layer and $\left\{ {p_{i},q_{i},r_{i}} \right\}$ is the parameter set that is computed within the learning mechanism. There are two popular learning methods for ANFIS: the hybrid learning method and the back-propagation learning method.

**Layer 5**

The single node in this layer is used to compute the overall output of the system via Eq. ([6](#rrx087M6){ref-type="disp-formula"}): $$f(x_{1},x_{2}) = {\sum\limits_{i}o_{i}} = \sum\limits_{i}{{\overline{W}}_{i} \times f_{i}}$$

Computation of the parameters can be performed using various learning algorithms such as gradient descent or evolutionary. In the learning phase, parameters are selected so that the modeling error is minimized.

As shown in Fig. [1](#rrx087F1){ref-type="fig"}, ANFIS is used for modeling MISO (multiple-input single-output) systems. In the present problem, there is a MIMO (multiple-input multiple-output) system with 52 inputs and 52 outputs. Therefore, it is necessary to break the MIMO system into several simpler MISO systems. Each MISO system can be modeled with the ANFIS algorithm. The main steps are shown in Fig. [2](#rrx087F2){ref-type="fig"}.

![Applying ANFIS requires breaking a MIMO system down into simpler MISO systems.](rrx087f02){#rrx087F2}

Simulation of the neutron pulse height distribution {#rrx087s2b}
---------------------------------------------------

As explained earlier, to reconstruct the energy spectrum of a neutron source, the neutron pulse height distribution in the detector should be known. Here, the neutron pulse height distributions of 4300 different energy spectra randomly generated by neutron sources (as detected by a NE-213 scintillator detector) were simulated using the developed MCNPX-ESUT computational code \[[@rrx087C5]\]. A database that included both simulated neutron pulse height distributions and corresponding randomly generated neutron energy spectra was generated.

To compare the simulated neutron pulse height distribution with the corresponding experimental data, the scintillation photon resolution function obtained from the experiment was considered in the simulation. The scintillation photon resolution $\frac{\Delta L}{L}$ of the detector was parameterized \[[@rrx087C5], [@rrx087C15]\] in terms of the scintillation photon output $L$ (in MeVee) as Eq. ([7](#rrx087M7){ref-type="disp-formula"}) \[[@rrx087C16]\]: $$\frac{\Delta L}{L} = \sqrt{\alpha^{2} + \frac{\beta^{2}}{L} + \frac{\gamma^{2}}{L^{2}}}$$where the parameter $\alpha$ is a dimensionless quantity, and $\beta$ and $\gamma$ have the units (MeVee)^0.5^ and MeVee, respectively.

The presented scintillation photon resolution function in Eq. ([7](#rrx087M7){ref-type="disp-formula"}) includes various components, such as the locus-dependent scintillation photon transmission from the scintillator to the photocathode (first term), the statistical variation of the conversion of scintillation photons to photoelectrons (second term) and the noise contributions from the dynode chain (third term). The parameters $\alpha$, $\beta$ and $\gamma$ in the present study were calculated by fitting a Gaussian function into the Compton edge of the considered known sources: ^137^Cs, ^22^Na and ^60^Co. For each fitted Gaussian function, the related Full Width at Half Maximum (FWHM) was calculated. Fig. [3](#rrx087F3){ref-type="fig"} shows the variations in the calculated $\frac{\Delta L}{L}$ vs light. The calculated values for the light resolution parameters $\alpha$, $\beta$ and $\gamma$, through comparison of Fig. [3](#rrx087F3){ref-type="fig"} and Eq. ([7](#rrx087M7){ref-type="disp-formula"}), are 0.1345, 0.1982 and 0.02, respectively. To validate the performed simulation using MCNPX-ESUT computational code, the neutron pulse height distributions due to ^252^Cf and ^241^Am-^9^Be sources in an organic liquid scintillator NE-213 (5.08 cm, in height and 5.08 cm in diameter) were simulated.

![Variation of detection resolution vs scintillation light output.](rrx087f03){#rrx087F3}

Measurement of the neutron pulse height distribution {#rrx087s2c}
----------------------------------------------------

The simulated neutron pulse height distribution should be validated against the experimental data. To measure the neutron pulse height distribution in the mixed neutron and gamma fields, such as from the ^241^Am-^9^Be source, neutron--gamma discrimination should be performed using an appropriate experimental set-up. Our detection system included a liquid scintillator container, a Photomultiplier Tube (PMT),a voltage divider and a magnetic shield. The containers were right cylinders made of aluminum of 5.08 × 5.08 cm in size. Since the dynode chain structure affects the time needed for the electrons to reach the point at which the response signal is generated, the PMT choice has a critical effect on the energy and timing resolution, and is the key factor in pulse shape discrimination. To meet the research requirements, an Electron Tubes, 9814B type PMT (CFP company, Tehran, Iran) was selected. The 9814B is a 5.1 cm diameter, end-window photomultiplier with a blue-green sensitive bialkali photocathode and 12 BeCu dynodes of linear-focused design. To cancel the effect of the Earth's magnetic field on the PMT, a magnetic shield was used, as recommended by the manufacturer. Finally, the optical matching between the cell and the PMT was accomplished with silicon grease. In the present paper, the zero-crossing method \[[@rrx087C17]\] was used for neutron--gamma discrimination for the ^241^Am-^9^Be source. The neutron pulse height distribution resulting from the ^241^Am-^9^Be source was then obtained using the described neutron--gamma discrimination method. The neutron pulse height distribution from the ^252^Cf source was obtained using the same experimental set-up. These experiments were performed at the Radiation Detection Llaboratory located in the Department of Energy Engineering at the Sharif University of Technology.

RESULTS AND DISCUSSION {#rrx087s3}
======================

As explained earlier, the neutron pulse height distribution in the NE-213 detector was required in order to unfold the energy spectrum of the neutron source. Therefore, in the first stage of this research, the neutron pulse height distribution was obtained from the simulation performed using the MCNPX-ESUT computational code and the corresponding experimental method. Figs [4](#rrx087F4){ref-type="fig"} and [5](#rrx087F5){ref-type="fig"} show a comparison between the simulated and measured neutron pulse height distribution of ^252^Cf and ^241^Am-^9^Be neutron sources, respectively. As shown, the simulated and measured neutron pulse height distributions have good agreement. Therefore, the simulated pulse height distribution may be used as input data in the unfolding procedure.

![Comparison of the simulated and measured neutron pulse height distributions from an ^241^Am-^9^Be neutron source.](rrx087f04){#rrx087F4}

![Comparison of the simulated and measured neutron pulse height distributions from a ^252^Cf neutron source.](rrx087f05){#rrx087F5}

The motivation for the present study was the need for procedures that reconstruct the energy spectrum of a neutron source with high accuracy. Since the response matrix is usually close to singular or badly scaled and its condition number is so high, unfolding of the neutron energy spectra via solution of the inverse problem by conventional algorithms leads to results with low accuracy. Therefore, in the present study, a computational code using a neuro fuzzy approach was developed, in which there is no need to solve the inverse problem. After validation of the simulated neutron pulse height distribution using MCNPX-ESUT computational code, it was used to generate the required input data for the training step in the ANFIS algorithm. To this end, the neutron pulse height distributions due to 4300 randomly generated energy spectra (the summation of the values energy spectrum in all bins is unit) were simulated. The simulated neutron pulse height distributions and corresponding neutron energy spectra were used as input and output data in the ANFIS unfolding algorithm. Figure [6](#rrx087F6){ref-type="fig"} displays the unfolded energy spectrum of the ^241^Am-^9^Be source as obtained using developed computational code based on the ANFIS algorithm approach. Also, the unfolded energy spectrum for ^252^Cf as obtained using the described method is presented in Fig. [7](#rrx087F7){ref-type="fig"}. As shown in Figs [6](#rrx087F6){ref-type="fig"} and [7](#rrx087F7){ref-type="fig"}, there is excellent agreement between the unfolded energy spectra output using the ANFIS and ISO data \[[@rrx087C18]\]. Evidence for this claim is provided in Fig. [8](#rrx087F8){ref-type="fig"}, in which the difference between the neutron energy spectra (unfolded and ISO) is presented. As shown, the size of the errors for calculations performed using ANFIS is much smaller than the errors reported in the previously published works \[[@rrx087C14], [@rrx087C19]\]. As displayed in Figs [6](#rrx087F6){ref-type="fig"}--[8](#rrx087F8){ref-type="fig"}, the unfolded energy spectra of a neutron sources obtained using ANFIS are more accurate than the results obtained in the previously published paper by Hosseini \[[@rrx087C10]\]. The more accurate simulated neutron pulse height distributions lead to unfolding of the neutron energy spectra with greater accuracy. However, dependency of the accuracy of the unfolded neutron energy spectrum on the accuracy of the neutron pulse height distribution using the developed algorithm in the present work is less than when using iterative algorithms. From a computational cost point of view, it should be noted that the running time of the developed computer code based on the ANFIS algorithm for 4300 spectra is close to 1 min, whereas the same calculation using an artificial neural network based on logsig and tansig transfer functions takes 45 min.

![Comparison of the unfolded neutron spectra of an ^241^Am-^9^Be neutron source, the ISO data and the results reported in the previously published paper \[[@rrx087C10], [@rrx087C18]\].](rrx087f06){#rrx087F6}

![Comparison of the unfolded neutron spectra of an^252^Cf neutron source, the ISO results and the results reported in the previously published paper \[[@rrx087C10], [@rrx087C18]\].](rrx087f07){#rrx087F7}

![Difference between the unfolded and actual neutron energy spectra.](rrx087f08){#rrx087F8}

CONCLUSION {#rrx087s4}
==========

In this study, the energy spectra of neutron sources was reconstructed using the developed computational code based on the ANFIS algorithm. The developed MCNPX-ESUT computational code was used to simulate the neutron pulse height distribution in an NE-213 scintillator detector. Comparison between the reconstructed energy spectra and reference data for ^252^Cf and ^241^Am-^9^Be confirms the correctness of the calculation. The results obtained from the developed computational code based on the ANFIS method have excellent agreement with the reference data. Accurate knowledge of neutron energy spectra is of great importance in much basic research and in many applications such as in nuclear non-proliferation, international safeguaringd, nuclear material control, national security and counterterrorism. We conclude that the developed computational code based on the ANFIS algorithm may be considered to be a reliable tool for unfolding the energy spectra of neutron sources.
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