INTRODUCTION
Consider the periodic initial value problem for u = u{x, t), f u t = a(x 9 1, u)u x +f (x, t,u) , t > 0, x e R, (1.1) i [ u(pc, 0) = t; 0 (x). Hère a{% t, M), ƒ(•, /, «), w(* 5 0 and t? o 0 are periodic of period 1. It is assumed that a sufficiently smooth solution exists, see Theorem 1.1, and furthermore that with a positive constant a 0 , (1. 2) a(x, U <x, t)) ^ a 0 > 0 for this solution.
For the numerical treatment of the problem (1.1) we use certain piecewise polynomial spaces. Let \L and k be integers, p, -1 > k ^ 0, and let {/ • h }, i = 0,..., n = A" 1 6Zbea uniform partition of I = [0, 1] depending on the parameter h. Let (supressing A: and h in the notation).
> x € / : the periodic extension of x lies in C k (R) and x | (», ci+o*) is a polynomial of degree ^ ^ -1> * = 0,..., h' 1 -1 }.
Given T > 0 we define a continuous-in-time Galerkin approximation t/(x, t) to the solution of (1.1) as a differentiable map u ;[o, rj-^s 11 such that (1.3) f ^*-l *7(0) gr
given in *S*\ For a and ƒ continuously differentiable with respect to all arguments, ü is well defined in a neighborhood of t = 0, and it will be established in Section 3 that given any compact subset [0, T] of the lifespan of the solution to (1.1) where the solution is sufficiently smooth, U is defined on [0, T] for h sufficiently small.
The result of this paper is the following asymptotic error estimate, where the notation will be defined in Section 2. 
Assume furthermore that U(0) is given such that (1.6)
Then there exists a constant C, independent of C 1 and h t such that for A sufficiently small, ||^-«IU-(0.T;L")< C^Ci + l). We note that the conditions Ü 0 € iï^ and (1.5) imply that u € l/°(0, T; iF). Since [ JE. ^ 2 it is also easy to see that the conditions (1.4) and (1.5) guarantee that the solution to (1.1) is unique.
A DISSIPATTVE GALERKIN METHOD 111
For the actual numerical solution of (1.1) a discretization of the time variable has to be made in (1.3); this is left to the reader. One point of the method (1.3) is that « dissipation » is introduced already at the level of the continuous-intime method. The terminology «dissipation» hère is connected with the usual sensé of the word in finite différence theory in the following way, see Wahlbin [10] for details : When applying the method (1.3), or the ordinary Galerkin method, to the simple équation u t = u x and with S 11 the space of smoothest splines of order \i(k -yi. -2), then both methods can be interpreted, cf. Thomée [9] , as semidiscrete finite différence methods involving the values of the approximat^ solution-at certain meshpeints. For the ordinary Galerkin method the corresponding finite différence operator has order of accuracy 2y> and no dissipation, whereas the method (1.3) leads to a finite différence operator which is accurate of order 2\L -1 and dissipative of order 2JJL. We note that the resuit for the method (1.3) corresponds to the Kreiss stability condition, see Richtmyer and Morton [8, Section 5.4] . The results that the order of accuracy is 2\L, resp. 2y. -1, imply superconvergence at meshpoints. Theorem 1.1 shows that the method (1.3) leads to L 2 -optimal error for all the spaces S* under the condition (1.6) on initial data. For the ordinary Galerkin method, Z, 2 -optimality can be expected e.g. when S 11 is a space of smoothest splines, see Fix and Nassif [6] , whereas, as was shown in Dupont [4] , if one employs the space of Hermite cubics (^ = 4, k = 1) the error is not optimal in L 2 but one loses one power of h in accuracy. Dendy [2] has introduced a method similar to ours-his method gives L 2 optimal error estimâtes if 117(0)-W 0 \\ H i < C 2 h^, where W o is the elliptic projection of v 0 into *S*\ The idea employed in this paper of comparing the Galerkin solution to a certain projection into S 11 of the solution to (1.1) was originated in Wheeler [11] for parabolic problems, and has been used for hyperbolic problems in e.g. Dendy [2] and Dupont [5] . A slightly new twist is required hère in that the projection dépends on the mesh parameter h. For this reason we give the details of Section 2.
The author thanks T. Dupont for pointing out simplifications in the analysis.
PRELIMINARIES
We first introducé some notation. The functions considered are real valued, and C will dénote a generic constant. For J an interval, let The following special notation will be employed :
Our first lemma summarizes some well known properties of the spaces S 11 : Lemma 2.1 (i) There exists a constant C such that given r, 1 < r ^ [i 9 and v a 1-periodic fonction in H[ OC (R), there exists x € S* such that (ii) Inverse property. There exists a constant C such that for any x € S*, IxlU < ch-i || x ||. For a proof of (iii) see the proof of Lemma 3.2 in Douglas, Dupont and Wahlbin [3] .
In the remainder of this section we shall consider the projection operator taking the solution u = u(x, t) of (1.1) into Z(x, t) 9 where Z(x, t) € S 1 * and is defined for each fixed t by 
\u\\ .
It remains to use duality, Nitsche [7] . We can solve the periodic équation y + y x -hy xx = z by a Fourier series expansion, and then (2) (3) (4) (5) (6) IMIi+*IMl2<C||z||.
It follows that for any x e S*,
Thus, if x is choosen via Lemma 2.1 (i), then (2.5) and (2.6) imply that
This complètes the proof of Lemma 2.2. For the next lemma, assume that the hypotheses of Theorem 1.1 hold.
Lemma 2.3
There exists a constant C = C{t\ depending on \a(x, U u (x, t))\\ c i, such that for each fixed t and Using Lemma 2.1 (iii) to chose <]; we obtain By Lemma 2.2 this implies the desired result (2.7).
PROOF OF THE MAIN RESULT
Recall that z = u -Z was defined by (2.3), and let
Theorem 1.1 will follow from the following lemma. Here jj-jjoo dénotes the maximum norm without requirements on continuity. and a Q such that
Bef ore giving the proof of this lemma, we show how Theorem 1.1 follows from it.
Proof of Theorem IJ. First note that since \i> 2> the hypotheses of the theorem and (2.1) imply that the constant C in (3.3) is uniformly bounded for fixed T. Next note that the additional hypothesis (3.2) holds for a short time interval, by the hypothesis on initial data and Lemma 2.2. Also, note that the System (1.3) can be viewed as a System of ordinary differential équations for the coefficients of U in a basis for S*, Hence, see e.g. Birkhoflf and Rota 9 q=u,UorZ,
The notation a{q) x will mean the total derivative. For simplicity we do not write out all dependence in the constants occuring, but leave it to the reader to trace it.
By the hypothesis (3.2) and by (3.4) we may assume that a and ƒ are uniformly Lipschitz continuous in the variable q. Thus 
