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metodi za oceivae parametra pouzdanosti kod sistema sa nezavisnim
stresom i snagom. Takoe su uvedena dva nova modela i izvedene su razne
ocene parametra pouzdanosti svakog od modela. Disertacija je pode	ena
u qetiri glave.
U prvoj glavi se uvode osnovni pojmovi i daju primeri iz realnog
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1.1 Osnovni pojmovi i motivacija
Sistem koji je napadnut stresom X, a brani se snagom Y , zove se dvo-
komponentni sistem. Sistem e opstati ako je snaga vea od stresa.
Verovatnoa da se to desi obeleava se sa R i zove se parametar po-
uzdanosti sistema. U matematiqkom modelu pretpostav	ae se da su X
i Y nezavisne sluqajne veliqine, a za parametar pouzdanosti vaie
da je R = P{X < Y }. Ponekad se R definixe i kao P{X ≤ Y }. Osno-
vni zadatak bie oceivae parametra R za razne raspodele X i Y .
U statistiqkoj literaturi problemi vezani za oceivae parametra
pouzdanosti zovu se stress-strength problemima.
Cela problematika motivisana je raznim primerima iz realnih si-
tuacija, tako da su i primene ovih modela veoma raznovrsne, i to u
industriji, graevinarstvu, vojnoj i saobraajnoj industriji, trgovini,
medicini, farmaciji, psihologiji, itd. Evo nekoliko primera.
Primer 1 (Lloyd i Lipow, 1962) Neka je X maksimalan pritisak u
komori motora rakete koji se dobija pa	eem qvrstog goriva, a Y
izdr	ivost komore motora rakete. Tada je R verovatnoa uspexnog
pa	ea motora rakete.
Primer 2 (Johnson, 1988) Receptor u 	udskom uvu prima zvuk ako je
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jaqi od nekog praga Y . Ako neki izvor emituje zvuk jaqine X, onda je R
verovatnoa da qovek ne quje zvuk koji se emituje.
Primer 3 (McCool, 1991) Neka je X preqnik zavrta, a Y preqnik
navrtke. Tada je R verovatnoa da zavrta odgovara navrtci.
Primer 4 (Genç, 2013) Neka je X maksimalan pritisak izazvan po-
plavom, a Y pritisak koji moe da izdri glavni nosei stub mosta.
Tada je R verovatnoa da se most ne sruxi.
Primer 5 Neka je Y broj proizvoda koji se proizvede za neki vremenski
period, a X broj proizvoda koji se za isti vremenski period proda. Tada
je R verovatnoa da na trixtu ne bude nestaxice tog proizvoda.
Iako se sledei primer ne moe nazvati stress-strength problemom u
pravom smislu tih reqi, egov matematiqki model je isti kao kod tih
problema i zapravo pokazuje xirinu upotreb	ivosti cele teorije.
Primer 6 (Johnson, 1988) Neka je X vreme trajaa ivota nakon
upotebe prvog leka, a Y vreme trajaa ivota nakon upotebe dru-
gog leka za leqee iste bolesti. Tada je R verovatnoa da je drugi lek
bo	i.
1.2 Pregled istraivaa
Istraivaa u ovoj oblasti su poqela sa pionirskim radom koji je
napisao Birnbaum (1956). Prvi radovi su bili posveeni sluqajevima
kada X i Y imaju normalne raspodele, a kasniji su se odnosili na razne
druge raspodele.
Oceivaem parametra R kada X i Y imaju nezavisne normalne
raspodele prvi su se bavili Owen i ostali (1964). Oni su raqunali
gore intervale poverea u sluqaju kada su X i Y sa nepoznatim ali
jednakim disperzijama, a obimi uzoraka na osnovu kojih se oceuje su
jednaki. Za isti taj sluqaj Govindarajulu (1967) je raqunao dvostrane
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intervale poverea. Church i Harris (1970) su se bavili aproksima-
tivnim intervalima poverea u sluqaju kada je raspodela za X poznata.
Taj rad je najverovatnije prvi u qijem se naslovu pomie izraz stress-
strength. Bajesovu ocenu i aproksimativne intervale poverea bazirane
na oj, u sluqaju kada su nepoznata oqekivaa i nepoznate ali jednake
disperzije, izveli su Enis i Geisser (1971). Downton (1973) je izraqunao
jedinstvenu nepristrasnu ocenu sa uniformno minimalnom disperzijom
(JNUMD ocenu). Kako je ta ocena data preko integrala, enu aproksi-
maciju izveli su Woodward i Kelley (1977). Reiser i Guttman (1986,
1987) su predloili dva nova aproksimativna i jedan Bajesov metod za
izraqunavae intervala poverea, kao i jednu vrstu Bajesove ocene, a
sve u sluqaju nepoznatih oqekivaa i nepoznatih i ne obavezno jednakih
disperzija. U tom sluqaju, novi aproksimativni metod za izraqunavae
intervala poverea dobijen na osnovu p vrednosti nekog testa izveli
su Weerahandi i Johnson (1992). Pod pretpostavkom da X i Y imaju
jednake, u jednom sluqaju poznate, u drugom sluqaju nepoznate, koefici-
jente varijacije Gupta i ostali (1999) su izveli ocene metodom maksi-
malne verodostojnosti (MV ocene). Takoe su izveli asimptotske inter-
vale poverea. Guo i Krishnamoorthy (2004) su pronaxli novi metod
za konstrukciju aproksimativnih intervala poverea, dok je Barbiero
(2011) izveo bootstrap i nekoliko asimptotskih intervala poverea.
Izraz za R kada su X i Y nezavisne sluqajne veliqine koje imaju
eksponencijalne raspodele izveli su ve pomiani Enis iGeisser (1971).
Oni su izraqunali MV ocenu za R, Bajesovu ocenu, kao i egzaktne i Ba-
jesove intervale poverea. JNUMD ocenu je izveo Tong (1974, 1975).
Uporeivaem MV i JNUMD ocene, u sluqaju kada je raspodela za
X, tj. en parametar skaliraa poznat, bavili su se Kelley i ostali
(1976). Bartoszewicz (1977) je odredio nepristrasne i JNUMD ocene za
cenzurisane uzorke tipa I i II. Da	im uporeivaem MV i JNUMD
ocene, u sluqaju kada je raspodela za X, tj. en parametar skaliraa
poznat, kao i u sluqaju kada je i taj parametar nepoznat, bavili su se
Sathe i Shah (1981). Chao (1982) je predloio aproksimativne metode za
operativnije uporeivae tih ocena. Za podatke date u obliku rekord-
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nih vrednosti Baklizi (2008a) je izveo MV ocenu i intervale poverea
bazirane na oj. Za progresivno cenzurisane uzorke tipa II Saraçoglu
i ostali (2012) su izveli MV, JNUMD i Bajesovu ocenu za R, kao i
odgovarajue intervale poverea.
JNUMD i Bajesovu ocenu za R kada X i Y imaju nezavisne dvopara-
metarske eksponencijalne raspodele, kako za kompletne, tako i za cenzu-
risane uzorke tipa II, izveo je Beg (1980a). Za sluqaj kada su poznati
skalirajui parametri Ivshin (1996) je odredio MV i JNUMD ocenu.
Baklizi (2003) je izveo razne asimptotske, aproksimativne i bootstrap
intervale poverea u sluqaju jednakih lokacijskih parametara. Za po-
znate parametre skaliraa Pal i ostali (2005) su izraqunali JNUMD
ocene za R i Rk. Krishnamoorthy i ostali (2007) su izveli jox neke
aproksimativne intervale poverea. Za podatke date u obliku rekord-
nih vrednosti Baklizi (2008a) je u sluqajevima jednakih lokacijskih,
odnosno jednakih skalirajuih parametara izveo MV ocene za R i in-
tervale poverea bazirane na ima.
Basu (1981) je izveo izraz i MV ocenu za R kada su X i Y nezavi-
sne i imaju gama raspodele, a parametri oblika su poznati i prirodni
brojevi. U tom sluqaju odreivaem JNUMD ocene i uporeivaem sa
MV ocenom bavili su se Ismail i ostali (1986) i Constantine i ostali
(1986). Ovi drugi su izveli i razne oblike izraza za R i MV ocene, kao
i intervale poverea za R. Constantine i ostali (1990) su izveli de-
set tipova intervala poverea i uporeivali su ih. Za sluqaj kada su
parametri oblika poznati i pozitivni realni brojevi Huang i osta-
li (2012) su izveli JNUMD ocenu i uporeivali je sa MV ocenom.
U sluqaju kada X ima gama, a Y eksponencijalnu raspodelu, sa svim
nepoznatim parametrima, i nezavisne su, Jovanović i Rajić (2014) su
odredili MV ocenu za R i asimptotske intervale poverea bazirane na
oj.
Odreivaem i uporeivaem MV, JNUMD i Bajesove ocene za R na
osnovu cenzurisanih uzoraka tipa II kada su X i Y nezavisne sluqajne
veliqine koje imaju dvoparametarske Paretove raspodele bavili su se
Beg i Singh (1979). Nadarajah i Kotz (2003) su izveli izraze za R u
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sluqajevima kada se kao raspodele za X i Y pojav	uju razne raspodele
Paretovog tipa. Odat (2010) je u sluqaju kada su X i Y jednoparame-
tarske Paretove raspodele izveo MV ocenu i na osnovu e asimptotske i
jox neke aproksimativne intervale poverea. Oceivaem parametra
R kada X i Y imaju Lomaksove, tj. dvoparametarske Paretove raspodele
tipa II bavili su se Rezaei i ostali (2010). U sluqaju jednakih skali-
rajuih parametara oni su se bavili MV ocenom i enom asimptotskom
raspodelom, i na osnovu e su izveli asimptotske intervale poverea.
Takoe su odredili i dva tipa bootstrap intervala poverea. U sluqaju
kada su parametri skaliraa i poznati, odredili su MV, JNUMD i Ba-
jesovu ocenu, kao i intervale poverea bazirane na MV oceni. Disku-
tovali su i o sluqaju kada su svi parametri razliqiti i nepoznati.
Sluqajevima kada su X i Y nezavisne sluqajne veliqine koje imaju
raspodele Burovog tipa bavili su se razni autori. Za Burove raspodele
tipa XII sa jednim jednakim parametrima oblika Awad i Gharraf (1986)
su izraqunali MV i Bajesovu ocenu. Oni su, kada su ti parametri
oblika poznati, odredili i JNUMD ocenu i uporeivali su sve dobi-
jene ocene. Za Burove raspodele tipa X Ahmad i ostali (1997) su izveli
MV, Bajesovu i takozvanu empirijsku Bajesovu ocenu. Surles i Padgett
(1998) su za raspodele istog tog tipa odredili JNUMD ocenu. Bavi-
li su se i numeriqkim aproksimacijama Bajesove ocene, a za skalirane
Burove raspodele tipa X, tj. uopxtene Relejeve raspodele, odredili su
MV ocenu za R. Za te raspodele Surles i Padgett (2001) su izuqavali
asimptotska svojstva MV ocene, dok su Raqab i Kundu (2005) za sluqaj
jednakih parametara skaliraa odredili asimptotsku raspodelu MV
ocene i na osnovu toga konstruisali asimptotske intervale poverea,
kao i dva tipa bootstrap intervala poverea, dok su za sluqaj kada su
ti parametri jox i poznati odredili raspodelu MV ocene, Bajesovu
i aproksimativnu Bajesovu ocenu, kao i razne tipove intervala pove-
rea bazirane na tim ocenama. Za Burove raspodele tipa III sa je-
dnakim i poznatim jednim parametrima oblika Mokhlis (2005) je izveo
MV, JNUMD i Bajesovu ocenu, kao i razne tipove intervala poverea
bazirane na ima. Za Burove raspodele tipa XII sa jednim jednakim
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parametrima oblika Lio i Tsai (2012) su za jednu posebnu vrstu progre-
sivno cenzurisanih uzoraka odredili MV ocenu za R, kao i asimptotske
i dva tipa bootstrap intervala poverea.
Odreivaem MV ocene za R, kao i asimptotskih intervala pove-
rea baziranih na toj oceni, na osnovu cenzurisanih uzoraka tipa II
kada su X i Y nezavisne sluqajne veliqine koje imaju dvoparametarske
Vejbulove raspodele sa jednakim parametrima oblika bavio se McCool
(1991). Kundu i Gupta (2006) su za takve raspodele raqunali MV ocenu
za R. Pored iterativnog metoda, oni su predloili i aproksima-
tivni metod, kao i asimptotske i dva tipa bootstrap intervala poverea.
Takoe su odredili i Bajesovu ocenu, kao i odgovarajue intervale pove-
rea. Kundu i Raqab (2009) su za troparametarske Vejbulove raspodele
sa jednakim parametrima oblika i lokacije predloili modifikovanu
MV ocenu i aproksimativnu MV ocenu, a sve iz razloga nepostojaa MV
ocene. Odredili su i asimptotsku raspodelu modifikovane MV ocene.
Krishnamoorthy i Lin (2010) su za dvoparametarske Vejbulove raspodele
razmatrali i uporeivali razne tipove intervala poverea, kako u
opxtem sluqaju, tako i u sluqaju jednakih parametara oblika. Za pro-
gresivno cenzurisane uzorke tipa II MV ocenu koja se dobija itera-
tivnim metodom i aproksimativnu MV ocenu za R u sluqaju dvoparame-
tarskih Vejbulovih raspodela sa jednakim parametrima oblika odredili
su Asgharzadeh i ostali (2011). Oni su odredili asimptotske i dva tipa
bootstrap intervala poverea, kao i Bajesovu ocenu i intervale poverea
bazirane na oj. Za takve raspodele kod kojih su parametri oblika jox
i poznati Amiri i ostali (2013) su odredili MV, JNUMD i Bajesovu
ocenu, kao i dva tipa intervala poverea baziranih na MV oceni. U
sluqaju kada su parametri oblika razliqiti i poznati Obradović i osta-
li (2014) su izveli JNUMD ocenu.
Osim ovih standardnih raspodela brojni autori bavili su se sluqa-
jevima kada su X i Y nezavisne sluqajne veliqine koje imaju neke druge
raspodele ili raspodele koje su uopxtea standardnih raspodela. Za
raspodele koje pripadaju eksponencijalnoj familiji raspodela sa je-
dnim nepoznatim parametrom odreivaem JNUMD ocene za R bavio se
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Tong (1977).  egove rezultate za eksponencijalnu familiju raspodela
sa dva nepoznata parametra uopxtio je Beg (1980b). Za uniformne
raspodele sa nepoznatim desnim krajevima Ivshin (1996) je izveo MV
i JNUMD ocenu. AL-Hussaini i ostali (1997) su se bavili MV ocenom i
aproksimativnim intervalima poverea za raspodele koje su konaqne
mexavine lognormalnih raspodela. U sluqajevima beta raspodela i
raspodela povezanih sa beta raspodelom, uopxtea eksponencijalne i
gama raspodele, raspodela ekstremnih vrednosti (Gumbelova, Frexeova,
Vejbulova), uopxtea Paretove raspodele, Laplasovih raspodela i ra-
spodela povezanih sa Laplasovom raspodelom Nadarajah (2002, 2003a,
2003b, 2004) je izveo izraze za R. Kundu i Gupta (2005) su za uopxte-
ne eksponencijalne raspodele sa jednakim skalirajuim parametrima
odredili MV ocenu, enu asimptotsku raspodelu, intervale poverea
bazirane na oj, kao i dva tipa bootstrap intervala poverea. Uz uslov
da su ti parametri jox i poznati, oni su odredili MV, JNUMD i Ba-
jesovu ocenu. Za Levijeve i p-dimenzionalne Relejeve raspodele Ali i
Woo (2005a, 2005b) su izveli izraze i MV ocene za R. Za Gompercove
raspodele sa jednakim i poznatim skalirajuim parametrima Saraçoglu
i Kaya (2007) su odredili MV ocenu, kao i egzaktne i asimptotske
intervale poverea. Za isti taj sluqaj Saraçoglu i ostali (2009) su
odredili JNUMD i Bajesovu ocenu. Takoe su se bavili uporeivaem
MV i tih ocena. Za uzorke iz uopxtenih eksponencijalnih raspodela
date u obliku doih rekordnih vrednosti Baklizi (2008b) je izveo MV
i Bajesovu ocenu za R, kao i nekoliko tipova aproksimativnih i boot-
strap intervala poverea. Raqab i ostali (2008) su za troparametarske
uopxtene eksponencijalne raspodele sa jednakim lokacijskim i skali-
rajuim parametrima razmatrali modifikovanu MV i Bajesovu ocenu,
kao i neke aproksimativne intervale poverea. Za eksponencijalizo-
vane Gumbelove raspodele sa jednakim skalirajuim parametrima Kaka-
de i ostali (2008) su razmatrali MV ocenu, enu asimptotsku raspodelu
i intervale poverea bazirane na oj, kao i bootstrap intervale pove-
rea. U sluqaju kada su ti parametri i poznati, oni su odredili MV
ocenu, kao i egzaktne i asimptotske intervale poverea. Sluqajevima
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kada su X i Y iz razliqitih familija raspodela, preciznije kada X
ima uniformnu ili eksponencijalnu, a Y Levijevu raspodelu, bavili
su se Ali i ostali (2010). U oba sluqaja oni su odreivali MV i JNUMD
ocene, kao i egzaktne i asimptotske intervale poverea. Za raspodele
koje su Marxal-Olkinova proxirea iste Lomaksove raspodele Gupta
i ostali (2010) su odreivali MV ocenu i asimptotske intervale po-
verea bazirane na oj. Za ponderisane eksponencijalne raspodele
Makhdoom (2012) se bavio MV ocenom u sluqaju jednakih skalirajuih
parametara, kao i Bajesovom ocenom. Ali i ostali (2012) su za uopxtene
gama raspodele sa jednakim lokacijskim i skalirajuim parametrima,
kao i jednim parametrima oblika odredili modifikovanu MV ocenu,
kao i Bajesovu ocenu i neke intervale poverea. Za Top-Leoneove raspo-
dele Genç (2013) je odredio MV i JNUMD ocenu, kako za kompletne, tako
i za levo cenzurisane uzorke. Takoe je odredio egzaktne i aproksima-
tivne intervale poverea. Za Lindlijeve raspodele Al-Mutairi i osta-
li (2013) su izveli MV i JNUMD ocenu, asimptotske i nekoliko vrsta
bootstrap intervala poverea, kao i Bajesovu ocenu i intervale pove-
rea bazirane na oj. Oceivaem parametra R za Kumarasvamijeve
raspodele bavili su se Nadar i ostali (2014). Za jedne jednake parame-
tre oblika oni su odreivali MV i Bajesovu ocenu, kao i asimptotske
intervale poverea. U sluqaju kada su ti parametri jox i poznati, oni
su odredili MV, JNUMD, Bajesovu i empirijsku Bajesovu ocenu, kao i
egzaktne intervale poverea. U sluqaju razliqitih i nepoznatih svih
parametara oni su se bavili MV ocenom i asimptotskim intervalima
poverea. Za uopxtene logistiqke raspodele Babayi i ostali (2014) su
se u opxtem i u sluqaju jednakih skalirajuih parametara bavili odre-
ivaem MV ocene, ene asimptotske raspodele i intervala poverea
baziranih na oj, dok su u sluqaju da su ti parametri jox i poznati
odredili MV, JNUMD i Bajesovu ocenu, kao i intervale poverea bazi-
rane na MV i Bajesovoj oceni. Za troparametarske uopxtene Relejeve
raspodele sa jednakim skalirajuim i lokacijskim parametrima Kundu
i Raqab (2015) su izveli modifikovanu MV ocenu, enu asimptotsku
raspodelu i asimptotski interval poverea za R. Takoe su se bavili
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Bajesovom ocenom. Za uzorke iz dvoparametarskih uopxtenih ekspo-
nencijalnih raspodela date u obliku doih rekordnih vrednosti As-
gharzadeh i ostali (2015) su u sluqaju jednakih skalirajuih parametara
izvodili MV i Bajesovu ocenu za R, dva tipa bootstrap intervala pove-
rea, kao i intervale poverea bazirane na Bajesovoj oceni. U sluqaju
jednakih parametara oblika oni su se bavili MV i Bajesovom ocenom,
kao i intervalima poverea baziranim na Bajesovoj oceni.
Velika veina istraivaa se odnosila na sluqajeve kada X i Y
imaju apsolutno neprekidne raspodele. Kako se u primenama pojav	uju
i situacije gde X i Y imaju diskretne raspodele, npr. videti primer
5, nekoliko autora se posvetilo i ovim sluqajevima. Ahmad i ostali
(1995) su odredili i uporeivali MV i Bajesovu ocenu u sluqaju kada ne-
zavisne sluqajne veliqineX i Y imaju geometrijske rapodele. Za sluqaj
kada su X i Y nezavisne i imaju negativne binomne raspodele Sathe i
Dixit (2001) su izveli MV i JNUMD ocenu. Barbiero (2013) se bavio
aproksimativnim intervalima poverea konstruisanim na osnovu MV
i JNUMD ocena u sluqaju kada su X i Y nezavisne i imaju Puasonove
raspodele. Obradović i ostali (2014) su za nezavisne X i Y koje imaju
logaritamske raspodele odredili JNUMD ocenu.
U skoro svim istraivaima sluqajne veliqine X i Y su bile iz
iste familije raspodela, tj. imale su iste raspodele, ali sa razliqitim
parametrima. U kasnijim glavama deta	no e biti izloeni rezultati
dva istraivaa u kojima su X i Y iz razliqitih familija raspodela.
U prvom, Obradović i ostali (2015) su oceivali parametar R u sluqaju
kada X ima geometrijsku, a Y Puasonovu raspodelu, dok je u drugom,
Jovanović (2015) razmatrao sluqaj u kome X i Y ne samo da nisu iz iste
familije raspodela, nego je X diskretnog, a Y apsolutno neprekidnog
tipa, preciznije, X ima geometrijsku, a Y eksponencijalnu raspodelu.
Sva do sada navedena istraivaa su se odnosila na sluqajeve neza-
visnih X i Y . Iako u da	im glavama nee biti pomiani sluqajevi
u kojima su X i Y zavisne sluqajne veliqine, ne mali broj autora
se bavio i time. Oceivaem parametra R kada (X,Y ) ima dvodi-
menzionalnu normalnu raspodelu bavili su se Owen i ostali (1964),
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Govindarajulu (1967), Mukherjee i Sharan (1985), Roy (1993), Nandi i
Aich (1994), Gupta i Subramanian (1998) i Barbiero (2012). Sluqaj kada
(X, Y ) ima dvodimenzionalnu eksponencijalnu raspodelu istraivali
su Basu (1981), Awad i ostali (1981) i Nadarajah i Kotz (2006), a sluqaj
kada (X, Y ) ima dvodimenzionalnu Paretovu raspodelu Hanagal (1997)
i Jeevanand (1997). Nadarajah (2005a, 2005b) se bavio sluqajevima
kada (X,Y ) ima razne dvodimenzionalne beta, odnosno gama raspodele,
a Gupta i ostali (2013) sluqajem kada (X, Y ) ima dvodimenzionalnu
lognormalnu raspodelu.
Neki autori su se bavili oceivaem parametra pouzdanosti kod
vixekomponentnih sistema, tj. sistema sa vixe stresova ili odbrana.
Pouzdanost vixekomponentnih sistema qije komponente imaju ekspo-
nencijalne raspodele oceivali su Bhattacharyya i Johnson (1974), Ri-
nco (1983) i Gupta i Gupta (1988), dok su Chandra i Owen (1975) prouqa-
vali sluqajeve u kojima sve komponente imaju normalne raspodele ili
stres ima normalnu ili uniformnu, a vixestruke odbrane imaju ekspo-
nencijalne raspodele.
Najobuhvatniji i najdeta	niji pregled svih istraivaa na temu
stress-strength problematike, do vremena kad se pojavila, dat je u kizi
qiji su autori Kotz i ostali (2003).
1.3 Specijalne funkcije
U ovom poglav	u je dat pregled specijalnih funkcija koje e biti
korixene pri kasnijim izraqunavaima, kao i neke ihove osobine.
1.3.1 Gama funkcija




ts−1e−tdt, s > 0.
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Slede neke osobine gama funkcije.
1. Γ(s+ 1) = sΓ(s).
2. Za svaki prirodan broj n je
Γ(n) = (n− 1)!.




ts−1e−t(ln t)ndt, n ∈ N.
4. Za 0 < s < 1 vai da je








1.3.2 Nekompletna gama funkcija




ts−1e−tdt, s > 0, x ≥ 0,




ts−1e−tdt, s > 0, x > 0.
Slede neke osobine nekompletnih gama funkcija.
1. Γ(s, 0) = Γ(s).
2. lim
x→∞
γ(s, x) = Γ(s).
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3. γ(s, x) + Γ(s, x) = Γ(s).
4. Za s > 1 vai da je
Γ(s, x) = (s− 1)Γ(s− 1, x) + xs−1e−x.
5. Za s > 1 vai da je
γ(s, x) = (s− 1)γ(s− 1, x)− xs−1e−x.






7. Za svaki prirodan broj n je














, x > 0. (1.2)
Mnoge osobine digama funkcije povezane su sa Ojlerovom konstantom
























Vai da je γ ≈ 0.5772156649.
Slede neke osobine digama funkcije.
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1. ψ(1) = −γ.
2. ψ(x+ 1) = ψ(x) + 1
x
.










4. Za svaki prirodan broj n koji je vei od 1 vai da je






5. Za svaki prirodan broj n vai da je















tx−1(1− t)y−1dt, x > 0, y > 0.
Slede neke osobine beta funkcije.
1. B(x, y) = B(y, x).
2. B(x+ 1, y) = x
x+y
B(x, y).
3. B(x, y + 1) = y
x+y
B(x, y).

















7. Za 0 < x < 1 vai da je




Hipergeometrijska funkcija se definixe kao







, |z| < 1,
c nije negativan ceo broj ili 0, a
(q)n =
{
1, za n = 0,
q(q + 1) · · · (q + n− 1), za n ∈ N.
Ako su a ili b negativni celi brojevi ili nule, tj. ako jem prirodan
broj ili 0, vai da je













































, n ∈ N ∪ {0}, k ∈ N ∪ {0}, broj permutacija






= 1. Na primer, ako se permutuju brojevi 1, 2 i 3, ukupno













































Slede neke osobine tih brojeva.









































, n > 0, se pojav	uju kao koeficijenti jednog poli-
noma, tj. vai da je








Kako je x(x+1)(x+2) = x3+3x2+2x, potvren je raqun iz goreg
primera.















Stirlingovi brojevi prve vrste se definixu kao





, n ∈ N ∪ {0}, k ∈ N ∪ {0}.
Slede neke osobine Stirlingovih brojeva prve vrste.






2. Stirlingovi brojevi prve vrste s(n, k), n > 0, se pojav	uju kao
koeficijenti jednog polinoma, tj. vai da je




3. Za k > 0 vai da je




Nada	e e se podrazumevati da su u svim stress-strength modelima
stres X i snaga Y nezavisne sluqajne veliqine.
Za razne raspodele X i Y bie izraqunati ili navedeni izrazi za
parametar pouzdanosti R.
Normalne raspodele
Sluqajna veliqina ima normalnu N (µ, σ2), µ ∈ R, σ > 0, raspodelu








σ2 , x ∈ R.
Ako X ima normalnu N (µ1, σ21) raspodelu, a Y normalnu N (µ2, σ22)
raspodelu, tada X − Y ima normalnu N (µ1 − µ2, σ21 + σ22) raspodelu, pa
vai da je








gde je Φ(x) funkcija raspodele normalne N (0, 1) raspodele. Jednu va-
rijantu izvoea ovog izraza prvi su uradili Owen i ostali (1964).
Eksponencijalne raspodele
Sluqajna veliqina ima eksponencijalnu E(α), α > 0, raspodelu ako
je ena gustina raspodele
f(x;α) = αe−αx, x ≥ 0.
Ako X ima eksponencijalnu E(α) raspodelu, a Y eksponencijalnu
E(β) raspodelu, tada vai da je






































Ovaj izraz izveli su Enis i Geisser (1971).
Dvoparametarske eksponencijalne raspodele
Sluqajna veliqina ima dvoparametarsku eksponencijalnu E(α, µ),
α > 0, µ ∈ R, raspodelu ako je ena gustina raspodele
f(x;α, µ) = αe−α(x−µ), x ≥ µ.
Ako X ima dvoparametarsku eksponencijalnu E(α1, µ1) raspodelu, a
Y dvoparametarsku eksponencijalnu E(α2, µ2) raspodelu, tada vai da





e−α1(µ2−µ1), za µ1 ≤ µ2,
α1
α1+α2
e−α2(µ1−µ2), za µ1 > µ2.
Gama raspodele









, x ≥ 0.
Ako X ima gama Γ (a1, β1) raspodelu, Y gama Γ (a2, β2) raspodelu i ako












Sluqajna veliqina ima (dvoparametarsku) Paretovu Par(a, µ), a > 0,
µ > 0, raspodelu ako je ena gustina raspodele
f(x; a, µ) =
aµa
xa+1
, x ≥ µ.
Ako X ima Paretovu Par(a1, µ1) raspodelu, a Y Paretovu Par(a2, µ2)












)a2 , za µ1 ≥ µ2.
Burove raspodele tipa III
Sluqajna veliqina ima Burovu Bur3(a, b), a > 0, b > 0, raspodelu
tipa III ako je ena gustina raspodele
f(x; a, b) =
abxab−1
(1 + xa)b+1
, x > 0.
Ako X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2)







Burove raspodele tipa X
Sluqajna veliqina ima Burovu Bur10(a), a > 0, raspodelu tipa X,
ako je ena gustina raspodele




, x > 0.
Ako X ima Burovu Bur10(a) raspodelu, a Y Burovu Bur10(b) raspo-





Sluqajna veliqina ima skaliranu Burovu Bur10(a, σ), a > 0, σ > 0,
raspodelu tipa X, ako je ena gustina raspodele













, x > 0.
Ako X ima skaliranu Burovu Bur10(a1, σ1) raspodelu, Y skaliranu
Burovu Bur10(a2, σ2) raspodelu i ako je a1 prirodan broj, tada vai da














)2j + 1 + a2)
.
U sluqaju da su parametri skaliraa jednaki, tj. σ1 = σ2, dobija se da





Burove raspodele tipa XII
Sluqajna veliqina ima Burovu Bur12(a, b), a > 0, b > 0, raspodelu
tipa XII, ako je ena gustina raspodele
f(x; a, b) = abxa−1(1 + xa)−(b+1), x > 0.
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Ako X ima Burovu Bur12(a, b1) raspodelu, a Y Burovu Bur12(a, b2)






Sluqajna veliqina ima (dvoparametarsku) Vejbulovu W(a, β), a > 0,
β > 0, raspodelu, ako je ena gustina raspodele






)a , x > 0.
Ako X ima Vejbulovu W(a1, β1) raspodelu, a Y Vejbulovu W(a2, β2)

































, za a1 > a2.














, 0 ≤ x ≤ θ.
Ako X ima uniformnu U [0, θ] raspodelu, a Y uniformnu U [0, µ] ra-





, za θ ≤ µ,
µ
2θ




Sluqajna veliqina ima Gompercovu Gom(α, µ), α > 0, µ > 0, raspo-
delu, ako je ena gustina raspodele
f(x;α, µ) = µeαxe−
µ
α
(eαx−1), x > 0.
Ako X ima Gompercovu Gom(α1, µ1) raspodelu, a Y Gompercovu















































Sluqajna veliqina ima Top-Leoneovu T L(a), 0 < a < 1, raspodelu,
ako je ena gustina raspodele
f(x; a) = 2a(1− x)xa−1(2− x)a−1, 0 < x < 1.
Ako X ima Top-Leoneovu T L(a) raspodelu, a Y Top-Leoneovu T L(b)











(1 + x)e−αx, x > 0.
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Ako X ima Lindlijevu Lin(α) raspodelu, a Y Lindlijevu Lin(β)
raspodelu, tada vai da je (Al-Mutairi i ostali, 2013)
R = 1− β
2[β(β + 1) + α(β + 1)(β + 3) + α2(2α + 3) + α3]
(α + 1)(β + 1)(α+ β)3
.
Kumarasvamijeve raspodele
Sluqajna veliqina ima Kumarasvamijevu Kum(a, b), a > 0, b > 0,
raspodelu, ako je ena gustina raspodele
f(x; a, b) = abxa−1(1− xa)b−1, 0 < x < 1.
Ako X ima Kumarasvamijevu Kum(a1, b1) raspodelu, a Y Kumarasva-
mijevu Kum(a2, b2) raspodelu, tada vai da je (Nadar i ostali, 2014)







(−1)kΓ(1 + k a1
a2
)











Sluqajna veliqina ima geometrijsku G(p), 0 < p < 1, raspodelu, ako
je en zakon raspodele
P{X = x; p} = (1− p)x−1p, x ∈ N.
Ako X ima geometrijsku G(p1) raspodelu, a Y geometrijsku G(p2)
raspodelu, tada vai da je
R = P{X < Y } =
∞∑
x=1
P{X = x, Y > x} =
∞∑
x=1

































1− (1− p1)(1− p2)
=
p1(1− p2)
p1 + p2 − p1p2
. (1.7)
Izraz za R za geometrijske raspodele definisane na malo drugaqiji
naqin izveli su Ahmad i ostali (1995).
Negativne binomne raspodele
Sluqajna veliqina ima negativnu binomnu NB(m, p), m ∈ N,
0 < p < 1, raspodelu, ako je en zakon raspodele





px(1− p)m, x ∈ N ∪ {0}. (1.8)
Ako X ima negativnu binomnu NB(m1, p1) raspodelu, a Y negativnu
binomnu NB(m2, p2) raspodelu, tada vai da je (Sathe i Dixit , 2001)
























P{X = x;λ} = e
−λλx
x!
, x ∈ N ∪ {0}.
AkoX ima Puasonovu P(λ) raspodelu, a Y Puasonovu P(µ) raspodelu,



















2.1 Metod maksimalne verodostojnosti
Metod maksimalne verodostojnosti je zbog jednostavnosti korixea
i dobrih svojstava ocene dobijene pomou ega nesumivo najpopularni-
ji metod za oceivae parametra pouzdanosti.
Neka je (X1, X2, . . . , Xn) prost sluqajan uzorak (nada	e uzorak) iz
populacije qije je obelejeX apsolutno neprekidnog tipa i ima gustinu
raspodele f(x; θ), gde je θ nepoznati parametar. Ukoliko je X diskretog
tipa, sve e se analogno razmatrati, samo e se umesto gustine raspodele
koristiti zakon raspodele P{X = x; θ}. Definiximo funkciju vero-
dostojnosti kao




Definicija 2.1 MV ocena parametra θ je ona statistika θ̃ =
θ̃(X1, X2, . . . , Xn) za koju se dostie maksimum funkcije verodostojno-
sti, tj. za koju vai
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L(θ̃;X1, X2, . . . , Xn) = max
θ
L(θ;X1, X2, . . . , Xn).
Krae emo funkciju verodostojnosti obeleavati sa L(θ), a podrazu-
mevaemo da zavisi i od uzorka.
Veoma je korisna sledea teorema o osobini invarijantnosti MV
ocene (Hogg i ostali, 2005, teorema 6.1.2).
Teorema 2.1 Ako je θ̃ MV ocena nepoznatog parametra θ, onda za bilo
koju funkciju φ(θ) vai da je φ(θ̃) MV ocena funkcije φ(θ).
Na osnovu definicije 2.1 i teoreme 2.1 dolazi se do postupka za
odreivae MV ocene parametra pouzdanosti R. Neka sluqajni ve-
ktor (X, Y ) ima raspodelu f(x, y; θ), gde θ moe biti i vixedimenzi-
onalni parametar, a qije su komponente svi parametri koji se pojav	uju
u raspodelama sluqajnih veliqina X i Y . Neka su (X1, X2, . . . , Xn) i
(Y1, Y2, . . . , Ym) uzorci stresa koji ima raspodelu X i snage koja ima
raspodelu Y . Kako su po pretpostavci X i Y nezavisne sluqajne veli-
qine to je f(x, y; θ) = fX(x; θ)fY (y; θ), obimi uzoraka ne moraju biti








Na osnovu funkcije verodostojnosti odreuje se MV ocena θ̃ nepoznatog
parametra θ. Kako je R = P{X < Y } = R(θ), na osnovu teoreme 2.1
sledi da je R̃ = R(θ̃), tj. da je R(θ̃) MV ocena prametra pouzdanosti R.
Za razne raspodele X i Y bie izvedene ili navedene MV ocene
parametra pouzdanosti R. Pri tome, za neki uzorak (X1, X2, . . . , Xn), sa
X obeleavae se uzoraqka sredina, sa S
2
X uzoraqka disperzija, sa TX
zbir svih elemenata uzorka, sa X(1) minimalna, a sa X(n) maksimalna























X(1) = min{X1, X2, . . . , Xn},
X(n) = max{X1, X2, . . . , Xn}.
Normalne raspodele
Ako X ima normalnu N (µ1, σ21) raspodelu, a Y normalnu N (µ2, σ22)











































































































2.1. Metod maksimalne verodostojnosti
dobija se da je
n∑
i=1




















Odatle sledi da je
µ̃1 = X, σ̃21 = S
2
X ,
µ̃2 = Y , σ̃22 = S
2
Y .













Ako X ima eksponencijalnu E(α) raspodelu, a Y eksponencijalnu






Ako X ima dvoparametarsku eksponencijalnu E(α1, µ1) raspodelu, a
Y dvoparametarsku eksponencijalnu E(α2, µ2) raspodelu, tada vai da














Y −Y(1) , za X(1) > Y(1).
29
2.1. Metod maksimalne verodostojnosti
Gama raspodele
Ako X ima gama Γ (a1, β1) raspodelu, a Y gama Γ (a2, β2) raspodelu i
ako su parametri oblika a1 i a2 poznati i prirodni brojevi, tada vai












gde je β̃1 =
X
a1




Specijalnim sluqajem kada X ima gama, a Y eksponencijalnu raspo-
delu, ali sa svim nepoznatim parametrima, bavili su se Jovanović i
Rajić (2014).
Neka X ima gama Γ (a, β1) raspodelu, a Y gama Γ (1, β2), tj. ekspo-
nencijalnu E( 1
β2

















































Za logaritam funkcije verodostojnosti vai da je


















2.1. Metod maksimalne verodostojnosti
Da	e je
































Izjednaqavaem ovih izraza sa nulama i rexavaem tih jednaqina vero-






















β̃2 = Y , (2.5)
















Ovo je diferencijalna jednaqina sa razdvojenim promen	ivama, pa se


















































a+ a ln a− a+ C, (2.6)
gde je C neka proizvo	na konstanta. Rexavaem poslede jednaqine














Ako X ima Paretovu Par(a1, µ1) raspodelu, a Y Paretovu Par(a2, µ2)












)ã2 , za µ̃1 ≥ µ̃2,

















a µ̃2 = Y(1).
Burove raspodele tipa III
Ako X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2) ra-










ln(1 +X−ai ) + n
m∑
j=1
ln(1 + Y −aj )
.
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Burove raspodele tipa X
Ako X ima Burovu Bur10(a) raspodelu, a Y Burovu Bur10(b) raspo-









ln(1− e−X2i ) + n
m∑
j=1
ln(1− e−Y 2j )
.
Ako X ima skaliranu Burovu Bur10(a1, σ) raspodelu, a Y skaliranu

















































































Burove raspodele tipa XII
Ako X ima Burovu Bur12(a, b1) raspodelu, a Y Burovu Bur12(a, b2)





















1 + Y ãj
) ,
gde je ã rexee po a jednaqine
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1 + Y aj
= 0.
Vejbulove raspodele
Ako X ima Vejbulovu W(a, β1) raspodelu, a Y Vejbulovu W(a, β2)









































Ako X ima uniformnu U [0, θ] raspodelu, a Y uniformnu U [0, µ] ra-





, za X(n) ≤ Y(m),
Y(m)
2X(n)
, za X(n) > Y(m).
Gompercove raspodele
Ako X ima Gompercovu Gom(α, µ1) raspodelu, a Y Gompercovu
Gom(α, µ2) raspodelu i ako je skalirajui parametar α poznat, tada
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Ako X ima Top-Leoneovu T L(a) raspodelu, a Y Top-Leoneovu T L(b)















Ako X ima Lindlijevu Lin(α) raspodelu, a Y Lindlijevu Lin(β)




β̃(β̃ + 1) + α̃(β̃ + 1)(β̃ + 3) + α̃2(2α̃+ 3) + α̃3
]




−(X − 1) +
√
(X − 1)2 + 8X
2X
, β̃ =
−(Y − 1) +
√




Ako X ima Kumarasvamijevu Kum(a1, b1) raspodelu, a Y Kumarasva-
mijevu Kum(a2, b2) raspodelu, tada vai da je (Nadar i ostali, 2014)







(−1)kΓ(1 + k ã1
ã2
)






2.1. Metod maksimalne verodostojnosti










































, b̃2 = −m
( m∑
j=1
ln(1− Y ã2j )
)−1
.
U sluqaju da su prvi parametri oblika jednaki, tj. ako X ima Ku-
marasvamijevu Kum(a, b1) raspodelu, a Y Kumarasvamijevu Kum(a, b2)









ln(1−X ãi ) + n
m∑
j=1
ln(1− Y ãj )
,

































Ako X ima geometrijsku G(p1) raspodelu, a Y geometrijsku G(p2)




P{X = xi; p1}
m∏
j=1
P{Y = yj; p2}
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Kako za logaritam funkcije verodostojnosti vai da je




































Odatle sledi da je p̃1 =
1
X




Korixeem izraza (1.7) na osnovu teoreme 2.1 dobija se da je
R̃ =
Y − 1
X + Y − 1
.
MV ocenu za R za geometrijske raspodele definisane na malo dru-
gaqiji naqin izveli su Ahmad i ostali (1995).
Negativne binomne raspodele
Ako X ima negativnu binomnu NB(m1, p1) raspodelu, a Y negativnu
binomnu NB(m2, p2) raspodelu, gde su parametri m1 i m2 poznati i ako
je R = P{X ≤ Y }, tada vai da je (Sathe i Dixit , 2001)
37
2.2. JNUMD ocena



















gde je p̃1 =
X
m1+X





AkoX ima Puasonovu P(λ) raspodelu, a Y Puasonovu P(µ) raspodelu,

















2.2 Jedinstvena nepristrasna ocena sa uni-
formno minimalnom disperzijom
Nepristrasnost ocene je veoma poe	na osobina, naroqito kada je
obim uzorka mali te se ne moe raqunati na asimptotsku nepristra-
snost. Ako je kriterijum uporeivaa ocena srede kvadratno odstu-
pae, onda se u sluqaju nepristrasnih ocena to svodi na uporeivae
disperzija, pa vai da je najbo	a nepristrasna ocena ona koja ima naj-
mau disperziju.
Definicija 2.2 Ocena U je najbo	a nepristrasna ocena funkcije g(θ),
gde je θ nepoznati parametar neke raspodele, ako je EθU = g(θ) za svako
dopustivo θ, a za bilo koju drugu ocenu V funkcije g(θ), za koju je
EθV = g(θ), vai da je DθU ≤ DθV za svako dopustivo θ.
Takva ocena ne postoji uvek. Ali, ako postoji, jedinstvena je. Ta-
qnije, vai sledea teorema (Casella i Berger , 2002, teorema 7.3.19):
Teorema 2.2 Ako je U najbo	a nepristrasna ocena funkcije g(θ), onda
je ona jedinstvena, preciznije, ako postoje dve najbo	e nepristrasne
ocene, tada za svako dopustivo θ vai da je Pθ{U = V } = 1.
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2.2. JNUMD ocena
Zbog toga se najbo	a nepristrasna ocena zove i jedinstvena nepristra-
sna ocena sa uniformno minimalnom disperzijom.
Osnovnu ulogu u odreivau JNUMD ocena imaju kompletne dovo	ne
statistike, a one se qesto mogu odrediti pomou sledee definicije i
teoreme.
Neka je Θ, gde je Θ = {θ|γ < θ < δ}, interval na realnoj osi sa
poznatim konstantama γ i δ koje mogu biti i ±∞, i neka je
f(x; θ) = ep(θ)K(x)+S(x)+q(θ), x ∈ D, θ ∈ Θ. (2.13)
Definicija 2.3 (Hogg i ostali, 2005, definicija 7.5.1) Za gustinu
raspodele (zakon raspodele P{X = x; θ} u diskretnom sluqaju) oblika
(2.13) kae se da je regularan sluqaj eksponencijalne familije raspodela
ako
1. domen D ne zavisi od θ,
2. p(θ), θ ∈ Θ, je neprekidna funkcija koja nije identiqki jednaka
nuli,
3. (a) (apsolutno neprekidan sluqaj) K ′(x) koja nije identiqki je-
dnaka nuli i S(x) su neprekidne funkcije za x ∈ D,
(b) (diskretan sluqaj) funkcija K(x), x ∈ D, nije identiqki je-
dnaka nuli.
Teorema 2.3 (Hogg i ostali, 2005, teorema 7.5.2) Ako je (X1, X2, . . . , Xn)
uzorak iz raspodele oblika (2.13) koja zavisi od nepoznatog parametra




K(Xi) kompletna dovo	na statistika za θ.
U sluqaju vixedimenzionalnog parametra θ = (θ1, θ2, . . . , θk), uz ana-
logne uslove uslovima iz jednodimenzionalnog sluqaja, sledi (Hogg i
ostali, 2005) da je za gustinu raspodele (zakon raspodele)




, x ∈ D, θ ∈ Θ,
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tna dovo	na za θ.
Za odreivae JNUMD ocene parametra pouzdanosti R koristi se
teorema koja je kombinacija poznatih teoremaRao-Blackwell -a i Lehmann-
Scheffé-a.
Neka su X = (X1, X2, . . . , Xn) i Y = (Y1, Y2, . . . , Ym) uzorci stresa
koji ima raspodelu X i snage koja ima raspodelu Y i neka je θ vixe-
dimenzionalni nepoznati parametar qije su komponente svi parametri
koji se pojav	uju u raspodelama nezavisnih sluqajnih veliqina X i Y .
Teorema 2.4 Ako je V (X,Y) nepristrasna ocena neke funkcije R =
R(θ) i T kompletna dovo	na statistika za θ, onda je R̂, gde je R̂ =
E(V (X,Y)|T ), JNUMD ocena za R.
U nekim sluqajevima je ipak pogodnije izvesti JNUMD ocenu parame-
tra pouzdanosti R korixeem sledeih teorema (Kotz i ostali, 2003,
teoreme 2.4 i 2.5).
Teorema 2.5 Neka je k proizvo	an broj mai od min{n,m}, θ0 proizvo-
	na dopustiva vrednost parametra θ, a TX i TY kompletne dovo	ne
statistike za parametre koji se pojav	uju u raspodelama za X i Y
redom. Oznaqimo sa gTX (tX ; θ0), gθ0(tX |X1 = x1, X2 = x2, . . . , Xk = xk),
gTY (tY ; θ0) i gθ0(tY |Y1 = y1, Y2 = y2, . . . , Yk = yk) gustinu raspodele za TX ,
uslovnu gustinu raspodele za TX pri uslovu X1 = x1, X2 = x2, . . . , Xk =
xk, gustinu raspodele za TY i uslovnu gustinu raspodele za TY pri
uslovu Y1 = y1, Y2 = y2, . . . , Yk = yk, za θ = θ0. Tada za JNUMD ocenu
zajedniqke gustine raspodele f(x1, x2, . . . , xk, y1, y2, . . . , yk; θ) vai da je
f̂(x1, x2, . . . , xk, y1, y2, . . . , yk) = f̂X(x1, x2, . . . , xk)f̂Y (y1, y2, . . . , yk),
gde je
f̂X(x1, x2, . . . , xk) =
gθ0(tX |X1 = x1, X2 = x2, . . . , Xk = xk)






f̂Y (y1, y2, . . . , yk) =
gθ0(tY |Y1 = y1, Y2 = y2, . . . , Yk = yk)




Teorema 2.6 JNUMD ocene za R i R2 su
R̂ =
∫ ∫
I(x < y)f̂(x, y)dxdy,
R̂2 =
∫ ∫ ∫ ∫
I(x1 < y1)I(x2 < y2)f̂(x1, x2, y1, y2)dx1dx2dy1dy2,
gde se f̂(x, y) i f̂(x1, x2, y1, y2) dobijaju korixeem teoreme 2.5 za k = 1
i k = 2.
Srede kvadratna grexka JNUMD ocene R̂ za R se zbog ene nepri-
strasnosti svodi na disperziju D(R̂). JNUMD ocena te disperzije, a
samim tim i JNUMD ocena srede kvadratne grexke JNUMD ocene za
R, odreuje se pomou sledee teoreme (Kotz i ostali, 2003, teorema 2.6).





gde su R̂ i R̂2 JNUMD ocene za R i R2.
Izvoee JNUMD ocene parametra pouzdanosti R korixeem sva-
kog od navedenih naqina bie predstav	eno u sluqajevima kada X i
Y imaju logaritamske, odnosno Vejbulove raspodele. Ti originalni
rezultati objav	eni su u radu Obradović i ostali (2014).
Logaritamske raspodele
Sluqajna veliqina ima logaritamsku Log(p), 0 < p < 1, raspodelu,
ako je en zakon raspodele




, x ∈ N.
Ova raspodela ima velike primene u ekologiji i biologiji (videti na
primer Fisher i ostali (1943)).
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Sluqajna veliqina ima Stirlingovu raspodelu prve vrste
SDFK(n, p), n ∈ N, 0 < p < 1, ako je en zakon raspodele
P{X = x;n, p} = n!|s(x, n)|p
x
x!(− ln(1− p))n
, x ∈ N, x ≥ n,
gde je s(x, n) Stirlingov broj prve vrste (videti potpoglav	e 1.3.7).
Ove dve gore navedene raspodele povezuje sledea lema (Johnson i
ostali, 2005, str. 321).
Lema 2.1 Ako svaka od n nezavisnih sluqajnih veliqina ima logari-
tamsku Log(p) raspodelu, onda ihov zbir ima Stirlingovu SDFK(n, p)
raspodelu prve vrste.
Neka X ima logaritamsku Log(p) raspodelu, Y logaritamsku Log(q)
raspodelu i nezavisne su. Na osnovu uzoraka X = (X1, X2, . . . , Xn) i
Y = (Y1, Y2, . . . , Ym) treba odrediti JNUMD ocenu parametra pouzdano-
sti R, gde je R = P{X < Y }.
Kako je
P{X = x; p} = ex ln p−lnx−ln(− ln(1−p)), x ∈ N,
i zadovo	eni su svi uslovi iz definicije 2.3 sledi da logaritamska
raspodela jeste regularan sluqaj eksponencijalne familije raspodela.
Na osnovu teoreme 2.3 sledi da su TX =
n∑
i=1




dovo	ne statistike za nepoznate parametre p i q. Koristei lemu 2.1
dobija se da TX ima Stirlingovu SDFK(n, p) raspodelu prve vrste, a
TY Stirlingovu SDFK(m, q) raspodelu prve vrste, tj.
P{TX = x;n, p} =
n!|s(x, n)|px
x!(− ln(1− p))n
, x ∈ N, x ≥ n,
P{TY = y;m, q} =
m!|s(y,m)|qy
y!(− ln(1− q))m
, y ∈ N, y ≥ m.
Jedna nepristrasna ocena za R je I{X1 < Y1}. Koristei nezavisnost
uzoraka X i Y i lemu 2.1 dobija se da je
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E(I{X1 < Y1}|TX = tX , TY = tY )
= P{X1 < Y1|TX = tX , TY = tY } =
P{X1 < Y1, TX = tX , TY = tY }






P{X1 = x, Y1 = y,
n∑
i=2
Xi = tX − x,
m∑
j=2
Yj = tY − y}






P{X1 = x}P{Y1 = y}P
{ n∑
i=2





Yj = tY − y
}



























tX !tY !|s(tX − x, n− 1)||s(tY − y,m− 1)|
nm(tX − x)!(tY − y)!xy|s(tX , n)||s(tY ,m)|
,
gde je M = min{tX − n + 1, tY −m}. Na osnovu teoreme 2.4 sledi da je






TX !TY !|s(TX − x, n− 1)||s(TY − y,m− 1)|
nm(TX − x)!(TY − y)!xy|s(TX , n)||s(TY ,m)|
.
Vejbulove raspodele
Neka X ima Vejbulovu W(a1, β1) raspodelu, Y Vejbulovu W(a2, β2)
raspodelu, gde su parametri oblika a1 i a2 poznati, i nezavisne su.
Na osnovu uzoraka X = (X1, X2, . . . , Xn) i Y = (Y1, Y2, . . . , Ym) treba
odrediti JNUMD ocenu parametra pouzdanosti R.
Kako je









xa+(a−1) lnx+ln a−a lnβ, x > 0,
i zadovo	eni su svi uslovi iz definicije 2.3 sledi da Vejbulova ra-
spodela jeste regularan sluqaj eksponencijalne familije raspodela. Na
43
2.2. JNUMD ocena






Y a2j kompletne do-
vo	ne statistike za nepoznate parametre β1 i β2. KakoXi ima Vejbulovu








ristei osobinu da zbir nezavisnih sluqajnih veliqina, koje imaju istu
eksponencijalnu raspodelu, ima gama raspodelu dobija se da DX ima




Kako je DX − Xa11 =
n∑
i=2
Xa1i , na osnovu gore navedene osobine sledi








u sluqajni vektor (X1, DX), qiji je
jakobijan jednak 1, dobija se da je, za β1 = 1,
g(dX |X1 = x1) =




1 )I{dX ≥ xa11 }.















I{dX ≥ xa1}, x > 0.
Analogno se dobija da je
f̂Y (y) = a2(m− 1)ya2−1
(dY − ya2)m−2
dm−1Y
I{dY ≥ ya2}, y > 0,
pa je







































. Primenom smene t = dY −ya2 , a zatim binomne
formule dva puta, da	e se dobija da je taj integral jednak sa
M∫
0






























































































































Ako X ima normalnu N (µ1, σ21) raspodelu, a Y normalnu N (µ2, σ22)























gde je Ω =
{








Ako X ima eksponencijalnu E(α) raspodelu, a Y eksponencijalnu





















, za TX ≥ TY .
Dvoparametarske eksponencijalne raspodele
Ako X ima dvoparametarsku eksponencijalnu E(α1, µ1) raspodelu, a
Y dvoparametarsku eksponencijalnu E(α2, µ2) raspodelu, tada vai da
je (Kotz i ostali, 2003)
R̂ =

0, za X(1)≥UY ,
1−H1
(
n,m,X(1), X −X(1), Y(1), Y − Y(1)
)
, za X(1)<Y(1)<UX<UY ,
1−H2
(
n,m,X(1), X −X(1), Y(1), Y − Y(1)
)
, za X(1)<Y(1)<UY <UX ,
H1
(
m,n, Y(1), Y − Y(1), X(1), X −X(1)
)
, za Y(1)<X(1)<UY <UX ,
H2
(
m,n, Y(1), Y − Y(1), X(1), X −X(1)
)
, za Y(1)<X(1)<UX<UY ,





















q − 2 + k
(a+ qb− c)q+k−2(c+ wd− a− qb)w−k−2,
















w − 1 + k
(a+ qb− c− wd)q−k−3(wd)k,
UX = TX − (n− 1)X(1),
UY = TY − (m− 1)Y(1).






e−α1(Y(1)−X(1)), za X(1) ≤ Y(1),
(m−1)(nα1+α2)
nm(α1+α2)
e−α2(X(1)−Y(1)), za X(1) > Y(1).
Gama raspodele
Ako X ima gama Γ (a1, β1) raspodelu, a Y gama Γ (a2, β2) raspodelu i
ako su parametri oblika a1 i a2 poznati i prirodni brojevi, tada vai

























, za TX ≥ TY .
Paretove raspodele
Ako X ima Paretovu Par(a1, µ1) raspodelu, a Y Paretovu Par(a2, µ2)
raspodelu, tada vai da je (Beg i Singh, 1979) izraz za R̂ isti kao u
jednakosti (2.14), samo umesto X(1), X, Y(1), Y , UX i UY treba redom






















lnYj − (m− 1) lnY(1).
Burove raspodele tipa III
Ako X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2)
raspodelu, gde je parametar oblika a poznat, i ako su obimi uzoraka





























ln(1 +X−ai ), VY =
n∑
j=1
ln(1 + Y −aj ). (2.15)
Burove raspodele tipa X
Ako X ima Burovu Bur10(a) raspodelu, a Y Burovu Bur10(b) raspo-








































Burove raspodele tipa XII
Ako X ima Burovu Bur12(a, b1) raspodelu, a Y Burovu Bur12(a, b2)






















, za SX > SY ,
gde je SX =
n∑
i=1
ln(1 +Xai ), a SY =
m∑
j=1
ln(1 + Y aj ).
Uniformne raspodele
Ako X ima uniformnu U [0, θ] raspodelu, a Y uniformnu U [0, µ] ra-





, za X(n) ≤ Y(m),
(n−1)(m+1)Y(m)
2nmX(n)
, za X(n) > Y(m).
Gompercove raspodele
Ako X ima Gompercovu Gom(α, µ1) raspodelu, a Y Gompercovu
Gom(α, µ2) raspodelu i ako je skalirajui parametar α poznat, tada





































Ako X ima Top-Leoneovu T L(a) raspodelu, a Y Top-Leoneovu T L(b)
raspodelu, tada vai da je (Genç, 2013)
R̂ =
{
1−2 F1(1, 1−m;n; LXLY ), za LX < LY ,





ln(2Xi −X2i ), LY = −
m∑
j=1
ln(2Yj − Y 2j ). (2.18)
Lindlijeve raspodele
Ako X ima Lindlijevu Lin(α) raspodelu, a Y Lindlijevu Lin(β)
















, za TX ≥ TY ,
























· (l + i+ 3)[(l + i+ 2)(j + u+ 2)+(2j + u+ 3)v]+2(j + 1)v
2
(j + 1)(j + 2)(l + i+ 1)(l + i+ 2)(l + i+ 3)
]
,








· (j + 2)(j + i+ 3)(j + i+ 4) + (j + i+ 4 + u)(3j + i+ 6)u






Ako X ima Kumarasvamijevu Kum(1, b1) raspodelu, a Y Kumarasva-































Ako X ima negativnu binomnu NB(m1, p1) raspodelu, a Y negativnu
binomnu NB(m2, p2) raspodelu, gde su parametri m1 i m2 poznati, i ako


























AkoX ima Puasonovu P(λ) raspodelu, a Y Puasonovu P(µ) raspodelu,























Za razliku od prethodnih metoda, kod Bajesovog oceivaa nepo-
znatog parametra θ koji figurixe u gustini raspodele f(x; θ) (zakon
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raspodele kod diskretnih obeleja) aposlutno neprekidnog obeleja X
uk	uquju se unapred poznate informacije i znaa o parametru θ, te se
θ tretira kao sluqajna veliqina sa nekom apriornom raspodelom h(θ).
Na osnovu uzorka X = (X1, X2, . . . , Xn) izraqunava se uslovna raspodela








gde je g(θ,x) zajedniqka raspodela sluqajnog vektora (θ,X), a L(θ;x)
funkcija verodostojnosti (ukoliko je apriorna raspodela diskretnog
tipa, onda u jednakosti (2.20) umesto integrala treba da stoji suma). Iz
jednakosti (2.20) je jasno da se aposteriorna raspodela ne mea ukoliko
se apriorna raspodela pomnoi nekom konstantom. Zbog toga se qesto
apriorna raspodela koristi bez normirajue konstante. To se obeleava
sa h(θ) ∝ . . . i kae se da je apriorna raspodela h(θ) proporcionalna
tom izrazu bez konstante.
Potrebno je, takoe, unapred definisati funkciju gubitaka G(θ, U)
koja meri odstupae ocene U = U(X1, X2, . . . , Xn) od θ. Najqexe se za
funkciju gubitaka uzima kvadratno odstupae G(θ, U) = (U − θ)2 ili
apsolutno odstupae G(θ, U) = |U − θ|.
Definicija 2.4 Bajesova ocena parametra θ je ona statistika θ̌ =
θ̌(X1, X2, . . . , Xn) za koju se dostie minimum aposteriorne funkcije
rizika, tj. za koju vai∫




Ako je apriorna raspodela diskretnog, a ne apsolutno neprekidnog tipa,
u jednakosti (2.21) umesto integrala treba da stoje sume.
Ako je funkcija gubitaka G(θ, U) = (U − θ)2, Bajesova ocena je je-
dnaka uslovnom matematiqkom oqekivau E(θ|X), a ako je funkcija gu-
bitakaG(θ, U) = |U−θ|, Bajesova ocena je jednaka medijani aposteriorne
raspodele h(θ|X).
Na osnovu svega ovoga dolazi se do postupka za odreivae Bajesove
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ocene parametra pouzdanosti R. Neka su X = (X1, X2, . . . , Xn) i Y =
(Y1, Y2, . . . , Ym) uzorci stresa koji ima raspodelu X i snage koja ima
raspodelu Y i neka je θ vixedimenzionalni nepoznati parametar qije
su komponente svi parametri koji se pojav	uju u raspodelama nezavisnih





Korixeem transformacije sluqajnog vektora θ u R dobija se apo-
steriorna raspodela h(r|x,y). Zavisno od izbora funkcije gubitaka G
izraqunava se Bajesova ocena Ř.
Sem izbora funkcije gubitaka bitan je i izbor apriorne raspode-
le. Kod oceivaa parametra pouzdanosti najqexe se za apriornu
raspodelu bira konjugovana raspodela, jer je raqun po pravilu nexto
jednostavniji.
Definicija 2.5 Neka je F familija raspodela f(x, y; θ). Za famili-
ju apriornih raspodela P kae se da je konjugovana familiji F ako
aposteriorna raspodela pripada familiji P za svaku raspodelu f ∈ F
i svaku apriornu raspodelu iz P.
Koriste se takoe i neinformativne apriorne raspodele, naroqito
efrisova. efrisova apriorna raspodela je proporcionalna korenu




gde ako je θ = (θ1, θ2, . . . , θk), onda je, pri nekim (dovo	no opxtim) uslo-
vima regularnosti (Hogg i ostali, 2005, apendiks A), I(θ) matrica qiji
element (i, j), 1 ≤ i ≤ k, 1 ≤ j ≤ k, je
Iij(θ) = −E
(




Neinformativne apriorne raspodele se koriste kada nikakvo predznae




Za razne raspodele X i Y bie izvedene ili navedene Bajesove ocene
parametra pouzdanosti R.
Normalne raspodele
Ako X ima normalnu N (µ1, σ2) raspodelu, a Y normalnu N (µ2, σ2)
raspodelu, tada za efrisovu apriornu raspodelu h(µ1, µ2, σ) ∝ σ−1 i














gde je tn+m−2 sluqajna veliqina koja ima Studentovu raspodelu sa







Neka X ima eksponencijalnu E(α) raspodelu, a Y eksponencijalnu
E(β) raspodelu. Kako je familija gama raspodela konjugovana familiji
eksponencijalnih raspodela, to se za apriorne raspodele nepoznatih
parametara α i β uzimaju gama raspodele, tj. pretpostav	a se da α ima
gama Γ (a, γ) raspodelu, a β gama Γ (b, λ) raspodelu, gde su a, γ, b i λ
poznati parametri. Kako je prirodno pretpostaviti da su raspodele za
α i β nezavisne, to sledi da za zajedniqku apriornu raspodelu vai da
je





Koristei ovaj izraz dobija se da za aposteriornu raspodelu vai da je





































































smena αγ∗ = t i βλ∗ = s, da	e se dobija da je




























Za odreivae aposteriorne raspodele za R koristi se transforma-
cija sluqajnog vektora (α, β) u sluqajni vektor (R,W ), gde je R = α
α+β
,
a W = α + β. Odavde je α = WR, a β = W (1 − R), pa za Jakobijan







∣∣∣∣∣ W R−W 1−R
∣∣∣∣∣ = W.
Sledi da za zajedniqku aposteriornu raspodelu za R i W vai da je


















0 < r < 1, w > 0, gde je c = λ
∗−γ∗
λ∗
i c < 1.
Aposteriorna raspodela za R dobija se integracijom zajedniqke apo-
















































, 0 < r < 1. (2.25)














(1− r)b∗−1(1− cr)−(a∗+b∗)dr. (2.26)
Pomou jednakosti (Gradshteyn i Ryzhik , 1980, jednakost 3.197.3)
1∫
0
xλ−1(1− x)µ−1(1− βx)−νdx = B(λ, µ) 2F1(ν, λ;λ+ µ; β),
za λ > 0, µ > 0, |β| < 1, i osobina 1, 2 i 3 iz potpoglav	a 1.3.4 o beta






B(a∗ + 1, b∗) 2F1(a








∗ + b∗, a∗ + 1; a∗ + b∗ + 1; c).
Za c ≤ −1 je | c
c−1 | < 1, pa se korixeem smene 1 − r = t u jednakosti































B(b∗, a∗ + 1) 2F1
(

















Za funkciju gubitaka koja meri kvadratno odstupae Bajesova ocena
parametra pouzdanosti R jednaka je uslovnom matematiqkom oqekivau



















a∗ + b∗, b∗; a∗ + b∗ + 1; c
c−1
)
, za c ≤ −1.
(2.27)
Za efrisovu apriornu raspodelu h(α, β) ∝ α−1β−1 i funkciju gu-
bitaka koja meri kvadratno odstupae vai da je (Kotz i ostali, 2003)









Ako X ima Paretovu Par(a1, µ1) raspodelu, a Y Paretovu Par(a2, µ2)
raspodelu, gde su lokacijski parametri µ1 i µ2 poznati, i ako a1 ima
apriornu gama Γ (α1,
1
β1




a funkcija gubitaka meri kvadratno odstupae, tada vai (Beg i Singh,

















(1− θ)γ′1+γ′2 2F1(γ′1 + γ′2, γ′2 + 1; γ′1 + γ′2 + 1; θ),





























, za θ ≤ −1,























(1− ϕ)γ′1+γ′2 2F1(γ′1 + γ′2, γ′1 + 1; γ′1 + γ′2 + 1;ϕ),



























, za ϕ ≤ −1,
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−ξ . U prethodnim izrazima je γ
′














, a ξ = ln µ2
µ1
.
Burove raspodele tipa III
Neka X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2)
raspodelu, gde je parametar oblika a poznat, i obimi uzoraka su jednaki,
tj. n = m.
Ako b1 ima apriornu gama Γ (α1,
1
β1




) raspodelu, a funkcija gubitaka meri kvadratno odstupae,









δ1 + δ2, δ1; δ1 + δ2 + 1; 1− v1v2
)







δ1 + δ2, δ2 + 1; δ1 + δ2 + 1; 1− v2v1
)
, za v1 > v2,
gde je δ1 = n + α1, v1 = β1 + VX , δ2 = n + α2, v2 = β2 + VY , a VX i VY su
statistike definisane jednakostima (2.15).
Za efrisovu apriornu raspodelu h(b1, b2) ∝ b−11 b−12 i funkciju gu-











2n, n; 2n+ 1; 1− VX
VY
)









2n, n+ 1; 2n+ 1; 1− VY
VX
)
, za VX > VY .
Burove raspodele tipa X
Ako X ima Burovu Bur10(a) raspodelu, a Y Burovu Bur10(b) raspode-
lu, i ako a i b imaju efrisovu apriornu raspodelu h(a, b) ∝ a−1b−1, a
funkcija gubitaka meri kvadratno odstupae, tada vai da je (Kotz i
ostali, 2003) izraz za Ř isti kao u jednakosti (2.27), samo xto je a∗ = n,
γ∗ = nWX , b
∗ = m, λ∗ = mWY , a WX i WY su statistike definisane
jednakostima (2.16).
Vejbulove raspodele
Ako X ima Vejbulovu W(a, β1) raspodelu, a Y VejbulovuW(a, β2)
58
2.3. Bajesova ocena
raspodelu, gde je parametar oblika a poznat, i ako β−a1 ima apriornu
gama Γ (α1, λ1) raspodelu, β
−a
2 apriornu gama Γ (α2, λ2) raspodelu, a










δ1 + δ2, δ1 + 1; δ1 + δ2 + 1; 1− v1v2
)







δ1 + δ2, δ2; δ1 + δ2 + 1; 1− v2v1
)
, za v1 > v2,
gde je δ1 = n+ α1, v1 = λ1 +
n∑
i=1





Ako X ima Gompercovu Gom(α, µ1) raspodelu, a Y Gompercovu
Gom(α, µ2) raspodelu, gde je skalirajui parametar α poznat, i ako
µ1 ima apriornu gama Γ (λ1,
1
β1




raspodelu, a funkcija gubitaka meri kvadratno odstupae, tada vai









δ1 + δ2, δ1 + 1; δ1 + δ2 + 1; 1− v1v2
)







δ1 + δ2, δ2; δ1 + δ2 + 1; 1− v2v1
)
, za v1 > v2,
gde je δ1 = n+ λ1, v1 = β1 +QX , δ2 = m+ λ2, v2 = β2 +QY , a QX i QY su
statistike definisane jednakostima (2.17).
Kumarasvamijeve raspodele
Neka X ima Kumarasvamijevu Kum(a, b1) raspodelu, a Y Kumarasva-
mijevu Kum(a, b2) raspodelu, gde je parametar oblika a poznat.
Ako b1 ima apriornu gama Γ (α1,
1
β1




) raspodelu, a funkcija gubitaka meri kvadratno odstupae,









δ1 + δ2, δ1 + 1; δ1 + δ2 + 1; 1− v1v2
)







δ1 + δ2, δ2; δ1 + δ2 + 1; 1− v2v1
)
, za v1 > v2,
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gde je δ1 = n + α1, v1 = β1 +KX , δ2 = m + α2, v2 = β2 +KY , a KX i KY
su statistike definisane jednakostima (2.19).
Za efrisovu apriornu raspodelu h(b1, b2) ∝ b−11 b−12 i funkciju gu-










n+m,n+ 1;n+m+ 1; 1− KX
KY
)







n+m,m;n+m+ 1; 1− KY
KX
)
, za KX > KY .
2.4 Intervali poverea
Za oceivae nepoznatog parametra θ na osnovu uzorka
(X1, X2, . . . , Xn) iz populacije qije obeleje X ima raspodelu koja zavi-
si od θ osim metoda taqkastog oceivaa qiji rezultati su statistike
koje predstav	aju ocene parametra θ, moe se koristiti i intervalno
oceivae qiji rezultat je sluqajni interval kome parametar θ pripada
sa unapred zadatom verovatnoom γ.
Definicija 2.6 Neka je γ ∈ (0, 1), a U = U(X1, X2, . . . , Xn) i V =
V (X1, X2, . . . , Xn) su takve statistike da za svaku dopustivu vrednost
parametra θ vai da je P{U ≤ V } = 1 i P{U < θ < V } ≥ γ. Tada se
interval (U, V ) naziva interval poverea za nepoznati parametar θ
sa nivoom poverea γ.
Neka suX = (X1, X2, . . . , Xn) iY = (Y1, Y2, . . . , Ym) uzorci stresa koji
ima raspodelu X i snage koja ima raspodelu Y . Postoje razni metodi za
odreivae intervala poverea za parametar pouzdanosti R na osnovu
tih uzoraka. Najqexe se u literaturi pomiu egzaktni, asimptotski,
bootstrap-p i Bajesov interval poverea za R.
2.4.1 Egzaktni interval poverea
Za odreivae egzaktnog intervala poverea za parametar pouzda-
nosti R potrebno je odrediti centralnu sluqajnu veliqinu za R. To
je sluqajna veliqina T = T (X,Y, R) qija raspodela ne zavisi od R,
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a T (x,y, R) je neprekidna i strogo monotona funkcija argumenta R.
Zatim se za unapred zadati nivo poverea γ odrede konstante a i b
takve da je
P{a < T < b} = γ. (2.28)
Rexavaem po R jednaqina T (x,y, R) = a i T (x,y, R) = b dobijaju se
redom rexea T1(x,y) i T2(x,y). Tako su odreene statistike T1(X,Y)
i T2(X,Y) za koje iz (2.28) sledi da je
P{T1(X,Y) < R < T2(X,Y)} = γ.
Prema tome, 100γ% egzaktni interval poverea I
(EGZ)
R za parametar
pouzdanosti R je (T1(X,Y), T2(X,Y)).
Za razne raspodeleX i Y bie izvedeni ili navedeni 100γ% egzaktni
intervali poverea za parametar pouzdanosti R.
Normalne raspodele
Neka X ima normalnu N (µ1, σ21) raspodelu, a Y normalnu N (µ2, σ22)
raspodelu, gde su disperzije σ21 i σ
2













raspodelu, i X i Y su
















ima normalnuN (0, 1) raspodelu.















lnu N (0, 1) raspodelu.














































































Na osnovu jednakosti (1.5) konaqno sledi da je 100γ% egzaktni interval



























Ako X ima eksponencijalnu E(α) raspodelu, a Y eksponencijalnu






n(1− R̃)(1− a) +mR̃a
,
mR̃b
n(1− R̃)(1− b) +mR̃b
)
,
gde je R̃ definisano jednakoxu (2.1), a a i b su kvantili beta B(n,m)
raspodele, takvi da za sluqajnu veliqinu Z koja ima tu raspodelu vai
da je P{a < Z < b} = γ.
Burove raspodele tipa III
Ako X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2)
raspodelu, gde je parametar oblika a poznat, i ako su obimi uzoraka







































Burove raspodele tipa X
Ako X ima Burovu Bur10(a) raspodelu, a Y Burovu Bur10(b) raspo-






















gde su WX i WY statistike definisane jednakostima (2.16).
Gompercove raspodele
Ako X ima Gompercovu Gom(α, µ1) raspodelu, a Y Gompercovu
Gom(α, µ2) raspodelu i ako je skalirajui parametar α poznat, tada
































gde su QX i QY statistike definisane jednakostima (2.17).
Top-Leoneove raspodele
Ako X ima Top-Leoneovu T L(a) raspodelu, a Y Top-Leoneovu T L(b)






















gde su LX i LY statistike definisane jednakostima (2.18).
Kumarasvamijeve raspodele
Ako X ima Kumarasvamijevu Kum(1, b1) raspodelu, a Y Kumarasva-






















gde su KX i KY statistike definisane jednakostima (2.19).
63
2.4. Intervali poverea
2.4.2 Asimptotski interval poverea
Asimptotski intervali poverea se koriste u sluqajevima kada se
ne mogu odrediti egzaktni intervali poverea. Najqexe se odreu-
ju asimptotski intervali poverea koji se konstruixu korixeem
asimptotske normalnosti MV ocene. Od velike koristi e biti sledee
dve teoreme koje se mogu primeivati pri uslovima regularnosti (uslo-
vi R0 −R9, Hogg i ostali, 2005, glava 6 i apendiks A).
Teorema 2.8 Neka je (X1, X2, . . . , Xn) uzorak iz raspodele qija je gusti-
na (zakon raspodele) f(x; θ), gde je θ k-dimenzionalni nepoznati para-
metar, tj. θ = (θ1, θ2, . . . , θk). Tada vai
√
n(θ̃ − θ) R−→ Nk(0, I−1(θ))
kad n → ∞, gde je θ̃ MV ocena za θ, a I(θ) Fixerova informaciona
matrica qiji element (i, j), 1 ≤ i ≤ k, 1 ≤ j ≤ k, je
Iij(θ) = −E
(




Teorema 2.9 Neka je θ̃ MV ocena za θ, gde je θ = (θ1, θ2, . . . , θk), i neka
za funkciju η = g(θ) vai da su parcijalni izvodi ∂g
∂θi
, 1 ≤ i ≤ k,
neprekidne funkcije koje nisu jednake nuli u okolini θ. Tada je η̃ MV
ocena za η, gde je η̃ = g(θ̃), i vai
√
n(η̃ − η) R−→ N (0, BI−1(θ)BT )










Za odreivae asimptotskog intervala poverea za parametar po-
uzdanosti R prvo se na osnovu teoreme 2.8 odredi asimptotska raspodela
MV ocena parametara koji se pojav	uju u raspodeli stresa X, odnosno
snage Y . Zatim se, korixeem nezavisnosti X i Y , odreuje zajedni-
qka asimptotska raspodela MV ocena svih parametara. Na osnovu teo-
reme 2.9 konaqno se odreuje asimptotska raspodela MV ocene parametra
64
2.4. Intervali poverea
pouzdanosti R i dobija se da vai
√
n(R̃−R) R−→ N (0, σ2R)










































Za razne raspodeleX i Y bie izvedeni ili navedeni 100γ% asimpto-
tski intervali poverea za parametar pouzdanosti R.
Dvoparametarske eksponencijalne raspodele
Ako X ima dvoparametarsku eksponencijalnu E(α1, µ) raspodelu, a











































Neka X ima gama Γ (a, β1) raspodelu, a Y gama Γ (1, β2), tj. ekspo-
nencijalnu E( 1
β2
), raspodelu. Korixeem sledeih teorema, na osnovu
uzoraka (X1, X2, . . . , Xn) i (Y1, Y2, . . . , Ym), izvodi se 100γ% asimptotski
interval poverea za parametar pouzdanosti R.
Teorema 2.10 Ako n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan
































ln fX(x; a, β1) = (a− 1) lnx−
x
β1
− ln Γ(a)− a ln β1.
Sledi da je
∂ ln fX(x; a, β1)
∂a
= lnx− ψ(a)− ln β1,








gde je ψ(x) digama funkcija. Da	e je
∂2 ln fX(x; a, β1)
∂a2
= −ψ′(a),















Odavde sledi da je
E
(






























pa se na osnovu jednakosti (2.29) dobija da za Fixerovu informacionu















































Analogno se odreuje asimptotska raspodela MV ocene parametra β2.
Kako je






























Odavde se dobija da je
E
(
















pa na osnovu teoreme 2.8 vai da
√
m(β̃2 − β2)
R−→ N (0, β22)
kad m→ ∞. Kako je
√








→ s kad n→ ∞, m→ ∞, to
√
n(β̃2 − β2)
R−→ N (0, sβ22) (2.32)
kad n→ ∞.
Konaqno, koristei nezavisnostX i Y , iz (2.31) i (2.32) sledi tvre-
e teoreme. 
Teorema 2.11 Ako n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan
realan broj, onda vai
√
n(R̃−R) R−→ N (0, V )




















































































Na osnovu teorema 2.9 i 2.10 sledi da
√
n(R̃−R) R−→ N (0, BWBT )
kad n→ ∞, gde je matricaW definisana jednakoxu (2.30). Mnoeem
matrica B, W i BT dobija se traeni izraz za V . 
Iz ovih teorema sledi da za 100γ% asimptotski interval poverea



































ãsψ′(ã) + ψ′(ã)− s
))
.
MV ocene ã, β̃1, β̃2 i R̃ su definisane jednakostima (2.6), (2.7), (2.5) i
(2.8).
Ovaj interval poverea, ali za sluqaj kada je n = m, izveli su
Jovanović i Rajić (2014).
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Burove raspodele tipa III
Ako X ima Burovu Bur3(a, b1) raspodelu, a Y Burovu Bur3(a, b2)
raspodelu, gde je parametar oblika a poznat, i ako su obimi uzoraka




















gde je R̃ = VX
VX+VY
, a VX i VY su statistike definisane jednakostima
(2.15).
Gompercove raspodele
Ako X ima Gompercovu Gom(α, µ1) raspodelu, a Y Gompercovu
Gom(α, µ2) raspodelu i ako je skalirajui parametar α poznat, tada



















gde je R̃ definisana jednakoxu (2.9).
Top-Leoneove raspodele
Ako X ima Top-Leoneovu T L(a) raspodelu, a Y Top-Leoneovu T L(b)



















gde je R̃ definisana jednakoxu (2.10).
Lindlijeve raspodele
Ako X ima Lindlijevu Lin(α) raspodelu, a Y Lindlijevu Lin(β)
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α̃2 + 4α̃ + 2
α̃2(α̃ + 1)2
, σ̃2Y =




α̃β̃2[6 + β̃2(α̃ + 2) + 2β̃(α̃ + 1)(α̃ + 3) + α̃(α̃2 + 6α̃ + 12)]
(α̃+ 1)2(β̃ + 1)(α̃ + β̃)4
,
d̃Y = −
α̃2β̃[β̃3 + 2β̃2(α̃+ 3) + β̃(α̃ + 2)(α̃ + 6) + 2(α̃2 + 3α̃ + 3)]
(α̃ + 1)(β̃ + 1)2(α̃+ β̃)4
,
a R̃, α̃ i β̃ su definisane jednakostima (2.11) i (2.12).
2.4.3 Bootstrap interval poverea
Bootstrap metodi su posledih godina veoma popularni u matemati-
qkoj statistici. Dele se na neparametarske i parametarske. Neka je
(X1, X2, . . . , Xn) uzorak iz populacije qije obeleje X ima raspodelu
f(x; θ), gde je θ nepoznati parametar koji moe biti i vixedimenziona-
lan. Ako se novi uzorci obima n na osnovu kojih se donose statistiqki
zak	uqci izvlaqe iz tog uzorka, onda su to neparametarski bootstrap
metodi, a ako se na osnovu tog uzorka oceni parametar θ, na primer MV
ocenom θ̃, pa se novi uzorci obima n izvlaqe iz populacije qije obeleje
ima raspodelu f(x; θ̃), onda su to parametarski bootstrap metodi. Vixe
o bootstrap metodima moe se nai u kizi qiji su autori Efron i Tib-
shirani (1993).
Bootstrap intervala poverea ima vixe vrsta i oni se mogu koristi-
ti u situacijama kada se ne mogu odrediti egzaktni intervali pove-
rea, a obimi uzoraka su mali. Za intervalno oceivae parametra




Algoritam za egovo odreivae je sledei:
1. Na osnovu realizovanih poqetnih uzoraka (x1, x2, ..., xn) i
(y1, y2, ..., ym) oceniti (obiqno MV ocenama) nepoznate parametre
koji se pojav	uju u raspodelama za X i Y .











m) i na osnovu ta dva uzorka izraqunati
R̃∗, odgovarajuu ocenu za R.
3. Ponoviti N puta korak 2, gde se obiqno u praksi uzima N = 500
ili N = 1000. Dobijene odgovarajue vrednosti R̃∗i , 1 ≤ i ≤ N ,
poreati u neopadajui niz.


















α-kvantil tog niza, tj. vrednost koja je na mestu Nα
po redu u tom nizu. Ako Nα nije prirodan broj, uz pretpostavku
da je α ≤ 0.5, umesto Nα uzima se najvei prirodan broj mai ili
jednak od (N + 1)α.
2.4.4 Bajesov interval poverea
Ovaj tip intervala poverea se konceptualno razlikuje od pretho-
dnih tipova. Kod Bajesovog pristupa nepoznati parametar se tretira
ne kao konstanta, nego kao sluqajna veliqina, te za realizovani uzorak
taj parametar ima neku aposteriornu raspodelu i pripada intervalu
poverea sa fiksiranim granicama sa nekom verovatnoom γ.
Za odreivae Bajesovog intervala poverea za parametar pouzdano-
sti R obiqno se prvo odredi aposteriorna raspodela h(R|x,y) (postupak
za to je objaxen u poglav	u 2.3). Zatim se odrede eni kvantili.


























3.1 Motivacija i parametar pouzdanosti
Za razliku od svih prethodno pomenutih stress-strength modela u
ovom stres i snaga imaju raspodele koje pripadaju razliqitim fami-
lijama raspodela. Kao motivacija za egovo uvoee moe posluiti
sledei primer.
Primer 7 Poslodavac intervjuixe kandidate za neko radno mesto.
Neka je X broj kandidata potrebnih za nalaee odgovarajue osobe,
a Y broj osoba koje se za odreeni vremenski period prijave na konkurs
za to radno mesto. Tada je R verovatnoa da poslodavac pronae odgo-
varajueg kandidata.
Kako u ovom primeru X ima geometrijsku raspodelu, a Y Puasonovu
raspodelu, to iz ovog i sliqnih primera sledi potreba za uvoeem
ovakvog modela za modelirae nekih realnih situacija i potreba za
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oceivaem egovog parametra pouzdanosti. Ovaj model su uveli i
ime su se bavili Obradović i ostali (2015).
Neka X ima geometrijsku G(p) raspodelu, a Y Puasonovu P(λ) raspo-
delu, i sluqajne veliqineX i Y su nezavisne.  ihovi zakoni raspodela
su
P{X = x; p} = (1− p)x−1p, x ∈ N,
gde je 0 < p < 1, i
P{Y = y;λ} = e
−λλy
y!
, y ∈ N ∪ {0},
gde je λ > 0. Parametar pouzdanosti u ovom modelu bie definisan kao
R = P{X ≤ Y }. Prema tome,



























































= 1− e−λp. (3.1)
Neka su X = (X1, X2, . . . , Xn) i Y = (Y1, Y2, . . . , Ym) uzorci stresa
koji ima geometrijsku G(p) raspodelu i snage koja ima Puasonovu P(λ)
raspodelu, gde su p i λ nepoznati parametri. U sledeim poglav	ima





















































































, λ̃ = Y . (3.3)
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3.3. JNUMD ocena
Korixeem izraza (3.1) na osnovu teoreme 2.1 dobija se da za MV ocenu
parametra pouzdanosti R vai da je




U ovom poglav	u bie odreena JNUMD ocena parametra pouzdanosti
R, kao i JNUMD ocena ene srede kvadratne grexke, tj. JNUMD ocena
disperzije od R̂, u oznaci D̂(R̂).
Kako je
P{X = x; p} = (1− p)x−1p = ex ln(1−p)+ln
p
1−p , x ∈ N,
to se na osnovu definicije 2.3 moe zak	uqiti da je raspodela za X
regularan sluqaj eksponencijalne familije raspodela. Iz teoreme 2.3
sledi da je TX , gde je TX =
n∑
i=1
Xi, kompletna dovo	na statistika za p.
Kako je
P{Y = y;λ} = e
−λλy
y!
= ey lnλ−ln y!−λ, y ∈ N ∪ {0},
analogno prethodnom se zak	uquje da je raspodela za Y regularan sluqaj




tna dovo	na statistika za λ.
Zbir l nezavisnih isto raspode	enih sluqajnih veliqina koje imaju
geometrijsku G(p) raspodelu, ima negativnu binomnu raspodelu sa pa-
rametrima l i p (definicija negativne binomne raspodele ovde je malo
drugaqija nego u jednakosti (1.8)), a zbir f nezavisnih isto raspode-
	enih sluqajnih veliqina koje imaju Puasonovu P(λ) raspodelu, ima






















, d ∈ N ∪ {0}.
To znaqi da statistika TX ima negativnu binomnu raspodelu sa para-
metrima n i p, a statistika TY ima Puasonovu P(mλ) raspodelu.
Nepristrasna ocena za R je I{X1 ≤ Y1}. Vai da je





Xi = tX ,
m∑
j=1
Yj = tY }






P{X1 = x, Y1 = y,
n∑
i=2
Xi = tX − x,
m∑
j=2
Yj = tY − y}






P{X1 = x}P{Y1 = y}P{
n∑
j=2
Xj = tX − x}P{
m∑
j=2
Yj = tY − y}






















































da	e se dobija da je

























































































































Na osnovu teoreme 2.4 sledi da za JNUMD ocenu parametra pouzda-
























gde je M = min{TX − n + 1, y}. Ova formula vai za TY > 0. Ako je
TY = 0, onda je R̂ = 0.
Da bi se odredila JNUMD ocena srede kvadratne grexke JNUMD
ocene za R, tj. JNUMD ocena disperzije od R̂, treba izraqunati JNUMD
ocenu za R2. Nepristrasna ocena za R2 je I{X1 ≤ Y1, X2 ≤ Y2}. Vai da
je
E(I{X1 ≤ Y1, X2 ≤ Y2}|TX = tX , TY = tY )
= P{X1 ≤ Y1, X2 ≤ Y2|TX = tX , TY = tY }
=
P{X1 ≤ Y1, X2 ≤ Y2,
n∑
i=1
Xi = tX ,
m∑
j=1
Yj = tY }
P{TX = tX , TY = tY }
=
1















Xi = tX − x1 − x2,
m∑
j=3






















































































gde jeM1 = min{y1, tX−n+1}, aM2 = min{y2, tX−n+2−x1}. Koristei



































































































Nakon zamene, na osnovu prethodne jednakosti, odgovarajuih izraza u
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gde je M1 = min{y1, TX − n + 1}, a M2 = min{y2, TX − n + 2 − x1}. Ova
formula vai za TY > 1. Ako je TY ≤ 1, onda je R̂2 = 0.
Konaqno, na osnovu teoreme 2.7 dobija se da za JNUMD ocenu srede
kvadratne grexke JNUMD ocene za R, tj. JNUMD ocenu disperzije od
R̂, vai da je
D̂(R̂) = (R̂)2 − R̂2, (3.8)
gde su R̂ i R̂2 ocene definisane jednakostima (3.5) i (3.7).
3.4 Bajesova ocena
U ovom poglav	u e biti odreena Bajesova ocena parametra pouzda-
nosti R u odnosu na funkciju gubitaka koja meri kvadratno odstupae.
Kako je familija beta raspodela konjugovana familiji geometrijskih
raspodela, a familija gama raspodela familiji Puasonovih raspodela,
to se pretpostav	a da nepoznati parametar p ima apriornu beta B(a, b),
a, b ∈ N, raspodelu, a nepoznati parametar λ apriornu gama Γ (α, β),
α ∈ N, β > 0, raspodelu, gde su a, b, α i β poznati parametri. Kako je
prirodno pretpostaviti da su raspodele za p i λ nezavisne, to sledi da
za zajedniqku apriornu raspodelu vai da je
h(p, λ) ∝ pa−1(1− p)b−1λα−1e−
λ
β , p ∈ (0, 1), λ > 0. (3.9)
Na osnovu formule (2.22), korixeem jednakosti (3.2) i (3.9) dobija


































gde p ∈ (0, 1), a λ > 0. Uvoeem, pojednostav	ea radi, oznaka A, B, C
i D, gde je A = n+ a− 1, B = tX −n+ b− 1, C = tY +α− 1, a D = m+ 1β ,
konaqno se dobija da je


























Za odreivae aposteriorne raspodele za R koristi se transfor-
macija sluqajnog vektora (p, λ) u sluqajni vektor (R, λ). Kako je R =
1− e−λp, to je p = − ln(1−R)
λ







∣∣∣∣∣ 1λ 11−R ln(1−R)λ20 1
∣∣∣∣∣ = 1λ 11−R.
Sledi da za zajedniqku aposteriornu raspodelu za R i λ vai da je
hR,λ(r, λ|x,y) = h
(





























gde r ∈ (0, 1), a λ > − ln(1 − r). Aposteriorna raspodela za R dobija se
























































gde r ∈ (0, 1).
Korixeem jednakosti (3.11) dobija se da za aposteriorno matema-
tiqko oqekivae za R vai da je
























































z > 0, q ∈ Z. U zavisnosti od vrednosti q postoje tri mogunosti:
1. Za q > 0 vai da je
Lq(z) = Γ(q, z),
gde je Γ(s, x) nekompletna gama funkcija. Na osnovu jednakosti
(1.1) sledi da je






2. Za q = 0 vai da je
Lq(z) = −Ei(−z),
gde je Ei(x) eksponencijalni integral. Na osnovu jednakosti (1.4)
sledi da je







gde je γ Ojlerova konstanta.























i u zavisnosti od vrednosti j postoje tri tipa tih sabiraka:
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2. Za j = C−A korixeem jednakosti (3.14), jednakosti (Gradshteyn
i Ryzhik , 1980, jednakost 4.352.4)
∞∫
0
xµ−1e−x lnxdx = Γ′(µ), µ > 0, (3.16)










































































































3. Za j > C −A korixeem jednakosti (3.15) i (3.16), kao i osobina

















(A− C + j)!
· (A−C+j−i)! + (−1)
A−C+j
(A− C + j)!
(





















































(−1)i+j+1Di−1(A− C + j − i)!
(A− C + j)!












(γ + lnD)(A+j)! + ψ(A+j+1)
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Iz svega ovoga sledi da se prvi tip sabiraka pojav	uje u izrazu (3.12)
ako je C −A > 0, drugi ako je 0 ≤ C −A ≤ B, a trei ako je C −A < B.
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Za funkciju gubitaka koja meri kvadratno odstupae Bajesova ocena
parametra pouzdanosti R jednaka je uslovnom matematiqkom oqekivau
E(R|X,Y), pa se izraavajui izraz (3.12) preko pomenutih tipova












gde je A = n+ a− 1, B = TX − n+ b− 1, C = TY + α− 1, D = m+ 1β , a K
definisano jednakoxu (3.10).
Mogue je uopxtiti ovu ocenu za realne vrednosti parametara a, b,
α i β, ali bi to bilo mnogo komplikovanije i nepraktiqno za prezento-
vae.
3.5 Intervali poverea
3.5.1 Asimptotski interval poverea
Sledee dve teoreme odreuju zajedniqku asimptotsku raspodelu MV
ocena p̃ i λ̃ nepoznatih parametara p i λ i asimptotsku raspodelu MV
ocene R̃ parametra pouzdanosti R.
Teorema 3.1 Neka n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan





n(λ̃− λ)) R−→ N2(0, J)
kad n → ∞, gde su p̃ i λ̃ MV ocene nepoznatih parametara p i λ defi-












lnP{X = x; p} = (x− 1) ln(1− p) + ln p.
Sledi da je








∂2 lnP{X = x; p}
∂p2





Odavde se dobija da je
E
(
∂2 lnP{X = X; p}
∂p2
)














pa na osnovu teoreme 2.8 vai da
√
n(p̃− p) R−→ N (0, p2(1− p)) (3.24)
kad n→ ∞.
Analogno se odreuje asimptotska raspodela MV ocene parametra λ.
Kako je





lnP{Y = y;λ} = −λ+ y lnλ− ln y!.
Sledi da je
∂ lnP{Y = y;λ}
∂λ
= −1 + y
λ
,





Odavde se dobija da je
E
(












pa na osnovu teoreme 2.8 vai da
√
m(λ̃− λ) R−→ N (0, λ)










→ s kad n→ ∞, m→ ∞, to
√
n(λ̃− λ) R−→ N (0, sλ) (3.26)
kad n→ ∞.
Konaqno, koristei nezavisnost X i Y , a samim tim i nezavisnost
p̃ i λ̃, iz izraza (3.24) i (3.26) sledi tvree teoreme. 
Teorema 3.2 Neka n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan
realan broj. Tada vai
√
n(R̃−R) R−→ N (0, λp2e−2λp(λ(1− p) + s)) (3.27)
kad n → ∞, gde je R̃ MV ocena parametra pouzdanosti R definisana
jednakoxu (3.4).




















Na osnovu teorema 2.9 i 3.1 sledi da
√
n(R̃−R) R−→ N (0, BJBT )
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= e−2λp(λ2p2(1− p) + sλp2)
= λp2e−2λp(λ(1− p) + s),
to sledi tvree teoreme. 
Kako je R̃ asimptotski nepristrasna ocena za R, to se za veliko n za
ocenu srede kvadratne grexke te ocene moe uzeti MV ocena diperzije
od R̃. Ako se u izrazu (3.27) oznaqi da je σ2R = λp
2e−2λp(λ(1 − p) + s),












2e−2λ̃p̃(λ̃(1− p̃) + s), (3.29)
a p̃ i λ̃ su ocene definisane jednakostima (3.3).
Na osnovu teoreme 3.2 moe se odrediti asimptotski interval pove-


























Prema tome, 100γ% asimptotski interval poverea za parametar po-
uzdanosti R je
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gde su R̃ i σ̃R MV ocene definisane jednakostima (3.4) i (3.29).
3.5.2 Bootstrap-p interval poverea
Dat je algoritam za odreivae parametarskog bootstrap-p intervala
poverea za parametar pouzdanosti R.
1. Na osnovu realizovanih poqetnih uzoraka (x1, x2, ..., xn) i
(y1, y2, ..., ym) oceniti MV ocenama p̃ i λ̃ nepoznate parametre p
i λ koristei jednakosti (3.3).









m) iz Puasonove P(λ̃) raspodele i na osnovu ta dva uzorka
koristei jednakost (3.4) izraqunati R̃∗, MV ocenu za R.
3. Ponoviti N puta korak 2. Dobijene odgovarajue vrednosti R̃∗i ,
1 ≤ i ≤ N , poreati u neopadajui niz.


















α-kvantil tog niza, tj. vrednost koja je na mestu Nα
po redu u tom nizu. Ako Nα nije prirodan broj, uz pretpostavku
da je α ≤ 0.5, umesto Nα uzima se najvei prirodan broj mai ili
jednak od (N + 1)α.
3.6 Simulacije i zak	uqak
U ovom poglav	u e biti dat opis i rezultati simulacija raenih
pomou programskog jezika R. Simulacije se izvode za razne obime uzo-
raka n i m i razne vrednosti parametara p i λ.
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Za fiksirane vrednosti n, m, p i λ vrxi se sledea procedura. Bira
se uzorak x obima n iz geometrijske G(p) raspodele i uzorak y obima
m iz Puasonove P(λ) raspodele. Na osnovu tih uzoraka raqunaju se MV
ocena parametra pouzdanosti R i ocena ene standardne grexke (ko-
ren ocene srede kvadratne grexke) koristei jednakosti (3.4) i (3.28),
kao i JNUMD ocena parametra pouzdanosti R i ocena ene standardne
grexke koristei jednakosti (3.5) i (3.8).
Kako parametri apriorne raspodele nisu poznati i trebalo bi ih do-
datno oceivati, Bajesova ocena se raquna korixeem neinformativne
efrisove apriorne raspodele. Na osnovu izraza (2.23) i jednakosti
(2.24), (3.23) i (3.25), dobija se da za efrisove apriorne raspodele
vai da je hp(p) ∝ p−1(1 − p)−
1
2 i hλ(λ) ∝ λ−
1
2 . Korixeem izraza
(2.20) dobija se da za aposteriorne raspodele vai da je
hp(p|x) =
p−1(1− p)− 12 (1− p)tx−npn
1∫
0








B(n, tx − n+ 12)

















































, λ > 0.
Na osnovu toga, iz beta B(n, tx − n+ 12) raspodele bira se aposteriorna





) raspodele bira se aposteriorna
vrednost za λ. Korixeem jednakosti (3.1) izraqunava se vrednost
za R. Bajesova ocena parametra pouzdanosti R se raquna kao aritme-
tiqka sredina svih vrednosti R koje se dobijaju ponav	aem biraa
aposteriornih vrednosti p i λ i izraqunavaem vrednosti R, u ovom
sluqaju, 5000 puta. Ocena standardne grexke Bajesove ocene se dobija
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kao standardno odstupae izraqunatih vrednosti za R.
Asimptotski interval poverea za parametar pouzdanosti R odre-
uje se na osnovu jednakosti (3.30), a bootstrap-p interval poverea kori-
xeem algoritma iz potpoglav	a 3.5.2 (u ovim simulacijama korixe-
no N = 1000). Granice Bajesovog intervala poverea se raqunaju kao
odgovarajui kvantili niza izraqunatih vrednosti za R koje se pomiu
kod raqunaa Bajesove ocene parametra pouzdanosti R.
Za razne vrednosti n, m, p i λ ova procedura je ponov	ena po 5000
puta, a rezultati simulacija su dati u tabelama 3.1 i 3.2.
U tabeli 3.1 date su aritmetiqke sredine taqkastih ocena parame-
tra pouzdanosti R i aritmetiqke sredine ocena ihovih standardnih
grexaka. Za skoro sve sluqajeve za (n,m) ∈ {(10, 10), (10, 20), (20, 10)} i
veinu sluqajeva za (n,m) ∈ {(20, 20), (100, 100)} JNUMD ocena je najbli-
a pravoj vrednosti R, xto se i oqekuje zbog nepristrasnosti te ocene.
Najmae vrednosti standardnih grexaka taqkastih ocena najqexe su
za Bajesovu ocenu, ali nije retko da to bude i za JNUMD ocenu. Kad
nisu najmae, vrednosti standardnih grexaka JNUMD ocena su naj-
vee. Za velike vrednosti obima uzoraka, (n,m) = (100, 100), ocene
standardnih grexaka skoro da se i ne razlikuju, a za male i velike
vrednosti R, R ≤ 0.1813 ili R ≥ 0.8347, bez obzira na veliqine uzo-
raka, JNUMD ocena je i najblia pravoj vrednosti R i ima najmau
standardnu grexku od sve tri ocene.
U tabeli 3.2 date su aritmetiqke sredine doih i gorih granica
95% intervala poverea, kao i procenti prekrivaa ovih intervala,
tj. procenti intervala koji sadre pravu vrednost R. Iz tabele se
vidi da uvek najvei procenat prekrivaa imaju Bajesovi intervali
poverea, a najmai asimptotski intervali poverea. Qak i za velike
vrednosti obima uzoraka, (n,m) = (100, 100), procenat prekrivaa Ba-
jesovih intervala poverea je najvei, a asimptotskih najmai, mada
razlike u procentima u tim sluqajevima skoro da i nema.
Na osnovu svega ovoga moe se zak	uqiti da je za taqkasto oceivae
parametra pouzdanosti R kod ovog modela najbo	e koristiti JNUMD
ocenu, a za intervalno oceivae Bajesov interval poverea.
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Tabela 3.1: Taqkaste ocene za R i ihove standardne grexke
MV JNUMD Bajesova
n m p λ R R̃ sg(R̃) R̂ sg(R̂) Ř sg(Ř)
10 10
0.2 0.5 0.0952 0.1001 0.0488 0.0941 0.0465 0.1068 0.0505
0.5 0.5 0.2212 0.2233 0.0945 0.2204 0.0967 0.2312 0.0928
0.9 0.5 0.3624 0.3532 0.1244 0.3641 0.1325 0.3567 0.1182
0.2 1 0.1813 0.1913 0.0709 0.1812 0.0700 0.1943 0.0705
0.5 1 0.3935 0.3958 0.1132 0.3929 0.1185 0.3920 0.1089
0.9 1 0.5934 0.5799 0.1177 0.5943 0.1224 0.5664 0.1139
0.2 1.5 0.2592 0.2713 0.0856 0.2586 0.0865 0.2707 0.0838
0.5 1.5 0.5276 0.5314 0.1158 0.5302 0.1225 0.5195 0.1120
0.9 1.5 0.7408 0.7268 0.0959 0.7415 0.0970 0.7069 0.0970
0.2 2 0.3297 0.3422 0.0959 0.3282 0.0985 0.3384 0.0932
0.5 2 0.6321 0.6307 0.1105 0.6314 0.1168 0.6140 0.1086
0.9 2 0.8347 0.8202 0.0740 0.8333 0.0724 0.7994 0.0787
0.2 3 0.4512 0.4643 0.1078 0.4500 0.1135 0.4547 0.1045
0.5 3 0.7769 0.7718 0.0920 0.7760 0.0950 0.7504 0.0947
0.9 3 0.9328 0.9233 0.0401 0.9322 0.0362 0.9068 0.0482
10 20
0.2 0.5 0.0952 0.1004 0.0396 0.0939 0.0380 0.1030 0.0402
0.5 0.5 0.2212 0.2280 0.0747 0.2224 0.0760 0.2287 0.0733
0.9 0.5 0.3624 0.3561 0.0923 0.3605 0.0956 0.3513 0.0897
0.2 1 0.1813 0.1915 0.0604 0.1803 0.0600 0.1913 0.0597
0.5 1 0.3935 0.3998 0.0931 0.3929 0.0972 0.3921 0.0907
0.9 1 0.5934 0.5857 0.0876 0.5921 0.0900 0.5697 0.0880
0.2 1.5 0.2592 0.2745 0.0759 0.2605 0.0772 0.2715 0.0743
0.5 1.5 0.5276 0.5353 0.0981 0.5295 0.1036 0.5217 0.0965
0.9 1.5 0.7408 0.7356 0.0714 0.7423 0.0722 0.7161 0.0753
0.2 2 0.3297 0.3438 0.0865 0.3283 0.0893 0.3382 0.0842
0.5 2 0.6321 0.6357 0.0957 0.6317 0.1010 0.6184 0.0957
0.9 2 0.8347 0.8283 0.0552 0.8347 0.0545 0.8094 0.0615
0.2 3 0.4512 0.4666 0.0999 0.4504 0.1052 0.4560 0.0973
0.5 3 0.7769 0.7768 0.0816 0.7770 0.0842 0.7562 0.0856
0.9 3 0.9328 0.9283 0.0301 0.9329 0.0280 0.9141 0.0381
20 10
0.2 0.5 0.0952 0.0983 0.0444 0.0958 0.0435 0.1057 0.0459
0.5 0.5 0.2212 0.2213 0.0890 0.2222 0.0915 0.2324 0.0880
0.9 0.5 0.3624 0.3509 0.1228 0.3625 0.1306 0.3609 0.1172
0.2 1 0.1813 0.1861 0.0615 0.1819 0.0611 0.1908 0.0615
0.5 1 0.3935 0.3900 0.1043 0.3922 0.1079 0.3920 0.1007
0.9 1 0.5934 0.5790 0.1156 0.5943 0.1197 0.5739 0.1107
0.2 1.5 0.2592 0.2642 0.0726 0.2590 0.0729 0.2666 0.0717
0.5 1.5 0.5276 0.5240 0.1044 0.5277 0.1083 0.5197 0.1010
0.9 1.5 0.7408 0.7274 0.0932 0.7426 0.0938 0.7162 0.0918
0.2 2 0.3297 0.3341 0.0798 0.3284 0.0809 0.3344 0.0784
0.5 2 0.6321 0.6268 0.0980 0.6316 0.1014 0.6185 0.0956
0.9 2 0.8347 0.8199 0.0715 0.8333 0.0698 0.8073 0.0727
0.2 3 0.4512 0.4570 0.0877 0.4514 0.0901 0.4533 0.0858
0.5 3 0.7769 0.7708 0.0789 0.7771 0.0803 0.7586 0.0791
0.9 3 0.9328 0.9252 0.0374 0.9338 0.0340 0.9148 0.0411
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Tabela 3.1: Nastavak
MV JNUMD Bajesova
n m p λ R R̃ sg(R̃) R̂ sg(R̂) Ř sg(Ř)
20 20
0.2 0.5 0.0952 0.0981 0.0344 0.0951 0.0336 0.1015 0.0350
0.5 0.5 0.2212 0.2222 0.0679 0.2206 0.0686 0.2263 0.0671
0.9 0.5 0.3624 0.3566 0.0904 0.3619 0.0933 0.3581 0.0877
0.2 1 0.1813 0.1861 0.0496 0.1810 0.0493 0.1877 0.0495
0.5 1 0.3935 0.3956 0.0817 0.3939 0.0836 0.3936 0.0799
0.9 1 0.5934 0.5877 0.0845 0.5949 0.0861 0.5802 0.0830
0.2 1.5 0.2592 0.2657 0.0604 0.2593 0.0607 0.2656 0.0598
0.5 1.5 0.5276 0.5275 0.0837 0.5266 0.0861 0.5214 0.0821
0.9 1.5 0.7408 0.7316 0.0685 0.7388 0.0689 0.7211 0.0689
0.2 2 0.3297 0.3363 0.0682 0.3291 0.0690 0.3345 0.0672
0.5 2 0.6321 0.6325 0.0801 0.6326 0.0825 0.6236 0.0793
0.9 2 0.8347 0.8287 0.0517 0.8352 0.0511 0.8180 0.0536
0.2 3 0.4512 0.4588 0.0774 0.4514 0.0794 0.4541 0.0761
0.5 3 0.7769 0.7761 0.0663 0.7783 0.0676 0.7649 0.0674
0.9 3 0.9328 0.9291 0.0272 0.9335 0.0258 0.9211 0.0303
100 100
0.2 0.5 0.0952 0.0954 0.0152 0.0948 0.0151 0.0961 0.0152
0.5 0.5 0.2212 0.2209 0.0307 0.2206 0.0307 0.2218 0.0306
0.9 0.5 0.3624 0.3611 0.0414 0.3621 0.0416 0.3613 0.0411
0.2 1 0.1813 0.1825 0.0220 0.1815 0.0220 0.1829 0.0220
0.5 1 0.3935 0.3933 0.0370 0.3930 0.0372 0.3929 0.0368
0.9 1 0.5934 0.5917 0.0383 0.5931 0.0384 0.5901 0.0382
0.2 1.5 0.2592 0.2606 0.0270 0.2593 0.0270 0.2606 0.0269
0.5 1.5 0.5276 0.5276 0.0381 0.5274 0.0383 0.5263 0.0379
0.9 1.5 0.7408 0.7395 0.0306 0.7409 0.0306 0.7373 0.0307
0.2 2 0.3297 0.3317 0.0306 0.3303 0.0307 0.3314 0.0305
0.5 2 0.6321 0.6335 0.0366 0.6336 0.0368 0.6317 0.0365
0.9 2 0.8347 0.8337 0.0230 0.8350 0.0230 0.8316 0.0232
0.2 3 0.4512 0.4525 0.0350 0.4510 0.0351 0.4516 0.0348
0.5 3 0.7769 0.7771 0.0303 0.7775 0.0305 0.7748 0.0304
0.9 3 0.9328 0.9317 0.0120 0.9325 0.0119 0.9301 0.0123
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Tabela 3.2: Intervali poverea za R i ihovi procenti prekrivaa
ASIM BOOTp BAJES
n m p λ R doa gora % doa gora % doa gora %
10 10
0.2 0.5 0.0952 0.0045 0.1958 90.2 0.0252 0.2283 93.3 0.0336 0.2272 94.6
0.5 0.5 0.2212 0.0381 0.4085 89.9 0.0609 0.4271 92.3 0.0833 0.4392 95.0
0.9 0.5 0.3624 0.1094 0.5970 92.6 0.1083 0.5750 94.3 0.1503 0.6036 95.1
0.2 1 0.1813 0.0523 0.3303 92.5 0.0803 0.3704 94.2 0.0811 0.3530 94.6
0.5 1 0.3935 0.1740 0.6176 91.5 0.1882 0.6220 93.7 0.1954 0.6152 94.9
0.9 1 0.5934 0.3493 0.8105 91.4 0.3150 0.7702 92.9 0.3394 0.7784 95.3
0.2 1.5 0.2592 0.1035 0.4391 92.9 0.1362 0.4804 94.7 0.1280 0.4522 94.9
0.5 1.5 0.5276 0.3045 0.7583 92.1 0.3101 0.7482 94.4 0.3013 0.7337 94.8
0.9 1.5 0.7408 0.5388 0.9148 91.3 0.4927 0.8710 94.9 0.4985 0.8724 95.8
0.2 2 0.3297 0.1544 0.5301 92.8 0.1890 0.5686 94.5 0.1728 0.5334 95.1
0.5 2 0.6321 0.4141 0.8474 91.4 0.4119 0.8261 93.6 0.3907 0.8097 94.9
0.9 2 0.8347 0.6752 0.9651 91.6 0.6280 0.9251 93.5 0.6210 0.9241 95.7
0.2 3 0.4512 0.2529 0.6756 92.5 0.2865 0.7016 94.0 0.2567 0.6609 94.9
0.5 3 0.7769 0.5915 0.9520 90.7 0.5754 0.9178 93.9 0.5389 0.9030 94.9
0.9 3 0.9328 0.8447 1.0019 90.3 0.8068 0.9746 94.2 0.7889 0.9730 95.6
10 20
0.2 0.5 0.0952 0.0228 0.1781 91.9 0.0407 0.2075 94.3 0.0410 0.1962 94.6
0.5 0.5 0.2212 0.0815 0.3745 91.9 0.1012 0.3947 93.6 0.1051 0.3887 94.5
0.9 0.5 0.3624 0.1752 0.5371 93.7 0.1739 0.5274 93.3 0.1884 0.5357 95.8
0.2 1 0.1813 0.0731 0.3099 93.4 0.1004 0.3498 94.6 0.0912 0.3227 94.9
0.5 1 0.3935 0.2174 0.5823 92.8 0.2370 0.5941 93.4 0.2226 0.5745 94.9
0.9 1 0.5934 0.4141 0.7574 93.7 0.3981 0.7357 93.4 0.3915 0.7336 95.4
0.2 1.5 0.2592 0.1257 0.4234 93.5 0.1586 0.4663 94.2 0.1404 0.4287 94.7
0.5 1.5 0.5276 0.3431 0.7275 92.8 0.3572 0.7272 94.5 0.3288 0.7030 95.2
0.9 1.5 0.7408 0.5957 0.8754 93.3 0.5735 0.8502 94.2 0.5525 0.8454 95.6
0.2 2 0.3297 0.1743 0.5133 92.8 0.2097 0.5545 93.3 0.1843 0.5111 94.7
0.5 2 0.6321 0.4481 0.8233 91.7 0.4557 0.8126 93.4 0.4173 0.7881 94.8
0.9 2 0.8347 0.7202 0.9364 92.6 0.6967 0.9123 93.8 0.6690 0.9074 96.0
0.2 3 0.4512 0.2708 0.6623 93.0 0.3061 0.6927 93.3 0.2680 0.6449 95.0
0.5 3 0.7769 0.6169 0.9366 89.5 0.6109 0.9117 92.7 0.5620 0.8922 94.4
0.9 3 0.9328 0.8693 0.9873 90.4 0.8492 0.9699 93.3 0.8205 0.9667 95.7
20 10
0.2 0.5 0.0952 0.0113 0.1853 91.1 0.0257 0.2033 92.7 0.0368 0.2133 94.9
0.5 0.5 0.2212 0.0469 0.3958 90.7 0.0627 0.4045 92.2 0.0897 0.4282 94.8
0.9 0.5 0.3624 0.1101 0.5916 92.3 0.1070 0.5689 93.7 0.1552 0.6048 94.6
0.2 1 0.1813 0.0655 0.3067 93.1 0.0821 0.3276 94.3 0.0897 0.3280 95.1
0.5 1 0.3935 0.1856 0.5944 92.1 0.1891 0.5907 93.6 0.2095 0.5990 94.9
0.9 1 0.5934 0.3524 0.8055 91.6 0.3154 0.7654 93.3 0.3532 0.7802 94.8
0.2 1.5 0.2592 0.1220 0.4064 93.6 0.1401 0.4269 95.0 0.1430 0.4211 95.3
0.5 1.5 0.5276 0.3194 0.7287 92.6 0.3139 0.7149 94.5 0.3246 0.7155 94.9
0.9 1.5 0.7408 0.5447 0.9102 92.8 0.4969 0.8675 94.5 0.5199 0.8741 95.2
0.2 2 0.3297 0.1777 0.4906 93.8 0.1960 0.5092 94.8 0.1943 0.4990 95.1
0.5 2 0.6321 0.4347 0.8189 92.9 0.4226 0.7981 94.2 0.4251 0.7950 95.2
0.9 2 0.8347 0.6798 0.9601 93.0 0.6317 0.9218 94.1 0.6446 0.9246 95.3
0.2 3 0.4512 0.2850 0.6290 92.8 0.3014 0.6407 94.2 0.2918 0.6251 94.7
0.5 3 0.7769 0.6161 0.9254 91.9 0.5950 0.8974 94.4 0.5868 0.8925 94.7
0.9 3 0.9328 0.8519 0.9985 91.9 0.8149 0.9737 94.4 0.8162 0.9739 95.2
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Tabela 3.2: Nastavak
ASIM BOOTp BAJES
n m p λ R doa gora % doa gora % doa gora %
20 20
0.2 0.5 0.0952 0.0307 0.1655 93.0 0.0419 0.1811 94.6 0.0459 0.1814 95.1
0.5 0.5 0.2212 0.0892 0.3553 92.2 0.1011 0.3660 93.4 0.1122 0.3725 94.5
0.9 0.5 0.3624 0.1793 0.5338 93.0 0.1757 0.5231 92.8 0.1983 0.5384 94.8
0.2 1 0.1813 0.0888 0.2834 93.1 0.1044 0.3034 94.1 0.1034 0.2959 94.3
0.5 1 0.3935 0.2355 0.5557 94.1 0.2441 0.5600 94.6 0.2454 0.5561 95.6
0.9 1 0.5934 0.4221 0.7532 94.0 0.4039 0.7322 94.2 0.4139 0.7365 94.9
0.2 1.5 0.2592 0.1472 0.3842 94.4 0.1655 0.4057 94.9 0.1596 0.3924 95.2
0.5 1.5 0.5276 0.3635 0.6914 93.1 0.3673 0.6882 94.1 0.3607 0.6801 94.6
0.9 1.5 0.7408 0.5974 0.8657 94.3 0.5742 0.8425 94.1 0.5752 0.8431 94.5
0.2 2 0.3297 0.2027 0.4698 93.1 0.2220 0.4905 94.0 0.2119 0.4734 94.4
0.5 2 0.6321 0.4755 0.7894 92.7 0.4745 0.7799 93.6 0.4618 0.7699 94.7
0.9 2 0.8347 0.7273 0.9300 93.7 0.7036 0.9086 94.7 0.6996 0.9076 95.2
0.2 3 0.4512 0.3070 0.6106 94.0 0.3255 0.6264 94.7 0.3084 0.6048 95.1
0.5 3 0.7769 0.6462 0.9061 92.6 0.6369 0.8886 94.3 0.6179 0.8793 94.7
0.9 3 0.9328 0.8757 0.9825 92.0 0.8575 0.9680 94.3 0.8500 0.9668 95.2
100 100
0.2 0.5 0.0952 0.0657 0.1251 93.8 0.0683 0.1279 94.4 0.0688 0.1283 94.3
0.5 0.5 0.2212 0.1608 0.2811 94.3 0.1635 0.2834 94.6 0.1654 0.2850 95.1
0.9 0.5 0.3624 0.2800 0.4422 94.6 0.2791 0.4400 94.6 0.2831 0.4436 95.0
0.2 1 0.1813 0.1393 0.2257 94.3 0.1429 0.2294 94.7 0.1423 0.2284 94.8
0.5 1 0.3935 0.3208 0.4659 95.2 0.3228 0.4670 95.2 0.3224 0.4665 95.4
0.9 1 0.5934 0.5166 0.6667 94.8 0.5130 0.6622 94.8 0.5142 0.6634 95.0
0.2 1.5 0.2592 0.2077 0.3134 94.8 0.2119 0.3176 95.0 0.2102 0.3154 95.2
0.5 1.5 0.5276 0.4529 0.6022 94.4 0.4539 0.6019 94.4 0.4519 0.6003 94.7
0.9 1.5 0.7408 0.6795 0.7995 94.6 0.6748 0.7944 94.8 0.6747 0.7946 95.0
0.2 2 0.3297 0.2718 0.3917 94.9 0.2762 0.3959 94.6 0.2735 0.3929 94.9
0.5 2 0.6321 0.5619 0.7052 94.7 0.5617 0.7036 94.7 0.5587 0.7013 95.0
0.9 2 0.8347 0.7886 0.8789 94.6 0.7841 0.8742 94.9 0.7831 0.8739 95.2
0.2 3 0.4512 0.3840 0.5211 94.6 0.3882 0.5246 94.4 0.3841 0.5204 94.6
0.5 3 0.7769 0.7177 0.8366 94.3 0.7155 0.8331 94.7 0.7118 0.8307 94.6







4.1 Motivacija i parametar pouzdanosti
U ovoj glavi oceivae se parametar pouzdanosti modela u kome stres
i snaga ne samo da imaju raspodele koje pripadaju razliqitim famili-
jama raspodela kao xto je to bio sluqaj u modelu iz prethodne glave,
nego je qak raspodela stresa diskretnog tipa, a raspodela snage apsolu-
tno neprekidnog tipa. Ovim modelom mogu se modelirati situacije iz
realnog ivota, a sledei primeri to i dokazuju.
Primer 8 Doxavxi na posao slubenik je shvatio da je zaboravio
lozinku za pristupae sistemu, ali se sea da se lozinka sastoji
od odreenog, emu poznatog, broja cifara. Svaki pokuxaj unoxea
lozinke na sluqajan naqin traje jednu jedinicu vremena, tako da je
merni broj vremena potrebnog za nalaee lozinke ustvari jednak
broju pokuxaja. Neka je X to vreme, a Y vreme do telefonskog poziva
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prvog klijenta. Tada je R verovatnoa da slubenik pristupi siste-
mu pre nego xto prvi klijent pozove.
Primer 9 Doxlo je do nestanka struje u kui. Neka je Y vreme tra-
jaa baterije koja zameuje napajae strujom nekog ureaja u sluqaju
nestanka struje. Vlasnik kue hitno zove elektrodistribuciju. Kako
je telefonska linija qesto zauzeta potrebno je da pozove vixe puta,
a za svaki pokuxaj potrebna mu je jedna jedinica vremena. Neka je
X vreme potrebno da vlasnik dobije telefonom elektrodistribuciju,
a merni broj tog vremena ustvari je jednak broju pokuxaja. Tada je
R verovatnoa da vlasnik dobije telefonom elektrodistribuciju pre
nego xto ureaj prestane da radi.
Broj nezavisnih jednako verovatnih pokuxaja do prvog uspeha ima
geometrijsku raspodelu, pa u oba primeraX ima geometrijsku raspodelu.
Kako Y u oba primera ima eksponencijalnu raspodelu, to iz ovih i
sliqnih primera sledi potreba za uvoeem ovakvog modela i potreba
za oceivaem egovog parametra pouzdanosti. Ovaj model je uveo i
ime se bavio Jovanović (2015).
Neka X ima geometrijsku G(p) raspodelu, a Y eksponencijalnu E(λ)
raspodelu, i sluqajne veliqine X i Y su nezavisne. Zakon raspodele
sluqajne veliqine X je
P{X = x; p} = (1− p)x−1p, x ∈ N,
gde je 0 < p < 1, a gustina raspodele sluqajne veliqine Y je
fY (y;λ) = λe
−λy, y ≥ 0,
gde je λ > 0. Sledi da je
R = P{X < Y } =
∞∑
k=1
P{X = k, Y > k} =
∞∑
k=1






























eλ − 1 + p
. (4.1)
Neka suX = (X1, X2, . . . , Xn) iY = (Y1, Y2, . . . , Ym) uzorci stresa koji
ima geometrijsku G(p) raspodelu i snage koja ima eksponencijalnu E(λ)
raspodelu, gde su p i λ nepoznati parametri. U sledeim poglav	ima
e na osnovu tih uzoraka raznim metodima biti oceivan parametar
pouzdanosti R.
4.2 MV ocena















































































Korixeem izraza (4.1) na osnovu teoreme 2.1 dobija se da za MV ocenu





Y −X + 1
. (4.4)
4.3 JNUMD ocena
U ovom poglav	u e osim JNUMD ocene parametra pouzdanosti R
biti odreena i JNUMD ocena ene srede kvadratne grexke.
Statistika TX , gde je TX =
n∑
i=1
Xi, je kompletna dovo	na statistika
za p i ima negativnu binomnu raspodelu sa parametrima n i p, kao xto
je pokazano u poglav	u 3.3. Kako je
fY (y;λ) = λe
−λy = e−λy+lnλ, y ≥ 0,
to se na osnovu definicije 2.3 moe zak	uqiti da je raspodela za Y
regularan sluqaj eksponencijalne familije raspodela. Iz teoreme 2.3
sledi da je TY , gde je TY =
m∑
j=1
Yj, kompletna dovo	na statistika za
λ. Kako zbir l nezavisnih isto raspode	enih sluqajnih veliqina koje
imaju eksponencijalnu E(λ) raspodelu ima gama Γ (l, 1
λ
) raspodelu, to TY
ima gama Γ (m, 1
λ




, y ≥ 0.
Nepristrasna ocena za R je I{X1 < Y1}. Vai da je
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E(I{X1 < Y1}|TX = tX , TY = tY ) = P{X1 < Y1|TX = tX , TY = tY }
= lim
ϵ→0+






Xi = tX , tY ≤
m∑
j=1
Yj < tY + ϵ}





P{X1 = k, Y1 > k,
n∑
i=2
Xi = tX − k, tY ≤ Y1 +
m∑
j=2
Yj < tY + ϵ}












































































































































































































gde je w = min{tX − n + 1, s}, a s je najvei prirodan broj mai od tY .
Koristei Lopitalovo pravilo dobija se da je

















λ(tY + ϵ− k)m−1 − (m− 1)(tY + ϵ− k)m−2
)




































Na osnovu teoreme 2.4 sledi da za JNUMD ocenu parametra pouzda-















gde je W = min{TX − n+ 1, s}, a s je najvei prirodan broj mai od TY .
Ova formula vai za TY > 1. Ako TY ∈ [0, 1], onda je R̂ = 0.
JNUMD ocena srede kvadratne grexke JNUMD ocene za R je ustva-
ri JNUMD ocena disperzije od R̂. Da bi se ona izraqunala treba
prvo izraqunati JNUMD ocenu za R2. Nepristrasna ocena za R2 je
I{X1 < Y1, X2 < Y2}. Vai da je
E(I{X1 < Y1, X2 < Y2}|TX = tX , TY = tY )
= P{X1 < Y1, X2 < Y2|TX = tX , TY = tY }
= lim
ϵ→0+
P{X1 < Y1, X2 < Y2|TX = tX , tY ≤ TY < tY + ϵ}
= lim
ϵ→0+
P{X1 < Y1, X2 < Y2,
n∑
i=1
Xi = tX , tY ≤
m∑
j=1
Yj < tY + ϵ}







P{X1 = r, Y1 > r,X2 = k − r, Y2 > k − r,
n∑
i=3
Xi = tX − k,
P{TX = tX , tY ≤ TY < tY + ϵ}
tY ≤ Y1 + Y2 +
m∑
j=3








P{X1 = r}P{X2 = k − r}P{
n∑
i=3
Xi = tX − k}
P{TX = tX}P{tY ≤ TY < tY + ϵ}
·P{Y1 > r, Y2 > k − r, tY ≤ Y1 + Y2 +
m∑
j=3


















































































































































































































































































(m− 1)e−λ(tY +ϵ)(tY +ϵ−k)m−2 − e−λ(tY +ϵ)
(
(m− 1)(tY +ϵ−k)m−1




(m− 1)e−λtY (tY − k)m−2
+e−λtY
(





































e−λϵ(tY + ϵ− k)m−1 − (tY − k)m−1
)]]
,
gde je q = min{tX − n + 2, s}, a s je, kao i ranije, najvei prirodan broj
mai od tY . Koristei Lopitalovo pravilo dobija se da je















































+(m− 2)(tY − k)m−3
)


































gde je Q = min{TX − n + 2, s}, a s je najvei prirodan broj mai od TY .
Ova formula vai za TY > 2. Ako TY ∈ [0, 2], onda je R̂2 = 0.
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Konaqno, na osnovu teoreme 2.7 dobija se da za JNUMD ocenu di-
sperzije od R̂, a samim tim za JNUMD ocenu srede kvadratne grexke
JNUMD ocene za R, vai da je
D̂(R̂) = (R̂)2 − R̂2, (4.7)
gde su R̂ i R̂2 ocene definisane jednakostima (4.5) i (4.6).
4.4 Bajesova ocena
U ovom poglav	u e biti razmatrana Bajesova ocena parametra po-
uzdanosti R u odnosu na funkciju gubitaka koja meri kvadratno odstu-
pae. Kako je familija beta raspodela konjugovana familiji geome-
trijskih raspodela, a familija gama raspodela familiji eksponenci-
jalnih raspodela, to se pretpostav	a da nepoznati parametar p ima
apriornu beta B(a, b), a, b ∈ N, raspodelu, a nepoznati parametar λ apri-
ornu gama Γ (α, β), α ∈ N, β > 0, raspodelu, gde su a, b, α i β poznati
parametri. Kako je prirodno pretpostaviti da su raspodele za p i λ
nezavisne, to sledi da za zajedniqku apriornu raspodelu vai da je
h(p, λ) ∝ pa−1(1− p)b−1λα−1e−
λ
β , p ∈ (0, 1), λ > 0. (4.8)
Na osnovu formule (2.22), korixeem jednakosti (4.2) i (4.8) dobija
se da za aposteriornu raspodelu vai da je

























gde p ∈ (0, 1), a λ > 0. Uvoeem, pojednostav	ea radi, oznaka A, B, C
i D, gde je
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konaqno se dobija da je
























(A− 1)!(B − 1)!(C − 1)!
.
Za odreivae aposteriorne raspodele za R koristi se transforma-
cija sluqajnog vektora (p, λ) u sluqajni vektor (R, V ), gde je
V = eλ − 1 + p. Kako je R = p
eλ−1+p , to je p = RV , a λ = ln(1 + V (1−R)),











∣∣∣∣∣ = V1 + V (1−R) .
Sledi da za zajedniqku aposteriornu raspodelu za R i V vai da je
hR,V (r, v |x,y) = h
(
p(r, v), λ(r, v)|x,y
)
|J |
= K(rv)A−1(1−rv)B−1(ln(1+v(1−r)))C−1e−D ln(1+v(1−r)) v
1+v(1−r)
=
KrA−1vA(1− rv)B−1(ln(1 + v(1− r)))C−1
(1 + v(1− r))D+1
,
gde r ∈ (0, 1), a 0 < w < 1
r
. Aposteriorna raspodela za R dobija se
integracijom zajedniqke aposteriorne raspodele za R i V po v. Kori-
xeem binomne formule, smena ln(1+ v(1− r)) = t i −t(D− s− l) = z,
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KrA−1vA(1− rv)B−1(ln(1 + v(1− r)))C−1































































































(C − 1− k)!
(ln r)C−1−k − rA+l−1
)
,
gde r ∈ (0, 1).
Za funkciju gubitaka koja meri kvadratno odstupae Bajesova ocena
parametra pouzdanosti R jednaka je uslovnom matematiqkom oqekivau
E(R|X,Y). Kako se u ovom sluqaju to oqekivae ne moe eksplicitno
izraqunati, u sledeem potpoglav	u e biti odreena Bajesova ocena
parametra pouzdanosti R korixeem Lindlijeve aproksimacije.
4.4.1 Lindlijeva aproksimacija
Lindley (1980) je razvio metod koji aproksimira vrednost koliqnika
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gde je θ = (θ1, θ2, . . . , θk) k-dimenzionalni realni parametar, L(θ) je loga-
ritam funkcije verodostojnosti, a w(θ) i ν(θ) su proizvo	ne funkcije
parametra θ. Aposteriorno matematiqko oqekivae, tj. uslovno matema-







gde je Q(θ) = L(θ) + ρ(θ), a ρ(θ) je logaritam apriorne raspodele za θ.
Primenom Lindlijeve aproksimacije na ovom primeru za sluqaj dvodi-
menzionalnog parametra θ = (θ1, θ2) dobija se da vai da je
E(U(θ)|x,y) ≈ U(θ) + 1
2














, i, j ∈ {1, 2}, koeficijent τij je (i, j) element matrice










η, ξ ∈ {0, 1, 2, 3}, η + ξ = 3, i za i ̸= j je
Sij = (Uiτii + Ujτij)τii, Cij = 3Uiτiiτij + Uj(τiiτjj + 2τ
2
ij). (4.13)
Vrednost desne strane izraza (4.10) se raquna u taqki (θ1, θ2), maksimumu
funkcije Q(θ1, θ2).
Za uslovno matematiqko oqekivae parametra pouzdanosti R pri
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uslovu (x,y) vai da je
E(R|x,y) =
∫ ∫
R(p, λ)h(p, λ|x,y)dpdλ =
∫ ∫







Na ovaj izraz moe se primeniti Lindlijeva aproksimacija (4.10) uzi-
majui da je θ = (p, λ), U = R = p
eλ−1+p i
Q(p, λ) = ln pA−1(1− p)B−1λC−1e−λD
= (A−1) ln p+ (B−1) ln(1−p) + (C−1) lnλ− λD, (4.14)
















Izjednaqavaem ovih izraza sa nulom i rexavaem dobijenih jednaqina






























































































, τ12 = τ21 = 0. (4.18)


















Konaqno, koristei izraze (4.10), (4.11) i (4.13) dobija se da za Lindli-
jevu aproksimaciju Bajesove ocene parametra pouzdanosti R vai da je
ŘLindley = R +
1
2





gde su svi izrazi na desnoj strani ove jednakosti definisani jednako-
stima (4.1) i (4.16) { (4.19) i ihove vrednosti se raqunaju u taqki (p, λ)
odreenoj jednakostima (4.15).
4.5 Intervali poverea
4.5.1 Asimptotski interval poverea
Prvo e biti odreena zajedniqka asimptotska raspodela MV ocena
p̃ i λ̃ nepoznatih parametara p i λ i asimptotska raspodela MV ocene R̃
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parametra pouzdanosti R, a zatim na osnovu toga asimptotski interval
poverea za R.
Teorema 4.1 Neka n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan





n(λ̃− λ)) R−→ N2(0, J)
kad n → ∞, gde su p̃ i λ̃ MV ocene nepoznatih parametara p i λ defi-







Dokaz: Kao xto je pokazano u dokazu teoreme 3.1, vai da
√
n(p̃− p) R−→ N (0, p2(1− p)) (4.21)
kad n→ ∞.
Kako je
fY (y;λ) = λe
−λy,
to je
ln fY (y;λ) = lnλ− λy.
Sledi da je











Odavde se dobija da je
E
(








pa na osnovu teoreme 2.8 vai da
√
m(λ̃− λ) R−→ N (0, λ2)










→ s kad n→ ∞, m→ ∞, to
√
n(λ̃− λ) R−→ N (0, sλ2) (4.23)
kad n→ ∞.
Konaqno, koristei nezavisnost X i Y , a samim tim i nezavisnost
p̃ i λ̃, iz izraza (4.21) i (4.23) sledi tvree teoreme. 
Teorema 4.2 Neka n
m
→ s kad n → ∞, m → ∞, gde je s pozitivan





(1− p)(eλ − 1)2 + sλ2e2λ
(eλ − 1 + p)4
)
(4.24)
kad n → ∞, gde je R̃ MV ocena parametra pouzdanosti R definisana
jednakoxu (4.4).
Dokaz: Kako je R = p











(eλ − 1 + p)2
.










(eλ − 1 + p)2
[
eλ − 1 −peλ
]
.
Na osnovu teorema 2.9 i 4.1 sledi da
√
n(R̃−R) R−→ N (0, BJBT )
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(eλ − 1 + p)4
[
eλ − 1 −peλ





(eλ − 1 + p)4
(p2(1− p)(eλ − 1)2 + p2sλ2e2λ)
= p2
(1− p)(eλ − 1)2 + sλ2e2λ
(eλ − 1 + p)4
,
to sledi tvree teoreme. 
Kao xto je ve pojaxeno u potpoglav	u 3.5.1, za veliko n se za
ocenu srede kvadratne grexke MV ocene R̃ parametra pouzdanosti R
moe uzeti MV ocena diperzije od R̃. Ako se u izrazu (4.24) oznaqi da je
σ2R = p
2 (1−p)(eλ−1)2+sλ2e2λ




, pa se za veliko n moe uzeti da za MV ocenu disperzije








2 (1− p̃)(eλ̃ − 1)2 + sλ̃2e2λ̃
(eλ̃ − 1 + p̃)4
, (4.26)
a p̃ i λ̃ su ocene definisane jednakostima (4.3).
Na osnovu teoreme 4.2 moe se odrediti asimptotski interval pove-












































gde su R̃ i σ̃R MV ocene definisane jednakostima (4.4) i (4.26).
4.5.2 Bootstrap-p interval poverea
U odnosu na model sa geometrijskom i Puasonovom komponentom algo-
ritam za odreivae parametarskog bootstrap-p intervala poverea za
parametar pouzdanosti R kod ovog modela ima male izmene vezane za
osobenosti samog modela, i to u prva dva koraka.
1. Na osnovu realizovanih poqetnih uzoraka (x1, x2, ..., xn) i
(y1, y2, ..., ym) oceniti MV ocenama p̃ i λ̃ nepoznate parametre p
i λ koristei jednakosti (4.3).









m) iz eksponencijalne E(λ̃) raspodele i na osnovu ta dva
uzorka koristei jednakost (4.4) izraqunati R̃∗, MV ocenu za R.
3. Ponoviti N puta korak 2. Dobijene odgovarajue vrednosti R̃∗i ,
1 ≤ i ≤ N , poreati u neopadajui niz.


















α-kvantil tog niza, tj. vrednost koja je na mestu Nα
po redu u tom nizu. Ako Nα nije prirodan broj, uz pretpostavku
da je α ≤ 0.5, umesto Nα uzima se najvei prirodan broj mai ili
jednak od (N + 1)α.
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4.6 Simulacije i zak	uqak
Za uporeivae razliqitih taqkastih i intervalnih ocena parame-
tra pouzdanosti R koriste se simulacije analogne onima iz poglav	a
3.6.
Za fiksirane vrednosti n, m, p i λ vrxi se sledea procedura.
Bira se uzorak x obima n iz geometrijske G(p) raspodele i uzorak y
obima m iz eksponencijalne E(λ) raspodele. Na osnovu tih uzoraka
raqunaju se MV ocena parametra pouzdanosti R i ocena ene standardne
grexke (koren ocene srede kvadratne grexke) koristei jednakosti
(4.4) i (4.25), kao i JNUMD ocena parametra pouzdanosti R i ocena
ene standardne grexke koristei jednakosti (4.5) i (4.7).
Kako parametri apriorne raspodele nisu poznati i trebalo bi ih
dodatno oceivati, Bajesova ocena se raquna korixeem neinforma-
tivne efrisove apriorne raspodele. Na osnovu poglav	a 3.6 za e-
frisovu apriornu raspodelu za p vai da je hp(p) ∝ p−1(1 − p)−
1
2 , dok
za aposteriornu raspodelu za p vai da je
hp(p|x) =
pn−1(1− p)tx−n− 12
B(n, tx − n+ 12)
, 0 < p < 1.
Na osnovu izraza (2.23) i jednakosti (2.24) i (4.22), dobija se da za
efrisovu apriornu raspodelu za λ vai da je hλ(λ) ∝ λ−1. Kori-






















, λ > 0.
Na osnovu svega toga, iz beta B(n, tx − n + 12) raspodele bira se aposte-
riorna vrednost za p, a iz gama Γ (m, 1
ty
) raspodele bira se aposteriorna
vrednost za λ. Korixeem jednakosti (4.1) izraqunava se vrednost
119
4.6. Simulacije i zak	uqak
za R. Bajesova ocena parametra pouzdanosti R se raquna kao aritme-
tiqka sredina svih vrednosti R koje se dobijaju ponav	aem biraa
aposteriornih vrednosti p i λ i izraqunavaem vrednosti R, u ovom
sluqaju, 5000 puta. Ocena standardne grexke Bajesove ocene se dobija
kao standardno odstupae izraqunatih vrednosti za R.
Asimptotski interval poverea za parametar pouzdanosti R odre-
uje se na osnovu jednakosti (4.27), a bootstrap-p interval poverea kori-
xeem algoritma iz potpoglav	a 4.5.2 (u ovim simulacijama korixe-
no N = 1000). Granice Bajesovog intervala poverea se raqunaju kao
odgovarajui kvantili niza izraqunatih vrednosti za R koje se pomiu
kod raqunaa Bajesove ocene parametra pouzdanosti R.
Za razne vrednosti n, m, p i λ ova procedura je ponov	ena po 5000
puta, a rezultati simulacija su dati u tabelama 4.1 i 4.2.
U tabeli 4.1 date su aritmetiqke sredine taqkastih ocena parametra
pouzdanosti R i aritmetiqke sredine ocena ihovih standardnih gre-
xaka. Za skoro sve sluqajeve za (n,m)∈{(10, 10), (10, 20), (20, 10), (20, 20)}
i veinu sluqajeva za (n,m) = (100, 100) JNUMD ocena je oqekivano naj-
blia pravoj vrednosti R. Za svaku kombinaciju obima uzoraka JNUMD
i Bajesova ocena u priblino istom broju sluqajeva imaju najmau vre-
dnost standardne grexke. Kad nisu najmae, vrednosti standardnih
grexaka i JNUMD i Bajesove ocene su obiqno najvee. U najveem broju
sluqajeva MV ocena ima vrednost standardne grexke koja je sreda meu
ove tri ocene. Za velike vrednosti obima uzoraka, (n,m) = (100, 100),
ocene standardnih grexaka skoro da se i ne razlikuju, a za male i ve-
like vrednosti R, R ≤ 0.1043 ili R ≥ 0.8026, bez obzira na veliqine
uzoraka, JNUMD ocena je i najblia pravoj vrednosti R i ima najmau
standardnu grexku od sve tri ocene.
U tabeli 4.2 date su aritmetiqke sredine doih i gorih granica
95% intervala poverea, kao i procenti prekrivaa ovih intervala.
U skoro svim sluqajevima najvei procenat prekrivaa imaju Bajesovi
intervali poverea. Najmai procenat prekrivaa imaju asimptotski
intervali poverea, sem za velike vrednosti p i male vrednosti λ,
p = 0.9, λ ≤ 0.5, kada je ihov procenat prekrivaa nexto bo	i nego
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kod bootstrap-p intervala poverea. Za velike vrednosti obima uzoraka,
(n,m) = (100, 100), procenat prekrivaa Bajesovih intervala poverea
je opet najvei, mada su u tim sluqajevima procenti prekrivaa sva tri
tipa intervala poverea skoro izjednaqeni.
Na osnovu svega ovoga moe se zak	uqiti da je za taqkasto oceivae
parametra pouzdanosti R i kod ovog modela najbo	e koristiti JNUMD
ocenu, a za intervalno oceivae Bajesov interval poverea.
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Tabela 4.1: Taqkaste ocene za R i ihove standardne grexke
MV JNUMD Bajesova
n m p λ R R̃ sg(R̃) R̂ sg(R̂) Ř sg(Ř)
10 10
0.2 0.1 0.6554 0.6474 0.0955 0.6575 0.1004 0.6419 0.0952
0.5 0.1 0.8262 0.8144 0.0591 0.8267 0.0585 0.8071 0.0618
0.9 0.1 0.8954 0.8847 0.0352 0.8947 0.0342 0.8798 0.0374
0.2 0.2 0.4746 0.4704 0.1068 0.4742 0.1145 0.4718 0.1050
0.5 0.2 0.6931 0.6771 0.0877 0.6918 0.0908 0.6712 0.0881
0.9 0.2 0.8026 0.7869 0.0603 0.8028 0.0600 0.7806 0.0621
0.2 0.5 0.2357 0.2416 0.0862 0.2373 0.0889 0.2516 0.0878
0.5 0.5 0.4353 0.4275 0.1077 0.4371 0.1155 0.4310 0.1060
0.9 0.5 0.5811 0.5620 0.0997 0.5829 0.1044 0.5598 0.0986
0.2 1 0.1043 0.1096 0.0539 0.1041 0.0516 0.1210 0.0591
0.5 1 0.2254 0.2260 0.0910 0.2268 0.0949 0.2383 0.0927
0.9 1 0.3437 0.3282 0.1082 0.3417 0.1163 0.3370 0.1068
0.2 2 0.0304 0.0344 0.0242 0.0303 0.0204 0.0428 0.0306
0.5 2 0.0726 0.0771 0.0502 0.0719 0.0462 0.0917 0.0580
0.9 2 0.1235 0.1271 0.0746 0.1253 0.0745 0.1448 0.0805
10 20
0.2 0.1 0.6554 0.6510 0.0808 0.6529 0.0838 0.6414 0.0820
0.5 0.1 0.8262 0.8206 0.0468 0.8260 0.0463 0.8120 0.0503
0.9 0.1 0.8954 0.8908 0.0247 0.8955 0.0242 0.8855 0.0271
0.2 0.2 0.4746 0.4762 0.0902 0.4730 0.0953 0.4712 0.0892
0.5 0.2 0.6931 0.6870 0.0697 0.6927 0.0712 0.6776 0.0717
0.9 0.2 0.8026 0.7947 0.0431 0.8023 0.0429 0.7870 0.0459
0.2 0.5 0.2357 0.2451 0.0715 0.2376 0.0734 0.2474 0.0713
0.5 0.5 0.4353 0.4349 0.0858 0.4365 0.0902 0.4310 0.0850
0.9 0.5 0.5811 0.5699 0.0728 0.5800 0.0746 0.5623 0.0740
0.2 1 0.1043 0.1113 0.0434 0.1052 0.0423 0.1161 0.0452
0.5 1 0.2254 0.2280 0.0710 0.2253 0.0733 0.2312 0.0710
0.9 1 0.3437 0.3388 0.0804 0.3453 0.0838 0.3379 0.0799
0.2 2 0.0304 0.0336 0.0184 0.0304 0.0164 0.0376 0.0208
0.5 2 0.0726 0.0769 0.0380 0.0727 0.0363 0.0834 0.0408
0.9 2 0.1235 0.1247 0.0547 0.1234 0.0550 0.1317 0.0565
20 10
0.2 0.1 0.6554 0.6443 0.0862 0.6574 0.0899 0.6453 0.0849
0.5 0.1 0.8262 0.8132 0.0550 0.8262 0.0547 0.8109 0.0553
0.9 0.1 0.8954 0.8866 0.0340 0.8964 0.0331 0.8846 0.0346
0.2 0.2 0.4746 0.4673 0.0968 0.4763 0.1025 0.4744 0.0956
0.5 0.2 0.6931 0.6767 0.0819 0.6931 0.0844 0.6768 0.0808
0.9 0.2 0.8026 0.7865 0.0593 0.8025 0.0591 0.7847 0.0593
0.2 0.5 0.2357 0.2353 0.0784 0.2362 0.0806 0.2484 0.0812
0.5 0.5 0.4353 0.4207 0.1022 0.4332 0.1086 0.4297 0.1007
0.9 0.5 0.5811 0.5582 0.0991 0.5797 0.1037 0.5620 0.0969
0.2 1 0.1043 0.1053 0.0491 0.1031 0.0478 0.1177 0.0548
0.5 1 0.2254 0.2188 0.0864 0.2223 0.0900 0.2346 0.0890
0.9 1 0.3437 0.3302 0.1076 0.3445 0.1155 0.3439 0.1063
0.2 2 0.0304 0.0327 0.0223 0.0299 0.0195 0.0412 0.0285
0.5 2 0.0726 0.0764 0.0484 0.0726 0.0454 0.0921 0.0567
0.9 2 0.1235 0.1256 0.0733 0.1241 0.0731 0.1458 0.0802
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Tabela 4.1: Nastavak
MV JNUMD Bajesova
n m p λ R R̃ sg(R̃) R̂ sg(R̂) Ř sg(Ř)
20 20
0.2 0.1 0.6554 0.6498 0.0687 0.6548 0.0705 0.6468 0.0686
0.5 0.1 0.8262 0.8198 0.0414 0.8259 0.0411 0.8161 0.0424
0.9 0.1 0.8954 0.8909 0.0238 0.8957 0.0234 0.8886 0.0245
0.2 0.2 0.4746 0.4716 0.0773 0.4735 0.0801 0.4723 0.0765
0.5 0.2 0.6931 0.6874 0.0619 0.6947 0.0629 0.6841 0.0621
0.9 0.2 0.8026 0.7953 0.0416 0.8031 0.0415 0.7921 0.0423
0.2 0.5 0.2357 0.2384 0.0617 0.2361 0.0627 0.2437 0.0624
0.5 0.5 0.4353 0.4320 0.0781 0.4369 0.0809 0.4336 0.0773
0.9 0.5 0.5811 0.5710 0.0711 0.5815 0.0727 0.5695 0.0707
0.2 1 0.1043 0.1075 0.0382 0.1047 0.0374 0.1133 0.0402
0.5 1 0.2254 0.2248 0.0660 0.2252 0.0675 0.2313 0.0665
0.9 1 0.3437 0.3369 0.0791 0.3441 0.0822 0.3412 0.0783
0.2 2 0.0304 0.0325 0.0168 0.0305 0.0154 0.0366 0.0191
0.5 2 0.0726 0.0752 0.0360 0.0725 0.0347 0.0828 0.0390
0.9 2 0.1235 0.1247 0.0543 0.1238 0.0547 0.1342 0.0566
100 100
0.2 0.1 0.6554 0.6535 0.0311 0.6545 0.0313 0.6528 0.0311
0.5 0.1 0.8262 0.8252 0.0182 0.8263 0.0182 0.8244 0.0183
0.9 0.1 0.8954 0.8944 0.0104 0.8953 0.0103 0.8939 0.0104
0.2 0.2 0.4746 0.4746 0.0352 0.4750 0.0355 0.4747 0.0352
0.5 0.2 0.6931 0.6913 0.0279 0.6928 0.0280 0.6906 0.0279
0.9 0.2 0.8026 0.8008 0.0183 0.8023 0.0183 0.8002 0.0184
0.2 0.5 0.2357 0.2362 0.0279 0.2358 0.0280 0.2374 0.0280
0.5 0.5 0.4353 0.4341 0.0356 0.4351 0.0358 0.4345 0.0355
0.9 0.5 0.5811 0.5789 0.0319 0.5810 0.0320 0.5785 0.0318
0.2 1 0.1043 0.1050 0.0170 0.1044 0.0169 0.1062 0.0172
0.5 1 0.2254 0.2257 0.0301 0.2258 0.0303 0.2270 0.0302
0.9 1 0.3437 0.3427 0.0362 0.3442 0.0365 0.3435 0.0361
0.2 2 0.0304 0.0306 0.0073 0.0302 0.0072 0.0314 0.0075
0.5 2 0.0726 0.0729 0.0162 0.0723 0.0161 0.0745 0.0165
0.9 2 0.1235 0.1229 0.0250 0.1227 0.0251 0.1249 0.0252
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Tabela 4.2: Intervali poverea za R i ihovi procenti prekrivaa
ASIM BOOTp BAJES
n m p λ R doa gora % doa gora % doa gora %
10 10
0.2 0.1 0.6554 0.4602 0.8347 92.80 0.4333 0.8038 95.06 0.4423 0.8115 95.26
0.5 0.1 0.8262 0.6985 0.9303 93.68 0.6521 0.8990 94.68 0.6679 0.9077 95.38
0.9 0.1 0.8954 0.8157 0.9537 95.30 0.7748 0.9323 92.72 0.7963 0.9413 95.60
0.2 0.2 0.4746 0.2611 0.6797 91.38 0.2609 0.6660 94.84 0.2724 0.6789 95.46
0.5 0.2 0.6931 0.5052 0.8491 93.14 0.4621 0.8114 94.32 0.4850 0.8271 95.22
0.9 0.2 0.8026 0.6688 0.9051 94.60 0.6114 0.8709 92.96 0.6463 0.8877 95.84
0.2 0.5 0.2357 0.0726 0.4105 91.34 0.0975 0.4281 94.66 0.1093 0.4482 95.30
0.5 0.5 0.4353 0.2164 0.6387 91.50 0.2076 0.6155 93.92 0.2356 0.6453 94.92
0.9 0.5 0.5811 0.3666 0.7573 93.02 0.3173 0.7128 92.70 0.3655 0.7476 95.20
0.2 1 0.1043 0.0041 0.2152 89.96 0.0301 0.2418 94.34 0.0383 0.2646 95.48
0.5 1 0.2254 0.0476 0.4044 90.10 0.0706 0.4080 93.56 0.0916 0.4476 94.78
0.9 1 0.3437 0.1161 0.5404 90.30 0.1153 0.5131 91.96 0.1531 0.5643 95.14
0.2 2 0.0304 -0.0130 0.0818 86.58 0.0048 0.1029 93.76 0.0078 0.1223 95.16
0.5 2 0.0726 -0.0211 0.1754 86.72 0.0112 0.1987 92.80 0.0188 0.2378 95.24
0.9 2 0.1235 -0.0191 0.2732 87.54 0.0201 0.2834 92.62 0.0345 0.3399 95.52
10 20
0.2 0.1 0.6554 0.4926 0.8094 92.04 0.4841 0.7931 94.42 0.4656 0.7845 94.44
0.5 0.1 0.8262 0.7288 0.9124 92.68 0.7069 0.8932 94.16 0.6967 0.8928 94.36
0.9 0.1 0.8954 0.8423 0.9392 94.82 0.8243 0.9273 94.38 0.8250 0.9308 95.64
0.2 0.2 0.4746 0.2993 0.6530 93.26 0.3090 0.6526 95.42 0.2952 0.6420 95.60
0.5 0.2 0.6931 0.5504 0.8235 93.12 0.5313 0.8016 94.82 0.5220 0.8019 94.98
0.9 0.2 0.8026 0.7103 0.8791 94.46 0.6842 0.8599 93.90 0.6874 0.8666 95.24
0.2 0.5 0.2357 0.1050 0.3852 91.96 0.1284 0.4079 94.02 0.1246 0.4010 94.40
0.5 0.5 0.4353 0.2668 0.6030 93.10 0.2681 0.5940 95.50 0.2674 0.5981 95.56
0.9 0.5 0.5811 0.4273 0.7125 93.84 0.4019 0.6878 93.54 0.4137 0.7023 95.16
0.2 1 0.1043 0.0262 0.1964 91.44 0.0459 0.2218 95.02 0.0470 0.2213 95.24
0.5 1 0.2254 0.0888 0.3672 92.26 0.1057 0.3765 94.98 0.1112 0.3861 95.24
0.9 1 0.3437 0.1812 0.4964 93.30 0.1775 0.4821 94.78 0.1932 0.5034 95.66
0.2 2 0.0304 -0.0024 0.0697 89.80 0.0090 0.0858 94.30 0.0104 0.0896 94.52
0.5 2 0.0726 0.0024 0.1514 90.18 0.0218 0.1694 94.34 0.0259 0.1821 95.50
0.9 2 0.1235 0.0176 0.2319 89.74 0.0380 0.2401 93.12 0.0466 0.2636 94.80
20 10
0.2 0.1 0.6554 0.4754 0.8132 92.58 0.4418 0.7816 94.36 0.4729 0.8022 94.82
0.5 0.1 0.8262 0.7055 0.9210 93.52 0.6583 0.8915 93.34 0.6902 0.9051 94.44
0.9 0.1 0.8954 0.8199 0.9532 95.00 0.7797 0.9325 92.94 0.8086 0.9429 95.00
0.2 0.2 0.4746 0.2776 0.6571 92.44 0.2668 0.6374 94.26 0.2967 0.6672 95.04
0.5 0.2 0.6931 0.5163 0.8371 93.22 0.4687 0.8002 92.80 0.5106 0.8239 94.78
0.9 0.2 0.8026 0.6702 0.9027 94.28 0.6127 0.8690 92.62 0.6582 0.8886 95.08
0.2 0.5 0.2357 0.0816 0.3890 92.12 0.0971 0.3949 94.40 0.1177 0.4316 95.46
0.5 0.5 0.4353 0.2203 0.6210 91.68 0.2058 0.5947 93.10 0.2463 0.6358 94.84
0.9 0.5 0.5811 0.3640 0.7524 93.22 0.3138 0.7079 92.76 0.3722 0.7475 95.18
0.2 1 0.1043 0.0090 0.2016 89.54 0.0294 0.2172 92.72 0.0405 0.2505 94.94
0.5 1 0.2254 0.0494 0.3882 89.88 0.0682 0.3867 92.66 0.0939 0.4365 95.34
0.9 1 0.3437 0.1194 0.5411 91.08 0.1167 0.5128 92.30 0.1601 0.5694 95.06
0.2 2 0.0304 -0.0111 0.0765 85.64 0.0045 0.0913 92.90 0.0079 0.1148 95.48
0.5 2 0.0726 -0.0185 0.1713 86.26 0.0114 0.1894 92.14 0.0199 0.2344 94.92
0.9 2 0.1235 -0.0180 0.2692 86.66 0.0203 0.2786 92.24 0.0356 0.3399 94.64
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Tabela 4.2: Nastavak
ASIM BOOTp BAJES
n m p λ R doa gora % doa gora % doa gora %
20 20
0.2 0.1 0.6554 0.5151 0.7845 93.42 0.5006 0.7681 94.50 0.5048 0.7722 94.74
0.5 0.1 0.8262 0.7387 0.9009 94.04 0.7169 0.8841 94.14 0.7235 0.8888 94.64
0.9 0.1 0.8954 0.8443 0.9375 94.70 0.8268 0.9263 93.68 0.8356 0.9312 95.10
0.2 0.2 0.4746 0.3202 0.6230 93.38 0.3197 0.6166 95.00 0.3253 0.6231 94.96
0.5 0.2 0.6931 0.5660 0.8087 93.38 0.5438 0.7883 94.64 0.5545 0.7968 94.94
0.9 0.2 0.8026 0.7138 0.8768 94.96 0.6875 0.8586 94.58 0.7028 0.8678 95.60
0.2 0.5 0.2357 0.1174 0.3594 92.80 0.1306 0.3698 94.70 0.1370 0.3796 95.12
0.5 0.5 0.4353 0.2790 0.5850 93.82 0.2733 0.5733 94.64 0.2879 0.5886 95.12
0.9 0.5 0.5811 0.4317 0.7102 94.42 0.4052 0.6859 94.06 0.4294 0.7048 95.48
0.2 1 0.1043 0.0326 0.1823 92.12 0.0462 0.1962 94.38 0.0512 0.2068 94.96
0.5 1 0.2254 0.0956 0.3541 92.12 0.1066 0.3573 94.10 0.1192 0.3770 95.18
0.9 1 0.3437 0.1818 0.4919 93.44 0.1771 0.4772 94.06 0.1998 0.5040 95.86
0.2 2 0.0304 -0.0004 0.0653 89.78 0.0089 0.0757 93.98 0.0111 0.0838 94.88
0.5 2 0.0726 0.0046 0.1457 90.04 0.0215 0.1589 94.24 0.0272 0.1768 95.60
0.9 2 0.1235 0.0183 0.2311 90.98 0.0380 0.2384 93.64 0.0485 0.2661 95.10
100 100
0.2 0.1 0.6554 0.5925 0.7145 94.94 0.5895 0.7109 94.90 0.5901 0.7118 95.32
0.5 0.1 0.8262 0.7894 0.8609 95.30 0.7855 0.8572 95.24 0.7865 0.8582 95.34
0.9 0.1 0.8954 0.8741 0.9147 95.34 0.8712 0.9122 94.50 0.8725 0.9133 95.04
0.2 0.2 0.4746 0.4055 0.5436 94.66 0.4053 0.5424 94.74 0.4063 0.5438 95.02
0.5 0.2 0.6931 0.6367 0.7460 94.76 0.6324 0.7415 94.88 0.6342 0.7434 94.96
0.9 0.2 0.8026 0.7650 0.8367 95.14 0.7604 0.8326 94.76 0.7629 0.8348 95.24
0.2 0.5 0.2357 0.1815 0.2910 94.06 0.1844 0.2932 94.72 0.1858 0.2952 94.56
0.5 0.5 0.4353 0.3644 0.5039 94.72 0.3632 0.5014 94.86 0.3660 0.5048 94.96
0.9 0.5 0.5811 0.5164 0.6413 95.12 0.5111 0.6359 94.54 0.5156 0.6402 95.08
0.2 1 0.1043 0.0717 0.1383 94.62 0.0746 0.1411 94.78 0.0758 0.1429 95.24
0.5 1 0.2254 0.1666 0.2847 95.04 0.1687 0.2856 94.96 0.1716 0.2896 95.46
0.9 1 0.3437 0.2718 0.4136 94.02 0.2700 0.4104 94.10 0.2751 0.4162 94.24
0.2 2 0.0304 0.0163 0.0450 93.64 0.0182 0.0469 94.52 0.0189 0.0482 95.20
0.5 2 0.0726 0.0411 0.1046 93.44 0.0446 0.1075 94.16 0.0463 0.1106 94.68
0.9 2 0.1235 0.0739 0.1718 94.56 0.0776 0.1739 95.60 0.0808 0.1790 95.76
125
Da	i pravci istraivaa
U ovoj disertaciji istraivani su stress-strength modeli sa neza-
visnim komponentama. Orginalni rezultati dati su u poglav	ima 2.1
i 2.2, kao i potpoglav	u 2.4.2, gde su izraqunate neke ocene parame-
tra pouzdanosti R za neke sluqajeve u kojima obe komponente imaju
raspodele iz iste familije raspodela. Orginalne su i kompletne glave
3 i 4 u kojima su uvedena i istraivana dva nova modela sa nezavisnim
komponentama koje imaju raspodele iz razliqitih familija, pa qak i
raspodele razliqitog tipa.
Da	i pravac istraivaa mogao bi da ide u smeru uvoea novih
modela sa nezavisnim komponentama koje imaju raspodele iz razliqitih
familija ili raspodele razliqitog tipa, a koji takoe imaju primenu
u praksi. Istraivaa bi se mogla proxiriti i na sluqajeve takvih
modela sa zavisnim komponentama ili takvih vixekomponentnih mode-
la. Takoe, oceivae parametra pouzdanosti takvih modela pomou
cenzurisanih uzoraka, uzoraka izabranih metodom rangiranih skupova
ili nekom drugom metodom bi mogle predstav	ati neke od mogunosti.
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Estimation of P{X ≤ Y } for geometric-Poisson model, Hacettepe Jour-
nal of Mathematics and Statistics 44(4), pp. 949-964.
[85] Odat, N. (2010), Estimation of Reliability Based on Pareto Distribution,
Applied Mathematical Sciences 4(55), pp. 2743-2748.
[86] Owen, D. B., Craswell, K. J. and Handson, D. L. (1964), Nonparamet-
ric Upper Confidence Bounds for Pr{Y < X} and Confidence Limits
for Pr{Y < X} when X and Y are Normal, Journal of the American
Statistical Association 59(307), pp. 906-924.
135
Literatura
[87] Pal, M., Ali, M. M. and Woo, J. (2005), Estimation and testing of
P (Y > X) in two-parameter exponential distributions, Statistics 39(5),
pp. 415-428.
[88] Raqab, M. Z. and Kundu, D. (2005), Comparison of Different Estimators
of P [Y < X] for a Scaled Burr Type X Distribution, Communications
in Statistics - Simulation and Computation 34(2), pp. 465-483.
[89] Raqab, M. Z., Madi, M. T. and Kundu, D. (2008), Estimation of
P (Y < X) for the Three-Parameter Generalized Exponential Distri-
bution, Communications in Statistics - Theory and Methods 37(18), pp.
2854-2864.
[90] Reiser, B. and Guttman, I. (1986), Statistical Inference for Pr(Y < X):
The Normal Case, Technometrics 28(3), pp. 253-257.
[91] Reiser, B. and Guttman, I. (1987), A comparison of three point estima-
tors for P (Y < X) in the normal case, Computational Statistics&Data
Analysis 5(1), pp. 59-66.
[92] Rezaei, S., Tahmasbi, R. and Mahmoodi, M. (2010), Estimation of
P [Y < X] for generalized Pareto distribution, Journal of Statistical
Planning and Inference 140(2), pp. 480-494.
[93] Rinco, S. (1983), Estimation of Pr{Yp > max(Y1, . . . , Yp−1)}: predictive
approach in exponential case, The Canadian Journal of Statistics / La
Revue Canadienne de Statistique 11(3), pp. 239-244.
[94] Roy, D. (1993), Estimation of failure probability under a bivariate nor-
mal stress-strength distribution, Microelectronics Reliability 33(15), pp.
2285-2287.
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[96] Saraçoglu, B., Kaya, M. F. and Abd-Elfattah, A. M. (2009), Compari-
son of Estimators for Stress-Strength Reliability in the Gompertz Case,
Hacettepe Journal of Mathematics and Statistics 38(3), pp. 339-349.
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2. Jovanović, M., Finite mixture distributions and domains of attraction
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