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Abstract
A full-dimensional simulation of the photo-dissociation of 1,3-cyclohexadiene in
the manifold of three electronic states was performed via non-adiabatic surface hop-
ping dynamics using extended multi-state complete active space second-order pertur-
bation (XMS-CASPT2) electronic structure theory with fully analytic non-adiabatic
couplings. With the 47± 8% product quantum yield calculated from the 136 trajecto-
ries, generally 400 fs-long, and an estimated excited lifetime of 89±9 fs, our calculations
provide a detailed description of the non-adiabatic deactivation mechanism, showing
the existence of an extended conical intersection seam along the reaction coordinate.
The nature of the preferred reaction pathways on the ground state is discussed and ex-
tensive comparison to the previously published full dimensional dynamics calculations
is provided.
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1 Introduction
Photo-induced ring opening in cyclohexa-1,3-diene (CHD) (see Fig. 1) is one of the most
popular non-adiabatic molecular reactive processes, acting as a prototype for many other
photo-induced reactions in larger systems including those of biological importance.1 Having
served as an example of a pericyclic reaction used to explain the Woodward-Hoffman rules,2
later reformulated by van der Lugt and Oosterhoff for general photoinduced concerted pro-
cesses,3 this reaction has been widely studied both experimentally and theoretically. One
can conveniently separate the research undertaken into the period covered in the two ex-
tensive reviews published in 20114 and 20141 and the work done since. A rather detailed
understanding of the reaction mechanism has been obtained in a series of multielectron dis-
sociative ionization and time-resolved photoelectron spectroscopic studies.5–11 Experimental
findings have been supported by theoretical calculations, including study of potential energy
surface (PES) critical points,7,12–19 restricted-dimensional quantum dynamical,20–23 and full-
dimensional mixed quantum-classical trajectory-based simulations.24–30 Until recently, the
explicit evolution of geometry following photoexcitation could be obtained only from po-
tential surfaces derived from electronic structure calculations; recent advances in ultrafast
X-ray sources with high intensity and electron diffraction techniques have allowed for the
first direct insights into the sub-picosecond imaging of CHD photodissociation.31–33 The first
X-ray spectroscopic study to directly reveal the valence electronic structure of the transient
pericyclic minimum predicted by Lugt and Oosterhoff has also been performed.34
The general, however not yet full agreed, view on the reaction mechanism is as follows
(see Fig. 1). Excitation (in a conventional, one-photon set-up) from the ground state occurs
to the lowest pipi∗-state (conventionally labeled as 11B due to satisfying the B-symmetry of
the C2 group in the Franck-Condon (FC) region). Dynamics then rapidly proceeds along a
narrow channel with the molecule keeping its symmetry while undergoing first the partial
double bond pattern reordering (butadiene-like→ hexatriene-like) within the closed ring and
then the initial ring-opening moiety. The wavepacket then hits the first conical intersection
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(CoIn) with the 21A state (being itself dark to a one-photon absorption). Having changed
the state character and split into the two broken-symmetry parts, the wavepacket proceeds
along the flatter reaction path region in the general direction of the two flat 21A asymmetric
minima.4,7,9 Somewhere along that path, in the vicinity of the minima, the wavepacket is
expected to eventually hit the crossing seam with the ground state, and either return to the
reactant minimum, thereby conserving the closed ring structure, or decay into the hexatriene
(HT) product, followed by further chain rearrangements between the three possible conform-
ers (cZc-, cZt- and tZt-HT). This seam has been theoretically predicted to have an extended
nature, “following along” the wavepacket path on 21A.19 Thus, the photodissociation mech-
anism involves three diabatic states (11B, 21A and 11A) but the wavepacket is thought to
mainly stay on the two adiabatic states (S1 and S0). This picture has been somewhat ques-
tioned and re-considered recently, suggesting that only a single excited state may be involved
in the reaction path;28 however, this model is mainly backed by single-reference linear re-
sponse time-dependent density functional theory (LR-TD-DFT) calculations, which should
be used with extra care in such elaborate non-adiabatic cases like CHD photo-dissociation.
It also seems to contradict the results obtained with multi-reference CASPT2 and MRCI
calculations.16–18 Apart from the conventional one-photon-driven process, the recent time-
resolved photoelectron and high harmonic spectroscopic studies used a two-photon initial
excitation to one of the lowest Rydberg states, followed by longer-time decay dynamics,
suggesting the existence of alternative pathway(s) yet to be explained.35,36
Following a one-photon absorption at a wavelength around 260−270 nm, the S1 state de-
population time constant estimation has been highly consistent across different experiments,
usually amounting to 130−140 fs (commonly subdivided into the 11B and 21A lifetimes, each
of which is more broadly estimated to last 30−70 fs and 60−80 fs correspondingly).5–11 The
time for product formation is also estimated rather broadly in the range 142−230 fs.6,10,11,34
Photodissociation branching ratio of reactive vs. unreactive channels has been a mat-
ter of debate, as while in early experiments in solution the quantum yield (QY) has been
3
ℎ"
1$%
1$&2
$%
En
er
gy
Reaction coordinate
ℎ"
Figure 1: Schematic potential energy curves and reaction pathway for the CHD photodisso-
ciation. Chemical structures for the reactant and product are given at the top.
quantitatively estimated to be 41% HT,37 initial transient electron diffraction studies in the
gas phase suggested a 100% product conversion.38,39 Such a large QY, which however could
have been affected by a rather poor time resolution of early diffraction experiments, was in
striking contrast to the results of electronic structure calculations, which rather consistently
predicted a yield similar to the one shown for the reaction in solution.14,21–23,25–30 Two later
experiments provided an indirect evidence of a non-unit QY in the gas phase (50%40 and
an upper bound of 73%41) and finally Adachi et al. estimated it as low as 30% by fitting
the observed differential photoelectron spectra (averaged over the time range of 510− 990 fs
after initial excitation) into the estimated ones based on He(I) photoelectron spectra.11
The nature of the observed branching ratio is not clear either and has been attributed
to the local PES topology around the S1/S0 CoIn and its location on a hypersurface,
14,22
extended crossing seam,19 sufficient wavepacket momentum,26 gained along the stretching
carbon-carbon bond30,42 or more generally along the bond-alternating coordinate.28
Theoretical studies of the CHD photodissociation reaction path and dynamics are compli-
cated by the sensitivity of the excited state energies on the electronic structure method and
level. Specifically, the order of the 11B and 21A states in the FC region gets swapped when
the widely used state-averaged complete active space self-consistent field method with 6 ac-
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tive electrons in 4 pi, pi∗- and 2 σ, σ∗-orbitals (SA-CAS(6,6)SCF) is used. While the ordering
improves further down the reaction path (approximately after the S1/S2 CoIn), this obviously
makes the full-path calculations using the same CASSCF ansatz invalid, forcing some stud-
ies to be limited to the part of the reaction happening on 21A and 11A states only.12,19–21,23
Significantly increasing the size of (restricted) active space in a consistent manner has been
shown to allow for a qualitatively correct state ordering for the butadiene-like molecules.43
However, quantitatively correct state energies are harder to obtain, while RASSCF with very
large active space can be expected to be rather expensive and hard to deal with in dynamics
calculations. Mart´ınez et al. and Lei et al. used clipped active spaces that included only a
single (pi∗-) virtual orbital (CAS(6,4)26,44,45 and CAS(14,8)29 correspondingly), which, while
giving the qualitatively right order of states in the FC region, probably reach this effect
through error compensation, and are thus rather dangerous to be used in full dimensional
on-the-fly dynamic calculations, where far-lying regions of the configuration space may be
sampled. Several reaction path studies evaluated potential energy with (MS-)CASPT2 or
MRCI (multi-reference configuration interaction) methods at the CASSCF-optimized ge-
ometries,7,13–15,17 with Tamura et al. having subsequently performed restricted-dimensional
quantum dynamics calculations on the MRCI-fitted PES, using, however, approximate di-
abatic couplings.22 Mori and Kato later employed CASPT2 analytic gradient technique to
optimize minima and minimum-energy conical intersections (MECI) and emphasized the
importance of dynamic electron correlation for obtaining accurate geometries.18 Recently,
Ohta et al. performed a full-dimensional surface-hopping dynamics study employing MS-
MR-CASPT2 energies and gradients, but using the semi-classical Zhu-Nakamura formula to
calculate the non-adiabatic transition probabilities from the SA-CASSCF non-adiabatic cou-
plings (NAC).27 Non-adiabatic DFT surface-hopping calculations have been also performed,
either based on LR-TD-DFT,25,28 or using state-interaction, state-averaged spin-restricted
ensemble-referenced Kohn-Sham (SSR) method.30 In both cases, however, dynamics have
been run on the S1 and S0 electronic states only.
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All the previous dynamic studies are prone to deficiencies of different types, either con-
nected to the description of the non-adiabatic interaction or of the electronic density. In par-
ticular, none of the ab initio studies treated all aspects of electronic structure calculations in
a balanced way with a consistent level of dynamic correlation, with some relying on CASSCF
gradients and others on CASSCF NACs. Recent derivation of the analytic gradients and
NAC for XMS-CASPT2,46,47 and their implementation in the BAGEL electronic-structure
program,48,49 finally made such calculations possible.
We hereby report a full-dimensional non-adiabatic surface-hopping dynamics study of
the CHD photodissociation in the manifold of the 3 lowest electronic states of CHD (11B,
21A and 11A) at the XMS-CASPT2 level with the full NACs used to evaluate the transition
probabilities on-the-fly. We further note that while most of the previous trajectory-based
calculations derived initial conditions from either sampling the ground state Boltzmann
ensemble at 300 K,28,29 or the full-width zero-point energy nuclear wavepacket modeled by
a harmonic-oscillator Wigner distribution,27,30 we herein perform sampling from the narrow
excitation frequency domain only, trying to mimic conditions created in experiment due to
a finite pump laser half-width as close as we can. A similar approach has been recently
employed in an ab initio multiple spawning (AIMS) study, performed in support of an
electron diffraction experiment.33
2 Computational details
All electronic structure calculations in the current work have been performed with BAGEL,48,49
using the XMS-CASPT2 method based on molecular orbitals obtained from the SA-CAS(6,6)SCF
for the 3 lowest electronic singlet states. The active space, as depicted in Fig. 2, contained
the two (HOMO and HOMO-1) pi-orbitals and their anti-bonding pi∗-counterparts (LUMO
and LUMO+1), as well as the σ and σ∗ orbitals initially localized at the bond subject to
dissociation (C1 −C6, see Fig. 3 for atom labeling). The level shift parameter of 0.5 Eh has
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been added to the zeroth order Hamiltonian in order to circumvent intruder state problems
(combined with a level shift correction that removes the effect on the second-order energy)50
both in reaction path and surface hopping dynamics calculations. In all our calculations, we
employed the cc-pVDZ basis set.51
Figure 2: Orbitals constituting active space for SA-CASSCF and XMS-CASPT2 calculations
in the current work, given at the equilibrium CHD geometry.
Both the XMS-CASPT2 analytic gradients and NACs are implemented in BAGEL46,47
and have been used in the current work for the minimum-energy CoIn (MECI) optimizations
and surface hopping dynamics calculations. Harmonic frequencies and normal modes for the
ground state equilibrium geometry have been calculated numerically by central gradient
differences. C2 symmetry has not been enforced in any of our calculations.
To optimize the MECIs we employed the gradient projection algorithm,52 as implemented
in BAGEL. Optimization runs have been performed in Cartesian coordinates, with the use
of the interstate NACs without weighting them by energy gap.
The Newton-X program53,54 has been used to calculate the absorption cross section spec-
trum in the FC region and run the surface hopping dynamics calculations. To use the XMS-
CASPT2 energies, gradients, frequencies and NACs obtained on-the-fly, we have modified
a corresponding interface to BAGEL in the developmental version of Newton-X, originally
written by Park and Shiozaki.46
To calculate the absorption spectrum and prepare initial conditions for the surface hop-
ping dynamics, the nuclear ensemble approximation was used.55 2000 ground-state geome-
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tries and velocities have been sampled from a harmonic-oscillator Wigner distribution,55
using the harmonic CASPT2 frequencies and normal modes obtained at the CHD equilib-
rium geometry optimized at the same level of theory. The three lowest electronic singlet
states (11B, 21A and 11A) have been included in each single point XMS-CASPT2 calcula-
tion and used to compute the spectrum. The width of the Lorentzian line shapes was set to
0.05 eV.
Non-adiabatic dynamics calculations have been performed in the manifold of the 3 lowest
electronic singlet states after an S0 → S1 (11A → 11B) transition with the decoherence-
corrected56 fewest switches surface hopping57 (DC-FSSH) method employed to account
for the the individual trajectories discretely changing their population (hopping between
the adiabatic electronic states). The parameter for the decoherence corrections was set to
α = 0.1 Eh. Analogously to Kosma et al., who pumped CHD with a 12 fs pulse centered
at 37000 cm−1 (4.59 eV) with half-width of ∼ 2100 cm−1 (0.26 eV),9 we selected our initial
conditions from a 0.2 eV square energy window centered at 4.6 eV. With 2000 geometries
sampled overall, 136 of them were in this window and were all used in surface-hopping calcu-
lations, together with the associated sampled velocities. The initial adiabatic electronic state
population for each trajectory was determined based on the corresponding dipole transition
probability, and this resulted in all trajectories starting on S1 (1
1B). The maximum sim-
ulation time was 400 fs. The classical equations-of-motion have been integrated with steps
of 0.5 fs (or 0.25 fs for those trajectories that failed to conserve the total energy to within
0.5 eV window before decaying to S0; see below), while the time-dependent electronic equa-
tions have been propagated with steps of 0.025 fs by using interpolated quantities between
the classical steps.
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3 Results
Fig. 3 depicts the equilibrium (CHD) and the two MECI geometries, optimized with XMS-
CASPT2, and defines the atom numbering scheme. Both vertical excitation energies at the
FC point (see Table 1) agree within 0.2 eV with those obtained by Mori and Kato,18 as
well as experimental results.16 The 21A excitation energy also agrees within 0.1 eV with
the CASPT2 results by Mercha´n et al.,16 while the 11B energy is higher in our calculations
by 0.41 eV (but only by 0.19 eV with respect to the experimental value reported in the
same work). We note that there is discrepancy with regards to the identity of the second
valence excited state energy in the literature. While Mercha´n et al. labeled it as 41A
(having reserved the labels 21A for the 12a→ 3s and 31A for the 12a→ 3pz Rydberg states
correspondingly),16 it later became conventional to use the 21A label. This has led several
authors to use the wrong value when referring to the second valence excited state benchmark
energy,10,35 although those works do not appear to make an extensive use of it. Apart from
the equilibrium geometry, both the relative ground and excited state energies, as well as the
geometries of the two optimized MECIs (S2/S1 and S1/S0 correspondingly) are also similar
to those obtained by Mori and Kato,18 however both the breaking bond length (r(C1−C6))
at the S2/S1 MECI and the larger dihedral angle (^C1C2C3C4) at the asymmetric S1/S0
MECI are somewhat bigger in our case.
The calculated absorption spectrum arising from the two lowest singlet electronic tran-
sitions (11A→ 11B and 11A→ 21A), where only the first transition is bright, overlaps very
well with the experimental UV spectrum obtained by Kosma et al.9 (see Fig. 4). Interest-
ingly, the simulated spectrum looks even closer to the transformed spectrum with enhanced
vibrational structure, calculated in the same work.9
Being interested in the first part of the reaction, up to the point where the wavepacket
has fully decayed onto the ground electronic state and split into the two channels that define
the reaction QY, we have initially run all trajectories for 200 fs with a step size of 0.5 fs,
assuming it would be a long enough simulation for all trajectories to decay to S0, according
9
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Figure 3: Equilibrium and the two MECI geometries optimized with XMS-CASPT2, with
the carbon atom numbers given as used in this work. Distances are in A˚.
Table 1: Energies of the lowest three singlet states and characteristic internal coordinates at
the equilibrium and MECI geometries, calculated with XMS-CASPT2. Energies are in eV,
distances are in A˚ and angles are in degrees. The ground state energy of CHD was set to
zero.
CHD S2/S1 MECI S1/S0 MECI
Internal coordinates
r(C1 − C6) 1.54 2.03 2.14
^C1C2C3C4 -2.16 -16.55 -31.82
^C6C5C4C3 -2.15 -16.60 -9.88
Energy
11A 0.00 2.66 3.80
11B 5.13 4.39 6.28
21A 6.28 4.39 3.80
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Figure 4: Absorption cross section spectrum calculated in the current work, overlapped with
the experimentally obtained UV spectrum by Kosma et al.9 The pump pulse temporal and
frequency width is indicated (orange bar), as well as the range of transition energies, from
within which the initial conditions for surface-hopping calculations have been taken (filled
area under the calculated spectrum).
to most of the previous findings. Out of 136 trajectories, 18 failed to conserve the total
energy within the defined threshold (we note that the orbitals in the active space for such
trajectories retained their identity, however the cause for the failures still lies in the sudden
shifts of SA-CASSCF energies); 11 of these were on S0, 5 on S1 and 2 on S2. All such
failed trajectories were restarted from time zero with a reduced time step of 0.25 fs; all but
one of the new trajectories successfully reached 200 fs. Out of all the 136 trajectories, 9
have remained on S1 by the end of the 200 fs simulation time, although some showed a
significant trend towards dissociation. This output, together with the recent experimental
evidence that the outcome of reaction for vibrationally-hot molecules may not be decided
within such a short time frame,11 led us to continue dynamics for another 200 fs for all the
successful trajectories, using the same step sizes as in the first 200 fs i.e. 0.5 fs and 0.25 fs
for the initially successful and unsuccessful trajectories correspondingly. By the end of the
400 fs simulation time, as many as 24 trajectories (18%) failed to conserve the total energy
(1 trajectory between 100 and 200 fs, 7 between 200 and 300 fs and 16 between 300 and
400 fs; some of which were from the 0.5 fs- and some from the 0.25 fs-step pool), however
11
all trajectories ended up on S0 with a clear separation into the HT and CHD molecules
photoproducts (we here consider all geometries with r(C1 − C6) ≥ 3.0 A˚ to fall into the
HT product pool), and so we used all of them for the analysis. The resulting QY for HT
formation was 47± 8% (64 trajectories out of 136), where the margin of error was estimated
for a 95% interval of confidence. Such a margin does not allow us to conclude from our
calculations that the QY is skewed towards the reactant. However, some of the features of
the reaction mechanism described below may speak in favor of this hypothesis.
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Figure 5: Average adiabatic population of the three electronic states involved in the reaction.
Solid lines represent total population, while dashed and dotted lines represent population
calculated for the trajectories that end up conserving the ring and the trajectories proceeding
to dissociation correspondingly. For the crashed trajectories, their final population (always
at S0) has been propagated till the 400 fs.
Fig. 5 shows the average adiabatic population evolution on all the three electronic states
involved in the dynamics, calculated both for the total ensemble of trajectories as well as
separately for the subsets of trajectories that end up either breaking or conserving the ring
correspondingly. There is nearly no difference in the rates of population transfer for the two
reaction channels, and so the following discussion concerns any of the three representations.
There is a clear peak of population in S2 in the first 50 fs, which overlaps with the onset
of population growth on the ground state, starting at ∼ 25 fs. Since (along the symmetry-
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conserving coordinate) at the S2/S1 MECI the 1
1B diabatic state becomes the S2 adiabatic
state, this peak is most easily explained as the proportion of the nuclear wavepacket staying
on the same diabatic state and then oscillating back towards the CoIn seam with 21A.
However, as shown below, the spread of geometries at the S1 ↔ S2 hops is rather broad and
not centered around the S2/S1 MECI geometry, so 1
1B ↔ 21A hops are also possible. Later,
there are two smaller recurring peaks of S2 population, centred at 95 and 138 fs.
Decay of the S1 and growth of the S0 population are rather steep, with 93% of population
being on S0 by 200 fs and 100% of trajectories being on S0 by 322 fs. We estimated the
constants τS1 of S1 population decay and τ
S0 of S0 population growth to be 72 ± 9 fs
and 73 ± 9 fs correspondingly, by performing monoexponential fits to NS1 = e−(t−tS10 )/τS1
and NS0 = 1− e−(t−tS00 )/τS0 respectively, and using the bootstrap approach58 to estimate the
margins of error for the 95% confidence interval. The corresponding latency time parameters
were tS10 = 12± 2 fs and tS00 = 16± 2 fs. By noting that the S0 population growth constants
are complimentary to the overall excited states population decay constants, we estimate the
excited lifetime as τS0 + tS00 = 89± 9 fs.
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Figure 6: C1 − C6 interatomic distance and BAC∗ evolution heat map for the ensemble of
136 trajectories. For atom labeling, see Fig. 3.
Fig. 6 depicts the time evolution both of the C1−C6 interatomic distance, as well as the
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extended bond alternation coordinate (BAC∗), which we define as r(C2−C3) + r(C4−C5)−
r(C1−C2)− r(C5−C6)− r(C3−C4) + r(C1−C6) in accordance with Schalk et al,28 which
reflects both the oscillation of the diene moiety and the ring-opening dynamics. As early as
around 25 fs, in some trajectories, the C1−C6 bond starts sharp elongation leading to a fast
dissociation, in some other it oscillates at around 2− 2.5 A˚ for the next 100− 150 fs before
either proceeding towards dissociation or falling back to the covalent bond distance, while
in the rest of trajectories it keeps oscillating around its equilibrium length during the whole
simulation time. After 250 fs no more trajectories exhibit ring-opening motion and one can
clearly separate them into the CHD and HT pools. The dissociative trajectories appear to
exhibit a large-amplitude oscillation for r(C1−C6), which for many of them becomes shorter
again in the course of dynamics (to as low as 2.5 A˚), but never falls back to the covalent
bond length and tends to oscillate again to a larger interatomic distance at long time.
The large-amplitude oscillation of the C1 − C6 interatomic distance can be explained
by looking at the time evolution of the carbon ring dihedral angles as depicted in Fig. 7.
Specifically, the ^C1C2C3C4 and ^C6C5C4C3 dynamics (Fig. 7 (b,c)) is of most interest.
One can see that for a large subset of trajectories both of those angles undergo a nearly 360◦
rotation (we note that rotation is conrotatory in accordance with the Woodward-Hoffmann
rule - the same sign here is due to the order of atoms in which the angles are being evaluated).
One can make a conclusion that in some of the trajectories producing HT, the vibrational
modes leading to dissociation gain enough momentum to continue the conrotatory motion
of the broken ring such that it can make a full cycle and end up in a configuration close to
the inverted reactant. It is important to note, however, that no bond formation has been
detected by the end of a 400 fs simulation, according to Fig. 6.
Fig. 7 (a) and (d) show somewhat less intriguing dynamics, with the ^C1C3C4C6 also
showing some large-amplitude motion, but to a much smaller extent, and ^C2C3C4C5 os-
cillating within an approximate range of [−75◦,+75◦] with some larger deviations further
along the dynamics.
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Figure 7: The four carbon chain dihedral angles evolution heat map for the ensemble of 136
trajectories. For atom labeling, see Fig. 3. Horizontal line at the zero value of each angle
visible by the end of simulation time is due to trajectories that crashed prematurely.
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Figure 9: Distribution of geometries undergoing non-adiabatic transitions with respect to
time during the 400 fs dynamics for the ensemble of 136 trajectories. Differently colored
circles designate transitions between different pairs of states. Circles with black border
belong to the dissociating trajectories while borderless circles belong to the ring-conserving
trajectories. For atom labeling, see Fig. 3.
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The distribution of geometries at which the transitions (hops) between the various elec-
tronic states occur in the course of dynamics for the whole ensemble of trajectories, as well as
the reaction outcome (whether proceeding to dissociation or not), are depicted in Fig. 8 (a-d)
in the form of the four different 2D projections in coordinate space. Importantly, we notice
that all the projections reveal a highly-dispersed nature of the hops between any pair of
the three states involved, with the S1 ↔ S2 transitions being on average more localized (at
shorter r(C1−C6) and smaller carbon ring dihedral angles) compared to the S1 → S0 transi-
tions that are spread out to much larger structural distortions. Furthermore, there is nearly
no correlation of the positions in coordinate space at which transitions occur with respect to
the outcome of reaction. The only visible trend is that while trajectories conserving the ring
may hop at any C1−C6 interatomic distance, those proceeding to dissociation must undergo
the S1 → S0 hops (and, more surprisingly, in majority of cases even the S1 ↔ S2 hops)
at r(C1 − C6) > 1.75 A˚. This trend may, however, be quite important for the outcome of
reaction, and while our calculations can not provide an unbiased support for the hypothesis
of a QY skewed in favor of the reactant, as we discuss later, it could be one of the main
mechanistic causes for it. We note that in our simulations we also observed several S0 ↔ S2
hops, but they are omitted from the plot for clarity, as they do not seem to provide any
valuable information regarding the reaction mechanism.
The two mostly informative projections are the r(C1 −C6)/^C1C3C4C6 (Fig. 8 (a)) and
^C1C2C3C4/^C6C5C4C3 (Fig. 8 (d)). By looking at Fig. 8 (a), one can make two important
observations. Firstly, most of the S1 → S2 and S2 → S1 transitions happen at lower
r(C1 − C6) and ^C1C3C4C6 values (closer to equilibrium) compared to the S1/S2 MECI.
Secondly, both MECIs lie close to the lower border of the hops distribution, having one of
the lowest (highest negative) values of ^C1C3C4C6 for a given value of r(C1 − C6). It is
therefore reasonable to talk about extended seams of intersections along which population
transfer may occur during dynamics, both between S1 and S0 and between S1 and S2.
Fig. 8 (d) would ideally show a symmetric distribution of hop geometries with respect to
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the x = y (diagonal) axis. One can again notice a more clustered distribution of S1 ↔ S2
hops at the centre of the plot (and close to the S1/S2 MECI geometry) and a more spread
distribution of S1 → S0 transitions, with higher density at asymmetric molecular geometries
featuring different values for the two equivalent dihedral angles, in accordance with the
S0/S1 MECI geometries.
Finally, the distributions of the same set of internal coordinates at the non-adiabatic
transitions with respect to time are presented at Fig. 9 (a-d). We do not observe any corre-
lation between the time at which the hops happen and the outcome of reaction. Regarding
the type of transition though, one can clearly see that initially only the S1 → S2 and S2 → S1
transitions occur, then there is a well-defined cluster of S1 → S0 hops approximately between
35 and 70 fs, and then another thin cluster of S1 → S2 and S2 → S1 transitions between 70
and 100 fs, after which mainly the transitions to the ground state occur, totally in accordance
with Fig. 5.
4 Discussion
In the current work we estimate the excited states lifetime to be 89 ± 9 fs, consisting of a
monoexponential population decay constant of 73 ± 9 fs and a latency time of 16 ± 2 fs,
which is a somewhat faster rate compared to the most of the estimations that have been
derived from experiments up to now. The latter rather consistently describe the excited-state
lifetime in terms of the two consecutive exponentially decaying processes with the constants
of 30 − 70 fs and 60 − 80 fs, commonly ascribed to the lifetimes of the 11B and 21A states
correspondingly, usually adding up to the total excited-state lifetime of 130−140 fs.5–11 Only
one recent X-ray scattering experiment gave a lower estimation of 80 fs as a time constant
for the whole structural part of the CHD → HT transformation,32 while the two other
recent studies, employing X-ray absorption spectroscopy and electron diffraction, provided
somewhat broader estimates of 170± 8034 and 110± 30 fs,33 respectively. Unfortunately, it
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is not an easy task to calculate the diabatic state populations in a non-adiabatic dynamics
study, but we can probably roughly estimate the upper bound for the lifetime of 11B state
by the maximum of S2 population, located in this work approximately at 30 fs (see Fig. 5).
The latency time of 10−21 fs, commonly attributed to the time that takes the wavepacket to
leave the FC region, has also been estimated in experiments previously.5–7,9 Thus, constants
resulting from our fit correspond to the lowest reported rate estimates.
A possible underestimation of the excited-state lifetime may be due to a slightly higher
than experimental vertical excitation energy at the equilibrium geometry as given by the
XMS-CAS(6,6)PT2 and a cc-pVDZ basis set (5.13 eV in the current work vs 4.94 eV in
experiment,16 see also absorption spectra maxima in Fig. 4), resulting in a slightly steeper
slope along the 11B and/or the 21A states, which may artificially accelerate the dynamics.
The QY of 47± 8% obtained in this work is somewhat higher than the recently reported
value of 30%11 (which should however be noted to be an estimation obtained from a fit
rather than a directly measured property) as well as the original value of 40% reported for
condensed phases. Apart from a relatively large margin of error due to a finite number of
trajectories, our result is based on a 400 fs-only dynamics simulation, and, while probably
unlikely, there is a chance that some of the vibrationally-hot trajectories may have returned
to the CHD conformation at later stages. Also, a higher QY may also be related to the
steeper slope on the excited states, as will be explained below.
Further, our results in many parts differ from the four fully-dimensional surface hopping
dynamics calculations published up to now.27–30 While three of them provide similar excited
state lifetime estimates,27–29 each of those studies describes a mechanism of CHD photodis-
sociation somewhat different to what we see in our study. We consider now these earlier
works in more detail and compare them to our results, in order to draw an updated picture
of the reaction mechanism. The main characteristics of these works are also summarized
and compared to our results in Table 2 for easier reference.
Schalk et al.28 in their LR-TD-DFT surface hopping study, accounting for only S1 and S0
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Table 2: Comparison of CHD photodissociation surface hopping studies
This work Ohta et al.27,a Lei et al.29 Schalk et al.28 Filatov et al.30
PES description XMS-
CAS(6,6)PT2/
cc-pVDZ
MS-MR-
CAS(8,8)PT2/
cc-pVDZ
SA-
CAS(14,8)SCF/
6-31G∗
LR-TD-PBE0/
def2-SVP
SSR-ωPBEh/
6-31G∗
NACs description XMS-
CAS(6,6)PT2/
cc-pVDZ
SA-
CAS(8,8)SCF/
cc-pVDZ
SA-
CAS(14,8)SCF/
6-31G∗
LR-TD-PBE0/
def2-SVP
SSR-ωPBEh/
6-31G∗
Hopping algorithm DC-FSSHb ZNc ZN FSSH DISH-XFd
Electronic states
involved
S0, S1, S2 S0, S1, S2 S0, S1, S2 S0, S1 S0, S1
Duration of simu-
lations (fs)
400 > 600 500 5000 500
# of trajectories 136 42 600 119 50
τS1 equiv. (fs) 72± 9 47 82e 52 234± 8
tS10 equiv. (fs) 12± 2 21 29 43± 5
QY (%HT)f 47± 8 40± 15 47± 4 64± 9 36± 13
a We only report here results of trajectories initiated on S1;
b decoherence corrected fewest switches surface
hopping; c Zhu-Nakamura formula; d decoherence-induced surface hopping based on the exact
factorization; e τS1 + tS10 is reported; the adiabatic population shown in Fig. 7a in Ref. [29] however does
not decay monoexponentially, so the fit should be addressed carefully; f the margin of error in each case
was computed for 95% confidence interval.
states, report different decay rates for the dissociative and ring-conserving trajectories. The
authors conclude that nearly all trajectories that have higher velocities along the positive
BAC and r(C1−C6) displacements proceed towards dissociation within the first 100 fs, while
those that remain on the excited state by that time cannot any more gain enough velocity
to successfully open the ring, and slowly decay to a closed configuration. On the contrary,
we have not observed any significant differences in the rates for the dissociative and ring-
conserving trajectory ensembles (see Fig. 5), and further show that there is no correlation
between the times at which hops between states occur and the outcome of reaction. Our
results are, however, consistent with the notion that the driving force behind the dissocia-
tive outcome must be the momentum gained along the C1 − C6 bond elongation, but our
calculations also suggest that it can be gained even after a few cycles of the bond vibrating
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on the excited states. The QY reported by Schalk et al., 64± 9%, is an outlier value, falling
above the upper limit of the QY predicted by all other SH simulations reported in Table 2.
Such a qualitatively different result seems to point out to either some fundamental limitation
of linear-response TD-DFT to describe the S0/S1 crossing seam, even when analytic NACs
are used, or the necessity to explicitly include the S2 state in dynamic calculations, or both.
Importantly, in our calculations we see that the double excitation character of 21A is still an
important contribution to the nature of both excited states at the S1/S2 MECI geometry as
well as later in the course of reaction, which can not be described by LR-TD-DFT.
Lei et al.29 employ CASSCF with a somewhat unbalanced active space of 14 electrons
in 8 orbitals containing only a single virtual orbital, which however provides them with the
right S1/S2 state ordering at the FC point. They also observe the two distinct phases of
the reaction, albeit having a different nature. Their electronic state population evolution
bears a quasi-two-step character, with the first phase mainly constituted from the S1 ↔ S2
population transfer and only slight increase in S0 population, followed by a plateau, and
then a rather steep S1 → S0 population decay. While we also see S1 ↔ S2 transitions first,
followed by a cluster of S1 → S0 hops (Fig. 9), alternation happens much faster and in a
much more diffuse way, ensuring a smooth overall monoexponential decay of S1 and rise of
S0 populations.
Ohta et al.27 use MS-CASPT2 energies and gradients (however also employing a some-
what unbalanced active space, containing an asymmetric set of two σ,σ∗-orbital pairs) in
their surface hopping calculations, but employ the semi-classical Zhu-Nakamura formula to
calculate the transition probabilities from the SA-CASSCF NACs. Although Zhu-Nakamura
surface hopping has been shown to deliver results of similar quality as those obtained with
the fewest-switches surface hopping for a specific case,59 the model is in principle only valid
for surface crossings with a Landau-Zener-like topography. For this reason, when dealing
with a complex non-adiabatic topography like in the present case, it is desirable to resort
to a more general algorithm, such as DC-FSSH. They obtain a smooth monoexponential
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decay of S1 population with the constant of 47 fs and a latency of 21 fs, giving a similar but
somewhat faster rate compared to our result. The faster lifetime can be partially explained
by a significantly overestimated S0 → S1 vertical excitation at the FC point, and, accord-
ingly, artificially steep slopes of excited states. The authors do not distinguish fast- and
slow-decaying trajectories; rather, based on a plot similar to Fig. 8 (a) they conclude that
the ring-conserving trajectories hit the S1/S0 CI seam at the shorter values of r(C1 − C6),
while the majority of trajectories that decay to S0 at a longer bond length, proceed to dis-
sociation. In our calculations, we confirm that all of the trajectories hitting the S1/S0 seam
at r(C1−C6) < 1.75 A˚ end up conserving the ring. However, we did not find any correlation
between the geometries at which transitions happen and the outcome of reaction at longer
r(C1−C6) values. Still, while the QY obtained from our calculations (as well as the QY ob-
tained by Ohta et al. - see margins of error provided in Table 2) can not confirm the reaction
outcome being skewed in favor of the preserved ring (as the recent experiments suggest), the
fact that only the trajectories undergoing the S1 → S0 hops at r(C1 − C6) > 1.75 A˚ have a
chance to proceed towards ring opening, may in fact be one of the reasons for it.
Finally, Filatov et al.30 recently employed the SSR method that allows to treat the S0/S1
CI in a more rigorous way compared to conventional single-reference TD-DFT. Still only
considering the two lowest electronic states in their decoherence-induced, exact factorization-
based surface hopping dynamics study, they obtain a rather slow S1 population decay which
they fit to a monoexponential function obtaining the decay constant of 234 ± 8 fs and a
latency of 43±5 fs. The authors argue that this result corresponds well to the rates reported
by Adachi et al.11 where the 11B/21A and 21A/11A internal conversion time constants were
estimated to be 70±10 and 60±20 fs correspondingly, followed however by an approximately
100 fs delay before the rise in both the CHD and HT signatures (giving in total 230± 30 fs
before the S0 population rise), which Adachi et al. attributed to the “time required for
wavepacket motion from 2A state to the 1A state” without giving any possible mechanistic
explanation for this statement. We find such comparison of time constants rather ambiguous,
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especially since Pemberton et al.10 have in the same year reported a much more conventional
estimate of 142 fs for the product formation rate. Apart from that, Filatov et al. provide
mechanistic interpretation of the photoexcited dissociation of CHD that agrees well with
what we see in our study. They do not find any correlation between the C1−C6 interatomic
distance at the geometries of surface hops and the outcome of reaction (except for r(C1 −
C6) < 1.8 A˚, where, again, all trajectories end up conserving the ring). Instead, they find
that trajectories achieving a certain synchronization between the displacements along specific
vibrational modes gain sufficient momentum along the C1−C6 stretching coordinate (while
still being at the S1 state) and end up at the dissociated HT product conformation. This
finding is further supported in a separate work,42 where by analysing the electron density
along the minimum energy ring-opening reaction path using the quantum theory of atoms in
molecules (QTAIM), the authors demonstrate that due to an attractive interaction between
the ends of the C1 − C6 bond that by default steers the reaction towards the restoration
of the CHD structure, ring opening can only be achieved when there is a sufficient nuclear
momentum in the direction of the bond stretching. They use this finding to explain the
experimentally- and computationally-observed QY of < 50%. While we do not directly
analyse interplay between specific vibrational modes and their momentum at the interstate
transitions, lack of correlation between the values of the carbon ring internal coordinates
at the corresponding geometries and the outcome of reaction strongly supports the idea of
the sufficient momentum gained along the bond-breaking coordinate being the driving force
behind the molecule choosing dissociation path upon decaying to the ground state. At shorter
values of r(C1 − C6), the trajectories (portion of the nuclear wavepacket) that decay to S0
may never have enough momentum in the right direction, thereby possibly contributing to
the skewing of the QY towards the CHD configuration (yet again, the resulting QY obtained
in current work can not be interpreted as skewed).
We further note that full-dimensional wavepacket-based AIMS26,33,44,45 and ab initio mul-
ticonfigurational Ehrenfest (AI-MCE)31,32,60 calculations, based on SA3-CAS(6,4)SCF or
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(empirically-corrected) SA2-α-CAS(6,4)SCF33 surfaces, have been also performed, mainly
in support of experimental studies and with less emphasis on obtaining converged kinetic
characteristics such as QY or excited states lifetime. Nevertheless, some of those studies
provide results that can be compared to current work. In Refs. 44 and 26, the field-induced
non-adiabatic transitions are mainly studied, but in the latter work a 1 : 1 ratio of closed-
to open-ring final products is reported for the field-free photodissociation. In Refs. 31 and
32, just a few AI-MCE trajectories (of both the ring-opening and ring-conserving types)
are shown to be enough to fit experimental X-ray scattering signatures to a good precision,
but neither QY values nor lifetime constants are estimated. In Ref. 60, following the sim-
ilar logic, four out of a hundred of AI-MCE 200 fs-long trajectories are used to compute
time-resolved photoelectron spectra and study effects of various probe pulses and competing
pathways on predicted signals. Adiabatic population evolution is calculated for those four
trajectories, which can hardly be characterized by a monoexponential decay, with neither S1
nor S2 states getting completely depopulated by 200 fs, and no time constants are reported.
Finally, in a recently published electron diffraction study,33 a 500 fs α-CAS(6,4)SCF AIMS
calculation, including only S0 and S1 states, is reported. Being primarily used to evalu-
ate structural signatures (atomic difference pair distribution functions) to be compared to
experimental results, it also reports the (somewhat slower compared to the current study)
adiabatic population evolution and an estimated S1 state lifetime of 139± 25 fs (where the
99% confidence interval was used to compute the margins of error). To justify the inclu-
sion of only two electronic states in their calculations, the authors check (as given in the
Supplementary Material) for differences in adiabatic population evolution when S2 state is
included. They come to a conclusion that the differences can be neglected; however, we
note that in their three state calculation, while the S2 state is populated much later and to
a much lesser extend than in our calculations, the associated S1 state depopulation starts
later, and reaches near-depletion earlier, compared to their two-state calculation.
In this way, results of the current work differ in some aspects and are similar in other
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aspects to the other existing full-dimensional non-adiabatic dynamics studies, hopefully pro-
viding a more consistent understanding of the mechanism behind this photoreaction. As a
final remark, we would like to note that a broad distribution of geometries at which interstate
transitions occur in the current work favours the idea of an extended CI seam proposed by
Nenov et al.19 (not only between S0 and S1 however, but also between S1 and S2), which
contributes to the QY as discussed above.
5 Conclusions
We performed a non-adiabatic dynamics study of the photo-dissociation of 1,3-cyclohexadiene,
an important problem in photochemistry. For the first time, a balanced high-level treat-
ment of dynamics and electronic structure was achieved, combining the full dimensionality
of mixed quantum-classical approaches, the generality of the decoherence-corrected fewest
switches surface hopping, significant statistical ensembles, proper account of initial condi-
tions, and the state-of-the-art quality of the XMS-CASPT2 energies, energy gradients, and
non-adiabatic couplings. We estimate the excited lifetime to be 89 ± 9 fs, consisting of a
16± 2 fs latency and 73± 9 fs decay time constant, corresponding to the lowest rate obser-
vations among the experiments. The calculated quantum yield for the dissociated product is
47±8%. Having mapped out an extended conical intersection seam along the reaction coor-
dinate, we observe no correlation between the values of the carbon ring internal coordinates
at the geometries undergoing non-adiabatic transitions and the outcome of reaction, except
for the lower values of the C1 − C6 interatomic distance. We conclude that the momentum
gained along the bond breaking coordinate ensures the dissociative outcome at its larger
values, while for transitions happening closer to the equilibrium geometry the outcome is
always conservation of the ring.
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