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Overnight polysomnography (PSG) is an important tool used to characterize sleep and the 
gold standard procedure for diagnosing many sleep disorders. PSG is a non-invasive 
procedure that collects various physiological data, such as EEG, EMG, EOG and ECG 
signals. The data is then scored in a subjective, laborious and time-consuming process by 
sleep specialists who assign a sleep stage to every 30-second window of the data according 
to predefined scoring rules by the American Academy of Sleep Medicine (AASM). Finally, 
clinicians make a diagnosis based on this annotated data. Consequently, the current process 
is heavily dependent upon human factors, which can result in poor agreement between 
expert scorers, but inter-scorer reliability has been found to be only around 82%.  
In this study we developed an automatic sleep stage scoring method, using a likelihood 
ratio decision tree classifier, with the goal of improving the speed, reliability, accuracy and 
cost efficiency of the current PSG scoring process. The algorithm was developed using the 
AASM Manual for Scoring Sleep. We extracted features from various physiological 
recordings of the PSG, based on the predefined rules of the AASM Manual. The features 
were computed for each 30-second epoch, in either the time or the frequency domain. The 
most useful features were selected by looking at probability distributions for each metric 
conditioned on the sleep stage, and identifying the features giving the greatest separation 
between stages. Examples of meaningful features include the power in different frequency 
bands of EEG signals, EMG energy per epoch, and number of spindles per epoch, to 
mention a few. These features were then used as inputs to the classifier which assigned 
each epoch one of five possible stages: N3, N2, N1, REM or Wake. 
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The automatic scoring was trained and tested on PSG data from 39 healthy individuals (age 
range: 24.2 ± 3.1 years) with no sleep disturbances. The overall scoring accuracy was 
76.97% on the test set. Some of the stages, such as stage N2, have more distinctive 
characteristics and thus yielded a higher per-stage scoring accuracy, whereas the other 
stages, for example stages N1 and REM, got confused more easily, resulting in lower per-
stage accuracies. As expected, most misclassifications occurred between adjacent sleep 
stages. Although this accuracy may at first seem low, it is likely that the stages that the tool 
classified inaccurately may be sleep stages that contribute to inter-scorer reliability. 
Therefore, we see this tool as assisting sleep scorers to enhance efficiency with the further 
goal of eventually improving inter-scorer reliability. 
Sleep stage scoring provides an important basis for diagnosis of sleep disorders in general. 
However, the detection of sleep disturbances is very costly and time-consuming, and relies 
on subjective measures. Automating the scoring process improves the efficiency and 
consistency of scoring procedures and offers a way to diagnose sleeping disorders in a 
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Sleep is a basic human need. It is an important aspect of health and wellbeing and is 
strongly related to overall quality of life [1]. According to the Institute of Medicine, it is 
estimated that 50 to 70 million Americans suffer from a chronic sleep disorder adversely 
affecting daily functioning and overall health [2]. Today, sleep disorders are generally 
diagnosed through clinician interviews or questionnaires such as the Pittsburgh Sleep 
Quality Index, which are based on subjective assessments and are as such prone to 
inaccurate diagnostics. 
 
1.1 Overnight Polysomnography 
Overnight polysomnography (PSG) is the gold standard to diagnose sleep apnea and REM 
sleep behavior disorder, but can offer important support for other clinical diagnosis such 
as restless legs syndrome, parasomnias and sleep related movement disorders. PSG is 
usually conducted in a hospital or a sleep center and involves collecting multiple 
physiological recordings in a non-invasive way. This includes electroencephalography 
(EEG), electromyography (EMG), electrooculography (EOG) and electrocardiography 
(ECG) as well as other signals such as nasal airflow, respiratory effort and body 
temperature. The data is then manually scored in a subjective and time-consuming process 
by sleep specialists. This process is quite laborious because it primarily entails sleep stage 
assignment in 30-second windows (epochs) using guidelines established by the American 
Academy of Sleep Medicine (AASM). A seasoned registered sleep technologist at the 
2 
Johns Hopkins Sleep Center takes for instance around 30 minutes to 1.5 hours on average 
to stage a full night sleep study across all physiologic channels monitored [Gamaldo, C.E. 
& Salas, R.M.E., personal communication, April 28, 2016]. Finally, clinicians review the 
scored study in order to evaluate the evidence for various sleep disorders. As a result, the 
current process is heavily dependent upon human factors that is fraught with variable and 
often poor inter-scorer reliability. 
 
1.2 Sleep Stages 
The two main types of sleep are rapid eye movement 
(REM) and non-rapid eye movement (non-REM) 
sleep. Throughout the night, non-REM and REM sleep 
alternate in a cyclical fashion with an average duration 
of one cycle typically around 45-90 minutes [3]. 
According to the AASM Manual for the Scoring of 
Sleep and Associated Events the sleep cycle of adults 
consists of five stages: Wakefulness, REM stage and three non-REM stages: N1, N2 and 
N3 [4]. Each sleep stage is characterized by the presence (or the absence) of certain wave 
forms and events, most commonly observed in the EEG signals. For sleep analysis, the 
EEG activity is typically separated into four characteristic frequency bands: delta, theta, 
alpha and beta (  Table 1). As non-REM sleep progresses, the brain becomes less responsive 
to external stimuli and brain waves become slower and more synchronized causing the 
brain to increase its arousal threshold, thus making it harder to wake an individual up from 
  Table 1. Sleep frequency bands as 











sleep. Most slow wave non-REM sleep occurs in the first third of the night whereas REM 
sleep episodes predominate the last third of the night. Below is a description of the main 
characteristics of each sleep stage as defined by the AASM Manual. 
1.2.1 Stage Wake 
Stage Wake represents the waking state and ranges from full alertness through early stages 
of drowsiness. During wakefulness, the majority of individuals with eyes closed will 
demonstrate alpha rhythm, and consequently Wake is scored when alpha rhythm is present 
over the occipital region for more than 50% of the epoch. The EOG signals may 
demonstrate rapid eye blinks, with a synchronized positive polarity across both eyes, at a 
frequency of around 0.5-2 Hz and while rapid eye movements are characteristic of REM, 
sleep they can also occur when subjects have their eyes open in stage Wake. As drowsiness 
develops, slow eye movements may occur. According to the AASM Manual, an epoch with 
major body movements should be scored as Wake if alpha rhythm is present or if an 
scorable Wake epoch either precedes or follows the epoch [4]. The chin EMG during Wake 
can be of variable amplitude but is usually higher than during sleep. Typical activity of the 
EOG, EEG and EMG signals in a single Wake epoch can be seen in Figure 1. 
Figure 1. Typical activity of the EOG recordings (top), the EEG recordings (middle) and the EMG 
recordings (bottom) during Wake. 
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1.2.2 Stage N1 
Stage N1 embodies the transition from Wake to sleep. N1 marks sleep onset, defined as the 
first epoch scored as any stage other than stage Wake. Stage N1 is also scored when alpha 
rhythm is attenuated and replaced by low amplitude, mixed frequency activity for more 
than 50% of the epoch. The chin EMG amplitude is variable, but often lower than in stage 
Wake. Additionally, sharply contoured waves (vertex sharp waves) with duration of less 
than 0.5 seconds may be present in the EEG and the EOG signals will often show slow eye 
movements, defined as conjugate, sinusoidal eye movements with an initial deflection 
usually lasting for more than 500 msec. However, neither vertex sharp waves nor slow eye 
movements are required for scoring stage N1 [4]. Figure 2 demonstrates an example of the 
activity observed in the EOG, EEG and EMG signals during N1. 
  
Figure 2. Typical activity of the EOG recordings (top), the EEG recordings (middle) and the EMG 
recordings (bottom) during N1. 
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1.2.3 Stage N2 
The two main characteristics of stage N2 are K complexes and sleep spindles (Figure 3). 
A K complex is defined as a negative sharp wave immediately followed by a positive 
component standing out from the background EEG, with a total duration longer than 0.5 
seconds. K complexes are usually maximal in amplitude over the frontal regions. Sleep 
spindles, on the other hand, are trains of distinct waves with frequency 11-16 Hz (most 
commonly 12-14 Hz) with a duration of more than 0.5 seconds and a maximal amplitude 
in the central derivations. Epochs with low-amplitude, mixed frequency EEG activity, 
without any K complexes or sleep spindles, should also be scored as N2 if they are preceded 
by epochs containing K complexes or sleep spindles. In stage N2 the chin EMG is of 
variable amplitude, but usually lower than in Wake and may be as low as during REM 
sleep [4]. 
Figure 3. Typical activity of the EOG recordings (top), the EEG recordings (middle) and the EMG 
recordings (bottom) during N2. 
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1.2.4 Stage N3 
Stage N3 is often referred to as slow wave or deep sleep and is characterized by slow wave, 
delta activity, of frequency 0.5-2 Hz and peak-to-peak amplitude greater than 75μV taking 
up more than 20% (6 seconds) of the epoch. Eye movements are not typically seen during 
N3 sleep, and although variable, the chin EMG amplitude is often lower than in N2 sleep 
and sometimes as low as during REM sleep [4]. The arousal threshold is often the highest 
during this stage of sleep, hence the common reference to deep sleep. Typical activity of 
the EOG, EEG and EMG signals during N3 can be seen in Figure 4.  
1.2.5 Stage REM 
REM sleep typically comprises about 20-25 % of total sleep in healthy adults. The REM 
stage is characterized by rapid eye movements (REM), defined in the AASM Manual as 
conjugate, irregular, sharply peaked eye movements with an initial deflection usually 
lasting for less than 500 msec and opposite polarity between eyes [4]. The EEG signal 
consists of low-amplitude, mixed frequency activity with trains of sharply contoured or 
Figure 4. Typical activity of the EOG recordings (top), the EEG recordings (middle) and the EMG 
recordings (bottom) during N3. 
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triangular waves, called sawtooth waves, commonly present. The chin EMG tone is low, 
with the baseline EMG activity no higher than in any other sleep stage and usually at the 
lowest level of the entire recording. Figure 5 demonstrates a typical example of the activity 
seen in the EOG, EEG and EMG signals during REM sleep. 
 
1.3 Sleep Stage Scoring and Hypnograms 
The successive visual scoring, by 30-second epochs, of whole night recordings leads to the 
representation of the temporal distribution of the five sleep stages called a hypnogram 
(Figure 6). A hypnogram reveals the cyclical pattern of sleep as it shifts between the 
different stages of sleep and wakefulness. During the night, a normal sleeper moves 
between the different sleep stages in a relatively predictable pattern, transitioning between 
REM and the sequential stages of non-REM sleep. Consequently, polysomnography 
provides a lot of information about an individual’s sleep and is important for assessing 
sleep quality and a variety of sleep disturbances.  
Figure 5. Typical activity of the EOG recordings (top), the EEG recordings (middle) and the EMG 
recordings (bottom) during REM. 
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At present sleep stage annotation is very costly, time-consuming and subjective and 
requires a great amount of effort from a trained specialist. An experienced sleep 
technologist takes around 30 minutes to 1.5 hours on average to stage a full night sleep 
study and the subjective nature of the annotation process can give rise to scoring errors, as 
even well trained specialists can be uncertain about the presentation of certain states. 
Moreover, studies have shown that, even among experts, the inter-scorer reliability is only 
about 82% [5]. As stated by Silber et al. [6] “No visual based scoring system will ever be 
perfect, as all methods are limited by the physiology of the human eye and visual cortex, 
individual differences in scoring experience, and the ability to detect events viewed using 
a 30-secon epoch”. Thus, a more efficient and rigorous method that facilitates the scoring 
procedure and provides a consistent and accurate scoring of sleep stages is needed. 
 
  
Figure 6. An example of a hypnogram. 
Hours of Sleep 
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1.4 Automating Sleep Stage Scoring 
While visual scoring still remains the gold standard of sleep stage scoring, numerous 
research studies have been conducted to automate the scoring process in order to improve 
the efficiency and consistency of scoring procedures and offer a way to diagnose sleeping 
disorders in a more robust, quantitative manner. Automating the sleep stage scoring process 
has been of increasing interest to researchers and clinicians in the field of sleep medicine 
since 1970. Most existing scoring methods consist of five general steps: (1) PSG data 
collection, (2) human expert sleep stage scoring of PSG data, (3) feature extraction from 
the PSG recordings, (4) automatic sleep stage classification and (5) comparison of human 
expert and automatic sleep stage scoring (Figure 7). The different methods found in the 
literature vary by the PSG recordings used as well as the implementation of the feature 
extraction and the classification algorithm steps. Some approaches include an additional 
step of feature selection before applying the sleep stage classifier.  
Figure 7. A block diagram of the automatic sleep stage classification procedure. 
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Existing scoring methods can be broadly divided into two categories; methods based on 
rule-based reasoning and machine learning methods based on numerical classification. The 
rule-based approaches [7–10] use supervised, expert-based features and classification rules 
derived from either the R&K manual or the more recent sleep scoring manual by the 
AASM. Conversely, the numerical classification methods [11–29] often make use of 
unsupervised, blind spectral features that do not require any prior knowledge about sleep 
data. Nonetheless, there exist a few numerical classifiers that also employ expert-based 
features or a combination of both [30–33]. Furthermore, some hybrid systems have been 
proposed in order to exploit the advantages of both classification methods [34–36]. 
Amongst the polysomnography recordings, EEG signals are by far the signals used most 
often [9, 11, 12, 16–18, 20–23, 26, 31–35] since they best represent the brain’s activity 
during sleep, with different characteristics present in different sleep stages [4]. However, 
the EEG activity of some stages, particularly stages N1 and REM, is highly similar [37] 
leading to a poor classification performance for discriminating between those stages. Thus 
the EEG spectral information is not sufficient to distinguish between those stages, and it 
has been shown that other physiological signals of the PSG, such as EMG or EOG, provide 
important additional information than can improve the overall scoring accuracy [14]. While 
several studies have incorporated information extracted from the EMG in addition to the 
EEG signals [10, 38], others have used both the EMG and EOG recordings [7, 24, 29], 
which is in agreement to the AASM rules followed by human experts. Although less 
common, a few studies have also obtained promising results using features extracted from 
signals such as the EOG signals only [9, 25, 28] or the ECG and respiratory recordings [27, 
30] . 
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Across existing methods, a variety of features have been extracted from the PSG signals 
including time-domain, frequency-domain, time-frequency-domain and entropy features, 
both linear and non-linear. Features extracted from the frequency- or time-frequency 
domain of the signals are commonly used, derived from either the Fourier or the Wavelet 
transform [12, 15, 17–19, 31, 33, 39]. Several approaches use a set of different types of 
features [10, 11, 14, 23, 28, 32, 38] including spectral features such as powers in different 
frequency bands and wavelet packet coefficients, time domain features such as mean, 
median and variance of a signal, minimum, maximum and RMS values, and Hjorth 
complexity parameters. Nonlinear features include for example the Teager energy operator, 
line length and the Hurst exponent to mention a few and finally, various entropy features 
have also been used [20, 22]. While many studies rely on a limited number of features 
extracted from the signals, others search for an optimal combination of features [11, 14, 
17, 23–25, 27, 30–32].  
Apart from the different features used, existing methods also differ in the type of 
classification framework [23, 38]. Amongst the blind spectral methods, Neural Networks 
[12, 14–16, 21, 33, 34, 40]  and Decision Trees [17, 18, 32, 35] are frequently employed 
along with Random Forests [20, 28], Support Vector Machines [11, 24], K-Nearest 
Neighbors [18, 25], Linear Discriminant Classifiers [22, 27, 30], Hidden Markov Models 
[13] and Fuzzy Classifiers [19]. For the rule-based approaches the classification has 
typically been performed in a hierarchical manner by layered models of decision [8, 9, 32]. 
More recently, a genetic fuzzy inference system has also been used [10]. 
Although the reported results in the literature cannot all be compared equally due to 
different evaluation methods, remarkable progress has been made in this field in recent 
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years, with existing methods reporting an overall scoring agreement to human experts 
ranging from around 70% to 90%. Figure 8 shows the performance of our algorithm 
(represented by a pentagram) and other existing methods (each represented by an asterisk) 
that satisfied three conditions to allow for a more fair comparison: (1) epochs were 
classified into the five stages suggested by the AASM Manual, (2) the data set consisted of 
recordings from at least 20 subjects and (3) the test data was independent of the training 
data. The methods were divided into four groups based on the signals employed for feature 
extraction. The color of each asterisk on the plot characterizes the type of features used; 
expert based features (red) represent supervised features based on the rules of the AASM 
Manual whereas blind spectral features (blue) are unsupervised features that do not require 
any pre-knowledge about the data. Additionally, some existing studies extracted both 
expert based and blind spectral features from the PSG signals (magenta).  
Figure 8. A comparison of the performance of our algorithm (red pentagram) and a 
few existing scoring methods (asterisks). All studies satisfy certain conditions allowing 
for a more reasonable comparison. 
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As Figure 8 shows most studies in the higher range of performance used a smaller data set 
compared to the studies in the lower range. Using a small data set increases the risk of 
overfitting, potentially resulting in a high classification accuracy on a particular set of data 
but generalizing poorly on others. For instance, using only a part of our data set, where we 
trained the algorithm on 20 subjects as before but tested the performance on only 10 
subjects, we were able to increase the overall scoring accuracy of the test set to 81.47%. 
Reducing the size of the training set as well might increase the accuracy even further. It is 
evident that many factors can affect the performance of the classifiers and direct 
comparison between different studies is complicated. The issues of comparing existing 
methods are further addressed in the Discussion section.  
The blind spectral methods are more prevalent in the literature than the rule-based methods 
and even though the results obtained so far are very promising, limitations still exist. First, 
for many of the machine learning techniques commonly used, the exact decision procedure 
remains hidden. Second, most of the numerical classifiers are designed to rely on the same 
set of features for all sleep stages. Although every feature has an advantage in 
distinguishing some sleep stages, none of them can discriminate between all stages. Third, 
stage N1 has turned out to be particularly hard to score in the literature due to its similarities 
to other stages. Stages N1 and REM exhibit similar EEG patterns and moreover since N1 
is a transition phase between Wake and the different sleep stages it is easily confused to 
other stages [37]. In order to overcome this problem many of the scoring algorithms that 
have been proposed and implemented over the years combine two or more stages into a 
single stage and thus don’t classify into the five stages recommended by the AASM Manual 
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[15, 16, 19, 27, 31, 35]. Although impressive results have been achieved, these classifiers 
are not sufficient for replacing human experts. 
One drawback of the blind spectral approach is the fact that the AASM scoring criteria are 
largely based on the identification of “stage specific” wave forms and events such as sleep 
spindles, K complexes or rapid eye movements rather than the background activity of the 
signals. As previously mentioned, the blind spectral approaches commonly use features 
derived from the power spectrum of the signals, but the spectrum is mainly determined by 
the background signal activities, rather than by these characteristic features that the human 
scorer is specifically trained to identify as “wave forms that stand out from the background” 
[4]. Moreover, the AASM Manual has a set of temporal context smoothing rules for epochs 
where no events are detected. These event-based and smoothing rules, when ignored, can 
cause low performance of numerical classifiers [36]. 
Here, we propose an automatic sleep stage scoring method with the goal of improving the 
speed, reliability, accuracy and cost efficiency of the PSG scoring process compared to the 
current annotated paradigm. We extracted features from EEG, EMG and EOG signals 
based on predefined rules of the AASM Manual for Scoring Sleep. The features were 
computed for 30-second epochs, in either the time or the frequency domain. The most 
useful features were selected by observing probability distributions for each metric 
conditioned on the sleep stage, and identifying the features giving the greatest separation 
between stages. These features were then used as inputs to a likelihood ratio decision tree 





A total of 39 healthy adults, 17 males and 22 females, participated in the study (Table 2). 
The data was randomly split into a “training” and a “test” set with 20 participants in the 
training group and 19 participants in the test group. The study population consisted of 
46.2% Caucasian subjects, 33.3% Asian subjects and 20.5% African American subjects, 
and participants’ age ranged from 18 years to 30 years. All participants were evaluated by 
a sleep specialist and validated surveys and had no reported sleep disturbances, no apnea 
by PSG criteria and neither circadian rhythm disorder nor restless leg syndrome. Both 
“good sleepers” (PSQI score ≤ 5) and “poor sleepers” (PSQI score > 5) as defined by the 
Pittsburgh Sleep Quality Index (PSQI) [41] were included in the study, although the 
majority of participants (87.2%) had PSQI score ≤ 5. This study was approved by the 
JHMI IRB and all participants provided informed consent prior to enrollment. 
 
Table 2. Population statistics.  
Subject statistics Training Set Test Set 
Gender (M / F) 8 / 12 9/ 10 
Age (years) 23.8 ± 3.0 24.6 ± 3.4 
Ethnicity  
(Caucasian / Asian / African American) 
10 / 5 / 5 8 / 8 / 3 
PSQI 2.1 ± 1.7 3.7 ± 2.0 
Time in bed (hours) 6.2 ± 0.1 6.2 ± 0.1 
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2.2 Data Acquisition 
The polysomnography was conducted in the Johns Hopkins 
Clinical Research unit using standardized procedures. The 
recordings were done for an entire night of sleep and the 
PSG device model used was the same across all participants. 
The PSG data, collected for each subject, included six EEG 
channels collected in a contralateral ear reference montage 
(F3-A2, F4-A1, C3-A2, C4-A1, O1-A2 and O2-A1) (Figure 9); two EOG channels, one 
for each eye (right EOG-A2 and left EOG-A2); three EMG channels (chin, right leg and 
left leg); one ECG channel; respiratory flow and effort, measured as breathing movements 
by respiratory inductance plethysmography (RIP) belts (thoracic and abdominal); 
oximeter; thermistor and cannula. The sampling rate of the EEG, EOG, EMG and ECG 
signals was 500 Hz and 200 Hz for the thermistor and cannula. The respiratory effort was 
collected at a sampling rate of 10 Hz and the oxygen saturation was sampled at 2 Hz. 
 
2.3 Data Analysis 
2.3.1 Human Expert Scoring 
All 39 PSG recordings were analyzed by a seasoned licensed and registered sleep 
technician using the Embla RemLogic sleep diagnostic software. The recordings were 
visually scored according to the 2007 AASM Manual for Scoring Sleep and Associated 
Events by assigning one of the five possible sleep stages to every 30-second epoch of the 
Figure 9. Electrode placements. 
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data. A board-certified sleep specialist reviewed and finalized all recordings, which were 
conducted and scored by the sleep technician. 
2.3.2 Automated Sleep Stage Scoring Algorithm 
The proposed automatic sleep scoring system consists of three main steps. The decision 
rules were inspired by the AASM criteria, and the features were extracted based on the 
corresponding characteristics of PSG data in the time and frequency domains. These 
features quantify the sleep scoring rules and translate the human knowledge into metrics 
that can be used for automatic operation. Furthermore, the model took into account experts 
in the sleep field with current and past positions on sleep stage guidelines [Allen, R.P., 
Gamaldo, C.E. & Salas, R.M.E., personal communication]. Secondly, the thresholds for 
each feature were chosen based on the distributions of feature values at different sleep 
stages. The classification of sleep stages was performed in a hierarchical manner and thus 
the probability distributions were drawn using only the remaining epochs after scoring each 
stage. Thirdly, a likelihood ratio decision tree classifier was utilized to perform the 
classification and finally a set of temporal contextual smoothing rules was applied on the 
annotated data, in accordance with what is visually done by experts. The whole scoring 
process, from feature extraction from raw signals to automatic scoring by the likelihood 
ratio classifier, was timed for each test subject for comparison to an estimated time of 
human expert scoring (Appendix B). All data analysis and scoring algorithm 
implementation was performed using Mathworks MATLAB R2015b. 
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2.3.2.1   Data Preprocessing 
The PSG recordings used for the automatic sleep stage classification included four out of 
six available EEG channels (F3-A2, F4-A1, C4-A1 and O1-A2), both EOG channels (right 
and left eye) and all EMG channels (chin, right leg and left leg). In fact, the EEG features 
were computed from all six channels, but only the channels giving the best separation of 
sleep stages were used in the analysis. Other PSG signals such as ECG and thermistor were 
also examined but were not found to provide useful information for our classifier. 
The electrophysiological signals were filtered using third order high- and lowpass 
Butterworth filters. The order of the filters was chosen to best match the appearance of 
signals as they were displayed in RemLogic. Table 3 summarizes the cutoff frequencies 
for each signal type, which were selected based on the AASM criteria [4] and filter settings 
in RemLogic. Artifacts, such as those caused by movements, were not removed from the 
signals as they were considered important for detecting stage Wake. 
 
Table 3. Filter settings of the PSG signals. 
PSG signal Low-cut frequency (Hz) High-cut frequency (Hz) 
EEG 0.3 35 
EOG 0.3 35 




2.3.2.2   Feature Extraction 
The continuous filtered recordings were divided into non-overlapping 30-second epochs 
for feature extraction. We extracted various features from the signals according to the 
characteristics of each sleep stage described by the AASM Manual. Normalization of 
features was employed to reduce the effects of individual differences on classifier 
performance. For each participant, features that were not normalized inherently by their 





where 𝑧𝑒𝑝𝑜𝑐ℎ is the normalized value for a particular epoch, 𝑥𝑒𝑝𝑜𝑐ℎis the feature value at 
that epoch and 𝜇 is the average feature value across all epochs over the entire night. 𝜇 was 
calculated excluding the highest 5% and lowest 5% of values.  
EEG Relative Power in Sleep Frequency Bands 
As the different sleep stages have distinct patterns of EEG activity, the relative powers in 
different frequency bands were used as features in our model. To compute the relative 
power in a particular frequency band for a given epoch, the power spectrum of the epoch 
was first obtained using fast Fourier transform (FFT). Then, the total area under the curve 
(𝐴𝑈𝐶𝑡𝑜𝑡) across all frequencies was computed along with the area under the curve 
corresponding to the frequency band of interest (𝐴𝑈𝐶𝑏𝑎𝑛𝑑). Finally, the relative power was 








The relative power values were normalized for each participant using Eq. (1). 
Maximum EMG Energy 
Muscular activity is expected to be highest during the Wake stage. Muscular activity is 
strongly linked to the epoch’s energy, where EMG epochs containing high muscular 
activity have high energy levels and low energy epochs have low muscular activity [42]. 
Therefore, we expected stage Wake to have the highest energy per epoch. The EMG energy 









where 𝑋(𝑛) is the n-th EMG value in an epoch, 𝐸[𝑋] is the mean EMG value of the epoch 
and 𝑁 is the number of samples per epoch. In order to attempt to better capture the 
difference in muscular activity per epoch, each 30-second epoch was further divided into 
six 5 second windows before computing the EMG energy using Eq. (3). The EMG energy 
was computed in all three EMG channels, hence for each epoch, six EMG energy values 
were computed in each EMG channel, yielding 18 energy values per epoch. Then, the 
energy values were normalized for each channel separately using Eq. (1), and finally the 




Two types of eye movements can be present in the EOG signal; rapid eye movements 
(REMs) and slow eye movements (SEMs). SEMs are typically waves around 0.1-0.3 Hz 
whereas REMs are in the frequency range of 0.3-0.45 Hz [42]. In order to capture the eye 
movements in the EOG signals we considered two important factors; whether the 
movements were periodic and whether the movements were conjugate, i.e. the left and 
right EOG signals were out of phase.  
For each epoch, we first computed the cross-correlation and the autocorrelation of the two 
EOG signals. The cross-correlation of two signals is a measure of the similarity of the 
signals as a function of the lag of one relative to the other and the autocorrelation of a signal 
is defined as the cross-correlation of the signal with itself at different points in time. If two 
signals are out of phase, the peak located at a lag of zero will be negative, with a larger 
peak corresponding to a greater phase difference between the two signals. In the 
autocorrelation of a signal, a peak is always present at the zero lag. However, the  
Figure 10. Cross-correlations of two EOG signals. a) EOG signals that are out of phase and b) the 
corresponding cross-correlation, c) EOG signals that are in phase and d) the corresponding cross-
correlation. 
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autocorrelation of a periodic signal is itself periodic and thus, if a signal is periodic, we 
expect the slope between the peak at zero-lag and the adjacent peak to be smaller compared 
to the slope for non-periodic signals. Similarly, we expect the average absolute value of 
the autocorrelation in an epoch to be lower for non-periodic signals compared to periodic 
signals. Figure 10 shows examples of a)  correlated EOG signals that are out of phase and 
b) the corresponding cross-correlation, and c) correlated EOG signals that are in phase and 
d) the corresponding cross-correlation. Figure 11 shows examples of a) a periodic EOG 
signal and b) the corresponding autocorrelation, and c) a non-periodic EOG signal and d) 
the corresponding autocorrelation.  
We computed various features combining these characteristics of the cross- and 
autocorrelations into a single value for each epoch. All features were computed in four 
different frequency bands of the EOG signals; 0.3-35 Hz (the frequency range of the EOG 
signals as suggested by the AASM Manual), 0.1-0.3 Hz (the frequency range of SEMs), 
0.3-0.45 Hz (the frequency range of REMs) and 0.1-0.45 Hz (the frequency range 
Figure 11. Autocorrelations of an EOG signal. a) A periodic EOG signal and b) the corresponding 
autocorrelation, c) A non-periodic EOG signal and d) the corresponding autocorrelation. 
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corresponding to both SEMs and REMs). Only the features giving the greatest separation 
of sleep stages were selected for our analysis. Below is a definition of the correlation 







where 𝑚𝐴𝐶 is the slope of the adjacent autocorrelation peaks and 𝐶𝐶𝑝𝑒𝑎𝑘is the value of the 
cross-correlation peak located at the zero-lag. 𝐸𝑂𝐺1
0.3−35 was computed using the EOG 







where AC is the autocorrelation of the EOG signals in an epoch and 𝐶𝐶𝑝𝑒𝑎𝑘is the value of 
the cross-correlation peak located at the zero-lag. 𝐸𝑂𝐺2
0.1−0.45 was computed using the 
EOG signals bandpass filtered in the 0.1-0.45 Hz range. 
𝐸𝑂𝐺3
0.3−0.45 = (1 − 𝑚𝐴𝐶) ∗ 𝐶𝐶𝑝𝑒𝑎𝑘 
(6) 
where 𝑚𝐴𝐶 is the slope of the adjacent autocorrelation peaks and 𝐶𝐶𝑝𝑒𝑎𝑘is the value of the 
cross-correlation peak located at the zero-lag. 𝐸𝑂𝐺3
0.3−0.45 was computed using the EOG 




Sleep spindles represent the “characteristic” feature for scoring stage N2. We searched for 
spindles in the F3-A2 and C4-A1 EEG channels using the Wendt algorithm [43], an 
automatic spindle detector based on the definitions stated by the AASM standard. An 
advantage of the Wendt algorithm is that no preknowledge of sleep stages is required and 
thus it is not dependent on the human scoring. The output of the algorithm is a vector of 
the same length as the input vector of the EEG signal, with ones where spindles are detected 
and zeros everywhere else. Two features were computed from these output vectors; the 
Maximum Spindle Duration per epoch in the F3-A2 channel and the Number of Spindles 
per epoch in the C4-A1 channel. For the Maximum Spindle Duration we found the longest 
chain of consecutive ones in each epoch. For the Number of Spindles per epoch we first 
restricted the length of a spindle to 0.5-2 seconds and thereafter counted the chains of 
consecutive ones that met this criteria in each epoch. 
As previously stated, we extracted features from the PSG signals for each stage based on 
the visual scoring criteria employed by experts. Table 4 lists the features used in the model 
and their corresponding sleep stages as well as the physiological meaning of each feature. 
The first feature on the list (𝐸𝑂𝐺1) was used to split the epochs into two groups of possible 
stages (N3/N2/N1/REM/Wake vs. N1/REM/Wake only) before assigning each epoch a 
sleep stage using the other features.  
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and Left EOG 
Eye movements present/absent 






Increased EMG activity 
Alpha Power O1-A2 EEG Alpha rhythm observed 
Theta Power O1-A2 EEG Low theta activity 
    
N1 EOG20.1-0.45 
Right EOG 
and Left EOG 
Eye movements present 





F3-A2 EEG Spindles present 
Number of 
Spindles 
C4-A1 EEG Spindles present 
Delta Power F3-A2 EEG Moderate to high delta activity 
EOG30.3-0.45 
Right EOG 
and Left EOG 
Little to no rapid eye 
movements 
    
N3 
Delta Power F4-A1 EEG High delta activity 




2.3.2.3   Threshold Determination 
The decision thresholds for each feature were set based on the probability distributions of 
feature values, conditioned on the sleep stage. The PSG data was divided into a training 
and a test set, with whole night recordings from 20 subjects in the training group and 19 
subjects in the test group, and the thresholds were chosen using only the training set data. 
For each feature we used the expert annotations to draw five probability distributions, one 
for each stage (see section 3.1), and then chose a threshold attempting to optimize the 
number of epochs detected for the conditioned sleep stage with minimum decision error. 
This was often located close to intersection of distributions where the probability of the 
conditioned sleep stage became higher than for any other sleep stage. Two features and 
their sleep stage probability distributions, along with the corresponding classification 
thresholds are shown for clarification in Figure 12. All feature probability distributions can 
be seen in section 3.1 
Figure 12. Probability density functions and the corresponding decision thresholds for relative Alpha 
power, a feature for stage Wake (left), and relative Beta power, a feature for stage N3 (right). 
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2.3.2.4   Automatic Sleep Stage Classification 
The classification process of the likelihood ratio decision tree classifier (Figure 13) 
comprised five steps. First, epochs were divided into two groups based on the auto- and 
cross-correlations of the EOG signals (Eq. (4)). If the EOG1
0.3-35 value was below a certain 
threshold, indicating that little to no eye movement was present, the epoch was assigned to 
group 1, and if it was above the threshold the epoch was assigned to group 2. In group 1 
all five sleep stages were possible, whereas epochs in group 2 could only be scored as N1, 
REM or Wake. 
  
Figure 13. A flowchart of the automatic scoring process of the likelihood ratio decision tree classifier. 
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In the second step, all epochs belonging to group 1 were assigned a sleep stage. The sleep 
stages were scored in the following order: N3, Wake, N1, N2 and REM. The scoring order 
was selected based on the discriminating ability of the features, with stages that were easier 
to detect scored first. Once an epoch was assigned a sleep stage it was excluded from the 
scoring of the remaining stages, that is, only unscored epochs were considered when 
scoring each stage. In our analysis, no quantitative feature was found to be informative 
enough to discriminate stage REM from the other stages. Consequently, after scoring Wake 
and the three non-REM stages, all remaining unscored epochs were assigned to stage REM.  
The AASM Manual has a number of rules that recommend considering the neighboring 
epochs for the scoring of a current epoch under certain circumstances. Thus, when 
performing sleep stage scoring, an expert may refer to the neighboring epochs in addition 
to the current epoch to make decisions. Additionally, sleep is a continuous process and 
alternating between different sleep stages every 30 seconds is highly unlikely. Therefore, 
a smoothing process considering the temporal contextual information was applied after 
scoring the epochs in group 1. These contextual smoothing rules refer to the relationship 
between epochs prior to and after the current epoch. Specifically, let A, B and C represent the 
possible stages (N3, N2, N1, REM or Wake). Then, three consecutive epochs of A, B, A 
were replaced with A, A, A and four consecutive epochs of A, B, B, A or A, B, C, A were 
replaced with A, A, A, A.  
The fourth step consisted of scoring the epochs in group 2. As stated previously, epochs in 
group 2 were only scored as N1, REM or Wake since eye movement activity was high in 
those epochs. In this group, stage Wake was scored first, followed by N1. As for group 1, 
the remaining unscored epochs were set as stage REM. 
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Lastly, the same set of contextual smoothing rules were applied to the epochs in group 2. 
Additionally, in compliance with the AASM Scoring Manual, the first epoch scored as any 




The performance of the proposed algorithm was evaluated by comparing the agreement 
between the automatic classification and the human expert scoring, which served as the 
gold standard. The training set was first used to determine the optimal thresholds for each 
feature as well as the most effective scoring order of sleep stages that provided the 
maximum classification accuracy. Then, the performance of the likelihood ratio classifier 
was evaluated using the test set. We report the performance of the classifier for both 
training and test data. Interestingly, the overall accuracy of the test data set is very similar 
to that of the train data set, indicating the robustness of the proposed algorithm on different 
data sets.  
 
3.1 Quantitative Feature Distributions 
For each feature, the expert annotations were used to draw five probability distributions, 
one for each stage. The classification of sleep stages was performed in a hierarchical 
manner and thus the probability distributions were drawn using only the remaining epochs 
after scoring each stage. The feature probability distributions below are presented in the 
same order as they appear in the scoring algorithm. 
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Feature for dividing epochs into Groups 1 and 2 
Features for Scoring Epochs in Group 1 
N3 Features 
Figure 14. Probability distributions of each sleep stage for EOG10.3-35. The values on 
the x-axis represent normalized feature values. Epochs with EOG10.3-35 ≤ 0 were 
assigned to group 1 and epochs with EOG10.3-35 > 0 were assigned to group 2.  
Figure 15. Probability distributions of each sleep stage for Delta Power in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for N3 is shown in blue. Epochs with Delta Power ≥ 0.1 and Beta Power ≤  −0.35 
were scored as N3.  
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Wake Features 
Figure 16. Probability distributions of each sleep stage for Beta Power in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for N3 is shown in blue. Epochs with Delta Power ≥ 0.1 and Beta Power ≤  −0.35 
were scored as N3.  
Figure 17. Probability distributions of each sleep stage for Maximum EMG energy 
in group 1. The values on the x-axis represent normalized feature values. The EMG 
Energy values ranged from 0 to 4500 but here we have zoomed in on the x-axis for 
clarification purposes. The probability curve for Wake is shown in red and the 
probability curves of stages that have already been scored are shown faded. Epochs 
with EMG Energy ≥ 100 were scored as Wake.  
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Figure 18. Probability distributions of each sleep stage for Theta Power in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for Wake is shown in red and the probability curves of stages that have already been 
scored are shown faded. Epochs with Theta Power ≤ −0.45 were scored as Wake.   
Figure 19. Probability distributions of each sleep stage for Alpha Power in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for Wake is shown in red and the probability curves of stages that have already been 




Figure 20. Probability distributions of each sleep stage for EOG20.1-0.45 in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for N1 is shown in magenta and the probability curves of stages that have already 
been scored are shown faded. Epochs with EOG20.1-0.45 ≤ −0.13 were scored as N1.  
Figure 21. Probability distributions of each sleep stage for Maximum Spindle 
Duration in group 1. The probability curve for N2 is shown in green and the 
probability curves of stages that have already been scored are shown faded. Epochs 




Figure 22. Probability distributions of each sleep stage for Number of Spindles in 
group 1. The probability curve for N2 is shown in green and the probability curves 
of stages that have already been scored are shown faded. Epochs with Number of 
Spindles ≥ 4 were scored as N2. 
Figure 23. Probability distributions of each sleep stage for Delta Power in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for N2 is shown in green and the probability curves of stages that have already been 
scored are shown faded. Epochs with Delta Power ≥ −0.2 were scored as N2. 
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Features for Scoring Epochs in Group 2 
 Wake Features 
Figure 24. Probability distributions of each sleep stage for EOG30.3-0.45 in group 1. 
The values on the x-axis represent normalized feature values. The probability curve 
for N2 is shown in green and the probability curves of stages that have already been 
scored are shown faded. Epochs with EOG30.3-0.45 ≥ 0.85 were scored as N2. 
Figure 25. Probability distributions of each sleep stage for Maximum EMG energy 
in group 2. The values on the x-axis represent normalized feature values. The EMG 
Energy values ranged from 0 to 6000 but here we have zoomed in on the x-axis for 
clarification purposes. The probability curve for Wake is shown in red and the 
probability curves of stages that have already been scored are shown faded. Epochs 




Figure 26. Probability distributions of each sleep stage for Theta Power in group 2. 
The values on the x-axis represent normalized feature values. The probability curve 
for Wake is shown in red and the probability curves of stages that have already been 
scored are shown faded. Epochs with Theta Power ≤ −0.35 were scored as Wake.  
Figure 27. Probability distributions of each sleep stage for Alpha Power in group 2. 
The values on the x-axis represent normalized feature values. The probability curve 
for Wake is shown in red and the probability curves of stages that have already been 
scored are shown faded. Epochs with Alpha Power ≥ 0.5 were scored as Wake.  
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Figure 28. Probability distributions of each sleep stage for EOG20.1-0.45 in group 2. 
The values on the x-axis represent normalized feature values. The probability curve 
for N1 is shown in magenta and the probability curves of stages that have already 
been scored are shown faded. Epochs with EOG20.1-0.45 ≤ −0.14 were scored as N1.  
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3.2 Training Set Results 
Of the 15,257 epochs in the training set, the best performance of the algorithm resulted in 
11,700 correctly classified epochs, or an overall scoring accuracy of 76.69%. The best 
scoring performance was obtained for sleep stage N3, with 90.29% scoring accuracy and a 
total of 75.44% of N3 epochs captured. In contrast, stage N1 turned out to be the most 
difficult stage to detect, with 15.32% of N1 epochs captured and a scoring accuracy of 
57.03% (Table 5). Figure 29 shows the confusion matrix after using the classifier on the 
training data set. The rows of the matrix represent the actual scoring by the human expert 
and the columns of the matrix represent the predicted scoring by the proposed algorithm. 
The values are the percentage of epochs belonging to the stage scored by the expert 
(indicated by the rows) that were classified by our algorithm as the stage indicated by the 
columns. The diagonal elements are shown in bold and represent the percentage of epochs 
where the automatic classifier was in agreement with the human expert for each sleep stage. 
For N1, most misclassifications occurred between the N1-N2 pair, followed by N1-REM 
and N1-Wake. Other commonly misclassified pairs were N3-N2, REM-N2 and Wake-N2. 
The remaining pairs all had misclassification rates below 10%. 
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Table 5. Scoring results of the training set. The scoring accuracy and epochs captured are reported for each 
sleep stage along with the overall scoring accuracy of the training data set. 
Sleep Stage Scoring Accuracy (%) Epochs Captured (%) 
Wake 70.71 79.26 
N1 57.03 15.32 
N2 74.46 86.53 
N3 90.29 75.44 
REM 72.52 76.91 
Overall Scoring Accuracy 76.69% 
 
  
Figure 29. Confusion matrix for the automatic scoring algorithm using the training data set. 
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3.3 Test Set Results 
The overall scoring accuracy of the test set was slightly higher than for the training set, 
with 11,031 epochs out of 14,332 correctly classified, resulting in an overall scoring 
accuracy of 76.97%. The highest scoring accuracy of a single subject was 89.37% and the 
lowest accuracy was 61.59%. Hypnograms for all test subjects along with the associated 
scoring accuracy can be found in Appendix A. The accuracy pattern was analogous to the 
training set, with the highest scoring accuracy obtained for stage N3 and the lowest for 
stage N1. The highest percentage of epochs correctly classified was obtained for stage N2, 
followed closely by Wake. As Table 6 shows the scoring accuracy as well as the number 
of epochs captured were improved for stage Wake using the test set compared to the 
training set, with a scoring accuracy of 78.31% and correctly scoring 86.97% of all epochs 
scored as Wake by the expert. The scoring accuracy of stage N3 was higher than for the 
training set, or 91.02%, but with a lower number of captured epochs. Conversely, the 
number of epochs in agreement with the human scorer was higher for both N2 and REM 
but with a slightly lower scoring accuracy compared to the training set. N1 continued to be 
the hardest stage to score with a scoring accuracy below 50% and far less epochs captured 
compared to the other stages.  
Figure 30 shows the confusion matrix after scoring the test set using the proposed scoring 
algorithm. As for the training set, N1 was the stage most often confused with other stages. 
For N1, most misclassifications occurred between the N1-REM pair, followed by N1-N2 
and N1-Wake. Other commonly misclassified pairs were N3-N2 and REM-N2. The 
remaining pairs all had misclassification rates below 10%.  
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Table 6. Scoring results of the test set. The scoring accuracy and epochs captured are reported for each sleep 
stage along with the overall scoring accuracy of the test data set. 
Sleep Stage Scoring Accuracy (%) Epochs Captured (%) 
Wake 78.31 86.97 
N1 40.93 10.85 
N2 74.24 89.10 
N3 90.55 65.18 
REM 72.38 77.41 
Overall Scoring Accuracy 76.97% 
 
 
Figure 30. Confusion matrix for the automatic scoring algorithm using the test data set. 
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Wake versus Sleep Analysis 
For some diagnosis and analysis of PSG data, a full sleep stage scoring of all five stages 
may not be necessary. By combining the four sleep stages (N3, N2, N1 and REM) into a 
single stage of Sleep, we report an overall scoring accuracy of 95.79% on the test set (Table 
7). Figure 31 shows a 2-by-2 confusion matrix of scoring Sleep versus Wake using the test 
set. Out of all manually scored Sleep epochs, 96.91% were detected with a scoring accuracy 
of 98.31% by the likelihood ratio classifier. The scoring accuracy of stage Wake remains 
unchanged from the previous analysis of all five stages, or 78.31%, with a total of 86.97% 




Table 7. Sleep vs. Wake scoring results of the test set. The scoring accuracy and epochs captured are reported 
for stage Sleep and stage Wake along with the overall scoring accuracy of Sleep vs. Wake. 
Sleep Stage Scoring Accuracy (%) Epochs Captured (%) 
Sleep 98.31 96.91 
Wake 78.31 86.97 
Overall Scoring Accuracy 95.79% 
 
  
Figure 31. Sleep vs. Wake confusion matrix for the automatic scoring algorithm using the test data set. 
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4 Discussion 
At present, the standard procedure of PSG data analysis is heavily dependent upon human 
factors and involves a costly and laborious process of sleep stage scoring by sleep 
specialists which can result in poor inter-scorer reliability. Here, a new system for 
automatic sleep stage scoring of PSG data has been proposed. The algorithm was trained 
on a set of 20 subjects and its performance was evaluated on a test set of 19 subjects, with 
an overall scoring accuracy of 76.97% on the test set.  
An important limiting factor of the visual scoring by human experts is the amount of time 
it takes to score each study and consequently the high expense of the procedure. Not only 
does it contribute to high operating costs of sleep centers but is also expensive in terms of 
valuable expert time. Furthermore, in the fast paced environment of the modern world, 
pressure and time restraints can impair the quality of the sleep stage scoring. A seasoned 
registered sleep technologist at the Johns Hopkins Sleep Center takes around 30 minutes 
to 1.5 hours on average to stage a full night sleep study across all physiologic channels 
monitored. In comparison, the run-time of our algorithm was 32.5 ± 1.9 seconds on 
average for feature extraction and scoring of a full night sleep recording of a single subject 
(See Appendix B for the run-times of all test subjects). It is thus clear that automating the 
scoring process can greatly increase the efficiency of sleep stage scoring by reducing the 
time and cost of the procedure. 
The performances of existing automatic sleep scoring methods show a high degree of 
variability, with the agreement between human scoring and automated classifiers ranging 
from around 70% to 93% [9, 16]. While there are reports of higher classification accuracies 
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in the literature than reported here and many of the results reported are promising, not all 
methods can be compared equally. First of all, there is a great variability in the size and 
quality of the data sets used, with many studies applying their algorithms on small sets of 
data (less than 20 subjects). Here, a data set of 39 subjects was used in order to ensure 
robust results, but using a sufficient amount of recordings to train and test the classifier is 
important to ensure the reliability of the algorithm and consistent performance, not only 
when applied on different individuals but also across various data sets. In addition, some 
studies do not partition their data into train and test sets, and thus they may likely not obtain 
a reliable evaluation of their algorithm performance. Of those studies that do split into train 
and test sets, different methods of training and testing have also been employed. Some 
studies have for example trained the algorithm on a part of the data from each subject and 
tested on the remaining data for each subject, while other studies have split the subjects 
into two groups and trained the algorithm using the data from one group and then evaluated 
the performance using the data in the second group. 
The types of the recorded data sets differ across existing methods as well. Stage N2 
constitutes around 45-55% of total sleep, putting a large weight on N2 and possibly 
yielding biased results. While many studies apply their algorithms on whole night 
recordings, others have sampled the same number of epochs from each sleep stage in order 
to avoid this imbalance between stages. Additionally, many of the studies obtaining 
classification accuracies in the high end of the reported range combine the most commonly 
confused stages into a single stage and therefore do not classify the recordings into the five 
sleep stages as suggested by the AASM Manual. 
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Finally, inter-rater variability in visual sleep scoring is also a limitation that can affect the 
results reported using automatic methods. Some studies have compared the algorithm 
performance to the sleep stage scoring of a single human expert only, while others are 
comparing to records scored by more than one scorer. Moreover, a number of studies only 
report the performance on epochs where more than one scorers agreed on the epoch’s sleep 
stage during visual scoring, yielding a “cleaner” set of data for training and testing the 
classifier.  
The annotated inter-scorer reliability amongst sleep experts and seasoned technicians has 
been reported to be only about 82% [5]. Here, the decision thresholds of each feature were 
based on the human scored data, which in fact might not be as discriminative because of 
the poor inter-scorer reliability. Inter-individual variability in the recordings can also affect 
the classifier performance and the parameters retained are likely not as distinctive as the 
ones chosen visually by human experts.  
Thus, based on these aforementioned factors and limitations noted in the current annotated 
and automated scoring methods, it is clear that direct comparison between different studies 
is complicated and the performance of the proposed algorithm represents several desirable 
and superlative features. Furthermore, the scoring accuracy of the test set was almost 
identical to (and even slightly higher than) the scoring accuracy of the training set, 
suggesting the robustness of performance on different data sets. However, it is worth noting 
that (similar to most of the published reliability studies for previously developed automated 
staging algorithms) the performance of the classifier was only tested on PSG data from 
healthy individuals without any sleep disturbances documented. The scoring of data from 
individuals suffering from sleep disorders poses a greater challenge to both human experts 
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and computerized scoring procedures. Hence, the proposed algorithm may be expected to 
provide less accurate results under such circumstances.  
Şen et al. [23] sought to identify the most effective features and classification algorithm 
for automatic sleep stage scoring. By examining various feature extraction methods and 
comparing five frequently used classifiers they achieved an overall classification accuracy 
of 98.02%. Even though the results are impressive and this might appear to be an 
outstanding classification performance, it is likely not the most suitable method. The reason 
is that the accuracy of the classifier cannot be expected to exceed the “gold standard” 
human inter-rater reliability without the possibility of overfitting, resulting in a worse 
performance on a new data set or when compared to other human scorers. 
In our analysis, stage N2 was the most correctly classified stage, followed by Wake and 
REM. 89.10% of the epochs scored as N2 by the expert were correctly scored by the 
algorithm and out of all epochs scored as N2 by the classifier, 74.24% were in agreement 
with the human scorer. The results for Wake were similar, 86.97% of Wake epochs scored 
by the expert were detected by the classifier with an accuracy of 78.31%. The least amount 
of misclassifications occurred for N3, with 90.55% of the epochs scored as N3 by the 
algorithm correctly classified. However, the detection rate of N3 was a little lower, or 
65.18%. Stage N1 was by far the sleep stage most commonly confused with other stages, 
with only 79 epochs out of 728 correctly scored. The majority of the misclassification 
errors is likely due to absence of characteristic sleep stage features or the presence of 
multiple or overlapping features within a single epoch. Furthermore, it is possible that, in 
some cases, our quantitative features may not sufficiently capture differences in the signal 
patterns. Signal interference is another problem, where the EMG or EOG signals pick up 
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the activity of the EEG signals or vice versa, making it difficult to capture the sleep stage 
characteristics. Moreover, some epochs include periods of a transition from one stage to 
another, where it is challenging, even for a human expert, to make a decision.  
These results are similar to performances of existing sleep stage classification systems, 
with stage N1 recurrently being the most misclassified sleep stage [9, 13, 14, 17, 18, 20–
22, 30, 32, 33]. Moreover, the results are in accordance with reported agreement rates 
amongst human experts [44]. Generally, the best agreement is achieved with stages N2, 
Wake and REM. Disagreement with the scoring of stage N1 includes scoring of N2, Wake 
and REM, and N3 is most frequently confused with stage N2.  
The most challenging stage for feature extraction was the REM stage. Studies have shown 
that the transition between wakefulness and sleep covers some electrophysiological 
elements which are common to REM sleep, with an increase in REM-like EEG activity 
after alpha attenuation, right before definite occurrence of sleep spindles [37]. Moreover, 
according to the AASM Manual, K complexes or sleep spindles are sometimes present in 
REM epochs, especially in the first REM period of the night. This is also evident when 
observing the sleep stage probability distributions for the number of spindles per epoch 
(Figure 22). The distribution for stage N2 overlapped completely with the distribution for 
REM (and in fact the distributions for all other stages) and as the figure shows, the presence 
of spindles was fairly common in epochs scored as REM. Epochs with no rapid eye 
movements present can still be scored as REM, as long as the chin muscle tone remains 
low and the EEG is in the low mixed frequency range, which in isolation can make 
distinction between N1 and REM sleep quite difficult. Finally the AASM Manual has no 
rules to deal specifically with transitions between N1 and REM. As a result, stage REM 
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shares spectral similarities with Wake, N1 and N2 and thus can get easily confused with 
other stages.  
In our analysis, 39.15% of expert scored N1 epochs were scored as REM by the automatic 
classifier, and roughly 16% were scored as Wake. The definition of sleep stages by the 
AASM Manual and the sleep literature [32] show that N1 and REM exhibit similar EEG 
patterns and since N1 is a transition phase between Wake and the other sleep stages, Wake 
and N1 share certain spectral similarities as well, making it difficult to distinguish between 
those stages. Identifying the transition from Wake to N1 is challenging, particularly in 
subjects with an attenuated alpha activity during Wake or if a subject demonstrates a large 
amount of tonic REM sleep (REM sleep periods without evidence of rapid eye 
movements), since stage N1 is scored when EEG theta activity predominates over alpha 
activity. Even among human experts, the agreement rate for N1 is far below that observed 
for the other stages, which might be explained by the fact that 10-20% of the population 
generate little or no alpha rhythm [4], complicating the determination of sleep onset. 
Furthermore, N1 constitutes only 2-5% of total sleep [2], and thus the data available for 
training the classifier was very limited. 
As expected, most disagreements occur with the scoring of adjacent sleep stages and 
epochs where a transition from one sleep stage to another takes place. Other pairs of sleep 
stages frequently misclassified were N2-N3 and N1-N2, but almost 34% of the expert 
scored N1 epochs were scored as N2. The discrimination of N2 from N1 depends to a great 
extent on the detection of K Complexes in the EEG signals, associated or not with arousals, 
body movements in the EMG signals and slow eye movements in the EOG signals, all of 
which can be difficult to capture, for example because of interference between the different 
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channels. The misclassification between N3 and N2 can be, at least partly, related to the 
potential persistence of sleep spindles in stage N3.  
Additionally, some epochs do not clearly represent any sleep stage. Moreover, transitions 
between two adjacent sleep stages may occur in the middle of an epoch or may last longer 
than 30 seconds during which it is difficult, even for a human expert, to be certain of his/her 
decision. These epochs represent a problem both in the context of computerized and human 
expert scoring. An interval containing transitions is only partially classifiable as it is a 
mixture of stages and thus there is no sleep stage that can serve as a rule for training the 
classifier. According to the AASM Manual the epoch stage should be assigned based on 
the predominant stage of the epoch. This means that if more than 50% of the epoch contains 
characteristics for a certain stage, the epoch should be scored as that stage. This has led us 
to the consideration of whether 30 seconds are necessarily the ideal length of an epoch or 
if shorter epochs, for example 10 seconds, can possibly improve the scoring accuracy. 
Finally, for some diagnosis and analysis of PSG data, a full sleep stage scoring of all five 
stages may not be necessary. The temporal distribution of sleep versus wakefulness over 
the night as well as the total sleep time provide for example valuable information for 
clinicians and having the option of obtaining this information automatically can save a lot 
of time and effort otherwise spent manually looking at and scoring all 30-second epochs 
over the entire night. By combining the four sleep stages (N3, N2, N1 and REM) into a 
single stage of Sleep, thereby overcoming the issues of the most misclassified transition 
pairs, we were able to accurately predict the sleep-wake architecture and report an overall 
scoring accuracy of 95.79% on the test set. 
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5 Conclusions and Future Work 
5.1 Conclusions 
In this study we developed an automatic sleep stage scoring method that closely follows 
the AASM Manual for Scoring Sleep, with the goal of improving the speed, reliability, 
accuracy and cost efficiency of the PSG scoring process. We extracted features from the 
physiological recordings of the PSG, based on predefined rules according to the AASM 
guidelines. The features were computed for 30-second consecutive epochs, in either the 
time or the frequency domain and the ones giving the greatest separation between sleep 
stages were identified. These features were then used as inputs to a likelihood ratio decision 
tree classifier which assigned each epoch one of five possible stages; N3, N2, N1, REM or 
Wake. 
The algorithm was trained and tested on PSG data from 39 individuals with no sleep 
disturbances. The overall scoring accuracy was 76.97% on the test set. Some of the stages, 
such as stage N3 have more distinctive characteristics and thus yield a higher per-stage 
scoring accuracy, whereas other stages, particularly N1, get more easily confused, resulting 
in lower per-stage accuracies. As expected, most of the disagreements with the human 
expert occurred with the scoring of adjacent sleep stages. Although this accuracy may at 
first seem low, the variability in inter-scorer staging, particularly across different sleep 
stages, has also been reported with human inter-scorer studies [6, 44]. Thus, it is likely that 
the stages that the automatic scoring tool classified inaccurately may be the same sleep 
stages that currently contribute to inter-scorer variability within the present annotated 
paradigm.  
53 
The results suggest that the automatic classification is highly consistent with human sleep 
scoring and that the error in the algorithm is likely due to the ambiguous boundaries 
between adjacent sleep stages inherent within the current scoring guidelines. There remains 
an ongoing challenge for human experts to make decisions in certain situations, and thus 
the disagreements may be more reflective of the “gold standard” approach rather than an 
insufficiency of the computational procedures.  
We conclude that an automatic classification algorithm based on a likelihood ratio 
classifier, and importantly, using features extracted from the AASM Manual, can to a large 
extent reproduce the judgment of a sleep scoring human expert. Therefore, we see this tool 
as assisting sleep scorers to speed up their process and providing a way to diagnose sleeping 
disorders in a more robust, quantitative and ultimately cost-effective manner. 
 
5.2 Future Work 
Future work will aim at further improving the performance of the proposed sleep stage 
scoring method. Removal of artifacts is an important first step that will yield a cleaner set 
of data and may therefore increase the overall scoring accuracy. Additionally, further 
exploration of the PSG signals and identifying useful features based on other rules of the 
AASM Manual that have not yet been employed is essential to improve the detection of 
individual sleep stages, particularly N1, N3 and REM. Furthermore, it is desirable to extend 
these results in young healthy individuals to older healthy individuals and to the more 
challenging cases of patients with sleep problems.  
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In the current model, no feature was found to be informative enough to discriminate 
between REM and the other stages and thus stage REM was assigned to all remaining 
unscored epochs after scoring the other four stages. In our algorithm, the presence of eye 
movements in other stages than REM (and the absence of rapid eye movements during 
tonic REM periods) hindered the utilization of EOG signals for scoring REM. However, 
the rapid eye blinks that can occur during Wake appear in the EOG recordings as 
synchronized, positive polarity wave forms across both eyes, whereas the rapid eye 
movements that occur during REM sleep are characterized by divergent – opposite polarity 
wave forms across the eyes. This may help to differentiate the rapid eye movements of 
REM sleep from the eye blinks of wakefulness and thus a further analysis of eye 
movements in the EOG signals is desirable. 
When performing sleep stage scoring, an expert constantly takes into account the 
contextual information such as the sleep stages of neighboring epochs or the duration of 
certain phenomena. Thus, we expect improvements of our current contextual smoothing 
rules, for example by taking into account sleep stage transition patterns described in the 
AASM Manual and restricting the types of allowed transitions, as well as capturing the 
duration of particular features to further enhance the agreement with human experts. 
Finally, a potential augmentation of the current algorithm is the addition of confidence 
estimation to the decision of each sleep stage. This would provide the option of manually 
scoring the epochs with lowest confidence, nevertheless saving experts a great amount of 
time and effort otherwise spent scoring the whole night recordings. However, it is our hope 
that our automatic sleep stage scoring algorithm will eventually contribute to improving 
the efficiency of sleep stage scoring by providing a fast, reliable and accurate alternative 
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to the current gold standard manual scoring, ultimately replacing the tedious work 





Appendix A: Test Set Hypnograms 
  
Figure A-1. Hypnograms and scoring accuracy for test subject 1. A comparison of the 




Figure A-2. Hypnograms and scoring accuracy for test subject 2. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom).  
Figure A-3. Hypnograms and scoring accuracy for test subject 3. A comparison of the 




Figure A-4. Hypnograms and scoring accuracy for test subject 4. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-5. Hypnograms and scoring accuracy for test subject 5. A comparison of the 




Figure A-6. Hypnograms and scoring accuracy for test subject 6. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-7. Hypnograms and scoring accuracy for test subject 7. A comparison of the 




Figure A-8. Hypnograms and scoring accuracy for test subject 8. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-9. Hypnograms and scoring accuracy for test subject 9. A comparison of the 




Figure A-10. Hypnograms and scoring accuracy for test subject 10. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-11. Hypnograms and scoring accuracy for test subject 11. A comparison of the 




Figure A-12. Hypnograms and scoring accuracy for test subject 12. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-13. Hypnograms and scoring accuracy for test subject 13. A comparison of the 




Figure A-14. Hypnograms and scoring accuracy for test subject 14. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-15. Hypnograms and scoring accuracy for test subject 15. A comparison of the 




Figure A-16. Hypnograms and scoring accuracy for test subject 16. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-17. Hypnograms and scoring accuracy for test subject 17. A comparison of the 




Figure A-18. Hypnograms and scoring accuracy for test subject 18. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
Figure A-19. Hypnograms and scoring accuracy for test subject 19. A comparison of the 
hypnogram scored by the human expert (top) and the hypnogram generated by the 
algorithm (bottom). 
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Appendix B: Test Set Run-Times 
 
Table A-1. The scoring run-times of all test subjects. Scoring run-time represents the time it  
took to extract features from the PSG signals and assign sleep stages to all epochs of a whole  
night sleep recording. 
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