Recent years have witnessed growing interest in machine learning-based models and techniques for low-dose X-ray CT (LDCT) imaging tasks. The methods can typically be categorized into supervised learning methods and unsupervised or model-based learning methods. Supervised learning methods have recently shown success in image restoration tasks. However, they often rely on large training sets. Model-based learning methods such as dictionary or transform learning do not require large or paired training sets and often have good generalization properties, since they learn general properties of CT image sets. Recent works have shown the promising reconstruction performance of methods such as PWLS-ULTRA that rely on clustering the underlying (reconstructed) image patches into a learned union of transforms. In this paper, we propose a new Supervised-UnsuPERvised (SUPER) reconstruction framework for LDCT image reconstruction that combines the benefits of supervised learning methods and (unsupervised) transform learning-based methods such as PWLS-ULTRA that involve highly image-adaptive clustering. The SUPER model consists of several layers, each of which includes a deep network learned in a supervised manner and an unsupervised iterative method that involves image-adaptive components. The SUPER reconstruction algorithms are learned in a greedy manner from training data. The proposed SUPER learning methods dramatically outperform both the constituent supervised learning-based networks and iterative algorithms for LDCT, and use much fewer iterations in the iterative reconstruction modules.
Introduction
X-ray computed tomography (CT) is a popular imaging modality in many clinical and industrial applications. There * Yong Long is the corresponding author. † This work was supported by NSFC (61501292).
has been particular interest in CT imaging with low X-ray dose levels that would reduce the potential risks to patients from radiation. However, image reconstruction at low Xray dose levels is challenging. Conventional X-ray CT image reconstruction methods include analytical methods, and model-based iterative reconstruction (MBIR) methods. A classical analytical method is the filtered back-projection (FBP) method [1] . That can be degraded excessively by noise and streak artifacts in low-dose situations [2, 3] . MBIR methods incorporate the system physics, statistical model of measurements, and typically certain simple prior information of the unknown object [4] . A typical method of this kind is the penalized weighted-least squares (PWLS) method, for which the cost function includes a weighted quadratic data-fidelity term that models the measurement statistics, and a penalty term called a regularizer that models the prior information [5] [6] [7] . For PWLS, various optimization approaches and regularization designs have been exploited with efficiency and convergence guarantees.
Adopting appropriate prior knowledge of images for MBIR approaches is also important to improve CT reconstruction. More recently, with the availability of data sets of CT images, methods based on big-data priors have gained interest, such as dictionary learning-based techniques [8] . The dictionary can be either pre-learned from training data, or adaptively learned with the reconstruction. In particular, the synthesis dictionary learning approaches represent a signal or image patch as a sparse linear combination of the atoms or columns of a learned dictionary, and have obtained promising results in many applications [9] [10] [11] . However, the dictionary learning based MBIR approaches are often computationally expensive due to expensive sparse coding (where typically NP-hard problems are optimized for estimating sparse coefficients). Different from synthesis dictionary learning, sparsifying transform (a generalized analysis dictionary model) learning techniques efficiently adapt an operator to approximately sparsify signals in transform domains, and the corresponding transform sparse coding problem can be solved exactly and cheaply by thresholding [12] . Sparsifying transform learning techniques including using doubly-sparse transforms and unions of transforms have been applied to image reconstruction and obtained promising results [13] [14] [15] .
Very recently, there has been growing interest in deep learning approaches for medical imaging problems [16] [17] [18] [19] [20] [21] . In the LDCT image reconstruction field, typical deep learning methods learn the reconstruction mapping from large datasets of pairs of (low-dose and regular-dose) scans. These methods include image-domain learning, sensordomain learning, and hybrid-domain learning. For example, a particular image-domain learning approach is the FBP-ConvNet scheme [19] that solves the normal-convolutional inverse problems by applying a (learned) CNN after the direct inversion that encapsulates the system physics. The image-domain learning approaches can have many variations. For example, instead of directly working in the image domain, one can transform the images to a specific domain and learn in such domain the relationship between training pairs. Kang et al. [20] designed a neural network that learns a mapping between contourlet transform coefficients of the low-dose input and its high-dose counterpart. This work was later extended to learn a wavelet domain residual network (WavResNet) [21] .
In the sensor-domain deep learning category, Würfl et al. [22] proposed an end-to-end neural network for low-dose CT that maps the sinogram to the reconstructed image by mapping the filtered back-projection algorithm to a basic neural network. This allows one to take into account the artifacts in the sensor-domain, e.g., the scatter and beamhardening artifacts, and compensate them in the learning process. Another framework named the Automated Transform by Manifold Approximation (AUTOMAP) [23] learns a direct mapping from the measurement domain to image domain. However, due to the high memory requirements for storing fully connected layers, it is challenging for AU-TOMAP to handle large scale reconstruction tasks such as CT image reconstruction. Hybrid-domain learning approaches exploit data-fidelity terms in the neural network architecture. The Learned ISTA (LISTA) [24] was one of the earliest work of this kind. LISTA unfolds the iterative soft-thresholding (ISTA) algorithm [25] , and learns the weight matrices and the sparsifying soft-thresholding operator. Later, Yang et al. [26] proposed an ADMM-Net which unfolds the alternating direction method of multipliers algorithm for image reconstruction. Each step of the algorithm is mapped to a neural network module. This idea was then extended to a learnable primal-dual approach based CNN [27] . These methods fall in the class of physicsdriven deep learning methods [28] [29] [30] . Hybrid-domain ap-proaches also include a type that applies a plug-and-play model. He et al. [31] applied the plug-and-play model to the ADMM algorithm and unfolded it into a deep reconstruction network, so that each network module is learnable and replaceable.
Most deep learning algorithms are learned in a supervised manner (using task-specific cost functions) and require large training sets. However, in CT imaging, it is often difficult to acquire large datasets of training image pairs. Even though in the AAPM X-ray CT Low-Dose Grand Challenge, both regular-dose and the matched quarterdose images were provided, only the regular-dose images were reconstructed from real scans, while the matched quarter-dose images were synthesized by adding noise to the regular-dose sinogram data. Therefore, training with smaller number of paired data (and yet generalizing) or without reference data is highly conducive for CT image reconstruction. Moreover, different machine learning (as well as conventional) approaches such as dictionary or transform learning and deep learning use different types of big-data priors and are advantageous in different ways. For example, transform learning approaches learn general image properties and features in an unsupervised or model-based manner, and can easily and effectively adapt to specific image instances.
In this work, we propose a new image reconstruction framework for LDCT dubbed Supervised-UnsuPERvised (SUPER) learning. The algorithm architecture involves interconnected supervised (deep network) and unsupervised (iterative reconstruction) modules over many layers. The architecture enables effectively leveraging different kinds of big data learned priors for CT reconstruction. For example, we used FBPConvNet [19] as the supervised (deep) learned module and PWLS-ULTRA [14] as the unsupervised module with a pre-learned union of transforms, which provided both high quality image reconstruction and imageadaptive clustering. The proposed SUPER learning used relatively small training sets and dramatically outperformed both deep learning and transform/dictionary learning by effectively combining task-specific and image or instancespecific adaptivity. The proposed framework is generalizable to include various constituent modules including nonlearning based algorithms, as shown in our experiments.
Proposed Model and Algorithms
Here, we present the proposed reconstruction model, its motivations and interpretations, example architectures, and training method.
Overview of the SUPER Model
We propose a novel efficient physics-driven learning framework for CT reconstruction that effectively combines the benefits of supervised (deep) learning and unsupervised iterative reconstruction methods. The proposed reconstruction architecture takes an initial image as input and processes it through multiple "super" layers ( Fig. 1 ). Each super layer consists of a network learned in a supervised manner (supervised module) and an iterative reconstruction method (iterative module) in sequence. The supervised module is different in each super layer, i.e., the weights in the supervised module are not shared among the super layers. Importantly, this module is learned in a supervised manner (e.g., to minimize reconstruction error) to remove artifacts and noise. The iterative module on the other hand iteratively optimizes a regularized image reconstruction problem using image-adaptive priors or regularizers (e.g., the patches of the underlying image can be clustered and sparsified in a learned union of transforms or dictionaries [14] ). The iterative algorithm is run for a fixed number of iterations in each super layer. While the supervised module removes image noise and artifacts using a single learned network, the iterative module could adapt various image-specific features in an MBIR setup to further improve image quality and remove artifacts. Importantly, the iterative module is not learned in a supervised manner. The SUPER model in Fig. 1 is flexible and could use various architectures for the supervised module (e.g., FBPConvNet [19] , WavResNet [21] , etc.) and a variety of iterative data-adaptive methods (e.g., PWLS-ULTRA [14] ). The model could be potentially used in a variety of imaging as well as other applications.
Interpretations and Generalization
The SUPER model enables combining different kinds of machine learned models and priors in a common reconstruction framework. While the supervised module could be a deep convolutional network learned from a big dataset to optimize task-specific performance metrics, the iterative module could exploit models learned from images using criteria such as sparsity, manifold properties, etc. For example, an operator could be pre-learned from CT images or patches to approximately sparsify them (a.k.a. transform learning [12] ) and used to construct the regularizer for the iterative module. Such image-based learned operators are not typically task-sensitive and often generalize readily to different settings and can help delineate or reconstruct various image features.
The proposed SUPER model can also help combine global adaptivity and image-specific adaptivity to obtain the best of both worlds. While each supervised module is learned from a dataset and fixed during reconstruction, the iterative module could optimize novel and specific features for each image being reconstructed (during training and testing) and thus capture the diversity of images and enable highly adaptive reconstructions. For example, during training and testing, the iterative module could cluster image patches differently for each image [14] , or even learn novel models such as dictionaries for each image [32] .
Another interpretation of the SUPER model arises from the perspective of iterative reconstruction. Many recent state-of-the-art MBIR schemes involve complex nonconvex optimization and priors, wherein the initialization of the algorithm is typically quite important, and better initializations can lead to better reconstructions. In the SUPER model, the iterative module is "initialized" with a different image (i.e., output of the corresponding supervised module) in each super layer. If the output of the supervised module improves in quality over layers, the iterative module will see increasingly better initializations and could thus provide better quality outputs over layers. Moreover, the parameters of the iterative module could also be varied over layers to provide optimal bias-noise trade-offs. Thus, the SUPER model could be viewed as minimizing nonconvex costs in sequence with better initializations and parameters. The proposed SUPER model for LDCT reconstruction can be generalized to incorporate a variety of iterative and MBIR techniques in the iterative modules. For example, conventional techniques such as PWLS-EP (edgepreserving hyperbola regularizer) [33] could be used in the iterative module. PWLS-EP is a non-adaptive method that penalizes the differences between neighboring pixels in the reconstruction. We show later that combining PWLS-EP with supervised learning in the SUPER model boosts the performance of both methods. Note that we do not run the PWLS-EP modules to near convergence (as it involves a strictly convex problem and a unique minimum) but only for multiple iterations.
Examples of SUPER Architectures
We now discuss some example SUPER models and their properties. To illustrate the proposed approach, in this work, we focused on the recent FBPConvNet [19] for the supervised module. For the iterative module, we chose the conventional PWLS-EP approach that uses a hand-crafted prior (edge-preserving hyperbola regularizer) as well as the learning and clustering-based PWLS-ULTRA [14] . Our experiments later show that combining such supervised and iterative methods improves image quality over the constituent methods. In the following, we further discuss the chosen architectures.
Supervised Module
We work with FBPConvNet, which is a CNN-based imagedomain denoising architecture, originally designed for sparse-view CT. The backbone of FBPConvNet is a U-net [34] like CNN that takes noisy images reconstructed by the FBP method (from low-dose scans) as input. The neural network is trained so that its outputs closely match the reference high-quality (true) images, e.g., in an 2 norm or root mean squared error (RMSE) sense.
The traditional U-net uses a multilevel decomposition, and employs a dyadic scale decomposition based on max pooling. Thus, the effective filter size in the middle layers is larger than that in the early and late layers. This scheme is important because the filters corresponding to the Hessian of the data fidelity term in (1) may have noncompact support. Similar to U-net, FBPConvNet employs multichannel filters, which is the standard approach in CNNs, to increase the capacity of the network. Compared with the traditional U-net, FBPConvNet adopts a residual learning strategy to learn the difference between the input and output.
Iterative Module
The iterative module optimizes an MBIR problem that estimates the linear attenuation coefficients x ∈ R N p from the measurements y ∈ R N d . The typical PWLS approach involves a cost function of the following form:
where A ∈ R N d ×N p is the CT system matrix, W is the weighting matrix related to the measurements (capturing measurement statistics), R(x) is the regularizer, and β is a positive scalar controlling the balance between the datafidelity term and the regularizer. In this paper, we used the unsupervised learning-based PWLS-ULTRA as well as the conventional PWLS-EP for (1) . For PWLS-EP, the regularizer R(x) can be written as
, where x j is the jth pixel of x, N j is the neighborhood of the jth pixel, and κ j and κ k are analytically determined weights that encourage resolution uniformity [33] . The potential function ϕ(t) is often chosen as ϕ(t) = δ 2 (|t/δ| − log(1 + |t/δ|)), for δ > 0. PWLS-EP enforces approximate sparsity of gradients of the image, a non-adaptive prior.
PWLS-ULTRA pre-learns a union of sparsifying transforms from a dataset of image patches, and uses the learned model during reconstruction [14] . The formulation for learning the union of sparsifying transforms is as follows:
Here, Ω k , C k , and Z i represent the learned transform for the kth class, the set of indices of patches belonging to the kth class, and the sparse coefficient of the ith training signal or patch X i (N training signals assumed), respectively. Each signal is grouped with a corresponding best matched sparsifying transform in (2) . The set G is the set of all possible partitions of [1 : N ] into K disjoint subsets. To avoid trivial solutions for Ω k , the penalty terms
are used that also control the condition number of the transforms. Parameters η and λ k = λ 0 i∈C k X i 2 2 are positive weighting factors with λ 0 > 0 [14] . Problem (2) is solved efficiently using alternating optimization [14] .
With the pre-learned transforms {Ω k }, the regularizer R(x) for image reconstruction is as follows:
where {τ j } are patch-based weights to encourage uniform spatial resolution or uniform noise (see [14] ), P j ∈ R l×N p is a patch extraction operator that extracts the jth patch from x. z j is the sparse coefficient for the jth patch, and γ > 0 is a parameter controlling sparsity. The PWLS-ULTRA problem is efficiently solved by alternating between updating x (image update step), and solving for {z j , C k } (sparse coding and clustering step). In the image update step, where {z j , C k } are fixed, the subproblem is quadratic with non-negativity constraints, and can be solved using fast iterative algorithms such as the relaxed linearized augmented Lagrangian method with orderedsubsets (relaxed OS-LALM) [35, 36] . The sparse coding and clustering step with fixed x is solved exactly [32] , with the optimal class assignmentk j for each patch given as
The corresponding optimalẑ j = H γ (Ωk j P j x), where H γ (·) is the hard-thresholding operator that sets elements smaller than γ to zero. The hard-thresholding can be viewed as the non-smooth nonlinearity in PWLS-ULTRA. The clustering could vary from image to image and iteration to iteration in the PWLS-ULTRA algorithm.
Training and Implementation
We propose to train the SUPER model layer-by-layer (sequentially) from a dataset of pairs of low-dose and regular-dose CT measurements. For example, the FBP method can be used to obtain reconstructions from the measurements. The initial low-dose reconstructed images are then used as inputs to the first supervised module, which is trained to minimize the reconstruction error (RMSE) at its output, with respect to the regular-dose reconstructions. The initial images are then passed through the trained network, following which the iterative algorithm in the first iterative module is run for each training image (in parallel) to produce iterative reconstructions. The iterative reconstructions serve as inputs to the subsequent supervised model, which is trained to minimize reconstruction error. The subsequent supervised modules are thus learned sequentially.
Once trained, the SUPER model is readily implemented for test data by passing initial reconstructions sequentially through the supervised learned networks and iterative algorithms.
Experiments
Here, we first describe our experimental setup, training procedures, and evaluation metrics. Then we present results for the learned SUPER-ULTRA model, and compare these with those obtained by each individual module of SU-PER, i.e., FBPConvNet and PWLS-ULTRA. We also tested the generalized SUPER model that replaces the unsupervised learning-based PWLS-ULTRA with the non-adaptive PWLS-EP. This scheme is dubbed FBPConvNet+EP.
Experimental Setup
We used regular-dose CT images of two patients from the Mayo Clinics dataset established for "the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge" [37] , to evaluate the performance of the proposed SUPER learning. The two patient datasets (L067 and L096) contain 224 and 330 real in-vivo slice images, respectively. We simulated low-dose CT measurements y l from the provided regular-dose images with GE 2D LightSpeed fan-beam CT geometry corresponding to a monoenergetic source. We projected the regular-dose images x * to sinograms and added Poisson and additive Gaussian noise to them as follows:
We chose I 0 = 1 × 10 5 photons per ray and σ = 5 in our experiments. We approximated elements of the diagonal weighting matrix W of the data-fidelity in (1) by y 2 l i y l i +σ 2 [38] . The images are of size 512 × 512 at a resolution of 0.9766 mm × 0.9766 mm, when reconstructed using the FBP method. These reconstructed low-dose FBP images were paired with their corresponding regular-dose CT images for training the SUPER model.
Training Procedures
In our experiments, the total number of training image pairs was 100, of which 50 were chosen from patient L067 and 50 from patient L096. The image set was used to train the networks of FBPConvNet, FBPConvNet+EP, and SUPER-ULTRA. Fig. 2 shows some example (regular-dose or reference) images from the training and testing datasets. Different body parts are included in the datasets. In our experiments, we used the default network architecture in the FBPConvNet public implementation. For PWLS-ULTRA, we pre-learned a union of five sparsifying transforms (corresponding to five classes) from twelve (regular-dose) slices that include three slices each from four patients (L109, L143, L192, L506). We used a GTX Titan GPU graphic processor for training and testing. The union of transforms was learned efficiently using similar parameters as in [14] . For SUPER-ULTRA and FBPConvNet+EP, the training time was about 46 hours and 13 hours, respectively, for 15 super layers. Since the iterative reconstruction modules are relatively computationally expensive, we chose 15 super layers to balance reconstruction quality and computational time. The training hyper-parameters for the CNN part of FBPConvNet were set as follows for the various models: the learning rate decreased logarithmically from 0.001 to 0.0001; the batchsize was 1; and the momentum was 0.99. We initialized the filters in the various networks during training with i.i.d. random Gaussian entries with zero mean and variance 0.005, and initialized the bias with zero vectors.
For training FBPConvNet+EP, we ran 10 epochs of FBP-ConvNet training (using ADAM) in each super layer to ensure that the learned networks capture layer-wise features. For the constituent PWLS-EP modules, we ran 4 iterations of the relaxed OS-LALM algorithm with 4 subsets, and set δ = 20 HU and the regularization parameter β = 2 15 . For training SUPER-ULTRA, we ran 10 epochs of FBPCon- vNet training in each super layer along with 4 outer iterations of PWLS-ULTRA with 5 inner iterations of the image update step that used the relaxed OS-LALM algorithm with 4 subsets. We set β = 5 × 10 3 and γ = 20 for the PWLS-ULTRA module. We compared our learned models with the iterative schemes PWLS-EP and PWLS-ULTRA. Since FBPCon-vNet+EP and SUPER-ULTRA already include the learned FBPConvNet modules, we used smaller regularization parameters for them compared to the usual or stand-alone PWLS-EP and PWLS-ULTRA, which worked well in our experiments. For the stand-alone PWLS-EP iterative recon-struction algorithm that solves a convex problem, β and δ were set as 2 16 and 20, respectively, and we ran 100 iterations of the OS-LALM algorithm to ensure convergence. For the stand-alone PWLS-ULTRA, wherein the optimization problem is nonconvex, we set β and γ as 10 4 and 25, respectively, and ran 1000 iterations of the alternating algorithm to ensure convergence. The above parameters provided optimal image quality in our experiments. Both PWLS-EP and PWLS-ULTRA were initialized with the simple FBP reconstructions.
Evaluation Metrics
To quantitatively evaluate the performances of the various reconstruction models, we chose three classic metrics, namely RMSE, peak signal to noise ratio (PSNR), and structural similarity index measure (SSIM) [39] . RMSE in Hounsfield units (HU) is defined as
x is the reconstruction, and N p is the number of pixels. We computed PSNR in decibels (dB).
Results and Comparisons

Visual Results
We applied the various methods to six testing slices (three slices from L067 and three slices from L096) indexed as Test #1 to Test #6. Figs. 3 and 4 show the reconstructions of Test #4 (from patient L096) and Test #2 (from patient L067), respectively, using different methods. Clearly, the traditional FBP reconstruction shows severe artifacts, while the results obtained by the other methods have much better image quality. The stand-alone optimal PWLS-EP reconstruction still contains noise such as in the central soft-tissue area (Fig. 3) . The (unsupervised) learning-based PWLS-ULTRA removes noise, but the edges of soft-tissues are more blurry in the results. The supervised learning-based FBPConvNet achieves better trade-off between resolution and noise compared to PWLS-EP and PWLS-ULTRA, but many small structures were missed or distorted. With the same training data as FBPConvNet, the learned FBPCon-vNet+EP and SUPER-ULTRA models provide much better reconstructions. However, FBPConvNet+EP suffers from some streak artifacts in the central area ( Fig. 3) with various methods for the testing slices. The proposed SUPER-ULTRA typically achieves significant improvements in RMSE, SSIM, and PSNR over the other methods for all testing slices. Importantly, FBPConvNet+EP and SUPER-ULTRA perform much better than PWLS-EP and PWLS-ULTRA, respectively, and also provide more promising results than FBPConvNet, demonstrating that the combination of the supervised module and iterative modules in the SUPER model works well and outperforms the individual modules. Fig. 4 . The first several layers of SUPER-ULTRA mainly remove severe noise and artifacts, while the later layers recover some structural details.
Visual Quality over SUPER layers
Behavior of the ULTRA model in the SUPER architecture
Next, to better illustrate the image-adaptive learned clustering in the SUPER-ULTRA model, Fig. 7 shows pixel-level clustering results from the last super layer for test slice #1.
Since the ULTRA modules cluster image patches into specific classes, we cluster each pixel here using a majority vote among the patches overlapping the pixel. Class 1 contains most of the more uniform soft-tissues; Classes 2, 3, and 5 contain many oriented edges (e.g., at 45-degree and 135-degree orientation); and class 4 contains most of the 
Conclusions
This paper presented a new framework that combined supervised learned networks and unsupervised iterative algorithms for low-dose CT reconstruction. The proposed SU-PER framework effectively combines various kinds of priors and learning methods. In particular, we studied SUPER-ULTRA that combines (supervised) deep learning (FBP-ConvNet) and the recent iterative (unsupervised) PWLS-ULTRA, as well as FBPConvNet+EP (or SUPER-EP). Both methods showed better performance and faster convergence compared to their individual modules. FBPConvNet+EP substantially improved the performance of PWLS-EP, while SUPER-ULTRA typically performed the best by effectively leveraging deep learning and transform learning. While SU-PER model learning can exploit a variety of architectures and algorithms for the supervised and iterative modules, a more detailed study of various such architectures is left for future work. We also plan to explore layer-dependent parameter selection for the iterative modules to further improve performance in future work.
