In this paper we have discussed the usual stochastic ordering relations between two system. Each system consists of n mutually independent components. The components follow Exponentiated (Extended) Chen distribution with three parameters α, β, λ. Two popular system are taken into consideration, one is the series system and another is the parallel system. The results in this paper are obtained by varying one parameter and the other parameters are kept constant. The hazard rate ordering or reversed hazard rate ordering relations that are not possible for series or parallel systems have been demonstrated with the help of counterexamples.
Keywords Exponentiated Chen distribution; Parallel system; Series system; Usual stochastic order MSC 62N05 Exponentiated Chen distribution is an extension of the family of distributions obtained by [1] using Lehman alternatives. It is used for modeling survival data. The family of distributions obtained by using Lehman alternatives are known as exponentiated type family. The resultant cumulative distribution function is obtained as follows F (x, α) = (F 0 (x)) α , x > 0, α > 0, where F 0 (x) is the baseline distribution and F (x, α) is the generalization of F 0 (x) and α is a parameter. This model is also known as the Proportional reversed hazard rate (PRHR) model where the parameter α is a proportionality constant. The Chen distribution function introduced by [1] is (1) F (x; β, λ) = (1 − e λ(1−e x β ) ), x > 0, β > 0, λ > 0.
Applying the transformation T = (e X β − 1) 1/β in equation (1), we observe that T follows Weibull distribution with scale parameter λ and shape parameter β. Also [3] extended Chen distribution by adding a parameter and the survival function of the resultant Extended Weibull distribution is (2) F (x; α, β, λ) = (e λ(1−e ( x α ) β ) ) α , x > 0, α > 0, β > 0, λ > 0.
[4] introduced another shape parameter to the Extended Weibull distribution and obtained a four parameter modified Weibull extension distribution using the Marshall-Olkin technique.
Later [2] introduced the generalization of Chen distribution given by [1] by introducing a new parameter α. The new distribution function with parameters α, β, λ is
[5] discussed various important properties of Exponentiated Chen distribution such as the density function can be either decreasing or unimodal depending on the parameters α and β. Also the hazard rate function can be bathtub shaped or increasing depending on α and β. The reversed hazard rate function of Exponentiated Chen distribution is
In this paper we will explore the usual stochastic ordering relations for the minimum and maximum ordered statistics (series and parallel systems respectively) for two different samples whose components follows the Exponentiated Chen distribution (ECD). These order statistics are extremely important in reliability theory. Consider a set of random variables X 1 , . . . , X n , they can be arranged as X 1:n , X 2:n , . . . , X n:n such that X 1:n ≤ X 2:n ≤ . . . ≤ X n:n , here X k:n is the k-th minimum of the set and is known as the k-th order statistic. X k:n corresponds to the lifetime of a (n-k+1)-out-of-n system. Details on order statistics are available in the book [10] . Studies of stochastic ordering of ordered statistics are extremely popular nowadays and a wide variety of stochastic ordering results are available in the literature( [11] ). [8] pioneered the field of stochastic ordering and developed usual stochastic ordering results for proportional hazard rate models which implied similar results for exponential distribution, gamma distribution, Weibull distribution etc. Consider the random variables X and Y to be absolutely continuous with distribution functions F (x) and G(x); survival functions as F (x) and G(x); probability density functions as f (x) and g(x); hazard rate functions as r(x) = f (x) F (x) and s(x) = g(x) G(x) ; reversed hazard rate functions asr(
. [6] contains detailed explanation of the above terms. Then the stochastic ordering between the random variables X and Y are described as follows (see [7] for further details).
(a) X is smaller than Y in the usual stochastic order (X ≤ st Y ) if and only if
is increasing in x over the union of the supports of X and
is increasing in x over the union of the supports of X and Y .
The likelihood ratio ordering implies both hazard rate and reversed hazard rate ordering which again implies the usual stochastic ordering. Further two real valued vectors, a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ), then a is
where a 1:n ≤ . . . ≤ a n:n (b 1:n ≤ . . . ≤ b n:n ) is the increasing arrangement of a 1 , . . . , a n (b 1 , . . . , b n ). In general for two matrices
is a doubly stochastic matrix (this matrix need not be unique but the existence of atleast one such matrix ensures majorization). Another concept essential for understanding the paper is that a real valued function ψ defined on a subset of R n is Schur-convex (Schur-concave) if
where a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) are two real valued vectors. Throughout the paper, the notation a sign = b has been used to represent sign of a is same as b.
The following lemmas have been used extensively for obtaining the results discussed in this paper.
Lemma 2. Let ψ 1 : (0, ∞) × (0, 1) → (0, ∞) be defined as
Then (i) ψ 1 (α, y) increases with respect to y for 0 < α < 1, (ii) ψ 1 (α, y) decreases with respect to y for α > 1.
Proof. Differentiating (2) partially with respect to y we obtain,
Again the derivative of g 1 (y) is
Next we shall compare two systems (parallel and series) by using the usual stochastic ordering relations. We shall henceforth understand the distribution function F (x; α, β, λ) as the distribution function of the Exponentiated Chen distribution. Along with the results we shall present few examples and counterexamples to support the results. The first theorem shows the usual stochastic ordering between the sample minimum or between two series system when only the parameter λ is varying and all the other parameters remain constant.
Consider another set of n-independent random variables Y 1 , Y 2 , . . . , Y n and the distribution function of each random variable is F (x; α, β, µ i ) for i = 1, 2, . . . , n. Then
where λ = (λ 1 , λ 2 , . . . , λ n ) and µ = (µ 1 , µ 2 , . . . , µ n ).
Proof. The survival function of the series system X 1:n is
F X1:n (x) is symmetric with respect to the vector λ = (λ 1 , λ 2 , . . . , λ n ). Partially differentiating (8) with respect to λ i ,
Assume λ i = λ j for i, j = 1, 2, . . . , n and consider
where y i = e λi(1−e x β ) and the function ψ 1 (α, y i ) follows from (7). Thus using Lemma 2, when 0 < α < 1, ∆ 1 > 0 ⇒ F X1:n (x) is Schur-convex with respect to λ. And for α > 1, ∆ 1 < 0 ⇒ F X1:n (x) is Schur-concave with respect to λ . Finally we obtain the following two cases:
Hence the result follows.
A realization of the above result can be observed with the help of the following example. The next result shows the usual stochastic ordering between two maximum order statistics when the parameters α, β are constant but only the parameter λ is varying. Theorem 2. Let X 1 , X 2 , . . . , X n be a set of n-independent random variables where each X i ∼ F (x; α, β, λ i ), α > 0, β > 0, λ i > 0 for i = 1, 2, . . . , n. Another set Y 1 , Y 2 , . . . , Y n be n-independent random variables such that Y i ∼ F (x; α, β, µ i ) for i = 1, 2, . . . , n. Then λ ≺ m µ ⇒ X n:n ≤ st Y n:n , where λ = (λ 1 , λ 2 , . . . , λ n ) and µ = (µ 1 , µ 2 , . . . , µ n ).
Proof. The distribution function corresponding to the maximum order statistic is F Xn:n (x) is symmetric with respect to the parameter vector λ = (λ 1 , λ 2 , . . . , λ n ). Consider for λ i = λ j , i = j,
. In order to determine the sign of ∆ 2 , we evaluate the derivative of φ 1 (λ),
We observe that φ ′ 1 (λ) > 0, i.e., φ 1 (λ) is an increasing function of λ. Thus ∆ 2 ≤ 0 ⇒ F Xn:n is Schur-concave. Hence result follows. In the next theorem, we observe usual stochastic ordering relation between two parallel system when the parameter β is varied and all the other parameters remain constant.
Theorem 3. Consider two parallel systems consisting of n components, the components of one system corresponds to the set of n-independent random variables X 1 , X 2 , . . . , X n such that X i ∼ F (x, α, β i , λ) for i = 1, 2, . . . , n. Let Y 1 , Y 2 , . . . , Y n be the random variables corresponding to the components of the other system, and Y i ∼ F (x, α, β * i , λ) for i = 1, 2, . . . , n. Then λ > 1 and β ≺ m β * ⇒ X n:n ≤ st Y n:n , where β = (β 1 , β 2 , . . . , β n ) and β * = (β * 1 , β * 2 , . . . , β * n ) Proof. The distribution function corresponding to X n:n is
F Xn:n (x) is symmetric with respect to the parameter vector β = (β 1 , β 2 , . . . , β n ).
Let g(t) = (t + 1)e λ(1−e t ) + λte t − t − 1 and g(0) = 0. Also, g ′ (t) = (1 − e λ(1−e t ) )(λ(t + 1)e t − 1). In order to determine the sign of g ′ (t), let h(t) = λ(t + 1)e t − 1 and h(0) = λ − 1. Again differentiating h(t), we obtain
i.e., h(t) is an increasing function of t. Thus, h(t) > 0 when λ > 1, and this implies g(t) is an increasing function of t, i.e., g(t) > 0. Finally we conclude that ∆ 3 ≤ 0, or in other words F Xn:n is Schur concave with respect to the parameter vector β. Hence result follows.
We can realize the above theorem with the help of the following example. The next result describes the usual stochastic order relation for the minimum ordered statistic with the parameters β, λ being constant and only the parameter α varies. Theorem 4. Let X 1 , X 2 , . . . , X n be the n-independent random variables corresponding to the components of a series system such that each X i follows the survival function F (x, α i , β, λ) for i = 1, 2, . . . , n. Let Y 1 , Y 2 , . . . , Y n be the set of n-independent random variables corresponding to another series system where the random variables Y i ∼ F (x, α * i , β, λ) for i = 1, 2, . . . , n. Then as α ≺ m α * ⇒ X 1:n ≤ st Y 1:n , where α = (α 1 , α 2 , . . . , α n ), α * = (α * 1 , α * 2 , . . . , α * n ) Proof. The survival function of X 1:n is
is symmetric with respect to the parameter vector α = (α 1 , α 2 , . . . , α n ), For α i = α j , i = j, consider
It has been observed that ψ ′ 2 (α) = − ln(1 − e λ(1−e x β ) ) (1 − e λ(1−e x β ) ) α
(1 − (1 − e λ(1−e x β ) ) α ) 2 , and the quantity is positive. Therefore, ∆ 4 ≤ 0, i.e., F X1:n (x) is Schur concave. Hence, α ≺ α * ⇒ F X1:n (x) ≤ F Y1:n (x) and the result follows. The above graph shows that the difference is negative and hence there exists an usual stochastic ordering between X 1:3 and Y 1:3 . In other words theorem 4 holds true for a 3 component system. Proof. The distribution function of the parallel system represented as X n:n is It is enough to prove that the ratio f Yn:n (x) f Xn:n (x) is increasing in x. And Hence the result follows.
Conclusion
The results discussed in this paper includes the usual stochastic ordering between X 1:n and Y 1:n (two series system) when the parameter λ is varied, or when only the parameter α has been varied. Whereas for two parallel system, usual stochastic ordering exists when only the parameter λ is varied, or only the parameter β is varied. Also likelihood ratio ordering exists when the parameter α varies.
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