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Re´sume´
Dans cet article, nous proposons un nouvel algorithme de planification
temps re´el appele´ MGP (Moving Goal Planning) capable de s’adapter
lorsque le but e´volue dynamiquement au cours du temps. Cet algorithme
s’inspire des algorithmes des type Moving Target Search (MTS). Afin de
re´duire le nombre de recherches effectue´es et ame´liorer ses performances,
MGP retarde autant que possible le de´clenchement de nouvelles recherches
lorsque que le but change. Pour cela, MGP s’appuie sur deux strate´gies :
Open Check (OC) qui ve´rifie si le nouveau but est pre´sent dans l’arbre de
recherche de´ja` construit lors d’une pre´ce´dente recherche et Plan Follow
(PF) qui estime s’il est pre´fe´rable d’exe´cuter les actions du plan courant
pour se rapprocher du nouveau but plutoˆt que de relancer une nouvelle re-
cherche. En outre, MGP utilise une strate´gie ”conservatrice” de mise a` jour
incre´mentale de l’arbre de recherche lui permettant de re´duire le nombre
d’appels a` la fonction heuristique et ainsi d’acce´le´rer la recherche d’un
plan solution. Finalement, nous pre´sentons des re´sultats expe´rimentaux
qui montrent l’efficacite´ de notre approche.
1 Introduction
Dans des environnements dynamiques, les agents doivent constamment
s’adapter pour faire face aux e´ve´nements qui viennent perturber leurs plans en
entrelac¸ant planification et exe´cution. On parle alors de planification en boucle
ferme´e. Il n’est pas rare que ces e´ve`nements conduisent a` une modification du
but initial qui leur a e´te´ confie´. Ce cas se produit notamment lorsqu’un agent
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est en interaction avec un ope´rateur humain qui peut venir a` tout instant modi-
fier le but pre´ce´demment assigne´. La litte´rature distingue principalement deux
manie`res d’aborder ce proble`me [NK95, KH92, CV98, FGLS06, vdKdW05] :
planifier un nouveau plan en partant de ze´ro ou re´parer le plan courant pour
prendre en compte le nouveau contexte. Bien qu’en the´orie ces deux approches
soient e´quivalentes en terme de couˆt dans le pire des cas [NK95], les re´sultats
expe´rimentaux montrent que l’approche qui consiste a` re´parer un plan existant
est plus efficace que celle qui consiste a` replanifier sans re´utiliser les informations
provenant des pre´ce´dentes recherches [vdKdW05]. De plus, faire e´voluer aussi
peu que possible les plans (stabilite´ des plans) est un autre argument en faveur
de la premire approche [FGLS06].
L’adaptation aux environnements dynamiques est e´galement un problme ou-
vert dans le domaine des jeux vide´o et plus particulie´rement en ce qui concerne
la recherche temps re´el de cibles mouvantes (MTS) pour de grands espaces de
recherche. Par essence, un algorithme de type MTS entrelace recherche d’un
chemin et exe´cution : un agent chasseur poursuit une cible mouvante aussi ap-
pele´e proie dans une grille a` deux dimensions ou une carte. Depuis les travaux
pionniers d’Ishida [IK91, IK95, Ish98], les approches de type MTS peuvent se
partager principalement en deux cate´gories selon la strate´gie sur laquelle elles
s’appuient pour re´utiliser l’information des pre´ce´dentes recherches.
La premie`re strate´gie consiste a` utiliser une fonction heuristique pour guider
la recherche et apprendre le chemin le plus court entre des couples de points
sur une carte. A` chaque nouvelle recherche, la fonction heuristique est plus in-
formative et la recherche devient plus performante. Dans sa version originale,
l’algorithme MTS est une adaptation de l’algorithme LRTA* (Learning Real-
Time A*) [Kor90]. Cette approche est comple`te lorsque les de´placements de
la cible sont plus lents que celui de l’agent. Toutefois, elle n’est pas sans in-
conve´nient a` cause des de´pressions de la fonction heuristique et a` la perte d’in-
formation induite par les de´placements de la cible [Mel93]. Actuellement, l’e´tat
de l’art des algorithmes fonde´s sur cette premie`re strate´gie sont des variantes de
AA* [KL05], MTAA* [KLS07] et GAA* [SKY08]. MTAA* adapte et apprend
la fonction heuristique a` partir des de´placements de la cible pour ame´liorer la
convergence. GAA* ge´ne´ralise MTAA* avec la prise en compte d’actions aux-
quelles on a associe´ des couˆts qui augmentent et diminuent au court du temps.
MTAA* et GAA* ne´cessitent tout deux l’utilisation de fonctions heuristiques
admissibles pour garantir leur correction et leur comple´tude.
La seconde strate´gie consiste a` utiliser incre´mentalement l’arbre de re-
cherche entre deux recherches successives. Le premier algorithme fonde´ sur
cette strate´gie est D* [Ste95]. Ses deux principaux successeurs sont de´crits dans
[KL02, SYK10b]. Ces algorithmes ont e´te´ conc¸us et de´veloppe´s pour calculer
rapidement des trajectoires dans des environnements inconnus et dynamiques.
Ils s’appuient tous sur une recherche en chaˆınage arrie`re. Ils obtiennent de bons
re´sultats lorsque l’environnement e´volue peu au cours du temps. En revanche,
ils sont surclasse´s par l’approche na¨ıve qui consiste a` appeler successive l’algo-
rithme A* [HNR68] a` chaque fois que la cible se de´place [SKY08] lorsque les
seules modifications portent sur le but. Re´cemment, un autre algorithme s’ap-
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puyant sur une recherche en chaˆınage avant appele´ FRA* a e´te´ propose´ [SYK09].
Cet algorithme n’est pas capable de prendre en compte les changements de l’en-
vironnement, mais obtient de tre`s bons re´sultats quand il s’agit de prendre
en compte les de´placement d’une cible au cours du temps. Chaque fois que la
cible se de´place, FRA* adapte rapidement l’arbre de recherche pre´ce´demment
construit a` la nouvelle position de la cible et rappelle la fonction de recherche
A* sur le nouvel arbre de recherche. FRA* est actuellement l’algorithme MTS le
plus efficace. Toutefois, l’adaptation de l’arbre est largement de´pendante de la
mode´lisation de l’environnement. FRA* conside`re en effet que l’environnement
est mode´lise´ sous la forme d’une grille ce qui en limite les applications dans le
cas ge´ne´ral. Afin de pallier a` cet inconve´nient, une variante de cet algorithme
appele´e GFRA* [SYK10a] a e´te´ propose´e pour fonctionner dans des environ-
nements mode´lise´s par des graphes quelconques, y compris des treillis d’e´tats
utilise´ pour la navigation des ve´hicules terrestres autonomes. En outre, GFRA*
posse`de une autre caracte´ristique inte´ressante : il peut eˆtre utilise´ avec une
fonction heuristique non admissible, ce qui est souvent le cas en planification.
Les algorithmes de recherche heuristique de type MTS ont e´te´ tre`s peu uti-
lise´s dans le cadre de la planification. Ceci s’explique en partie par le fait qu’il
a longtemps e´te´ conside´re´ difficile de trouver des fonctions heuristiques a` la fois
informatives et facilement calculables dans de le cadre de la planification. Ce
n’est que vers la fin des anne´es 90 que des planificateurs tels que HSP et HSP-r
[BG99, BG01] ont renverse´ la tendance en fournissant des me´thodes ge´ne´riques
et efficaces pour calculer de telles fonctions heuristiques en temps polynomial.
Ceci a eu pour conse´quence de faire e´voluer de manie`re quasiment inde´pendante
ces deux domaines de recherche. Il nous apparaˆıt dore´navant important de ca-
pitaliser sur les re´centes avance´es dans ces deux domaines pour proposer de
nouveaux algorithmes de planification temps re´el en boucle ferme´e.
Dans cet article, nous proposons un nouvel algorithme de planification temps
re´el appele´ MGP (Moving Goal Planning) pour la planification en boucle ferme´e
ou` la recherche d’un plan est vue comme une recherche heuristique de type MTS.
Le reste de l’article est organise´ selon le plan suivant : la partie 2 pre´sente for-
mellement le proble`me conside´re´ et de´crit l’algorithme propose´ pour le re´soudre ;
la partie 3 pre´sente les re´sultats expe´rimentaux obtenus qui montrent l’efficacite´
de notre approche ; finalement, la partie 4 pre´sente nos conclusions sur le travail
re´alise´.
2 Planifier avec des buts dynamiques
Dans cette partie, nous pre´sentons tout d’abord formellement le proble`me
traite´. Dans un deuxie`me temps, nous pre´sentons l’algorithme MGP propose´
et de´taillons sa strate´gie de recherche. Finalement, nous introduisons deux
strate´gies qui permettent de retarder le de´clenchement d’une nouvelle recherche
lorsque le but e´volue dynamiquement : Open Check et Path Follow, et terminons
en pre´sentant la strate´gie incre´mentale de mise a` jour de l’arbre de recherche.
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2.1 Mode´lisation du proble`me
Nous nous inte´ressons aux proble`mes de planification se´quentielle de
type STRIPS [FN71]. Tous les ensembles conside´re´s sont finis. Un e´tat s
est un ensemble de propositions logiques. Une action a est un tuple a =
(pre(a), add(a), del(a)) ou` pre(a) de´finit les pre´conditions de l’action a et add(a)
et del(a) repre´sentent respectivement ses effets positifs et ne´gatifs. Un e´tat s′
est atteignable a` partir d’un e´tat s en appliquant a` l’action a la fonction de
transition γ suivante :
s′ = γ(s, a) =
{
(s− del(a)) ∪ add(a) si pre(a) ⊆ s
inde´finie sinon
(1)
L’exe´cution d’une se´quence d’actions pi = 〈a1, . . . , an〉 a` une e´tat s est de´fini
re´cursivement par :
γ(s, 〈a1, . . . , an〉) = γ(γ(s, 〈a1, . . . , an−1〉), 〈an〉) (2)
Un proble`me de planification en boucle ferme´e avec but dynamique est un tuple
(A, st, gt) : a` un temps donne´ t un agent est dans un e´tat st ; gt est son but
courant (st et gt sont des ensembles de propositions) et A repre´sente l’ensemble
des actions qu’il peut exe´cuter. L’agent exe´cute des actions appartenant a`A pour
atteindre son but mais celui-ci peut e´voluer dynamiquement a` tout moment.
L’agent ne posse`de aucune information sur la manie`re dont le but e´volue au
cours du temps. Cependant, nous supposons qu’a` tout instant, le but gt est
atteignable : un plan est une se´quence d’actions pi = 〈a1, . . . , an〉 avec ai ∈ A
telle que gt ⊆ γ(st, pi). gt est atteignable si un tel plan existe. Un e´tat but est un
e´tat s tel que gt ⊆ s. A` un temps donne´ t, un proble`me de planification avec
but dynamique est re´solu si gt ⊆ st, autrement dit l’agent a atteint son but.
2.2 Principe de l’algorithme
Le pseudo-code de MGP est donne´ par l’algorithme 1. MGP prend en entre´e
un proble`me de planification (A, s0, g0). Les variables g et s repre´sentent res-
pectivement le but courant et l’e´tat courant initialement e´gaux a` g0 et s0. i est
un compteur qui permet de comptabiliser le nombre de recherches effectue´es.
MGP appelle ite´rativement une proce´dure de recherche (ligne 2) tant que le
but courant n’a pas e´te´ atteint. La proce´dure de recherche Search est de´taille´e
dans le paragraphe §2.3.1. Cette proce´dure construit un arbre de recherche en
chaˆınage avant dans un espace d’e´tats. Si le but courant n’est pas atteignable,
la recherche e´choue impliquant l’e´chec de MGP e´galement (ligne 3). Sinon,
MGP extrait un plan a` partir de l’arbre de recherche construit au cours de
la recherche (lignes 4-5) et essaie de retarder autant que possible un nouvel
appel a` la proce´dure de recherche, i.e., une nouvelle expansion de l’arbre de
recherche (boucle While et proce´dure CanDelayNewSearch ligne 4). Cette boucle
prend fin lorsque le but e´volue de telle manie`re a` ne plus eˆtre pre´sent dans
l’arbre de recherche pre´ce´demment construit. La proce´dure CanDelayNewSearch
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est de´taille´e dans le paragraphe §2.3.2. Tant que le but est accessible a` partir du
plan pre´ce´demment extrait, MGP exe´cute alors les actions de ce plan (lignes 6-
7). Dans le cas ou`, MGP atteint le but courant, MGP se termine avec succe`s
(ligne 11). Dans le cas contraire, le but a e´volue´ (ligne 10) et MGP doit e´laguer
son arbre de recherche. Son arbre de recherche est alors le sous-arbre dont la
racine est repre´sente´ par son e´tat courant s (DeleteStatesOutOfTree, line 12). Si
le nouveau but est pre´sent dans ce sous-arbre, il n’est pas ne´cessaire de lancer
une nouvelle recherche. MGP extrait directement un nouveau plan a` partir de
celui-ci et exe´cute ses actions pour atteindre le nouveau but. Sinon, MGP met
a` jour les valeurs heuristiques des nœuds de l’arbre de recherche en estimant
la distance pour atteindre le nouveau but (ligne 13) et finalement e´tend l’arbre
de recherche ainsi modifie´ (ligne 3). La proce´dure de mise a` jour de l’arbre de
recherche UpdateSearchTree est de´taille´e dans le paragraphe §2.3.3.
Algorithm 1: MGP(A, s0, g0)
1 s← s0, g ← g0, i← 1;
2 while g 6⊆ s do
3 if Search(A, s, g, i) = FAILURE then return FAILURE ;
4 ;
5 while CanDelayNewSearch(s, g) do
6 Extract plan pi = 〈a1, . . . , an〉 from the search tree ;
7 while (g 6⊆ s and g ⊆ γ(s, pi)) or (PathFollow and pi 6= ∅) do
8 Executes the first action a1 in pi ;
9 s← γ(s, a1) ;
10 pi ← 〈a2, . . . , an〉 ;
11 g ← UpdateGoal(g);
12 if g ⊆ s then return SUCCESS ;
13 ;
14 DeleteStatesOutOfTree(s);
15 UpdateSearchTree(s, g) ;
16 i← i+ 1 ;
2.3 Imple´mentation de l’algorithme
Dans cette partie, nous pre´sentons les de´tails relatifs a` l’imple´mentation de
MGP. L’arbre de recherche est repre´sente´ par deux listes note´es OPEN et CLO-
SED : la liste OPEN contient les e´tats feuilles de l’arbre de recherche restants
a` explorer et la liste CLOSED la liste des e´tats de´ja` explore´s. Dans un pre-
mier temps, nous pre´sentons la strate´gie de recherche utilise´e Search (cf. §2.3.1).
Puis, nous pre´sentons la proce´dure CanDelayNewSearch utilise´e pour retarder
les appels couˆteux a` la proce´dure de recherche. Finalement, nous pre´sentons
la proce´dure UpdateSearchTree qui met a` jour l’arbre de recherche entre deux
recherches successives (cf. §2.3.3).
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2.3.1 A* ponde´re´ comme strate´gie de recherche
Contrairement a` GFRA* qui s’appuie sur une simple recherche de type A*,
MGP utilise sa version ponde´re´e. Cette variante de A* surestime volontaire-
ment la distance au but en multipliant la valeur retourne´ par la fonction heuris-
tique d’un coefficient w. La fonction d’e´valuation f(s) pour un e´tat s est alors
f(s) = g(s) + w × h(s) ou` g(s) est le couˆt pour atteindre s a` partir de l’e´tat
initial s0 et h(s) le couˆt estime´ pour atteindre g depuis s. Plus w est e´leve´, plus
la fonction heuristique est pre´ponde´rante dans l’exploration de l’espace de re-
cherche. Expe´rimentalement, il a e´te´ de´montre´ que cette strate´gie couple´e avec
une fonction heuristique informative et admissible ame´liore les performances en
temps mais, en contrepartie, ne permet plus d’obtenir des solutions optimales
[Poh70]. Toutefois, cette approche est pertinente pour le proble`me conside´re´ car
il est plus important de trouver rapidement une solution que de trouver un plan
solution optimal. Par conse´quent, utiliser une recherche ponde´re´e de type A*
peut ame´liorer de manie`re significative les performances de MGP (cf. §3). En
outre, il est important de noter que l’utilisation de cette proce´dure de recherche
n’affecte pas la correction et la comple´tude de MGP.
La version de A* ponde´re´ utilise´e dans notre approche (cf. Algo. 2) est une
version le´ge`rement modifie´e de l’algorithme classique propose´ par [Poh70]. Il
prend en entre´e un proble`me de planification (A, s0, g), un coefficient w et le
compteur i qui comptabilise le nombre de recherches effectue´es. A` chaque e´tat
s, il associe quatre valeurs : sa valeur g(s) et sa valeur h(s), un pointeur vers
son e´tat pe`re, parent(s), dans l’arbre de recherche et l’ite´ration a` laquelle il
a e´te´ cre´e´, iteration(s). Au premier appel de la proce´e´dure, les listes OPEN
et CLOSED contiennent l’e´tat initial s0 du proble`me de planification tel que
g(s0) = 0 and h(s0) = H(s0, g) ou` H est la fonction heuristique qui estime le
couˆt de s0 au but g.
La proce´dure de recherche A* ponde´re´e consiste a` re´pe´ter ite´rativement les
e´tapes suivantes : (1) se´lectionner l’e´tat s de la liste OPEN qui posse`de la
plus petite valeur de f(s) (ligne 2), (2) supprimer l’e´tat s de la liste OPEN
(ligne 4), et (3) de´velopper les e´tats fils de s en utilisant la fonction de transition
γ (cf. eq. 1). Pour chaque e´tat fils s′ obtenu avec la fonction de transition γ,
si s′ n’est pas dans une des deux listes OPEN et CLOSED, alors A* ponde´re´
calcule g(s′) = g(s) + c(s, s′) ou` c(s, s′) repre´sente le couˆt pour atteindre s′
depuis s. Si s′ n’a pas encore e´te´ explore´ (lignes 8-12), s′ est ajoute´ a` la liste
OPEN. Sinon, A* ponde´re´ met a` jour les informations relatives a` s′. De plus, si
A* trouve un plan plus court pour atteindre s′ (lignes 14-17), il met alors a` jour
s′ : g(s′) = g(s) + c(s, s′) et parent(s′) = s. Finalement, si la valeur heuristique
est obsole`te (lignes 18-20) parce que le but a change´, A* ponde´re´ met a` jour la
valeur heuristique de s′.
A* ponde´re´ posse`de deux conditions d’arreˆt : (1) lorsque la liste OPEN est
vide (aucun e´tat contenant le but n’a pu eˆtre trouve´) et (2) lorsqu’un e´tat conte-
nant le but est trouve´ (ligne 3). Dans ce cas, un plan solution peut eˆtre extrait
de l’arbre de recherche construit par la proce´dure de recherche (cf. Algo. 1,
ligne 5).
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Algorithm 2: Search(A, s, g, i)
1 while open 6= ∅ do
2 s← argmins′∈open(g(s′) + w × h(s′)) ;
3 if g ⊆ s then return SUCCESS ;
4 ;
5 open← open \ {s} ;
6 closed← closed ∪ {s} ;
7 foreach action a ∈ {a′ ∈ A | pre(a′) ⊆ s} do
8 s′ ← γ(s, a);
9 cost← g(s) + c(s, s′) ;
10 if s′ 6∈ open ∪ closed then
11 open← open ∪ {s′} ;
12 g(s′)← cost ;
13 h(s′)← H(s′, g) ;
14 parent(s′)← s ;
15 else
16 if cost < g(s′) then
17 open← open ∪ {s′} ;
18 g(s′)← cost;
19 parent(s′)← s;
20 if iteration(s′) < i then
21 h(s′)← H(s′, g) ;
22 iteration(s′)← i ;
23 return FAILURE
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2.3.2 Strate´gies de retardement
Afin de limiter le nombre de recherches effectue´es et ame´liorer ses perfor-
mances, MGP retarde autant que possible le de´clenchement d’une nouvelle re-
cherche lorsque le but e´volue. Pour cela, MGP utilise deux strate´gies originales
mises en œuvre dans la proce´dure CanDelayNewSearch (cf. Algo. 1 ligne 4) :
Open Check (OC) MGP ve´rifie si le nouveau but est encore pre´sent dans
l’arbre de recherche. Dans ce cas, un nouveau plan peut eˆtre extrait directe-
ment a` partir de l’arbre de recherche courant. Contrairement a` GFRA* qui ne
teste que la liste CLOSED des e´tats contenant les e´tats explore´s, MGP effec-
tue e´galement le test des e´tats feuilles de l’arbre de recherche contenus dans
la liste OPEN avant de de´buter une nouvelle recherche. Cette ve´rification li-
mite le nombre de recherches inutiles et les re´ajustements couˆteux de l’arbre de
recherche.
Plan Follow (PF) MGP effectue une estimation pour savoir si l’exe´cution
de son plan courant le rapproche du but, meˆme si celui-ci a change´. Chaque
fois que le but e´volue et avant de lancer une nouvelle recherche, MGP e´value
si le nouveau but est proche du but pre´ce´dent et de´termine si le plan courant
peut encore eˆtre utilise´. Cette e´valuation s’appuie sur l’estimation de la fonction
heuristique et le calcul d’une comparaison entre l’e´tat courant s, le but pre´ce´dent
p et le nouveau but g :
h(s, g)× c > h(s, p) + h(p, g) (3)
c est appele´ le coefficient de retardement. MGP suit le plan courant tant que
l’ine´galite´ 3 est ve´rifie´e, i.e., tant qu’il estime pre´fe´rable d’exe´cuter le plan cou-
rant pour atteindre l’ancien but puis se ”diriger” vers le nouveau but pluteˆt
que d’exe´cuter un plan allant directement de l’e´tat courant s au nouveau but g.
Les valeurs de c > 1 permettent d’ajuster le de´lai avant une nouvelle recherche.
e´tant donne´ que les recherches sont tre`s couˆteuses, les retarder ame´liore les
performances de MGP mais alte`re la qualite´ des plans (cf. §3).
2.3.3 Mise a` jour incre´mentale de l’arbre de recherche
MGP adapte incre´mentalement l’arbre de recherche a` chaque nouvelle re-
cherche (cf. UpdateTreeSearch Algo. 1 ligne 13). Contrairement a` GFRA* qui
met a` jour la valeur heuristique de tous les e´tats de l’arbre de recherche en
estimant la distance au nouveau but, MGP s’appuie sur une strate´gie moins
agressive de mise a` jour afin de re´duire le nombre d’appels a` la fonction heuris-
tique et ainsi ame´liorer ses performances globales.
Dans cet objectif, MGP copie les e´tats de la liste OPEN contenant les e´tats
feuilles de l’arbre de recherche dans la liste CLOSED, puis vide la liste OPEN
et y ajoute l’e´tat courant en prenant soin de mettre a` jour sa valeur heuristique
(appel de la fonction heuristique pour estimer la distance de l’e´tat courant au
nouveau but). Pour indiquer que la valeur heuristique est a` jour, MGP marque
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l’e´tat avec le compteur incre´mente´ a` chaque nouvelle recherche (cf. Algo. 2,
ligne 20). Au cours de la recherche, chaque fois qu’un e´tat dans la liste CLOSED
est rencontre´ avec une valeur d’ite´ration infe´rieure a` la valeur du compteur
d’ite´ration courant, l’e´tat est ajoute´ dans la liste OPEN et sa valeur heuristique
est mise a` jour. Cette strate´gie posse`de deux avantages : (1) elle re´duit le nombre
d’e´tats cre´e´s en re´utilisant les e´tats pre´ce´demment construits et (2) re´duit de
manie`re significative le temps ne´cessaire a` la mise a` jour des valeurs heuristiques
des e´tats a` partir du nouveau but en se limitant aux e´tats explore´s au cours de
la nouvelle recherche.
3 Expe´rimentation et e´valuation
L’objectif de ces expe´riences est d’e´valuer les performances de MGP en fonc-
tion des diffe´rentes strate´gies de retardement propose´es : Open Check (OC) et
Plan Follow (PF) comparativement aux approches existantes. Nous avons choisi
de comparer MGP a` l’algorithme GFRA* qui est l’algorithme de re´fe´rence dans
le domaine des algorithmes de type MTS et a` l’approche na¨ıve SA* (Successive
A*) qui consiste a` appeler la proce´dure de recherche A* a` chaque fois que le but
e´volue. Les benchmarks utilise´s pour l’e´valuation sont issus des compe´titions in-
ternationales de planification (IPC). Nous utilisons pour l’ensemble de nos tests
la fonction heuristique non-admissible propose´e par [HN01] dans le planifica-
teur FF pour guider la recherche. Dans la suite, nous e´valuons six algorithmes :
Successive A* (SA*), Generalized Fringe-Retrieving A* (GFRA*), MGP sans
strate´gie de retardement (MGP), MGP avec Open Check (MGP+OC), MGP
avec Plan Follow (MGP+PF) et finalement MGP avec les deux strate´gies si-
multane´ment (MGP+OC+PF).
3.1 Simulation et dynamique d’e´volution du but
Classiquement, les algorithmes MTS supposent que la cible mouvante – la
proie – suit toujours le plus court chemin de sa position courante a` sa nouvelle
position choisie de manie`re ale´atoire parmi les positions libres sur une grille ou
une carte. Chaque fois que la proie a atteint cette position, une nouvelle position
est alors se´lectionne´e de manie`re ale´atoire et le processus se re´pe`te. Tous les n
de´placements, la proie reste immobile laissant ainsi au – chasseur – une chance de
l’attraper. Cette approche n’est malheureusement pas directement transposable
a` la planification de taˆches en boucle ferme´e.
Afin de l’adapter au mieux, nous avons de´cide´ de faire e´voluer le but a` un
pas de temps donne´ en lui appliquant de manie`re ale´atoire une action parmi les
actions de´finies dans le proble`me de planification. Nous faisons ici l’hypothe`se
que le but e´volue en accord avec le mode`le que l’agent a du monde. Le but que
nous faisons e´voluer est l’e´tat solution obtenu par le premier appel a` la proce´dure
de recherche. En effet, dans le cas ge´ne´ral, il peut y avoir plusieurs e´tats but
(le but d’un proble`me de planification de type STRIPS est un e´tat partiel dont
l’inclusion dans un e´tat complet est requise). Le processus est re´pe´te´ plusieurs
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fois pour rendre le but plus difficile a` atteindre. Notons que cette fac¸on de faire
e´voluer le but garantit que le nouveau but est toujours atteignable depuis le but
courant. Cependant, il n’est pas garanti que MGP soit capable d’atteindre le
but puisque celui-ci peut e´voluer bien plus rapidement que MGP.
Pour parame`trer l’e´volution du but, un compteur t est incre´mente´ chaque
fois qu’un e´tat est explore´ au cours d’une recherche avec A* ponde´re´ et chaque
fois que la fonction heuristique est appele´e pour estimer la distance au but. En
effet, ces deux ope´rations sont de loin les plus couˆteuses de MGP. A` partir de
ce compteur, le nombre n d’actions applique´es au but est calcule´ comme suit :
n = (t− tp)/gr (4)
ou` tp repre´sente la pre´ce´dente valeur du compteur t et gr le coefficient d’e´volution
du but. gr nous permet d’ajuster la vitesse d’e´volution du but et la difficulte´ de
l’atteindre inde´pendamment du temps ou des caracte´ristiques techniques de la
machine physique sur laquelle sont re´alise´es les expe´rimentations.
3.2 Cadre expe´rimental
E´tant donne´ l’e´volution ale´atoire du but, chaque expe´rience a e´te´ re´alise´e 100
fois pour un proble`me et un coefficient d’e´volution de but donne´. Les re´sultats
pre´sente´s par la suite sont donc des moyennes. Toutes les expe´riences ont e´te´
mene´es sur une machine Linux Fedora 16 e´quipe´e d’un processeur Intel Xeon
4 Core (2.0Ghz) avec un maximum de 4Go de me´moire vive et 60 secondes de
temps CPU alloue´s.
Dans un premier temps, les diffe´rents algorithmes sont teste´s sur le domaine
Blockworld extrait de IPC-2 afin de mesurer leurs performances respectives
en fonction du coefficient d’e´volution du but. Dans un deuxie`me temps, nous
pre´sentons quelques re´sultats montrant l’impact du coefficient de retardement
ainsi que de la ponde´ration de l’heuristique (nous pre´sentons ici seulement les
re´sultats obtenus par les meilleurs algorithmes de la premie`re e´valuation). Pour
terminer, dans un troisie`me temps, nous proposons une vue d’ensemble des
performances des diffe´rents algorithmes sur diffe´rents domaines et proble`mes.
Les performances des algorithmes sont mesure´es par : (1) le pourcentage de
succe`s, i.e., le nombre de fois ou` un algorithme re´ussit a` atteindre le but, (2) le
temps mis pour atteindre le but, (3) la longueur des plans solution trouve´s.
3.3 Comparaison des algorithmes sur Blockworld
Dans cette partie, nous pre´sentons une comparaison des six algorithmes
pre´ce´demment introduits – SA*, GFRA*, MGP, MGP+OC, MGP+PF et
MGP+OC+PF – sur le proble`me 20 du domaine Blocksworld de la compe´tition
IPC-2 en fonction du coefficient d’e´volution du but. Le coefficient de retar-
dement pour MGP+PF et MGP+OC+PF est fixe´ arbitrairement a` 1.2 et le
coefficient de ponde´ration de l’heuristique est de 1 pour tous les algorithmes.
Les figures 1(a), 1(b) et 1(c) pre´sentent respectivement les re´sultats obtenus
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en termes de pourcentages de succe`s, temps de recherche et longueur des plans
trouve´s.
En ce qui concerne le crite`re de succe`s, le meilleur algorithme est
MGP+OC+PF. Meˆme avec un coefficient d’e´volution du but extreˆme gr = 1,
MGP+OC+PF parvient a` trouver une solution dans 95% des expe´riences
re´alise´es. Pour les autres strate´gies de retardement, les re´sultats sont le´ge`rement
moins bons mais restent tre`s satisfaisants puisqu’ils restent au dessus de 80%
de succe`s. L’approche na¨ıve SA* ne´cessite un coefficient d’e´volution du but 5
fois plus grand pour obtenir le meˆme pourcentage de succe`s. GFRA* lui n’at-
teint pas ce pourcentage de succe`s meˆme avec un coefficient d’e´volution du but
30 fois supe´rieur. Finalement, GFRA* est largement surclasse´ par les autres
algorithmes.
En terme de temps de recherche, le meilleur algorithme est e´galement
MGP+OC+PF. Puis viennent ensuite MGP+OC, MGP+PF et MGP. Fina-
lement, nous avons SA* et tre`s loin GFRA* (GFRA* n’est pas repre´sente´ sur la
figure 1(b)). Une fois encore, MGP+OC+PF surclasse les autres algorithmes.
Le couplage des deux strate´gies de retardement ame´liore de manie`re significative
la version na¨ıve de MGP.
S’agissant de la longueur des plans trouve´s, MGP et ses diffe´rentes variantes
produisent des plans plus longs que SA* et GFRA* (presque deux fois plus longs
dans le cas extreˆme ou` gr = 1). Deux raisons expliquent cette diffe´rence. Tout
d’abord, rappelons que la strate´gie de retardement OC ve´rifie si le nouveau but
est de´ja` pre´sent dans l’arbre de recherche. Si c’est le cas, MGP extrait alors
directement un nouveau plan a` partir de l’arbre de recherche. Toutefois, si ce
me´canisme limite le nombre d’appel a` la proce´dure de recherche, il ne garantit
pas que le plan extrait soit optimal car meˆme si l’heuristique est admissible,
l’arbre de recherche n’a pas e´te´ construit pour le nouveau but. Deuxie`mement,
la strate´gie de retardement PF (cf. figure 1(c)) tend a` augmenter la longueur
des plans trouve´s. Cependant, la diffe´rence de qualite´ des plans trouve´s est en
grande partie compense´e par des temps de recherche et des pourcentages de
succe`s biens meilleurs.
3.4 Impact du coefficient de retardement et de l’heuris-
tique ponde´re´e
Dans cette partie, nous e´valuons l’impact du coefficient de retardement
ainsi que de la ponde´ration de l’heuristique sur le meilleur algorithme obtenu
pre´ce´demment, i.e., MGP+OC+PF. Les expe´riences suivantes ont e´te´ re´alise´es
sur le meˆme proble`me (Blockworld proble`me 20) pour permettre une comparai-
son des re´sultats. E´tant donne´ que MGP+OC+PF a un pourcentage de succe`s
proche de 100% nous ne pre´sentons dans ce qui suit que les re´sultats en termes
de temps de recherche et de longueur de plans.
Impact du coefficient de retardement Les figures 2(a) et 2(b) pre´sentent
respectivement le temps de recherche et la longueur des plans obtenus en
11
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Figure 1 – Analyse compare´e des diffe´rentes approches sur le proble`me 20 de
Blocksworld.
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fonction du coefficient d’e´volution du but. Nous pouvons faire trois observa-
tions. Premie`rement, nous pouvons constater que le coefficient de retardement
ame´liore de manie`re significative les performances de MGP. Par exemple, MGP
avec un coefficient de retardement de 2 est 6 fois plus rapide que MGP avec
un coefficient de retardement de 0 lorsque l’e´volution du but est tre`s rapide
(gr = 1). Deuxie`mement, on peut constater que le temps de recherche ainsi que
la longueur des plans convergent rapidement vers une meˆme valeur et ce quelle
que soit par la suite la valeur de gr. Par exemple, avec un coefficient gr ≥ 4, le
coefficient de retardement n’a plus d’impact sur le temps de recherche et sur la
longueur des plans. Troisie`mement, on constate qu’une augmentation du coeffi-
cient de retardement implique e´galement une augmentation de la longueur des
plans trouve´s mais re´duit le temps de recherche. Par conse´quent, le coefficient de
retardement doit eˆtre choisi de manie`re a` eˆtre un compromis entre la longueur
des plans trouve´s et temps de recherche.
Impact de l’heuristique ponde´re´e Les figures 3(a) et 3(b) pre´sentent res-
pectivement le temps de recherche et la longueur des plans obtenus en fonction
de la ponde´ration de l’heuristique. La ponde´ration de l’heuristique w ame´liore
e´galement de manie`re significative les performances de MGP (MGP est 4 fois
plus rapide avec w = 2.0 qu’avec w = 1.0 pour un coefficient d’e´volution du
but gr = 1). En outre, l’impact de w sur la longueur des plans obtenus n’est
pas significatif : quelle que soit la ponde´ration de l’heuristique, la longueur des
plans est comparable pour une valeur de coefficient d’e´volution de but donne´.
En d’autres termes, la ponde´ration de l’heuristique augmente les performances
de MGP comme on pouvait si attendre, mais ne de´te´riore pas de manie`re impor-
tante la qualite´ des plans trouve´s. Habituellement, l’utilisation d’une heuristique
ponde´re´e de´te´riore bien plus la qualite´ des plans obtenus.
3.5 Vue d’ensemble des performances sur diffe´rents
proble´mes
Dans cette partie, nous pre´sentons une vue d’ensemble des performances des
diffe´rents algorithmes sur plusieurs proble`mes issus des compe´titions IPC : le
tableau 1 donne les temps de recherche obtenus et le tableau 2, les pourcentages
de succe`s. Comme pre´ce´demment, chaque expe´rience a e´te´ re´pe´te´e 100 fois pour
obtenir des re´sultats statistiquement repre´sentatifs. A` chaque expe´rience, un
temps CPU de 60 seconds et un maximum de 4Go de me´moire vive ont e´te´
alloue´s. Le coefficient de retardement a e´te´ fixe´ a` 1.2.
En terme de temps de recherche, on retrouve les re´sultats obtenus sur le
proble`me Blockworld 20 : MGP+OC+PF est largement plus rapide que les
autres algorithmes. De plus, MGP+OC+PF surclasse les variantes de MGP
avec une seule strate´gie de retardement. De meˆme, MGP+OC+PF surclasse
les autres algorithmes en termes de pourcentage de succe`s. Cependant, on
peut constater que MGP sans strate´gie de retardement e´choue sur certains
proble`mes (Elevator P35 and Freecell P26) que SA* re´sout, meˆme si d’une
13
 0
 50
 100
 150
 200
 250
 300
 0  5  10  15  20  25  30
Te
m
ps
 e
n 
se
co
nd
es
Coefficient d'évolution du but
SA*
MGP
MGP+OC
MGP+PF(1.2)
MGP+OC+PF(1.2)
(a) Temps de recherche en fonction du coefficient de retardement et du coefficient
d’e´volution du but.
 20
 30
 40
 50
 60
 70
 80
 90
 100
 110
 0  2  4  6  8  10
N
om
br
e 
d'
ac
tio
ns
Coefficient d'évolution du but
PF=0.0
PF=1.2
PF=1.4
PF=1.6
PF=1.8
PF=2.0
(b) Longueur des plans en fonction du coefficient de retardement et du coefficient
d’e´volution du but.
Figure 2 – Impact du coefficient de retardement sur le proble`me 20 de Blocks-
world.
14
 0
 5
 10
 15
 20
 0  2  4  6  8  10
Te
m
ps
 e
n 
se
co
nd
es
Coefficient d'évolution du but
w=1.0
w=1.2
w=1.4
w=1.6
w=1.8
w=2.0
(a) Temps de recherche en fonction de la ponde´ration de l’heuristique et du coefficient
d’e´volution du but.
 24
 26
 28
 30
 32
 34
 36
 0  2  4  6  8  10
N
om
br
e 
d'
ac
tio
ns
Coefficient d'évolution du but
w=1.0
w=1.2
w=1.4
w=1.6
w=1.8
w=2.0
(b) Longueur des plans en fonction de la ponde´ration de l’heuristique et du coefficient
d’e´volution du but.
Figure 3 – Impact de la ponde´ration de l’heuristique sur le proble`me 20 de
Blocksworld.
15
Proble`me SA* GFRA* MGP OC PF OC+PF
depot p03 8,12 - 2,40 1,28 1,67 0,78
depot p07 - - 7,41 6,42 1,73 1,13
driverlog p03 0,03 0,02 0,33 0,22 0,18 0,17
driverlog p06 13,57 - 4,32 5,50 5,53 4,35
elevator p30 24,85 23,69 29,32 3,23 2,22 1,46
elevator p35 23,04 - - 44,60 35,31 20,8
freecell p20 10,94 - - 4,72 6,20 3,65
freecell p26 48,76 - 56,61 26,70 32,12 24,2
pipeworld p04 0,50 17,73 1,68 0,49 0,55 0,48
pipeworld p08 - - 18,02 13,89 13,70 12,51
rover p03 23,35 14,17 3,72 2,85 2,15 1,87
rover p07 - - - 23,51 - 22,54
satellite p03 - 17,26 9,36 3,67 4,56 3,18
satellite p06 - - - - - 8,97
Table 1 – Comparaison du temps de recherche.
manie`re ge´ne´rale, la version na¨ıve de MGP reste meilleure que SA* et GFRA*.
Finalement, en termes de longueur de plans, toutes les approches trouvent des
plans de longueur comparable ce qui ne constitue par conse´quent pas un crite`re
discriminant entre les diffe´rentes approches.
Pour synthe´tiser ces re´sultats, OC et PF ame´liorent individuellement les
performances de MGP qui surclasse SA* et GFRA*. Les deux strate´gies de re-
tardement OC+PF couple´es donnent de meilleurs re´sultats que lorsqu’elles sont
utilise´es se´pare´ment. Les re´sultats obtenus sur diffe´rents domaines et proble`mes
confirment que MGP+OC+PF est le meilleur algorithme et que GFRA* est
largement de´passe´ (GFRA* met a` jour la fonction heuristique de tous les e´tats
de l’arbre de recherche avant chaque nouvelle recherche ce qui le pe´nalise com-
parativement aux autres algorithmes).
4 Conclusion
Dans cet article, nous avons propose´ une approche pour la planification de
taˆches en boucle ferme´e, appele´e MGP, qui adapte continuellement son plan
aux e´volutions successives du but. MGP s’appuie sur une recherche heuristique
ponde´re´e incre´mentale de type A* et entrelace planification et exe´cution. Afin
de limiter le nombre de recherches effectue´es pour prendre en compte les change-
ments dynamiques du but au cours du temps, MGP retarde autant que possible
le de´clenchement de nouvelles recherches. Pour cela, MGP utilise deux strate´gie
de retardement : Open Check (OC) qui ve´rifie si le but est encore pre´sent dans
l’arbre de recherche et Plan Follow (PF) qui estime s’il est pre´fe´rable d’exe´cuter
les actions du plan courant pour se rapprocher du nouveau but plutoˆt que de re-
lancer une nouvelle recherche. De plus, MGP utilise une strate´gie conservatrice
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Proble`me SA* GFRA* MGP OC PF OC+PF
depot p03 10 - 99 30 60 100
depot p07 - - 33 12 14 88
driverlog p03 100 100 100 100 100 100
driverlog p06 1 - 1 56 88 98
elevator p30 69 99 91 100 100 100
elevator p35 1 - - 19 5 55
freecell p20 39 - - 99 100 100
freecell p26 56 - 1 100 100 100
pipeworld p04 99 7 99 99 98 100
pipeworld p08 - - 48 70 60 76
rover p03 48 8 99 99 94 99
rover p07 - - - 32 - 52
satellite p03 - 1 4 16 15 52
satellite p06 - - - - - 28
Table 2 – Comparaison du pourcentage de succe`s.
Proble`me SA* GFRA* MGP OC PF OC+PF
depot p03 20,80 - 21,73 21,67 25,18 22,83
depot p07 - - 25,24 23,08 26,00 24,74
driverlog p03 7,30 4,14 8,42 11,57 12,57 9,57
driverlog p06 12,00 - 14,00 15,00 11,23 16,91
elevator p30 29,20 27,88 27,33 28,42 27,74 28,80
elevator p35 34,00 - - 33,05 32,20 32,18
freecell p20 29,97 - - 29,99 29,99 29,99
freecell p26 37,02 - 38,00 37,01 37,01 37,01
pipeworld p04 3,21 11,86 7,61 9,19 10,20 8,12
pipeworld p08 - - 18,21 21,09 19,76 21,02
rover p03 44,53 44,73 44,40 44,54 44,66 44,24
rover p07 - - - 43,20 - 43,50
satellite p03 - 42,00 26,00 24,69 32,12 25,80
satellite p06 - - - - - 26,00
Table 3 – Comparaison de la longueur des plans obtenus.
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et efficace de mise a` jour incre´mentale de l’arbre de recherche lui permettant de
re´duire le nombre d’appels a` la fonction heuristique et d’acce´le´rer la recherche
d’un plan solution.
Nous avons montre´ expe´rimentalement que MGP surclassait l’approche na¨ıve
SA* et l’algorithme de re´fe´rence GFRA*. Nous avons e´galement montre´ que : (1)
la combinaison des deux strate´gies de retardement OC+PF donnait de meilleurs
re´sultats que chacune conside´re´e individuellement ; (2) le coefficient de retarde-
ment qui permet de parame´trer la strate´gie PF doit eˆtre un compromis entre
la longueur des plans trouve´s et le temps de recherche et (3) la ponde´ration de
l’heuristique ame´liore de manie`re significative les performances de MGP sans
trop de´te´riorer la qualite´ des plans trouve´s.
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