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Many new developments to detect and miti-
gate toxicity are currently being evaluated. We
are particularly interested in the correlation be-
tween toxicity and the emotions expressed in
online posts. While toxicity may be disguised
by amending the wording of posts, emotions
will not. Therefore, we describe here an en-
semble method to identify toxicity and clas-
sify the emotions expressed on a corpus of
annotated posts published by Task 5 of Se-
mEval 2021—our analysis shows that the ma-
jority of such posts express anger, sadness and
fear. Our method to identify toxicity combines
a lexicon-based approach, which on its own
achieves an F1 score of 61.07%, with a su-
pervised learning approach, which on its own
achieves an F1 score of 60%. When both meth-
ods are combined, the ensemble achieves an F1
score of 66.37%.
1 Introduction
Healthy conversations are only possible when peo-
ple feel safe from abuse and do not resort to using
violent language. Regrettably, violent and inflam-
matory language is becoming increasingly common
online. Indeed, the rhetoric of violence recently em-
ployed on social media has persuaded platforms,
such as Twitter, to create new policies to prevent the
use of threatening language (Twitter, Inc., 2021). A
jargon word, cyberbullying, has been coined lately
to refer to the use of electronic communication to
send or post messages of an intimidating or threat-
ening nature (Zaheri et al., 2020).
Along with cyberbullying, other forms of verbal
abuse employed on social media, such as online
harassment and hate speech, are now being collec-
tively referred to as toxicity in language (Mohan
et al., 2017). We are interested in developing algo-
rithms to recognise toxicity and measure its impact
on the sentiment expressed.
Most of the data available to investigate toxic-
ity classify whole comments or documents (Wul-
czyn et al., 2017; Borkan et al., 2019), and do
not identify “spans”—that is, the precise word se-
quences that make a text toxic. Given how impor-
tant such spans are for the implementation of semi-
automated moderation, we have participated on
Task 5 (Toxic Spans Detection) of the International
Workshop on Semantic Evaluation (SemEval) 2021
(Pavlopoulos et al., 2021). Thus far, we have con-
centrated on the combination of two approaches: a
lexicon-based approach and a supervised learning
approach to identify toxic spans.
Although the identification of toxic spans in on-
line posts can be aided by a suitable lexicon of
toxic words, such words can easily be concealed
through minor changes—for instance, “fck urself”
is a toxic span that would evade detection based on
basic lists of profane words. However, emotions
are harder to conceal. Hence, we are interested
in using opinion mining to uncover the emotions
expressed in text. Emotions may be able to iden-
tify toxicity, regardless of wordings and spellings.
Thus, we dedicate part of this study to measure the
correlation between toxicity and emotions.
The remainder of this paper is organised as fol-
lows: Section 2 reviews the related work. Sec-
tion 3 describes the datasets that we used for our
experimentation. Section 4 is dedicated to explain
our algorithm for the identification of toxic spans.
Section 5 presents our results and, finally, Section 6
offers our conclusions.
2 Background
The existing literature on toxicity focuses on two
main aspects: the compilation and annotation of
corpora for research purposes (Fortuna et al., 2020;
Waseem, 2016); and the automatic detection of
different types of toxic text.
Among the different types of toxic text under
scrutiny, we may include hate speech (Badjatiya
et al., 2017; Davidson et al., 2017; Del Vigna et al.,
2017), online harassment (Golbeck et al., 2017),
racism (Waseem, 2016), sexism (Jha and Mamidi,
2017), abusive language (Mehdad and Tetreault,
2016) and cyberbullying (Zhong et al., 2016).
At present, the detection of toxicity is largely
based on state-of-the-art natural language process-
ing techniques, typically involving machine learn-
ing. The main drawback of such techniques resides
in the limited generalisation potential of trained
machine learning models (Fortuna et al., 2020). To
overcome this weakness, we have integrated into
our research the use of a lexicon-based approach,
where toxic language is identified with the help
of a dictionary of words associated with toxic text
(De Smedt et al., 2020).
Combining lexicons with machine learning ap-
proaches has already been evaluated by other re-
searchers, remarkably Pamungkas and Patti (Pa-
mungkas and Patti, 2019), though they employed
a lexicon originally built for the Italian language,
and then translated it into other languages, whereas
we focus on English from the start. Various other
lexicons, handcrafted by domain experts who spe-
cialise on the identification of toxicity have been
published too—for example, Textgain’s Profan-
ity and Offensive Words lexicon (De Smedt et al.,
2020)—but many of them are not available for free.
In an attempt to mitigate toxicity and promote
work on this area, the research community has re-
leased a number of annotated datasets for inves-
tigating different forms of toxicity (Waseem and
Hovy, 2016; Waseem, 2016; Golbeck et al., 2017).
However, they all follow different labelling conven-
tions. Consequently, they cannot be analysed using
a uniform method.
Overall, toxicity detection and classification
lacks a consistently labelled standard dataset for
comparative evaluation (Schmidt and Wiegand,
2017). Therefore, the data provided by Task 5
(Toxic Spans Detection) of SemEval 2021 is very
well regarded (Pavlopoulos et al., 2021).
3 Experimental Setup
Task 5 of SemEval 2021 uses posts from the pub-
licly available Civil Comments dataset (Tensor-
Flow, 2021). Such a dataset comprises annotations
indicating which entire posts are toxic, but it does
not label particular toxic spans within the posts.
The Civil Comments platform (Drupal, 2021),
which is where the posts come from, is a comment-
ing plugin for independent news websites. All the
comments were created between 2015 and 2017,
and they appeared on approximately 50 English
language websites across the world. When Civil
Comments shut down in 2017, the comments be-
came publicly available in an open archive for fu-
ture research (TensorFlow, 2021).
To build the dataset, SemEval retained only posts
that were found toxic—or severely toxic—by at
least half of the annotators involved in Borkan, et
al.’s annotation (Borkan et al., 2019). This com-
prises 30k toxic posts, approximately, out of the
original 1.2M. Then, a random subset of 10k posts
from these 30k toxic posts were chosen for toxic
spans annotation (CodaLab, 2021).
4 System Overview
Although machine learning technology is being
widely employed to detect toxic text automatically,
the use of a lexicon to identify and prevent toxicity
in social media still constitutes a valuable approach.
Indeed, the number of lexicons specialised on the
detection of profanity, offensive speech and toxi-
city in general has grown steadily in recent times
(De Smedt et al., 2020).
Lexicons are not susceptible to algorithmic bias
(Hajian et al., 2016), and are not limited to the
domain and scope of the training data, which has
previously raised a number of ethical concerns,
given how much training data is historically asso-
ciated with particular communities (Hao, 2019).
Hence, we employ a lexicon as our first step in the
detection of toxic spans.
Originally, our lexicon was made, specifically,
for Task 5 of SemEval 2021, as we compiled it by
extracting all the toxic words available in the train-
ing and trial datasets for Task 5—we considered a
word as a toxic word if it was included in a toxic
span identified by the annotators.
Upon compiling all the toxic words available in
the training and trial datasets (1,287 words), we
proceeded to extend our lexicon with words listed
in other lexicons. While there are many freely-
available lexicons of toxic words, we favoured
those that maintained the accuracy of the detec-
tion of toxic spans achieved by our lexicon. Ta-
ble 1 shows the F1 scores achieved by each of the
lexicons considered, when combined with our lexi-
con to evaluate them on the training dataset.
Lexicon F1 Training Number of words
Task 5 Lexicon 64.30% 1,287
Banned Word List 64.30% 1,332
Offensive/Profane Word List 61.25% 2,516
Google’s Profanity Words 64.30% 1,681
Insult.wiki 63.94% 1,846
Compiled bad words 63.99% 2,546
Swear Word List & Curse Filter 64.30% 1,580
Table 1: F1 score per lexicon (evaluated on the training dataset).
The first row of Table 1 refers to the lexicon
we created after compiling all the toxic words
available in the training and trial datasets of Task
5 of SemEval 2021—we named this lexicon the
Task 5 Lexicon. Using bold font, we have high-
lighted the details of the lexicons that achieved
the same F1 score as the Task 5 Lexicon, when
combined with it to evaluate them on the training
dataset. Such lexicons are the ones that we decided
to use, namely, the Banned Word List (http://
www.bannedwordlist.com/), Google’s Profanity
Words (https://github.com/RobertJGabriel/
Google-profanity-words), and the Swear Word
List & Curse Filter (https://www.noswearing.
com/dictionary). Table 1 also displays the num-
ber of words available in each of the lexicons eval-
uated, when combined with the Task 5 Lexicon.
As shown in Table 1, the Offensive /
Profane Word List (https://www.cs.cmu.
edu/˜biglou/resources/) and the Com-
piled bad words (https://github.com/
minerva-ml/open-solution-toxic-comments/
blob/master/external_data/compiled_bad_
words.txt) have a negative impact on the perfor-
mance of toxicity detection, even if it is only by a
small margin. Thus, we discarded these lexicons.
After creating our lexicon, we manually removed
from it words that were part of the toxic spans an-
notated in Task 5 of SemEval 2021, but were not
included in the three lexicons displayed in bold
font in Table 1. For example, the word “mistake”
located in the post “They elected Trump,
which was certainly a mistake” was
considered toxic by the annotators, in the context
of the post. However, we removed it from our lexi-
con, because “mistake” does not appear in any of
the three lexicons mentioned above. Our lexicon
comprises a total of 1,929 words, and we refer to
it as the Orthrus lexicon—it is available at https:
//github.com/Orthrus-Lexicon/Toxic.
While our lexicon-based approach was consider-
ably useful to identify toxicity, as we will show in
Section 5, we recognise the value of machine learn-
ing approaches. The success of the Perspective
project undertaken by Google and Jigsaw to rate
toxicity by means of machine learning (Jain et al.,
2018), as well as the impact of the Perspective
API to mitigate toxicity using machine learning cer-
tainly deserve our attention. Therefore, we opted to
employ spaCy (Explosion, 2021b), an open-source
software library for natural language processing,
to develop a supervised learning approach for the
identification of toxicity.
Our choice of spaCy was further motivated by
the organisers of Task 5 of SemEval 2021, who
released a Python script referring, precisely, to
this library (Task 5, 2021). Initially, we employed
en core web sm, which is a spaCy model for
the English language (Explosion, 2021a). We em-
ployed this model, because it was the one used
in the code provided by the organisers of Task 5
as a solution for some NLP tasks—namely, POS
tagging, NER and dependency parsing (Task 5,
2021). However, given that en core web sm is
based on a small English corpus, we also tested
en core web lg, which is spaCy’s large English
model (Explosion, 2021a).
Despite spaCy’s large English model being un-
derstandably slower, it did not appear to improve
the performance of our implementation. The F1
score achieved, on average, by spaCy’s small En-
glish model after 10 executions (59.61%) was ap-
proximately the same as the score achieved by the
large English model under the same circumstances
(59.95%). Thus, we favoured the choice of the
small model, as it was faster to train.
5 Results
Table 2 shows the F1 score achieved by our imple-
mentation when evaluating it on the test dataset.
Approach F1 Score
Orthrus Lexicon 61.07%
Orthrus Lexicon + spaCy Model (Union) 61.53%
Orthrus Lexicon + spaCy Model (Intersection) 66.37%
Table 2: Evaluation on the test dataset.
As shown in Table 2, our lexicon achieves, on
its own, an F1 score of 61.07%. By combining
our lexicon with the supervised learning approach
implemented using spaCy, we achieve two results:
61.53%, if we consider the union of the results
yielded by the lexicon and the supervised learning
approach; and 66.37%, if we consider the intersec-
tion of the results yielded by the lexicon and the
supervised learning approach.
We are interested in the identification of emo-
tions expressed in text, because concealing emo-
tions may be harder than disguising toxicity. For
example, the post “uh, no, he’s a belligerent buf-
foon (and a traitor)”, which is post 1,928 of the
training dataset of Task 5 of SemEval 2021, lacks
any recognisable toxic features, such as insults or
swear words. Hence, it is classified as non-toxic by
any of the lexicons highlighted in bold font in Ta-
ble 1. Moreover, this post does not have any toxic
spans marked by the annotators. Nevertheless, the
negative sentiment of “belligerent buffoon” and
“traitor”—words which are not typically found in
any abusive word list—guarantees that the message
conveyed is definitely toxic; otherwise, it would
not be part of the training dataset.
If we included emotion information in our analy-
sis, we could immediately detect the negative tone
of the post mentioned above. Indeed, the proba-
bility of such a post to communicate anger is 1.0,
according to text2emotion, a Python package
to extract emotions from text (Python Software
Foundation, 2021). The expression of anger is so
evident in this case that the post can be marked as
a candidate to be considered toxic.
Using text2emotion, we assigned each post
in the test dataset a probability associated with each
of the emotions reported in Figure 1. The values
shown in Figure 1 represent the addition of the
probabilities of each emotion to occur in each of the
posts of the test dataset. Clearly, fear, sadness and
anger—the three emotions combined together—are
more likely to occur than happiness and surprise—
the two emotions combined together—which may
characterise the toxicity of the dataset.
Figure 1: Emotion expressed on the test dataset.
6 Conclusions
In this paper, we have described the creation of
a lexicon of toxic words and a supervised learn-
ing approach to identify toxicity in online posts.
Our lexicon, along with the supervised learning
approach, achieved an F1 score of 66.37% on Task
5 of SemEval 2021. We have also explored the
relationship between emotions and toxicity. Al-
though our study is still in progress, preliminary re-
sults indicate that there exists a correlation between
emotions such as sadness and fear and toxicity.
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