Abstract We use spline quasi-interpolating projectors on a bounded interval for the numerical solution of linear Fredholm integral equations of the second kind by Galerkin, Kantorovich, Sloan and Kulkarni schemes. We get theoretical results related to the convergence order of the methods, in case of quadratic and cubic spline projectors, and we describe computational aspects for the construction of the approximate solutions. Finally, we give several numerical examples, that confirm the theoretical results and show that higher orders of convergence can be obtained by Kulkarni's scheme.
In this paper, we consider more specifically the integral operator where X = C(I) and the kernel k ∈ C(I 2 ). Then T is a compact linear operator defined on X . Let X n := S
T x(s)
:
d−1 d
(I, T n ) be the space of splines of degree d on the uniform knot sequence T n := {t i = a + ih, 0 ≤ i ≤ n}, with h = (b − a)/n, and C d−1 smoothness. In particular we consider quadratic (d = 2) and cubic (d = 3) splines, because such a choice lies on our experience of using such functions which has proved to be efficient in many integration problems (see e.g. [10] [11] [12] [13] ).
Let π n be a quasi-interpolating projector (abbr. QIP) on X n (i.e. π n f = f , ∀ f ∈ X n ) described in Section 2 below. For u ∈ X , we can write π n u as 3) where N =dim(X n ) = n + d, the B ′ i s are B-splines and the coefficients λ i (u) are local functionals using discrete values of u in some neighbourhood of supp(B i ).
We use such spline QIPs (1.3) for the numerical solution of (1.1)-(1.2) by Galerkin, Kantorovich, Sloan schemes (see e.g. [3, 14] ) and by the more recent Kulkarni scheme (see [7] [8] [9] ).
We remark that, recently, the use of the spline quasi-interpolation has been proved to work well for the approximation of solution of integral equations (see e.g. [1, 2] ). In particular, in [1] a degenerate kernel method based on (left and right) partial approximation of the kernel by a discrete quartic spline quasi-interpolant is provided. In [2] , the authors propose and analyse a collocation method and a modified Kulkarni's scheme based on spline quasi-interpolating operators, which are not projectors, but reproduce polynomial spaces, while the original Kulkarni's scheme requires the use of projection operators.
Here is an outline of the paper. In Section 2 we introduce the quadratic and cubic spline QIPs and present their convergence properties. In Section 3 we consider the four projection methods based on the spline QIPs (1.3):
1. Galerkin's method, where T , in (1.1), is approximated by T g n := π n T π n , and the right hand side f by π n f . The approximate equation is then Moreover, in such a section, we construct the corresponding approximate solutions by solving linear systems. In Section 4 the convergence of the above methods is analysed and the obtained results show that the Kulkarni's method has the highest convergence order with respect to the other three ones. Moreover, in case d = 2, superconvergence properties at specific points occur for Galerkin, Kantorovich and Kulkarni methods.
In Section 5 we describe the computational aspects for the construction of approximate solutions.
In Section 6, we present some quadrature formulas of product type with B-spline weight functions (details will be given in [4] ) used in the computation of the approximate solutions.
In Section 7, we give numerical results on examples of integral equations with more or less smooth kernels, comparing the four above methods. The numerical comparisons among Galerkin, Kantorovich, Sloan and Kulkarni methods based on our quadratic or cubic spline QIPs, confirm the theoretical results of Section 4.
Finally, Section 8 contains the proofs of some theorems and technical lemmas, presented in Sections 2 and 4.
Spline quasi-interpolating projectors

A quadratic spline quasi-interpolating projector
Setting J := {0, 1, . . . n + 1}, the n + 2 quadratic B-splines {B i , i ∈ J}, with support [t i−2 ,t i+1 ], on the usual extended knot sequence T n ∪ {t −2 = t −1 = t 0 = a; b = t n = t n+1 = t n+2 } form a basis of the space S 1 2 (I, T n ) of C 1 quadratic splines on the partition T n . We set
We also introduce the set S n := {s j , 1 ≤ j ≤ n}.
We choose the quasi-interpolating projector P 2 defined as
where the linear coefficient functionals have the following expressions
and, for 2 ≤ i ≤ n − 1,
These coefficients are computed in order to make P 2 a projector, i.e. to make functionals a dual basis to B-splines: λ i (B j ) = δ i j for all pairs (i, j). For instance, in order to obtain (2.3), starting from the following expression
we see that λ i (B j ) = 0 for j < i−2 and j > i+2. Then writing the conditions λ i (B j ) = δ i, j for j = i − 2, i − 1, i respectively, we obtain the equations
. Similarly, we get the coefficient functionals (2.2).
This projector can be written in the quasi-Lagrange form
where the quasi-Lagrange functions are linear combinations of a finite number of Bsplines. For the sake of completeness, we give their expressions in terms of B-splines: 
} form a basis of the space S 2 3 (I, T n ) of C 2 cubic splines on the partition T n .
We consider a projector whose general coefficient functional is based on 7 values of f . There is a simpler one, whose general coefficient functional is based on 5 values of f . However, as its norm is rather high, we prefer to use the former, which is slightly more complicated, but has a smaller norm.
The projector is defined by 5) where the linear coefficient functionals have the following expressions 6) and, for 3 ≤ i ≤ n − 1,
Also in this case, the coefficients are computed in order to make P 3 a projector, i.e. to make functionals a dual basis to B-splines: λ i (B j ) = δ i j for all pairs (i, j). For instance, in order to obtain (2.7), starting from the following expression
It is easy to see that λ i (B j ) = 0 for j < i− 3 and j > i+ 3. Then, writing the conditions . Similarly, we get the coefficient functionals (2.6).
where the quasi-Lagrange functions are linear combinations of a finite number of Bsplines. For the sake of completeness, we give their expressions in terms of B-splines:
,
. Therefore we deduce that P 3 ∞ ≤ 17/3 ≈ 5.33, for any uniform partition.
The exact value is obtained in the following theorem, whose proof is given in Section 8, by considering the corresponding Lebesgue function Λ := ∑ 2n i=0 |L i |.
Theorem 2.2
The infinite norm of the cubic spline projector P 3 is equal to
Convergence properties of the spline QIPs
Since the operators π n = P 2 or P 3 are projectors that are uniformly bounded independently of the uniform partition T n , classical results in approximation theory (see e.g.
where
35 for π n = P 2 3.17 for π n = P 3
Therefore, using the fact that
, where Π d is the space of polynomials of degree d, and a Jackson type theorem for splines ([5] , chapter XII), we can conclude that there exist constants C j , depending on C and j, such that for all
where ω is the modulus of continuity of f ( j) .
In particular for j = 2 (resp. j = 3) and when f has a third (resp. fourth) order continuous derivative, we obtain
Moreover, using some majorations and a graphical study, one can get the following error bounds for smooth functions. (3) bounded, there holds
Theorem 2.3 1. For the quadratic projector P 2 and f
2. For the cubic projector P 3 and f (4) bounded, there holds
Proof In the first case, using Taylor's formulas
and the fact that P 2 is exact on Π 2 , we get
Then, from the majorations
one gets
Taking into account that the quasi-Lagrange functions have local support and the knot sequence is uniform, the graphical study of this function, by using a computer algebra system, provides L(x) ≤ (7/4)h 3 and finally
A similar method is used for the cubic projector P 3 . Using a Taylor expansion of order 3, we first obtain
Then, from the two upper bounds
The graphical study of this function provides L(x) ≤ (32/3)h 4 and finally
which completes the proof.
⊓ ⊔
The quadratic spline projector P 2 has the particularly interesting property to be superconvergent on the sets of evaluation points T n and S n , as shown in Lemma 4.1 given in Section 4.2. It seems that there is no similar result for cubic splines.
The four projection methods
Considering the approximate equations (1.4), (1.5), (1.6) and (1.7), where π n is P 2 or P 3 , defined in (2.1) and (2.5), respectively, here we propose the construction of the corresponding approximate solutions.
Galerkin method
The approximate solution of (1.4) can be written in the form
where the X j 's are obtained as follows.
Substituting in the equation (1.4), as π n u n = u n , we get
On the other hand, we have
therefore, by identifying the coefficients of B i , we obtain the linear equations
Introducing, respectively, the vector g and the matrix B defined by
the linear system to solve is then
with X the vector whose components are the unknown X j .
Kantorovich method
The approximate solution of (1.5) can be written in the form
where the X j 's are obtained as follows. Substituting in the equation (1.5), we get
As we have
therefore, by identifying the coefficients of B i , we obtain the equations
Let c be the vector with components
and let B be the matrix defined in Section 3.1, then the linear system to solve is
The approximate solution of (1.6) is obtained as an iterate of Galerkin's solution
Therefore, we have first to compute u g n = π n f + ∑ i∈J X i B i (Section 3.1), then
So, we finally get
for which we need the computation of integrals with B-spline weight functions
Kulkarni method
We recall that the equation to solve is the following (the upper index m is deleted for the sake of clearness)
where the operator T n is defined by
We can deduce the expressions:
Therefore, we obtain the following expression for u n :
which has also the following form, with two vectors X and Y of unknown coefficients:
Thus, the problem has 2N unknowns. Substituting (3.5) in (3.4) and setting B * i := TB i , we get
Consider the vectors b, c and the matrices A, B, C with components :
We notice that A i, j := λ i (B j ) = δ i, j , since the functionals are a dual basis to B-splines, therefore A = I. Thus, identifying the coefficients of B i andB j (we assume that they are linearly independent), we obtain the double system of linear equations
It can be written in a simpler form, since the second equation can be substituted in the first:
Introducing the block vectors and matrices, of size 2N,
finally we are led to solve the system of 2N linear equations:
This system can be reduced to the solution of one system of N algebraic equations. Indeed, substituting (3.6) for (3.6)+(3.7), we get
From equation (3.7), we now take
that we substitute in (3.8) to get
Solving this equation gives Y, then X is computed by (3.9).
Convergence of the methods
Error bounds
For the four methods, since (I − T ) is invertible, then (I − π n T ), (I − T π n ) and (I − T m n ) are invertible for n large enough and we have
where Γ 1 , Γ 2 and Γ 3 are constants independent of n ( [3, 7] ). Hence for n large enough, the equations have unique solutions and we get respectively In case of π n = P 2 , we need specific results on the projector. We present them in Lemma 4.1, 4.2 and 4.3, whose proofs are given in Section 8, where we denote respectively e 3 (x) = π n m 3 (x) − m 3 (x), with m 3 (x) := x 3 , and v n = π n u − u. Lemma 4.1 (Superconvergence of π n on T n and S n ). If u (4) ∞ is bounded, for 0 ≤ i ≤ n and 1 ≤ j ≤ n, 
. 
i.e. a superconvergence phenomenon occurs at the sets of evaluation points T n and S n , in case of Galerkin, Kantorovich and Kulkarni methods.
Theorem 4.2 Assume that the solution u has a bounded fourth derivative, then, for
π n = P 3 , there holds (i) for the three first methods
(ii) for the Kulkarni's method
Proof These results are straightforward consequences of inequalities (4.1), (4.2), (4.3), (4.4) and Theorem 2.3.
⊓ ⊔
We remark that the Kulkarni's scheme, based on quadratic and cubic spline QIPs, has a convergence order higher than the other three ones based on the same QIPs. We also notice that, in [7] , Kulkarni proposes a scheme for the solution of (1.1)-(1.2), based on orthogonal projections in the space of (discontinuous) piecewise polynomials of degree d and she shows that the corresponding error bound is O (h 3(d+1) ). The proof of such a superconvergence result is based on the orthogonality of the projections. Since our Kulkarni's scheme is based on spline operators that are projectors but are not orthogonal, we can not get the superconvergence result obtained in [7] . However, we have shown that our method has a good convergence order (i.e. seven in case d = 2 and eight in case d = 3) and a superconvergence property at the evaluation points in case of π n = P 2 .
Computation of the solutions
In this section, we briefly describe the computational aspects needed for the computation of approximate solutions in the four projection methods.
Vectors and matrices for the Galerkin, Kantorovich and Sloan methods
The components of the right-hand side g in (3.1) are 
For the computation of the vector b, we need the band matrix L of size N × (2n + 1) associated with the linear forms λ i of the projector π n . So, we have b = Lf, wherẽ f ∈ R 2n+1 is the vector of discrete values of f at the points of sets T n and S n .
The coefficients of the matrix B in (3.1) are B i, j := λ i (T B j ), with
In order to evaluate these integrals, we need the values T B j (t k ) and T B j (s ℓ ), i.e. the values of this function at the points of T n and S n , so we have to construct a (2n + 1) × N matrix that we denote by V. Then, we use suitable product quadrature formulas with B-spline weight functions B j , presented in Section 6. Finally, one gets B = LV.
For the construction of c in (3.2), we need the intermediate vector with components
that can be evaluated by using a suitable Romberg's quadrature formula. The vectors and matrices in (3.3) are known by Galerkin method implementation.
Vectors and matrices for Kulkarni's method
For the computation of the solution Y of (3.10) and of the vector X in (3.9), we need the vectors b, c and the matrices B, C.
-The vector b of components b i = λ i ( f ) is the same used for the Galerkin method and defined in Section 5. 
by using a suitable Romberg's quadrature formula. Finally, one gets C = LB * .
Quadrature formulas with B-spline weight functions
In numerical experiments, we use product type quadrature formulas (abbr. PQF) with B-spline weight functions and classical quadrature formulas. As there are many possibilities for the construction of such PQF, we have done several tests on various rules and selected those that appeared to be the best in numerical examples, in particular those having the least number of negative weights. The latter formulas are listed below, where we write that a formula is of order ℓ if it is exact on P ℓ−1 .
PQF for quadratic B-splines
Formula of order 4 for inner B-splines
Formulas of order 3 for boundary B-splines
There are two specific boundary B-splines: B 0 , with support [a,t 1 ] and B 1 , with support [a,t 2 ].
and similar formulas for B n and B n+1 . ;
Formula of order 9 for inner B-splines
t i+1 t i−2 B i (t) f (t)dt ≈ h 41 51975 f (t i−2 ) + 1024 779625 f t i−2 + s i−1 2 + 827 14175 f (s i−1 ) + 95 378 f (t i−1 ) + 8894 23625 f (s i ) + 95 378 f (t i ) + 827 14175 f (s i+1 ) + 1024 779625 f t i+1 + s i+1 2 + 41 51975 f (t i+1 ) , 2 ≤ i ≤ n − 1.
Formulas of order 9 for boundary B-splines
- t 1 a B 0 (t) f (t)dt ≈ 8 ∑ j=0 a j f (r j ), r j = a + jh/8B i (t) f (t)dt ≈ h 6 ( f (t i−2 ) + 4 f (t i−1 ) + f (t i )) , 3 ≤ i ≤ n − 1.
Formulas of order 4 for boundary B-splines
Symmetric formulas hold for the three last boundary B-splines.
Formula of order 8 for inner B-splines
t i+1 t i−3 B i (t) f (t)dt ≈ h 1890 (19 f (s i−2 ) + 159 f (t i−2 ) + 453 f (s i−1 ) + 628 f (t i−1 ) +453 f (s i ) + 159 f (t i ) + 19 f (s i+1 )) , 3 ≤ i ≤ n − 1.
Formulas of order 8 for boundary B-splines
;
a j f (r j ), r j := a + jh/2, with coefficients
.
Numerical results
In this section, we compare the numerical results obtained by the Galerkin, Kantorovich, Sloan and Kulkarni's methods on integral equations of kind (1.1)-(1.2), whose exact solution u is known (see Table 7 .1, with x 1 := 1 − s, c 1 := cos(1), s 1 := sin(1) in the function f of Test 2). For the evaluation of integrals (5.1) we use the PQF proposed in Section 6 of order at least equal to the expected convergence order of the method, given in Theorems 4.1 and 4.2. For the evaluation of integrals (5.2) and (5.3) we apply the quadrature formulas generated by the 4th column of Romberg's algorithm (the first being the trapezoidal formula), that is written as follows:
where the coefficients A r are given by
Firstly, we compute the maximum absolute error
where G is a set of 1500 equally spaced points in I = [a, b] and β = g, k, s, m, in case of methods based both on the spline operator P 2 and on P 3 , for increasing values of n. The results are reported in Tables 7.2÷7 .6, where the quantities O g , O k , O s and O m are the numerical convergence orders, obtained by the logarithm to base 2 of the ratio between two consecutive errors. 
Concerning the smoothness of the test functions, in the first three tests, the kernel k, the function f and the solution u are sufficiently smooth so we expect and get the optimal convergence orders stated in Theorems 4.1 and 4.2. In Test 4, the kernel k is C 2 (I), but not C 3 (I), with respect to the variable s, f ∈ C 0 (I), but f / ∈ C 1 (I) and consequently we expect and get reduced convergence orders in case of Galerkin, Kantorovich and Kulkarni methods (as noticed in [7] in case of other projector choices). Similarly, in Test 5, the kernel k is C 2 (I), but not C 3 (I), with respect to the variable t, f ∈ C 0 (I), but f / ∈ C 1 (I) and so we expect and get a reduced convergence order in case of Galerkin and Sloan method.
For the Tests 1, 2 and 3, we also compute the maximum absolute error at the evaluation points belonging to T n and S n es β n = max
where β = g, k, m, in case of methods based on the spline projector P 2 , for increasing values of n. The results, reported in Table 7 .7, confirm the theoretical superconvergence properties at the evaluation points given in Remark 4.1. 
Proof of Theorem 2.1
For the sake of simplicity, we take I = [a, b] = [0, n] with h = 1. By using a computer algebra system, a first graphical study shows that the maximum of the Lebesgue function Λ = ∑ 2n i=0 |L i | is attained in the first and last intervals. The first interval [0, 1] is covered by the supports of the seven first quasi-Lagrange functions (except L 4 ) and, using the local BB(=Bernstein-Bézier)-coefficients of B-splines B 0 , B 1 , B 2 and the definition of the quasi-Lagrange functions given in (2.4), we get the BB-coefficients of the latter, given in Table 8 .1. 
we deduce its equation Λ 0 (x) = 5x(1 − x) + 2x 2 = 5x − 3x 2 .
On the other hand, from the BB-coefficients of L 0 , we deduce
We As e 3 (x) = 0 on S n ∪ T n , we see that π n u − u = O(h 4 ) at those points and we get the superconvergence of the quadratic projector. This ends the proof of Lemma 4.1. ⊓ ⊔
Proof of Lemma 4.2
For the first equality, we use the symmetry of the abscissae with respect to the midpoint of the interval and the exactness of π n on Π 2 . Thus, the quadrature formula associated with the QIP is exact on Π 3 . For the second one, observe that, setting m 3 (x) = (x−s i ) 3 +q 2 (x) = q 3 (x)+q 2 (x), where q 2 ∈ Π 2 , as π n q 2 − q 2 = 0, we get For the second equality, using the same technique, we obtain As the second term of the right-hand side is a O(h 4 ), taking g(x) = u (3) (x) in the first term, the first equality of the present lemma leads to the desired result. ⊓ ⊔
