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Abstract
Many research groups have described genetic networks as networks of Boolean vari-
ables. We will show that these Boolean network models are examples of Finite Dy-
namical Systems (FDS), and we will generalize Boolean networks to ﬁnite ﬁelds, which
we call ﬁnite ﬁeld genetic network models. We also show two diﬀerent methods to
construct these FDS models over ﬁnite ﬁelds from microarray experimental data. Our
generalization, however, allows for a more natural treatment of microarray data than
Boolean variables that have only two possible values, to a full range of discrete val-
ues. We also develop new models, iterated modular systems, and show how Boolean
network models are a special case of these IMS. FDS and IMS also allow eﬃcient,
modern techniques developed for cryptanalysis, coding theory, modern algebra, and
circuit design to be employed to study microarrays.
1 Introduction
Various research groups have described genetic regulatory networks using Boolean variables to
represent gene expression levels or stimuli [1, 11, 3]. Taking the model deﬁnition from [3], for
example, we can describe a genetic network as:
1. A graph consisting of N numbered nodes and, 1 ≤ n ≤ N.
2. A set of directed edges between nodes.
3. A Boolean function fn for each node.
An edge from a node to another represents an inﬂuence of the ﬁrst node on the expression of the
second.
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1Figure 1 reproduced from [3] represents a small example genetic network with 4 nodes and
4 edges. An expression matrix is a set of measurements over the genetic network (such as with
microarray experiments). From this expression data, the challenge is to reconstruct or reverse
engineer the genetic network. These deterministic Boolean network models, or dBnm, provide
information regarding the dynamics of gene regulation, and have also provided information on the
minimum cost of microarray experiments designed to reverse engineer genetic networks. However,
one important limitation of dBnm is that the Boolean variables used to represent genes are, by
deﬁnition, 0 or 1. Thus, dBnm can only represent all-or-none eﬀects of gene regulation, and cannot
capture graded regulatory responses that lead to up or down-regulation of genes.
x1 1 0 1 0
x2 1 1 0 0
x3 0 0 1 0
x0 := 1
x1 := 1
x2 := x0 andx1
x3 := x1 andnotx2
Figure 1: Example of the Boolean steady-state network model: (a) a directed graph structure
with numbered nodes connected by edges, (b) the truth table (shown for node 3 only) and
(c) the logic equations for each node.
In this paper, we introduce deterministic ﬁnite ﬁeld genetic network models (DFFGNM). They
are an alternative to dBnm that allow each variable to range over a ﬁnite ﬁeld. These variables are
thus able to capture graded diﬀerences in gene expression. DFFGNM also can model additive or
synergistic eﬀects of one gene on another, instead of the simple Boolean logic of dBnm. Together,
these two properties allow for gene network models that are more similar and relevant to the
mechanisms of gene regulation known to biologists.
2 Our Deﬁnition of the dBnm.
We understand that the following is a formalization of the model presented in [3].
Deﬁnition 1 A Boolean variable assumes the values 0,1.
Deﬁnition 2 A Boolean function is a function involving Boolean variables and the operations and,
or, not with the following deﬁnitions:
X Y X andY X orY notX
1 1 1 1 0
1 0 0 1 0
0 1 0 1 1
0 0 0 0 1
2Deﬁnition 3 A dBnm is a set of n Boolean variables (x1,...,xn) which are inputs, and a set of
n Boolean functions which are the outputs (f1,...,fn). The Boolean variables represent genes or
stimuli, and the Boolean function fi represents how the gene i is determined by all the other genes.
Lemma 1 Given n Boolean variables (x1,...,xn) and deﬁne f(x1,...,xn) for all possible values.
Then there is a Boolean function that coincides with f as deﬁned.
Proof: See any book on computer architecture (c. f. [9]) for realizing a Boolean function as
sums of products and products of sums.
3 Boolean network models are Finite Dynamical Sys-
tems.
We can now show that any function over Boolean variables can be realized instead as a function
over the ﬁnite ﬁeld Z2. In a natural manner, we can extend this to sets of Boolean functions, such
as those contained in a Boolean network model. The advantage of ﬁnite ﬁelds and vector spaces
is that they allow tools developed for cryptanalysis and communications theory to be applied to
microarray data. One such tool, the Finite Dynamical System [8, 4] (FDS) is of particular interest.
First, let us deﬁne a ﬁnite ﬁeld over Z2:
Deﬁnition 4 + and · in Z2 are deﬁned as follows:
X Y X · Y X + Y
1 1 1 0
0 1 0 1
1 0 0 1
0 0 0 0
Remark 1 Z2 is a ﬁeld with those two operations.
Deﬁnition 5 A polynomial function in the variables X1,...,Xn over Z2 is a multi-variable poly-
nomial in the variables X1,...,Xn.
Lemma 2 Given n variables over Z2 and deﬁne f(x1,...,xn) for all possible values then there is
a function over Z2 that coincides with f as deﬁned.
Proof: note that for any two Boolean variables X,Y we have:
X andY = X · Y
X orY = X + Y + X · Y
notX = 1 + X
Now if we are given the function f we ﬁrst invoke Lemma 1 and realize it as a Boolean function.
Now using the above it is easy to see how we can realize it as a polynomial function over Z2.
Example 1 To illustrate let us work the example of Figure 1, that was given in [3]. We have there
f0 = 1,f1 = 1,f2 = x0 · x1,f3 = x1 · (x2 + 1). Note now they are multi-variable polynomials over
the ﬁnite ﬁeld Z2.
3Lemma 3 The set of Boolean functions coincides with the set of functions over Z2.
Proof: This follows from Lemma 1 and Lemma 2.
Deﬁnition 6 A ﬁnite dynamical system (FDS) is a pair (V,f) where V is the set of vectors over
a ﬁnite ﬁeld GF(pn) and f : V → V .
Deﬁnition 7 A FDS (V,f) is linear if the function f is a linear function.
Theorem 1 The dBnm deﬁned in [3] is a Finite Dynamical System.
Proof: Note ﬁrst, that the dBnm can be seen as a set of n functions over Z2, by Lemma 3. The
FDS over Z2 can also be seen as a set of n functions (in the n variables x1,...,xn) from Zn
2 to Z2.
Then, it is easy to see that they are in fact equivalent.
Example 2 Let us illustrate our theorem in the case of the example of Figure 1 (from [3]) and
we will see that it is a ﬁnite dynamical system. Let V = Z4
2 in our deﬁnition of FDS and let
f = (f0,f1,f2,f3) where fi, i = 0,1,2,3 are as it was given in the previous example. Then it
should be clear that f : Z4
2 → Z4
2 and that the example of Figure 1 is a FDS. The proof of the
theorem follows the same method.
4 Genetic networks over ﬁnite ﬁelds and the reverse
engineering problem.
It is very natural to consider a generalization of dBnm where the variables will now no longer be
Boolean variables but they vary over GF(pn).
Deﬁnition 8 A 2i-ﬁnite ﬁeld variable is a variable over the ﬁnite ﬁeld GF(2i).
Deﬁnition 9 A polynomial function over GF(2i) is a multi-variable polynomial function in the
variables X1,...,Xn over the ﬁnite ﬁeld GF(2i).
Deﬁnition 10 A 2i deterministic ﬁnite ﬁeld genetic network model (2i-dFGnm) is a set of n 2i-
ﬁnite ﬁeld variables (inputs), and a set of n polynomial functions over GF(2i) (outputs). As before
the variables are the genes (or stimuli) and the polynomial functions give the gene network.
We will clarify this with the following example.
Example 3 Let us illustrate our generalization of dBnm from boolean variables to ﬁnite ﬁelds
variables with an example. Consider again the example from Figure 1 and we will use the same
graph and also we will deﬁne f0 = 1,f1 = 1,f2 = x0 · x1,f3 = x1 · (x2 + 1). The only diﬀerence
will be that the variables will vary now not over Z2 but over the ﬁnite ﬁeld with 4 elements GF(4).
Note that GF(4) can be represented as: GF(4) = {0,1,α,α2} where α is a root of the polynomial
z2 + z + 1 (with coeﬃcients in Z2). By taking 1,α as a basis, we can say that 0 = (0,0),1 =
(0,1),α = (1,0),α2 = (1,1).
4Remark 2 Note in the above example that we can naturally map the elements of the ﬁnite ﬁeld
(by taking a basis) into the integers from 0 to 2i−1 and in this manner we can naturally model
microarray data where now the variables can take all the values needed to accurately describe
gradations in gene expression.
We now have the following theorem:
Theorem 2 Our models over GF(pn) will also be Finite Dynamical Systems.
The proof of Theorem 2 is similar to that of Theorem 1 above.
Remark 3 A genetic network over ﬁnite ﬁelds allows many more variations in expression levels of
the genes or the input stimuli, compared to dBnm which only allow two expression levels of two
levels of stimuli (present or absent). In particular, the current limitations of microarray analysis
technology only allow for 212 or 216 detectable levels of expression. Our model would allow us to
represent these microarray experiments with ﬁnite ﬁelds with 212 or 216 elements.
Theorem 3 For any ﬁxed basis a1,...,ar of GF(pr) there is a natural one-one correspondence
between the FDS over (GF(pr))n and those over (Zr
p)n (where Zp is the ﬁeld of p elements).
Example 4 Note that f = (f0,f1,f2,f3) will give us a function f : (GF(4))4 → (GF(4))4 and we
obtain a FDS. over a ﬁnite ﬁeld. Therefore our generalized models are also FDS.
Theorem 3 has been proved in [8]. Now, using Theorem 2 and 1, and the methods described in
[3], we can infer the genetic network, assuming we can force any node to any of the values of the
ﬁnite ﬁeld, and we have the following theorem:
Theorem 4 If we have a 2i-dFGnm and we assume we can force to any of the values of the ﬁnite
ﬁeld then we can solve the reverse engineering problem.
Proof: Using Theorem 3 above from [8] a 2i-dFGnm is a dBnm with 2in variables. The
assumption on forcing the values means that the hypothesis that [3] uses to solve the reverse
engineering problem are satisﬁed, and we can do the same and this proves our result.
Remark 4 In [1], a careful analysis of the complexity of the reverse engineering problem in boolean
networks is performed. From these results, we can extend the analysis to FDS.
5 Reverse engineering from time-series data
It is rare to ﬁnd a closed-form solution to a computational problem. In this section, we obtain such
a closed-form solution to the reverse engineering problem using Lagrange interpolation. Also, we
give an eﬀective algorithm for more general searches that may take into account other factors such
as minimizing the inbound degree (the number of genes which aﬀect another), as in [1].
The approach taken in [6] for the reverse engineering problem is to give a procedure using
Gr¨ obner basis to ﬁnd a function f such that given a time series S1,S2,...,Si, the function f has
the property that f(S1) = S2, f(f(S1)) = S3, and so on. In general, fi−1(S1) = Si.
We will give an alternative procedure to do this using our Theorem 3. Our procedure is as
follows: Theorem 3 allows us to look at the problem of ﬁnding a multi-variable polynomial function
f over Z2 as that of ﬁnding a one-variable polynomial function over GF(2i).
5The Lagrange Interpolation Formula says that for n ≥ 0, let a0,...,an be n+1 distinct elements
of a ﬁnite ﬁeld F, and let b0,...,bn be n + 1 arbitrary elements of F. Then there exists exactly
one polynomial f ∈ F[x] of degree d ≤ n such that f(ai) = bi for i = 0,...,n. This polynomial is
given by
f(x) =
n X
i=0
bi
n Y
k=0,k6=i
(ai − ak)−1(x − ak).
Using this we can therefore give a closed-form solution for the reverse engineering problem as
follows:
Theorem 5 If we want to ﬁnd the network function f for a gene network with time series S1,S2,...,Si
then f is given by:
f =
i X
j=2
Sj
i−1 Y
k=1,k6=j
(Sj − Sk)−1(x − Xk).
Proof: We use Lagrange interpolation with a0 = S1,a1 = S2,...,ai−2 = Si−1 and b0 = S2,b1 =
S3,...,bi−1 = Si, obtaining:
f =
i X
j=2
Sj
i−1 Y
k=1,k6=j
(Sj − Sk)−1(x − Xk).
Note that our theorem solves our problem uniquely with a polynomial of least degree. In
general, one might want to study special properties of the network and might want an algorithmic
solution. Therefore we also have the following algorithm:
Step 1: each of the vectors S1,S2,...,Si can bee seen as an element of GF(2n). Using a table
lookup, this is done in essentially one operation.
Step 2: Given a polynomial function f whose coeﬃcients are unknown, and where f(Sk) = Sk+1
for k = 1,2,...,i − 1 gives a linear system of i − 1 equations. Our problem is to ﬁnd coeﬃcients
such that the corresponding f will solve the i−1 equations. We can proceed to ﬁnd the polynomial
of least degree d (and clearly degree d ≥ i − 1). In this step we evaluate Sj,(Sj)2,S3
j,...,Si−1
j for
j = 1,2,3,...,i − 1 (this can again be done very eﬃciently).
Step 3: We solve our system using the very eﬃcient methods (like Gaussian elimination meth-
ods) available. If there is no solution, we can increase d and repeat Step 2 and 3 just for the last
value of d. Partial results from the previous iteration of Steps 2 and 3 may be kept to speed up the
calculations
The above method can be easily modiﬁed if we want to simplify and take the degree bound by
d and in particular for d ≤ 2 as done in [1].
Example 5 Using the above method, we ﬁnd a FDS over GF(25) with the data given in Ex-
ample 1 of [6]. We have the following set of states s1 = (0,0,0,0,1), s2 = (0,0,0,1,1), s3 =
(0,0,0,1,0), s4 = (0,1,0,1,0), s5 = (0,1,0,1,1), s6 = (1,1,1,0,0), s7 = (1,1,1,1,1).
We know that GF(25) can be considered as a vector space over Z2 with basis {1,α,α2,α3,α4},
where α is a root of the polynomial z5+z3+1. We can denote 1 = (0,0,0,0,1), α = (0,0,0,1,0), α2 =
(0,0,1,0,0), α3 = (0,1,0,0,0), α4 = (1,0,0,0,0).
Step 1: We write the states as elements of GF(25), so
s1 = 1, s2 = α+1, s3 = α, s4 = α+α3, s5 = 1+α+α3, s6 = α2+α3+α4, s7 = 1+α+α2+α3+α4.
6Step 2: Suppose f(X) = A+BX+CX2+DX3+EX4+FX5 ∈ GF(25)[X], with X ∈ GF(25).
We have the following system:
f(1) = α + 1, f(α + 1) = α, f(α) = α + α3, f(α + α3) = 1 + α + α3,
f(1 + α + α3) = α2 + α3 + α4, f(α2 + α3 + α4) = 1 + α + α2 + α3 + α4.
Step 3: Solving the system we have the polynomial
f(X) = α3 + (1 + α + α2)X + α3X2 + αX3 + (1 + α + α2 + α3)X4 + (1 + α3)X5.
To solve the systems we use the following instructions in Maple:
alias(α = RootOf(x5 + x3 + 1)):
solve ({a + b + c + d + e + f = α14, a + α14 ∗ b + α28 ∗ c + α11 ∗ d + α25 ∗ e + α8 ∗ f = α,
a+α∗b+α2∗c+α3∗d+α4∗e+α5∗f = α29, a+α29∗b+α27∗c+α25∗d+α23∗e+α21∗f = α26,
a+α26∗b+α21∗c+α16∗d+α11∗e+α6∗f = α24, a+α24∗b+α17∗c+α10∗d+α3∗e+α27∗f = α20 },
a,b,c,d,e,f) mod 2;
{d = α,e = 1 + α + α3 + α2,b = α2 + 1 + α,c = α3,f = 1 + α3,a = α3}
6 dBnm are also Finite State Systems
An FDS is also a ﬁnite state system (FSS, see [7]), a fact that we can exploit to simplify the
computations described in the next section.
In [7] a ﬁnite state system is deﬁned to study the behavior of various types of systems as an
idealized model for a large number of phenomena.
Deﬁnition 11 A (complete, deterministic) ﬁnite state system7M is deﬁned as follows:
1. A ﬁnite, nonempty set U = {α1,α2,...,αh}, called the input alphabet of M. An element of
U is called an input symbol.
2. A ﬁnite, nonempty set Y = {β1,β2,...,βs}, called the output alphabet of M. An element of
Y is called an output symbol.
3. A ﬁnite, nonempty set S = {σ1,σ2,...,σr}, called the state set of M. An element of S is
called a state.
4. A next-state function f that maps the set of all ordered pairs (σi,αj) into S.
5. An output function g that maps the set of all ordered pairs (σi,αj) into Y .
A generalization of a FSS where the input and output alphabets carry the structure of a vector
space over a ﬁnite ﬁeld.
Deﬁnition 12 A modular system (MS) M of order n over GF(q) is deﬁned by the following:
1. a k−dimensional vector space U over GF(q), called input space of M, the elements of which
are called inputs and are written as column vectors.
7In the computer science literature a ﬁnite state system is called a Mealy machine and ﬁnite state system
with Y = φ is called a ﬁnite automata.
72. An m−dimensional vector space Y over GF(q), called output space of M, the elements of
which are called outputs and are written as column vectors.
3. An n−dimensional vector space S over GF(q), called state space of M, the elements of which
are called states and are written as column vectors.
If the next-state and output functions are linear it is called a linear MS (LMS) and the following
must hold:
1. Four characterizing matrices over GF(q):
A = (aij)n×m,B = (bij)n×k,C = (cij)m×n,D = (dij)m×k.
The matrix A is called the characteristic matrix of M.
2. A rule relating the state at time t + 1 and output at time t to the state and input at time t:
s(t + 1) = As(t) + Bu(t),y(t) = Cs(t) + Du(t).
Theorem 6 A linear FDS is a linear modular system.
Proof: We can construct a LMS from the linear FDS (V,f) as follows: there are no input or
output spaces, the space V is S, and the characteristic matrix A is any associated matrix to the
linear transformation f. The other characteristic matrices are not relevant. The next-state function
s(t + 1) = As(t) as in rule 2.
Remark 5 Using theorems for a linear FDS, the determination of limit cycles, implied in the
reverse engineering problem in LMS is well characterized in theorems 9.93 to 9.97 in [7].
Remark 6 Note that instead of multiplying by the characteristic matrix A in the above section,
we could deﬁne s(t + 1) = f(s(t)), where f is the associated linear transformation corresponding
to A, and we would obtain exactly the same system.
In the above remark we see that we can iterate the linear function f to construct the linear
modular system. By replacing the linear function f, with any general function, we can similarly
construct an iterated modular system.
Deﬁnition 13 An iterated modular system (IMS) is a MS where the next-state function is obtained
by iterating any function f : V → V .
With these deﬁnitions in mind the following theorem is evident.
Theorem 7 Any FDS is an IMS.
The LMS, MS, and IMS have found extensive applications in computer control circuitry, random
number generation, cryptography of stream ciphers, and many other digital computing tasks. In
particular, in [7] we see how to implement LMS directly in hardware, with extreme eﬃciency. This
may have important implications as microarray data sets grow more extensive over the next decade,
as sequence databases already have.
87 Testing our reverse engineering methods
We are developing collaborations with several researchers at the University of Puerto Rico to test
our reverse engineering methods on real microarray data. We have microarray measurements taken
from rats at several time points after a behavioral test called Conditioned Taste Aversion [2]. We
will test our reverse engineering methods on this data, and other publicly available data sets such
as those of yeast and E. coli.
8 Conclusions
In this presentation we show that Boolean network models are ﬁnite dynamical systems and also
ﬁnite state systems. We generalize the models in [1, 3] to ﬁnite ﬁelds. We provide two methods for
reverse engineering these generalized models, one by extending the procedures in [3] and another
by simplifying the procedures in [6]. We will test these reverse engineering procedures using real
microarray data.
In this paper we argue for the use of ﬁnite ﬁelds in gene regulatory network models. The main
point is that ﬁnite ﬁelds allow more natural measures of gene expression, closer to the biological
application than Boolean networks. Furthermore, ﬁnite ﬁelds are at the heart of twentieth century
applications for modern digital communication in areas such as error-control, cryptography, cellular
technology, radar communication, etc. It is our thesis that in order to analyze larger regulatory
networks using real data, that the tools developed in computer science, electrical engineering and
mathematics for ﬁnite ﬁelds will prove invaluable.
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