A Fast Algorithm for Maximum Likelihood Estimation of Mixture
  Proportions Using Sequential Quadratic Programming by Kim, Youngseok et al.
A Fast Algorithm for Maximum Likelihood
Estimation of Mixture Proportions Using Sequential
Quadratic Programming∗
Youngseok Kim, Peter Carbonetto, Matthew Stephens
Department of Statistics, University of Chicago
and
Mihai Anitescu †
Department of Statistics, University of Chicago, and
Mathematics and Computer Science Division,
Argonne National Laboratory
April 3, 2019
Abstract
Maximum likelihood estimation of mixture proportions has a long history, and continues
to play an important role in modern statistics, including in development of nonparametric
empirical Bayes methods. Maximum likelihood of mixture proportions has traditionally been
solved using the expectation maximization (EM) algorithm, but recent work by Koenker &
Mizera shows that modern convex optimization techniques—in particular, interior point
methods—are substantially faster and more accurate than EM. Here, we develop a new
solution based on sequential quadratic programming (SQP). It is substantially faster than
the interior point method, and just as accurate. Our approach combines several ideas:
first, it solves a reformulation of the original problem; second, it uses an SQP approach
to make the best use of the expensive gradient and Hessian computations; third, the SQP
iterations are implemented using an active set method to exploit the sparse nature of the
quadratic subproblems; fourth, it uses accurate low-rank approximations for more efficient
gradient and Hessian computations. We illustrate the benefits of our approach in experiments
on synthetic data sets as well as a large genetic association data set. In large data sets
(n ≈ 106 observations, m ≈ 103 mixture components), our implementation achieves at
least 100-fold reduction in runtime compared with a state-of-the-art interior point solver.
Our methods are implemented in Julia, and in an R package available on CRAN (https:
//CRAN.R-project.org/package=mixsqp).
∗Also, preprint ANL/MCS-P9073-0618, Argonne National Laboratory. This material was based upon work
supported by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing Research
(ASCR) under Contract DE-AC02-06CH11347. We acknowledge partial NSF funding through awards FP061151-
01-PR and CNS-1545046 to MA, and support from NIH grant HG002585 and a grant from the Gordon and
Betty Moore Foundation to MS. We thank the staff of the University of Chicago Research Computing Center
staff for providing high-performance computing resources used to implement some of the numerical experiments.
We thank Joe Marcus for his help in processing the GIANT data, and other members of the Stephens lab for
feedback on the software.
†corresponding author, anitescu@anl.gov
1
ar
X
iv
:1
80
6.
01
41
2v
3 
 [s
tat
.C
O]
  1
 A
pr
 20
19
Keywords: nonparametric empirical Bayes, nonparametric maximum likelihood, mixture mod-
els, convex optimization, sequential quadratic programming, active set methods, rank-revealing
QR decomposition
2
1 Introduction
We consider maximum likelihood estimation of the mixture proportions in a finite mixture
model where the component densities are known. The simplest example of this arises when we
have independent and identically distributed (i.i.d.) observations z1, . . . , zn drawn from a finite
mixture distribution with density
p( · |x) =
m∑
k=1
xkgk( · ),
where the component densities gk(·) are known and x = (x1, . . . , xm)T denotes the unknown
mixture proportions (non-negative and sum to one). Finding the maximum likelihood estimate
(MLE) of x can be formulated as an optimization problem:
minimize f(x) , − 1
n
n∑
j=1
log
(
m∑
k=1
Ljkxk
)
subject to x ∈ Sm , {x : ∑mk=1 xk = 1, x  0},
(1)
where L is an n×m matrix with entries Ljk , gk(zj) ≥ 0. This optimization problem arises in
many other settings—including in nonparametric empirical Bayes (EB) computations described
later—where observations are not necessarily identically distributed. Here, we develop general
methods for solving (1).
Problem (1) is a convex optimization problem and can be solved simply by using the expec-
tation maximization (EM) algorithm (Dempster et al. 1977). However, the convergence of the
EM algorithm can be intolerably slow (Redner & Walker 1984, Atkinson 1992, Salakhutdinov
et al. 2003, Varadhan & Roland 2008); this slow convergence is illustrated particularly evoca-
tively in Koenker & Mizera (2014). Koenker & Mizera (2014) and Koenker & Gu (2017) point
out that modern convex optimization methods can be substantially faster and more reliable
than EM. They demonstrate this by using an interior (IP) method to solve a dual formulation
of the original problem. This method is implemented in the KWDual function of the R package
REBayes (Koenker & Gu 2017), which interfaces to the commercial interior point solver MOSEK
(Andersen & Andersen 2000).
In this paper, we provide an even faster algorithm for this problem based on sequential
quadratic programming (SQP) (Nocedal & Wright 2006). The computational gains are greatest
in large data sets where the matrix L ∈ Rn×m is numerically rank-deficient. Rank deficiency
can make the optimization problem harder to solve, even if it is convex (Wright 1998). As we
show, a numerically rank-deficient L often occurs in the nonparametric EB problems that are
the primary focus of KWDual. As an example of target problem size, we consider data from
a genome-wide association study with n > 106 and m > 100. For such data, our methods
are approximately 100 times faster than KWDual (about 10 s vs. 1,000 s). All our methods
and numerical experiments are implemented in the Julia programming language (Bezanson
et al. 2012), and the source code is available online at https://github.com/stephenslab/
mixsqp-paper. Many of our methods are also implemented in an R package, mixsqp, which is
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available on CRAN (R Core Team 2017).
2 Motivation: nonparametric empirical Bayes
Estimation of mixture proportions is a fundamental problem in statistics, dating back to at
least Pearson (1894). This consideration, combined with the need to fit increasingly large data
sets, already provides strong motivation for finding efficient scalable algorithms for this problem.
We are particularly motivated by recent work on nonparametric approaches to empirical Bayes
(EB) estimation (Koenker & Mizera 2014, Stephens 2016) in which a finite mixture with a
large number of components is used to accurately approximate nonparametric families of prior
distributions. Here we briefly discuss this motivating application.
We first consider a simple EB approach to solving the “normal means,” or “Gaussian se-
quence,” problem (Johnstone & Silverman 2004). For j = 1, . . . , n, we observe data zj that
are noisy observations of some underlying “true” values θj , with normally distributed errors of
known variance s2j ,
zj | θj ∼ N(θj , s2j ). (2)
The EB approach to this problem assumes that θj are i.i.d. from some unknown distribution g,
θj | g ∼ g, g ∈ G, (3)
where G is some specified class of distributions. The EB approach estimates g by maximizing
the (marginal) log-likelihood, which is equivalent to solving:
minimize
g ∈G
− 1
n
n∑
j=1
log
[∫
N(zj ; θ, s
2
j ) g(dθ)
]
, (4)
where N( · ;µ, σ2) denotes the normal density with mean µ and variance σ2. After estimating
g by solving (4), posterior statistics are computed for each. Our focus is on the maximization
step.
Although one can use simple parametric families for G, in many settings one might prefer
to use a more flexible nonparametric family. Examples include:
• G = R, the set of all real-valued distributions.
• G = U0, the set of unimodal distributions with a mode at zero. (Extensions to a nonzero
mode are straightforward.)
• G = SU0, the set of symmetric unimodal distributions with a mode at zero.
• G = SN 0, the set of distributions that are scale mixtures of zero-mean normals, which in-
cludes several commonly used distributions, such as the t and double-exponential (Laplace)
distributions.
The fully nonparametric case G = R is well studied (e.g., Laird 1978, Jiang & Zhang 2009,
Brown & Greenshtein 2009, Koenker & Mizera 2014), and is related to the classic Kiefer-
Wolfowitz problem (Kiefer & Wolfowitz 1956). More constrained examples G = U0,SU0,SN 0
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appear in Stephens (2016) (see also Cordy & Thomas 1997), and can be motivated by the desire
to shrink estimates towards zero, or to impose some regularity on g without making strong
parametric assumptions. For other motivating examples, see the nonparametric approaches to
the “compound decision problem” described in Jiang & Zhang (2009) and Koenker & Mizera
(2014).
The connection with (1) is that these nonparametric sets can be accurately approximated by
a finite mixture with sufficiently large number of components; that is, they can be approximated
by
G , {g = ∑mk=1 xkgk : x ∈ Sm}, (5)
for some choice of distributions gk, k = 1, . . . ,m. The gk’s are often called dictionary functions
(Aharon et al. 2006). For example:
• G = R: gk = δµk , where δµ denotes a delta-Dirac point mass at µ, and µ1, . . . , µm ∈ R is
a suitably fine grid of values across the real line.
• G = U0, G = SU0: gk = Unif[0, ak],Unif[−ak, 0] or Unif[−ak, ak], where a1, . . . , am ∈ R+
is a suitably large and fine grid of values.
• G = SN 0: gk = N(0, σ2k), where σ21, . . . , σ2m ∈ R+ is a suitably large and fine grid of
values.
With these approximations, solving (4) reduces to solving an optimization problem of the form
(1), with Ljk =
∫
N(zj ; θ, s
2
j ) gk(dθ), the convolution of gk with a normal density N(zj ; θ, s
2
j ).
A common feature of these examples is that they all use a fine grid to approximate a
nonparametric family. The result is that many of the distributions gk are similar to one another.
Hence, the matrix L is numerically rank deficient; and, in our experience, many of its eigenvalues
are near floating-point machine precision. We pay particular attention to this property when
designing our optimization methods.
The normal means problem is just one example of a broader class of problems with similar
features. The general point is that nonparametric problems can often be accurately solved with
finite mixtures, resulting in optimization problems of the form (1), typically with moderately
large m, larger n, and a numerically rank-deficient n×m matrix L.
3 A new SQP approach
The methods from Koenker & Gu (2017), which are implemented in function KWDual in the R
package REBayes), provide, to our knowledge, the best current implementation for solving (1).
These methods are based on reformulating (1) as
minimize − 1
n
n∑
j=1
log yj subject to Lx = y, x ∈ Sm, (6)
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then solving the dual problem (“K-W dual” in Koenker & Mizera 2014),
minimize − 1
n
n∑
j=1
log νj subject to L
T ν  n1m, ν  0, (7)
where 1m is a vector of ones of length m. Koenker & Mizera (2014) report that solving this
dual formulation was generally faster than primal formulations in their assessments. Indeed,
we also found this to be the case for IP approaches (see Figure 1). For n  m, however, we
believed that the original formulation (1) offered more potential for improvement. In the dual
formulation (7), effort depends on n when computing the gradient and Hessian of the objective,
when evaluating the constraints, and when computing the Newton step inside the IP algorithm.
By contrast, in the primal formulation (1) effort depends on n only in the gradient and Hessian
computations; all other evaluations depend on m only.
These considerations motivated the design of our algorithm. Ir was developed with two
key principles in mind: (i) make best possible use of each expensive gradient and Hessian
computation in order to minimize the number of gradient and Hessian evaluations; and (ii)
reduce the expense of each gradient and Hessian evaluation as much as possible. (We could have
avoided Hessian computations by pursuing a first-order optimization method, but we judged that
a second-order method would likely be more robust and stable because of the ill-conditioning
caused by the numerical rank deficiency of L; we briefly investigate the potential of first-order
optimization methods in Section 4.3.5.)
To make effective use of each Hessian computation, we apply sequential quadratic program-
ming (Nocedal & Wright 2006) to a reformulation of the primal problem (1). SQP attempts
to make best use of the expensive Hessian computations by finding, at each iteration, the best
reduction in a quadratic approximation to the constrained optimization problem.
To reduce the computational cost of each Hessian evaluation, we use a “rank-revealing”
QR decomposition of L to exploit the numerical low-rank of L (Golub & Van Loan 2012).
The RRQR matrix decomposition, which need be performed only once, reduces subsequent
per-iteration computations so that they depend on the numerical rank r rather than m. In
particular, Hessian computations are reduced from O(nm2) to O(nr2).
In addition to these two key principles, two other design decisions were also important
for reducing effort. First, we introduce a reformulation that relaxes the simplex constraint
to a less restrictive non-negative one, which simplifies computations. Second, based on initial
observations that the primal solution is often sparse, we implemented an active set method—
one that estimates which entries of the solution are zero (this is the “active set”)—to solve for
the search direction at each iteration of the SQP algorithm. As we show later, an active set
approach effectively exploits the solution’s sparsity.
The remaining subsections detail these innovations.
3.1 A reformulation
We transform (1) into a simpler problem with less restrictive non-negative constraints using the
following definition and proposition.
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Definition 3.1. A function φ : Rm+ → R is said to be “scale invariant” if for any c > 0 there
exists a C ∈ R such that for any x ∈ Rm+ we have φ(cx) = φ(x)− C.
Proposition 3.2. Consider the simplex-constrained optimization problem
minimize φ(x) subject to x ∈ Sm, (8)
where φ(x) is scale invariant, convex, and nonincreasing with respect to x—that is, x  y (the
componentwise partial ordering) implies φ(x) ≤ φ(y) for all x ∈ Rm+ . Let x∗(λ) denote the
solution to a Lagrangian relaxation of (8),
minimize φλ(x) , φ(x) + λ
m∑
k=1
xk subject to x  0, (9)
for λ > 0. Then x∗ , x∗(λ)/
∑m
k=1 x
∗
k(λ) is a solution to (8).
By setting φ to the objective function in (1), this proposition implies that (1) can be solved
by solving (9) for some λ. Somewhat surprisingly, in this special case setting λ = 1 yields a
solution x∗(λ) that is already normalized to sum to 1, so x∗ = x∗(1). This result is summarized
in the following proposition:
Proposition 3.3. Solving the target optimization problem (1) is equivalent to solving (9) with
φ = f and λ = 1; that is,
minimize f?(x) , f(x) +
m∑
k=1
xk subject to x  0. (10)
The proofs of the propositions are given in the Appendix.
While we focus on the case of φ = f , these ideas should apply to other objective functions
so long as they satisfy Definition 3.1; e.g., when f is a composite of “easily differentiable”
scale-invariant functions and “thin and tall” linear functions. Many of the algorithmic ideas
presented in following sections are applicable to those functions as well. See the Appendix for
further discussion.
3.2 Sequential quadratic programming
We solve the reformulated optimization problem (10) using an SQP algorithm with backtracking
line search (Nocedal & Wright 2006). In brief, SQP is an iterative algorithm that, at the t-th
iteration, computes a second-order approximation of the objective at the feasible point x(t),
then determines a search direction p(t) based on the second-order approximation. At iteration
t, the search direction p(t) is the solution to the following non-negatively-constrained quadratic
program:
p(t) = arg min
p
1
2p
THtp+ p
T gt subject to x
(t) + p  0, (11)
where gt = ∇f?(x(t)) and Ht = ∇2f?(x(t)) are the gradient and Hessian of f?(x) at x(t).
Henceforth, this is called the “quadratic subproblem”. Computation of the gradient and Hessian
is considered in Section 3.3, and solving the quadratic subproblem is discussed in Section 3.4.
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After identifying the search direction p(t), the SQP method performs a backtracking line
search to determine a sufficient descent step x(t+1) = x(t) + αtp
(t), for αt ∈ (0, 1]. In contrast
to other projection-based methods such as the projected Newton method (Kim et al. 2010),
x(t+1) is guaranteed to be (primal) feasible for all choices of αt ∈ (0, 1] provided that x(t) is
feasible. This is due to the linearity of the inequality constraints. As discussed in Nocedal &
Wright (2006), the line search will accept unitary steps (αt = 1) close to the solution and the
iterates will achieve quadratic convergence provided the reduced Hessian is positive definite for
all co-ordinates outside the optimal active set (the indices that are zero at the solution x∗). A
similar result can be found in Wright (1998).
3.3 Gradient and Hessian evaluations
We now discuss computation of the gradient and Hessian and ways to reduce the burden of
computing them.
Lemma 3.4. For any x ∈ Rm+ , the gradient and Hessian of the objective function in (10) are
given by
g = ∇f?(x) = − 1nLTd+ 1m, H = ∇2f?(x) = 1nLTdiag(d)2L, (12)
where 1m is a vector of ones of length m, and d = (d1, . . . , dn)
T is a column vector with entries
dj = 1/(Lx)j. Further, for any x ∈ Rm+ the following identities hold:
xT g = 0, xTHx = 1, Hx+ g = 1m. (13)
Assuming L is not sparse, computing g (and d) requires O(nm) multiplications, and computing
H requires O(nm2) multiplications. The result (13) is easily derived by substitution from (12).
In practice, we find that L is often numerically rank deficient, with (numerical) rank r ≤
m. We can exploit this property to reduce computational effort by approximating L with a
low-rank matrix. We use either the RRQR decomposition (Golub & Van Loan 2012) or a
truncated singular value decomposition (tSVD) to compute accurate, low-rank approximations
to L. Specifically, we use the pqrfact and psvdfact functions from the LowRankApprox Julia
package (Ho & Olver 2018), which implement randomized algorithms based on Halko et al.
(2011).
The rank-r QR approximation of L is L˜ = QRP T , with Q ∈ Rn×r, R ∈ Rr×m and P ∈
Rm×m, the permutation matrix. Therefore, a rank-r QR decomposition yields an approximate
gradient and Hessian:
g˜ = − 1nPRTQTd+ 1m, H˜ = 1nPRTQTdiag(d)2QRP T , (14)
where d˜ is a vector of length n with entries d˜j = 1/(QRP
Tx)j . Corresponding expressions for
the tSVD are straightforward to obtain, and are therefore omitted.
Once we have obtained a truncated QR (or SVD) approximation to L, the key to reducing
the expense of the gradient and Hessian computations is to avoid directly reconstructing L˜.
For example, computing g˜ is implemented as g˜ = −(((dTQ)R)P T )T /n + 1m. In this way, all
matrix multiplications are a matrix times a vector. The dominant cost in computing H˜ is the
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product QTdiag(d)2Q, which requires O(nr2) multiplications. Overall, computation is reduced
by roughly a factor of (r/m)2 per iteration compared with (12). To enjoy this benefit, we pay
the one-time cost of factorizing L, which, in the regime n m, is O(nmr) (Golub & Van Loan
2012).
3.4 Solving the quadratic subproblem
To find the solution to the quadratic subproblem (11), we set p∗ = y∗ − x(t) in which y∗ is the
solution to
minimize
y
1
2y
THty + y
Tat, subject to y  0 (15)
with at = −Htx(t) + gt = 2gt − 1m. This problem comes from substituting y = x(t) + p into
(11). Solving (15) is easier than (11) due to the simpler form of the inequality constraints.
To solve (15), we implement an active set method following Nocedal & Wright (2006, §16.5).
The active set procedure begins at a feasible point y(0) and an initial estimate of the active
set, W(0) (the “working set”), and stops when the iterates y(l) converge to a fixed point of the
inequality-constrained quadratic subproblem (15). The initial working setW(0) and estimate y(0)
can be set to predetermined values, or they can be set according to the previous SQP iterate x(t)
(this is often called “warm-starting”). We initialized the active set solver to x(0) = { 1m , . . . , 1m}
in the first iteration of SQP, and used a warm start in subsequent iterations.
The active set method is an iterative method in which the lth iteration involves solving an
equality-constrained problem,
minimize
q ∈Rm
1
2q
THtq + q
T bl subject to qi = 0, ∀i ∈ W(l), (16)
where bl = Hty
(l) + at. The solution to (16) at the lth iteration, q
(l), yields a search direction
for the next iterate, y(l+1). Computing the solution to (16) reduces to solving a system of linear
equations, with one equation for each co-ordinate outside the working set. Therefore, if the
number of inactive co-ordinates remains much smaller than m, we expect the complexity of the
active set step to be much smaller than O(m3).
Additional details of the active set implementation, including updates to the working set in
the presence of blocking constraints, are given in the Appendix.
3.5 The “mix-SQP” algorithm
Putting these components together results in Algorithm 1, which we call mix-SQP. We give
the algorithm for the case when RRQR is used to approximate L; variants of mix-SQP using
the truncated SVD, or with no approximation to L, are similar. The most complicated part to
implement is the active set method; the details of this step are given separately in Algorithm 2
in the Appendix.
3.6 Practical implementation details
A useful property of problem (1) is that the gradient (12) is unaffected by the “scale” of the
problem; for example, if we multiply all entries of L by 100, the gradient remains the same.
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Algorithm 1: mix-SQP with RRQR approximation of L.
Inputs : likelihood matrix, L ∈ Rn×m; initial estimate, x(0) ∈ Sm; stringency of sufficient
decrease condition, 0 < ξ < 1 (default is 0.01); step size reduction in
backtracking line search, 0 < ρ < 1 (default is 0.5); SQP convergence tolerance,
dual ≥ 0 (default is 10−8); convergence tolerance for active set step,
active-set ≥ 0 (default is 10−10).
Output: x(t) ∈ Rm, an estimate of the solution to (1).
Compute RRQR factorization {Q,R, P} of L;
for t = 0, 1, 2, . . . do
Compute gradient gt and Hessian Ht from (14);
W ← {1, . . . ,m} \ supp(x(t)); (current estimate of working set)
y ← mix-active-set(gt, Ht,W, active-set); (see eq. 15 and Algorithm 2)
p(t) ← y − x(t); (solution to eq. 11)
if mink(gt)k ≥ −dual then
stop; (maximum dual residual of KKT conditions is less than dual)
αt ← 1; (backtracking line search)
while f˜(x(t) + αtp
(t)) > f˜(x(t)) + ξαtg
T
t p
(t) do
αt ← ραt;
x(t+1) ← x(t) + αtp(t);
This property has several practical benefits; for example, the “dual residual,” used to assess
convergence of the iteratives, is invariant to the scale of L.
When we replace L with an approximation, for example L˜ = QRP T , we are effectively
solving an approximation to (10),
minimize f˜(x) , − 1
n
n∑
j=1
log
(
m∑
k=1
L˜jkxk
)
+
m∑
k=1
xk subject to x  0. (17)
When an approximated likelihood matrix L˜ is used, some entries L˜jk may have negative values,
and thus the terms inside the logarithms,
∑m
k=1 L˜jkxk, can be slightly below zero at some
feasible points. This can occur either due to the randomized nature of the matrix decomposition
algorithms we used, or due to the finite precision of the low-rank approximations. This is a
critical point to attend to since the logarithm in the objective does not accept negative values,
for example when the objective of (17) is evaluated during line search. In principle, this is not
a problem so long as the initial point x(0) satisfies
∑m
k=1 L˜jkx
(0)
k > 0 for all j. Indeed, one can
refine the problem statement as
minimize f˜(x) subject to x  0, L˜x  0, (18)
and start with a feasible x(0). In practice, we implemented a simple workaround: we added a
small positive constant (typically somewhere between 10−8 and 10−6) to all the terms inside the
logarithms so as to ensure that they were strictly bounded away from zero for all x ∈ Sm.
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4 Numerical experiments
We conducted numerical experiments to compare different methods for solving problems of the
form (1). We considered problems of this form that arise from nonparametric EB, with G = SN 0
(Section 2). Our comparisons involved simulating data sets with varying numbers of data points
(n) and grid sizes (m). We also evaluated the methods on a real large-scale data set.
4.1 Data sets
For each synthetic data set, we generated z1, . . . , zn independently as
zj | θj ∼ N(θj , 1),
where the means θj were i.i.d. random draws from g, a heavy-tailed symmetric distribution
about zero,
g = 0.5N(0, 1) + 0.2t4 + 0.3t6.
Here, tν denotes the density of Student’s t distribution with ν degrees of freedom.
For the real data set, we used data generated by the GIANT consortium (“Genetic Investi-
gation of ANthropometric Traits”) for investigating the genetic basis of human height (Wood
et al. 2014). We used the additive effects on height estimated for n = 2,126,678 genetic variants
(single nucleotide polymorphisms, or SNPs) across the genome. Height is a well-studied example
of trait with a complex genetic basis, so the distribution of additive effects is expected to be
representative of genetic associations for many other complex traits and diseases (MacArthur
et al. 2017). The data consist of the estimated effect sizes zj and their corresponding stan-
dard errors sj . For illustration purposes, we treat the n data points as independent, though in
practice there are local correlations between SNPs. See the Appendix for more details on steps
taken to download and prepare the GIANT data.
We modeled all data sets, real and synthetic, using the “adaptive shrinkage” nonparametric
EB model from Stephens (2016) (see Sec. 2). The R package ashr, available on CRAN (Stephens
et al. 2018), implements various versions of adaptive shrinkage, but for our experiments here
we re-coded the simplest version of adaptive shrinkage in Julia. This simplest version assumes
a normal likelihood and a prior that is a finite mixture of zero-centered normals (G = SN 0 in
Sec. 2), which leads to the entries of the matrix L being Ljk = N(zj ; 0, σ
2
k + s
2
j ), the normal
density at zj with zero mean and variance σ
2
k + s
2
j , where σ
2
k is the variance of the kth mixture
component. For the simulated data, we set sj = 1; for the GIANT data, we set them to the
standard errors provided. The adaptive shrinkage method also requires a grid of variances,
σ21, . . . , σ
2
m. We tested a range of grid sizes, m, and for each grid size we used the method from
Stephens (2016) to select the grid values. To avoid numerical overflow or underflow, each row
of L was computed up to a constant of proportionality such that the largest entry in each row
was always 1. (The solution is invariant to scaling the rows of L.)
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4.2 Approaches considered
Most optimization methods tested in our experiments are combinations of the following four
elements:
1. Problem formulation: The method either solves the dual (7), simplex-constrained (1),
or non-negatively-constrained formulation (10). This choice is indicated by D, S, or NN,
respectively.
2. Solver: The optimization problem is solved using an SQP or IP solver. This choice is
denoted by SQP and IP, respectively.
3. QP solver: For SQP approaches only, we consider two ways to solve the quadratic
subproblem (11): an active set method (see Section 3.4) or an off-the-shelf QP solver (the
commercial IP solver MOSEK). We indicate this choice with A or IP, respectively. When
the SQP method is not used, we indicate this choice with NA, for “not applicable.”
4. Gradient and Hessian computation: The objective and partial derivatives either
are computed exactly (within floating-point precision) by using the full matrix L, or
approximated using a truncated SVD or RRQR decomposition of L (Section 3.3). We
denote this choice by F (for the “full” matrix), SVD or QR.
An optimization method is therefore fully specified by
[formulation]-[solver]-[QP solver]-[gradient/Hessian computation].
For example, the mix-SQP method with a RRQR approximation L (Algorithm 1) is written as
NN-SQP-A-QR. We also assessed the performance of two methods that do not use second-order
information: expectation maximization (EM) and projected gradient descent (PGD) Birgin
et al. (2000).
All numerical comparisons were run on machines with an Intel Xeon E5-2680v4 (“Broad-
well”) processor. Other than projected gradient method, all methods were run from the Julia
version 0.6.2 environment linked to the OpenBLAS optimized numerical libraries distributed
with Julia. The KWDual function in R package REBayes was called in R 3.4.1 and was interfaced
to Julia using the RCall Julia package. The projected gradient method was run in MATLAB
9.5.0 (2018b) with optimized Intel MKL numerical libraries. For comparisons on the largest ma-
trices (n > 106, m = 800), 16 GB memory or more was used. Julia source code and scripts im-
plementing the methods compared in our experiments, including Jupyter notebooks illustrating
how the methods are used, are available at https://github.com/stephenslab/mixsqp-paper.
The mix-SQP method is also implemented as an R package, mixsqp, which is available on CRAN
and GitHub (https://github.com/stephenslab/mixsqp).
4.3 Results
4.3.1 Comparison of problem formulations
First, we investigated the benefits of the three problem formulations: the dual form (7), the
simplex-constrained form (1) and the non-negatively-constrained form (10). We implemented
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Figure 1: Runtimes for different formulations of the maximum ikelihood estimation problem:
dual (7), simplex-constrained (1) or non-negatively-constrained (10). For each problem formu-
lation, we applied an IP or SQP algorithm. As a baseline, we compared against the KWDual
function from the REBayes package, which solves the dual formulation using an R interface to
the MOSEK commercial solver. Results are from data sets with m = 40 and n varying from 80 to
40,960. Runtimes are averages over 10 independent simulations.
IP and SQP methods for each of these problem formulations in the JuMP modeling environment
(Dunning et al. 2017). We applied these methods to n ×m simulated data sets L, with m =
40 and n ranging from 80 to 40,960. For all SQP solvers, an IP method was used to solve
the quadratic subproblems. In summary, we compared solvers x-IP-NA-F and x-SQP-IP-F,
substituting D, S or NN for x. In all cases, the commercial solver MOSEK was used to implement
the IP method. To provide a benchmark for comparison, we also ran the KWDual method in R,
which calls MOSEK.
The results of this experiment are summarized in Figure 1. All runtimes scaled approxi-
mately linearly in n (slope near 1 on the log-log scale). Out of all the methods compared, SQP
applied to the non-negatively-constrained formulation, NN-SQP-IP-F, consistently provided the
fastest solution.
SQP for the non-negatively-constrained formulation was substantially faster than SQP for
the simplex-constrained formulation. The former typically required fewer outer iterations, but
this does not completely explain the difference in performance—it is possible that the simplex-
constrained formulation could be improved with more careful implementation using the JuMP
interface.
Of the IP approaches, the fastest was the implementation using the dual formulation. This
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Figure 2: Comparison of SQP methods with and without low-rank approximations to the n×m
matrix, L. Left panel: Runtime of the SQP solver using the full matrix (“full”) and using low-
rank approximations based on RRQR and tSVD factorizations. Results are from data sets with
m = 100 and varying n. Right panel: Reconstruction error in RRQR (blue circles) and tSVD
(red crosses); error is computed as ‖L − L˜‖F . All runtimes and errors are averages over 10
simulations.
is consistent with the results of Koenker & Mizera (2014). By contrast, the SQP approach
appears to be poorly suited to the dual formulation.
Based on these results, we focused on the non-negatively-constrained formulation for SQP
in subsequent comparisons below.
4.3.2 Examining the benefits of approximating L
Next, we investigated the benefits of exploiting the low-rank structure of L (see Section 3.3). We
compared the runtime of the SQP method with and without low-rank approximations, RRQR
and tSVD; that is, we compared solvers NN-SQP-A-x, with x being one of F, QR, or SVD. We
applied the three SQP variants to matrices, L, with varying numbers of rows. We used functions
pqrfact and psvdfact from the LowRankApprox Julia package (Ho & Olver 2018) to compute
RRQR and tSVD factorizations of L. For both functions, we set the relative tolerance to 10−10.
The left-hand panel in Figure 2 shows that the SQP method with an RRQR and tSVD
approximation of L was consistently faster than running SQP with the full matrix, and by a
large margin; e.g., at n = 106, the runtime was reduced by a factor of over 10. Also observe
that, at the chosen tolerance level, these low-rank approximations accurately reconstructed the
true L (Figure 2, right-hand panel).
For the largest n, SQP with RRQR was slightly faster than SQP with the tSVD. We attribute
this mainly to the faster computation of the RRQR factorization. We found that the SQP
method took nearly the same solution path regardless of the low-rank approximation method
used (results not shown).
The demonstrated benefits in using low-rank approximations are explained by the fact that
14
0.5
0.25
0.12
0.06
0.03
1
25 50 100 200 400 800
number of columns (m) number of columns (m) number of columns (m)
GIANTsimulated
Ra
tio
 o
f e
ffe
cti
ve
 ra
nk
 to
 tr
ue
 ra
nk
10−7 10−16
10−14
10−12
10−10
10−8
10−6
10−6
10−5
25 50 100 200 400 800
Er
ro
r i
n 
so
lut
ion
25 50 100 200 400 800
Er
ro
r i
n 
ob
jec
tiv
e 
at
 so
lut
ion
Figure 3: Assessment of numeric rank of L and its effect on solution accuracy. Left panel:
The ratio of the effective rank r (the rank estimated by pqrfact, with relative tolerance of
10−10) to m, the number of columns. The ratios for the simulated data sets are averages from
10 simulations. Middle panel: `1-norm of the differences in the solutions from the NN-SQP-A-F
and NN-SQP-A-QR solvers applied to the GIANT data set. Right panel: Absolute difference in
the objective values at these solutions. For all data sets used in these experiments, real and
simulated, n = 2,126,678.
r, the effective rank of L, was small relative to m in our simulations. To check that this was
not a particular feature of our simulations, we applied the same SQP method with RRQR
(NN-SQP-A-QR) to the GIANT data set. The ratio r/m in the simulated and real data sets is
nearly the same (Figure 3, left-hand panel).
We also assessed the impact of using low-rank approximations on the quality of the solutions.
For these comparisons, we used the RRQR decomposition and the GIANT data set. In all
settings of m tested, the error in the solutions was very small; the `1-norm in the difference
between the solutions with exact and approximate L was close to 10−6 (Figure 3, middle panel),
and the difference in the objectives was always less than 10−8 in magnitude (Figure 3, right-hand
panel).
To further understand how the RRQR approximation of L affects solution accuracy, we re-
ran the SQP solver using QR approximations with different ranks, rather than allow the “rank
revealing” QR algorithm to adapt the rank to the data. Figure 4 shows that the quality of the
approximate solution varies greatly depending on the rank of the QR decomposition, and that
the approximate solution gets very close to the unapproximated solution as the rank is increased
(presumably as it approaches the “true” rank of L). These results illustrate the importance of
allowing the RRQR algorithm to adapt the low-rank factorization to the data.
4.3.3 Comparison of active set and IP solutions to quadratic subproblem
In this set of experiments, we compared different approaches for solving the quadratic sub-
problems inside the SQP algorithm: an active set method (Section 3.4) and an off-the-shelf IP
method (MOSEK); specifically, we compared NN-SQP-A-F against NN-SQP-IP-F. To assess effort,
we recorded only the time spent in solving the quadratic subproblems.
The left and middle plots in Figure 5 show that the active set method was consistently
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Figure 5: Comparison of the active set and interior point methods for solving the SQP quadratic
subproblems. Left panel: Runtimes of the active set and IP (MOSEK) methods as m varies, with
n = 105. Runtimes are averaged over all subproblems solved (until SQP converges), and over 10
simulations. Middle panel: Runtimes of the IP and active set methods as n varies, with m = 40.
Right panel: Number of backtracking line searches, and the number of nonzero entries in q and
y at each iteration of SQP, averaged over all SQP iterations and all 10 simulations. (Refer to
eqs. 15 and 16 for interpreting q and y.)
faster than the IP method by a factor of roughly 5 or more, with the greatest speedups achieved
when m and n were large. For example, when n = 105 and m ≈ 500 in the left-hand plot, the
active set solver was over 100 times faster than the IP method on average. The left-hand plot in
Figure 5 shows that the complexity of the active set solution to the quadratic subproblem grows
linearly in m, whereas the complexity of the IP solution grows quadratically. By contrast, the
average time required to solve the quadratic subproblems does not depend on n (see Figure 5,
middle panel), which could be explained by n having little to no effect on the number of degrees
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of freedom (sparsity) of the solution x∗.
We hypothesize that the active set is faster because the quadratic subproblem iterates and
final solution are sparse (see the right-hand plot in Figure 5 for an illustration). Recall that the
reformulated problem (10) and the quadratic subproblem (11) have a non-negative constraint,
which promotes sparsity.
Based on these results, we infer that the active set method effectively exploits the sparsity
of the solution to the quadratic subproblem. We further note that poor conditioning of the
Hessian may favor the active set method because it tends to search over sparse solutions where
the reduced Hessian is better behaved.
In addition to the runtime improvements of the active set method, another benefit is that
it is able to use a good initial estimate when such an estimate is available (“warm starting”),
whereas this is difficult to achieve with IP methods. Also, our active set implementation has the
advantage that it does not rely on a commercial solver. These qualitative benefits may in fact be
more important considerations than performance improvements as the fraction of effort spent
on solving the quadratic subproblems (either using the active set or IP methods) is relatively
small when n m.
4.3.4 Comparison of mix-SQP and KWDual
Based on the numerical results above, we concluded that when n and m are large and n is larger
than m, the fastest approach is NN-SQP-A-QR. We compared this approach, which we have named
mix-SQP, against the KWDual function from the R package REBayes (Koenker & Gu 2017), a
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Figure 7: Progress over time for the EM (Koenker & Mizera 2014), projected gradient (Schmidt
et al. 2009) and mix-SQP methods on two simulated data sets with n = 20,000 rows and m
columns, with m = 20 or 800. The vertical axis shows the difference between the value of the
log-likelihood, n× f(x), at the current iterate x, and the value of the log-likelihood at the best
solution. Each dot corresponds to a single iteration of the algorithm’s main loop.
state-of-the-art solver that interfaces to the commercial software MOSEK (this is D-IP-NA-F). For
fair comparison, all timings of KWDual were recorded in R so that communication overhead in
passing variables between Julia and R was not factored into the runtimes.
Although R often does not match the performance of Julia, an interactive programming
language that can achieve computational performance comparable to C (Bezanson et al. 2012),
KWDual is fast because most of the computations are performed by MOSEK, an industry-grade
solver made available as an architecture-optimized dynamic library. Therefore, it is significant
that our Julia implementation consistently outperformed KWDual in both real and simulated
data sets; see Figure 6. For the largest data sets (e.g., n ≈ 106,m = 800), mix-SQP was over
100 times faster than KWDual. Additionally, KWDual runtimes increased more rapidly with m
because KWDual did not benefit from the reduced-rank matrix operations.
4.3.5 Assessing the potential for first-order optimization
Our primary focus has been the development of fast methods for solving (1), particularly when
n is large. For this reason, we developed a method, mix-SQP, that makes best use of the
second-order information to improve convergence. However, it is natural to ask whether mix-
SQP is an efficient solution when m is large, because its worst-case complexity is O(m3) since
the active set step requires the solution to a system of linear equations as large as m×m. (In
practice, the complexity is often less that this worst case because many of the co-ordinates are
zero along the solution path.) Here, we compare mix-SQP against two alternatives that avoid
the expense of solving an m×m linear system: a simple projected gradient algorithm (Schmidt
et al. 2009) implemented using the fast simplex projection described in Duchi et al. (2008); and
EM (Dempster et al. 1977), which can also can be viewed as a gradient-descent method (Xu &
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Jordan 1996). The EM algorithm was implemented in Julia, and the projected gradient method
was implemented using Mark Schmidt’s MATLAB code1.
To illustrate their convergence behaviour, we ran the approaches on two simulated data sets
and examined the improvement in the solution over time. Our results on a smaller (20,000×20)
and a larger (20,000× 800) data set are shown in Figure 7.
Both first-order methods show a similar convergence pattern: initially, they progress rapidly
toward the solution, but this convergence slows considerably as they approach the solution; for
example, even after running EM and projected gradient for 1,000 iterations on the 20, 000×800
data set, the solution remained at least 0.35 log-likelihood units away from the solution obtained
by mix-SQP. Among the two, the projected gradient method is clearly better. Relative to the
first-order methods, each iteration of mix-SQP is very costly—the initial iterations are especially
slow because the iterates contain few zeros at this stage—but mix-SQP is able to maintain its
rapid progress as the iterates approach the solution. The benefit of the low-rank (RRQR)
approximation in reducing effort is particularly evident in the larger data set.
Although this small experiment is not intended to be a systematic comparison of first- versus
second-order approaches, it does provide two useful insights. One, second-order information is
crucial for obtaining good search directions near the solution. Two, gradient-descent methods
are able to rapidly identify good approximate solutions. These two points suggest that more
efficient solutions for large data sets—i.e., data sets with large m—could be achieved using a
carefully chosen combination of first-order and second-order approaches, or using quasi-Newton
methods.
4.3.6 Profiling adaptive shrinkage computations
An initial motivation for this work was our interest in applying a nonparametric EB method,
“adaptive shrinkage,” to very large data sets. This EB method involves three steps: (1)
likelihood computation; (2) maximum likelihood estimation of the mixture proportions; and
(3) posterior computation. When we began this work, the second step, solved using MOSEK,
was the computational bottleneck of our R implementation (Stephens et al. 2018); see Fig-
ure 8, which reproduces the adaptive shrinkage computations in Julia (aside from KWDual). To
verify that this bottleneck was not greatly impacted by the overhead of calling MOSEK from
R (inside function KWDual), we also recorded runtime estimates outputted directly by MOSEK
(MSK DINF OPTIMIZER TIME). We found that the overhead was at most 1.5 s, a small fraction of
the total model-fitting time under any setting shown in Figure 8. (Note all timings of KWDual
called from Julia were recorded in R, not Julia.)
The model-fitting step no longer dominated the computation time after it was implemented
with mix-SQP (Figure 8). This result is remarkable considering that the likelihood calculations
for the scale mixtures of Gaussians model make use of very fast probability density computa-
tions that would be difficult to improve on—in either Julia and R—without introducing clever
numerical approximations. (More complicated models will involve even more expensive likeli-
hood computations, further increasing the fraction of time spent on the likelihood computation
1minConF SPG.m was retrieved from https://www.cs.ubc.ca/spider/schmidtm/Software/minConf.html.
This code also implements a spectral projected gradient method, which was not used here.
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plot.
step.) Thus, although further improvements in optimization may be achievable (see discussion
below), they would not substantially alter the total runtime of the EB method. Therefore,
any additional efforts would be better spent in other areas, such as developing fast numerical
approximations to the likelihood computations.
5 Conclusions and potential extensions
We have proposed a combination of optimization and linear algebra techniques to accelerate
maximum likelihood estimation of mixture proportions. The benefits of our methods are par-
ticularly evident at settings in which the number of mixture components, m, is moderate (up
to several hundred) and the number observations, n, is large. In such settings, computing the
Hessian is expensive—O(nm2) effort—much more so than Cholesky factorization of the Hessian,
which is O(m3). Based on this insight, we developed a sequential quadratic programming ap-
proach that makes best use of the (expensive) gradient and Hessian information, and minimizes
the number of times it is calculated. We also used linear algebra techniques, specifically the
RRQR factorization, to reduce the computational burden of gradient and Hessian evaluations
by exploiting the fact that the matrix L often has a (numerically) low rank. These linear algebra
improvements were possible by developing a customized SQP solver, in contrast to the use of
a commercial black-box optimizer such as MOSEK. Our SQP method also benefits from the
use of an active set algorithm to solve the quadratic subproblem, which can take advantage of
sparsity in the solution vector. The overall result is that for problems with n > 105, mix-SQP
can achieve a 100-fold speedup over KWDual, which applies the commercial MOSEK interior point
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solver to a dual formulation of the problem.
With mix-SQP, the optimization step is no longer the computational bottleneck in imple-
menting nonparametric EB methods such as Koenker & Mizera (2014) and Stephens (2016).
Instead, we expect that likelihood computations will dominate. If progress can be made in com-
puting L, then other directions may be worth exploring. For example, noting from (14) that
when n m evaluating the gradient is roughly m times cheaper than the Hessian, quasi-Newton
methods may be advantageous in this setting (Nocedal & Wright 2006). Quasi-Newton methods,
including the most popular version, BFGS, approximate H by means of a secant update that
employs derivative information without ever computing the Hessian. While such methods may
take many more iterations compared with exact Hessian methods, their iterations are m times
cheaper and, under mild conditions, also exhibit the fast superlinear convergence of Newton
methods sufficiently close to the solution (Nocedal & Wright 2006).
Since n is the dominant component of the computational complexity in the problem settings
we explored—the gradient and Hessian calculations scale linearly with n—another promising
direction is the use of stochastic approximation or online learning methods, which can often
achieve good solutions using approximate gradient (and Hessian) calculations that do not scale
with n (Bottou & Le Cun 2004, Robbins & Monro 1951). Among first-order methods, stochastic
gradient descent may allow us to avoid linear per-iteration cost in n. In the Newton setting,
one could explore stochastic quasi-Newton (Byrd et al. 2016) or LiSSA (Agarwal et al. 2016)
methods.
As we briefly mentioned in the results above, an appealing feature of SQP approaches is
that they can easily be warm started. This is much more difficult for interior point methods
(Potra & Wright 2000). “Warm starting” refers to sequential iterates of a problem becoming
sufficiently similar that information about the subproblems that is normally difficult to compute
from scratch (“cold”) can be reused as an initial estimate of the solution. The same idea also
applies to solving the quadratic subproblems. Since, under general assumptions, the active set
settles to its optimal selection before convergence, this suggests that the optimal working set
W for subproblem P will often provide a good initial guess for the optimal working set W? for
similar subproblem P?.
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A Proofs
Here we provide proofs for Proposition 3.2 and Proposition 3.3.
A.1 Proof of Proposition 3.2
Because of the monotonicity and unboundedness of the objective over the positive orthant, Rm,
the solution to (8) is preserved if we relax the simplex constraint Sm = {x : 1Tx = 1, x  0}
to a set of linear inequality constraints, {x : 1Tx ≤ 1, x  0}. Slater’s condition (Boyd &
Vandenberghe 2004) is trivially satisfied for both formulations of the simplex constraints, and
the feasible set is compact. The solution then satisfies the KKT optimality conditions; i.e., at
the solution x∗ there exists a λ∗ > 0 and a µ∗  0 such that
∇φ(x∗) + λ∗1− µ∗ = 0
(µ∗)Tx∗ = 0
1Tx∗ = 1.
(19)
We therefore conclude that solving (8) is equivalent to solving
minimize
x∈Rm+
φ(x) + λ∗
(∑m
k=1 xk − 1
)
. (20)
We claim that for any λ > 0, the solution to the Lagrangian relaxation of the problem,
x∗(λ) = arg min
x∈Rm+
φ(x) + λ
∑m
k=1 xk,
is the same as solution to the original problem up to a constant of proportionality, and the
proportionality constant is λ/λ∗. So long as λ∗ > 0, we have that
x∗(λ) = arg min
x∈Rm+
{
φ(x) + λ
∑m
k=1 xk
}
= arg min
x∈Rm+
{
φ( λλ∗x) + λ
∗∑m
k=1
λ
λ∗xk
}
=
λ∗
λ
× arg min
x′ ∈Rm+
{
φ(x′) + λ∗
∑m
k=1 x
′
k
}
= λ
∗
λ x
∗(λ∗).
The second equality follows from the scale invariance assumption on φ(x).
Note that λ∗ = 0 cannot hold at a solution to (8). Suppose that λ∗ = 0. Then the point
x∗ must satisfy the KKT conditions of the problem in which the equality constraint 1Tx = 1 is
removed, and it must then be a solution of that problem. Since the objective function decreases
as we scale up x, such problems clearly are unbounded below and thus cannot have an optimal
solution (as scaling x up keeps decreasing the function value while preserving nonnegativity of
entries in x). Since the solution of (8) must satisfy
∑m
k=1 xk = 1, the conclusion follows.
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Algorithm 2: mix-active-set: active set method method to compute a search direction
for mix-SQP.
Inputs : gradient, g ∈ Rm; Hessian, H ∈ Rm×m; initial working set, W(0) ⊆ {1, . . . ,m};
convergence tolerance,  ≥ 0.
Output: y(l) ∈ Rm, an estimate of the solution to (15).
k ← m− |W (0)|;
Set y
(0)
i ← 0,∀i ∈ W(0);
Set y
(0)
i ← 1/k, ∀i /∈ W(0);
for l = 0, 1, 2, . . . do
b← Hy(l) + 2g + 1m; (see eq. 16)
q(l) ← arg minq qTHq/2 + qT b s.t. qi = 0, ∀i ∈ W(l); (see eq. 16)
αl ← 1;
if maxi |q(l)i | ≤ 0 then
if mini∈W(l) bi ≥ − then
stop; (all Lagrange multipliers in working set are positive)
j ← arg mini∈W(l) bi;
W(l+1) ←W(l) \ {j}; (remove smallest multiplier from active set)
else
j ← arg min
i /∈W(l), q(l)i <0
−y(l)i /q(l)i ;
αl ← −y(l)j /q(l)j ; (find largest step size retaining feasibility)
if αl < 1 then
W(l+1) ←W(l) ∪ {j}; (add blocking constraint to working set)
y(l+1) ← y(l) + αlq(l);
A.2 Proof of Proposition 3.3
The proof follows from the KKT optimality conditions (19). Premultiplying the first set of
equations by (x?)T , we have that
(x∗)T∇f(x∗) + λ∗ = 0.
The gradient of the objective in (1) is ∇f(x) = −LTd/n, where d is a vector of length n with
entries dj = 1/(Lx)j . Inserting this expression for the gradient into the above identity yields
λ∗ = 1.
B Implementation of the active set method
At each iteration of mix-SQP (Algorithm 1), an active set method is used to compute a search
direction, p(t). The active set method is given in Algorithm 2. It is adapted from Algorithm 16.3
of Nocedal & Wright (2006). Note that additional logic is needed to handle boundary conditions,
such as the case when the working set is empty, and when the working set contains all co-
ordinates except one.
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C GIANT data processing details
We retrieved file GIANT HEIGHT Wood et al 2014 publicrelease HapMapCeuFreq.txt.gz from
the GIANT Project Wiki (http://portals.broadinstitute.org/collaboration/giant). The
original tab-delimited text file contains summary statistics—regression coefficient estimates zj
and their standard errors sj (columns “b” and “SE” in the text file)—for 2,550,858 SNPs j on
chromosomes 1–22 and X. These summary statistics were computed from a meta-analysis of 79
genome-wide association studies of human height; see Wood et al. (2014) for details about the
studies and meta-analysis methods used. We filtered out 39,812 SNPs that were not identified
in Phase 3 of the 1000 Genomes Project (Auton et al. 2015), an additional 384,254 SNPs where
the coding strand was ambiguous, and 114 more SNPs with alleles that did not match the 1000
Genomes data, for a final data set containing n = 2,126,678 SNPs. (Note that the signs of
the zj estimates were flipped when necessary to align with the 1000 Genomes SNP genotype
encodings, although this should have had no effect on our results since the prior is a mixture of
zero-centered normals.) The processed GIANT data are included in the accompanying source
code repository.
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