Mathematical analysis and computer simulations are used to evaluate three modi¯cations to Kau®man's N K model in an attempt to incorporate unexplored aspects of epistatic interaction between loci in genome evolution. Two modi¯cations|one to the amount and the other to the distribution of epistatic interaction|further support Kau®man's conclusion that high levels of epistatic interaction lead to a decrease in overall¯tness of the genome. The third model, however, provides a condition under which a high amount of epistatic interaction at certain loci results in higher genome¯tness.
and a detailed description of the N K model is presented.
Applications of the N K Model
The NK model has been applied in many other biological settings involving the evolution of, for example: antibody variable domain amino acid sequences in the humoral immune response [Kau®man and Levin (1987) ; Kau®man et al. (1988) ; Macken and Perelson (1989) ; Macken et al. (1991) ; Kau®man (1993) ; Perelson and Macken (1995) ], protein or RNA sequences or conformations [Weinberger (1988) ; Amitrano et al. (1989) ; Flyvbjerg and Lautrup (1992) ; Fontana et al. (1993) ; Schuster and Stadler (1994) ] and molecular quasispecies [Eigen et al. (1989)] .
The N K model has also found applications outside the¯eld of biology. For example, Levinthal (1997) uses the NK paradigm in a business environment to model the process of organizational change. In that article, an organization is represented by a vector of N binary attributes. The contribution of each attribute to the overall¯tness of the organization is in°uenced by the values of K other attributes. The author examines the e®ect of the value of K on the number of local peaks of the¯tness landscape, each of which is associated with a dominant organizational form.
NK models borrowed ideas and notation from the¯eld of spin glasses [Derrida (1981) ] in physics. Spin glasses models can be viewed in the context of¯tness landscapes [Weinberger (1991) ]. In this setting, the spins (up or down) of N atoms are a®ected by the spins of K other surrounding atoms. Evolution in this setting involves variation in the spin of each atom so as to minimize the total energy of the collection of atoms.
A Description of the NK Model
f (x), between 0 and 1. A value close to 0 indicates poor¯tness and a value close to 1 indicates good¯tness. In Kau®man's model, the¯tness, f (x) , is the average of the¯tness contributions, f i (x), from each locus i, that is:
The speci¯c way the contribution to¯tness of locus i is calculated is based on the epistatic interactions a®ecting that locus, as indicated by the value of the integer parameter K. Kau®man (1993) assumes that the contribution of each locus i to the overall¯tness of the genome depends on the allele at locus i as well as on the alleles at K other loci (for example, the K=2 loci on either side of locus i, wrapping around, if necessary). There are 2 K+1 possible combinations for the alleles at these K + 1 loci, so there are 2 K+1 possiblē tness contributions for each locus. For simulation purposes, 2 K+1 uniform 0 ¡ 1 random numbers are generated for each locus. Then, the value of f i (x) is the random number that corresponds to the combination of alleles at locus i and the K loci that a®ect locus i.
Given values for N; K, and the N tables of 2 K+1 uniform 0 ¡ 1 random numbers, the collection of all 2 N binary vectors, together with their¯tnesses, as de¯ned by (1), constitute the NK model. Evolution in this model involves moving from one genome to another in search of a genome having the best possible¯tness. There are many ways to do so (for example, gradient descent, recombination, genetic algorithms, and so on). In this paper, evolution is modeled by considering a one-mutant neighbor, hereafter called a \neighbor", of a genome. A neighbor of a genome x is a genome y in which the allele at exactly one locus i of y is di®erent from the allele at locus i of x, all other alleles being the same. Note that the¯tness of a neighbor y may or may not be better than the¯tness of x. The N K model together with this one-mutant neighborhood structure of a genome constitutes the NK¯tness landscape.
Evolution is now assumed to proceed by an adaptive walk, as follows. Starting with an arbitrary genome, a sequence of neighboring genomes with successively better¯tnesses are visited until obtaining a genome whose¯tness is better than the¯tness of all its neighbors.
This¯nal genome is referred to as a local maximum. Modeling evolution in this way a®ords the ability to obtain analytical results in certain cases that can then be supported by simulations. For example, one question Kau®man set out to answer in this framework was how the values of N and K a®ect the average¯tness of the¯nal genome obtained from these adaptive walks. Kau®man (1993) provides a mathematical analysis for the case K = 0, referred to as a highly correlated landscape. In this case, starting with any initial genome, an adaptive walk reaches the best possible genome, whose expected¯tness is shown mathematically to be 2/3. When K = 0, the contribution of each locus to the overall¯tness depends only on the allele at that locus. A genome with maximum¯tness is obtained by an adaptive walk that successively sets the allele at each locus to its best value, 0 or 1, as determined by the random-number table for that locus. The expected number of steps needed to do so is N=2.
Kau®man (1993) also provides an analysis for the case K = N ¡ 1, referred to as a highly uncorrelated landscape. In this case, changing the allele at one locus changes thē tness contributions of all loci. Kau®man argues analytically that when N tends toward in¯nity, an adaptive walk results in a local maximum whose expected¯tness approaches 1/2. It is also shown that the expected number of local maxima is 2 N =(N + 1) and that the expected number of steps needed to reach a local maximum is log(N ¡ 1).
From the analysis for these two extreme values of K, one can identify what is referred to in this paper as the path-length phenomenon, namely, that the expected number of steps needed to reach a local maxima is inversely correlated with the number of local maxima|the more the expected number of steps, the fewer the expected number of local maxima.
One might also infer that as the expected number of steps needed to reach a local maximum decreases, the expected¯tness decreases. This, however, turns out to be true Furthermore, they indicate that for virtually all values of N and K, the expected¯tness of a local maximum increases (almost linearly) with the number of loci for which
That is, the more uniform the distribution of epistatic interaction across loci, the better the expected¯tness of a local maximum.
Although no analytical explanation was found for this outcome, further statistics for the case when N = 48 were collected. For each value of K, the simulations revealed that the average contribution to¯tness of each a®ected locus exceeded substantially the average contribution of each una®ected locus, regardless of how many a®ected loci there are.
This means that, in the NK i model, high epistatic interaction at the a®ected loci is more bene¯cial to the¯tness contribution of those loci than the lack of epistatic interaction at the una®ected loci. One plausible explanation for this phenomenon is that the contribution tō tness of each una®ected locus depends only on its own allele. However, an adaptive walk evidently chooses the alleles at most loci to bene¯t the¯tness contributions of the a®ected loci. In any event, because the average contribution to¯tness of a®ected loci is greater than that of una®ected loci, it follows that as the number of a®ected loci increases|that is, as the distribution of epistatic interaction becomes more uniform|the¯tness of the genome increases. This explanation is consistent with the trade-o® between the number of choices and the number of con°icts associated with increasing K, as discussed in Section 1.
It was also found that, for a¯xed number of a®ected loci, as K increases, the average contributions of each a®ected locus and each una®ected locus both decrease, thus con¯rming that higher epistatic interaction leads to a decrease in average¯tness of a local maximum.
Turning to the number of steps needed to reach a local maximum, one might anticipate that, for a¯xed value of K, this number increases as the distribution of epistatic interaction across loci increases. This is because, in general, better¯tness occurs when there are fewer local maxima. Assuming that the path-length phenomenon is applicable, when there are fewer local maxima, more steps are needed to reach a local maximum. This correlation of an increase in the number of steps needed to reach a local maximum with an increase in the distribution of epistatic interaction across loci is evident from the simulation results in 
Modi¯cations to the Distribution of Epistatic Interaction
The next modi¯cation to the NK model arises by asking the following question. Given that the contribution to¯tness of locus i depends on its allele and the alleles at K other loci, does it matter which K loci a®ect locus i? Kau®man (1993) studied three forms of this epistatic distribution, one of which is where the contribution to¯tness of each locus is a®ected by its own allele and those at the K=2 loci on either side of locus i (wrapping around, if necessary). The second is a model in which each locus is a®ected by its own allele and those at K other randomly-chosen loci. (Kau®man found no signi¯cant di®erence in thē nal¯tness of a local maximum obtained by an adaptive walk with these two variations.)
The third is a model in which the epistatic distribution is \falling o® exponentially from the¯rst site to the N th site, such that the weighted proportion of epistatic outputs from each site i is e ¡0:1i " [c.f. Kau®man (1993) ].
In this section, a more systematic study of the e®ects of the distribution of epistatic interaction is conducted. To compare the results with the NK model, consider¯xed values of N and K, so the contribution to¯tness of each locus i is a®ected by its own allele and the alleles at K other loci. To control which loci a®ect locus i, choose A¸K a®ector loci.
Then, the K loci that a®ect any locus i are chosen among these A a®ector loci, for example, K=2 of these a®ector loci on either side of locus i.
In the extreme case, when K = A = 1, there is one a®ector locus|say, locus 1. In this case, the contribution to¯tness of each locus i depends on the alleles at locus i and at locus 1. Thus, the allele at locus 1 a®ects the contribution to¯tness of all other loci and hence, locus 1 has a high level of epistatic interaction. At the other extreme, when A = N, a version of the N K model results. In this sense, the N K=A model is a generalization of the NK model.
One interesting observation is that there are at most 2 A local maxima in the NK=A model. To see why this is so, consider again the case when K = A = 1, with locus 1 being the a®ector locus. Temporarily¯xing the allele at locus 1, the¯tness contribution of any other locus i¸2 now depends only on its own allele. Thus, a necessary condition for a local maximum is that the allele at each locus i¸2 have its best value, 0 or 1, depending on the random-number table for that locus and on the¯xed allele of the a®ector locus 1. The resulting genome is a local maximum if changing the allele at the a®ector locus 1 does not lead to further improvement. In any case, for each of the two alleles in the a®ector locus 1, there is at most one local maximum. Thus, in the case A = 1, there are at most 2 A = 2 local maxima.
More generally, if the¯tnesses of all genomes are distinct|which is the case when the random number generator for the¯tnesses is unbiased|then, for an arbitrary value of A, there are at most 2 A di®erent local maxima in the N K=A model. To see that this is so, suppose there were more than 2 A di®erent local maxima. Because there are only 2 A combinations of alleles at the A a®ector loci, at least two di®erent local maxima, say, x 6 = y, must have the same combination of alleles at the A a®ector loci. It is now shown that these assumptions lead to a contradiction. In particular, it has already been stated that the alleles at the A a®ector loci of x and y are the same. It will now be shown that the alleles of the remaining N ¡ A loci of x and y are also the same, which contradicts the fact that x 6 = y. 
Modi¯cations to the Contributions of Individual Loci
The models described in Sections 2 and 3 are based on the likelihood that, in real biological settings, the amount of epistatic interaction varies as a function of locus. In this section, another modi¯cation to the NK model is proposed in an attempt to di®erentiate the impact of each locus and its epistatic interactions on the overall¯tness of the genome. This modi¯cation is obtained by writing the¯tness, f (x), as de¯ned in (1), in the following form:
In (2), the contribution to¯tness, f i (x), of each locus i is weighted by the same amount, namely, 1=N. The model suggested now is one in which each f i (x) is weighted by a number w i , where 0 · w i · 1 and w 1 + ¢ ¢ ¢ + w N = 1. That is,
Observe that when each w i = 1=N, (3) reduces to (2). In this sense, the NK=W model is a generalization of the NK model.
The analysis in Kau®man (1993) for the NK model when K = 0 applies to the NK=W model also. Speci¯cally, when K = 0, the value of f i (x) depends only on the allele at locus i. A genome x ¤ with maximum¯tness is obtained by an adaptive walk that successively sets the allele at each locus to its best value, 0 or 1, as determined by the random-number table for that locus. Thus, the expected value of f i (x ¤ ) is the maximum of two independent, identically distributed (i.i.d.) uniform 0 ¡ 1 random variables, which is 2/3. It then follows from (3) that the expected value of f (x ¤ ) is
In contrast, the analysis in Kau®man (1993) for the case K = N ¡ 1 that leads to the complexity catastrophe is not applicable in the NK=W model. This is because, in the NK model with K = N ¡ 1, a local maximum is obtained by an adaptive walk on an N-dimensional unit cube in which the¯tness of each genome x is the sum of the following N i.i.d. random variables, each of which has a uniform distribution between 0 and 1=N:
For large N, the central limit theorem implies that the distribution of f(x) is approximately normal with mean 1=2 and variance 1=(12N ), which converges to 0 as N approaches in¯nity.
Thus, when N is large, the¯tness of any genome is close to 1/2 with high enough probability to justify the fact that even the¯tness of a local maximum is approximately 1/2.
For the NK=W model with K = N ¡ 1, although the expected value of f (x) is still equal to 1/2, the variance of f (x) is
This variance might not approach 0 as N approaches in¯nity, in which case the expected tness of a local maximum is no longer 1/2. In other words, in the N K=W model, high epistatic interaction may no longer lead to the complexity catastrophe. One such model that actually bene¯ts from high levels of epistasis at certain loci is presented next.
The Case of One Heavily-Weighted Locus
Consider now a special case of the N K=W model in which, say, locus 1 is heavily weighted relative to the weights of the other loci. For example, in the extreme case when w 1 = 1 and w 2 = ¢ ¢ ¢ = w N = 0, the¯tness of the genome, as de¯ned by (3), depends only on thē tness contribution of locus 1, that is,
In this case, at a local maximum, the alleles of the loci that a®ect locus 1 will be set to achieve a high¯tness contribution for locus 1, without concern for how those settings a®ect the contribution of other loci. Thus, when K is large, the contribution of locus 1, and of the whole genome, will be close to 1. In other words, in this special case, high epistatic interaction at locus 1 is bene¯cial.
A similar conclusion holds when the weight w of locus 1 is relatively high, with the remaining weight, 1 ¡ w, distributed, say, evenly among the rest of the loci, so w 1 = w and w j = (1 ¡ w)=(N ¡ 1), for j = 2; : : : ; N . To see that the¯tness of the¯nal genome obtained by an adaptive walk in this model is largely determined by the contribution of locus 1, consider a genome x and one neighbor of x, say, y, for which f 1 (y) < f 1 (x). If w is su±ciently close to 1, an adaptive walk starting from x will not move to y, even if the contributions to¯tness of the remaining loci of y are all 1 because this is not su±cient to compensate for the¯tness decrease of the heavily-weighted locus 1. Speci¯cally, the di®erence in total¯tness between x and y is:
The expression on the right side of the¯nal inequality above is negative when w is su±ciently close to 1.
This discussion suggests that it is reasonable to approximate an N K=W model in which only locus 1 is heavily weighted by a model where the K+1 loci that a®ect locus 1 (including locus 1 itself) follow an adaptive walk to maximize solely f 1 (x) (without concern for how the alleles in those K + 1 loci a®ect the contributions of other loci) and the alleles at the remaining N ¡K ¡1 loci are set randomly. Letf 1 be the expected value of the contribution to¯tness of locus 1 at the local maximum x reached by an adaptive walk that maximizes the contribution of locus 1. Then the expected value of the local maximum of the NK=W model with one heavily-weighted locus is approximately
The valuef 1 is the expected value of an adaptive walk on a (K + 1)-dimensional unit cube in which the¯tnesses of the 2 K+1 corner points are i.i.d. uniform random variables.
A system of this type has been studied by Macken and Perelson (1989) . Using recursive analysis with an approximating Markov process, they show that the expected value of the local maximum reached by such an adaptive walk approaches the ideal value of 1. In particular, for K large, their results imply that
Substituting (5) in (4), an approximation for the expected value of a local maximum x in the current NK=W model, when w is close to 1 and K is large, is
The expression on the right side of (6) is increasing in K, which means that higher epistatic interaction leads to higher expected¯tness, provided that the weight of locus 1 is su±ciently close to 1. In other words, this model achieves the advantages of having a large number of choices for the¯tness contribution of the heavily-weighted locus without su®ering from the disadvantage of epistatic con°icts.
A simulation is presented to show the e®ects of heavily weighting one locus. Speci¯cally, the weight of one chosen locus is controlled and the e®ects of varying N and K are studied.
Equivalently stated, for¯xed values of N and K, the e®ects on overall¯tness of using various weights for one chosen locus are obtained. The simulations for this model were performed for N = 8; 16; 24; 48; 96 and K = 2; 4; 8; 16; 24; 48, with K < N and also for K = N ¡ 1. 500 adaptive walks were generated for all N; K values except for N = 96, for which 200 were generated. Each locus is a®ected by K/2 loci on either side, wrapping around the end of the genome, if necessary.
For each combination of N and K, the simulations were performed¯rst for w 1 = 1=N, which correspond to the original N K model, and then for w 1 = 0:1; 0:2; : : : ; 0:9. In each case, the remaining N ¡ 1 loci have equal weights w i = (1 ¡ w 1 )=(N ¡ 1).
The average¯tness of a local maximum and the average number of steps needed to reach a local maximum are presented in Figure 5 for N = 48 and in Figure 6 for N = 96.
For small values of w 1 , the average¯tness of a local maximum is decreasing as K increases, which is consistent with the discussion in the previous sections. However, when w 1 is large, this behavior is reversed in that the average¯tness of a local maximum increases with K.
The average number of steps needed to reach a local maximum, however, appears to be independent of the weight. These results verify the prediction that, with su±ciently high di®erentiation in the individual loci weights, the higher number of choices for the¯tness contribution of a heavilyweighted locus|resulting from high epistatic interaction at that locus|leads to better tness.
The Case of Two Heavily-Weighted Loci
The second model considered in this section is one with two heavily-weighted loci, each with weight w=2. Speci¯cally,¯x loci i and j and assume that w i = w j = w=2 and w k = (1 ¡ w)=(N ¡ 2) for k 6 = i; j. In the event that none of the K loci that a®ect thē tness contribution of locus i also a®ect the contribution of locus j, locus i and the loci that a®ect locus i behave independently of locus j and the loci that a®ect locus j. Provided that w is su±ciently close to 1, the arguments in Section 4.1 apply for loci i and j separately.
In particular, this model can be approximated by another in which each of the two sets of i and j a®ectors follow an adaptive walk to maximize f i and f j , respectively, and the alleles at the remaining loci are set at random. For large K, the same approximation as in (5) holds for each of the two local optima of f i and f j . Therefore, (6) also provides a valid approximation for the¯tness of a local maximum for this model.
When K is greater than or equal to N=4, some loci that a®ect the¯tness contribution of locus i will also a®ect the¯tness contribution of locus j. A computer simulation shows the impact of having these overlapping a®ector loci.
The simulations for this model were performed by weighting 2 loci, (loci N=4 and 3N=4) each with weight 1/3. The remaining weight was distributed evenly among the other N ¡ 2 loci, that is, w i = 1=(3 (N ¡ 2) ). 500 adaptive walks were completed for N = 8, 16, 24, and 48, and 200 trials were completed for N = 96. For each value of N, the simulations start with K = 2, and the value of K is doubled as long as 2K < N=2 (which implies that the two heavily-weighted loci have disjoint a®ector sets). When 2K¸N=2, these two loci are no longer a®ected by entirely di®erent a®ectors. In this case, K is set to N=2 and successively increased by 2, 4, 8, and 16 so long as K < N and also set to K = N ¡ 1, in order to study the e®ect of increasing overlap in the a®ector sets.
The average¯tness and average number of steps needed to reach a local maximum are reported in Figure 7 (a) and (b). It can be observed that the average¯tness increases with K, as long as K is such that the sets of a®ectors of the two heavily-weighted loci are disjoint. However, as the number of common a®ectors increases, the¯tness starts decreasing and continues to decrease due to the increased number of epistatic con°icts. Only in the case N = 8 does the¯tness fall below the initial¯tness associated with K = 2. The simulation results indicate that when there are two heavily-weighted loci, i and j, high epistatic interaction at these loci is desirable provided that the loci that a®ect the¯tness contribution of locus i do not a®ect the¯tness contribution of locus j. Even when there are overlapping a®ector loci, the decrease in overall¯tness is not as substantial as in the N K model.
Turning to the number of steps needed to reach a local maximum, for each value of N, this number decreases as the value of K increases. This decrease is relatively large until there are overlapping a®ector loci, at which point the decrease in the number of steps needed to reach a local maximum is more gradual.
A comparison of 200 simulations of this two heavily-weighted N K=W model and the NK model for N = 96 is given in Figure 8 . This comparison indicates that for all values of K, the average¯tness of a local maximum in this NK=W model is greater than that of the original NK model. Furthermore, the decrease due to the complexity catastrophe is much slower in the NK=W model.
Conclusions and Directions for Future Research
Three variations of Kau®man's NK model for studying the e®ects of epistatic interaction on genome evolution are presented. In the N K i model described in Section 2, the amount of epistatic interaction, K i , varies with each locus i. In this case, computer simulations con¯rm Kau®man's complexity catastrophe in that whenever one or more loci have high levels of epistatic interaction (indicated by a large value of K i ), the overall¯tness of thē nal genome obtained by an adaptive walk decreases.
In the NK=A model presented in Section 3, the distribution of epistatic interaction is controlled by choosing A a®ector loci. For¯xed values of N and K, the K loci that a®ect any locus i are chosen among these A a®ector loci. Even in this model, high epistatic interaction, in the form of few a®ector loci that a®ect many loci, decreases¯tness of a local maximum obtained by an adaptive walk.
The complexity catastrophe can be attenuated, to some degree, by di®erentiating the weights of the¯tness contributions from each locus, as done in the N K=W model presented in Section 4. Speci¯cally, the¯tness of a genome is now the weighted sum of the¯tness contributions from each locus. In the case when there is one heavily-weighted locus, high epistatic interaction at this one locus is shown, both analytically and by simulation, to lead to better¯tness obtained from an adaptive walk. When there are two heavily-weighted loci, better¯tness is obtained when there is high, non-overlapping epistatic interaction at these two loci. Even when there are overlapping a®ector loci, the decrease in¯tness associated with increasing K in this NK=W model is not as great as in the NK model.
In this paper, the expected value of a local maximum and the number of steps needed to obtain it were investigated. An area for future research is to explore, for each variation of the NK model, the expected number of local maxima, the number of neighbors examined, the number of local maxima that can be reached from a given initial genome, and the number of genomes that result in the same local maximum.
Perhaps the most important result of this work is that it appears worthwhile to seek ways to di®erentiate the contribution of loci and their allelic settings to the overall¯tness of a genome. As shown in this paper, one way to do so, based on biological considerations, is to weight the¯tness contributions of each locus di®erently. The consequences of doing so in the NK model using an adaptive walk to model evolution are clear. It would be interesting to explore how this type of modi¯cation a®ects other models of genomic evolution on tness landscapes, such as population-based search and recombination. Other approaches to di®erentiating the contribution of the loci in these models are also worth investigating.
