




GPUs are composed of a large number of small computational cores 
compared to CPUs which are generally just a few larger cores. While the CPU 
excels at linear processes, the GPU excels at parallel tasks. For this project, the 
goal was to find a way to use the massive parallelism of a GPU to rapidly analyze 



































































































The following images are from NVidia's Visual Profiler tool. These represent the analysis 
process using different numbers of cudaStreams. These images do not share the same 
scale. 
This graph shows the analysis rate of each of the processes shown above compared to 
the theoretical limit represented by the red line. By simply overlapping the memory 
transfers, the analysis rate increased by ~60 percent. This means that even with the 
extra memory transfers, the GTX 1070 is still around 3300 times faster than the Intel i7. 
Applications to Nab Experiment
Traditionally waveform analysis has been handled in real-time by a DAQ system and 
then more robust offline analysis has been done by CPUs. A GPU powered server can 
be used to do real-time analysis with greater precision than a DAQ system. The FFT 
libraries provided by Nvidia use 32 bit floating point precision which is more precise than 
the integer arithmetic done by a DAQ system. 
As the convolution rate is well above the real-time data speed, more time can be given 
to trigger analysis and event reconstruction. With multiple GPUs on a server, it is 
possible to do online analysis with as much precision as offline analysis.
1 cudaStream: No overlap between 
memory transfer and analysis steps. 
2 cudaStreams: Almost perfect 
overlap between memory transfers 
and analysis steps. 
3 cudaStreams: Same level of 
overlap despite the extra stream. 
No performance gain over 2 
cudaStreams due to this.  
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GP104 Diagram: http://videocardz.com/60163/nvidia‐releases‐full‐geforce‐gtx‐1070‐specifications‐and‐first‐specifications and first 
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For more information on the CUDA Toolkit and using Nvidia GPUs for computational work:   https://developer.nvidia.com/cuda‐zone
