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Abstract
We present a 2+1 dimensional quantum gauge theory with correlated fermions
that is exactly solvable by bosonization. This model describes a system of Lut-
tinger liquids propagating on two sets of equidistant lines forming a grid embedded
in two dimensional continuum space; this system has two dimensional character due
to density-density interactions and due to a coupling to dynamical photons propagat-
ing in the continuous embedding space. We argue that this model gives an effective
description of partially gapped fermions on a square lattice that have density-density
interactions and are coupled to photons. Our results include the following: after non-
trivial renormalizations of the coupling parameters, the model remains well-defined in
the quantum field theory limit as the grid of lines becomes a continuum; the photons
in this model are massive due to gauge-invariant normal-ordering, similarly as in the
Schwinger model; the exact excitation spectrum of the model has two gapped and
one gapless mode.
Keywords: (2+1)D exactly solvable model; correlated fermions; bosonization; anoma-
lies; photon mass generation; quantum gauge theory
1 Introduction
There are several example in the history of physics where an exactly solvable model, which
first appeared in one area of physics, was later found useful in another. For example, recent
developments in optical lattices have led to experimental realizations of one dimensional
exactly solvable quantum many body models that, for many years, were regarded as mere
toy models by many physicists (see e.g. [1]). Another example is the massless Thirring
model [2], which was originally proposed as a toy model in elementary particle physics but
later, through the work of Luttinger [3] and Haldane [4] among others, found an important
application in condensed matter physics as a realistic prototype model for one dimensional
correlated fermions (an earlier pioneering paper on this is by Tomonaga [5]). We thus hope
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that the results presented in this paper are of some general interest beyond the motivations
which we provide.
We present a quantum field theory model describing interacting fermions coupled to
a dynamical U(1)-gauge field in two dimensions (2D) which is exactly solvable. We also
obtain exact results for this model. As will be discussed, our motivation are 2D correlated
fermions systems like the cuprate superconductors [6], but our model is probably too simple
to provide a realistic description of a material existing in nature. However, we believe it still
is valuable: First, it is close enough to realistic such models to serve as test case for pertinent
approximation methods; second, it provides a simple pedagogical example for multiplicative
renormalization in quantum field theory; third, it provides a 2+1 dimensional example for
dynamical photon mass generation due to an anomaly, similarly as in the Schwinger model
[7] (this is further discussed in our conclusions); fourth, it is an example of a quantum field
theory model which can be defined and studied in a way which is simple and mathematically
precise at the same time.
Our starting point is a model first proposed by Mattis to describe 2D fermions with
a square Fermi surface and density-density interactions, and which can be solved exactly
by bosonization [8]; see also [9, 10, 11, 12, 13] for interesting work on similar models in
the condensed matter literature. In recent work we presented physics arguments that the
Mattis model provides an effective description of fermions on a square lattice with local
interactions in a partially gapped phase away from half filling [14, 15, 16]. We also showed
that it is possible to define and solve the Mattis model rigorously according to the standards
of mathematical physics [17].
The model studied in this paper is obtained by coupling the Mattis model to a dynamical
U(1)-gauge field using the gauge principle, i.e. coupling the fermions to a dynamical photon
field so that local gauge invariance is preserved. We find that the gauge principle has an
interesting twist: normal ordering, which is needed to make the Mattis model well-defined,
breaks gauge invariance. For this reason, minimal coupling alone does not give a gauge
invariant result; one also has to use gauge invariant normal ordering [18], and this leads
to additional fermion-photon coupling terms (note that the latter arise not only from the
kinetic- but also from the interaction terms of the fermion Hamiltonian).
We believe that it should be possible to also derive this model as an effective description
of U(1)-lattice gauge theory coupled to interacting lattice fermions, in generalization of our
results in [15, 16]. However, such derivations are notoriously difficult, and it is common to
regard the gauge principle as a reliable substitute for such a derivation. As a well-known
example we recall the Standard Model in elementary particle physics which, in principle,
should be derivable from a more fundamental theory (e.g. String theory). However, this is
very difficult in practice [19]; instead, one uses the gauge principle which, for a given model
of matter and gauge group, fixes the gauge theory completely. We admit that the gauge
principle does not provide a proof: we cannot rule out the possibility that the true effective
model for this lattice gauge theory is more complicated, with additional terms that spoil
the exact solvability; the exact solution of the model presented in this paper should be a
useful starting point even in that case.
As mentioned, the solution method we use is bosonization. There is a large literature
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on bosonization in higher dimensions motivated by 2D correlated fermions systems; see
e.g. Ref. [20] for review. The idea of mapping fermions to free bosons has been used
before to study 2D interacting fermions coupled to gauge fields [21, 22]; see e.g. [23], Sec. 9
for review (other work on the possible role of U(1)-gauge fields for 2D correlated fermion
systems is discussed in Section 5). However, our work differs in important details from all
previous work we are aware of. In particular, our results are exact. Moreover, we clearly
identify a model which can be defined and studied rigorously according to the standards of
mathematical physics. This is due to the following: it is possible to formulate and bosonize
the model exactly with particular UV cutoffs in place, and it therefore is possible to check
by simple means that all definitions and the UV limit are well-defined mathematically.
However, to simplify our presentation, we omit in this paper some technical details which
would be of interest mainly to readers interested in mathematical rigor (we plan to provide
these details elsewhere). In particular, the equivalence of the fermion- and boson gauge
theory models presented in this paper is an exact result.
Depending on background and interest, the paper can be read in different ways: We
state our definitions and results using a formal notation which, as we hope, should allow
readers not interested in technical details to quickly asses our results; readers interested
in technical details can consult Ref. [17] for a dictionary to translate our formal notation
into mathematically precise statements (the latter is only described in words in the present
paper). More pragmatic readers can regard our derivation of the bosonized model given in
the beginning of Section 4 as heuristics, and to take this boson model as starting point: its
key properties can be easily checked without knowing how it is derived (as will be explained),
and since it is a free quantum field theory (i.e. there are no non-linear interactions), it
is easy to make it mathematically precise (mathematical details on how to make a free
boson quantum field theory mathematically precise are collected in [17], Appendix B.1, for
example). Still other readers might be only interested in a gauge theory coupled to bosonic
matter which is free and with massive photons; such readers can start with Eq. (E.1) where
the Lagrangian defining this model is given (it is easy to generalize this example to other
dimensions or construct a variant which is rotation invariant).
Our plan is to give a concise presentation and discussion of our results in the main
text (Section 2–5), and to defer technical details to six appendices. Section 2 discusses
the Mattis model and its proposed relation to lattice fermions (the latter part can be
skipped without loss of continuity). In Section 3 we present our gauge theory model and
some mathematical results that we need. The exact solution of this model is given in
Section 4. Our conclusions are in Section 5. In Appendix A we derive the Hamiltonian
formulation from the Lagrangian formulation of our model. Appendix B provides details
on gauge invariant normal ordering. Formulas that provide an independent check of gauge
invariance are spelled out in Appendix C. Computational details on the diagonalization
of the model Hamiltonian, the functional integral formalism that we use to find response
functions, and our proof of the Meissner effect can be found in Appendices D, E and F,
respectively.
Notation: µ, ν = 0,+,− are space-time indices, s, s′ = +,− space indices, r, r′ = ±
chirality indices; the space-time metric signature is (−,+,+); x = (x0,x), x0 = ct, are
space-time coordinates with 2D positions x = (x+, x−) and time t; c is the velocity of light;
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∂s = ∂/∂xs are spatial derivatives; ψ
(†)
r,s are standard fermion field operators; Aµ is the gauge
potential, Es are the electric field components, and B = ∂+A−−∂−A+ is the magnetic field.
Common argument x of field operators are suppressed whenever possible without danger
of confusion.
2 Fermion model
The Hamiltonian defining the Mattis model can be written in position space as follows,
HM =
∑
r,s=±
∫
d2x
(
rvF :ψ
†
r,s(−i∂s)ψr,s : +
∑
r′,s′=±
gr,s,r′,s′ :ψ
†
r,sψr,s ::ψ
†
r′,s′ψr′,s′ :
)
(1)
with ψ
(†)
r,s (x) fermion field operators satisfying the usual canonical anticommutator relations{
ψr,s(x), ψ
†
r′,s′(y)
}
= δr,r′δs,s′δ
2(x− y), etc., and colons denoting standard fermion normal
ordering with respect to a Dirac vacuum [17]. These definitions are formal since important
UV regularizations are suppressed: while the xs-component of x in ψ
(†)
r,s (x) is continuous,
the x−s-component is discretized to integer multiples of a UV cutoff a˜, and thus the in-
tegrals and Dirac deltas have to be interpreted as partial Riemann sums and Kronecker
deltas, respectively [17]. Moreover, the interaction potential, which in (1) corresponds to
gr,s,r′,s′δ
2(x − y), is regularized by replacing the Dirac delta by a suitable smeared delta
function.1 The coupling constants scale with the UV cutoff as
gr,s,r′,s′ = a˜πvF
(
γ1δs,s′δr,−r′ + γ2δs,−s′/2
)
, (2)
with the Fermi velocity vF > 0 and dimension-less constants γ1,2 such that |γ1| < 1 and
|γ2| < |1+γ1|. The above scaling of the coupling constants is not only obtained by deriving
the model from lattice fermions [15], but it also ensures that HM has a non-trivial limit as
a˜→ 0 [17]. The restrictions on γ1,2 are to ensure stability of the Dirac vacuum [17].
The Hamiltonian in (1) describes, at face value, a system of Luttinger liquid living on
two sets of parallel lines forming a 2D grid as follows,2
1To be more specific: δ2(x) is replaced by (1/a˜2)f(x/a˜) with a particular smooth function f such that∫
d2x f(x) = 1 [17].
2Note that the following picture is rotated by an angle pi/4 as compared to the one in Figure 1 below.
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with the UV cutoff a˜ equal to the distance of two adjacent parallel lines (as indicated
in the figures, we also use a IR cutoff L corresponding to the extension of space in the
x+- and x−-directions [17]). The fermions ψr,s(x+, x−) propagate on the horizontal and
vertical lines for s = + and −, respectively, i.e., xs is continuous and x−s a discrete label.
This system of one dimensional Luttinger liquids has a two dimensional character due to
density-density interactions between fermions on different lines. In the rest of this section
we shortly describe another physical interpretation of the Mattis model as an effective
description of 2D lattice fermions in a partially gapped phase (one can ignore this without
loss of continuity).
We describe the relation of the Mattis model to lattice fermions using Figure 1, which
shows the Brillouin zone corresponding to a square lattice (dashed large square) divided
into regions of different sizes.3 Close to half filling, mean field theory indicates that the
system is partially gapped, and there is an underlying Fermi surface in the so-called nodal
regions (the four tilted rectangles) [16]. We model this underlying surface by straight arcs,
which either corresponds to a truncated Fermi surface or the portion of a closed Fermi pocket
having dominant momentum occupation. The Mattis model describes the fermion degrees of
freedom in the vicinity of these arcs. It is written in terms of four fermion field operators ψr,s,
r, s = ±, in one-to-one correspondence with the nodal regions. The quantum field theory
limit making this model amenable to bosonization involves removing the momentum cutoff
orthogonal to the arcs (indicated by the arrow in the nodal (+,+)-region, for example),
which is possible after normal ordering [15]. The arc-picture underlying our derivation of the
Mattis model is supported by renormalization group studies of weakly coupled 2D Hubbard-
like systems [24]. It is also a signature feature of the pseudogap phase as observed in angle-
resolved photoemission experiments on hole-doped cuprates [25]. Further details, including
computation results in support of this interpretation, can be found in Refs. [15, 16].
3 Definition of the model
The Hamiltonian of our quantum gauge theory model is obtained by coupling the Mattis
Hamiltonian in (1) to a dynamical electromagnetic field,
H =
∑
r,s=±
∫
d2x
(
rvF
◦
◦ψ†r,s(−i∂s + e0As)ψr,s ◦◦ +
∑
r′,s′=±
gr,s,r′,s′
◦
◦ψ†r,sψr,s
◦
◦
◦
◦ψ†r′,s′ψr′,s′
◦
◦
)
+
1
2
∫
d2x
×
×
(
E2+ + E
2
− + c
2B2
)
×
×
(3)
with [As(x), Es′(y)] = iδs,s′δ
2(x−y), etc., e0 the bare charge, ×× · · ·×× boson normal ordering,
and ◦◦ · · · ◦◦ a gauge-invariant generalization of fermion normal ordering (see below). The
Gauss law operators generating gauge transformations As → As + ∂sχ, etc., are
G[χ] =
∫
d2xχ
∑
s=±
(
−∂sEs + e0
∑
r=±
◦
◦ψ†r,sψr,s
◦
◦
)
, (4)
3Note that this figure is rotated by an angle pi/4 as compared to the grid drawn above; e.g. the arrow
is parallel with the k+-direction.
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Figure 1: Brillouin zone of a square lattice. Our model provides a low-energy description
of the fermions with momenta in one of the four tilted rectangles labeled by (r, s), r, s = ±.
Fermion degrees of freedom outside the rectangles are assumed to be gapped.
and the physical states are those annihilated by G[χ], for arbitrary real-valued and differ-
entiable functions χ(x). Note that, except for the normal-ordering procedures, the Hamil-
tonian in (3) is obtained from the Mattis Hamiltonian by standard minimal coupling; see
Appendix A for details. We note in passing that the gauge field operators are well-defined
without UV regularization in addition to normal ordering (details will be spelled out else-
where).
As already indicated, fermion normal ordering plays a key role for our model. Indeed,
formulating a sensible quantization of the classical theory is non-trivial, even in the absence
of gauge fields: In order for the Hamiltonian to be bounded from below (have a ground
state), we need to normal-order all fermion bilinears with respect to the Dirac vacuum
in which all negative energy states are occupied. An important consequence of normal-
ordering is that the fermion densities Jr,s ≡ : ψ†r,sψr,s : obey the anomalous commutator
relations [18]
[Jr,s(x), Jr′,s′(y)] = rδr,r′δs,s′(2πia˜)
−1∂sδ
2(x− y), (5)
and the non-interacting part of (1) can be expressed in terms of these densities using the
operator identity ∫
d2x :ψ†r,sr (−i∂s)ψr,s : = πa˜
∫
d2x
×
×J2r,s
×
× (6)
(see [17], Proposition 2.1, for proofs of these statements). The commutation relations in
(5) imply that
∂sΦs =
√
πa˜
(
J+,s + J−,s
)
Πs =
√
πa˜
(−J+,s + J−,s) (7)
define boson operators obeying the usual canonical commutator relations [Φs(x),Πs′(y)] =
iδs,s′δ
2(x− y), etc. It follows, using (6), that the Mattis Hamiltonian in (1) can be written
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in terms of free bosons, and this is the key step towards the exact solution of the Mattis
model [17].
The gauge fields are quantized as usual by a partial gauge fixing A0 = 0, postulating
the canonical commutation relations (see below (3)), and imposing the Gauss law operator
constraint on the Hilbert space [26]. However, the corresponding quantum Hamiltonian is
not obtained as the straightforward quantization of the minimally coupled classical Hamil-
tonian: due to the anomalous commutators in (5), the Gauss law operators G[χ] would
in this case no longer commute with the Hamiltonian, and the theory would thus not be
gauge invariant. The remedy of this problem is to introduce a manifestly gauge-invariant
normal-ordering prescription. We use the point-splitting method pioneered by Schwinger
[18]: start with the gauge-invariant expression
ψ†r,s(x− ǫes/2) exp
(
ie0
∫ ǫ/2
−ǫ/2
As(x + ξes)dξ
)
ψr,s(x+ ǫes/2), (8)
including a line integral of the gauge field, and define gauge-invariant fermion normal or-
dering of bilinears, ◦◦ψ†r,sψr,s
◦
◦, as the limit ǫ→ 0 of (8) after first subtracting off its singular
part. The result is
◦
◦ψ†r,sψr,s
◦
◦ = Jr,s + re0As/(2πa˜), (9)
and similarly∫
d2x ◦◦ψ†r,sr (−i∂s + e0As)ψr,s ◦◦=
∫
d2x
(
:ψ†r,sr(−i∂s)ψr,s : +re0AsJr,s +
e20
4πa˜
A2s
)
(10)
(computational details can be found in Appendix B). An important feature of (10) is the
”bare” photon mass term in the second line; as noted, this is a direct consequence of
gauge-invariant normal-ordering.
We stress that our derivations of (9) and (10) are not mathematically rigorous but rather
physical motivations which can be ignored without loss of continuity: the reader can regard
(9) and (10) as definitions. It is easy to check that they are appropriate: the expressions on
the r.h.s. of these equations are mathematically well-defined since standard normal ordering
is, and that they define gauge invariant quantities can be checked by simple computations;
see Appendix C for details.
Inserting (9) and (10) in (3) one obtains a formula expressing the model Hamiltonian
in terms of fermion operators defined with standard normal ordering. One thus can use (6)
and (7) to bosonize this Hamiltonian.
4 Solution
The Hamiltonian and the Gauss law operators of the gauged model are now bosonized using
the above results:
H =
1
2
∫
d2x
×
×
(
vF
∑
s=±
[
(1− γ1)(Πs − eRAs)2 + (1 + γ1)(∂sΦs)2
+γ2(∂sΦs)(∂−sΦ−s)
]
+ E2+ + E
2
− + c
2B2
)
×
×
(11)
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and
G[χ] =
∫
d2xχ
∑
s=±
∂s(−Es + eRΦs), (12)
with the renormalized charge
eR =
e0√
πa˜
. (13)
Note that the scaling of the model parameters and boson fields are such that our gauge
theory model remains well-defined in the UV limit a˜ → 0+. The charge renormalization
e0 → eR shows that photons can have stronger influence on physical properties than what
superficial arguments might suggest. Under a gauge transformation, As → As + ∂sχ,
Es → Es, Φs → Φs and Πs → Πs + eR∂sχ, such that Πs − eRAs, and thus H in (11), are
manifestly gauge invariant.
It is remarkable that, after bosonization and charge renormalization, the UV cutoff can
be easily removed; since we have suppressed details of the UV regularization, this is not
explicitly visible here. We therefore note that, in the following, the removal of the UV
cutoff is understood.
The Hamiltonian in (11) is quadratic in boson operators and can therefore be diagonal-
ized by a Bogoliubov transformation (in the following we outline this computation and state
the main results; further details are given in Appendix D and [17], Appendix C). To this
end, we perform a Fourier transformation, Es(x) → Eˆs(p), and define longitudinal- and
tranverse fields by |p|EˆL(p) = ip+Eˆ+(p)+ip−Eˆ−(p) and |p|EˆT (p) = ip+Eˆ−(p)− ip−Eˆ+(p)
(similarly for Aˆs, Πˆs, and Φˆs). The Gauss law constraint then implies that |p|(−EˆL+eRΦˆL)
is zero on the physical space. Fixing the Coulomb gauge, AˆL = 0, and solving the Gauss
law, EˆL = eRΦˆL, we obtain the gauge-fixed Hamiltonian Hg.f. describing transverse pho-
tons (AˆT ) coupled to longitudinal- and transverse plasmons (ΦˆL and ΦˆT , respectively). This
Hamiltonian can be written in the diagonal form
Hg.f. = E0 +
∑
j=1,2,3
∑
p
ωj(p)b
†
j(p)bj(p) (14)
with creation- and annihilation operators b†j(p) and bj(p), respectively, obeying the usual
relations [bj(p), b
†
j′(p
′)] = δj,j′δp,p′ etc., and the groundstate energy E0. The exact disper-
sion relations ωj(p) are computed from the eigenvalues of a certain 3×3 matrix (this matrix
is constructed in Appendix D). We obtain the following characteristic polynomial of this
matrix whose zeros λ = λj are equal to ωj(p)
2,
λ(λ−Θ2 − c2|p|2)(λ−Θ2 − v˜2F |p|2) + |p|4S2v2−(v2+(λ− c2|p|2)− c2Θ2) (15)
with v2± = v
2
F (1 − γ1)(1 + γ1 ± γ2)/2, v˜2F = v2F (1 − γ21), Θ =
√
vF (1− γ1)|eR|, and S =
| sin(2ϕ)| = |2p+p−|/|p|2 (|p|2 ≡ p2+ + p2−). This allows us to compute the exact dispersion
relations of the model (see Appendix D for details). We obtain two gapped modes with the
same gap proportional to the renormalized charge: ω1(0) = ω2(0) = Θ, whereas the third
mode is gapless: ω3(0) = 0. Moreover, for c≫ vF and v2F |p|2S ≪ 1, ω1(p) ≈
√
Θ2 + c2|p|2,
ω2(p) ≈
√
Θ2 + v˜2F |p|2, and
ω3(p) ≈ |p|2S
√
c2v2−(Θ
2 + v2+|p|2)
(Θ2 + c2|p|2)(Θ2 + v˜2F |p|2)
. (16)
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(more precise formulas are given in (D.7) and (D.8)). This shows that ω1 gives the en-
ergy spectrum of the dressed transverse photon, whereas ω2 and ω3 give those of the
dressed transverse- and longitudinal plasmons, respectively. Remarkably, the behavior
of the last mode is qualitatively different for eR = 0 and eR 6= 0: in the former case,
ω3(p) ≈ |p|Sv+v−/v˜F , which is equal to the lowest-energy mode of the Mattis model [17],
whereas in the latter case, ω3(p) ≈ |p|2Scv−/Θ for |p| < Θ/c. Thus the photons can
affect the low temperature thermodynamical properties of the system, no matter how small
|eR| 6= 0. For example, we found that the temperature (T ) dependence of the heat capacity
at low T is linear for eR = 0: Cv ∝ T , but there are logarithmic corrections for eR 6= 0:
Cv ∝ T ln(T0/T ) with some computable constant T0.
We also studied the magnetic field response to an external current Jµ with J0 = 0, i.e.,
we computed the linear response function Kˆ in the relation
〈Bˆ(ω,p)〉 = Kˆ(ω,p)|p|JˆT (ω,p) (17)
with |p|JˆT the Fourier transform of ∂+J− − ∂−J+. We obtain the following exact result
Kˆ(ω,p) =
ω2+(ω
2
+ −Θ2 − v˜2F |p|2) + v2−S2|p|2(Θ2 + v2+|p2|)
(−ω2+ + ω1(p)2)(−ω2+ + ω2(p)2)(−ω2+ + ω3(p)2)
(18)
with ω2+ ≡ (ω + i0+)2 and ωj(p) the dispersion relations given above. Expanding Kˆ in
partial fractions, inserting the long-distance approximations of ωj(p) given above, and
transforming to position space we obtain, for c≫ vF ,
(∂2t − c2∇2 +Θ2)〈B〉 ≈ ∂+J− − ∂−J+, B = ∂+A− − ∂−A+ (19)
(see Section F.2 for details). This proves that there is a Meissner effect (in the sense of the
London phenomenological theory of superconductivity; see e.g. [27], Sections 1.2 and 2.1)
with a London penetration depth
λL =
c
Θ
=
c
e0
√
πa˜
vF (1− γ1) . (20)
It is worth noting that we establish the Meissner effect by a computation that is manifestly
gauge invariant (see Appendix F.3 for details).
The Meissner effect is often regarded as a hallmark of superconductivity (see e.g. [27]). It
thus is important to stress that we cannot conclude from our results that our model describes
a superconductor: our model is not isotropic and thus quite different from conventional
models where Meissner effect is known to correspond to superconductivity. A more detailed
investigation of this question would be interesting but is left to future work.
5 Conclusions
The generation of mass in quantum gauge theories has been an important issue both in
particle- and condensed matter physics since a long time (see e.g. [28, 29, 30]). The model
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presented in this paper is, to our knowledge, the first example of an exactly solvable gauge
theory in higher dimensions than 1+1 where a gauge field becomes massive by a mechanism
similar to the dynamical mass generation in the Schwinger model [7]. This is different from
the well-known Higgs mechanism [30] in that no Higgs field is involved; instead, the non-zero
photon mass arises due to a commutator anomaly [18].
The relations between photon mass generation, Meissner effect, and superconductivity
have been a challenging topic in theoretical physics because it is difficult to convincingly
reconcile the approximations underlying BCS-theory with gauge invariance (see [29] and
references therein). We believe that the exact solution of our model can shed new light on
these relations. It would also be interesting to confront our model with model-independent
results on superconducting electrodynamics [31].
As already mentioned, one motivation for our work is the possible violation of Landau’s
Fermi liquid theory in models of strongly interacting fermions. This has been an actively
researched problem since the discovery of the cuprate high-temperature superconductors in
1986 [6], and the realization that these materials display many properties not described by
Fermi liquid theory [32]. Early on, it was suggested that models of Hubbard-type capture
the strongly correlated physics of cuprates [33, 34, 35, 36]. However, it has been proven
very difficult to do reliable computations for two dimensional (2D) such models relevant in
this context. This situation is very different from the one for 1D correlated fermions which
by-now are very well understood. Few would deny that exactly solvable models have played
a key role in developing this understanding; we mention the exact solutions of the Luttinger
model [37] and the 1D Hubbard model [38]. We thus hope that exactly solvable models
will also prove useful to obtain a better understanding of 2D correlated fermion systems.
It has been known for quite some time that fermions coupled to dynamical photons
can have non-Fermi-liquid behaviour [39, 40]. One argument against this mechanism being
relevant for real materials is the smallness of the fine-structure constant (α ≈ 1
137
), which
governs the strength of interactions between matter and transverse photons. Still, various
scenarios have been proposed and explored in which effective photon-like gauge fields arise
in the low-energy limit of models for strongly correlated fermions [41, 42, 43]; see [44]
for review. In these instances, the effective coupling constant need not be small. The
computations to explore this mechanism in 2D are usually based on approximations that
are difficult to justify and, again, things are much better understood in 1D due to the
existence of exactly solvable prototype models. For example, the (1+1)D quantum gauge
theory obtained by minimally coupling the Luttinger model to dynamical photons is exactly
solvable [45]. This model is a generalization of the Schwinger model [7] and, as the latter,
describes photons that are massive.
Our results suggest the following which could be relevant for the issues discussed in the
two previous paragraphs: In derivations of the 2D Hubbard model from more fundamental
models of non-relativistic electrons and ions coupled to a dynamical electromagnetic field,
only the Coulomb interaction terms are taken into account, while the dynamical transverse
photons are ignored. As mentioned, this is usually justified by the smallness of the coupling
constant e0 for transverse photons. However, we find that in an effective model of a system
of this kind, the bare coupling constant e0 is renormalized, and the renormalized coupling
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constant eR can be significant even if the bare one is very small. Moreover, it is possible to
study the effects of dynamical photons on 2D Hubbard-like systems away from half filling
in an exactly solvable model, and one such effect might be superconductivity. We find it
intriguing that the latter conjecture can be proved (or disproved) by exact computations.
However, these computations are far from easy and thus left to future work.
We regard the model in the present paper as a prototype, rather than a candidate for
a realistic model of the cuprates: If the gauge field in this model is to be interpreted as a
physical electromagnetic field, one should extend it to three dimensions. If the model is to
describe correlated fermions in real materials, one should introduce additional spin degrees
of freedom. Exactly solvable extensions of our model addressing these remarks exist; we
plan to present and study them elsewhere.
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A Formal derivation of the model
We give details on the formal derivation of our model, using the standard canonical for-
malism; see e.g. [46] for further details. (By ”formal” we mean here that normal ordering-
and regularization issues are ignored.)
We consider the case without direct fermion-fermion interactions (the interacting case
follows trivially). The formal Lagrangian density corresponding to the Hamiltonian in (1),
for gr,s,r′,s′ = 0, is
L0 =
∑
r,s=±
(
−ψ†r,s(−i∂t)ψr,s − vFψ†r,sr(−i∂s)ψr,s
)
(A.1)
with ∂t ≡ ∂/∂t. We couple this Lagrangian to a dynamical Abelian gauge field by
the minimal substitution −i∂µ → −i∂µ + e0Aµ, and by adding the usual Maxwell term
−(c2/4)F µνFµν , Fµν = ∂µAν − ∂νAν (∂µ ≡ ∂/∂xµ; our conventions are as in [46]). This
yields the following Lagrangian density,
L =
∑
r,s=±
(
−ψ†r,s(−i∂t+ce0A0)ψr,s−vFψ†r,sr(−i∂s+e0As)ψr,s
)
+
c2
2
(
F 20++F
2
0−−B2
)
(A.2)
with B ≡ F+−. The canonical momenta ΠX = ∂L/∂(∂tX) (X = Aµ, ψr,s, ψ†r,s) are
ΠAs = cF0s ≡ Es, ΠA0 = 0, Πψr,s = −iψ†r,s, Πψ†r,s = 0 (A.3)
11
(the minus sign is due to our conventions for Grassmann derivatives; see [46], Appendix C).
This yields canonical (anti-) commutator relations for the fermion- and photon field opera-
tors as stated in the main text. The Hamiltonian density is defined asH =∑X(∂tX)ΠX−L,
and one finds
H = 1
2
(E2+ + E
2
−) +
c2
2
B2 +
∑
r,s=±
vFψ
†
r,sr(−i∂s + e0As)ψr,s + cA0G+
∑
s=±
∂s(cA0Es) (A.4)
with
G = −
∑
s=±
∂sEs +
∑
r,s=±
e0ψ
†
r,sψr,s. (A.5)
The primary constraint ΠA0 = 0 implies Gauss’ law G = 0, as usual. With that we obtain
the formal Hamiltonian H =
∫
d2xH equal to the one in (3) for gr,s,r′,s′ = 0, up to normal
ordering (we drop the surface term, as usual; note that Es = ∂tAs − c∂sA0).
B Gauge-invariant normal ordering
We give details on how to derive (9) and (10).
Let e± be the 2D unit vectors such x = x+e+ + x−e−. Use
〈
ψ†r,s(x− ǫes/2)ψr,s(x + ǫes/2)
〉
= r
1
2πia˜ǫ
(B.1)
(see (4.9) in [17]) to define
:ψ†r,s(x)ψr,s(x) :≡ lim
ǫ→0
(
ψ†r,s(x− ǫes/2)ψr,s(x+ ǫes/2)− r
1
2πia˜ǫ
)
. (B.2)
This corresponds to Schwinger’s point splitting method without gauge field. The singular
part does not depend on the gauge field, and therefore the gauge invariant version of (B.2)
is (note that both terms in the parenthesis below are gauge invariant)
◦
◦ψ†r,s(x)ψr,s(x)
◦
◦≡ lim
ǫ→0
(
ψ†r,s(x− ǫes/2)ψr,s(x+ ǫes/2) eie0
∫ ǫ/2
−ǫ/2
dξAs(x+ξes)− r 1
2πia˜ǫ
)
. (B.3)
To compute this we conclude from (B.2) that
ψ†r,s(x− ǫes/2)ψr,s(x+ ǫes/2) = r
1
2πia˜ǫ
+ Jr,s(x) +O(ǫ)
where O(ǫ) are terms vanishing in the limit ǫ→ 0. With that,
ψ†r,s(x− ǫes/2)ψr,s(x+ ǫes/2) eie0
∫ ǫ/2
−ǫ/2
dξAs(x+ξes) =
(
r
1
2πia˜ǫ
+ Jr,s(x) +O(ǫ)
)
×
(
1 + ie0ǫAs(x) +O(ǫ)
)
= r
1
2πia˜ǫ
+ Jr,s(x) + r
e0
2πa˜
As(x) +O(ǫ).
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Inserting this in (B.3) we obtain (9).
To find the gauge-invariant normal ordering of ψ†r,s(−i∂s)ψr,s we start from
ψ†r,s(x)ψr,s(x+ ǫes) = :ψ
†
r,s(x)ψr,s(x+ ǫes) : +r
1
2πia˜ǫ
.
Differentiating this w.r.t. ǫ and multiplying with −ir we obtain
ψ†r,s(x)r(−i∂s)ψr,s(x+ ǫes) = :ψ†r,s(x)r(−i∂s)ψr,s(x) : +
1
2πa˜ǫ2
+O(ǫ)
where we use that the limit ǫ → 0 of the normal ordered fermion bilinear expression is
well-defined. Thus ◦◦ψ†r,s(x)r(−i∂s + e0As(x))ψr,s(x) ◦◦ can be computed as
lim
ǫ→0
(
eie0
∫ ǫ
0
dξAs(x+ξes)ψ†r,s(x)r(−i∂s + e0As(x))ψr,s(x+ ǫes)−
1
2πa˜ǫ2
)
. (B.4)
By straightforward computations one obtains (note that the first term in the parenthesis
above can be computed as −ir(d/dǫ)ψ†r,s(x)ψr,s(x+ ǫes) exp(ie0
∫ ǫ
0
dξAs(x + ξes)))
◦
◦ψ†r,s(x)r(−i∂s + e0As(x))ψr,s(x) ◦◦= :ψ†r,s(x)r(−i∂s + e0As(x))ψr,s(x) :
+
e20
4πa˜
As(x)
2 +
e0
4πa˜
i∂sAs(x).
(B.5)
This implies (10).
C Gauge invariance
The non-trivial gauge transformations at fixed time t = 0 are
As → As + ∂sχ, ψr,s → e−ie0χψr,s, ψ†r,s → eie0χψ†r,s, Jr,s → Jr,s − r
e0
2πa˜
∂sχ (C.1)
with χ ≡ χ(x) arbitrary differentiable functions (since any operator X transforms like
X → X + i[G[χ], X ] with the Gauss law operators in (4)).
With that one can check that (9) and (10) are gauge invariant as follows: in the former
case, this is equivalent to
Jr,s ≡ Jr,s + r e0
2πa˜
As (C.2)
being gauge invariant, and this is a simple consequence of (C.1). In the latter case, this is
seen from ∫
d2x ◦◦ψ†r,s(−i∂s + eRAs)ψr,s ◦◦=
∫
d2x πa˜
×
×J 2r,s ××, (C.3)
which is a simple consequence of (6) and (C.2).
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D Exact dispersion relations
We give details on how we obtained the results in (15)–(16).
The gauge-fixed Hamiltonian in Fourier space mentioned in the main text is
Hg.f. =
1
2
∫
d2p
×
×
(
|EˆT |2 + e2R|ΦˆL|2 + vF (1− γ1)|ΠˆL|2 + vF (1− γ1)|(ΠˆT − eRAˆT )|2
+c2|p|2|AˆT |2 + vF (1 + γ1)|p|2|ΦˆL|2 + vF [γ2 − (1 + γ1)]p+p−(Φˆ†+Φˆ− + h.c.)
)
×
×
(D.1)
with Xˆ ≡ Xˆ(p), Xˆ† ≡ Xˆ(−p), and |Xˆ|2 = Xˆ†Xˆ (X = AY , EY , ΦY , ΠY , and Y = L, T ).
We find it convenient to introduce the following matrix notation
P =

 Pˆ1Pˆ2
Pˆ3

 ≡

 EˆTΦˆT
ΦˆL

 , Z =

 Zˆ1Zˆ2
Zˆ3

 ≡

 AˆT−ΠˆT
−ΠˆL

 (D.2)
allowing us to write
Hg.f. =
∫
d2p
×
× P†AP+ Z†BZ
×
× (D.3)
with the symmetric matrices
A =

 1 0 00 v2S2|p|2 −v2SC|p|2
0 −v2SC|p|2 (v1 − v2S2)|p|2 + e2R

 , B =

 c2|p|2 + v3e2R −v3eR 0−v3eR v3 0
0 0 v3

 ;
(D.4)
we use the notation
S ≡ sin(2ϕ), C ≡ cos(2ϕ) (D.5)
with ϕ the polar angle in Fourier space (i.e. p+ = |p| cos(ϕ), p− = |p| sin(ϕ)), and
v1 ≡ vF (1 + γ1), v2 ≡ 1
2
vF [(1 + γ1)− γ2], v3 ≡ vF (1− γ1). (D.6)
The field Zˆj and Pˆj obey the canonical commutator relations of bosons in Fourier space,
and the Hamiltonian in (D.3) can be diagonalized by a Bogoliubov transformation (see
e.g. [17], Appendix C.1 for details). One finds that the exact dispersion relations of the
model are identical with the eigenvalues of the matrix C ≡ A1/2BA1/2. We compute the
characteristic polynomial of this matrix as det(λ−AB) and obtain the result in (15).
To find the zeros of the polynomial in (15) we make the ansatz [(λ−Θ)2−A(λ−Θ)−
B](λ − λ3) and compute A, B and λ3 as power series in |p|2 (note that A = B = λ3 = 0
for |p| = 0). In this way we find the boson dispersion relations
ω1,2(p)
2 = Θ2 +
1
2
(
c2 + v˜2F ± (c2 − v˜2F )
√
1 + 4ΓS2
)
|p|2 +O(S2|p|4)
ω3(p)
2 =
c2v2−S
2
Θ2
|p|4 +O(S2|p|6)
(D.7)
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with Γ ≡ v2−[c2+v2−− v˜2F ]/(c2− v˜2F )2 (note that v2− = v2v3, v˜2F = v1v3, and Θ2 = v3e2R). This
shows that, for c2 ≫ v2F , the gapped modes are approximately rotation invariant, as stated
in the main text. The approximation for ω3(p) above can be improved by noting that the
equation determining the zeros of the characteristic polynomial in (15) can be written as
λ = |p|4S2 v
2
−(v
2
+(c
2|p|2 − λ) + c2Θ2)
(Θ2 + c2|p|2 − λ)(Θ2 + v˜2F |p|2 − λ)
. (D.8)
Solving this by iteration starting from λ = 0 yields (16).
E Lagrange formalism
Many correlation functions of the gauged Mattis model can be computed efficiently using a
functional integral formalism. For this one needs the Lagrange formalism of the bosonized
model.
The formal4 Lagrangian density corresponding to our bosonized model is
L = 1
2
∑
s=±
(∂tAs − c∂sA0)2 +
∑
s=±
( 1
2v3
(∂tΦs)
2 + eRAs∂tΦs − ceRA0∂sΦs
)
−c
2
2
(∂+A− − ∂−A+)2 − vF
2
(1 + γ1)
∑
s=±
(∂sΦs)
2 − vFγ2(∂+Φ+)(∂−Φ−)
(E.1)
with v3 in (D.6) (this can be easily checked by going through the canonical formalism,
similarly as in Appendix A: compute the canonical momenta ΠX = ∂L/∂(∂tX), X = As,
Φs, A0, and the Hamiltonian H =
∫
d2x(
∑
X ΠX∂tX −L), and verify that this leads to the
Hamiltonian and Gauss’ law constraint in (11) and (12)).
It is instructive to check gauge invariance: Gauge transformations are given by
As → As + ∂sχ, A0 → A0 + 1
c
∂tχ, Φs → Φs (E.2)
with arbitrary differentiable functions χ(t,x), and they transform the Lagrangian in (E.1)
as follows,
L → L+ eR
∑
s=±
(
(∂sχ)(∂tΦs)− (∂tχ)(∂sΦs)
)
= L+ eR
∑
s=±
(
∂s(χ∂tΦs)− ∂t(χ∂sΦs)
)
,
i.e. there is a change by a surface term (which, for our purposes, can be ignored).
For completeness we give the components of the gauge current jµ ≡ ∂L/∂Aµ,
j0 = −ceR
∑
s
∂sΦs, j
± = eR∂tΦ± (E.3)
4As before, we mean by this that regularization- and normal ordering issues are ignored.
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which obey the continuity equation ∂µj
µ = 0, as they should. Moreover, the Euler-Lagrange
equations for the Lagrangian in (E.1) are the 2+1 dimensional Maxwell equations
∂tE± ± c2∂∓B = j±
∂+E+ + ∂−E− = −j0/c
∂tB − ∂+E− + ∂−E+ = 0
(E.4)
(E± = ∂tA± − c∂sA0 and B = ∂+A− − ∂−A+, as before), and the Klein-Gordon-type
equations ( 1
(1− γ21)v2F
∂2t − ∂2±
)
Φ± − γ2
1 + γ1
∂+∂−Φ∓ +
eR
vF (1 + γ1)
E± = 0. (E.5)
F Meissner effect computation
We give details on how we obtained the result in (18).
F.1 Functional integral formalism
We start with the Minkowski action defined by the Lagrangian in (E.1), perform a Wick
rotation it → τ , A0 → iA0, change the sign of the action, and add a gauge fixing term to
obtain the Euclidean action SE =
∫ β
0
dτ
∫
d2xLE with
LE = 1
2
∑
s=±
(∂τAs − c∂sA0)2 +
∑
s=±
( 1
2v3
(∂τΦs)
2 − eRAsi∂τΦs + iceRA0∂sΦs
)
+
c2
2
(∂+A− − ∂−A+)2 + vF
2
(1 + γ1)
∑
s=±
(∂sΦs)
2 + vFγ2(∂+Φ+)(∂−Φ−)
+
1
2ξ
(∂τA0 + c∂+A+ + c∂−A−)
2
(F.1)
and inverse temperature β (we perform the computation in a manifestly gauge invariant
way using the Rξ-gauge; see e.g. [47]). We do a Fourier transform with respect to space
and time, and we write the resulting Lagrangian in matrix form as follows,
LˆE = 1
2
(
Aˆ† , Φˆ†
)( D E†
E F
)(
Aˆ
Φˆ
)
, (F.2)
with
Aˆ =

 Aˆ0Aˆ+
Aˆ−

 , Φˆ = ( Φˆ+
Φˆ−
)
(F.3)
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and
D =

 c2|p|2 −cωp+ −cωp−−cωp+ ω2 + c2p2− −c2p+p−
−cωp− −c2p+p− ω2 + c2p2+

 + ξ

 ω2 ωcp+ ωcp−ωcp+ c2p2+ c2p+p−
ωcp− c
2p+p− c
2p2−


E =
( −eRcp+ eRω 0
−eRcp− 0 eRω
)
, F =
(
ω2/v3 + v+p
2
+ vFγ2p+p−
vFγ2p+p− ω
2/v3 + v+p
2
−
) (F.4)
(we find it convenient to collect the gauge fields Aˆ and the matter fields Φˆ in separate
groups). In the following we use the following notation: p is short for (ω/c, p+, p−);
∫
d3p
is short for (1/β)
∑
ω
∫
d2p with ω boson Matsubara frequencies as usual; functional in-
tegrals are symbolically written as
∫
D[A] (integration over the gauge fields) and
∫
D[Φ]
(integration over the matter fields).
We compute response functions using the generating functional
Z[J ] =
∫
D[A]
∫
D[Φ] exp
(
−
∫
d3p
[Lˆ − ∑
µ=0,+,−
Jˆ†µ(p)Aˆ
µ(p)
])
(F.5)
where Jˆ†µ(p) = Jˆµ(−p) are external currents. It is convenient to first perform the functional
integral over Φ, and then the functional integral over A. This yields
Z[J ] = exp
(
Jˆ†P Jˆ/2
)
, P = (D − E†F−1E)−1 (F.6)
where F−1 is the matrix inverse of F etc. (our normalization is such that Z[0] = 1). From
this we can deduce all response functions of our model as follows,
〈Aˆµ(p)〉 = ∂ lnZ[J ]
∂Jˆµ(−p) =
∑
ν=0,+,−
Pµν(p)Jˆν(p). (F.7)
F.2 Magnetic field induced by transverse current
We use (F.7) and Bˆ(p) = ip+Aˆ−(p)− ip−Aˆ+(p) to compute 〈Bˆ(p)〉. Choosing a transverse
external current Jˆµ(p), i.e. Jˆ0(p) = 0 and Jˆ±(p) = ±ip∓JˆT (p)/|p| for some function JˆT (p),
we obtain
〈Bˆ(p)〉 = KE(p)JˆT (p) (F.8)
with
KE(ω,p) =
ω2(ω2 + v˜2F |p|2 +Θ2) + v2−|p|2S2(v2+|p|2 +Θ2)
(ω2 + ω1(p)2)(ω2 + ω2(p)2)(ω2 + ω3(p)2)
|p|. (F.9)
The result in (18) is obtained from this by analytical continuation, i.e.,
Kˆ(ω,p) = KˆE(ω,p)|ω→−iω+0+. (F.10)
Expanding Kˆ in partial fractions and inserting the long-distance approximations of ωj(p)
given in the main text, we obtain
〈Bˆ(ω,p)〉 = 1−ω2+ + c2|p|2 +Θ2
|p|JˆT (ω,p) + . . . (F.11)
17
with dots indicating terms suppressed by a factor (vF/c)
2S2. Transforming this to position
space we obtain (19).
Equation (19) suggests that, in the long wavelength limit (ω,p)→ (0, 0) and for vF ≪ c,
〈A±〉 ≈ Θ−2J±, which are the equations underlying the London phenomenological theory
of superconductivity; see e.g. [27], Sections 1.2 and 2.1.
F.3 Manifest gauge invariance
In the previous section we computed one response function for our model and obtained a
gauge invariant result (i.e. independent of the gauge fixing parameter ξ). We now prove
gauge invariance of the formalism we use in general.
Physical external currents have to obey the continuity equation ∂µJ
µ = 0, i.e., iωJˆ0 +
ip+Jˆ+ + ip−Jˆ− = 0, and currents of particular interest are transverse as defined in the
previous section. It therefore is useful to introduce orthonormal basis vectors eˆj(p), j =
1, 2, 3, such that physical currents are of the form Jˆµ = Jˆ2(eˆ2)µ+ Jˆ3(eˆ3)µ (i.e. the continuity
equation corresponds to Jˆ1 = 0) with Jˆ2 = JˆT as defined in the previous section, i.e.,
eˆ1 =
1
Ω

 iωicp+
icp−

 , eˆ2 = 1|p|

 0ip−
−ip+

 , eˆ3 = 1|p|Ω

 −c|p|2ωp+
ωp−

 (F.12)
with Ω ≡
√
ω2 + c2|p|2 (we choose phase factors such that (eˆ†j(p))µ = (eˆj(−p))µ). We
observe that all gauge invariant combinations of Aˆµ are given by
Bˆ = |p|eˆ†2 · Aˆ, EˆL = −iΩeˆ†3 · Aˆ, EˆT = ωeˆ†2 · Aˆ (F.13)
(we used that Eˆs = −iωAˆs− icpsAˆ0; eˆ†j · Aˆ is short for (eˆ†j)µAˆµ). To prove gauge invariance
we therefore only have to compute the matrix P in this basis. We find
(eˆ†j · P eˆk)3j,k=1 =

 P11 0 00 P22 P23
0 P32 P33

 (F.14)
with P11 = 1/(ξΩ) and Pjk independent of ξ for j, k = 2, 3 (e.g. P22(ω,p)|p| = KE(ω,p) in
(F.9) etc.). The block diagonal form of the matrix in (F.14) proves that physical currents
can only induce gauge invariant responses, as expected.
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