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Minimax Bayes Estimators of a Multivariate Normal Mean* 
RAY E. FAITH 
Department of Statistics, Stanford University 
Communicated by A. Cohen 
In three or more dimensions it is well known that the usual point estimator 
for the mean of a multivariate normal distribution is minimax but not ad- 
missible with respect to squared Euclidean distance loss, This paper gives 
sufficient conditions on the prior distribution under which the Bayes estimator 
has strictly lower risk than the usual estimator. Examples are given for which the 
posterior density is useful in the formation of confidence sets. 
1. GENERAL FRAMEWORK 
Throughout this paper it is assumed that the observable data consist of 
x = (Xl ,..., X,)‘, which is a multivariate normal random p-vector having 
probability den&y function 
f(x / 19) = (2~)-“/~ exp(-4 / x - 19 j2), 
where 0 E UP is unknown and 1 x - 6 j2 denotes Cp (xi 
notation the distribution of X is N,(O, I). 
XEW, 
- t?J2. In more concise 
2. POINT ESTIMATION 
Consider the problem of estimating 0 with respect to squared Euclidean error 
loss L(0, 8) = 1 0 - 8 12. Th e risk function of an estimator 0 is R(8) = 
&[I fsJ - fJ I”]. 
The usual estimator of 8 is do(X) = X. Although this estimator, which has 
constant risk R(B) = p, is minimax, when p > 3 there are estimators that have 
risk strictly lower than that of do. 
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LEMMA 1. Let 0 = [l - ~(1 X I) . (p - 2)/l X /“IX, where p 3 3, and Y(.) 
is my nondecreasingfwzction such that 0 < r( .) < 2, Y( .) $0, and Y( .) + 2. Then 
the estinzator e” has risk R(B) = &[I 8 - B I21 < p for all 8. 
Proof. See Baranchik (1970) and Strawderman (1971). 
It may be noted that the original Stein (1956) estimator 
@(X) = (l- u+r)X,2)X 
satisfies the conditions of this lemma if a 2 0 and b < 2(p - 2), and that the 
James-Stein (1961) estimator 
lP(X) = (1 - *) x 
and its positive part version (Stein (1966)) 
b(X) = (1 - j-&,, x 
both satisfy the conditions of the lemma. 
Strawderman (1971) demonstrated the existence when p 3 5 of proper Bayes 
(and therefore admissible) estimators of 0 which satisfy the conditions of this 
lemma and which are therefore both admissible and minimax. The following is a 
generalization of his argument which broadens the class of priors. We assume in 
what follows that p > 3. In the following we treat 0 as a random vector, denoted 
by 0. 
Let e have a multivariate normal conditional prior density 
n-(8 1 t) = (2n)-pi2t”/2 exp 
( 
-+el2), eaw, tao. 
Each component of 8 has mean zero and variance l/t, given that the prior 
precision t takes on the value t. Let the precision t itself have marginal prior 
density g(t), t > 0, which is permitted to have an infinite integral. I f  g(t) is not 
proper then the marginal prior density of 8, n(8) = J’r r(0 1 t)g(t) dt, will not be 
proper either, by Fubini’s theorem. On the other hand, if g(t) is such that the 
marginal density f(x) of X is finite for all x, then the posterior density of 8, 
v(0 j x) = f  (x I 0) . m(e)/f (x), is a proper density, since the denominator of this 
is equal to the integral of the numerator with respect to 0. In Examples 1 and 2 
priors will be used for which this is the case. It is assumed in what follows that 
either g(t) is proper or, if it is improper, that g(t) is sufficiently well behaved that 
r(e I x) is proper. 
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LEMMA 2. Under the above specification of the prior density of 8 
44 = j-= 40 I t)g(t) dt, 
0 
the (possibly formal) Bayes estimator of 0 is of the form 8 in Lemma 1 with 
r(iXl) =-j-&&E[+/X]. 
Proof. 
e(x) = E[8 / X] = E[E[0 1 t, X] [ X] 
= E(+ X,,)=E[& x *x I I 
= (1 -E[+ix])x. 
This proof is found in Strawderman (197 1). 
THEOREM 1. Let the marginalprior density g(t) oft satisfy lim,+, @g(t) < CO. 
If g( t) is differentiable in t and if 
h(t) = $$- t(t+ 1)+2t 
is well dejnedfor t > 0, then the (possibly fornd) Bayes estimator fi = E(B 1 X) 
haspointwise risk R(B) less thanp ifh(t) satisfies 
(i) h(t) ,jfl in t (h(t) is nonincreasing in t) and 
(ii) h(O+) <p/2 - 3 (limt4,t,o h(t) d p/2 - 3). 
Proof. Let A = t/(1 + t). Th is is a strictly monotone increasing function of 
t. The random parameter A has marginal density 
O<X<l (d(1) 2 d(l-) < 00). 
Differentiate this to obtain the function 
W) 
- ‘(‘) = d(x) 
. x = .!?Ml - 4) 
g(A/(l - A)) ci%% + 2 i% 
= h(t(h)). 
Observe that conditions (i) and (ii) are equivalent to 
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(i’) e(A)J’ in hand 
(i?) e(O+) <p/2 - 3. 
From Lemma 2 
Since X - 8 1 h - N,(O, I) and 0 1 h - N,(O, (1 - h)/h)l) are independent 
given x = A, it follows that X ( X = (X - 0) + e 1 X - N,(O, (l/X)1). Therefore 
f(x 1 A) = (27$--pWVZ exp(-$A 1 x 1”) (2.1) 
and 
1 x I2 
4 x I) = - 
J; A”‘2+1 d(h) exp(-&A I x I”) dA 
p - 2 J: ADI2 d(h) exp(-$A ( x 1”) dh ’ 
Integrate the numerator by parts to obtain 
Ji A”‘2+1 d’(X) exp(-$A 1 x I”) dA 
J; P2 d(h) exp(-+A ) x I”) dh 
41) exp(-4 I x 1’) - 
Ji Ml2 d(X) exp(-@ ( x 1”) dh 1 
+ E[e(h) I x = x] 
41) - 
J; W2 d(h) exp(t(1 - A) 1 x 1”) dh I * 
(2.2) 
The claim is that r( 1 x I) meets the conditions of Lemma 1. To begin with, it is 
nondecreasing. The first term of (2.2) is constant and the third term is either 
zero (if d(1) = 0) or an increasing function of I x I. The second term is non- 
decreasing in 1 x 1 because -e(A) is nondecreasing in X by i’) and f(X I x) has 
monotone likelihood ratio with respect to the parameter -I x la (see Lehmann 
(1959, p. 74)). Th ere f  ore r( 1 x 1) is nondecreasing in I x I. 
Second, r( I x I) >, 0 and r( 1 x I) f 0 since r( I x 1) = (I x I”/( p - 2)) E[x 1 X = x] 
andP[h > 0] = 1. 
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Third, since e(A) is nonincreasing in A by assumption (i’), it follows from (2.2) 
that 
which is less than or equal to 2 if (ii’) holds. 
Finally, to show that the conditions of Lemma 1 are met, it remains to show 
that r(j x I) + 2. If r(j x I) = 2 then by (2.2) it must be true both that d(l) = 0 
and that @e(h) 1 x] = p/2 - 3. This implies that 
$2 d(h) = 0 
and 
44 = d(h) d’oc) h z p/2 - 3. 
These conditions are mutually exclusive since the second one implies that 
d(~) = c . ~~12-3, where C > 0. 
The proof of the above theorem includes the following corollary. 
COROLLARY 1. If the marginal prior density d(h) of x = t/( 1 + t) is d@ren- 
tiable in t, if d(l) < 00, and if 
d’(4 h 
44 = d(/\) 9 O<h<l, 
satisjes (i’) e(h) ,r in h and (ii’) e(O+) < p/2 - 3, then d = E(B 1 X) has risk less 
than p. 
EXAMPLE 1. Strawderman (1971) used the class of priors for A 
d(h) = aha-l, O,<h<l, 0-ca-c f 
I 
if pa6 
2 if p=5. 
This class of priors is substantially broadened by Corollary 1. If h N Beta(a, b), 
that is, if X has marginal density 
then 
d(h) = c . Pl(l - A)b-1, 
b-l 
d’(A) = c . d(h) . [+ - =] 
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so that 
e(h) = (a - 1) - (b - 1) . &. 
By Corollary 1, the Bayes estimator has risk less than p if 
(i’) b > 1 and 
(ii’) a < p/2 - 2. 
Discussion. For the Strawderman priors these conditions are met. 
Strawderman (1972) showed that when p < 5 there exist no proper Bayes 
minimax estimators of 0. However, as this example shows, there are improper 
priors for which the Bayes rule is minimax. If a > --p/2 and b > 0 then the 
marginal density of X, which by (2.1) equals 
f(x) = c I x rJ/2+a-y1 _ ~)b-l(2+uZ e-w2)+zj* & 
is finite for all x, so that the generalized Bayes rule E(B 1 X) is well defined and is 
minimax for parameter values --p/2 < a <p/2 - 2, b > 1, even when 
p = 3 or 4. 
Bayes priors may also be used to form confidence sets for the mean. For an 
appropriate choice of loss function (Faith (1976)), a Bayes confidence set is the 
set of values of 0 for which the posterior density n(0 1 x) is larger than some value 
K(x). Intuitively, Bayes priors which yield minimax point estimators of 8 are 
likely to be priors for which the confidence sets do well, in the sense of being 
small and of frequently including the true value of 0. That this is so is demon- 
strated by Faith (1976). 
In this regard, note that if h is given a Beta(a, b) prior density, then the 
marginal prior density of 8, v(8), is bounded if and only if b > p/2 - 1. Other- 
wise, for example, if b = 1 as in the Strawderman priors, r(0) has an infinite 
discontinuity at 0 = 0. If such is the case then the posterior density ,(0 1 x) also 
has an infinite discontinuity at the origin, so that every Bayes confidence set will 
include a set of values close to the origin. If 1 x 1 is large, the set will be discon- 
nected, with a small part at the origin and another part near x, so that it will not 
be very widely acceptable as a confidence set. 
In this sense the more general class of priors specified above, for which b can 
take on any non-negative value, are an improvement in that they permit the 
removal of the infinite discontinuity in rr(8 1 x) at 0 = 0, by choosing b > p/2 - 1. 
The same kind of improvement is exploited in Faith (1976) using the priors in 
the following example. 
EXAMPLE 2. Suppose that the prior precision t has marginally a Gamma(a, b) 
density, or, in terms of Theorem 1, let 
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g(t) L c . t”-l e-tit 
g’(t) = c *g(t) . (+ - b) , 
and 
h(t) = (a - 1 - bt)(t + 1) + 2t 
=(a-l)+(a+3-b)t-bt2. 
By Theorem 1 the Bayes point estimator will have risk less than p if the prior 
parameters satisfy 
(i) a<b--land 
(ii) a <p/2 - 2. 
As in the preceding example, the marginal density of X, f(x) is finite for all x 
if b > 0 and a > -p/2, so that the posterior density is well defined in this 
case. 
Discussion. This class of priors is more useful than those of Example 1 for the 
formation of confidence sets because the marginal prior density of 0 can be 
expressed in closed form. Specifically 
~(6) = c . (2b + 1 0 12)-(a+*/2), BEUP, 
so that 8 has a multivariate Student’s t prior distribution. If b > 0 and a > -p/2 
this prior clearly has no infinite discontinuity. In Faith (1976) it is shown that if 
b > (a + p/2)/8, th en, in fact, the posterior density is unimodal and the Bayes 
sets are convex. 
For neither example is there a closed form expression for the Bayes estimator 
d = qe 1 X). Of course it could be computed numerically, but this problem is 
not pursued further here. 
As an aside it may be of interest to show that Theorem 1 is consistent with 
Strawderman’s (1972) result that there is no proper prior if p = 3 or 4 for which 
the Bayes rule is minimax. 
LEMMA 3. Conditions (i) and (ii) of Theorem 1 cannot be met simultaneously 
byaproperpriorifp = 3 ~4. 
Proof. Conditions (i) and (ii) are equivalent to conditions (i’) ,and (ii’) of 
Corollary 1. Assume these are both true. If p = 3 or 4 then by (ii’) it must be 
true that e(O+) < - 1, and so by (i’) that e(h) < - 1 for all h. That is, 
d’o < -1 
44 h 
for all X > 0. 
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Integrate this to obtain 
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log d(A.J - log d(h,) < -(log A, - log Al) 
for all A, > A, > 0. Therefore 
and 
which is not integrable between 0 and A, . 
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