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Abstract
This paper gives a self-contained description of classical IP (internet protocol)
and ARP (address resolu tion protocol) over ATM (asynchronous transfer mode) and
describes a model facilitating the implementation of the switched virtual circuit-
based local area network ATM subnet model. Its contents are distilled from the
design and implementation of a prototype of a device driver for this particular
subnet model. The work was conducted at the Computer Science Laboratory (CSL)
at the Xerox Palo Alto Researcll Center (PARC).
We outline the main features of the two technologies, establish their importance
as data communication paradigms, motivate their integration, and sketch several
scenarios of their interaction. We concentrate on one specific scenario: the utiliza-
tion of ATM as a logical IP subnetwork. Building blocks of this approach are the
ATM address resolution protocol as a unicast server based emulation of the classical
broadcast address resolution protocol, and connection management functionality as
provided by the Q.2931 protocol. The manipulation of transmitted network protocol
data units between their submission to the network layer and their transmission by
ATM are detailed in an appendix. These explanations are structured analogous to
the lower layers in the IEEE local area network model.
The complexity and intricacy of the logical IF subnetwork (LIS) approach moti-
vate the development of a model describing the interaction of all participants in an
LIS. The devised model is based on a finite automaton. It instruments a structured
implementation and it assists in convincing the implementor ofthe completeness and
correctness of the implementation by facilitating its gradual testing and extension.
1 Introduction
The internet protocol (IP) is the standard protocol on the Internet that pro-
vides the basis for a connedionless, best-effort packet delivery service. IP
uses an address resolution protocol (ARP) which is based on broadcast to
dynamically bind high level protocol addresses to low level physical hardware
addresses.
Asynchronous transfer mode (ATM) is rapidly becoming acknowledged as
the base technology for the next generation of global communications. Both
the technology and the standardization process receive extensive acceptance
throughout the industry. Some of ATM's main characteristics are point-ta-
point or point-ta-multipoint connection-oriented communications with small
cells as data units and a good aggregate behavior. This particular form of cell
networking provides the capability for high speed transmission in local area
and wide area networks. Another strength of ATM are end-to-end quality of
service (QoS) guarantees to support applications with special QoS demands.
The combination of the well established place of IP in the data communication
world and the telephone companys' need for ATM as their new base technology
establish the need for the integration of IP and ATM. In spite of some problems
with the technology it promises a considerable service improvement for data
communications.
This paper explains one architectural proposal for the interaction between IP
and ATM and describes a prototype implementation. The physical topology
of ATM networks and the logical structure imposed by the IP model are not
easily mapped onto each other. To integrate the two different communication
paradigms one can create logical IP subnetworks (LIS) in ATM that operate
and communicate independently of other LISs on the same ATM network.
A modified form of ARP is used in an LIS to resolve IP to ATM addresses.
Before data can be transmitted between two ATM endstations, a connection
is established under the usage of a connection management module and data
is packaged and fragmented into small size ATM cells by an adaptation layer.
If other protocols besides IP utilize the ATM network an additional encap-
sulation of data becomes necessary to demultiplex received and reassembled
ATM cells if the protocols are all multiplexed over a single virtual channel.
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2 Integration of Classical IP and ARP with ATM
2.1 ClassicalIP and ARP
The internet protocol (IP) [RFC 791J defines a best--effort, connectionless de-
livery mechanism. n provides for the transmission of blocks of data (data-
grams) from sources to destinations over an interconnected system of networks.
IP imposes few requirements on utilized network technologies. Therefore, IP
can only guarantee an earnest attempt to deliver packets. A local area network
(LAN) protocol defines the physical and data link layer (DLL) in the ISO-
OSI (International Standards Organization - open systems interconnection)
reference model.
Concentrating on the IEEE approach of modeling networks (e.g., [IEEE
802.2]), the DLL is divided into medium access control (MAC) and logical
link control (LLC) sublayers. The LLC sublayer provides a common inter-
face for multiple network layer protocols to interoperate with different MAC
sublayers and share the use of a data link. The MAC sublayer defines the mech-
anisms that are used to access, share, and manage a communication medium.
That includes channel management, collision detection and resolution, priority
handling, error detection and framing. Typical examples of LAN technologies
(MAC sublayer and physical layer) are defined by the family of IEEE 802.x
standards (e.g., CSMA/CD [IEEE 802.3)' or DQDB [IEEE 802.6]). Figure 1
illustrates the correspondence between MAC & LLC and the DLL.
-------- - --- - - --
3 Network Layer
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Logical Link Control (LLC) IEEE 802.2
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Medium Access Control (MAC)
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1 Physical Layer Physical Layer (PRy)
IEEE 808.3-9
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FIg. 1. Correspondence between ISO and IEEE layering, in particular the correspon-
dence between data link layer and medium access control and loglcallink control
In this model two machines on a physical network can only communicate
if they know each other's MAC addresses. Determining a machine's MAC




Asynchronous transfer mode (ATM) was developed for use in broadband in-
tegrated services digital networks (B-ISDN) to carry data, voice, images, and
video traffic in an integrated manner. ATM is not limited to B-ISDN and con-
tains physical layer and network layer functionality. Its architecture is based
on switching small fixed-length packets called cells. Some aspects of ATM
are currently defined by interim standards developed by a user and vendor
group known as the ATM Forum [UNI 3.0]. ATM provides for point-to-point
or point-to-multipoint, conneetion--oriented transmission of small data units.
ATM gives quality of service guarantees (i.e., it handles resource reservation,
offers bandwidth and latency guarantees), and exhibits a good aggregate be-
havior.
Before data can be transferred between machines, a connection must be es-
tablished. These connections are called virtual channels (VC) and are iden-
tified hop-by-hop using a virtual path and virtual channel identifier pair
(VPI/VCI). Data are transferred in the form of cells which are small fixed-size
data packets with a 48 byte payload and a 5 byte header. Each switch contains
mappings of input to output VC identifiers. These can be (semi-) permanently
installed, (called permanent virtual circuits, or PVCs) or established at con-
nection setup time by a signaling protocol (called switched virtual circuits, or
SVCs). The switching of cells involves the appropriate change of VC informa-
tion in the cell header and a forwarding of the cell over the associated physical
link. A switch controller is associated with one or more ATM switches. It per-
forms management functions such as enabling or disabling ports, polling for
status information, or updating mapping information.
2.3 Motivation for the Integration of Paradigms
IP and ARP (Address Resolution Protocol) on the one hand and ATM on the
other represent very different paradigms for data communication. What is the
motivation to integrate these two technologies?
IP is the main building block of the Internet, the global network of intercon-
nected networks. In the classical TCP lIP protocol hierarchy (see [Com91aJ) IP
is the central protocol. It serves a hierarchy of protocols (e.g., UDP [RFC 768]
or TCP [RFC 793]), and integrates a wide variety of network technologies as
its underlying data link and physical layers. Its main concepts have ripened
to maturity and proven adequate for robust data delivery in interconnected
heterogeneous environments. IP has established its place in today's data com-
munication world. That is not expected to change in the foreseeable future.
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ATM is rapidly becoming acknowledged as the base technology for the next
generation of global communications. Telecommunication industries are plan-
ning on implementing ATM because it meets internal telephony needs. The
integration of voice and data traffic into one medium saves resources. It is
easier to multiplex separately addressed packets of voice and data than to
multiplex mixes of individual bits. Moreover, new services can be offered to
users, and the technology can be used to satisfy the telephone companys' own
need for increased data communications because of increased computeriza-
tion. ATM deployment in the local area promises performance advances in
distributed computing with high performance and low latency data communi-
cation requirements, such as multimedia applications. Furthermore, ATM as
a LAN technology promises easy connectivity of existing hubs, bridges, and
routers to future wide-area ATM networks.
ATM is not without its problems or detractors, however. For example, it is
not clear that classical telecommunication traffic and data communication will
integrate well. Classical telecommunication can be described well by Poisson
models, whereas the burstiness of self similar data traffic does not change over
time (see [LTWW93]). There are difficulties with scaling ATM and maintain-
ing reliability. Virtual circuits establish a hard state in the network for a call.
The state of a connection is distributed over intermediate switching equip-
ment. Once a VC is established, it is maintained until a message is received
by one of the ends of the call requesting a change in the state of the connec-
tion. The product law of reliability, applicable to series systems of independent
components, such as the hops in a virtual circuit, demonstrates how quickly
system reliability degrades with an increase in complexity. On the other hand
dynamic rerouting in a highly redundant system such as the IP network layer
reaches a reliability approximating 100% (see [Tri82, Ch.1.10] for an analysis
of the reliability in parallel redundant systems). Additionally, ATM does not
yet support any dynamic routing functionality or network admission control.
For a more detailed discussion of benefits and drawbacks of ATM see [Par93,
sections 4.2 and 4.10J and [BG92, section 2.10J
The combination of the well established place of IP in the data communication
world and the telephone companys' need for ATM as their new base technology
establish the need for the integration of IP and ATM. In spite of some problems
with the technology it promises a considerable service improvement for data
communications.
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2.4 Scenarios of Interaction
The IP over ATM Working Group of the Internet Engineering Task Force
(IETF) is chartered to develop standards for routing and forwarding IP packets
over ATM subnets. In [CS94] the working group identifies and discusses several
possible subnet models and end-to-end models.
The subnet models identified are an SVC-b..ed LAN ATM (LATM) subnet,
a PVC-based WAN ATM (WATM) subnet, and lightweight subnet models.
End-to-end models of interest are the classical IP over ATM model, the SYC-
based WATM, or routing over large clouds (ROLC) model, Ohta's "conven-
tional" model, and peer models.
This paper focusses on the SVC-based LATM subnet model and the classical
IP over ATM end-to-end model. We first give a brief description of the other
models.
The PYC-based WATM is a non-broadcast multiple access subnetwork with
possibly up to tens of thousands of endstations. These are all directly con-
nected, share a common IP network prefix, support ATM PVC connections,
do not have to support an efficient address resolution process, and are part of
a single administrative group.
Lightweight subnet models are based on the observation that in single hop con-
figurations some IP header information is implicitly bound to virtual circuits
established between entities in two subnetwork endstations. The work to be
done shifts between in-stream demultiplexing and call setup demultiplexing
develops in several discrete steps. On one end lies LLC/SNAP encapsulation
(see section A.2) and endstation demultiplexing based on source and desti-
nation address, protocol family, protocol, and port. On the other end lies a
null encapsulation with the burden of demultiplexing placed upon the connec-
tion establishment capacity of the ATM subnet, with different forms of null
encapsulation in the middle.
The SVC-based WATM supports SVCs as well a PVCs. Endstations do not
necessarily share a common IP level network prefix, and multiple SNAP ad-
dress formats and negotiation of parameters (such as MTU (maximum transfer
unit) size or method of encapsulation) are supported. Further features are that
the SYC-based WATM is not part of a single administrative group (which
makes security an important consideration), and the need for a distributed
address resolution protocol and billing scheme.
Ohta's "conventional" model has the same network layer architecture as the
standard IP model, including its subnet architecture. However, IP level routers
are assumed to be able to forward data cell by cell, yielding a possible latency
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advantage.
Peer models are motivated by the rationale that routing complexities of future
ATM networks will be similar to routing over complex internets. The possi·
bility to embed IP level routing within the ATM network fabric leads to peer
models where IP routers are placed on a peer basis with corresponding entities
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Fig. 2. A logical IP subnetwork (LIS or LATM) appears to the IP layer as just
another LAN technology
The SVe-based LATM model takes advantage of the fact that IP can make
use of any networking technology that provides connectivity as a delivery sub-
system, including ATM. The goal of this approach is to transmit IP datagrams
over an ATM LAN (see Figure 2). A logical IP snbnetwork (LIS or LATM) is
a single ATM network, that is a direct replacement for the local area network
segment connecting IP routers and endstations in the classical IP and ARP
paradigm. All endstations are directly connected and they share a common
IP level network prefix.
One LIS can grow to replace several LAN segments. Several LISs can operate
on the same ATM network. At least one IP router must be attached to each
LIS to integrate it with the rest of the internetwork. It is configured as a
member of one or several LISs and handles inter domain routing of datagrams
transparently. IP hosts on the same ATM network that are configured to
belong to different LISs must not establish a connection to each other directly
through ATM, but must communicate with each other via an intermediate IP
router.
The previously mentioned necessity for the network layer to resolve its ad-
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dresses to MAC addresses (see section 3) is not the only problem that has to
be solved to establish an LIS as a new subnetwork technology. In appendix
A we will explain the conversion between network layer protocol data units
(e.g., IP datagram) and ATM cells and the need for adaptation and encapsu-
lation layers and a convergence sublayer. Section 4 will outline our approach
to an integrated address resolution and call establishment in the presence of
switched virtual circuits.
3 The Protocols
Address resolution in an LIS, and ATM connection management are nontrivial
protocols. In this section we are concerned with their description.
3.1 ARP and [nARP
The address resolution problem, e.g., determining a machine's MAC address
given its network layer address, has been solved in many different ways. One
well known solution in the case of Ethernet as the LAN technology is ARP
([RFC 826]). A machine S determines the MAC address of another machine
D by broadcasting an ARP request containing D's network protocol address.
The machine that matches the network protocol address of an ARP request
responds with an ARP reply containing D's MAC address.
Inverse ARP 1 (InARP) is defined in [RPC 1293J and addresses a clifferent
problem. Given an established connection between two machines, they do
not have to know one another's higher level protocol addresses if the call
establishment was based on lower layer addresses. InARP is a protocol that
enables either endpoint of a connection to query the other one for its protocol
addresses.
3.1.1 Why Classical ARP is not sufficient
Classical ARP relies on an efficient broadcast capability of the physical layer 2.
Even if ATM multicast were already widely implemented, it is not advisable to
simulate broadcast by ATM's multicast connections, because of its poor scal-
ing. Point-to-multipoint connections offer bidirectional communication only
between the originator and all destinations, but not among the destinations.
1 Note that we are talking about InARP, not reverse ARP. (RARP) [RFC 903].
2 We are not considering a static address bindlng for ATM networks, because ATM
physical addresses are longer than IP addresses and cannot be freely chosen.
8
To simulate broadcast, each endstation would have to establish a point-to-
multipoint connection to all other endstations.
A different approach, described in [RFC 1577], is to use a dedicated service
on the network that maintains a cache of address mappings. The mappings
are established through registration by each host at its boot time and are
periodically updated. The service replies to address resolution requests with
the desired mapping, or a negative acknowledgement, if the mapping is not
available.
ATM physical addresses are longer than IP addresses. Therefore IP cannot
use static address binding for ATM networks.
3.2 ATMARP and InATMARP
The ATM address resolution protocol (ATMARP) is basica!ly the same proto-
col as ARP extended with support in a unicast server environment. ATMARP
answers the question: "Given a network protocol address, what is the associ·
ated ATM address?".
Inverse ATMARP (InATMARP) is the same protocol as InARP applied to
ATM networks. Given a virtual circuit identifier between two endpoints, InAT-
MARP answers the question: "What are the other endpoint's network layer
and ATM address?" All hosts participating in an LIS must support these ex-
tended protocols as defined in [RFC 15771. Each LIS must have one ATMARP
server.
The ATMARP service contains the following elements which we will outline
in successive sections: address mapping registration, queries and positive or
negative replies, and mapping table maintenance.
3.2.1 Registration
ATMARP clients must start the ATMARP registration process with the server
before they can participate as a member of an LIS. Each client must initiate
a SVC connection to the server. Upon ATM call acceptance from any other
ATM endpoint, the server generates and transmits an InATMARP..REQUEST to
the client asking it for its network layer to ATM address binding. Clients
must reply to each InATMARP.REQUEST with an InATMARP..REPLY. The server
will update his ATMARP table with the received mapping and a timestamp
unless a mapping for the same network layer address and an established VC
already exist.
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3.2.2 Query and Reply
Once hosts in an LIS are registered they can request address resolutions for
other hosts in the same LIS via ATMARP...REQUESTs. Clients generate and trans-
mit ATMARP..REQUEST packets to the server. An ATMARP...REPLY packet from the
server then contains the mapping which is used to build/refresh the clients
cache. An ATMARP...NAK 3 packet from the server tells the client that the re-
quested mapping could not be resolved. It is an extension to classical ARP
adding to the robustness of the protocol by giving clients the ability to distin-
guish a cache miss from a fatal server failure.
3.2.3 Cache Maintenance
The ATMARP server maintains an ATMARP table that ideally contains the
network layer to ATM address mapping for all hosts participating in its LIS.
It is initially built by the InATMARP.REPLY packets received from hosts at reg-
istration time. Clients maintain a similar table that contains mappings that
they previously requested from the server. The entries in the tables are aged
periodically. [RFC 1577] requires that client table entries remain valid for at
most 15 minutes and server table entries for at least 20 minutes. Before invali-
dating an entry that still has an open VC associated, a server must attempt to
revalidate the mapping by generating and transmitting an InATMARP.REQUEST.
Entries without an associated open VC are deleted. ATMARP table entries
exist until they are aged or invalidated. Teardown of an SVC does not remove
ATMARP table entries.
There are other occasions when the server can update his table. When the
server receives an ATMARP.REQUEST over a VC, whose associated network layer
and ATM address match the table entry, the server can update the timeout
on that entry. To add robustness, the server examines the source information
of received AmARP.REQUESTs. If there is no table entry present for the source
network address, the server adds the source information mapping to its table
associated with the VC.
3.2.4 lInresolved Issues
Several issues remain unresolved by [RFC 1577]. If only one server per LIS
assumes the task of address resolution, the service depends on the overall
reliability of that server machine. A protocol that embodies a replicated AT·
MARP service is desirable. Currently the ATMARP service is reached via a
well known address. A mechanism should exist for determining the ATMARP
service access point dynamically..
3 nak is the abbreviation of negative acknowledgement.
10
3.3 Connection Management
We mentioned before that communications in ATM are based on a conneetion-
oriented model. Before user data can be transmitted, a virtual circuit has
to be established. YCs come in two forms: permanent ves, and switched
yes. Permanent VCs are statically configured and installed into the switching
tables of the ATM switches. Switched point-to-point and point-to-multipoint
connections over an ATM network are dynamically established, maintained,
and cleared on a need basis utilizing the Q.2931 protocol (see [UNI 3.0]), a
broadband signaling standard.
The initiator of a connection specifies desired characteristics for the connection
and relies on Q.2931 to establish or to report the failure of establishment of
a call. Q.2931 neither supports any routing functionality nor provides for call
acceptance or forwarding policies.
cOnllection!!/!!,,!!!lLe!!Jl!!IL
Fig. 3. ATM connection management
Each entity participating in connection management must have an associated
process that handles Q.2931 protocol messages. [Qport94b] distinguishes be-
tween host call control (HCC) and switch call control (SCC) modules. Figure 3
depicts the interrelation among the switching processes and their relationship
to either ATM switches or endsystems. All HCC and SCC processes initially
read configuration files which describe local network configuration, such as
port identification, routing information, and address information for neigh-
boring HCC and SCC processes. It is the responsibility of HCC processes to
coordinate the establishment and release of calls. A HCC process communi-
cates with the application and the Q.2931 module to coordinate their inter-
action regarding offering, acceptance, and release of each call. A SCC process
is responsible for interfacing peer Q.2931 instances on the ATM switches. It
accepts incoming caU requests from other sec or HCC processes and deter-
mines the outgoing port which should be used when routing the call. Routing
information is accessed through a route manager on the ATM switch.
Figure 4 sketches the integration of the connection management into a host. A
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Fig. 4. Integration of connection management into a host
interfaces directly and communicates with its peer sec and HeC processes
on different machines through the regular TCPlIP protocol stack. Both HeC
and sec processes must, at least initially, transmit messages over PVCs to
participate in connection management, or they could not communicate among
each other. ATM reserves a well known VC for connection management.
4 Model of Integration
Now that we have established the complexity and some of the details of the
classicalIP and ARP over ATM in an SVC-based LATM, we need to devise
a model for the implementation of the proposed architecture. Clearly, Figure
2 hides much of the complexity and shows only an idealized, transparent view
of the newly proposed subnetwork architecture.
The system has to integrate connection management, ATM address resolution,
and LLCjSNAP encapsulation. In the absence of ATM host interfaces that
provide adaptation layer encapsulation and segmentation and reassembly, the
system also has to manage a reassembly cache at cell level. Packets that are
submitted by the network layer have to be buffered if no SVC to the desti-
nation address has already been established. Timers are associated with each
reassembly in progress and all buffered network layer packets.
Communication between all involved entities is asynchronous and non-
blocking. That requires the recording of all sent messages that expect a reply
or an acknowledgement, associated timers, and possibly retransmissions in
order to ensure the reliability of the message transport.
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4.1 Integrated Model
The previous sections have established the functionality of the modules that
participate in ATM as a LAN technology. They all contribute actions as well as
pieces of information. It is possible to describe actions (e.g., call establishment,
or address resolution) that have taken place with the amount and relationship
of address information that has been gathered in the process. That means
that the complex interaction between signaling protocol and address resolution
protocol in an LIS can be reduced to a conceptually much simpler problem,
which is described by a finite state automaton. We want to stress that Figure
5 does not show the whole automaton that is necessary to describe the system.
We will not present a complete specification of the automaton, because it is
not crucial for the understanding of our approach.
We chose this model because it has several nice features. Its simple structure
is easy to understand. It instruments a structured implementation and assists
the implementor in convincing himself of its completeness and correctness.
Furthermore, the model facilitates the stepwise testing and extension of the
implementation. For a functionally restricted prototype, a partial implemen-
tation of the automaton is sufficient. A stepwise extension is generally possible
without the modification of the already implemented portion of the automa-
ton. We experienced that the implementation became quickly very complex
without the guidance of the model.
The states in our model are the possible combinations of network layer address,
medium access control sublayer address, switched virtual circuit identifier, and
signaling code specific call handle in regard to one network layer address. The
set of possible states is identical for the ATMARP server and its clients (i.e"
all participants of an LIS).
The automaton exists concurrently in many different instances in a host: once
for each destination network layer address. Ideally this automaton has to be
augmented to note which encapsulation type is associated with each connec-
tion. As explained in appendix A.I, our approach assumes that LLCjSNAP
encapsulation is present. State (0) as in Figure 5 is the initial state. The set of
final states is empty because this protocol does not have a natural termination.
Figure 5 depicts a scenario where a network layer packet is passed to our mod-
ule and neither a known ATM address mapping, nor an established switched
virtual circuit to the destination address is present. The first transition results
in buffering the packet, sending an ATMARP..REQUEST to the ATMARP server,
and recording that this request was sent. If the ATMARP..REPLY contains the
desired mapping, it moves the automaton into a state where the mapping net-
work layer address to ATM address is complete. A fresh timer value will be
13
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Fig. 5. Example for a complete resolution process. This graph is only a smaU subset
of the real automaton
associated with this mapping (not shown in Figure 5) and the recorded request
will be cleared. The next action at this point is to send an attempt message to
the Hee and record this attempt. Once an originated--call--connected
message from the Hee is received, we move into the fully resolved state,
store the associated ve identifier and call handle, clear the recorded attempt,
and send all network layer packets that were enqueued up to that point. All
successive packets to the same address will be sent over the associated SVC
directly.
Obviously, this was a best case scenario, where no special cases occurred. The
following list details all possible events that must be considered in the process:
data packets from the network layer
ATMARP..REPLY and ATMARP..NAK messages
- InATMARP..REPLY messages





- expiration of timers for any of the recorded requests or attempts
- expiration of timer for the validity of an ATMARP mapping
The complete automaton can be produced by applying all possible events to
an initially empty state (see state (0) in Figure 5 and all resulting states, until
a complete transition table is created. New states and actions associated with
the state transitions are determined by careful study of the involved protocol
specifications.
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5 Conclusions and Future Work
The previous sections of the paper are a self-contained description of classical
IP and ARP over ATM in an SVC-based LATM in the Iorm of a logical IP
subnetwork.
We have implemented a prototype of this model under SunOS 4.1.3 with
ForeRunner SBA-lOO host adapters and therefore proven the feasibility
of [RFC 15771 and [RFC 1483J. The connection management code used
was a prototype implementation of the Q.2931 protocol by Bellcore (see
[Qport94a,Qport94b,Qport94cl).
To facilitate our implementation we have devised a simple model in section
4 that describes the complex interaction of these protocols. The model in-
strumented a cleanly structured implementation and assisted us in convincing
ourselves of its completeness and correctness. Furthermore, the model facili-
tated the stepwise testing and extension of the implementation.
An idea for future work is the development and study of a different model in
which states are represented by data entries in a relational fashion. The rela-
tions must describe the functional dependencies among the different address
and identifier entities that are mapped onto each other. The basic idea here
is that the mappings can be described without loss of information in 5NF 4 ,
not in INF such as in our model. The advantages are clear: a reduction of the
degree of redundancy in the state information, a smaller automaton and there-
fore easier model, and the possibility of a simplified enforcement of integrity
constraints. Further work includes the porting of the driver software to fur-
ther hardware interfaces, as well as interoperability tests with other signallng
implementations.
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A From PDUs to Cells
In this section we explain the necessary encapsulations and modifications for
the conversion of IP datagrams to ATM cells. Figure A.l sketches the different
stages of this process: LLC encapsulation (sections A.I and A.2), adaptation
layer convergence (section A.3.1), and segmentation and reassembly (section
A.3.2). It is important to indicate that we concentrate on the adaptation of the
TCPlIP protocol suite to ATM. Multiprotocol encapsulation and convergence
are defined for a variety of other protocols and types of applications, which is
beyond the scope of this paper.
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Fig. A.I. The transformation from a network layer PDU to ATM cells
As mentioned above, the basic unit of data transmission in the TCP fIP pro-
tocol suite is called a datagram. [RFC 791, section 3.lJ defines the contents of
datagram headers (20 - 60 octets long) and the possible length of its protocol
data unit (up to 216 -1 octets incl. header). [RFC 791] also standardizes the
fragmentation and reassembly of datagrams within the IP layer.
ATM cells are 53 bytes long. The first 5 bytes are header information. They
contain the VC identifier that is used in ATM switches, across user network
interfaces (UNI), and network network interfaces (NNI) for routing. Addi-
tionally, cell headers contain a payload type identifier, a priority bit, and a
checksum, called header error control (REC). Cells that cross the UNI also
contain generic flow control information. The remaining 48 bytes are called
the data portion or payload. Cells are rather small compared to IP datagrams.
ATM cell layout is defined in [UNI 3.01.
A.I Multiprotocol Encapsulation
[RFC 1483] describes two methods for carrying routed and bridged protocol
data units (PDU) over an ATM network. In contrast to [RFC 1483] we will
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not concentrate on the aspects of bridging. PDUs can be carried over a single
ATM YC if they contain additional protocol identifiers. This first approach
is called LLC encapsulation, because the respective PDUs are prefixed by an
IEEE 802.2 LLC header and its possible extensions. The second approach is
called VO based multiplexing. It does higher-layer protocol multiplexing by
using a separate VC for each different protocol.
We chose LLC encapsulation, because we preferred not to establish several
different VCs between the same pair of hosts. However, we acknowledge the
advantage of VC based multiplexing if the dynamic creation of large numbers
of ATM ves is economical and the applied charging model does not excessively
depend on the number of simultaneous VCs.
A.2 LLC Encapsulation
LLC encapsulation applies to different types of data communication services:
Type 1, an unacknowledged connectionless mode, Type 2, a connection-
oriented mode, and a hybrid Type 3, a semi-reliable mode. We consider net-










Fig. A.2. LLC/SNAP encapsulation of routed non ISO PDU
The prefixing IEEE 802.2 LLC header consists of three one octet fields. It is
possibly followed by an IEEE 802.1a subnetwork attachment point (SNAP)
header. Figure A.2 depicts the layout of an IP datagram (routed, non ISQ
PDU) prefixed by its LLC/SNAP header. This format is compatible with
the header format specified in [RFC 1042], the specification of encapsulat~
ing IP datagrams and ARP requests and replies on IEEE 802 networks. The
value Dx03 in the LLC Control field specifies an unnumbered information com-
mand PDU. A LLC header value of DxAA-AA-03 indicates the presence of a
SNAP header. A SNAP header contains 2 fields: A three octet organization-
ally unique identifier (QUI) and a two octet protocol identifier (PID). A value
of DxDD-DD-DD for the QUI specifies that the following PID is an ethertype.
Valid values for tbe PID are defined in [RFe 1700, pp.168]. We will use only
the values for IP datagrams (Ox0800) and for ARP frames (Ox0806).
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The use of IP and ARP must be only consistent within its LAN type. It
is not necessary that it be consistent across all other types of subnetwork
technologies.
A.3 The Adaptation Layer
ATM networks are not designed to exclusively transmit conneetionless data
packets such as IP datagrams. Several kinds of higher level data (such as
datagrams, voice samples, or video frames) must be packaged into ATM cells
efficiently. This process is referred to as adaptation. It is performed by an
adaptation layer that is conceptually located between IP and ATM. It consists
of a convergence sublayer, and a segmentation and reassembly sublayer.
A.3.l Convergence
Four classes of applications were determined by the former CCITT that would
require different types of service. ATM adaptation layers (AALs) are optimized
for their associated class of applications. Depending on which class of applica-
tion is used, the convergence sublayer performs functions such as multiplexing,
cell loss and error detection, or timing recovery. AAL5 is the ATM adapta-
tion layer 5, designed for conneetionless data applications. It provides the most
efficient and functional convergence layer for this class of applications: it is op-
timized to introduce little header overhead, to require little cell handling cost
in host interfaces, and to resemble common data communications interfaces,
such as those for Ethernet.







Fig. A.3. AAL5 CPCS-PDU
The convergence sublayer is further subdivided into an upper and lower half,
the service specific convergence sublayer (SSCS), and the common part con-
vergence sublayer (CPCS), respectively. We assume a null SSCS, because the
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CPCS functions provide sufficient processing for network and transport layers
such as TCP lIP.
The AAL5 frame format is specified in [RFC 1483, section 3] and depicted in
Figure A.3. AAL5 appends a trailer to the CPCS protocol data unit (PDU).
See [RFC 1626] for a discussion on the default IP maximum transfer unit
(MTU) for use over ATM AAL5. The carried PDU is padded such that the
total number of octets of the frame is a multiple of the number of octets in
the ATM payload (48 octets).
The fields CPCS-UU (user-ta-user indication) and common part indicator
(CPI) are both one octet long. Users can transparently transfer user to user
information in the CPCS-UU field. It can contain any value. The cpr field
has currently no function except for 64-bit alignment of the AAL5 trailer. It
contains a null value. The length field determines the length of the payload
field in octets. The cyclic redundancy check (CRC), also referred to as frame
check sum (FCS), protects the entire PDU except the CRC field itself.
A.3.2 Segmentation and Reassembly
We mentioned above that the carried PDU is padded by null characters. Let
Inamel denote the length of entity name in octets. The number of octets P
required for padding (P E [0, IATM payloadl-IJ) is determined by formula
(A.I).
ICPCS-PDU payloadI+ P + ICPCS-PDU trailerl =
ILLC/SNAP hdrl + IPDUI +P +8=
8 + IPDUI +P+ 8=k ·48
= k· IATM payload I
==? P = «IPDUI +16 +47) div 48) ·48 - IPDUI - 16 (A.I)
The segmentation and reassembly (SAR) sublayer is responsible for breaking
the CPCS-PDU into cells at the sender side and reassembling cells into frames
at the receiver side. One of the features of connection-oriented transmission
technologies is that data is delivered in sequence. Therefore it is sufficient to
flag the final cell of each frame to signal its completion of reassembly. This
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