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Abstract
We study 4D systems in which parameters of the theory have position dependence in one
spatial direction. In the limit where these parameters jump, this can lead to 3D interfaces
supporting localized degrees of freedom. A priori, this sort of position dependence can
occur at either weak or strong coupling. Demanding time-reversal invariance for U(1) gauge
theories with a duality group Γ ⊂ SL(2,Z) leads to interfaces at strong coupling which
are characterized by the real component of a modular curve specified by Γ. This provides
a geometric method for extracting the electric and magnetic charges of possible localized
states. We illustrate these general considerations by analyzing some 4D N = 2 theories with
3D interfaces. These 4D systems can also be interpreted as descending from a six-dimensional
theory compactified on a three-manifold generated by a family of Riemann surfaces fibered
over the real line. We show more generally that 6D superconformal field theories compactified
on such spaces also produce trapped matter by using the known structure of anomalies in
the resulting 4D bulk theories.
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1 Introduction
Insights from geometry and topology provide a non-trivial handle on many quantum systems,
even at strong coupling. In the context of high energy theory, this has typically been applied
in systems with supersymmetry. More generally, however, one can hope that constraints on
the topological structure of quantum fields are enough to deduce many features of physics
at long distance scales.
Indeed, there has recently been some progress in understanding some quantum field
theories using constraints on the topological structure of such systems. An example of this
sort involves the effective field theory associated with topological insulators [1–11] in 3 + 1
dimensions, which is one special type of symmetry-protected topological (SPT) phase of
matter [12–19] with highly interesting surface behavior [20–29]. This phenomenon can be
modeled in terms of the effective field theory of a background U(1) gauge theory with a
position dependent θ angle [30,31]. Both θ = 0 and θ = pi preserve time-reversal symmetry,
and demanding the system remain time-reversal invariant throughout means that an interface
between θ = 0 and θ = pi has trapped modes [32]. Indeed, this can be explicitly verified by
considering a 4D Dirac fermion with a mass m(x⊥) which depends on a spatial direction of
the 4D spacetime. A sign flip in m leads to a trapped mode. There have been a number of
developments aimed at extending this analysis in various directions, including new examples
of dualities at weak coupling [33], as well as possible strongly coupled phases for trapped
edge modes [34] and related dualities, see e.g. [35–41].
In this paper we study a similar class of questions but in which we allow the system to
approach a regime of “strong coupling in the bulk.” This also means that we allow the U(1)
to be dynamical, but we will assume that degrees of freedom charged under it are still quite
heavy. We can, of course, still require that far away from the interface we are at very weak
coupling, but even this assumption can in principle be relaxed (though that would of course
be more difficult to realize experimentally). Our aim will be to develop methods which apply
in such situations as well.
The main theme running through our analysis will be to use methods from geometry to
better understand the possible behavior of localized modes. While much of our inspiration
comes from the analysis of supersymmetric gauge theories in which these geometric structures
descend from the extra-dimensional world of supersymmetric string compactifications, some
aspects of our analysis do not actually require the full machinery of these constructions. That
being said, we will find it worthwhile to consider both low energy effective field theories in
four dimensions, as well as compactification of six-dimensional superconformal field theories
as realized by string compactifications.
The first class of interfaces we study involve 4D U(1) gauge theory with a complexified
combination of the gauge coupling g and the theta angle:
τ =
4pii
g2
+
θ
2pi
. (1.1)
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The main assumption we make is that our theory has a non-trivial set of duality transfor-
mations which act on this coupling as:
τ 7→ aτ + b
cτ + d
, (1.2)
for some a, b, c, d integers such that ad − bc = 1. The most well-known case is that we
just have a duality group SL(2,Z) consisting of all determinant one 2 × 2 matrices with
integer entries, as associated with the famous electric-magnetic duality of Maxwell theory.
In systems with additional massive degrees of freedom, these duality groups can be smaller.
Assuming this structure in the deep IR, we will be interested in the behavior of the 4D theory
when τ(x⊥) depends non-trivially on one of the spatial directions of the 4D spacetime.
In the case where the theory has an SL(2,Z) duality group, there is a well-known corre-
spondence between an equivalence class of τ and the geometry of a T 2 with complex structure
τ . One can think of this T 2 as the quotient C/Λ with Λ = ω1Z ⊕ ω2Z a two-dimensional
lattice. In this case, the ratio ω1/ω2 = τ dictates the “shape” of the T 2. In physical terms,
Λ is the lattice of electric and magnetic charges in the theory. Geometrically, we can replace
τ(x⊥) by a family of T 2’s which vary over a real line, building up a three-manifold with a
boundary at x⊥ → ±∞. Since there is a fixed choice of T 2 at both ends of the line, this
T 2 comes with a distinguished marked point, and thus defines a one-dimensional family of
elliptic curves.1
We will be interested in a restricted class of 4D systems which enjoy time-reversal in-
variance in the bulk. This corresponds to a further condition of invariance of the physical
theory under the mapping:
τ 7→ −τ . (1.3)
Geometrically, this corresponds to a further condition that the j-function of the elliptic curve
is in fact a real number: j ∈ R. This region splits into the familiar “trivial phase” with θ = 0,
the standard “topological insulator phase” with θ = pi phase, and another “strongly coupled
phase” in which |τ | = 1. All other time-reversal invariant values of τ can be related to one
of these three regions by an SL(2,Z) transformation. As a point of nomenclature, we note
that this is somewhat of an abuse of terminology since in the topological insulator literature
one views the U(1) of the topological insulator as a global symmetry which is not broken
(indeed it defines an SPT phase), and in which all excitations are gapped out. Part of the
point of our analysis is to explore the effects of varying the gauge coupling as well as the
theta angle. Hopefully the distinction will not be too distracting.
Viewed as a trajectory on the moduli space of elliptic curves, we thus see that an interface
could a priori take two different routes between θ = 0 and θ = pi. On the one hand, it could
always remain at weak coupling. On the other hand, it could pass through a strongly
coupled region. Asymptotically far away from the interface, both are a priori possible, but
1An elliptic curve is a genus one curve with a marked point.
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suggest very different possibilities for localized modes. Singularities in this family of elliptic
curves corresponds to the appearance of massless states. Since we are not assuming any
supersymmetry, our knowledge of these states is somewhat limited, but we can, for example,
deduce the electric and magnetic charge of states localized on the interface.
It can also happen that the duality group Γ ⊂ SL(2,Z) is strictly smaller than that
of the Maxwell theory. In this case, there are more possible phases, since the coset space
SL(2,Z)/Γ is now non-trivial. Consequently, some values of τ related by an SL(2,Z) duality
transformation may now define different physical theories. The resulting moduli space of
elliptic curves are specified by modular curves X(Γ), and the geometry of these curves can
be quite intricate. For our present purposes, we are interested in the subset of parameters
which are time-reversal invariant. Thankfully, precisely this question has been studied in
reference [42] which analyzes the real components of the modular curve, X(Γ)R. The key
point for us is that X(Γ)R consists of a collection of disjoint S
1’s. Each such S1 itself breaks
up into paths joined between “cusps” of the modular curve. These cusps are associated with
the additional SL(2,Z) images of the weak coupling point τ = i∞ which cannot be brought
back to weak coupling via transformations in Γ ⊂ SL(2,Z). Passing through such cusps
is inevitable, and means that singularities in the family of elliptic curves are also dictated
purely by topological considerations. For each such cusp, we can fix the associated electric
and magnetic charge, thus indicating the corresponding charge of states localized on an
interface.
We illustrate these general considerations with some concrete examples. As a first class,
we consider some examples of 4D N = 2 field theories in which the Seiberg-Witten curve
has the topology of a T 2. As a second set of examples, we consider the compactification of a
six-dimensional anti-chiral two-form on a family of elliptic curves. In this situation, we also
present a general construction for realizing 4D U(1) gauge theories with duality group given
by the congruence subgroups Γ0(N),Γ1(N), and Γ(N).
As we have already mentioned, 3D interfaces appear in this geometric setting when
the elliptic curve becomes singular. This raises the question as to whether more singular
transitions such as a change from a genus zero to a genus one curve could arise, and if so,
what this would mean in terms of the 4D effective field theory. Along these lines, we also
consider a more general way to construct 3D interfaces from compactifying six-dimensional
superconformal field theories on a three-manifold with boundaries. In this setting, we present
explicit examples where the genus jumps as a function of x⊥. By tracking the anomaly
polynomial of the 4D theory before and after the jump, we deduce that the degrees of
freedom on the two sides of a wall can be different. Such changes can be used to engineer
more general examples of localized matter with a “thickened interface.”
The rest of this paper is organized as follows. We begin in section 2 with a geometric
characterization of 3D interfaces of a U(1) gauge theory with duality group SL(2,Z). In sec-
tion 3 we generalize this to cases where the duality group is Γ ⊂ SL(2,Z) a proper subgroup.
Section 4 presents some explicit constructions based on 4D N = 2 theories, and section 5
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presents examples based on compactification of the theory of a six-dimensional anti-chiral
two-form. We generalize these constructions in section 6 by considering compactifications
of six-dimensional superconformal field theories on three-manifolds with boundary. We con-
clude in section 7. Some additional details and examples are presented in the Appendices.
2 Time-Reversal Invariance and Duality
In this section we review some elements of the “standard” case of a 4D U(1) gauge theory
which has an interface between two time-reversal invariant phases with θ = 0 and θ = pi.
We will be interested in developing a geometric characterization of this sort of system with
an eye towards generalizing to strongly coupled examples.
Throughout this paper we will also confine our discussion to 4D theories on flat space
R2,1 × R⊥.2 We will, however, allow the coupling constants to depend on x⊥, the local
coordinate of R⊥.
The rest of this section is organized as follows. First, we introduce our conventions for
time-reversal invariance, as well SL(2,Z) duality transformations. Using this, we identify
different phases of parameter space which are time-reversal invariant. Next, we study position
dependent couplings which can generate an interface between these different phases.
2.1 U(1) Gauge Theory Revisited
Consider an abelian gauge theory, with a possible coupling to some matter fields. The
corresponding Lagrangian density contains the terms:
L = − 1
4g2
FµνF
µν +
θ
32pi2
FµνF˜
µν + · · · , (2.1)
where the “· · · ” refers to contributions from all other matter fields. In terms of the electric
and magnetic fields ~E and ~B, we can also write this as:
L = 1
2g2
( ~E · ~E − ~B · ~B)− θ
8pi2
~E · ~B + · · · . (2.2)
It will be convenient to introduce the complexified coupling:
τ =
4pii
g2
+
θ
2pi
. (2.3)
2Additionally, we will ignore possible mixed gravitational/duality group anomalies which can appear on
some curved backgrounds [43–47] as well as subtleties involving the spin-structure [48–50]. It would be
interesting to extend the present considerations to these situations.
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Time reversal acts on the electric and magnetic fields as:
T : ~E 7→ ~E , ~B 7→ − ~B . (2.4)
In terms of the original basis of fields, this has the effect of taking us to a new theory with
the same gauge coupling, but with θnew = −θold. We can phrase this as a new choice of
complexified gauge coupling:
τnew = −τ old. (2.5)
We will be interested in values of the complexified coupling which can be identified with
the old one via a duality transformation. This takes us to a new basis of fields as well as
dualized value of the coupling. The most well-known situation is that our abelian gauge
theory has an SL(2,Z) duality group, which is the case for free Maxwell theory but also
more interesting setups. We will shortly generalize this discussion to other duality groups.
Recall that the group SL(2,Z) is defined as:
SL(2,Z) =
{(
a b
c d
)
: a, b, c, d ∈ Z , ad− bc = 1
}
. (2.6)
Such duality transformations takes us to a new basis of electric and magnetic fields. Given
a state of electric charge qe and magnetic charge qm, we introduce a two-component column
vector which transforms according to the rule:(
qe
qm
)
7→
(
a b
c d
)(
qe
qm
)
. (2.7)
For typographical purposes we shall also sometimes refer to this as a state having charge
(qe, qm), but we stress that in our conventions this is to be viewed as a column vector, and
not a row vector. The Dirac pairing between two such charge vectors ~q ≡ qa and ~q′ ≡ q′b is:
〈~q, ~q′〉 = abqaq′b = qeq′m − qmq′e. (2.8)
We can view a dyonic charge (qe, qm) as coupling to a vector potential A and its magnetic
dual AD via the SL(2,Z) invariant combination:
abq
aAb = qeA− qmAD, (2.9)
where we introduced the two-component vector Aa with entries A1 = AD and A2 = A.
Under such a duality transformation, the complexified coupling also changes as:
τ 7→ aτ + b
cτ + d
. (2.10)
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Geometrically, the lattice of electric and magnetic charges can be written as:
Λτ = ω
1Z⊕ ω2Z = τZ⊕ Z (2.11)
where we can also view ωa as a two-component column vector and the complex structure
as τ = ω1/ω2. Quotienting the complex plane C by this lattice results in an elliptic curve
E(τ) = C/Λτ . A pleasant feature of working with the elliptic curve is that SL(2,Z) trans-
formations leave the complex structure of the curve intact. This provides a geometric way
to parameterize physically inequivalent τ ’s.
The group SL(2,Z) is generated by the T and S transformations:
T =
(
1 1
0 1
)
: τ → τ + 1 , θ → θ + 2pi ,
S =
(
0 −1
1 0
)
: τ → −1
τ
= − τ|τ |2 ,
g2 →
((4pi
g2
)2
+
( θ
2pi
)2)
g2 , θ → −
((4pi
g2
)2
+
( θ
2pi
)2)−1
θ
(2.12)
observe that θ = −pi can be mapped back to θ = +pi under such a transformation. A priori,
this gauge theory could be at strong or weak coupling, and have complicated interactions
with other matter fields.
Assuming our theory enjoys an SL(2,Z) duality group action, we need not work with the
full set of values of τ , just the ones which are not identified by an SL(2,Z) transformation.
Implicit in this parameterization is that when we label a theory, we allow ourselves to change
to a dualized basis of fields. Unitarity demands Imτ > 0, so τ takes values in the upper
half-plane H. The quotient by SL(2,Z) is known as the fundamental domain of SL(2,Z),
and we denote it as Y = H/SL(2,Z). Since we will also be interested in the very weakly
coupled limit, we add on the “point at infinity” τ = i∞ as well as all of its SL(2,Z) images
(which are just rational numbers a/c in the matrix presentation of line (2.6)). Introducing
the compactified upper half-plane:
H ≡ H ∪ {i∞} ∪Q, (2.13)
we can again consider the quotient space from an SL(2,Z) action. This produces the com-
pactified fundamental domain which we denote as X(Γ) with Γ = SL(2,Z).
We will be interested in the space of couplings modulo such duality transformations.
With this in mind, it is convenient to introduce an SL(2,Z) invariant coordinate on the
fundamental domain. This is simply the “j-function” of the parameter τ . The j-function is
a modular form with q-expansion:
j =
1
q
+ 744 + · · · (2.14)
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where q = exp(2piiτ). The j-function maps the fundamental domain H/SL(2,Z) to the
complex projective space CP1 with three distinguished points. This is the modular curve of
the group SL(2,Z). The three distinguished points are located at τ = i∞, i, e2pii/6, which
are mapped to the points
j(τ) −→
τ→i∞
∞ , j(i) = 1728 , j(epii/3) = 0 , (2.15)
in the affine coordinate of CP1. For convenience we will use a rescaled version of the j-
function defined by
J(τ) =
j(τ)
1728
. (2.16)
Having introduced a great deal of mathematical machinery, we now ask about which
regions of our parameter space lead to a time-reversal invariant 4D theory. First of all, we
can immediately identify a “trivial phase” with θ = 0. This corresponds to the vertical line
in the fundamental domain with τ ∈ iR. Additionally, we see that the region θ = pi retains
time-reversal invariance. We refer to this as the “topological insulator” phase. Using the
T -generator of the SL(2,Z) duality group one has
(θ = pi)
T−→ (θ = −pi) T−→ (θ = pi) . (2.17)
This means that utilizing the duality group, the value θ = pi is also time-reversal invariant
for arbitrary values of the gauge coupling g. In terms of the complex paremeter τ , this region
is given by τ ∈ 1
2
+ iR. We will refer to a theory with θ = pi as the “topological insulator
phase.” This exhausts all possibilities for time-reversal invariance in regions of the moduli
space that contain arbitrarily weak coupling, i.e. g2 → 0.
However, there is an additional phase that preserves time-reversal invariance at strong
coupling. In order to see that, assume |τ | = 1 which means that we are at strong coupling.
The S-generator of the SL(2,Z) acts as
τ → − τ|τ |2 = −τ , (2.18)
i.e., exactly as T ! Therefore, there is a strongly coupled phase which preserves time-reversal
invariance for |τ | = 1. We will refer to it as the “strongly coupled phase”.
The time-reversal invariant subspace indicated above is mapped as follows to the modular
curve X(Γ) ∼ CP1
Trivial : τ = iα with α ∈ [1,∞) , 1 < J ,
Topological Insulator : τ = 1
2
+ iα with α ∈ [
√
3
2
,∞) , J < 0 ,
Strongly Coupled : τ = eiα with α ∈ [pi/3, pi/2] , 0 ≤ J ≤ 1 .
(2.19)
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J = 1
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Figure 1: Left: The image of the fundamental domain under J , with the marked points
indicated as red dots. Right: The time-reversal subset X(Γ)R of the modular curve X(Γ)
with Γ = SL(2,Z).
So we find that the image under J(τ) of the time-reversal invariant values of τ is the real
line in C, which is compactified to a circle in CP1. Since J is a one-to-one map from the
fundamental domain we see that all real values of J correspond to time-reversal invariant
values of τ . That is to say, the time-reversal invariant subspace of a U(1) gauge theory
with duality group SL(2,Z) is given by the real subspace of the corresponding modular
curve denoted X(Γ)R. Note further, that all three distinguished points are contained in the
time-reversal invariant subset of X(Γ)R, see figure 1 for a depiction.
We note that the above considerations have mainly focussed on the structure of the
effective Lagrangian. A priori, it could happen that time-reversal invariance is spontaneously
broken, as happens in some gauge theory examples (see e.g. [39]). Here we assume that
time-reversal invariance is preserved by the system and explore the geometric and physical
consequences.
2.2 Localized Matter and Real Elliptic Curves
In the previous subsection we reviewed some general features of 4D U(1) gauge theory for
a fixed value of the coupling τ . We now consider more general configurations in which the
parameter τ(x⊥) is a non-trivial function of position in the 4D spacetime R2,1 × R⊥. In
particular, we would like to understand what happens when we have an interface between
two different time-reversal invariant phases. We argue that the geometry of real elliptic
curves provides a helpful tool in analyzing these situations.
On general grounds, demanding time-reversal invariance between phases of the system
with different values of the parameters means that we should expect states to be localized
at the region of transition (see e.g. [33]). To this end, we now allow τ(x⊥) to be a non-
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trivial function of the position coordinate in our 4D spacetime R2,1 × R⊥. For each point
x⊥ ∈ R⊥, we get a value of τ , and can also think about a 4D Lorentz invariant theory with
that particular value of the coupling. Indeed, in an interval of R⊥ where τ(x⊥) is constant,
we just have a 4D theory compactified on an interval, and so we can still speak of the action
of the duality group on the 4D basis of fields. So, for sufficiently adiabatic variations of the
coupling, we can still fruitfully apply our 4D Lorentz invariant analysis. On the other hand,
we will also be interested in regions where there is a sharp jump in the profile of the coupling
(sharp compared to all other length scales in the system). In such situations, we can expect
new phenomena to be localized in the region where a jump occurs.
To a large extent, demanding time-reversal invariance for the system leads to the pre-
diction that there are localized states trapped at such an interface. Our discussion follows
reference [33]. Observe that if nothing is localized at the interface, the shift in θ angle from
pi to 0 at x⊥ = 0 would break time-reversal invariance. This can be seen by considering the
θ term on a geometry with boundary∫
x⊥<0
θ
8pi2
F ∧ F =
∫
x⊥<0
pi
8pi2
d(A ∧ F ) = 1
8pi
A ∧ F ∣∣
x⊥=0
. (2.20)
This induces a half-integer quantized Chern-Simons term at the boundary which breaks time-
reversal invariance. Therefore, there have to be degrees of freedom living at the interface
to compensate the variation with respect to time-reversal. One weakly coupled solution to
the problem is a localized charged 3D Dirac fermion which compensates this variation by its
parity anomaly [51–55,37,56], a version of the anomaly inflow mechanism [57]. Other weakly
coupled options were discussed in [33], and some strongly coupled options were considered
in reference [34].
In terms of the geometry of the modular curve X(Γ) for the duality group Γ = SL(2,Z),
these weakly coupled completions correspond to motion in X(Γ)R through the point at
τ = i∞. The geometry of X(Γ)R suggests an alternative route which might connect these
two phases. Indeed, we can instead contemplate passing down through the strong coupling
phase to reach the same value of the parameters. Observe that along this route, we need
not pass through a cusp at all. Instead, we can pass through the strong coupling region
with values τ = i and τ = exp(2pii/6) at the “bottom” of the fundamental domain. In this
case, one might be tempted to say that there is nothing localized, since there is a smooth
interpolating in the value of τ which completely bypasses the cusp.
We now argue that even along this other trajectory, there are localized states. The main
reason is that if we demand time-reversal invariance for the system, then in the limit where
there is a sharp jump across the |τ | = 1 region, there must also be something localized in
this region. The one loophole in this argument is that it could happen that time-reversal
invariance is somehow broken in this region. This, however, would be in conflict with the
fact that after compactifying our 4D spacetime on a very large circle S1, we see that there
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is a non-trivial winding number associated with maps S1 → X(Γ)R. This instead indicates
that the pair of jumps (θ = 0) → (θ = pi) and (θ = pi) → (θ = 2pi) retains time-reversal
invariance.
To better understand what is happening in this region, we now study the geometry of the
elliptic curve associated with the parameter τ . Because correlation functions of the physical
theory will depend on duality covariant expressions built out of τ , possible singularities
associated with localized states will in general be associated with singularities in the geometry
of the elliptic curve.
We geometrize the above statements by defining an auxiliary elliptic curve E with com-
plex structure modulus identified with the complexified coupling constant τ . Any elliptic
curve can be represented as a hypersurface in the weighted projective space CP2[2,3,1] via the
coordinates x, y, and z. This leads to the so-called Weierstrass form of the elliptic curve:
y2 = x3 + fxz4 + gz6 , (2.21)
with complex coefficients f and g. Away from the point [x, y, z] = [1, 1, 0] we can use the
C∗-rescaling in order to set z to 1 and one obtains the standard form
y2 = x3 + fx+ g . (2.22)
In this form the elliptic curve is given by a branched double-cover, with three branch points
at the roots of the right hand side as well as a fourth root at infinity. For additional details
on the geometry of elliptic curves, see Appendix A.
In terms of the parameter τ , the coefficients f and g are associated with the Eisenstein se-
ries modular forms. We expect that f and g depend non-trivially on the physical parameters
of the system. This also holds for the discriminant:
∆ = 4f 3 + 27g2. (2.23)
The J-function of the curve is given by the combination:
J =
4f 3
4f 3 + 27g2
. (2.24)
The appearance of this elliptic curve is quite familiar in a number of other contexts,
including Seiberg-Witten theory, compactifications of 6D superconformal field theories on
Riemann surfaces, as well as in the general approach to string vacua encapsulated by F-
theory. In all of these cases, time-reversal invariance corresponds to a complex conjugation
operation on the “compactification coordinates” (x, y):
T : (x, y) 7→ (x, y). (2.25)
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The special case of a time-reversal invariant Weierstrass model means we restrict to coef-
ficients f and g which are real. Note that this is a strictly stronger condition than just
demanding the J-function to be real. At least in supersymmetric settings, this is closely
connected with the phase of BPS masses, and although we have less control in the non-
supersymmetric setting, we expect a similar geometric condition to hold in this case as well.
In section 4 and Appendix C we present some explicit N = 2 examples illustrating these
features, i.e., UV complete examples where f and g are purely real.
Restricting f and g to be real means we are dealing with a real elliptic curve, namely
the Weierstrass model makes sense over the real numbers. That being said, we will still view
x and y as complex variables. This in turn leads to a constrained structure for the elliptic
curve, especially as it moves through the different phases of X(Γ)R. To see this additional
structure, consider the factorization of the cubic in x:
x3 + fx+ g =
3∏
i=1
(x− ei), (2.26)
where the coefficients of the cubic are related to the roots as:
0 = e1 + e2 + e3 (2.27)
f = e1e2 + e2e3 + e3e1 (2.28)
g = −e1e2e3 (2.29)
∆ = −
∏
i<j
(ei − ej)2. (2.30)
The condition that f and g are real means that under complex conjugation, the roots ei
must be permuted. There are two possibilities. Either all three roots are real, or one is real
and the other two are complex conjugates. Without loss of generality, we can write these
two cases as:
Case I : e1, e2, e3 ∈ R ,
Case II : e1 ∈ R , e2 = e¯3 .
(2.31)
Next, we want to relate the different configurations of the branch points to the time-reversal
invariant values of τ . The first comment is that from our explicit form of f, g and ∆, all of
these quantities are real. In particular, the sign of the discriminant:
∆ = −(e1 − e2)2(e2 − e3)2(e3 − e1)2, (2.32)
tells us whether we are in Case I (∆ < 0) or Case II (∆ > 0). Since we also have:
J =
4f 3
4f 3 + 27g2
=
4f 3
∆
, (2.33)
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Re(τ)
Im(τ)
∆ < 0
f < 0
J > 1
∆ > 0
f > 0
0 < J < 1
∆ > 0
f < 0
J < 0
i
1
2
+
√
3
2
i
Figure 2: Values of the discriminant, J(τ) and f for the elliptic curve as τ varies in its
time-reversal invariant domain.
we conclude that when f > 0, we are in the regime of 0 ≤ J ≤ 1, namely the strongly
coupled phase. If instead f < 0, then depending on the relative size of 4f 3 and 27g2 we can
get either sign of ∆. Observe that if ∆ < 0 and f < 0 then, since 4f 3 + 27g2 > 4f 3 (recall
g2 is positive) we have J > 1, the “trivial phase.” If ∆ > 0 and f < 0 then we instead have
J < 0. Including the structure of the A- and B-cycles γA and γB of the elliptic curve, we
see there are three different phases of the time-reversal invariant contour specified by the
following parameters:
• Trivial Phase: J > 1⇔ θ = 0 and τ = iβ for β > 1. There we have ∆ < 0, f < 0 and
the roots e1 < e3 < e2 are all real. The contours encircle e1 to e3 for γB and e2 to e3
for γA.
• Topological Insulator Phase: J < 0 ⇔ θ = pi. There we have ∆ > 0, f < 0 and the
roots are such that e1 ∈ R, e2 = e¯3, Im(e2) > 0. The contours encircle e1 to e3 for γB
and e2 to e3 for γA.
• Strongly Coupled Phase: 0 ≤ J ≤ 1 ⇔ 0 ≤ θ ≤ pi, |τ | = 1. There we have ∆ > 0,
f ≥ 0 and the roots again satisfy e1 ∈ R, e2 = e¯3, Im(e2) > 0. The contours encircle
e1 to e2 for γB and e1 to e3 for γA.
The different time-reversal invariant regions together with the signs of f , g, ∆ are also
indicated in figure 2. For some additional discussion, see Appendix A.
Finally, we want to ensure that we can move between the three different time-reversal
invariant regions by adjusting the three roots ei. As already indicated above one can tran-
sition between the phase with |τ | = 1 and the topological insulator phase θ = pi by moving
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Figure 3: Schematic view of the contours γA (red dashed line) and γB (blue solid line) for
each phase.
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Figure 4: Transition between the trivial and strongly coupled phase, with all three roots
collapsing at 0.
two roots in the imaginary direction. Collapsing two conjugate roots on the real axis and
then separating them as real roots along the real axis leads to the transition between the
topological insulator phase and the trivial phase with θ = 0. The last transition seems to
happen when two of the roots go off to infinity, see figures 21 and 22. However, this tran-
sition can also happen at finite values of the roots, when all three roots collapse at 0. This
last transition is depicted in figure 4. We see that the discriminant vanishes in the transition
between the trivial and topological insulator phase as well as in the transition between the
trivial and the strongly coupled phase.
Our analysis in terms of the real elliptic curve reveals that passing through a singularity
in the elliptic curve also occurs when we move along the “alternative contour” connecting
θ = 0 and θ = pi. We take this to mean that there is also localized dynamics trapped at such
an interface, in accord with general expectations from time-reversal invariance.
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3 Other Duality Groups
In the previous section we presented some geometric tools to study 3D interfaces in 4D
U(1) gauge theory in the special case where the duality group is SL(2,Z). In systems with
interacting degrees of freedom, one often encounters U(1) gauge theories where the duality
group Γ is a subgroup of SL(2,Z). A common situation where this arises is in the case where
the U(1) gauge theory has a non-trivial spectrum of line operators, which one can think of
as various heavy non-dynamical states.
Our aim in this section will be to study interfaces with these smaller duality groups.
Compared with the case of SL(2,Z) duality, we find a significantly richer set of possible
interfaces. This is simply because there are now many different physically distinct field
configurations which can no longer be related by a duality transformation under the smaller
group. As before, we shall assume that time-reversal invariance is preserved, and in particular
is not spontaneously broken by the vacuum.
For now, we assume that we have a U(1) gauge theory where the duality group Γ ⊂
SL(2,Z) is a finite index subgroup of SL(2,Z). Starting from the original lattice of electric
and magnetic charges Λ, we can consider the orbits swept out by the group action Γ. This
results in a refinement in the lattice Λrefined ⊂ Λorig. This new lattice of electric and magnetic
charges specifies a different elliptic curve E = C/Λrefined. This new elliptic curve is related to
the other by an isogeny; The complex structure is actually unchanged under this refinement,
but additional data is now being specified by this choice.
The space of physically distinct values of τ as captured by the fundamental domain
X(Γ) = H/Γ is consequently bigger. In fact, for general Γ ⊂ SL(2,Z), the resulting modular
curve can be considerably more complicated than that obtained in the special case of SL(2,Z)
where we have the geometry of a CP1 with a single cusp at i∞. For example, the genus of
this new modular curve can be greater than zero. Additionally, the set of cusps is always
bigger. Recall that the space of cusps is specified by taking the quotient of {i∞}∪Q by the
group action specified by Γ. In terms of the electric and magnetic charge of a state, these
rational numbers are specified by the ratio qe/qm so that the “purely electric” cusp is at i∞.
Observe that the value of τ at a cusp indicates either zero gauge coupling (as in the case of
τ = i∞) or “infinite coupling” (as in the case of τ ∈ Q).
This also translates to a bigger set of values for τ which can lead to time-reversal invariant
phases. As before, these are obtained by focusing on the points of X(Γ) which are invariant
under the anti-holomorphic involution:
c0 : τ 7→ −τ . (3.1)
Here, to aid the reader interested in comparing with reference [42] we have used that paper’s
notation. This operation is, of course, nothing but time-reversal conjugation!
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We refer to the real locus of the modular curve as X(Γ)R:
X(Γ)R = {τ ∈ X(Γ) : c0(τ) = τ} = {τ ∈ H : c0(τ) = γτ with γ ∈ Γ} . (3.2)
Thankfully this space has actually been studied in great detail in reference [42] for the
congruence subgroups Γ(N),Γ1(N),Γ0(N) ⊂ SL(2,Z) (see Appendix B for details on the
congruence subgroups). The topology of X(Γ)R is a disjoint union of circles. Each such circle
contains at least one cusp, but some cusps of X(Γ) do not belong to any real component.3
We refer to the cusps which are members of X(Γ)R as “real cusps.” We note that the point
at infinity is always a real cusp, and it specifies a distinguished S1. Observe also that there
are S1’s which only involve cusps at “infinite coupling.” These are intrinsically strongly
coupled regions of parameter space which are in some sense “cut off” from weak coupling.
Let us now turn to the structure of interfaces between time-reversal invariant phases. To
build an interface, we allow τ(x⊥) to be a non-trivial function of position in the 4D spacetime
R2,1 × R⊥. As we move along one of the S1’s of X(Γ)R we encounter a cusp of electric and
magnetic charge (qe, qm) associated with the rational number qe/qm ∈ Q. From all that we
have said, we expect that the condition of time-reversal invariance enforces the appearance
of localized degrees of freedom at such an interface.
To better understand this, suppose we have such an interface located at x⊥ = 0. We can
first specialize to the case Γ = SL(2,Z). In this case all cusps qe/qm ∈ Q ∪ {i∞} are dual
to each other so it is enough to consider the electric duality frame where (qe, qm) = (1, 0).
Crossing such a cusp at x⊥ = 0 involves having g2 → 0 as |x⊥| → 0 while θ = 0 for x⊥ < 0
and θ = pi for x⊥ > 0. This induces a localized Chern-Simons theory at level-12 on the
interface. As noted in reference [33], the states trapped at the interface could exhibit a
wide range of phenomena, including a charged, massless 3D Dirac fermion, or a system with
non-trivial topological order.4 If we do act by an SL(2,Z) transformation to transform the
cusp to a more general choice (qe, qm), then we have that the putative localized states are
charged under a dualized gauge potential A(qe,qm). In terms of the vector potentials for the
electric field strength Fµν and its magnetic dual counterpart F˜µν , we can write this as:
A(qe,qm) = qeA− qmAD. (3.3)
In other words, we can speak of localized dyonic states of electric charge qe and magnetic
charge qm! Suppose now that we have a theory with smaller duality group Γ a proper
subgroup of SL(2,Z). We assume that we can supplement this theory by adding additional
degrees of freedom to it so that in this enlarged theory, SL(2,Z) is the resulting duality
group. This in turn means that in this bigger theory we can ask about the effects of an
3For example let Γ = Γ0(N), then N = 16 is the lowest N for which there are non-real cusps, and in this
case there is one real component that crosses four real cusps, and two additional T -violating cusps on the
genus zero curve X0(16).
4We use this language since one is often interested in situations where the Maxwell theory arises as the
IR limit of a more complicated 4d gauge theory.
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SL(2,Z) transformation. In the original theory with the smaller duality group, then, we
learn that there can be states trapped at an interface with different electric and magnetic
charges. Summarizing, we see that if we encounter a cusp qe/qm ∈ Q in the original theory,
the localized degrees of freedom can be viewed as carrying an electric and magnetic charge
(qe, qm).
In section 2 we noted that there can be additional singularities other than those located
at the cusps, as associated to degeneration in the elliptic curve near the points τ = i and
τ = exp(2pii/6). These points are distinguished in the sense that they are fixed under some of
the elements of SL(2,Z) and are referred to as “elliptic points” of order two (τ = i) and three
(τ = exp(2pii/6)). It turns out that for most finite index subgroups Γ ⊂ SL(2,Z) there are
no elliptic points, but in the few cases when they are present we can expect localized matter
to also be present, at least when the associated elliptic curve degenerates in approaching
such a point of the real moduli space. In such situations, we expect states with non-zero
Dirac pairing to be simultaneously localized.
We can also deduce the relative spin-statistics of the excitations on neighboring interfaces,
which also lead to a quantization of the angular momentum induced by the electro-magnetic
field between the interfaces. Although not stated in these physical terms, reference [42]
computes the Dirac pairing between neighboring interfaces. Focusing on the generic situation
where our interfaces are generated by cusps, it turns out that the excitations localized on
neighboring interfaces always have a non-vanishing Dirac pairing equal to ±1 or ±2:
〈~q, ~q ′〉 ∈ {±1,±2}. (3.4)
Recall that the Dirac pairing between dyons specifies an intrinsic angular momentum in the
system. What this pairing indicates is that there is an intrinsic spin quantized in units of
±1/2 or ±1 associated with regions of the 4D bulk. This is an additional topological feature
of our 4D bulk, as controlled by the dynamics of the interface! See figure 5 for a depiction.
In the remainder of this section we illustrate these general considerations by focusing on
some specific choices of duality groups. In particular, we leverage the results of reference [42]
to obtain explicit information on the structure of 3D interfaces in these systems. We consider
the three most well-known congruence subgroups Γ(N),Γ1(N), and Γ0(N) which also show
up frequently in the study of modular curves:
Γ0(N) =
{
γ ∈ SL(2,Z) : γ =
( ∗ ∗
0 ∗
)
modN
}
,
Γ1(N) =
{
γ ∈ SL(2,Z) : γ =
(
1 ∗
0 1
)
modN
}
,
Γ(N) =
{
γ ∈ SL(2,Z) : γ =
(
1 0
0 1
)
modN
}
,
(3.5)
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Figure 5: Depiction of interfaces encountered in a trajectory through a component of X(Γ)R.
Here, each interface is associated with the SL(2,Z) image of the cusp at weak coupling and
therefore comes with excitations carrying an electric and magnetic charge which we denote
as a two-component vector. States localized on neighboring walls have a non-zero Dirac
pairing, and this leads to a net angular momentum quantized in units of ±1/2 or ±1 between
neighboring interfaces.
where ∗ denotes an arbitrary integer entry. Clearly, these subgroups satisfy
Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL(2,Z) , (3.6)
and each is a finite index subgroup of SL(2,Z).
For each of these choices, there is a corresponding modular curve X(Γ) which we denote
by X(N) for Γ = Γ(N), X1(N) for Γ = Γ1(N) and X0(N) for Γ = Γ0(N). Further it is clear
that in each case X(Γ)R is non-trivial since one can always choose the fundamental domain
in a way that it contains (part of) the imaginary axis, which is invariant under c0. This
subset of X(Γ)R is the region with θ = 0. Moreover, it is clear that some remnant of the
standard T generator in SL(2,Z) survives:
T ∈ Γ0(N),Γ1(N) , TN ∈ Γ(N) , (3.7)
which means that for Γ0(N) and Γ1(N) there are regions in X(Γ)R which correspond to
θ = pi. For Γ(N) the non-trivial time-reversal invariant value of θ is given by Npi. Note,
that these two regions meet in the weakly coupled cusp situated at τ = i∞, which is also
contained in the set X(Γ)R.
Since we have already explained the significance of the time-reversal invariant components
of these modular curves, we now review the graphical rules developed in [42] which enumerate
which (Γ-equivalence classes of) cusps are on a given real component. These graphs were
arrived at by a group-theoretic analysis of each Γ which assigns a solid dot to a cusp, on
open dot to an elliptic point, with a single line connecting two cusps if their Dirac pairing is
±1, and a double line if their Dirac pairing is ±2 which reference [42] refers to as a “weight”.
Similar considerations hold for lines which connect an elliptic point to a cusp, but in this
case the pairing is trajectory dependent. In these cases, the elliptic point connects to a cusp,
once with weight one, and once with weight two. We take this to mean that there are states
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(1, 0) i
Figure 6: Real component for X(1), namely the special case Γ = SL(2,Z). In the graph,
cusps are denoted by solid dots and elliptic points are denoted by open dots.
(1, 1)
(1,0)(0,1)
i
(1, 1)(1, 0)
Figure 7: Real components of X(2) (left) along with X0(2) and X1(2) (right). On the right,
the double line connecting (1, 1) to the elliptic point τ = i refers to the fact that if we follow
a geodesic connecting (1, 1) and i we land on (−1, 1), and the Dirac pairing between (1, 1)
and (−1, 1) is 2. Similarly, there is a single line connecting (1,0) and i because the geodesic
through them lands on the cusp (0, 1), which has Dirac pairing 1 with (1, 0). In the graph,
cusps are denoted by solid dots and elliptic points are denoted by open dots.
with mutually non-local charges localized at the elliptic point. This is a phenomenon which
is known to occur in 4D N = 2 theories [58].
Each such line corresponds to a subset of points in X(Γ)R satisfying:
Cγ : −τ = γτ . (3.8)
for some conjugacy class γ ∈ Γ. In general the subspace X(Γ)R consists of the union of all
these sets inside a single fundamental domain of the group Γ. For starters, we show the
structure of this graph in figure 6 in the case where Γ = SL(2,Z).
As another example, consider the case of X(2), for which there is one real component
depicted in figure 7 that (in a chosen duality frame) passes through the cusps 0, 1, and i∞.
We represent this on the left side of figure 7. On the right side we depict the real component
for X1(2) and X0(2) which passes through the cusps 1 and ∞ and an order-2 elliptic point
at τ = i. Including X(1), as shown in figure 6, we have actually exhausted all the cases
where elliptic points can occur on a real component.
Having presented the general rules, we now summarize some of the important features of
X(Γ)R in the case of the aforementioned congruence subgroups. The statements we present
amount to an adaptation of results given in [42].
X(N)
Consider first the case where the duality group is Γ = Γ(N) ⊂ SL(2,Z). In this case, the
cusps are in the same Γ(N)-orbit if and only if (a′, b′) ≡ ±(a, b) mod N and Γ(N)-equivalence
classes of cusps are parametrized by pairs ±a
b
of order-N elements of (Z/NZ)2. To see the
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. . . . . .
(a/2, 0)
(0, 2b)
(a, 0)
(0, b)
(2a, 0) (a, 0)
(N/2, b)
(a− aN/2, N/2) (N/2, b− bN/2)
(a,N/2)
(0, b) (a, 0) (0, b)
(N/2, b) (a,N/2)
Figure 8: Real cusps/components (mod-N) for r = 0 (left), r = 1 (center), and r ≥ 2 (right).
Here N = 2rN ′ for N ′ odd. In all cases, ab ≡ 1 modN and we take gcd(a,N) = 1
latter, note that we can reduce an element (a, b) ∈ Z2 modulo N , which for N > 2 is distinct
from the modulo N reduction of (±a, b). Not every element of (Z/NZ)2 can be obtained from
such a reduction though, since gcd(a, b) = 1. In particular gcd(a, b,N) = 1, which implies
that at least either a or b must be an order-N element of Z/NZ, making (a, b) an order-N
element of (Z/NZ)2. The number of order-N elements in (Z/NZ)2 is N2
∏
p|N(1 − 1/p2),
where p is a prime, but for N > 2 we identify (a, b) modN with (−a,−b) modN since they
represent the same cusp a
b
, with similar considerations for the −a
b
cusp. Altogether we have
# of cusps in fundamental domain =

1
2
N2
∏
p|N
(1− 1/p2) N > 2
3 N = 2
(3.9)
for the total number of cusps.
Turning next to the real cusps and components, we characterize the cases by the power
r in N = 2rN ′ with gcd(2, N ′) = 1 and we quote the results mainly without proof. The case
r = 0 is perhaps the most complicated, we have φ(N) real cusps5 spread across ψ(N) real
components.6 The neighborhood of a cusp (a, b) (taken mod N) is shown on the left-hand
side of figure 8.
The case r = 1 (N > 2) has 3φ(N) real cusps spread evenly across 1
2
φ(N) real compo-
nents, i.e. six cusps per component whose charges (mod N) are shown in figure 8. While
the r ≥ 2 cases have 2φ(N) real cusps spread evenly across 1
2
φ(N) real components, i.e. four
cusps per component.
X1(N)
Consider next the case of the modular curve X1(N) as specified by the duality group Γ1(N) ⊂
SL(2,Z). In this case, the cusps are in the same Γ1(N) orbit if and only if (a, b) ≡ ±(a +
jb, b) mod N for some integer j. Equivalence classes can be parametrized by first fixing
a mod gcd(b,N), then enumerating pairs ±a
b
of order-N elements of (Z/NZ)2 under this
5This is the Euler totient function which expresses how many numbers m < N are coprime to N , or
equivalently, the order of the multiplicative group (Z/NZ)×. It can be expressed as N
∏
p|N (1− 1p ).
6Borrowing notation from [42], ψ(N) is defined as the order of the group (Z/NZ)×/〈−1, 2〉 which has no
known closed form expression.
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(a/2, 0)
(0, 2b)
(a, 0)
(0, b)
(2a, 0)
Figure 9: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r = 0. Here, N = 2rN ′
with gcd(2, N ′) = 1
. . . . . .
(0, 2b)
(a, 0)
(0, b)
(a,N/2)
(1, 2b/)
(a, 0)
Figure 10: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r = 1. Here, N = 2rN ′
with gcd(2, N ′) = 1. In the figure,  ≡ 2 +N/2.
(a+N/2, 0)
(0, b+N/2)
(a,N/2) (0, b)
(a, 0)
(1, 2b)
Figure 11: Real cusps/components (mod-N) for X1(N) (N 6= 2, 4) for r ≥ 2. Here, N = 2rN ′
with gcd(2, N ′) = 1.
(1,2)
(1,0)(0,1)
Figure 12: Real cusps/components for X1(4)
restriction. The number of cusps (see e.g. [59]), is
# of cusps in fundamental domain =

2 N = 2
3 N = 4
1
2
∑
d|N
φ(d)φ(N/d) N = 3 or N > 4
(3.10)
where d is any divisor. Just like the X(N) curves, the properties of the real cusps and
components depend on the exponent r in N = 2rN ′ (with gcd(2, N ′) = 1, and in fact
the r = 0 case is exactly the same for X1(N) and X(N). For the r = 1 case, there are
2φ(N) real cusps and ψ(N/2) real components (making the number of cusps per component
more irregular than for the X(N) curves), while the r ≥ 2 case has 3
2
φ(N) real cusps and
1
4
φ(N) real components arranged as in figures 9, 10 and 11. There is an exception to this
classification for N = 4. The real structure of this case is displayed in figure 12.
21
∞ 0
Figure 13: Real cusps/components for X0(N) when N is odd.
0 ∗ 0 0 ∗∞
∞ ∗∞ ∞ ∗ 0
0 ∗ 0
x ∗∞
∞ ∗ 0 0 ∗∞
x ∗∞
∞ ∗∞
Figure 14: The real cusps/components for X0(N) when r = 1 (left) and r = 2 (right) where
the ∗ notation refers to the decomposition P1(Z/NZ) = P1(Z/2rZ)×P1(Z/N ′Z) since we do
not want to conflate this with the parentheses notation (·, ·) used to label the electric and
magnetic charges. Here we define x ≡ [1 : 2], viewed as an element of P1(Z/2rZ).
0 ∗ 0 ∞∗∞
x ∗∞ y ∗ 0
0 ∗∞ ∞ ∗ 0
x ∗ 0 y ∗∞
Figure 15: The real cusps/components for X0(N) when r ≥ 3, where we have two fla-
vors of components (an equal number of each). the ∗ notation refers to the decomposition
P1(Z/NZ) = P1(Z/2rZ)×P1(Z/N ′Z) since we did not want to confuse with the parentheses
(, ) for the electric and magnetic charges. Here we defined x ≡ [1 : 2] and y ≡ [1 : 2r−1]
viewed as elements of P1(Z/2rZ).
X0(N)
Finally, consider the case of the modular curve X0(N) as associated with the duality group
Γ0(N) ⊂ SL(2,Z). The cusps in this case are in the same Γ0(N) orbit if and only if (ya, b) ≡
±(a + jb, yb) mod N for some integers j and y such that gcd(y,N) = 1. Conveniently, it
turns out that equivalence class of cusps can be described simply as elements of P1(Z/NZ)
and we can represent the mod-N charges of cusps as [a : b]. The total number of cusps is
then
# of cusps in fundamental domain =
∑
d|N
φ(gcd(d,N/d)) (3.11)
for any N . For r = 0 (N odd), let k be the number of distinct prime factors of N , then there
are 2k−1 real components all of the form shown in figure 13.
The behavior for even N is again governed by the number of distinct odd prime factors
k. For r = 1, r = 2, and r ≥ 3, there are respectively 2k+1, 3 · 2k , and 2k+2 real cusps
and 2k−1, 2k−1, and 2k real components. See figures 14 and 15 for the corresponding real
components of the modular curves.
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4 N = 2 Examples
To illustrate some of these general considerations, we now present some examples based
on N = 2 supersymmetry. Recall that a helpful way to study such theories involves the
geometry of the Seiberg-Witten curve [60,61].
We begin by considering a class of 4D N = 2 superconformal field theories obtained from
a D3-brane probing a stack of seven-branes with and ADE gauge group. This determines
a flavor symmetry on the 4D worldvolume theory of the D3-brane [62–65]. In these cases,
there is a one-dimensional Coulomb branch, specified by a complex coordinate u, and mass
parameters m in the adjoint representation of the seven-brane gauge group. The Seiberg-
Witten curves for this class of examples can all be written as:
y2 = x3 + f(u,m)x+ g(u,m), (4.1)
where the f ’s and g’s are polynomials in the Coulomb branch parameters and the m’s.
These polynomials in the m’s are constructed from Casimir invariants of the associated flavor
symmetry. In the string compactification geometry, time-reversal invariance corresponds to
a complex conjugation operation on the elliptic curve itself. We get a time-reversal invariant
system by demanding the Weierstrass coefficients f and g are real. Observe that in a suitable
basis of fields, we can simply demand that the u’s and m’s are all real. This corresponds
to a situation in which any mass terms being switched on preserves time-reversal invariance
along the flow from the UV fixed point to the IR, namely where the Seiberg-Witten curve
description is valid.
We obtain examples of interfaces by allowing position dependent mass terms m(x⊥).
One can also contemplate giving a position dependent value to u, though in this case we
need to consider the spacetime dependence for a dynamical field. Switching on a N = 1
superpotential deformation as well as possible supersymmetry breaking mass terms, we can
also produce theories in the IR which only have a U(1) gauge field remaining. This strategy
was used, for example in [66] to analyze some examples of SPTs with non-abelian gauge
dynamics.
Assuming we vary the mass parameters m adiabatically, we can continue to use 4DN = 2
supersymmetry to look for the appearance of localized states. In the F-theory realization of
these systems as obtained from D3-branes probing a stack of seven-branes, this corresponds
to moving the seven-branes around in the R⊥ direction of the 4D spacetime. In the vicinity of
some of these seven-branes, however, we can continue to use a 4D analysis. In particular, the
location of these seven-branes will occur at some locations u = u∗ in the original Coulomb
branch parameter.
Now, the appearance of massless states occurs when the discriminant ∆ vanishes to some
order in the variable (u − u∗). In fact, for elliptically-fibered K3 spaces there is a Kodaira
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classification7 of possible singularities [67], as controlled by the order of vanishing for:
f ∼ (u− u∗)ord(f) (4.2)
g ∼ (u− u∗)ord(g) (4.3)
∆ ∼ (u− u∗)ord(∆). (4.4)
These tell us about the appearance of flavor enhancements, as well as the appearance of
massless states, including the associated electric and magnetic charges. In Appendix C
we consider in detail the special case of SU(2) gauge theory with four hypermultiplets in
the fundamental representation of SU(2). In particular, we calculate the periods and the
appearance of massless states for a specific choice of mass parameters.
The case of a cusp corresponds to an IN singular fiber (associated with an SU(N) flavor
symmetry), in which ord(f) = ord(g) = 0, and ord(∆) = N . Observe that in the vicinity of
such a point, we have:
τ ∼ N
2pii
log(u− u∗), (4.5)
indicating a jump of θ by 2piN as we cross this sort of singularity.
The Kodaira classification also shows that we can expect mutually non-local states to
be trapped at an interface. For example, a III∗ singular fiber (associated with an E7 flavor
symmetry) corresponds to the special case where ord(f) = 3, ord(g) ≥ 5 and ord(∆) = 9. In
this case, we also note that the J-function has a well-defined limit, even though the elliptic
curve becomes degenerate in this region. The specific value is J = 1, as associated with
τ = i.
We can also get trapped matter at the other elliptic point of Γ = SL(2,Z), namely
τ = exp(2pii/6), as associated with J = 0. This occurs, for example, with a II∗ singularity
(associated with an E8 flavor symmetry), in which ord(f) ≥ 4, ord(g) = 5, and ord(∆) = 10.
In the non-supersymmetric setting we have less analytic control over the ways in which f, g,
and ∆ might vanish.
Our discussion so far has focused on the case where the U(1) gauge theory on the Coulomb
branch enjoys an SL(2,Z) duality group, as directly inherited from the F-theory realization
of these systems.8 We get examples with smaller duality groups by holding fixed some of
the mass parameters of the system. For example, the ADE series of superconformal field
theories just introduced can also be engineered by taking M5-branes wrapped on a CP1
with punctures [69]. These punctures dictate the behavior of mass parameters in the 4D
effective field theory. In this formulation, the mapping class group of the curve determines
the structure of the duality group. Doing so, we can engineer smaller duality groups. As an
7Which also classifies possible codimension one singularities for higher-dimensional elliptically fibered
Calabi-Yaus.
8Strictly speaking one should speak of the Z/2Z extension of SL(2,Z), as in reference [68]. We will not
dwell on this issue here.
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example, for SU(2) gauge theory with four flavors, we have two M5-branes wrapped on a
sphere with four punctures. In this case, taking some mass parameters held fixed to equal
values can produce a smaller duality group such as Γ0(2).
We can also consider examples which have a smaller duality group right from the start. As
an example of this sort, consider pure su(2) gauge theory. Here, we have no mass parameters,
so we will consider varying the Coulomb branch parameter u as a function of x⊥ with the
implicit assumption that we have introduced a suitable N = 1 superpotential deformation
to generate jumps in the value of τ in a given interface region.
Consider first the limit where no superpotential deformation has been switched on. Fol-
lowing [60,61], theN = 2 vector multiplet contains a scalar field in the adjoint representation
φ. Non-zero values of this scalar move the theory onto the Coulomb branch. In the following
we use the gauge invariant combination:
u = 1
2
tr(φ2) . (4.6)
The Seiberg-Witten curve of the system is given by
y2 = (x− u)(x− Λ2)(x+ Λ2) , (4.7)
which can be brought to Weierstrass form by a coordinate transformation on x. The weakly
coupled U(1) gauge theory arises for |u| → ∞ in which case the gauge coupling goes to zero.
Other interesting limits are described by the limits u→ ±Λ2, which are at strong coupling.
At these points one finds light magnetically charged states.
By moving around the moduli space parameterized by u one finds the following mon-
odromy actions in SL(2,Z) on the auxiliary elliptic curve:
γ+ =
(
1 0
−2 1
)
, γ− =
(−1 2
−2 3
)
. (4.8)
These do not generate the full SL(2,Z) but instead a congruence subgroup given by Γ(2).9
Instead of using the usual Weierstrass form one can also describe the Seiberg-Witten
curve in terms of a branched double cover of CP1, parameterized by the complex coordinate
z. For a schematic description of the relation between the torus and the double cover of
CP1, see figure 16. One possible parametrization is given in [70] and reads as:
Λ2z +
Λ2
z
= x2 − u . (4.9)
9Here we do not dwell on the distinctions between Γ(2) ⊂ SL(2,Z) and PΓ(2) ⊂ PSL(2,Z).
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Figure 16: Schematic description of the torus as double cover of CP1.
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Figure 17: Fundamental domain of Γ(2) on the upper half plane as well as its time-reversal
invariant subset X(2)R.
In terms of these variables the Seiberg-Witten differential reads
λ = x
dz
z
. (4.10)
The UV curve is given by the CP1 in combination with the four branch points connected by
two branch cuts.
The pure gauge theory describes an elliptic curve, with moduli space given by X(2). The
fundamental domain as well as its time-reversal invariant subset are depicted in figure 17.
It contains three distinct cusps at τ ∈ {0, 1, i∞} and is topologically a CP1 with the cusps
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marking three points. In this case the time-reversal invariant subset X(2)R contains all three
cusps.
Let us see what the three cusps correspond to in terms of data extracted from the
Seiberg-Witten curve. The equivalent of the j-function in the case of Γ = Γ(2) is its so-
called Hauptmodul, defined by
λ(τ) =
(
Θ2(τ)
Θ3(τ)
)4
, (4.11)
where the Θ’s denote theta functions, the explicit form of which we will not need. This
yields a map λ : X(2)→ CP1. The values at the cusps are
λ(0) = 1 , λ(1) =∞ , λ(i∞) = 0 . (4.12)
Taking the original form of the Seiberg-Witten curve, we expect cusps at the collision of two
of the branch points, i.e.
u = Λ2 , u = −Λ2 , u→∞ . (4.13)
For the two strongly coupled cusps at u = ±Λ2, which are associated to τ = 0 and τ = 1,
we know that we get either a massless monopole or dyon.
Next, we assume a suitable superpotential deformation has been switched on which pro-
duces a domain wall solution with multiple kinks which passes through the different cusps.
Our expectation is that the wall will now carry a charge as dictated by the sort of cusp
encountered. The cusp at weak coupling corresponds to u→∞ and at first poses a puzzle.
In the limit of large u the theory becomes classical and one has the identification a ∼ √u.
Therefore, the su(2) gauge algebra is broken to U(1) at a very high scale and the supermul-
tiplets containing the electrically charged W -bosons are very massive with
mW ∼ a→∞ . (4.14)
Therefore, even though there is a cusp, one naively does not expect any light modes. That
being said, building an interface that is very thin relative to the mass scale, the corresponding
energy scales are very high and the classical description in terms of a weakly coupled su(2)
gauge theory remains valid throughout the system. In this sense there actually are massless
W bosons and the su(2) is restored.
Assuming the presence of light electric states of charge qe on the interfaces associated to
the cusp at τ → i∞, we can use coset representatives in order to investigate the other cusps
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at strong coupling. For this we choose
α1 =
(
0 −1
1 0
)
: τ = i∞ 7→ τ = 0 ,
α2 =
(
1 −1
1 0
)
: τ = i∞ 7→ τ = 1 .
(4.15)
Then we can find the action on the charges of states as:
α1
(
q
0
)
=
(
0
q
)
, α2
(
q
0
)
=
(
q
q
)
, (4.16)
which suggests the presence of massless purely magnetically charged and dyonic states, re-
spectively. These are exactly the states associated to the monopole and dyon point for the
pure gauge Seiberg-Witten theory! This can be precisely matched to the behavior of the
elliptic λ-function in terms of the three branch points
λ =
2Λ2
u+ Λ2
. (4.17)
For u → Λ2, which is the monopole point one obtains λ = 1 which corresponds to τ = 0.
Similarly, for u→ −Λ2, the dyon point, one has λ→∞, i.e. τ = 1.
5 Examples via Compactification
In this section we present a construction of 4D U(1) gauge theories with duality groups Γ =
Γ0(N),Γ1(N),Γ(N) by compactifying the theory of an anti-chiral two-form in six spacetime
dimensions. We view this theory as an edge mode coupled to a bulk 7D Chern-Simons
theory. This provides us with a geometric way to visualize much of the structure associated
with the spectrum of states and line operators in these 4D theories.
Using this, we can build 3D interfaces by just taking this 6D theory and compactifying
on a three-manifold M3 given by a family of elliptic curves fibered over the line R⊥ of the
4D spacetime R2,1 × R⊥. In this picture, singularities of the fibration indicate the locations
of 3D interfaces.
This section is organized as follows. We begin by discussing the spectrum of charged
states and line operators for the different choices of duality groups. Much of this discussion
follows what is presented in reference [71]. After this, we turn to the realization of this
structure via compactification of an anti-chiral two-form. In particular, we show that the
level of the associated 7D Chern-Simons theory provides a general way to control the set of
possible duality groups.
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5.1 Line Operators and Charges
A U(1) gauge group is always specified together with a charge quantization condition. This
quantization condition is not necessarily correlated with the presence of dynamical degrees
of freedom with the corresponding charges. Instead it can be described by the set of genuine
line operators.
For an abelian U(1) gauge theory without any charged particles this defines a lattice
of charges which are mutually local, i.e. they are consistent with the Dirac quantization
condition, that enters in the definition of a general line operator. An electric line operator
is given by
O(qe,0)L = exp
(
iqe
∫
L
A
)
, (5.1)
where A denotes the electric gauge field, and L denotes a line in the 4D spacetime to integrate
over. The corresponding purely magnetically charged line operator can be given in terms of
the dual gauge field AD, and reads:
O(0,qm)L = exp
(
− iqm
∫
L
AD
)
. (5.2)
In general, one can also define dyonic line operators O(qe,qm)L , that carry both electric and
magnetic charges. For consistency, qe and qm have to be in the charge lattice defined by
Dirac quantization. Moreover, these operators are charged with respect to global one-form
symmetries [72,73]. In the case of pure U(1) gauge theory there are two global U(1) one-form
symmetries. The electric one-form symmetry acts by shifting A by a flat U(1) connection,
the magnetic one acts accordingly on the dual gauge field AD.
In the presence of dynamical charges the one-form symmetries are broken explicitly.
However, if the dynamical charges only fill out a sublattice of the allowed charge lattice,
discrete one-form symmetries remain. One example which will be relevant in the following
is the case where the dynamical charges are of the form
(qe, qm)dyn = (Nk, l) , with k, l ∈ Z , (5.3)
where without loss of generality we normalized the charges in a way that the full charge lattice
is given by Z × Z, i.e. integer charges. In this case the full magnetic one-form symmetry
is broken. The electric one-form symmetry is only broken to a discrete subgroup, namely
Z/NZ, with the charge carried by the line operators
O(r,0)L = exp
(
ir
∫
L
A
)
, with r ∈ {1, . . . , N − 1} . (5.4)
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Note that line operators of the form discussed are objects in the theory which are also present
at very low energies. The same is not necessarily true for dynamical charged particles, which
can be integrated out below their mass scale.
On general grounds, the line operators transform non-trivially under duality, so to fully
specify the action of the duality group we need to take this into account. To present explicit
examples associated with different duality groups, we now turn to a 6D realization of these
structures, starting first with SL(2,Z).
5.2 Geometrizing Duality
One way of making this connection between line operators, charged states, and the con-
gruence subgroups more apparent is to describe the U(1) theory as a compactification of
an anti-chiral two-form potential B compactified on a torus, see e.g. [74–77]. At a classical
level, we can think of this as being specified by a three-form field strength H subject to the
condition:
∗6D H = −H. (5.5)
The two-form potential couples to anti-chiral strings via integration of the pull-back of B to
the worldsheet of the string. It is well-known that the compactification of this theory on a T 2
produces a U(1) gauge theory with complexified gauge coupling τ controlled by the complex
structure of the T 2. Letting γA and γB denote the A- and B-cycles of this T
2, we observe
that wrapping a string on the one-cycle qeγA + qmγB results in a 4D point particle of electric
and magnetic charge (qe, qm). The celebrated S-duality of Maxwell theory corresponds to
interchanging the A- and B-cycles of this torus.
We would like to understand the structure of line operators and dynamical operators in
the associated quantum theory. To give a proper account, we of course need to quantize
this 6D theory. This is somewhat subtle because the self-duality condition of equation (5.5)
clashes with the condition that such fluxes should be quantized. As noted in [78–81], the
proper way to handle this sort of situation is to view the 6D theory as an edge mode coupled
to a 7D Chern-Simons theory with three-form potential C and action:
S7D =
k
4pii
∫
M7
C ∧ dC. (5.6)
with M7 a seven-manifold with 6D boundary M6 = ∂M7, e.g. [82]. There are some subtleties
in fully defining this 7D theory. For example, the analog of spin structure for a 3D Chern-
Simons theory involves specifying a Wu structure (see e.g. [80, 83]). Since we will primarily
work on spaces with no metric curvature, most of these issues have little impact on the
general statements we make. The boundary condition for the three-form potential is:
C|∂M7 = − ∗6D C|∂M7 . (5.7)
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This is the analog of the same condition one would impose for a bulk 3D Chern-Simons
theory coupled to a chiral boson. In this bulk 7D theory we have a three-form potential,
so our system couples to two-branes. Given a three-chain which ends on a two-cycle in the
6D spacetime, we obtain a two-dimensional string of the 6D theory. Much as in 3D Chern-
Simons theory, the level k ∈ Z must be quantized. This is just to ensure that the phase factor
exp(iS) remains well-defined under large gauge transformations of the three-form potential.
The analog of a line operator in this setting is specified by integrating the three-form
potential over a three-chain. Calling such a three-chain Σ, these operators take the form:
OQΣ = exp
(
iQ
∫
Σ
C
)
. (5.8)
If we were to quantize this theory with “time” indicated by the direction perpendicular to
a 6D Euclidean slice, we would obtain a non-trivial braid relation between these operators
(see e.g. [78,84]) given by:
OQΣOQ
′
Σ′ = exp
(
2pii
k
QQ′Σ · Σ′
)
OQ′Σ′OQΣ . (5.9)
In the case where the 6D slice is instead Lorentzian, this this fixes a Dirac pairing between
strings of the 6D theory [85]. This Dirac pairing descends to the expected one in 4D. Now,
the important point for us is that we are interested in the spectrum of line operators which
commute, namely those which have integer valued Dirac pairing. The main thing we will
need to track is the level k of the anti-chiral two-form B.
Let us now turn to the compactification of a level k anti-chiral two-form on an elliptic
curve E with complex structure τ . We will be interested in the periods of the B-field on a
two-cycle of the 6D spacetime R3,1 × E of the form:
L× (qeγA + qmγB). (5.10)
First of all, we see that the intersection pairing from the closed path on the elliptic curve
amounts to the Dirac pairing which is invariant with respect to SL(2,Z) transformations.
Moreover, correlation functions are only sensitive to charges (qe, qm) modulo kZ. This natu-
rally draws a connection to the classification of congruence subgroups acting in a particular
way on operators specified by their electric and magnetic charges modulo Z/kZ × Z/kZ,
which we want to explain next.
First, let k = N2 be a square of an integer N . Then one possible solution to the constraint
that two genuine line operators have to commute is given by
qe ∈ NZ+ 1Nmr , qm ∈ NZ , with r ∈ {0, 1, . . . , N − 1} (5.11)
which fills out a Z/NZ×Z/NZ, a subset of Z/kZ×Z/kZ. Further demanding that N times
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Figure 18: Possible sublattice of commuting dynamical charges for k = N2 = 4, correspond-
ing to the case Γ = Γ(2).
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Figure 19: Possible spectrum of genuine line operators for k = 3. Here, the duality group is
taken to be either Γ0(3) or Γ1(3). In the case of Γ1(3), a torsional point (and its multiples)
is fixed, while in the case of Γ0(3) only the zero element is fixed.
the charge has to be a trivial charge in Z/kZ × Z/kZ fixes r to zero and one obtains the
sublattice depicted in figure 18 for k = N2 = 4. The charges of the genuine line operator are
therefore labeled by elements of Z/NZ×Z/NZ. Restricting the duality group to a subgroup
keeping these operators invariant mod k will lead to the congruence subgroup defined by
Γ(N).
For general k such a sublattice is not accessible, but one always can define the charges
to satisfy qe ∈ Z and qm ∈ kZ, which naturally lead to a maximal set of charges with
mutually local line operators. Since the Dirac pairing is invariant with respect to the action
of SL(2,Z) one can also use the transformed spectrum of charges. In figure 19 we show
the different possible choices for k = 3. Demanding invariance of the chosen spectrum of
genuine line operators under the duality group then leads to the congruence subgroups Γ1(k)
and Γ0(k), or a conjugate by a coset representative. In the case of Γ1(k) one requires the
invariance of each line operator individually. In the case of Γ0(k) one allows an action on
the line operators keeping the full spectrum fixed.
These congruence subgroups in connection with a specification of line operators also
appear in the context of non-abelian gauge symmetries. There, the line operators specify
the explicit realization of the gauge group as opposed to the gauge algebra [71, 73, 77]. In
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these cases the one-form symmetry is related to the center of the gauge group and mixed
anomalies with time-reversal invariance can lead to interesting insights concerning the phase
structure of four-dimensional theories as well as their possible interfaces [39,86,87].
5.3 The Jacobian Curve
There is also a close connection with the Jacobian of the elliptic curve given as:
J (E) = H1(E,R)/H1(E,Z) ' E˜ (5.12)
which itself is an elliptic curve with the origin defined as the vanishing gauge field. In
physical terms, the Jacobian specifies non-trivial flat fields on the torus E. In fact, the
complex structure of this elliptic curve as specified by a parameter τ˜ is determined by the
complex structure τ of the elliptic curve E; they are in fact the same.
With the basis of H1(E,Z) given by {σA, σB} defining the lattice of E˜, the relevant forms
are given by ασA + βσB, with α, β ∈ [0, 1). Now we can specify the subset of J (E) which is
trivial on the physical states, by which we mean that∫
qeγA+qmγB
(ασA + βσB) ∈ Z . (5.13)
The structure specified by the level of the anti-chiral two-form thus determines a correspond-
ing level in the elliptic curve E˜. This level structure is associated with the appearance of
torsional points in E˜. Recall that these are obtained by viewing the curve E˜ = C/Λ˜ as a
group. An N -torsional point P in this group is one for which N [P ] is just the zero element
of this additive group. In terms of the lattice Λ˜ = ω˜1Z ⊕ ω˜2Z ⊂ C, these N -torsion points
can be written as:
E˜(N) = a
ω˜1
N
+ b
ω˜2
N
for a, b = 0, ..., N − 1. (5.14)
For the example above (qe, qm) ∈ NZ× Z this is given by the elements{(
r
N
+ k
)
σA + lσB
}
, with k, l ∈ Z and r ∈ {0, 1, . . . , N − 1} . (5.15)
We see that up to lattice vectors this defines a set of N -torsion points on the Jacobian E˜. In
general, one can get the full set of N -torsion points by demanding that a dynamical state has
charge (qe, qm) ∈ NZ×NZ. An SL(2,Z) action on the line operators can then be perceived
as an action on the torsion points in the dual curve E˜.
Invariance of (a subset of) the spectrum of line operators therefore restricts the duality
group to a subgroup of SL(2,Z). One way to think about this is to start with the original
lattice of electric and magnetic charges Λ, along with the corresponding elliptic curve E˜.
We can consider a non-zero holomorphic map to another complex torus E˜ ′ along with its
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corresponding defining lattice Λ′. Such mappings are known as isogenies and in general
correspond to either rescalings of the original lattice via the multiplication map Λ→ NΛ or
involve picking an order N cyclic subgroup C ⊂ E˜[N ] = Z/NZ× Z/NZ and constructing a
new lattice out of the cosets. All isogenies can be obtained from these two basic operations
(see e.g. [59]), and they serve to define different lattices of electric and magnetic charges. We
now turn to the three congruence subgroups Γ(N),Γ1(N), and Γ0(N), which are obtained
as follows.
Γ(N)
For the congruence subgroup Γ(N) the full set of line operators classified by the lattice
Z/NZ× Z/NZ remains invariant. In terms of the Jacobian, that means that the full set of
torsion points in E˜(N) is invariant up to lattice vectors. Specifically, the line operators are
given by
O(r,s)L = exp
(
i
∫
L×(rγA+sγB)
B
)
= exp
(
ir
∫
L
A− is
∫
L
AD
)
, with r, s ∈ Z/NZ , (5.16)
which are invariant under Γ(N) up to the addition of a worldline of a dynamical particle.
In the four-dimensional description this is a theory with dynamical electric and magnetic
charges that are a multiple of N .
Γ1(N)
For the congruence subgroup Γ1(N) we fix an N -torsion point of E˜(N). This leads to the
invariance of a full Z/NZ subgroup of E˜(N) by the linearity of the modular transformation.
With the help of an SL(2,Z) element which is not in Γ1(N) we can always map this torsion
point to be 1
N
σA. We see that Γ1(N) leaves invariant the line operators defined by
O(r,0) = exp
(
i
∫
L×(rγA)
B
)
= exp
(
ir
∫
L
A
)
, with r ∈ Z/NZ . (5.17)
In the compactified theory this means that only dynamical electric charges which are a
multiple of N are present. There can be other realizations of this choice which differ by the
action of a coset representative.
Γ0(N)
Finally, in Γ0(N) one has a set of elements generating a Z/NZ subgroup of E˜(N) which
stays invariant. The individual elements, however, can be transformed among each other.
Again, we can use a coset representative in order to map the Z/NZ subgroup to
{
r
N
σA
}
,
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which translates to the same line operators as in (5.17). The transformation of the individual
elements among each other defines an action on the line operators. For example if γ ∈ Γ0(N)
acts as
r
N
σA 7→ r′N σA , (5.18)
up to lattice vectors, the induced action on the line operators reads
O(r,0)L → O(r
′,0)
L . (5.19)
In the four-dimensional effective action, we see that Γ0(N), describes a theory with dynamical
electric charges being a multiple of N together with an action on the line operators O(r,0)L .
5.4 Generalization to Other Riemann Surfaces
The generalization to higher-genus Riemann surfaces is straightforward from what we said
above. Compactifying a 6D anti-selfdual tensor on a genus g Riemann surface Cg leads to
g abelian U(1) gauge fields in four dimensions. Whereas the mapping class group of higher-
genus realizations is highly complicated and these surfaces do not have a generic way to
add points, the interpretation using the Jacobian is still applicable. The Jacobian of the
Riemann surface is:
J (Cg) = H1(Cg,R)/H1(Cg,Z) ' T˜ 2g , (5.20)
and on the torus T˜ 2g we can define N -torsion elements as harmonic one-forms with
Nσ ∈ H1(Σg,Z) , (5.21)
which we denote by JN(Cg). For the case of Cg = E this lead to the identification of the
congruence subgroups of SL(2,Z) via the action on the torsion elements in T˜ 2 = E˜.
For a general Riemann surface we can restrict the actions of the duality group, i.e. the
mapping class group in such a way that the integral over a basis of one-cycles for all or a
subset of torsion elements modulo N has a well-defined behavior. It either remains fixed or
it allows for an action on the set of torsion elements. Since now the set of torsion elements in
JN(Cg) are defined by (Z/NZ)2g it is also conceivable that mixed version of the possibilities
above are realized. For example, a certain Z/NZ subgroup can be held fixed element by
element and another subgroup might be held fixed up to an action on the individual elements.
This leads to a generalization of congruence subgroups in the context of the mapping class
groups of higher genus Riemann surfaces.
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6 More General Interfaces at Strong Coupling
In the previous sections we used time-reversal invariance in 4D U(1) gauge theories to produce
examples of 3D interfaces at strong coupling, and we also presented some explicit examples
realizing these features.
A common theme in these constructions is the appearance of a six-dimensional field
theory. In the case of the compactification of an anti-chiral two-form, this is manifest from
the start. In the case of our N = 2 theories, this follows from the class S construction based
on compactification of a 6D N = (2, 0) superconformal field theory on a Riemann surface
(see e.g. [88,69]). In both these cases, the geometry of the interface can thus be understood
in terms of compactification on a three-manifold with boundary, constructed from a family
of Riemann surfaces fibered over the real line. Returning to the analysis of the previous
sections, we have been considering singularities in the associated elliptic curve with real
coefficients, deducing the appearance of localized matter from singular fibers. This method
of construction relies heavily on the special features of time-reversal invariance, in tandem
with the structure of congruence subgroups of SL(2,Z).
In this section we present another method for generating interfaces at strong coupling.
Instead of relying on the additional structure of time-reversal invariance we will instead con-
sider compactification of higher-dimensional field theories on families of Riemann surfaces.
The main theme here will be to identify the appearance of singularities in the associated
fibers as a diagnostic for tracking the appearance of localized matter. We focus on the case
of compactification of six-dimensional superconformal field theories on three-manifolds with
boundary. There has recently been significant progress in understanding the construction
and study of such 6D SCFTs (see e.g. [89–92] and [93] for a recent review), and in particular
the compactification of such theories to various lower-dimensional systems [94–97]. Notably,
however, compactifications of 6D SCFTs on three-manifolds has mainly focussed on the spe-
cial case of N = (2, 0) theories as in references [98, 99]. From this perspective, the present
study provides a general starting point for building 3D field theories associated with the
degrees of freedom localized on an interface.
The main idea will be to first consider a 4D N = 1 theory as obtained from compactifi-
cation of a 6D SCFT on a Riemann surface. This sort of compactification involves a choice
of background metric on the Riemann surface, and can also be supplemented by switching
on various flavor symmetry fluxes. All of these choices lead to a wide range of possible
4D theories. In many cases, these compactifications are expected to produce a 4D N = 1
SCFT [94, 96, 97], but there are also situations where such a compactification instead leads
to a trivial fixed point in the IR (either fully gapped or with just free fields) [97]. Assuming
we can switch on some choice of background fields in the 6D theory, the 4D theory inherits
some of its symmetries as well their anomalies from the 6D theory.
To build a 3D interface, we can next consider a family of Riemann surfaces, each equipped
with a set of flavor symmetry fluxes. Fibering over a real line R⊥ we can vary both the metric
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and the fluxes. In fact, by allowing for singular fibrations and gauge field configurations, we
can allow both the genus and the Chern classes of these fluxes to jump as we move along R⊥.
This is problematic when viewed as a motion inside the moduli space of genus g Riemann
surfaces with n marked points (such as Mg,n, the Deligne-Mumford compactification of the
moduli space), but is not problematic when viewed in terms of the geometry of the total
space. Indeed, we can construct an interface by gluing together piecewise constant profiles
for the metric and fluxes such that when interpreted as a 4D theory, the anomalies are
bigger in an interior region. We view this as building an interface with non-zero thickness.
In the singular limit where the interior region degenerates to zero thickness, we have a sharp
interface.
The rest of this section is organized as follows. First, we set up the relevant mathematical
bordism problem and show that there are no obstructions to constructing an interpolating
profile of the sort needed to build a thick interface. We then illustrate these considerations
with a few examples. We consider the special case of a 6D hypermultiplet compactified on
a three-manifold with boundary, and then turn to the more general structure of compactifi-
cations of interacting 6D SCFTs.
6.1 Cobordism Considerations
To construct more general examples of 3D interfaces, we now discuss the general cobordism
problem for our compactification. Consider Q a cobordism between two Riemann surfaces
CL and CR. A cobordism always has the structure of a fibration10 over R⊥ where the fiber
may become singular, change its topology, and have multiple components. This is equivalent
to the well-known statement that there always exists a smooth Morse function, f , on a
cobordism with f−1(−∞) = CL and f−1(+∞) = CR, which induces a codimension-one
foliation which is singular at the critical points of f [100]. Further, we choose a metric
on Q that is in the conformal class of a metric that gives the same volume to each of the
Morse fibers. We emphasize that while the fibers may become singular at given values of
x⊥, the smoothness of the compactification manifold Q suggests we should be careful about
our expectation of localized states since this is merely a coordinate singularity.
To understand what happens, first note that the second oriented cobordism group, ΩSO2 ,
is trivial for the reason that we can take any oriented three-manifold and cut out two disjoint
oriented Riemann surfaces of any genus out of it. The fibration structure will depend on
a choice of Morse function and will in general consist of several jumps in the genus of the
fiber along with the possibility of the fiber being a disjoint union of Riemann surfaces. To
eliminate certain pathologies, we will assume that this Morse function saturates the Morse
10To suit our needs, what we refer to as a cobordism here is actually a noncompact manifold gotten by
deleting the boundary components of a cobordism (which is a compact manifold with boundary) so that CR
and CL lie “at infinity”. The fibration structure is usually presented in the math literature as being over
[0,1], but we use Rt for our physical purposes.
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Figure 20: Building a continuous family of Riemann surfaces with varying genus: we start
on the left with a torus, which then fattens into a sphere. This construction can be extended
to build more general interpolating profiles.
inequalities from now on, and our choice of three-manifolds will force the fiber to always be
connected.
As a warmup let us take our three-manifold to be an S3. If we then cut out two S2’s this
is topologically S2×R⊥, so the fibration structure in this case is clear. If we instead cut out
two tori, then the fibers of the fibration will jump in the following manner along R⊥:
g = 1 | g = 0 | g = 1. (6.1)
To generate thickened 3D interfaces, we will actually be interested in situations where the
genus is bigger in the interior. The reason is that as a rule of thumb, compactifications of 6D
SCFTs on higher genus spaces tend to produce 4D theories with more degrees of freedom.
With this in mind, the typical situation of interest will be:
gL | gmid | gR, with gL, gR < gmid. (6.2)
Focusing on the case where the genus increases inside the interface, we accomplish this
by cutting out Riemann surfaces with genera gL,R out of the suspension
11 of a Riemann sur-
face ΣCgmid such that gL, gR < gmid. The 3D theory living on the interface can be equivalently
studied as either the compactification of a 6D SCFT on ΣCgmid with lower genus “punctures”
or (from the fibration point-of-view) as the compactification of the 4D theory associated to
Cgmid on an interval with appropriate boundary conditions.
As an example of this parametrization of Riemann surfaces, we can define a family of
tori given with parametrization variable w as:12
Q = {(x2 + y2 + z2 + w2 +R2 − r2)2 = 4R2(x2 + y2 + w2)}, (6.3)
11Given a topological space X, the suspension is defined as ΣX := X × [0, 1]/{(x, 0) ∼ (y, 0) and (x, 1) ∼
(y, 1)}. This has the important property that ΣS2 'Top. S3 and we note that while normally Σ is called the
reduced suspension by mathematicians, we favor this symbol here for aesthetic purposes.
12We thank R. Donagi for pointing out this construction to us.
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where for w = 0, R and r are the “major” and “minor” radii of the torus respectively.
We then vary the parameter between 0 and R, noting that at w = R the Riemann surface
described now turns into a two-sphere. This is illustrated in figure 20 where we see a
torus transform into a sphere as the parameter w increases from 0 to R. As a result, by
compactifying on Q with w starting at w < R (in the middle), and reaching w = R as
|x⊥| → ∞, we obtain families of 4D theories compactified on genus zero surfaces on the left
and right, but compactified on a genus one surface in the middle, thus realizing two S2’s
cut out of ΣT 2. Note that once we transition to a genus zero Riemann surface, we can then
consider further motion in the moduli spaceM0,n. We can use this to also rotate the phases
of “mass parameters” on the two sides of the thickened interface. Note that we can also
extend this construction to produce interpolating profiles between different genus Riemann
surfaces.
We can also consider interpolating profiles for flavor symmetry fluxes. The possibilities for
the background gauge field that couples to the flavor current are: a non-trivial monodromy,
a flux for an abelian portion, or a ’t Hooft flux for a non-simply connected flavor group. We
can build an interface that interpolates between any two pairs of monodromies since for the
cobordism Q = ΣCg\(CRgR unionsq CLgL), one is free to chose the monodromy around the cycles.
Note also that these interfaces allow for the added possibility of monodromy associated only
to the ΣCg cycles and not to either C
R
gR
or CLgL . For the flux cases, the relevant cobordism
groups to look at are:
ΩSO2 (BU(1)) = Z (abelian flux) (6.4)
ΩSO2 (BG) = pi1(G) (’t Hooft flux) (6.5)
where G is the flavor group in question, and BG denotes its classifying space. These express
total abelian flavor and ’t Hooft charge conversation and follow from an application of Stokes’
theorem (along with the universal coefficient theorem for the ’t Hooft case) to the cobordism
with the assumptions dFU(1) = 0 and δF’t Hooft = 0 ∈ H3(Q, pi1(G)) (where here δ is the
coboundary operator).
One can study more general interfaces by adding extra codimension-three defect operators
with localized flux in the cobordism leading to the relation:∫
CL
c1(F ) =
∫
CR
c1(F ) + monopoles (6.6)∫
CL
w2(F ) =
∫
CR
w2(F ) + twists (6.7)
where “monopoles” and “twists” refers to pointlike singular field configurations in the three-
manifold.
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6.2 Hypermultiplet Example
With these general considerations in place, we now turn to a concrete example of 6D hy-
permultiplets which, when suitably compactified, produces a 4D theory with a thickened 3D
interface. This 6D theory arises from the theory of a single M5-brane probing an A-type
singularity C2/Zk. Strictly speaking, this does not produce an interacting fixed point, but
it will be adequate for the main ideas we wish to consider. In field theory terms, we have a
theory of hypermultiplets in the bifundamental representation of SU(k)× SU(k).13 We will
be interested in building an interpolating profile with modes trapped along a 3D interface.
We review the case of a position dependent mass term for a Weyl fermion in Appendix D.
To begin, we consider the compactification of this theory on a genus g Riemann surface
C. We also consider switching on abelian fluxes in a subgroup H ⊂ SU(2k) of the flavor
symmetry. For ease of exposition, we concentrate on the case of a single U(1) factor, and
consider the mass spectrum for states of charge ±q under this U(1) factor. We leave implicit
the representation content under the commutant flavor symmetry. Letting L denote the line
bundle associated with switching on this background flux, the zero mode content on the
curve consists of 4D N = 1 chiral multiplets of charge +q and −q under this U(1). The 6D
fermion obeys a Dirac equation of the form:
Γ6D ·D6DΨ6D = 0. (6.8)
We expand the 6D fermion in terms of a basis of 4D Weyl fermions and chiral modes on the
curve C via:
Ψ6D =
∑
a
ψ
(a)
4D ⊗ χ(a)C . (6.9)
The Dirac equation then takes the form:
(γ4D ·D4D + γC ·DC)
∑
a
ψ
(a)
4D ⊗ χ(a)C = 0. (6.10)
Consequently, the Dirac operator on C controls the spectrum of zero modes and massive
modes in the theory. More precisely, in the expansion of (γC ·DC)2, we see the appearance
of the curvature in the spin connection and the gauge field flux.
The number of zero modes is controlled by the cohomology groups (see e.g. [101]):
#+q = h
0(C,K
1/2
C ⊗ L+q) (6.11)
#−q = h0(C,K
1/2
C ⊗ L−q). (6.12)
where here, KC denotes the canonical bundle and we need to specify a choice of spin structure,
i.e. a choice of square root for KC .
13The actual flavor symmetry in this case is SU(2k)
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As an example, we can engineer a theory with no zero modes by considering the special
case of C a CP1 with L = O. We can view this as a situation in which all the modes of the
6D hypermultiplet have a Kaluza-Klein scale mass. As an example where we get a single
chiral multiplet, we could consider switching on L = O(1) on a CP1, which includes a 4D
Weyl fermion and a complex scalar, both of charge +q. Finally, we can also produce an
example with a 4D Dirac fermion and its superpartners by compactifying on a T 2, with no
fluxes switched on.
6.3 Strongly Coupled Examples
We now generalize the above considerations to consider compactifications of 6D SCFTs on
three-manifolds with boundary. Our primary interest will be in localizing states along a
thickened 3D interface. To track the appearance of localized degrees of freedom, we consider
the 4D anomaly polynomial obtained from compactification of a 6D theory on a curve C
with some background fluxes switched on. Recall that the general form of the anomaly
polynomial for a 6D SCFT takes the form:
I8 = αc2(R)
2 + βc2(R)p1(T ) + γp1(T )
2 + δp2(T )
+
∑
i
[
µi TrF
4
i + TrF
2
i
(
ρip1(T ) + σic2(R) +
∑
j
ηij TrF
2
j
)]
. (6.13)
Here, c2(R) is the second Chern class of the SU(2)R symmetry, p1(T ) is the first Pontryagin
class of the tangent bundle, p2(T ) is the second Pontryagin class of the tangent bundle, and
Fi is the field strength of the ith symmetry, where the sum on i and j runs over the global
symmetries of the theory. In the case where we have sufficiently generic curvatures switched
on, we can extract the anomalies of the 4D theory which are inherited from six dimensions
by integrating this formal eight-form over a curve C (see e.g. [102,96,97]):
I6 =
∫
C
I8. (6.14)
This, in tandem with a-maximization [103] makes it possible to extract the values of the
conformal anomalies a and c (see e.g. [96,97]), which provides a crude “count” of the number
of degrees of freedom in the 4D theory.
To generate examples of trapped matter, we can attempt to mimic our discussion of the
6D hypermultiplet. In particular, we can engineer examples where the anomalies split up as:
aL | amid | aR, with aL, aR < amid (6.15)
cL | cmid | cR, with cL, cR < cmid. (6.16)
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Of course, the anomalies provide only partial information on the structure of localized states,
so a priori, it could happen that in each region, there are massless states present which are
missing from the other regions. Though we cannot prove it in full generality, we expect that
regions with higher a and c are typically the places which have more states as is expected
by RG flow.
To illustrate this, consider the case of 6D SCFTs as generated by M5-branes probing an
ADE singularity [104]. In reference [90] the 6D anomalies for these theories were computed,
and the anomalies of the 4D theories resulting from compactification were computed in
[96,97]. For example, from compactification on a curve of genus g ≥ 1 and in the absence of
flavor symmetry fluxes, the values of a and c are both proportional to (g− 1). In the case of
compactification on a genus one curve, one instead gets a 4D N = 2 theory , and in the case
of a genus zero curve (with no punctures), the resulting 4D system produces a trivial fixed
point [97]. When fluxes are switched on, the central charges become algebraic numbers, as
determined by a-maximization. The general feature of a and c increasing with genus still
holds in these cases [96, 97].
6.4 Generating Thin Interfaces
The construction we have provided generates a thickened 3D interface. This is simply because
the “middle region” can also be thought of as compactification of a 6D theory on a Riemann
surface which is then further compactified on an finite length interval. In the limit where
the size of this interval collapses to zero size, this leads to a thin interface. What we would
like to understand is whether the resulting construction still produces localized states.
Returning to the example of the 6D hypermultiplet, we can see some potential issues
with such a procedure. For example, in the case of a 4D Dirac fermion with a position
dependent mass, the appearance of a localized state in the thin wall limit relies on having
a sign flip in the mass term, relating to the two time-reversal invariant values of θ at weak
coupling. From the perspective of our compactification of a 6D anti-chiral two-form, this
involves a bordism between two elliptic curves with different values of the complex structure
moduli. In the example of a 6D hypermultiplet, we can arrange something similar since the
spin connection and gauge field connection implicitly depend on the complex structure of
the compactification curve. Working with curves with real coefficients, we can again enforce
the appearance of a sign flip in the mass spectrum of Kaluza-Klein modes, thus ensuring
that the trapped states “in the middle” do not disappear in the zero thickness limit. The
same logic also applies in more general compactifications of 6D SCFTs. One reason is that
a large number of such examples can be interpreted as 4D N = 1 theories in which marginal
couplings have been formally tuned to extremely large values [105]. From this perspective,
we can impose a further condition that we restrict to time-reversal invariant values of these
marginal couplings, thus providing a way to “protect” localized states in this more general
setting.
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7 Conclusions
Interfaces generated by position dependent couplings provide a general way to access non-
perturbative structure in quantum field theories. In this paper we have investigated 3D
interfaces generated from 4D theories at strong coupling. In the case of 4D U(1) gauge
theories we showed that the appearance of a finite index duality group Γ ⊂ SL(2,Z), in
tandem with the condition of time-reversal invariance leads to a rich phase structure for
possible interfaces, as captured by the real component of a modular curve X(Γ)R. We have
also seen that a more general starting point based on compactifications of 6D SCFTs on
three-manifolds with boundary leads to a broad class of thickened 3D interfaces with states
trapped in an interior region. In the remainder of this section we discuss some avenues for
future investigation.
Throughout this paper we have operated under the assumption that time-reversal invari-
ance is preserved by the system, even as we vary the parameters of the theory. Of course, this
is not always the case, and in some cases there is good evidence that time-reversal invariance
is actually spontaneously broken (see for example [39]). Given the strong constraints on the
real component of a modular curve, it would be interesting to study these assumptions in
more detail.
One of the outcomes of our analysis is the prediction that in some U(1) gauge theories
with duality group Γ ⊂ SL(2,Z), there are 3D interfaces which are inherently at strong
coupling, namely, the resulting parameters are on a different component of X(Γ)R from
the one connected to the point of weak coupling. As a further generalization, it is natural
to ask whether quantum transitions between these different phases could be activated by
adding small time-reversal breaking couplings to the system. Calculating these transition
rates would be very interesting in its own right, and would likely shed additional light on
the non-perturbative structure of such theories.
The geometry of modular curves also suggests additional ways in which strong coupling
phenomena may enter such setups. For example, for suitable duality groups, the modular
curve X(Γ) can have genus g > 0. This in turn means that there are one-cycles which can be
traversed by a motion through parameter space. Compactifying our 4D theory on a circle, a
non-zero winding number in moving through such a one-cycle of X(Γ) suggests another way
to produce features protected by topology.
It is also interesting to ask whether coupling such systems to gravity imposes any re-
strictions. At least in the context of F-theory constructions, there appear to be sharp
constraints on the possible torsional structures which can be realized in UV complete mod-
els, see e.g. [106, 107]. More generally, Swampland type considerations suggest the possible
existence of a sharp upper bound on the genus of the associated modular curves (perhaps
they are always genus zero). Determining such bounds would be quite illuminating.
From a mathematical point of view, our study of the real components of the modular
curve X(Γ) has centered on a particular notion of conjugation given by τ 7→ −τ , which has
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a clear physical interpretation in terms of time-reversal. On the other hand, reference [42]
considers another conjugation operation given by τ 7→ 1/τ , and this choice also leads to
a rather rich set of conjugation invariant components of the modular curve. This can be
thought of as the composition of time-reversal conjugation with an S-duality transformation.
It would be very interesting to develop a physical interpretation of this case as well.
Much of our analysis has focused on the special case of 4D U(1) gauge theory. When
additional U(1)’s are present, there is again a fundamental domain of possible couplings as
swept out by a congruent subgroup of Sp(2r,Z) acting on the Siegel upper half-space. In
this case, less is known about the analog of modular curves, let alone their real components,
but it would nevertheless be interesting to study the phase structure of cusps in this setting.
The main thrust of our analysis has focused on formal aspects of 3D interfaces in 4D
systems. One could envision applying these insights to specific concrete condensed matter
systems. Additionally, in cases with additional U(1) factors, one might consider scenarios
in which a visible sector U(1) kinetically mixes with a dark U(1). The phenomenology of
axionic domain walls leads to a rather rich set of signatures [108], so it would be interesting
to investigate the related class of questions for axionic domain walls charged under one of
these hidden U(1) factors.
Our analysis was inspired by string compactification considerations, though we have
mainly focused on field-theory considerations. In a related development, M-theory on non-
compact Spin(7) backgrounds can sometimes be interpreted as generating interpolating
profiles between 4D M- and F-theory vacua [109]. It would be very interesting to study
time-reversal invariant configurations engineered from this starting point.
In the same vein, we note that some of the techniques considered use supersymmetry only
sparingly. It is therefore tempting to ask whether these considerations could be used to build
non-supersymmetric brane configurations which are protected by topological structures. We
leave an analysis of this exciting possibility for future work.
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A Aspects of Elliptic Curves
In this Appendix we review some aspects of the geometry of elliptic curves used in this paper.
In normal Weierstrass form, an elliptic curve can be presented as the hypersurface cut out
by the equation:
y2 = x3 + fxz4 + gz6 , (A.1)
with complex coefficients f and g and (x, y, z) inhomogeneous coordinates on the weighted
projective space CP2[2,3,1]. In the patch z 6= 0 one can rescale z to 1 via the C∗ rescaling
leading to the more standard form
y2 = x3 + fx+ g , (A.2)
which has to be supplemented by the “point at infinity” given by [x, y, z] = [1, 1, 0]. Ex-
pressing the cubic equation according to its roots ei one can write
y2 = (x− e1)(x− e2)(x− e3) , (A.3)
and one has
e1 + e2 + e3 = 0 , f = e1e2 + e2e3 + e3e1 , g = −e1e2e3 (A.4)
The discriminant is given by:
Ddisc =
∏
i<j
(ei − ej)2 = −(4f 3 + 27g2) ≡ −∆ . (A.5)
In what follows we follow F-theory conventions and refer to ∆ = 4f 3 + 27g2 as the discrimi-
nant.
We can define the modular λ function knowing the position of the branch cuts ei. In the
Weierstrass form, where one of the roots is at infinity it is given by:
λ =
e3 − e2
e1 − e2 , (A.6)
In terms of this, the j-function can be expressed as
j(τ) =
256(1− λ− λ2)3
λ2(1− λ)2 . (A.7)
One can also work in terms of a presentation such as:
x2 = P4(z) = (z − z1)(z − z2)(z − z3)(z − z4) (A.8)
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in which all four roots are at finite values. In this case, the modular λ function is defined by
the conformal cross ratio
λ =
(z2 − z3)(z1 − z4)
(z1 − z3)(z2 − z4) , (A.9)
where the branch cuts are chosen between z2 and z3 and z1 and z4. One can also consider
the elliptic curve defined by the equation:
x2 =
P4(z)
(z − 1)2(z − q)2 , (A.10)
as is the case for the Seiberg-Witten curve with Nf = 4. In this case, we can clear denomi-
nators and perform blowups at z = 1 and z = q to get an elliptic curve. In this case one can
identify the branch points at the zeros of P4 and plug them into the formula for λ which in
turn can be used to compute j(τ).
Let us analyze the behavior of j(τ) in terms of the cross ratio λ. Clearly, j(τ) diverges
for the three cases
λ→ 0 , λ→ 1 , λ→∞ . (A.11)
In these limits the branch point at λ collides with one of the other three branch points.
A.1 Phase Structure for Real Elliptic Curves
Having discussed the general structure of roots in an elliptic curve, we now specialize further,
taking f, g ∈ R. In section 2 we argued that the time-reversal invariant components of the
fundamental domain of SL(2,Z) split up into three distinct phases based on singularities
in the elliptic curve, as dictated by the vanishing of f, g and ∆. Here we provide some
complementary details.
Going back to the description in terms of the explicit branch points we find that up to a
permutation of indices one has the following two possibilities.
Case I : e1, e2, e3 ∈ R ,
Case II : e1 ∈ R , e2 = e¯3 .
(A.12)
Next, we want to relate the different configurations of the branch points to the regions of τ
given in (2.19) that describe the distinct time-reversal invariant phases of the abelian gauge
theory. For that we hold the root e1 fixed at negative real value.
For Case I in (A.12) we can parametrize the two other roots as
e2 = −12e1 + δ , e3 = −12e1 − δ , (A.13)
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<latexit sha1_base64="xLEu+ha4tGwG+Wwk8cQ9XNhb4gM =">AAAB7nicbVBNS8NAEJ34WetX1aOXxSLUS0mqoMeCF/FUwX5AG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9G WbmBYkUBl3321lb39jc2i7sFHf39g8OS0fHLROnmvEmi2WsOwE1XArFmyhQ8k6iOY0CydvB+Hbmt5+4NiJWjzhJuB/RoRKhY BSt1L6v9JCmF/1S2a26c5BV4uWkDDka/dJXbxCzNOIKmaTGdD03QT+jGgWTfFrspYYnlI3pkHctVTTixs/m507JuVUGJIy1L YVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbzxM6GSFLlii0VhKgnGZPY7GQjNGcqJJZRpYW8lbEQ1ZWgTKtoQvOWXV0mrVvUuq 7WHq3LdzeMowCmcQQU8uIY63EEDmsBgDM/wCm9O4rw4787HonXNyWdO4A+czx96+o7z</latexit>
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2<latexit sha1_base64="d2pEALq2pnDiWq5zL7tztCZfY7Q =">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgQUrSCnosePFYwX5AE8pmu2mXbjZhdyKUkL/hxYMiXv0z3vw3btsctPXBwOO9G WbmBYngGh3n2yptbG5t75R3K3v7B4dH1eOTro5TRVmHxiJW/YBoJrhkHeQoWD9RjESBYL1gejf3e09MaR7LR5wlzI/IWPKQU 4JG8jwMFaFZM88a+bBac+rOAvY6cQtSgwLtYfXLG8U0jZhEKojWA9dJ0M+IQk4FyyteqllC6JSM2cBQSSKm/Wxxc25fGGVkh 7EyJdFeqL8nMhJpPYsC0xkRnOhVby7+5w1SDG/9jMskRSbpclGYChtjex6APeKKURQzQwhV3Nxq0wkxKaCJqWJCcFdfXifdR t1t1hsP17XWVRFHGc7gHC7BhRtowT20oQMUEniGV3izUuvFerc+lq0lq5g5hT+wPn8AELuRoQ==</latexit>
1
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<latexit sha1_base64="64rHr+7nrcWmKs59evxNq7vIO7w =">AAAB8HicbVBNSwMxEM3Wr1q/qh69BIvgQcpuK+hFKHjxWMF+SLss2XS2DU2yS5IVytJf4cWDIl79Od78N6btHrT1wcDjv Rlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJx7czv/MESrNYPphJAr4gQ8kiR omx0iMENXyDIagH5YpbdefAq8TLSQXlaAblr/4gpqkAaSgnWvc8NzF+RpRhlMO01E81JISOyRB6lkoiQPvZ/OApPrPKAEexs iUNnqu/JzIitJ6I0HYKYkZ62ZuJ/3m91ETXfsZkkhqQdLEoSjk2MZ59jwdMATV8YgmhitlbMR0RRaixGZVsCN7yy6ukXat69 Wrt/rLSuMjjKKITdIrOkYeuUAPdoSZqIYoEekav6M1Rzovz7nwsWgtOPnOM/sD5/AEFXo8s</latexit>
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<latexit sha1_base64="ghQJpxtc0cvj/7eGQzRZqTbhzM4 =">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJK0gl6EghePFewHtKFstpN26WYTdjdCCf0RXjwo4tXf481/47bNQVsfDDzem 2FmXpAIro3rfjtr6xubW9uFneLu3v7BYenouKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8d3Mbz+h0jyWj2aSoB/RoeQhZ 9RYqY39Grklbr9UdivuHGSVeDkpQ45Gv/TVG8QsjVAaJqjWXc9NjJ9RZTgTOC32Uo0JZWM6xK6lkkao/Wx+7pScW2VAwljZk obM1d8TGY20nkSB7YyoGellbyb+53VTE974GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLQheMsvr5JWteLVK tWHq3L9Mo+jAKdwBhfgwTXU4R4a0AQGY3iGV3hzEufFeXc+Fq1rTj5zAn/gfP4AizuOUg==</latexit>
e1 = e3
<latexit sha1_base64="zxZFqe2FvIu2juUAgp6pBO1UaBY =">AAAB8HicbVBNSwMxEM3Wr1q/qh69BIvgQcpuK+hFKHjxWMF+SLss2XS2DU2yS5IVytJf4cWDIl79Od78N6btHrT1wcDjv Rlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJx7czv/MESrNYPphJAr4gQ8kiR omx0iMEHr7BENSDcsWtunPgVeLlpIJyNIPyV38Q01SANJQTrXuemxg/I8owymFa6qcaEkLHZAg9SyURoP1sfvAUn1llgKNY2 ZIGz9XfExkRWk9EaDsFMSO97M3E/7xeaqJrP2MySQ1IulgUpRybGM++xwOmgBo+sYRQxeytmI6IItTYjEo2BG/55VXSrlW9e rV2f1lpXORxFNEJOkXnyENXqIHuUBO1EEUCPaNX9OYo58V5dz4WrQUnnzlGf+B8/gAD1I8r</latexit>
Figure 21: The parameters f , g, and ∆, as well as the J-function for all three branch points
on the real axis (here: e1 = −1).
with δ ∈ R. In terms of the variable δ the Weierstrass coefficients and discriminant read
f = −3
4
e21 − δ2 , g = −e1
(
1
4
e21 − δ2
)
, ∆ = −1
4
δ2(9e21 − 4δ2)2 . (A.14)
The discriminant vanishes for δ = 0 and δ = ±e1, and as expected these points are associated
to the collision of two of the branch points. Note also that all the coefficients are invariant
with respect to δ → −δ, which corresponds to an exchange of e2 and e3. The J-function is
then given by:
J(τ) =
(3e21 + 4δ
2)3
4δ2(9e21 − 4δ2)2
. (A.15)
Together with f , g, and ∆ it is depicted in figure 21. We find that J(τ) ≥ 1, which means
that all the configurations translate to the trivial phase with θ = 0 and varying gauge
coupling. At the collision of two branch points, which happens at δ = 0 and δ = −3
2
e1 the
J-function diverges J → +∞. For the special values δ = −1
2
e1 and δ → ∞ the J-function
goes to 1, which means that τ approaches the strong coupling point τ = i.
For Case II in (A.12), we use the following parametrization:
e2 = −12e1 + iδ˜ , e3 = −12e1 − iδ˜ , (A.16)
with δ˜ ∈ R. The Weierstrass coefficients and discriminant are given by
f = −3
4
e21 + δ˜
2 , g = −e1
(
1
4
e21 + δ˜
2
)
, ∆ = 1
4
δ˜2(9e21 + 4δ˜
2)2 . (A.17)
The discriminant only vanishes at δ˜ = 0, when the two branch points collide on the real axis.
Again, we find the symmetry δ˜ → −δ˜ which exchanges e2 and e3. The J-function is given
47
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<latexit sha1_base64="f 6WrlmmZSgEilkf+LqLDSOdUPdc=">AAAB/HicbVBNS8NAE N34WetXtEcvi0XwICVpBT0WvHisYD+gDWWz3bRLN5u4OxF CiH/FiwdFvPpDvPlv3LY5aOuDgcd7M8zM82PBNTjOt7W2v rG5tV3aKe/u7R8c2kfHHR0lirI2jUSkej7RTHDJ2sBBsF6 sGAl9wbr+9Gbmdx+Z0jyS95DGzAvJWPKAUwJGGtqVAQSK0 GygHxRkjTzP6vnQrjo1Zw68StyCVFGB1tD+GowimoRMAh VE677rxOBlRAGnguXlQaJZTOiUjFnfUElCpr1sfnyOz4wy wkGkTEnAc/X3REZCrdPQN50hgYle9mbif14/geDay7iME2 CSLhYFicAQ4VkSeMQVoyBSQwhV3NyK6YSYMMDkVTYhuMsv r5JOveY2avW7y2rzooijhE7QKTpHLrpCTXSLWqiNKErRM3 pFb9aT9WK9Wx+L1jWrmKmgP7A+fwByP5U2</latexit>
e2 = e3
<latexit sha1_base64="64rHr+7nrcWmKs59evxNq7vI O7w=">AAAB8HicbVBNSwMxEM3Wr1q/qh69BIvgQcpuK+hFKHjxWMF+SLss2XS2DU2yS5IVytJf4cWDIl79Od78N6btHr T1wcDjvRlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJx7czv/MESrNYPp hJAr4gQ8kiRomx0iMENXyDIagH5YpbdefAq8TLSQXlaAblr/4gpqkAaSgnWvc8NzF+RpRhlMO01E81JISOyRB6lkoiQ PvZ/OApPrPKAEexsiUNnqu/JzIitJ6I0HYKYkZ62ZuJ/3m91ETXfsZkkhqQdLEoSjk2MZ59jwdMATV8YgmhitlbMR0RR aixGZVsCN7yy6ukXat69Wrt/rLSuMjjKKITdIrOkYeuUAPdoSZqIYoEekav6M1Rzovz7nwsWgtOPnOM/sD5/AEFXo8s< /latexit>
|e1| = |e2|
<latexit sha1_base64="qvplTeyiJfrPHSu0xrC+ilUR LgM=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQiBLx4jGAekCxhdtKbDJl9ODMbCJt8hxcPinj1Y7z5N06SPW hiQdNFVTfTU14suNK2/W3l1tY3Nrfy24Wd3b39g+LhUUNFiWRYZ5GIZMujCgUPsa65FtiKJdLAE9j0hnczvzlCqXgUPu pxjG5A+yH3OaPaSO4Eu86E3BLTK5NusWSX7TnIKnEyUoIMtW7xq9OLWBJgqJmgSrUdO9ZuSqXmTOC00EkUxpQNaR/bh oY0QOWm86On5MwoPeJH0lSoyVz9vZHSQKlx4JnJgOqBWvZm4n9eO9H+jZvyME40hmzxkJ8IoiMyS4D0uESmxdgQyiQ3t xI2oJIybXIqmBCc5S+vkkal7FyWKw9XpepFFkceTuAUzsGBa6jCPdSgDgye4Ble4c0aWS/Wu/WxGM1Z2c4x/IH1+QOWi JFC</latexit>
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<latexit sha 1_base64="64rHr+7nrcWmK s59evxNq7vIO7w=">AAAB8H icbVBNSwMxEM3Wr1q/qh69B IvgQcpuK+hFKHjxWMF+SLss 2XS2DU2yS5IVytJf4cWDIl7 9Od78N6btHrT1wcDjvRlm5 oUJZ9q47rdTWFvf2Nwqbpd2 dvf2D8qHR20dp4pCi8Y8Vt2 QaOBMQssww6GbKCAi5NAJx7 czv/MESrNYPphJAr4gQ8kiR omx0iMENXyDIagH5YpbdefA q8TLSQXlaAblr/4gpqkAaSg nWvc8NzF+RpRhlMO01E81JI SOyRB6lkoiQPvZ/OApPrPKA EexsiUNnqu/JzIitJ6I0HYK YkZ62ZuJ/3m91ETXfsZkkhq QdLEoSjk2MZ59jwdMATV8Yg mhitlbMR0RRaixGZVsCN7yy 6ukXat69Wrt/rLSuMjjKKI TdIrOkYeuUAPdoSZqIYoEek av6M1Rzovz7nwsWgtOPnOM/ sD5/AEFXo8s</latexit>
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<latexit sha1_base64="q vplTeyiJfrPHSu0xrC+ilURLgM=">AAAB9HicbVDLSgNBE OyNrxhfUY9eBoPgQcJuFPQiBLx4jGAekCxhdtKbDJl9ODM bCJt8hxcPinj1Y7z5N06SPWhiQdNFVTfTU14suNK2/W3l1 tY3Nrfy24Wd3b39g+LhUUNFiWRYZ5GIZMujCgUPsa65Fti KJdLAE9j0hnczvzlCqXgUPupxjG5A+yH3OaPaSO4Eu86E3 BLTK5NusWSX7TnIKnEyUoIMtW7xq9OLWBJgqJmgSrUdO9 ZuSqXmTOC00EkUxpQNaR/bhoY0QOWm86On5MwoPeJH0lSo yVz9vZHSQKlx4JnJgOqBWvZm4n9eO9H+jZvyME40hmzxkJ 8IoiMyS4D0uESmxdgQyiQ3txI2oJIybXIqmBCc5S+vkkal 7FyWKw9XpepFFkceTuAUzsGBa6jCPdSgDgye4Ble4c0aWS /Wu/WxGM1Z2c4x/IH1+QOWiJFC</latexit>
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<latexit sha1_base64="f6WrlmmZSgEilkf+LqLDSOdU Pdc=">AAAB/HicbVBNS8NAEN34WetXtEcvi0XwICVpBT0WvHisYD+gDWWz3bRLN5u4OxFCiH/FiwdFvPpDvPlv3LY5aO uDgcd7M8zM82PBNTjOt7W2vrG5tV3aKe/u7R8c2kfHHR0lirI2jUSkej7RTHDJ2sBBsF6sGAl9wbr+9Gbmdx+Z0jyS95 DGzAvJWPKAUwJGGtqVAQSK0GygHxRkjTzP6vnQrjo1Zw68StyCVFGB1tD+GowimoRMAhVE677rxOBlRAGnguXlQaJZT OiUjFnfUElCpr1sfnyOz4wywkGkTEnAc/X3REZCrdPQN50hgYle9mbif14/geDay7iME2CSLhYFicAQ4VkSeMQVoyBSQ whV3NyK6YSYMMDkVTYhuMsvr5JOveY2avW7y2rzooijhE7QKTpHLrpCTXSLWqiNKErRM3pFb9aT9WK9Wx+L1jWrmKmgP 7A+fwByP5U2</latexit>
Figure 22: The parameters f , g, and ∆, as well as the J-function for two complex conjugate
branch points (here: e1 = −1).
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Figure 23: The roots in the Weierstrass equation along the considered paths.
by:
J(τ) =
(4δ˜2 − 3e21)3
4δ˜2(9e21 + 4δ˜
2)2
(A.18)
and is depicted in figure 22. We find that J(τ) < 0 for δ˜ ∈ ( − √3
2
|e1|,
√
3
2
|e1|
)
, with
J(τ) → −∞ for δ˜ → 0. This is the region where, θ = pi and the gauge coupling varies.
Finally, for |δ˜| >
√
3
2
|e1| one has J(τ) ∈ (0, 1) which indicates the strong coupling region with
|τ | = 1.
We see that by considering the configuration above, and depicted in figure 23, we can scan
the full set of real J(τ) and therefore all the time-reversal invariant values of the complexified
coupling constant τ .
To summarize, the three different phases of the time-reversal invariant contour are spec-
ified by the following parameters:
48
!1
<latexit sha1_base64="5bzm6 DKtM+97kVpu2vJ743Ol+z4=">AAAB73icbVDLSgNBEJz1GeMr6tHLY BA8hd0oKJ4CXjxGMA9I1jA76U2GzGOdmRXCkp/w4kERr/6ON//GSbI HTSxoKKq66e6KEs6M9f1vb2V1bX1js7BV3N7Z3dsvHRw2jUo1hQZVX Ol2RAxwJqFhmeXQTjQQEXFoRaObqd96Am2Ykvd2nEAoyECymFFindT uKgED8hD0SmW/4s+Al0mQkzLKUe+Vvrp9RVMB0lJOjOkEfmLDjGjLK IdJsZsaSAgdkQF0HJVEgAmz2b0TfOqUPo6VdiUtnqm/JzIijBmLyHU KYodm0ZuK/3md1MZXYcZkklqQdL4oTjm2Ck+fx32mgVo+doRQzdyt mA6JJtS6iIouhGDx5WXSrFaC80r17qJcu87jKKBjdILOUIAuUQ3doj pqIIo4ekav6M179F68d+9j3rri5TNH6A+8zx+26I+6</latexit>
!2
<latexit sha1_base64="GotpuCO5x4Dlx5Gky8vm/IvqKXg=">AA AB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0oKJ4CXjxGMA9I1jA7mU2GzGOdmRXCkp/w4kERr/6ON//GSbIHTSxoKKq66e6KEs6M9f1vb2V1bX 1js7BV3N7Z3dsvHRw2jUo1oQ2iuNLtCBvKmaQNyyyn7URTLCJOW9HoZuq3nqg2TMl7O05oKPBAspgRbJ3U7ipBB/ih2iuV/Yo/A1omQU7KkK PeK311+4qkgkpLODamE/iJDTOsLSOcTord1NAEkxEe0I6jEgtqwmx27wSdOqWPYqVdSYtm6u+JDAtjxiJynQLboVn0puJ/Xie18VWYMZmkl koyXxSnHFmFps+jPtOUWD52BBPN3K2IDLHGxLqIii6EYPHlZdKsVoLzSvXuoly7zuMowDGcwBkEcAk1uIU6NIAAh2d4hTfv0Xvx3r2PeeuKl 88cwR94nz+4bI+7</latexit>
!1 + !2
<latexit sha1_base64="NNydtSmTPWStBYX9Iurvaamg48g=">AA AB/HicbZDLSgMxFIYzXmu9jXbpJlgEQSgzVVBcFdy4rGAv0NaSSc+0oZlkSDLCMNRXceNCEbc+iDvfxrSdhbb+EPj4zzmckz+IOdPG876dld W19Y3NwlZxe2d3b989OGxqmSgKDSq5VO2AaOBMQMMww6EdKyBRwKEVjG+m9dYjKM2kuDdpDL2IDAULGSXGWn231JURDMmDj89wjtW+W/Yq3k x4GfwcyihXve9+dQeSJhEIQznRuuN7sellRBlGOUyK3URDTOiYDKFjUZAIdC+bHT/BJ9YZ4FAq+4TBM/f3REYirdMosJ0RMSO9WJua/9U6i QmvehkTcWJA0PmiMOHYSDxNAg+YAmp4aoFQxeytmI6IItTYvIo2BH/xy8vQrFb880r17qJcu87jKKAjdIxOkY8uUQ3dojpqIIpS9Ixe0Zvz5 Lw4787HvHXFyWdK6I+czx8TTJO5</latexit>
Figure 24: Set of 3-torsion points E(3) in the torus fundamental domain spanned by ω1 and
ω2.
• Trivial Phase: J > 1⇔ θ = 0 and τ = iβ for β > 1. There we have ∆ < 0, f < 0 and
the roots e1 < e3 < e2 are all real. The contours encircle e1 to e3 for γB and e2 to e3
for γA.
• Topological Insulator Phase: J < 0 ⇔ θ = pi. There we have ∆ > 0, f < 0 and the
roots are such that e1 ∈ R, e2 = e¯3, Im(e2) > 0. The contours encircle e1 to e3 for γB
and e2 to e3 for γA.
• Strongly Coupled Phase: 0 ≤ J ≤ 1 ⇔ 0 ≤ θ ≤ pi, |τ | = 1. There we have ∆ > 0,
f ≥ 0 and the roots again satisfy e1 ∈ R, e2 = e¯3, Im(e2) > 0. The contours encircle
e1 to e2 for γB and e1 to e3 for γA.
The different time-reversal invariant regions together with the signs of f , g, ∆ are also
indicated in figure 2.
B Congruence Subgroups and Torsion Points
In section 3 we showed that compactifying the 6D theory of an anti-chiral two-form on an
elliptic curve can generate 4D U(1) gauge theories with duality group given by a congruence
subgroup Γ ⊂ SL(2,Z). In this Appendix we discuss in greater detail the relation between
these congruence subgroups and torsion points. As a point of notation, in the main text
these torsion points are elements of E˜, the Jacobian of the elliptic curve E on which the 6D
theory is compactified. To avoid cluttering the notation, we shall simply discuss an elliptic
curve E with torsion points. The two characterizations are related by the Abel-Jacobi map,
so we will not belabor this point in what follows.
We now consider the action of the congruence subgroups on the N -torsion points of an
elliptic curve E, denoted by E(N), see e.g. [59]. When we describe E as the quotient of the
complex numbers C by a lattice Λ = ω1Z ⊕ ω2Z, these torsion points are simply given by
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(see figure 24):
E(N) =
{
P ∈ E : P = m
N
ω1 + n
N
ω2 , m, n ∈ {0, 1, . . . , N − 1}} . (B.1)
We see that the torsion points generate a subgroup of E isomorphic to Z/NZ×Z/NZ with
respect to the natural addition on the elliptic curve. An N -torsion point P satisfies the
condition:
NP = P + P + · · ·+ P ∈ Λ , (B.2)
i.e., the point NP it is a lattice vector kω1 + lω2 with k, l ∈ Z. This means that the full
N -torsion subgroup is generated by two elements. We can choose ω1 = τ and ω2 = 1 on
which a general SL(2,Z) element acts as(
a b
c d
)(
τ
1
)
=
(
aτ + b
cτ + d
)
∼
(
aτ+b
cτ+d
1
)
(B.3)
The congruence subgroup Γ(N) preserves two N -torsion points P and Q which generate
the torsion subgroup E(N) and have a Weil pairing given by eN(P,Q) = e
2pii/N . For two
N -torsion points P and Q the Weil pairing is defined by
eN(P,Q) = e
2pii detα/N , (B.4)
where α is the matrix with entries in ZN , which maps
(
1
N
ω1, 1
N
ω2
)
to (P,Q) up to lattice
vectors. Therefore, the subgroup Γ(N) preserves all N2 torsion points individually.
The congruence subgroup Γ1(N) preserves a specific N -torsion point P and consequently
its multiples. This is, it fixes all elements in a ZN subgroup of E(N) individually. Note,
that by an SL(2,Z) transformation all such points can be mapped to e.g. 1
N
ω2. Conversely,
starting from 1
N
ω2 we can generate all possible choices of the N -torsion element by the action
of elements in SL(2,Z)/Γ1(N), i.e. by the coset representatives.
Finally, the subgroup Γ0(N) also preserves a Z/NZ subgroup of E(N), but it does not fix
the individual elements, which can be mapped to one another in the process. As for Γ1(N) dif-
ferent choices of the Z/NZ subgroup are related by a coset representative in SL(2,Z)/Γ0(N).
Note that some of these congruence subgroups also appear in F-theory models with non-
trivial Mordell-Weil torsion [106,107]. These models contain extra torsional sections, which
can constrain the global realization of the gauge groups.
Let us illustrate the correspondence between E(N) and the congruence subgroups for the
case N = 3. We will use the description in terms of Λ = ω1Z⊕ ω2Z.
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B.1 Γ(3)
The congruence subgroup Γ(3) is generated by the elements
γ1 =
(
1 3
0 1
)
, γ2 =
(−8 3
−3 1
)
, γ3 =
(
4 −3
3 −2
)
. (B.5)
A general point P = (x, y) in E is acted on by SL(2,Z) as follows:(
x
y
)
7→
(
a b
c d
)(
x
y
)
=
(
ax+ by
cx+ dy
)
. (B.6)
Furthermore, we use that the lattice Λ is simply given by Z ⊕ Z and thus all points are
understood modulo an integer. Since a point is invariant under the full group if it is invariant
with respect to a set of generators, we check which points are invariant with respect to the
action of γ1, γ2, and γ3.
The first generator yields(
x
y
)
7→ γ1
(
x
y
)
=
(
x+ 3y
y
)
∼
(
x
y
)
, (B.7)
which demands that 3y is a lattice vector, or in other words y ∈ {0, 1
3
, 2
3
}
. For the second
generator one finds (
x
y
)
7→ γ2
(
x
y
)
=
(−8x+ 3y
−3x+ y
)
, (B.8)
telling us that also x ∈ {0, 1
3
, 2
3
}
. The last generator does not lead to any new constraints
and one concludes that the set of invariant points is given by{
m
3
ω1 + n
3
ω2 , m, n ∈ {0, 1, 2}} = E(3) , (B.9)
as desired.
B.2 Γ1(3)
The congruence subgroup Γ1(3) is generated by the elements
γ˜1 =
(
1 1
0 1
)
, γ˜2 =
(
1 −1
3 −2
)
. (B.10)
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From the action of the two generators(
x
y
)
7→ γ˜1
(
x
y
)
=
(
x+ y
y
)
,
(
x
y
)
7→ γ˜2
(
x
y
)
=
(
x− y
3x− 2y
)
, (B.11)
one concludes that the only invariant points are given by{
m
3
ω1 , m ∈ {0, 1, 2}} ⊂ E(3) . (B.12)
This fixes the elements of a Z/3Z subgroup of the full torsion subset E(3). Using a coset rep-
resentative of Γ1(3) with respect to SL(2,Z), one can also generate different Z/3Z subgroups
which are preserved on the level of the individual elements.
B.3 Γ0(3)
The congruence subgroup Γ0(3) is generated by the elements
γ′1 =
(
1 1
0 1
)
, γ′2 =
(−1 1
−3 2
)
. (B.13)
The action of the generators on points in E is given by(
x
y
)
7→ γ′1
(
x
y
)
=
(
x+ y
y
)
,(
x
y
)
7→ γ′2
(
x
y
)
=
( −x+ y
−3x+ 2y
)
,
(B.14)
and no point beside the origin is kept fixed. However, the full set{
m
3
ω1 , m ∈ {0, 1, 2}} ⊂ E(N) . (B.15)
is fixed under this group action. The individual elements are mapped to each other as follows
0
3
ω1 7→ 0
3
ω1 , 1
3
ω1 7→ −1
3
ω1 , 2
3
ω1 7→ −2
3
ω1 . (B.16)
Again, we can use a coset representatives with respect to SL(2,Z) in order to generate
different Z/3Z subgroups that are fixed by Γ0(3) as a set but not element by element.
C 4D N = 2 Gauge Theory with Four Flavors
In this Appendix we discuss in greater detail some aspects of 4D N = 2 gauge theory with
gauge group SU(2) and four hypermultiplets in the fundamental representation of SU(2),
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as studied in reference [61]. This theory leads to a 4D N = 2 SCFT with flavor symmetry
SO(8). Our plan will be to first review some general aspects of the N = 2 curve in this
setting. We then fix a choice of Coulomb branch parameter and vary the mass parameters
of the theory under the condition that the IR theory is time-reversal invariant, and that the
mass parameters and Coulomb branch scalar vev preserve time-reversal invariance.
C.1 General N = 2 Considerations
We begin by stating some general considerations about N = 2 theories. For a state of charge
(qe, qm, qf ) under the electric, magnetic and flavor symmetry U(1)’s, this is controlled by the
formula:
Z = qea− qmaD + 1√
2
dimR∑
f=1
qfm
f , with M =
√
2|Z|. (C.1)
where here, a denotes a coordinate on the Coulomb branch, aD = ∂F/∂a is a magnetic
dual coordinate controlled by the derivative of F , the N = 2 prepotential, R denotes a
representation of the flavor symmetry, and M denotes the mass of the particle. Recall that
in terms of the Seiberg-Witten geometry a massless state occurs whenever a one-cycle of
the curve collapses. Following [64, 63], we introduce a fixed representation R of the flavor
symmetry and write the Seiberg-Witten one-form as:
λR = (c1u+ c3)
dx
y
+ c2
∑
b
mbyb(u)
x− xb(u)
dx
y
. (C.2)
for some coefficients ci which depend on the mass parameters. Introducing an A-cycle and
a B-cycle on the elliptic curve, the coordinates a and aD can be written as:
a =
∫
γA
λR and aD =
∫
γB
λR, (C.3)
and the complex structure of the curve is encoded in the derivatives:
τ =
∂aD
∂a
=
∂aD/∂u
∂a/∂u
. (C.4)
C.1.1 Seiberg-Witten Curve
Let us now turn to the Seiberg-Witten curve for the case of SU(2) gauge theory with
four flavors. This was originally considered in [60], and was also presented in a different
parametrization in reference [69].
One way to present the Seiberg-Witten curve is by introducing the 6D SCFT with N =
(2, 0) of A1-type, namely the one coming from the worldvolume of two M5-branes. Wrapping
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the M5-branes on a CP1 with four marked points, the moduli space of N = 2 vacua is
controlled by the moduli space of the SU(2) Hitchin system on this curve. At a generic
point of the moduli space, we obtain a branched double cover of this genus zero curve,
namely the “IR curve” or Seiberg-Witten curve as obtained from the spectral equation for
the Higgs field:
λ2 − φ2 = 0 , (C.5)
with Seiberg-Witten differential λ = xdz/z and φ2 the quadratic Casimir of the Hitchin
system Higgs field given by:
φ2 =
P4(z)
(z − 1)2(z − q)2
dz2
z2
. (C.6)
In the above, z is an affine coordinate on the CP1. Here, q encodes the UV coupling constant
τUV of the SU(2) gauge theory via q = e
2piiτUV and P4(z) is a fourth order polynomial in
z whose coefficients determine the position of the four branch points on the CP1. Note
that the differential on the lefthand side has double poles at z = 0, 1,∞, and q. Clearing
denominators, we can write this as a hypersurface equation inside T ∗CP1 given by:
x2(z − 1)2(z − q)2 = P4(z) . (C.7)
Since we have quadratic order terms on the left-hand side, we can blowup at these zeros,
and instead consider the hypersurface equation:
x2 = P4(z), (C.8)
which we recognize as the equation of an elliptic curve. To pass to the Weierstrass form, we
can use the general prescription given in Appendix A to first compute the conformal cross
ratio in the roots of P4, and from this extract the J-function for the elliptic curve. Next,
apply a Moebius transformation on z
z → az + b
cz + d
, dz → ad− bc
(cz + d)2
dz =
1
(cz + d)2
dz , (C.9)
which can be understood as x→ (cz+ d)−2x on the coordinate on the fiber of the cotangent
bundle. This can be used to map three marked points to fixed positions, and recover the
desired form of the Weierstrass model.
We now use the parametrization of the Seiberg-Witten curve in Weierstrass form as
obtained from a D3-brane probe of an SO(8) seven-brane. From reference [65], we have:
f = u2 + w˜4, g = w2u
2 + w4u+ w6. (C.10)
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The Casimir invariants are given by (equations (2.12)-(2.15) of [65]):
u2 = −
∑
a
m2a, u4 =
∑
a<b
m2am
2
b ,
u6 = −
∑
a<b<c
m2am
2
bm
2
c , u˜4 = −2im1m2m3m4. (C.11)
u2 = −3w2, u4 = w˜4 + 3w22,
u6 = w6 − w2w˜4 − w32, u˜4 = w4. (C.12)
To simplify we can set all the mass parameters equal to m so that the computations only
depend on two parameters. Furthermore, the Coulomb branch is parameterized by u˜ = iu,
and is taken to be real.
Thus,
f = −u˜2 + 2
3
m4, g = −4
3
m2u˜2 + 2m4u˜− 20
27
m6. (C.13)
And the Seiberg-Witten differential is:
λ8v =
√
2
8pii
(
2u
dx
y
+
4∑
a=1
m2au+ w4/2
x−m2a + w2
dx
y
)
=
√
2
8pii
(
2u
dx
y
+ 4m2
u− im2
x+m2/3
dx
y
)
=
√
2
8pi
(
2u˜
dx
y
+ 4m2(u˜−m2) dx
y(x+m2/3)
)
. (C.14)
In figure 25 we then plot the result of those computations. We give the period integrals
a and aD across all three possible regions in which τ belongs to the real component of
X(Γ)R for Γ = SL(2,Z). We note that as one moves around in the moduli space, the
value of τ = ∂aD/∂a might move outside the fundamental domain. When this occurs, we
perform a change in the ordering of roots ei appearing in the elliptic curve. This in turn
leads to a jump in the values of the periods a and aD, as occurs by applying an SL(2,Z)
transformation. In our analysis, it proves convenient to use a slightly different convention
from the rest of the paper. So, in this Appendix we take e1 > e2 > e3 in the trivial phase,
e2 ∈ R, Im(e1) > Im(e3) in the strongly coupled phase, and e1 ∈ R, Im(e3) > Im(e2) in the
topological insulator phase.
In each of the different phases, we observe (from figure 25) that:
• θ = 0: ∆ < 0, f < 0 gives a ∈ R, aD ∈ iR.
• |τ | = 1: ∆ > 0, f ≥ 0 gives aD = a†.
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Figure 25: The period integrals a (black) and aD (red) plotted against the Coulomb branch
parameter u˜ across the three different phases. The top panel gives the periods while the
bottom shows the coupling τ . The left-hand side gives the real part while the right-hand
side shows the imaginary piece. We start off in the trivial phase (θ = 0), then transition
at τ = i into the strongly coupled phase |τ | = 1. The topological insulator phase (θ = pi)
is then reached at τ = epii/3. Finally, going to the weak coupling limit (τ = i∞) we can go
back into the trivial (θ = 0) phase. Note that the mass parameter m, while not plotted, also
varies.
• θ = pi: ∆ > 0, f < 0 gives a ∈ iR, Im(aD) = Im(a)/2.
Furthermore, both periods vanish at the transition point τ = i, while only a goes to zero at
the weak coupling limit τ = i∞.
C.2 Elliptic Integrals and Relations Between a and aD
We now derive some of the reality conditions for contour integrals in the three different
phases. We choose the distribution of branch cuts as depicted in figure 26 with contour
integrals given in figure 3. In order to prove the various relations between a and aD we must
first take a closer look at the elliptic integrals and fix some conventions about branch cuts.
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Figure 26: Choice of branch cuts in the two cases (A.12).
We want to investigate the properties of the following integrals∫ eb
ea
dx
y
, and
∫ eb
ea
dx
y(x− c) , (C.15)
where y on the chosen branch is given by +
√
x3 + fx+ g.
C.2.1 Proof that IA ∈ iR and IB ∈ R in Phase I (Trivial Phase)
We fix the real roots such that e1 < e3 < e2. Following the same notation as in [110,111] we
want to investigate the integrals:
I
(1)
A =
∫ e2
e3
dx
y
, (C.16)
I
(3)
A =
∫ e2
e3
dx
y(x− c) , (C.17)
I
(1)
B =
∫ e3
e1
dx
y
, (C.18)
I
(3)
B =
∫ e3
e1
dx
y(x− c) , (C.19)
where y =
√
(x− e1)(x− e2)(x− e3), so that y is purely imaginary for e3 ≤ x ≤ e2, but y
is real for e1 ≤ x ≤ e3.
Therefore,
IA ∈ iR, IB ∈ R. (C.20)
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C.2.2 Proof that IA ∈ iR and Im(IB) = Im(IA)/2 in Phase II (Topological Insula-
tor)
Let e2 = r + iα so that e3 = r − iα and e1 = −2r. First of all we prove that IA ∈ iR by
noting that:
I
(1)
A =
∫ e3
e2
dx
y
=
∫ 1
0
−2iα
y
dt, x = (e3 − e2)t+ e2 = −2iαt+ r + iα
=
∫ 1
0
−2iα√
4α2t (−3r + iα(2t− 1)) (t− 1)dt
=
∫ 1
0
−i√
s(t)
dt,
(C.21)
where
s(t) = t(t− 1) (−3r + iα(2t− 1)) . (C.22)
We observe that:
s(t) = s(1− t). (C.23)
As a result,
I
(1)
A =
∫ 1
0
−idt√
s(t)
=
∫ 1
2
0
−idt√
s(t)
+
∫ 1
1
2
−idt√
s(t)
=
∫ 1
2
0
−idt√
s(t)
+
∫ 0
1
2
idt′√
s(1− t′)
=
∫ 1
2
0
−idt√
s(t)
+
∫ 0
1
2
idt′√
s(t′)
,
I
(1)
A = −i
∫ 1
2
0
dt
 1√
s(t)
+
1√
s(t)
 ,
(C.24)
which implies I
(1)
A ∈ iR.
Furthermore, we have
x(t) = −2iαt+ iα + r = x(1− t). (C.25)
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Thus the same reasoning applies to
I
(3)
A =
∫ e3
e2
dx
y(x− c) . (C.26)
This concludes the proof that IA ∈ iR.
Next we note that
I
(1)
B =
∫ e3
e1
dx
y
=
∫ e2
e1
dx
y
, (C.27)
which implies that
2i ImI
(1)
B =
∫ e3
e1
dx
y
−
∫ e2
e1
dx
y
(C.28)
=
∫ e3
e1
dx
y
+
∫ e1
e2
dx
y
(C.29)
=
∫ e3
e2
dx
y
(C.30)
= I
(1)
A . (C.31)
And similarly we have 2i ImI
(3)
B = I
(3)
A . So that indeed, Im(IB) = Im(IA)/2
C.2.3 Proof that IB = I¯A in Phase III (Strongly Coupled Phase)
In this phase, we note that in order for τ to be in the fundamental domain, the roots are
chosen so that e1 ∈ R, e2 = e¯3, and the period integrals given by:
I
(1)
A =
∫ e3
e1
dx
y
, I
(3)
A =
∫ e3
e1
dx
y(x− c) ,
I
(1)
B =
∫ e2
e1
dx
y
, I
(3)
B =
∫ e2
e1
dx
y(x− c) . (C.32)
Therefore, I
(1)
B = I
(1)
A and I
(3)
B = I
(3)
A .
D Localizing a 4D Weyl Fermion
In this Appendix we consider the localization of a 4D Weyl fermion χα with a position
dependent mass term on a thin wall. We will be specifically interested in the case where the
mass is non-zero outside some finite size interval, but vanishes inside this interval. We take
“particle physics conventions” and work in signature (+,−,−,−). We consider a position
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dependent mass term in the spatial direction x⊥ = x3 ≡ z given by:
m = mLΘ(−z) +mRΘ(z − h), (D.1)
where Θ denotes the Heaviside step function and mL = |mL| eiφL and mR = |mR| eiφR are
non-zero complex numbers. The massless region runs from z = 0 to z = h, and would
describe a thick interface. We will be interested in the special case where h → 0. We will
also need the derivative of the mass term:
∂zm = mR δ(z − h)−mL δ(z). (D.2)
Our 4D Weyl fermion satisfies the equation of motion:
i (σµ)α˙β ∂µχβ = m(z)
(
χ†
)α˙
, (D.3)
We will be interested in explicit solutions to this equation, so we write out the form of the
Dirac equation equation in terms of the two component doublet:
χβ =
(
a
b
)
and
(
χ†
)α˙
=
(−b†
a†
)
. (D.4)
From there, our Dirac equation can be simplified into a pair of differential equations:
(∂24D + |m|2)a = i(∂zm†)b† (D.5)
(∂24D + |m|2)b = i(∂zm†)a†. (D.6)
where the 4D D’Alembertian ∂24D can be further expanded as:
∂24D = ∂
2
3D − ∂2z , (D.7)
with ∂23D the 3D D’Alembertian in the directions transverse to the z-direction. We will
mainly be interested in modes which are exactly massless on a thin 3D slice, so we impose
the condition that ∂23D annihilates all functions. We note that in the case of a thick interface,
this condition is not quite appropriate because we really have a 4D Weyl fermion on an
interval (in the interior region).
Focussing now on the case where h → 0, it is enough to consider just the z-dependence
of our solutions so we can now write our differential equation as:(−∂2z + |m|2) a = i(∂zm†)b† (D.8)(−∂2z + |m|2) b = i(∂zm†)a†, (D.9)
We now turn to the solutions of this differential equation. This is essentially an exercise of
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the form found in introductory quantum mechanics textbooks, but we include some general
comments for completeness. In the thin wall limit, the solution splits up into a piecewise
smooth function. In the z < 0 region we have:
z < 0 (D.10)
aL = AL exp(+ |mL| z) (D.11)
bR = BL exp(+ |mL| z). (D.12)
for some as yet unfixed coefficients AL and BL. Consider next the solution in the region
z > 0. In this case we have:
z > 0 (D.13)
aR = AR exp(−|mR|z) (D.14)
bR = BR exp(−|mR|z). (D.15)
Next, we need to match the form of our solutions across the three regions. First, we
impose continuity. This leads to the conditions:
AL = AR = A and BL = BR = B. (D.16)
Next, we integrate our differential equation across the interfaces. This yields the conditions:
(|mR|+ |mL|)A = i(m†R −m†L)B† (D.17)
(|mR|+ |mL|)B = i(m†R −m†L)A†. (D.18)
so we get the condition:
|mR −mL|2 = ||mR|+ |mL||2 . (D.19)
To get a localized mode we therefore need to set ei(φL−φR) = −1, namely the mass term is
rotated by a phase of exactly pi in passing from the left to the right side of the thin interface.
Note that we also get a non-trivial constraint on the relative phases of A and B. Indeed, we
have:
A = ie−iφRB†. (D.20)
Consequently, we learn that out of the original two-dimensional complex doublet of spin(3, 1),
we only retain a single real doublet of spin(2, 1) on the wall.
Returning to the more general setting where we have a thick interface, in this case we
should really include non-zero values of the three-momentum. We should then consider a
more general differential equation:(−∂2z + ∆) a = i(∂zm†)b† (D.21)(−∂2z + ∆) b = i(∂zm†)a†, (D.22)
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with:
∆ = ∂23D + |m|2 . (D.23)
In a thick interior region we have a standard 4D wave equation. Switching on specific phases
for the mass terms outside this region amounts to setting a boundary condition on the left
(z = 0) and right (z = h) of the middle region. Note that this also leads to an oscillatory
behavior in the middle region. In the thin interface limit, the boundary conditions on the
left and right become correlated, and this imposes a further condition on the zero modes (as
we have seen).
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