Abstract. Explicit product formulas are obtained for families of multivariate polynomials which are orthogonal on simplices and on a parabolic biangle in R 2 . These product formulas are shown to give rise to measure algebras which are hypergroups. The article also includes an elementary proof that the Michael topology for the space of compact subsets of a topological space (which is used in the definition of a hypergroup) is equivalent to the Hausdor metric topology when the underlying space has a metric.
1. Introduction 1.1. Orthogonal polynomials, product formulas, and hypergroups. Let We use the following notations: C(H) denotes the complex-valued continuous functions on H, M(H) is the Banach space of complex-valued Borel measures supported in H with total variation norm, M 1 (H) is the class of probability measures in M(H), supp( ) is the support of 2 M(H), and x is the unit point mass concentrated at x. A family P of k-variable polynomials is said to be a set of orthogonal polynomials with respect to 2 M 1 (H) if P has a product formula if for each pair x; y 2 H there is x;y 2 M(H) such that Z P d x;y = P(x) P(y) (P 2 P): is said to be a hypergroup type product formula. A hypergroup which arises in this way is referred to as a k-variable continuous polynomial hypergroup. The founding articles on the subject of hypergroups are by Dunkl Dun73], Jewett Jew75] and Spector Spe78] . The axioms for a DJS-hypergroup are somewhat more general than (H1){(H5) and are given in full detail in Jew75] where H is only required to be a locally compact Hausdor space (although Jewett uses the term \convo" instead of \hypergroup"). See BH95] and many of the articles in CGS95] for additional discussion.
The existence of a product formula for polynomials is an unusual situation, and only a few examples are known. That the product formula gives rise to a hypergroup is rarer yet.
The purpose of this article is to establish new product formulas and associated hypergroups for polynomials orthogonal on the parabolic biangle B = f(x 1 ; x 2 ): 0 x 2 2 x 1 1g and the k-simplex for k 2: (k) = f(x 1 ; : : : ; x k ): 0 x k x 1 1g: We have chosen to obtain the product formulas in an explicit form; this is required in the proofs of (H4) and (H5). A proof of product formulas in the form (1.1) with probability measures x;y can be had with somewhat less e ort.
The balance of the paper is organized as follows: the next section contains a discussion of Axiom (H5), and the rest of the section is used to describe the classical example of the Jacobi polynomials and de ne several classes of multivariate orthogonal polynomials: the parabolic biangle polynomials, the triangle polynomials, and the simplex polynomials. Section 2 is devoted to the statement of the main results. The product formulas are proved in Section 3, and in Section 4, these product formulas are shown to be of hypergroup type.
1.2. Axiom (H5) and topologies for the space of compact subsets. In the de nition of a general hypergroup, Jewett requires that the space of compact subsets which appears in Axiom (H5) have the Michael topology (see Jew75, x2 .5] and Mic51]). Two of the objections that (H5) has aroused are: rst, the Michael topology is very hard to grasp, and second, it is often very di cult to check that the axiom holds.
Regarding the rst objection, it is often asked why the simpler Hausdor metric topology for the compact subsets is not used whenever H is a metric space. (Both topologies are described in Subection 4.1 below.) In fact, in Lemma 4.1 we give an elementary proof that the two topologies are equivalent when both are de ned.
An additional reason for the inclusion of this lemma is the curious history of this fact. In 1951, Michael actually proved Mic51, (4.9. Regarding the di culty of checking (H5), we note that even with the Hausdor topology rather than the Michael topology, our arguments will not assuage the second objection.
There are some alternate hypergroup de nitions which avoid the di culties raised by Axiom (H5) (e.g., Geb95]), but our use of (H1){(H5) guarantees that the measure algebras obtained here will be hypergroups in the strictest sense of that term.
1.3. Example. Jacobi polynomials. One of the best-known examples of a product formula of hypergroup type for orthogonal polynomials is the one which arises in connection with the Jacobi polynomials. To de ne these polynomials recall the Gaussian hypergeometric function F(a; b; c; z) = 2 F 1 (a; b; c; z) =
where a; b; c; z 2 C ; c 6 = 0; ?1; ?2; : : : ; jzj < 1. Considered as a function of z there is a unique analytic continuation to fz 2 C : z 6 2 1; 1)g.
The Jacobi polynomials are de ned by
n (x) = n + n F ?n; n + + + One of our goals in this article is to give the product fomulas in an explicit form. This requires that some technical de nitions be formulated so that the product formulas may be stated precisely. The de nitions will become motivated when the proofs are read. The parameters in the following measures are restricted to those values for which the measures have nite total variation; the constants are chosen so that all the measures have unit total variation. dm ( and some algebraic manipulation. The case = ?1=2 follows by another application of (2.3) by letting ! ?1=2.
We introduce some notation that will be used in connection with the parabolic biangle polynomials and the triangle polynomials. When used without explicit arguments, D and E are interpreted as: D = D(x 1 ; y 1 ; r 1 ; 1 ) and E = E(x 1 ; y 1 ; r 1 ; 1 ): (2.4)
We also introduce the following functions with the same convention on their use without explicitly indicated arguments: 2.3. Simplex polynomials. We introduce a suite of de nitions and conventions so that the product formula for simplex polynomials can be stated conveniently. We suggest that the reader postpone digestion of these until he is reading the proof of the simplex polynomial product formula (Theorem 2.3) at which point the de nitions become fully motivated. We begin by de ning for u; x 2 I V (2) (x; u) = 
we can write ! = ( ; ; ; u) with ; ; 2 K Let n = n 1 ; : : : ; n k , with n 1 n k , and x; y 2
while if y = 0, then for any x 2
The measures in the above product formulas have the advantage that their densities are elementary functions, but the disadvantage is that they live on fairly highdimensional spaces; the dimension of K (k) increases exponentially with k (as one of the referees observed). An interesting question is whether our product formulas can be realized by integration over lower-dimensional regions, while preserving the elementary nature of the measures. In additional, we wonder whether the measures have some canonical explanation in some group-theoretic interpretation of the product formula. To start with, one should address this problem for the case of the parabolic biangle polynomials using their interpretation as spherical functions.
3. Proof of the product formulas All three product formulas will be proved in this section. That they are of hypergroup type will be demonstrated in Section 4.
3.1. Proof of the biangle polynomial product formula. We rst prove the formula under the assumption > + 1 2 0. The case = + 1 2 0 will be a consequence of (2.3).
The proof will require the Jacobi functions which are an extension of de nition (1.2) to the case of complex ; ; n; x with 6 = ?1; ?2; : : : and x 6 = (? a generalization of Bateman's integral (put r = a+b in (3.2) and it can be derived from Bateman's integral by using fractional integration by parts). Gasper Gas75] stressed the importance of (3.2) and he applied it in order to derive a Mehler-Dirichlet-type integral representation for Jacobi polynomials. In this paper, we will give several other applications of (3.2).
Let us rewrite (3.2) in the following way. First apply EMOT53, 2.1(22)] to the second hypergeometric function occurring in the integrand of (3. R ; n;k (0; 0) R ; n;k (x 2 1 ; x 2 ) = R ; n;k (0; 0) R ; n;k (x 2 1 ; x 1 ); (3.15) since R ; n;0 (x 2 1 ; x 2 ) = R ; n;0 (x 2 1 ; x 1 ) while if k > 0, R ; n;k (0; 0) = 0. Thus the special case of the product formula in Theorem 2.1 follows.
We can now establish the full product formula using (3.13) and the product formula (2.2) for the ultraspherical polynomials twice R ; n;k (x 2 1 ; x 2 ) R ; n;k (y We now turn to the inductive step of the proof of Theorem 2.3. Assume k 3 and that the product formula is true for simplex polynomials of fewer than k variables. As in the other proofs of product formulas it will su ce to obtain the formula under the assumption that the inequalities for 1 ; : : : ; k+1 are strict. Let = 1 ; : : : ; k+1
and n = n 1 ; : : : ; n k satisfy the hypotheses of the theorem with strict inequalities for 1 ; : : : ; k+1 in place of the weak inequalities. Let , , 2 K 
The case where y = 0 is handled separately; for x 1 2 I and = (r 1 ; : : : ; r k ; ) let U = (U 1 ; : : : ; U k?1 ) = U (k?1) (x 1 ; T ):
Since R n (x) = R n (x 1 e) when n 2 = 0 and R n (0) = 0 otherwise, we have from (3.19), 4. Proofs that the product formulas are of hypergroup type We use the notation of Subsection 1.1. The existence of a product formula (1.1) with x y = x;y 2 M 1 (H) for each x; y 2 H leads immediately to (H1), (H2), and (H3). We give an overview of the proofs of (H4) and (H5) before we deal with the speci c cases. When H is either B or We also observe for later use that x e = x is equivalent to Z(x; e; !) = x (! 2 K):
Thus each proof in this section consists of establishing equations (4.1), (4.2), and (4.3); we do this for the formulas as stated in Theorems 2.1{2.3. That the formulas for the polynomials are of hypergroup type follows by a simple change of variables in each case. For example, in the case of the parabolic biangle polynomials we use the change of variables (x 1 ; x 2 ) 7 ! ( p x 1 ; x 2 ).
There is a much simpler (but less elementary) argument than ours for the continuity of support in the case of the parabolic biangle polynomials. For certain values of the parameters the parabolic biangle polynomials are the spherical functions for a Gelfand pair, and the algebra of bi-invariant measures forms a hypergroup. In that case it follows that supp x y is a continuous function of (x; y). But supp x y is the same for all values of the parameters so the continuity of support follows. 4.3. Proof that the triangle polynomial product formula is of hypergroup type. The arguments for (4.1) and (4.2) are similar to the ones in the previous section and we can turn our attention immediately to (H5). Recalling the notation of (2.4){(2.7) we de ne Z(x 1 ; x 2 ; y 1 ; y 2 ; r 1 ; r 2 ; r 3 ; r 4 ; 1 ; 2 ; 3 ) = (E 
:
We now establish the continuity of S at (z; 0), but rst we introduce a convenient limit notation that will be especially useful for continuous compact set-valued functions.
Let F(x; y) and G(x; y) be functions de ned for x; y 2 (k)
? f0g and taking values either in (k) or in C(
) and let z be a xed point in ? f0g, and z 2 (2) , and e = (1; 1). Then (eq. (2.8)), and (4.14) follows from Lemma 4.3 and (4.5). Equation (4.15) follows from (4.13) and (4.14). Equation (4.16) is a special case of (4.15). 
