ABSTRACT The sub-tree-based optical multicasting scheme provides a spectrum-efficient approach to providing emerging multicast services in optical data center networks. Moreover, multicast services are usually replicated and maintained in multiple geographically distributed data centers to improve its access efficiency and reliability. Therefore, the source data centers of all constructed sub-trees for a multicast demand are not confined to a common data center and can be independently determined by the requested distribution. In this paper, we study the problem of multicast service provisions while leveraging multicast service backups among multiple geographically distributed data centers. A novel distributed sub-tree-based optical multicasting (DST-OM) scheme is proposed. An integer linear program model is developed for the DST-OM scheme with the aim of minimizing the total spectrum consumption of all multicast demands in elastic optical data center networks. We also define the minimum spectrum sub-tree (MSST) problem for the DST-OM scheme. Two modulation-level-aware heuristic algorithms are developed to address the MSST problem. Numerical results show that the DST-OM scheme achieves higher spectrum efficiency and lower blocking probability than the conventional common source sub-tree-based optical multicasting scheme and the single-tree-based optical multicasting scheme.
I. INTRODUCTION
Recently, data centers have gained high speed development. The traffic among data centers is booming, and more services are emerging, such as cloud computing, big data, augmented reality, and virtual reality [1] . To cope with the booming traffic among data centers, the optical interconnection has been widely applied to data center networking [2] . It has advantages of large capacity, high speed and low energy. Moreover, an elastic optical data center network (EO-DCN) that supports the adaptive and fine-grained spectrum allocation is a promising candidate for the next generation of optical data center networks [3] , [4] . Moreover, multicast services, such as data backup, scientific computing, ultrahigh-definition TV delivery, and others, are gaining popularity and momentum [5] . It requires the same data to be transmitted from a source data center to a set of destination users. When serving multicast demands in optical data center networks, the light-tree-based optical multicasting scheme is more spectrum-efficient and power-efficient than the IP multicasting scheme [6] . In [7] , a light-tree-based optical data center network was proposed to optimize network resource usage while serving unicast and multicast services. However, the coverage area of a light-tree is limited due to signal attenuation, light-splitting, amplified spontaneous emission (ASE), and nonlinear impairments. When a large number of geographically scattered users request a common multicast service, it is impractical to construct a single light-tree that can cover all requesters since the length of its longest branch may exceed the transmission reach of an optical signal. Even if a single large-size light-tree can be constructed, it will consume too many spectrum resources since the low modulation level usually needs to be adopted. To address this problem, a sub-tree-based optical multicasting scheme is proposed to provide a spectrum-efficient approach to serve multicast demands with a large number of requesters [8] - [13] . It uses multiple small-size sub-trees to jointly serve one multicast demand and conducts the distance-adaptive routing and spectrum allocation for each sub-tree.
In recent years, natural disasters such as earthquakes, hurricanes, tsunamis, and human-made intentional attacks have been frequent. These can cause severe service disruptions that affect the survivability of optical data center networks and are therefore attracting more attention. Multicast services are usually replicated and maintained in multiple geographically distributed data centers to improve its access efficiency and reliability. Yao et al. [14] studied the fast and coordinated data backup for cloud services among multiple geographically distributed data centers. They tried to minimize the time duration with the joint optimization of backup site selection and datatransfer paths. Boru et al. [15] designed multiple models for the energy consumption and bandwidth demand of database access in cloud computing data centers. Based on these models, they proposed an energy-efficient replication strategy that can improve the quality of service (QoS) of cloud computing with reduced communication delays. A new concept of content connectivity that was defined as the reachability of content from any point of a network was proposed in [16] . It does not merely ensure the connectivity between source and destination nodes but guarantees the connectivity between users and the required content. A disaster-aware dynamic content placement algorithm was developed to minimize the number of replications of content while satisfying the content connectivity requirement [17] . Furthermore, the concept of k-node (edge) content connectivity was proposed to quantitatively measure content connectivity and provide protection for different types of content [18] . When a multicast service is hosted in multiple geographically distributed data centers, a requester can access any reachable data center to obtain the desired multicast service. For the sub-tree-based optical multicasting scheme, the source of a sub-tree is no longer confined to one particular data center, and any data center that hosts the required multicast service can be designated the source data center. In other words, it is possible to construct multiple sub-trees with different source data centers to jointly serve one multicast demand.
By leveraging multicast service backups among multiple geographically distributed data centers, we propose a novel distributed sub-tree-based optical multicasting (DST-OM) scheme in EO-DCNs. The DST-OM scheme uses multiple distributed sub-trees to jointly serve one multicast demand and conducts distance-adaptive routing and spectrum allocation for each sub-tree. An integer linear program (ILP) model is developed for the DST-OM scheme with the aim of minimizing the total spectrum consumption of all multicast demands. Moreover, we define the minimum-spectrum sub-tree (MSST) problem that requires the use of the minimum spectrum resource to serve a multicast demand. Two heuristic algorithms that explore the modulation-level-aware strategy are developed to address the MSST problem. The rest of this paper is organized as follows. Section II discusses related works and our contributions. Section III elaborates the DST-OM scheme. The ILP formulation is developed in Section IV. We define the MSST problem and develop two heuristic algorithms in Section V. Numerical results are presented and analyzed in Section VI. Finally, Section VII concludes this paper.
II. RELATED WORKS AND OUR CONTRIBUTIONS
In this section, we summarize the current status and research progress in the light-tree-based optical multicasting scheme and the conventional common source sub-tree-based optical multicasting (CSST-OM) scheme in wavelength switched optical networks, elastic optical networks, and optical data center networks. Moreover, the contributions of this paper are summarized and elaborated.
A. THE LIGHT-TREE-BASED OPTICAL MULTICASTING SCHEME
The light-tree-based optical multicasting scheme has been extensively researched in both wavelength-switched optical networks [19] - [24] and elastic optical networks [25] - [29] . Lee et al. [19] compared the performance of the light-path scheme with that of the light-tree scheme in minimizing network blocking probability for dynamic multicast traffic grooming in WDM networks. The light-tree scheme presented good performance when IP demands became high. In [20] , a dynamic light-tree-based multicast grooming algorithm was proposed to address the online multicast traffic grooming problem in WDM networks. In [21] , a cost-effective multicast-capable optical node with the tapand-continue and tap-and-binary-split functionalities was developed in WDM networks. Andrei et al. [22] studied the problem of provisioning dynamic multicast datadistribution requests with flexible scheduling over optical WDM networks. Zhu et al. [23] addressed the 3R regenerator placement problem along light-trees in WDM networks. Zhou et al. [24] derived two approximate optimal multicast light-tree computation algorithms (the rerouteto-source algorithm and the member-only algorithm) for both unweighted and non-equally weighted WDM networks. Wang and Chen [25] developed a heuristic shortest path treebased first-fit (SPT-FF) algorithm and a heuristic minimal spanning tree-based first-fit (MST-FF) algorithm to conduct light-tree construction and spectrum allocation in elastic optical networks. Gong et al. [26] studied the multicast-capable routing, modulation level, spectrum allocation (RMLSA) problem for static and dynamic multicast services in elastic optical networks. Walkowiak et al. [27] proposed two ILP formulations and a heuristic method to optimize multicast traffic with the distance-adaptive transmission. Li et al. [28] addressed the service scheduling and the RMLSA problem of the advance reserved multicast requests in softwaredefined elastic optical networks. Cai et al. [29] conducted the distance-adaptive spectrum resource allocation with shared protection for multicast sessions in elastic optical networks. Each link of a light-tree is protected by a backup path that is link-disjointed to the path from the source to each destination on the primary tree.
Since increasing numbers of multicast services are replicated and maintained in data centers, the light-tree-based optical multicasting scheme has a more meaningful application and has led to extensive studies in optical data center networks [30] - [33] . Gifre et al. [30] demonstrated an orchestrated inter-data center multicast connectivity for Ethernet services. An ABNO-driven workflow was experimentally validated to provide multicasting connectivity over a multilayer Ethernet over flex-grid network. Tokas et al. [31] demonstrated a scalable optical data center architecture with a multicasting capability. In [32] , an efficient routing and forwarding algorithm was proposed for multicast flows in large-scale optical data center networks. This algorithm could achieve remarkable performance in terms of memory consumption, processing time, hardware costs, and delivery accuracy. Zeng et al. [33] used the network function virtualization (NFV) to orchestrate the multicast-oriented NFV trees in inter-DC elastic optical networks. Thus, it can be seen that the light-tree-based optical multicasting scheme provides a promising method to serve multicast services both in wavelength-switched optical networks and elastic optical networks.
B. THE CSST-OM SCHEME
To improve the spectrum efficiency of optical data center networks while serving multicast demands, the CSST-OM scheme that uses multiple small-size sub-trees with a common data center to jointly serve one multicast demand is proposed. It is more flexible and spectrum-efficient than the single-tree-based optical multicasting (ST-OM) scheme. The existing studies involve the light-forest scheme [8] - [10] and the routing, modulation level, and spectrum allocation (RMLSA) problem [11] - [13] . In [8] , a light-forest scheme was proposed to support group multicast sessions in mesh-based optical grid networks. The minimum cost heuristic light-tree construction method and the linear lighttree construction method were proposed to construct distributed concurrent light-trees for a group multicast request in wavelength-switched optical networks. In [9] , a light-forest with rateless network coding scheme was proposed to design efficient all-optical multicast schemes for elastic optical networks. The authors incorporated the rateless network coding into the sub-tree construction. Zhu et al. [10] established the minimum light-forest problem for optimizing a light-forest for all-optical multicasting in EO-DCNs. They proposed several time-efficient heuristic algorithms to address this problem. To address the RMLSA problem of subtrees in flex-grid optical networks, the ILP model and heuristic algorithms were developed in [11] and [12] . Ruiz and Velasco [13] proposed a dynamic RMLSA algorithm for all-optical multicasting using sub-trees. Each sub-tree was constructed based on their sharing ratio on all constructed sub-trees. Zhu, and Jue [34] proposed a light-tree-based multi-class multicast flow aggregation scheme in IP over WDM networks. This paper focused on multi-class multicast flow aggregation and each subtree was constructed according to the classes of multicast services.
C. OUR CONTRIBUTIONS
In this paper, we focus on the DST-OM scheme in EO-DCNs. It uses multiple distributed small-size sub-trees to jointly serve one multicast demand and conducts the distanceadaptive routing and spectrum allocation for each sub-tree. Multicast service backup will require extra spectrum resource to realize data synchronization among multiple data centers. The required extra spectrum resource for service backup can be allocated when the traffic flow is at low density. This paper focuses on sub-tree construction for multicast demands and the synchronization technology is out the scope of this paper. Our contributions consist of three aspects.
1) To serve multicast demands with a large number of geographically scattered requesters, a novel DST-OM scheme is proposed by using multiple distributed subtrees. 2) An ILP model is developed for the DST-OM scheme with the objective of minimizing the total spectrum consumption of all multicast demands. It jointly conducts sub-tree construction, modulation-level selection, and spectrum allocation.
3) The MSST problem is defined for the DST-OM scheme. Two heuristic algorithms are developed to address the MSST problem. It conducts the modulation-level-aware requester grouping and the distance-adaptive routing, modulation level, and spectrum allocation for each multicast demand.
III. PROBLEM FORMULATION
In this section, we first describe the constraints of light-tree construction in EO-DCNs. Then, the DST-OM scheme is elaborated upon and contrasted to the CSST-OM scheme and the ST-OM scheme in a small-scale EO-DCN.
A. THE LIGHT-TREE CONSTRUCTION
In EO-DCNs, the whole spectrum in each fiber link is divided into a set of continuous frequency slots (FSs) with a constant small spectrum step. The transponder at each optical node is assumed to be tunable so that any light-tree can use different sets of contiguous FSs. The spectrum allocated on each link of a light-tree must satisfy spectrum contiguity and spectrum continuity requirements that ensure that every link uses the same set of contiguous FSs [35] . The coverage area of a light-tree is limited due to signal attenuation, lightsplitting, ASE, nonlinear impairments, and other factors. Sambo et al. [36] demonstrated the light-tree-based optical multicasting scheme through the broadcast and select node architecture. The results showed that the length of the longest branch of a light-tree is close to the reach of the transmission of an optical signal along a point-to-point light-path with the help of amplifier and equalizer. Yang et al. [9] provided Eq.
(1) to describe the relationship among the maximum transmission reach of the adopted modulation level, the transmission distance of the longest branch of a light-tree, and the number of its destination nodes. In this paper, by considering a multicast demand with a large number of geographically scattered requesters and each light-tree is only implemented by light-splitters, we adopt Eq. (1) to determine the available modulation level of a sub-tree.
In Eq. (1), S m,n denotes the transmission reach of the longest branch of a light-tree that adopts modulation level m and has n destination nodes, and d m denotes the maximum transmission reach of modulation level m. Table I lists the value of S m,n when m ∈ {1, 2, 3} and n ∈ {1, 2, 3, 4}. Typically, the transmission reaches of modulation levels BPSK, QPSK, and 8QAM are 5000 km, 2500 km, and 1250 km, respectively [11] . The transmission rates of an FS with modulation levels BPSK, QPSK, and 8QAM are 12.5 Gbps, 25 Gbps, and 37.5 Gbps respectively. 
B. THE DST-OM SCHEME
We assume that each elastic optical node is capable of alloptical multicasting in EO-DCNs. Fig. 1 presents the spectrum consumption of the DST-OM scheme, the CSST-OM scheme, and the ST-OM scheme. In Fig. 1 (a) , users u 1 , u 2 , u 3 , and u 4 all request multicast service s 1 , and the transmission rate of multicast service s 1 is assumed to be 100 Gbps. In Fig. 1 (b), multicast service s 1 is only hosted in data center d 1 . For the ST-OM scheme, a single light-tree ST 1 needs to be constructed. Since the transmission distance of the longest branch of light-tree ST 1 is 1750 km, which is less than S 1,4 and greater than S 2,4 , light-tree ST 1 must adopt the modulation level BPSK. Then, the number of the required FSs of multicast service s 1 is 100/12.5 = 8 FSs. Therefore, the total spectrum consumption of light-tree ST 1 is 4 * 8 = 32 FSs. In Fig. 1 (c) , sub-tree ST 2 and sub-tree ST 3 need to be constructed to minimize the spectrum consumption of the CSST-OM scheme. Since the transmission distance of the longest branch of sub-tree ST 2 or sub-tree ST 3 is also 1750 km (which is less than S 2,2 and greater than S 3,2 ), subtree ST 2 and sub-tree ST 3 can both adopt the modulation level QPSK. Then, the number of the required FSs of multicast service s 1 is 100/25 = 4 FSs. The total spectrum consumption of sub-tree ST 2 and sub-tree ST 3 is 2 * 4 + 2 * 4 = 16 FSs.
In Fig. 1 (d), multicast service s 1 is hosted in data center d 1 and data center d 2 . For the DST-OM scheme, we construct sub-tree ST 4 and sub-tree ST 5 , of which the source data centers are data center d 1 and data center d 2 , respectively. Since the transmission distance of the longest branch of subtree ST 4 or sub-tree ST 5 is 750 km (which is less than S 3,2 ), sub-tree ST 4 and sub-tree ST 5 can both adopt the modulation level 8QAM. Then, the number of the required FSs of multicast service s 1 is 100/37.5 = 3 FSs. The total spectrum consumption of sub-tree ST 4 and sub-tree ST 5 is 2 * 3 + 2 * 3 = 12 FSs. These results show that the DST-OM scheme has minimal spectrum consumption. Since the DST-OM scheme enables each sub-tree to adopt a high modulation level, the spectrum efficiency of the DST-OM scheme is higher than that of the ST-OM scheme and the CSST-OM scheme.
IV. THE ILP MODEL
In this section, the ILP models of the DST-OM scheme, the ST-OM scheme, and the CSST-OM scheme are developed.
A. THE ILP MODEL OF THE DST-OM SCHEME
In the developed ILP model, sub-tree construction, multicast service provisioning, modulation-level selection, and spectrum allocation are jointly considered. M = {1, 2, 3}: the set of optional modulation levels for each sub-tree, m ∈ M . Moreover, m = 1, 2, and 3 represents modulation levels BPSK, QPSK, and 8QAM, respectively. S m,n : the length of the longest branch of a sub-tree that has n destination nodes and adopts modulation level m.
: a very large positive integer.
, 1}: equals one if sub-tree k originates at data center d and terminates at user u, otherwise 0.
f k (i,j) : integer commodity-flow variable on the link(i, j) of sub-tree k. Each user of a sub-tree needs one unit of the commodity.
A s,k d,u ∈ {0, 1}: equals one if multicast service s is transmitted through sub-tree k which originates at data center d and terminates at user u, otherwise 0.
B k s ∈ {0, 1}: equals one if multicast service s is transmitted through sub-tree k, otherwise 0.
L k i : integer variable that indicates the length of the longest branch that roots at node i in sub-tree k.
n k i ∈ {0, 1}: equals one if node i is occupied by sub-tree k, otherwise 0.
Z k m ∈ {0, 1}: equals one if sub-tree k adopts modulation level m, otherwise 0.
Y k s,m ∈ {0, 1}: equals one if multicast service s is transmitted through sub-tree k, which adopts modulation level m, otherwise 0. γ m,n k ∈ {0, 1}: equals one if sub-tree k satisfies the specific m and n according to Eq. (1), where m is the adopted modulation level and n is the number of destination nodes, otherwise 0.
H s d ∈ {0, 1}: equals one when data center d hosts multicast service s, otherwise 0. n k : integer variable which denotes the number of the destination users of sub-tree k. l k : integer variable which denotes the length of the longest branch of sub-tree k.
With the objective in Eq. (2), we aim to minimize the total spectrum consumption of all constructed sub-trees.
4) SUB-TREE CONSTRUCTION CONSTRAINTS
Equation (3) ensures flow conservation at every intermediate node. Moreover, each user has no outgoing flows, and the source data center has no incoming flows. Equations (4)- (5) ensure that a link is occupied by a sub-tree only if there is a positive flow on this link. Equation (6) ensures that a subtree only has one source data center. Equations (7)- (9) ensure that sub-tree k originates at data center d and terminates at user u as long as data center d and user u both belong to sub-tree k.
5) MULTICAST SERVICE PROVISIONING CONSTRAINTS
Equations (10)- (11) ensure that every user can only obtain the desired multicast service. Equations (12)- (13) determine the data center that should host the required multicast service. Equation (14) ensures that a sub-tree can be used to transmit only one multicast service at most. Equations (15)- (17) ensure that user u obtains multicast service s from sub-tree k that originates at data center d and terminates at user u if multicast service s is transmitted through sub-tree k and subtree k originates at data center d and terminates at user u.
Equation (18) ensures that the branch can only be rooted at the node that is located on sub-tree k. Equation (19) determines the length of the branch that is rooted at node i on the sub-tree k. Equation (20) calculates the length of the longest branch of sub-tree k.
Equation (21) calculates the number of users that subtree k covers. Equations (22)- (24) set the value of γ m,n k . Equation (22) ensures that a sub-tree with the specific n can at most adopts a kind of modulation level. Equation (23) determines the number of destination users for γ m,n k . Equation (24) ensures that the transmission distance of the adopted modulation level which satisfies the specific m and n according to Eq. (1), exceeds the length of the longest branch of a lighttree. Equation (25) ensures that each sub-tree can only adopt one kind of modulation level. Equation (26) determines the modulation level adopted by sub-tree k. Equations (27)- (29) set the value of Y k s,m . Y k s,m is set to one if multicast service s is transmitted through sub-tree k and sub-tree k adopts modulation level m. Otherwise, it is set to zero.
Equation (30) calculates the number of FSs assigned to sub-tree k. Moreover, an extra free FS is allocated for each multicast service as a guard band. Equation (31) ensures that the spectrum can only be assigned to the links of a sub-tree. Equation (32) determines the number of FSs that are allocated on each link of a sub-tree.
9) SPECTRUM CONTIGUITY AND CONTINUITY CONSTRAINTS
∀f ∈ , ∀k ∈ T (38) Equation (33) ensures the spectrum contiguity requirement at each optical node. Since Eq. (33) is nonlinear, we define a positive integer variable G k (j,i),f = f k (j,i) * X k (j,i),f and use Eqs. (34)-(37) to linearize Eq. (33) . Equation (38) ensures the spectrum continuity requirement on each link of sub-tree k.
10) UNIQUENESS AND CAPACITY CONSTRAINTS
Equation (39) ensures that an FS in a fiber link can only be assigned to one sub-tree. Equation (40) ensures that the total number of FSs assigned to all sub-trees through a fiber link does not exceed this link's capacity.
B. THE ILP MODEL OF THE CST-OM SCHEME
For the CSST-OM scheme, all constructed sub-trees for a multicast demand have a common source data center.
Equation (41) ensures that a multicast service can only be placed in one data center. Therefore, all sub-trees of a multicast demand have a common source data center. VOLUME 6, 2018
C. THE ILP MODEL OF THE ST-OM SCHEME
For the ST-OM scheme, only one light-tree is constructed to serve a multicast demand.
Equation (42) ensures that a multicast service can be transmitted only through one light-tree.
V. HEURISTIC APPROACH
We define the MSST problem that requires the use of the minimum spectrum resource to serve a multicast demand. To solve the MSST problem, a heuristic approach is developed. It consists of two major steps, requester grouping and sub-tree construction. For requester grouping, we develop the highest modulation-level-aware requester grouping (HMLA-RG) algorithm and the lowest modulationlevel-aware requester grouping (LMLA-RG) algorithm. The HMLA-RG algorithm groups requesters according to their highest available modulation levels. The LMLA-RG algorithm groups requesters according to their geographical positions and their lowest available modulation levels. For sub-tree construction, we adopt the distance-adaptive routing and spectrum allocation (DA-RSA) algorithm.
A. THE REQUESTER GROUPING ALGORITHM
The HMLA-RG algorithm and the LMLA-RG algorithm first divide all requesters into several big requester groups according to their distances from data centers. That means that all requesters who are closest to a common data center will be grouped into one big requester group. In Fig. 2 , for requester u, the HMLA-RG algorithm and the LMLA-RG algorithm both calculate and compare distances
) denotes the shortest distance between requester u and data center d. If requester u is closest to data center d, then u will be added into requester group G d which denotes a big requester group in which any requester is closest to data center d. Then, the HMLA-RG algorithm groups requesters in G d according to their highest available modulation levels. It first searches the requester that is the farthest away from the data center and adds it into an empty candidate requester group. Then, it adds the nearest requester into this candidate requester group until the added requester will reduce the highest available modulation level for this candidate requester group. The HMLA-RG algorithm conducts the above process until every requester is added into a requester group. In Fig. 3(a) , there exist three requesters, u 1 , u 2 , and u 3 ,
. At first, we add u 1 into g 1 and calculate the highest available modulation level M (g 1 ) = m, where M (g) denotes the highest available modulation level for requester set g and M (g) is determined by Eq. (1). In Fig. 3(b) , u 2 is the nearest requester for light-tree where N (u, T (d, g) ) denotes the shortest distance between requester u and the shortest-path tree
). Therefore, we add u 2 into g 1 , g 2 = u 2 ∪ g 1 . The HMLA-RG algorithm adds the nearest requester into the candidate requester group until the nearest requester will reduce the highest available modulation level. In Fig. 3(c) , if M (g 2 ∪ u 3 ) < M (g 2 ), u 3 cannot be added into requester set g 2 . However, the LMLA-RG algorithm divides all requesters in a big requester group into multiple small requester groups according to their lowest available modulation levels. It first searches the requester that is farthest away from the data center and adds it into an empty candidate requester group. Then, it adds the nearest requester into this candidate requester group until there does not exist an available modulation level for this candidate requester group. In Fig. 3(c) , if there is not an available modulation level for requester group g 2 ∪ u 3 , u 3 cannot be added to g 2 . In the following pseudo-codes, S denotes a set of multicast services, R denotes a set of multicast demands, s r denotes the multicast service required by multicast demand r, D s r denotes a set of data centers that host multicast service s r , U r denotes all requesters of multicast demand r, G d denotes the big requester group in which all requesters are closest to data center d, GD denotes all big requester groups, and GS denotes all requester groups.
The time complexity of the HMLA-RG algorithm is O(|R| * |D| * |U | 4 * |V | 2 * (|V | + |U |)), where |V | is the number of optical nodes, |D| is the number of data centers, |U | is the number of users, and |R| is the number of multicast demands. The following analyses are under the worst case. The time complexity is |U | * |D| * |V | 2 from step 4 to 
add r n into g n , remove r n from G d , go 
B. THE DA-RSA ALGORITHM
The DA-RSA algorithm conducts the distance-adaptive routing and spectrum allocation for each sub-tree. Here, we adopt the shortest-path tree algorithm for the sub-tree routing. It first constructs a set of spectrum window planes (SWPs) according to the adopted modulation level. Then, it scans all these SWPs to find a shortest-path tree and uses Eq. (1) to determine if the adopted modulation level is feasible. If there is not a shortest-path tree or the found shortest-path tree does not satisfy Eq. (1), the DA-RSA algorithm will decrease the adopted modulation level and start over until a feasible shortest-path tree is found.
The SWP is based on the spectrum window (SW) that represents a certain number of continuous FSs [37] , [38] . The size of an SW is equal to the number of required FSs of a multicast service. For a multicast service with N required FSs, the fiber link with FSs set {f 1 , f 2 , . . . , f | | } contains a total of (| | − N + 1) SWs. In Fig. 4 , there are 20 FSs in a fiber link. For a multicast demand with 4 required FSs, SW 1 (whose indices range from 1 to 4) is the first SW and the total number of SWs in this link is 17 from SW 1 to SW 17 . The EO-DCN can be split into multiple SWPs, as presented in Fig. 5 . In each SWP, a virtual link between a pair of nodes is connected if all FSs of the corresponding SW in this link are available. The DA-RSA algorithm scans the whole set of SWPs to find the required shortest-path tree. In the following pseudo-codes, TS denotes a set of sub-trees, ST denotes a set of SWPs, T g denotes the shortest-path tree constructed for user group g, and T swp denotes a shortest-path tree found in current SWP. Moreover, a requester group can be defined as (d g , U g ), where d g denotes the source data center of requester group g and U g denotes all requesters in requester group g. initialize ST with (| | − N + 1) SWPs; 7:
for each spectrum window plane SWP ∈ ST (from the lowest to highest index) do 8:
remove all available links, search a shortestpath tree T swp from d g to U g for requester group g; 9:
if (T swp = null && the length of the longest branch of T swp is smaller than S m,n ) do 10:
T g ← T swp ; 12:
else if (the total hops of T swp is smaller than that of T g ) do 13:
T Therefore, the time complexity is |R| × |U | × |M | × | | × (|U | + |V |) 2 from step 2 to step 21. The Algorithm 2 is also guaranteed to run in polynomial time.
C. BASELINE ALGORITHM
Yang et al. [9] incorporated the rateless network coding (R-NC) in the light-forest scheme and designed several heuristic algorithms to perform the multicast-capable routing, modulation level, and spectrum allocation. Moreover, the proposed heuristic algorithms split the traffic into multiple sub-streams and sent them over several light-trees. In this paper, we do not consider traffic-splitting for any multicast service. Zhu et al. [10] proposed a node-based lighttree decomposition and pruning (N-LT-DP) algorithm for the light-forest scheme. The N-LT-DP algorithm precalculated a single large-size light-tree without considering the quality of transmission (QoT) constraint and modified it to a feasible light-forest by iteratively deleting the destination node that has the longest branch. However, the N-LT-DP algorithm did not incorporate the impact of the destination node number of each sub-tree into sub-tree construction. They assumed that a sub-tree can have as many destination nodes as possible as long as the length of each branch did not exceed the given transmission reach of the adopted modulation level. Fan et al. [11] , [12] proposed a spectrum-aware link-sharing ratio grouping (SA-LRG) algorithm to construct sub-trees. The SA-LRG algorithm grouped requesters according to their feasible paths. However, the SA-LRG algorithm did not consider the QoT constraint while constructing sub-trees. Therefore, the N-LT-DP algorithm and the SA-LRG algorithm are not suitable for the CSST-OM scheme considering the relationship among the adopted modulation level, the transmission distance of the longest branch, and the number of destination nodes, as described in Eq. (1) . In this paper, we use the HMLA-RG algorithm and the LMLA-RG algorithm to group requesters for the CSST-OM scheme. The HMLA-RG-based CSST-OM scheme and the LMLA-RGbased CSST-OM scheme are evaluated in Section VI. For the ST-OM scheme, the distance-adaptive routing, modulation level, and spectrum allocation algorithm are evaluated.
VI. PERFORMANCE EVALUATION
In this section, the performances of the proposed DST-OM, CSST-OM, and ST-OM schemes are measured under static and dynamic scenarios. The ILP formulations are conducted on the n6e8 network presented in Fig. 1 (a) . The heuristic approach is conducted on NSFNet and the USB as presented in Fig. 9 . All fiber links in these topologies are assumed to be bidirectional. The ILP formulations and the heuristic approach are implemented by using JAVA in ILOG CPLEX V12.5 and Eclipse-JEE-LUNA-SR2, respectively.
A. THE STATIC SCENARIO
In the n6e8 network, each fiber link is assumed to contain 50 FSs. All multicast demands are generated in advance, and each has at least two requesters. In the ILP formulation, a multicast service can be hosted in any data center, but all sub-trees of a multicast demand in the CSST-OM scheme have a common source data center and only one light-tree is constructed for a multicast demand in the ST-OM scheme. For each sub-tree, the modulation levels of BPSK, QPSK, and 8QAM are optional. Fig. 6, Fig. 7 , and Fig. 8 present the spectrum consumption, the number of sub-trees, and the number of the backups of multicast services of the proposed DST-OM scheme, the CSST-OM scheme, the ST-OM scheme, and the heuristic approach. Fig. 6 shows that the proposed DST-OM scheme reduces spectrum consumption by approximately 5.27% more than the CSST-OM scheme and by approximately 30.82% more than the ST scheme. In simulations, we find that the DST-OM scheme exhibits good performance when a multicast demand has four requesters. In other words, the DST-OM scheme is more suitable for the multicast demand with a large number of requesters. This advantage is equally verified in the following dynamic scenario. Fig. 7 shows that the total number of the constructed light-trees of the DST-OM scheme equals that of the CSST-OM scheme and is greater than that of the ST scheme. The proposed DST-OM scheme and the CSST-OM scheme both will consume more transmitters. Fig. 8 shows that the DST-OM scheme will consume approximately 50% more storage resources than the CSST-OM scheme and the ST-OM scheme. In other words, approximately half of the multicast services are replicated and maintained in both data centers. The DST-OM scheme reduces the spectrum consumption of multicast demands by consuming more storage resource. For a given network, it is important to conduct the trade-off between spectrum resources and storage resources when deciding which kind of light-tree scheme should be adopted.For current large and ultra-large data centers, storage resources are easily deployed and expanded by adding more hard disk drives and memory banks. It is worth sacrificing storage resources to accommodate more multicast demands. Therefore, the DST-OM scheme provides a promising approach to serve multicast demands in current and future EO-DCNs. Moreover, the performance of the proposed heuristic approach is equivalent to that of the ILP formulation for the DST-OM scheme. In other words, the heuristic approach can also present a good performance in small-scale EO-DCNs. In simulations, CPLEX needs to consume plenty of time to obtain the optimal solution when the number of multicast demands is large. The ILP model of the DST-OM scheme needs to jointly conduct sub-tree construction, modulation-level selection, and spectrum allocation, causing the computational complexity to be very high. In the following sub-section, we verify the performance of the proposed heuristic approach. Using the heuristic approach to realize the DST-OM scheme is efficient and practical for large-scale EO-DCNs with a large number of multicast demands.
B. THE DYNAMIC SCENARIO
In the dynamic scenario, the total number of multicast demands is assumed to be 10000, and the bandwidth requirement of each multicast service is randomly set to {40 Gbps, 60 Gbps, 80 Gbps, 100 Gbps}. For the CSST-OM scheme and the ST-OM scheme, any multicast service is hosted only in one data center. For the DST-OM scheme, any multicast service is hosted in all data centers. For any multicast service, each user has a probability of p. The arrival of each multicast demand follows a Poisson distribution with λ requests per second and the holding time follows the exponential distribution with a mean 1/µ. Consequently, the traffic load is measured by λ/µ in Erlang. Since a multicast demand consumes more spectrum resource than the conventional unicast demand, we assume that each link contains 600 FSs.
We measure the blocking probability and the spectrum consumption of the HMLA-RG algorithm-based CSST-OM scheme (HMLA-RG-CSST-OM), the LMLA-RG algorithm-based CSST-OM scheme (LMLA-RG-CSST-OM), the HMLA-RG algorithm-based DST-OM scheme (HMLA-RG-DST-OM), the LMLA-RG algorithm-based DST-OM scheme (LMLA-RG-DST-OM), and the ST-OM scheme when p = 0.4 and p = 0.6. For NSFNet, Fig. 10 shows that the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 87.48% better than HMLA-RG-CCST-OM and by approximately 94% better than the ST-OM scheme when p = 0.4. Moreover, the blocking probability of the HMLA-RG-CCST-OM scheme is very close to that of the LMLA-RG-CCST-OM scheme, and the blocking probability of the HMLA-RG-DST-OM scheme is also very close to that of the LMLA-RG-DST-OM scheme. In other words, the HMLA-RG algorithm is only slightly better than the LMLA-RG algorithm when serving multicast demands that have relatively few requesters. Fig. 11 shows that the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 57.8% better than the HMLA-RG-CCST-OM scheme and by approximately 73.9% better than the ST scheme when p = 0.6. Moreover, the blocking probability of the HMLA-RG-CCST-OM scheme is very close to that of the LMLA-RG-CCST-OM scheme. However, the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 26.4% better than the LMLA-RG-DST-OM scheme. In other words, the HMLA-RG algorithm is more suitable for the DST-OM scheme than the CCST-OM scheme when serving multicast demands that have relatively more requesters.
For USB, Fig. 12 shows that the HMLA-RG-DST-OM scheme can reduce blocking rate by approximately 38.9% better than the HMLA-RG-CCST-OM scheme and by approximately 46.5% better than the ST scheme when p = 0.4. HMLA-RG-CCST-OM can reduce blocking probability by approximately 1.6% better than the LMLA-RG-CCST-OM scheme and the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 8.27% better than the LMLA-RG-DST-OM scheme. Fig. 13 shows that the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 15.9% better than the HMLA-RG-CCST-OM scheme and by approximately 24.9% better than the ST-OM scheme when p = 0.6. The HMLA-RG-CCST-OM scheme can reduce blocking probability by approximately 3.68% better than the LMLA-RG-CCST-OM scheme, and the HMLA-RG-DST-OM scheme can reduce blocking probability by approximately 5.37% better than the LMLA-RG-DST-OM scheme. Since the distance between any two nodes in USB is relatively long,the blocking probability is very high for the CCST-OM scheme and the ST-OM scheme. Compared with the HMLA-RG-CCST-OM scheme, the LMLA-RG-DST-OM scheme, and the ST-OM scheme, the HMLA-RG-DST-OM scheme is more suitable for large-scale networks with a large number of requesters.
For NSFNet, Fig. 14 shows that the HMLA-RG-DST-OM scheme can reduce spectrum consumption by approximately 64.2% better than HMLA-RG-CCST-OM when p = 0.4. Since the blocking probability of the ST-OM scheme is very low, the spectrum consumption of the ST-OM scheme is lower than that of the DST-OM scheme when p = 0.4 and p = 0.6. Fig. 15 shows that the HMLA-RG-DST-OM scheme can reduce spectrum consumption by approximately 56.68% better than the HMLA-RG-CCST-OM scheme when p = 0.6. Moreover, the spectrum consumption of the HMLA-RG-CCST-OM scheme is lower than that of the LMLA-RG-CCST-OM scheme, and the spectrum consumption of the HMLA-RG-DST-OM scheme is also lower than that of the LMLA-RG-DST-OM scheme. The HMLA-RG algorithm is more suitable for the DST-OM scheme than the CCST-OM scheme when serving multicast demands. For USB, Fig. 16 shows that the HMLA-RG-DST-OM scheme can reduce spectrum consumption by approximately 27.2% better than the HMLA-RG-CCST-OM scheme when p = 0.4. Fig. 17 shows that the HMLA-RG-DST-OM scheme can reduce spectrum consumption by approximately 27.8% better than the CCST-OM scheme when p = 0.6. Moreover, the HMLA-RG-DST-OM scheme can reduce spectrum consumption by approximately 9.98% better than the LMLA-RG-DST-OM scheme when p = 0.4 and by approximately 7.88% better when p = 0.6. The HMLA-RG algorithm presents better performance than the LMLA-RG algorithm for the proposed DST-OM scheme even in a large-scale network. We can find that the proposed DST-OM scheme achieves higher spectrum efficiency and lower blocking probability than the CCST-OM scheme and the ST-OM scheme in small-scale and large-scale networks. The HMLA-RG algorithm presents better performance than the LMLA-RG algorithm both in small-size and large-size networks when p = 0.4 and p = 0.6.
VII. CONCLUSION
In this paper, we study the problem of multicast service provisioning while leveraging service backup among multiple distributed data centers in EO-DCNs. A DST-OM scheme that achieves low blocking probability and high spectrum efficiency when serving multicast demands is proposed. Moreover, the MSST problem is also defined. The HMLA-RG algorithm presents better performance than the LMLA-RG algorithm while addressing the MSST problem. The HMLA-RG-DST-OM scheme provides a promising approach to serving multicast demands in EO-DCNs. 
