Abstract. We show that the geometry of a Riemannian manifold (M, G) is sensitive to the apparently purely homotopy-theoretic invariant of M known as the Lusternik-Schnirelmann category, denoted cat LS (M ). Here we introduce a Riemannian analogue of cat LS (M ), called the systolic category of M . It is denoted cat sys (M ), and defined in terms of the existence of systolic inequalities satisfied by every metric G, as initiated by C. Loewner and later developed by M. Gromov. We compare the two categories. In all our examples, the inequality cat sys M ≤ cat LS M is satisfied, which typically turns out to be an equality, e.g. in dimension 3. We show that a number of existing systolic inequalities can be reinterpreted as special cases of such equality, and that both categories are sensitive to Massey products. The comparison with the value of cat LS (M ) leads us to prove or conjecture new systolic inequalities on M .
Introduction
In his paper [Ga71] , T. Ganea demonstrated the usefulness of the study of numerical (i.e. Z-or N-valued) topological invariants, such as the Lusternik-Schnirelmann category cat LS . For closed smooth manifolds M, one can consider additional numerical invariants, such as the minimal number of balls that cover the manifold, or the minimal number of critical points of a smooth function on M, etc. Here we introduce (a few versions of) a Riemannian analogue of cat LS (M), called the systolic category of M, as in Definition 2.2. It is defined in terms of the existence of "curvature-free" systolic inequalities satisfied by every metric G, as initiated by C. Loewner [Pu52] and developed later by M. Gromov [Gr83] .
Given that a dozen or so numerical invariants have by now been studied [CLOT03] , one could legitimately ask, why define another one? We feel that systolic category is the only numerical invariant possessing a differential geometric flavor, thus adding some Riemannian spice to an increasingly homotopy-theoretic field. Furthermore, systolic category provides an intuitive point of entry for differential geometers into the field of numerical invariants.
It is natural to compare cat sys with the other numerical invariants mentioned above. Here we start this program and show that cat sys is sensitive to cat LS , which is a purely homotopic invariant. We verify the equality cat sys = cat LS in dimension 3 based on the results of Gómez-Larrañaga and Gonzáles-Acuña [GG92] , see also [OR01] . We show that a number of existing systolic inequalities can be reinterpreted as special cases of such equality, cf. (4.3), (2.4), and (9.5).
We state at the outset that, while a precise Definition 2.2 appears below, it is not entirely clear what the "right" definition of systolic category should be, cf. (2.4), (4.3), (12.2). We present what we feel is compelling evidence suggesting the existence of a coherent notion of this sort.
In higher dimensions, no immediate (direct) connections of the two categories are as yet available, but we observe that they have parallel behavior and common points of sensitivity. More specifically, we make the following observations:
• the two categories coincide in dimensions 2 and 3;
• the two categories attain the maximal value (i.e. dimension) simultaneously; • both categories admit a lower bound in terms of the real cuplength; • both categories are sensitive to Massey products, cf. section 11. The comparison with the value of cat LS (M) leads us to prove or conjecture new systolic inequalities on M, e.g. (7.3), (7.7), (8.2), (9.6). Conversely, the comparison with the value of cat sys leads to open questions about cat LS , cf. (7.6).
All manifolds are assumed to be closed, connected and smooth unless explicitly mentioned otherwise. To the extent that our paper aims to address both a topological and a geometric audience, we attempt to give some indication of proof of pertinent results that may be more familiar to one audience than the other.
Systoles
Let M be a (smooth) manifold equipped with a Riemannian metric G. We will now define the systolic invariants sys k (M, G). In the sequel, we abbreviate sys k (M, G) as sys k (M), sys k (G) or even sys k , depending on the context. Definition 1.1. The homotopy 1-systole, denoted sysπ 1 (M, G), is the least length of a non-contractible loop in M. The homology 1-systole, denoted sysh 1 (M, G), is defined in a similar way, in terms of loops which are not zero-homologous.
Clearly, sysπ 1 ≤ sysh 1 . Now let k ∈ N. Higher homology k-systoles sysh k , with coefficients over a ring A = Z or Z 2 , are defined similarly to sysh 1 , as the infimum of k-areas of k-cycles, with coefficients in A, which are not zero-homologous. Note that we adopt the usual convention, convenient for our purposes, that the infimum over an empty set is infinity.
When k = n is the dimension, sysh n (M, G) is equal to the total volume vol n (M, G) of a compact Riemannian n-manifold (M, G). More detailed definitions appear in the survey [CrK03] . We do not consider higher "homotopy" systoles. All systolic notions can be defined similarly on polyhedra, as well [Gr96, Ba02] . Definition 1.2 (cf. [Fe69, BK03] ). Given a class α ∈ H k (M; Z) of infinite order, we define the stable norm α R by setting
where α R denotes the image of α in real homology, while α(m) runs over all Lipschitz cycles with integral coefficients representing mα. The stable homology k-systole, denoted stsys k (G), is defined by minimizing the stable norm α R over all integral k-homology classes α of infinite order.
Remark 1.3. All the systolic invariants defined in this section are positive for smooth compact manifolds. For the homology and homotopy 1-systoles, this follows by comparison with the injectivity radius. For stable k-systoles the positivity follows by a calibration argument. For the k-systoles (k ≥ 2), since torsion classes are involved, one cannot use differential forms. An argument proving positivity was outlined in [BCIK04, Section 2].
The stable homology 1-systole stsys 1 is easy to compute for orientable surfaces, because it coincides with the ordinary homology 1-systole. In fact this is true for the codimension one systole of any orientable manifold [Fe74, Wh83] . However, the situation is entirely different when the codimension is bigger than 1. For example, every 3-manifold M with b 1 (M) ≥ 1 is (1,2)-systolically free [BabK98] , meaning that there exists a sequence of metrics G j of volume going to zero as j → ∞, and yet the product of systoles is big, i.e.
(1.1)
Meanwhile, the freedom phenomenon disappears when we replace sysh 1 by the stable systole stsys 1 , cf. inequality (2.3).
Systolic categories
Let (M n , G) be a Riemannian manifold. Recall that, in our convention, the systolic invariants are infinite when defined over an empty set of loops or cycles.
Definition 2.1. Given k ∈ N, k > 1 we set
Furthermore, we define
where k i ≥ 1 for all i = 1, . . . , d. We will consider scale-invariant inequalities "of length d" of the following type:
satisfied by all metrics G on M, where the constant C(M) depends only on the topological type of M but not on the metric G. Here sys k denotes the minimum of all non-vanishing systolic invariants in dimension k as defined above.
Definition 2.2. Systolic category of M, denoted cat sys (M), is the largest integer d such that there exists a partition (2.1) with
for all metrics G on M.
In particular, cat sys M ≤ dim M.
Example 2.3. Every orientable n-manifold N with positive Betti number b k (N) ≥ 1 satisfies Gromov's stable systolic inequality
In our notation, inequality (2.3) implies the following bound for the stable systolic category:
see (9.5) for a generalisation in terms of real cuplength. The constant in (2.3) depends on the Betti number, and was studied in [Heb86, BK03] . The constant can be optimal in certain cases, such as Gromov's inequality for the stable 2-systole of complex projective spaces (9.4), as well as for k = 1 [BK03, BK04] .
In general, systolic inequalities involving any higher k-systole are notoriously hard to come by, in view of the widespread phenomenon of systolic freedom, see (1.1), [Gr99,  We express the hope that by exhibiting a connection with LusternikSchnirelmann category as well as some motivated conjectures, we will stimulate further research in the direction of new systolic inequalities. We therefore conclude with the following questions. 
Categories agree in dimension 2
Every compact surface M (orientable or not) with infinite fundamental group satisfies Gromov's inequality [Gr83] 
For the projective plane RP 2 , we have Pu's optimal inequality [Pu52] (
Tighter estimates are available as Euler characteristic becomes unbounded [Gr83, KS04] , but they are irrelevant here. The conclusion is that
for all closed surfaces M. Namely, we have cat LS M = 1 for M = S 2 and cat LS M = 2 for all M = S 2 . However, one cannot expect (3.2) to hold in all dimensions, cf. Example 8.5.
Essential manifolds and detecting elements
A closed n-manifold M is called essential if there exist a group π, a (possibly twisted) coefficient system A on the Eilenberg-Mac Lane space K(π, 1), and a map f : M → K(π, 1), such the homomorphism
is non-zero. Here without loss of generality we can assume that π = π 1 (M). When we want to fix the twisted system A, we say that M is Aessential. In the language of [OR01, Ru99] , M is A-essential if and only if the fundamental cohomology class in H n (M; A) is a detecting element of category weight n. Clearly, M is essential if it admits a map to a space K(π, 1) such that the induced homomorphism in n-dimensional homology sends the A-fundamental class to a nonzero class. (1) the manifold M is essential;
Proof. The equivalence of (1) and (2) is proved in [Ber76] , see also [CLOT03, Theorem 2.51]. In fact, I. Berstein [Ber76] proved that cat LS M = dim M if and only if M is essential in a particular sheaf, namely the tensor product I ⊗ . . . ⊗ I of the augmentation ideal I of the group ring of the fundamental group. In greater detail, one has an element a ∈ H 1 (M; I), the characteristic class of the universal cover, and cat LS M = dim M = n if and only if a n = 0. The implication (3) ⇒ (1) results from an obstruction theoretic argument, cf. [Ba93, Lemma 8.5], while the implication (1) ⇒ (3) is obvious.
Theorem 4.2 ([Gr83]). Every essential Riemannian manifold M satisfies the inequality
Here the constant C n is on the order of n 2n 2 . In other words, the quotient
is bounded away from zero. In our terminology, this implies that homotopy systolic category is the maximal possible:
Better bounds are available as the topological complexity of M increases [KS04] , but they are irrelevant here for the moment.
Remark 4.3. In the appendix to [Gr83] , Gromov proved an inequality of type (4.1) for Riemannian n-dimensional polyhedra that satisfy condition (3) of Theorem 4.1.
The converse was proved in [Ba93] . Namely, systolic category is less than n for inessential n-manifolds, cf. Section 5. Combined with Theorem 4.1, this yields the following theorem, in harmony with equality (3.2).
Theorem 4.4. Let M be a n-manifold. Then cat sys (M) = n if and only if cat LS (M) = n.
Inessential manifolds and pullback metrics
We prove a compression result valid for any of our systolic notions, including the homotopy 1-systole. 
is violated, for any C < ∞, by a suitable metric on M.
Proof. Without loss of generality we can assume that M and K are polyhedra and f is linear on each simplex, and on each top dimensional simplex f is a projection to a face of positive codimension. Choose a fixed piecewise linear metric G P L on K (n−1) . This amounts to a choice of a positive quadratic form on each simplex, such that the forms of neighboring simplices agree on their common face. Then the pullback f * (G P L ) is a positive quadratic form on M which is of rank at most (n − 1) at every point of M. Nonetheless, volume of a Lipschitz simplex can be defined as usual with respect to this form. Thus its k-systole can be defined. Since f induces a monomorphism f * by hypothesis, the systole is positive by construction:
Then the inequality (5.1) is certainly violated, to the extent that the left hand side is positive, whereas the right hand side vanishes. The "metric" f * (G P L ) has two shortcomings. First, it is only defined on the full tangent space at x ∈ M when x ∈ M (n−1) , i.e. outside the codimension 1 skeleton of M. Furthermore, the positive quadratic form is not definite, even in the interior of a top dimensional cell. Both shortcomings are overcome by the metric
where G 0 is a fixed smooth "background" metric on M, while φ M (n−1) is a function of "bump" type, which equals 1 outside of an ε-neighborhood of the codimension 1 skeleton, and vanishes in an ε/2-neighborhood. The volume becomes arbitrarily small when ε tends to zero, thus vio-
The following corollary, which is a converse of Theorem 4.2, is due to I. Babenko [Ba93] . Proof. Indeed, if M n is inessential then, by Theorem 4.1, there exists a map f : M → K = K(π 1 (M), 1) that induces an isomorphism of fundamental groups and such that f (M) ⊂ K (n−1) , and we apply our compression theorem to the homotopy 1-systole.
Manifolds of dimension 3
The main result of the paper [GG92] , cf. also [OR01] , is the following theorem.
is a free non-trivial group, and cat LS M = 3 otherwise.
The proof, in the orientable case, goes roughly as follows. Decompose a 3-manifold M as a connected sum. If π 1 (M) is not free, then at least one of the summands has finite fundamental group or is aspherical [Hem76] . Let X be such a summand. If X is aspherical, then M is essential. If π 1 (X) = π is finite, we have π 2 (X) = 0, since X is covered by the homotopy 3-sphere. Hence we have the Hopf exact sequence
and the degree of the first (Hurewicz) map is equal to the order of fundamental group.
In the case of free fundamental group, the theorem follows from the fact that the manifold is homotopy equivalent to a connected sum of 2-sphere bundles over the circle.
Corollary 6.2. Let M be a 3-manifold. Then:
For non-orientable 3-manifold with free fundamental group we only prove that 1 ≤ cat sys M ≤ cat LS M = 2. In fact, it turns out that in this case we also have cat sys M = 2 [KR05] .
Proof. (i) is obvious.
(ii) The equality cat LS M = 3 follows from Theorem 6.1, and we apply Theorem 4.4.
(iii) If the fundamental group of M is free, then cat LS M = 2 by Theorem 6.1. Since b 1 (M) ≥ 1, we have cat sys M ≥ 2 by (2.3), and cat sys M ≤ 2 by Theorem 4.4.
Remark 6.3. Let f : M → K(π 1 (M), 1) be a map that induces an isomorphism of fundamental groups. An interesting role in dimension 3 is played by the lowest dimension d min of the skeleton of K(π 1 (M), 1) that f can be deformed into. For 3-manifolds, this dimension determines both categories. Namely, if d min = 1 then both categories are 2, whereas if d min = 3, both categories are also 3. Here d min cannot be equal to 2. (Indeed, if f can be deformed into the 2-skeleton then M is inessential, and so cat LS M ≤ 2, and so π 1 (M) is free, and so K(π 1 (M), 1) is homotopy equivalent to a wedge of circles.) The case of maximal d min = n = dim(M) also characterizes the case when both categories equal n, by Theorem 4.4. Could one say something in general when this dimension is smaller than n?
Manifolds with category smaller than dimension
Assume b 1 (M) = b ≥ 1. An optimal systolic inequality (7.5) was studied in [IK04] , cf. [BCIK04, BCIK05, KL04] . Denote by J 1 (M) the b-dimensional (Jacobi) torus of M. Consider the homomorphism ϕ : π 1 (M) → H 1 (M; Z) → Z b , where the first homomorphism is the abelianisation and the second one is the quotient homomorphism over the torsion subgroup, and let
be a map that induces the homomorphism ϕ on fundamental groups (the so-called Abel-Jacobi map, cf. [Li69] ). We have the pull-back diagram
where the map p is the universal cover. A typical fiber F M of A projects diffeomorphically to a typical fiber F M of A. Denote by where we allow a systole of (M , G) to participate in the definition of systolic category (2.2).
Proof. The Jacobi torus is equipped with the stable norm associated with G. Equip the Jacobi torus with the Euclidean norm E defined by the ellipsoid of largest volume inscribed in the unit ball of the stable norm . It was proved in [IK04] that the homotopy class of A contains a map
where the map f may not be distance decreasing, but is nonetheless non-increasing on b-dimensional areas. It follows from the coarea formula that M satisfies an optimal inequality
where γ b is the Hermite constant, i.e. the maximum, over all lattices of unit covolume in R n , of the least square-length of a nonzero vector in the lattice. By hypothesis, the class of the fiber is nontrivial, and therefore sysh n−b (M , G) ≤ deg(A). It follows that its systolic category is at least b + 1. Example 7.4. Let Σ be a surface different from S 2 . Let M = Σ × S n . Then the cup-length of M is 3 for a suitable choice of coefficients. Hence Lusternik-Schnirelmann category is 3, and one can ask if the systolic category of Σ × S n is equal 3. This is true in the orientable case since real cup-length is a lower bound for systolic category (9.5). Now consider M = RP 2 × S n . We conjecture that M satisfies an inequality of type
where perhaps sys n should be replaced by either the stable systole, or systole with Z 2 coefficients. See also (9.6). How does this fit in with the results of M. Freedman [Fr99] ?
Category of simply connected manifolds
We first recall the following general result. Proof. Since M is not a homotopy sphere, then H 2 (M; Z p ) = 0 for some prime p. Indeed, otherwise, by Poincaré duality, H n−2 (M; Z p ) = 0 for all prime p. In other words, H i (M; Z p ) = 0 for all primes p and all i = 0, n. By the Universal Coefficient Theorem, we have H i (M) = 0 for i = 0, n, and so M is a homotopy sphere because it is simply connected. Let x ∈ H 2 (M; Z p ) \ {0}. By Poincaré duality, there exists an element y ∈ H n−2 (M; Z p ) such that xy = 0. Now the cup-length estimate implies cat LS M ≥ 2, and the claim follows from Theorem 8.1.
Example 8.3 (Four-manifolds with category 2). If M
4 is simply connected and is not homotopy equivalent to S 4 , then the second Betti number is positive, and M satisfies the stable systolic inequality in middle dimension:
cf. inequalities (2.3) and (9.4), and hence cat sys (M) = 2. On the other hand, cat LS M = 2 by Corollary 8.2, in harmony with equally (3.2).
Example 8.4. By [Sm62] , a simply connected spin 5-manifold which is a rational homology sphere is a connected sum of manifolds M k , k ≥ 2, where
By Corollary 8.2, all these manifolds have Lusternik-Schnirelmann category equal to 2. It is unknown whether any systolic inequalities are satisfied by M k . Based on the value of its Z k -cup-length, we could conjecture the existence of a systolic inequality 
Because of the construction of M 16 , the map f factors through a skeleton CP 3 ⊂ K(Z, 2). Hence M 16 admits a positive quadratic form of zero "volume" (as well as zero 14-systole), but positive 2-systole, cf. Section 5. By compression theorem 5.1, there is no inequality of type sys 8 2 ≤ C vol 16 . By Poincaré duality and (2.4), the manifold M 16 has stable systolic category 2. Since there is no torsion in homology, no higher value could be expected for systolic category, in contrast with (3.2).
Gromov's calculation for stable systoles
In this section, we present Gromov's proof of the optimal stable systolic inequality (9.4) for complex projective space CP n , cf. [Gr99, Theorem 4.36], based on the cup product decomposition of its fundamental class, cf. (9.6). In Section 11 we will adapt this calculation to a situation where cup product is trivial. Following Gromov's notation, let α ∈ H 2 (CP n ; Z) be a generator in homology, and ω ∈ H 2 (CP n ; Z) the dual generator in cohomology. Then ω n is a generator of H 2n (CP n , Z). Let η ∈ ω be a closed differential 2-form. Then
Now let G be a metric on CP n . Then
where ∞ is the comass norm on forms (see [Gr99] for a discussion of the constant). Here the comass norm of a differential k-form is the supremum of pointwise comass norms. The pointwise comass norm for decomposable linear k-forms coincides with the natural Euclidean norm on k-forms associated with G. In general it can be defined by evaluating on k-tuples of unit vectors and taking the maximal value, cf. [Fe69, BK03] . Therefore
3) where * is the comass norm in cohomology, obtained by minimizing the norm ∞ over all closed forms representing the given cohomology class. Denote by the stable norm in homology. Recall that the normed lattices (H 2 (M, Z), ) and (H 2 (M, Z), * ) are dual to each other [Fe69, BK03] . Therefore α = 1 ω * , and hence stsys 2 (G)
(9.4) Moreover the inequality so obtained is sharp (equality is attained by the 2-point homogeneous Fubini-Study metric). In our terminology, this calculation can be summarized by writing cat sys (CP n ) = n, which agrees with cat LS (CP n ), in harmony with equality (3.2).
Gromov also proved a stable systolic inequality associated with any decomposition of the real fundamental cohomology class of M as a cup product, cf. [Gr83, BK03] . This can be restated in terms of category as follows:
cat sys (M) ≥ cup-length R (M).
(9.5) Pu's inequality (3.1) for RP 2 as well as its generalisations by Gromov lend support to the following conjecture:
cat sys (M) ≥ cup-length(M), (9.6) (for the appropriate choice of systoles), which would be implied by a corresponding equality in (3.2). Interesting test cases are (7.7), (8.2).
Massey products via DGA algebras
Let (A, d) be a differential graded associative (=DGA) algebra with a differential d of degree 1, and let H = Ker d/ Im d be the homology algebra of (A, d). We assume that the induced product in the graded algebra H is skew-commutative. Given (homogeneous) u, v, w ∈ H with uv = 0 = vw, the triple Massey product Proposition 10.1. Let X be a finite CW -space. Let C * (X; Z) and C * (X; R) be the singular cochain complexes with coefficients, respectively, in Z and R. We equip these chain complexes with the AlexanderWhitney product. Given u, v, w ∈ H * (X; Z), suppose that the Massey product u, v, w ⊂ H * (M; Z) is defined and let Indet be its indeterminacy subgroup. Then the Massey product
is defined, and we have
Proof. Clearly, if x ∈ u, v, w then x R ∈ u R , v R , w R . Furthermore, the indeterminacy subgroup for u R , v R , w R is the subgroup
and the result follows.
It is clear that if f : A → A ′ is a morphism of DGA algebras such that f * : H → H ′ is an isomorphism, then f * : H → H ′ induces an isomorphism of Massey products. However, one can relax the requirement for f to be a ring homomorphism.
Definition 10.2 (cf. [Ma69, BG76] ). We say that an additive chain map f : A → A ′ is a ring map up to higher homotopies if there exists a family of linear maps f i : A ⊗i → A ′ of degree 1 − i, where f 0 = f and 
Proof.
, we conclude that f induces a ring homomorphism H → H ′ . The claims on Massey products can be proved directly but a bit tediously, cf. [Ma69, Theorem 1.5] where more general results are proved.
Remark 10.4. As it is clear from the proof, the existence of f 0 , f 1 , f 2 already implies that f * is a ring homomorphism. Moreover, the existence of f 0 , f 1 , f 2 yields formula (10.2). In fact, one can n-tuple Massey products, and an analog of (10.2) holds provided the maps f 1 , . . . , f n as in (10.1) exist [Ma69, Theorem 1.5].
Given a manifold M, let Ω * (M) be the de Rham algebra of differential forms on M, and let C * (M; R) be the singular cochain with the Alexander-Whitney product. Let
be the map given by integration of a form over a chain. (To be rigorous, we must consider chains in C * (M) generated by smooth simplices, but one can prove that the corresponding chain complex yields the standard homology group.) By the de Rham Theorem, the map ρ induces an isomorphism of homology of these two complexes, i.e. an isomorphism H * dR (M) → H * (M; R). Clearly, the map ρ is not a ring homomorphism (since the algebra C * (M; R) is not commutative), but it is a ring map up to higher homotopies [BG76, Proposition 3.3]. Therefore, by Theorem 10.3, the map ρ * : H * dR (M) → H * (M; R) induces a bijection of Massey products. Consider the map
where the first map has the form 
Gromov's calculation in the presence of a Massey product
We will follow Gromov's suggestion [Gr83, 7.4.C ′ , p. 96] of exploiting nontrivial Massey products in combination with isoperimetric quotients, so as to obtain geometric inequalities. Some examples appear in [DR03] . We will use in an essential way the identification of two distinct Massey product theories, cf. (11.3) .
Given a metric G on M, let IQ(M, G) be its isoperimetric quotient, defined as the maximin of quotients of the comass norm of a (k − 1)-dimensional differential form which is a primitive, by the comass norm of an exact k-form on M, over all k. Namely,
(11.1) Hence, similarly to (9.3), we obtain 1 ≤ (A 1 + A 2 ) IQ(G) ( ω 1 * ) 2 ω 2 * ω 3 * vol n (G). Now let α i ∈ H p i (M; R) be the generator dual to ω i . By duality of comass and stable norm, and since b p i = 1, we have α i = 1 ω i * . Thus, similarly to (9.4) we obtain the inequality stsys p 1 (G) 2 stsys p 2 (G) stsys p 3 (G) ≤ (A 1 + A 2 ) IQ(G) vol n (G), as required.
A homogeneous example
Consider the homogeneous manifold Remark 12.1. This inequality is not exactly of the form envisioned in (2.2), since the constant is metric-dependent via the IQ factor. Applying this technique to the standard 3-dimensional nilmanifold, we get a lower bound given by a product of four systoles, for the quantity IQ(G) vol(G). Since we expect the category of a 3-manifold to be at most 3, it is natural to define an analog of systolic category in the presence of a Massey product, by subtracting the number of IQ factors, as in (12.2) below, appearing as the result of integrations involved in defining a Massey product. This would be consistent with the lower bound for cat LS (M) in terms of weights of Massey products. Thus, the inequality can be restated as a lower bound for an IQ-modified systolic category: cat Proof. For every simply connected manifold X, the rational LusternikSchnirelmann category of X is equal to its rational Toomer invariant e 0 (X), see [FHL98] . To compute e 0 (X), notice that the Sullivan model of the space SU(6)/(SU(3) × SU(3)) has the form Λ(x 4 , x 6 , y 7 , y 9 , y 11 ) with differential dx i = 0, dy 7 = x 2 4 , dy 9 = x 4 x 6 , dy 11 = x 2 6 . Therefore a top class is given by 
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