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Abstract 
Different methods of analysis, such as site-specific site response analysis or the use of 
ground-motion prediction equations can be adopted to account for the modification of the 
seismic ground-motion by the near-surface stratigraphy.  Each approach is associated 
with a different degree of complexity and associated computational and temporal cost.  
This thesis identifies the main limitations of these methods as broadly employed in both 
academia and industry and suggests a new set of methodologies for their application.  
In the first part of the thesis ground-motion prediction equations and their ability to 
model response associated with site-specific soil layering is broadly assessed.  Special 
emphasis is paid to the description and application of the Vs-   adjustment.  This ensures 
that the response of a ground-motion model, particularly in the upper frequency range, is 
representative of the characteristics of a given site-specific shallow crustal profile.  Then 
the effect of employing a standard deviation representative of a single site is examined.  
This is based on the removal of the site-ergodic assumption from the published standard 
deviations of the models.  The effect on the hazard curves and any further implications of 
using this site-specific standard deviation is demonstrated by performing a Probabilistic 
Seismic Hazard Assessment.  
The second part of the thesis focuses on the main limitations and ranges of applicability 
of 1D site-specific site response analysis.  Firstly, the Equivalent Linear approximation 
and the Nonlinear analysis for the constitutive modified model of Kodner and Zelasko 
(Matasovic and Vucetic, 1993) are tested for different magnitude-distance scenarios and 
strain ranges.  The uncertainty in the different soil properties within site-specific site 
response analyses and their effect on the surface predictions is also quantified.  As a 
result, a new set of period and soil-class dependent adjustment factors are developed 
which can be used as an alternative to approaches based upon randomisation of the 
dynamic soil properties.  As part of the performed analyses, the potential bias introduced 
through the scaling of input motions, used in site response analysis, is addressed.  
Finally, the significance of using different reference depths within 1D site response 
analysis is considered.  Consequently, through progressively more complicated 
parametric analyses, two new approaches, are established.  These can be employed 
individually or in combination to select a depth for site investigation as well as a 
reference depth for site response analysis.   
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Ultimately, the surface spectral ordinates obtained using site response analyses and 
ground-motion prediction equations are compared for an active tectonic region.  Each of 
the previously developed methods is applied in the examined case study and the results 
are assessed against the traditional application of the methods.  In addition, the surface 
predictions of each of the different methods of analysis are examined in relation to their 
uncertainty.  This comparative analysis allows one to address the question of whether 
increased complexity in site-response analysis has a justifiable reward in terms of the 
reduction of uncertainty and also enables one to identify the most appropriate level of 
complexity to adopt for a given project. 
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1. Introduction 
Destructive earthquakes throughout the decades have instigated the development of the 
science of engineering seismology.  Seismic events such as the 1880 Yokohama 
earthquake centred near the coast of Honshu, Japan, or the 1883 Casamicciola, 
earthquake, in Italy in the Tyrrhenian Sea, encouraged the establishment of some of the 
first seismological societies in the corresponding countries and set the foundations for 
seismological observations  (Agnew, 2002). The science of engineering seismology has 
developed since, improving the understanding of earthquakes as natural or man-made 
events.  The principal aim is to predict the associated seismic loadings.  This will then 
enable the design of structures that withstand earthquake forces with minimal or 
acceptable damage.  There are currently a number of different methods of analysis to 
evaluate and design for these loadings and to predict the near-surface soil layer response.  
Each is associated with a different level of complexity and naturally is characterised by a 
different set of limitations.  This chapter briefly introduces some of these methods from 
the geotechnical perspective, which will be assessed as part of this study, putting into 
context the research aims and objectives of this thesis.  
1.1 Background 
Widely employed methods of analysis are presented in Figure 1.1.  Each route of this 
plot is related with a particular chapter of this thesis where the type of analysis and the 
principal issues associated with it are further addressed.  The different methods of 
analysis include ground-motion prediction equations (GMPE) that can be directly 
employed to assess near-surface site effects.  The ground-motion prediction models 
essentially relate a ground-motion intensity such as the peak ground acceleration (PGA), 
to a set of descriptive parameters including the earthquake magnitude, rupture 
mechanism and distance from the earthquake source (Stewart et al., 2012). Various 
models have been developed for different tectonic environments in the last two decades 
with a representative summary provided by Douglas (2014).  
Models including Chiou and Youngs (2008) or Campbell and Bozorgnia (2008), 
developed for active tectonic regions (e.g., Western Northern America) are established 
empirically.  These models were also constrained using the results of theoretical 
simulations.  For these models, extensive datasets are employed comprising strong 
motion data from around the world.  Naturally, their range of applicability and their 
limitations are associated with the dataset employed and the epistemic uncertainty of the 
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methods adopted.  For regions where only a handful of events are available, such as 
certain stable tectonic regions, stochastic simulations (e.g. Atkinson and Boore, 2011) or 
a combination of stochastic and empirical approaches (e.g. Campbell, 2003) are adopted 
for the derivation of relevant GMPEs.   
 
 
  
Figure 1.1 Different methods that can be adopted to obtain the soil layer response under 
seismic loading 
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The median predictions of the models are typically accompanied by standard deviations.  
The latter contain elements of epistemic uncertainty associated with the derivation of the 
models, as well as elements of aleatory variability (randomness) associated with the 
observations (Strasser et al., 2009).  
The models are developed based on the validity of the ergodic assumption.  As described 
by Anderson and Brune (1999) the ergodic assumption is based on the acceptance that 
“the distribution of a random variable in space is the same as the distribution of the 
same random variable at a single point when sampled as a function of time”.  The 
ergodic assumption is depicted in both the median as well as the standard deviation of the 
models.  The latter incorporate the uncertainty of the dataset used to define them, 
comprising different sources, paths and sites.  These are employed to express the 
uncertainty at a single site.  This implies that the soil hazard could be misrepresented.  
Different studies (e.g., Lin et al., 2011, Rodriguez-Marek et al., 2011) have been 
conducted to quantify the difference between the generic and the site-specific standard 
deviations.  Some of these studies will be employed as part of this research.    
The near surface soil layer response can be also predicted using modified GMPEs.  There 
are currently different adjustments, which enable one to extend the range of applicability 
of the models or compensate for some of their limitations.  Indicatively these include the 
Vs-  adjustment, which is also identified in Figure 1.1.  The latter is used to modify the 
models so that they are more descriptive of the characteristics of the shallow crustal 
profile (1 to 2 km below the surface) of an area under examination (Ktenidou et al., 
2013).  The particular parameter, the methodology behind its application and its effect on 
the surface spectral ordinates predicted by the models will be addressed as part of this 
thesis.  
Some of these modifications are essential in order to obtain a representative soil layer 
response.  For instance, Bazzurro and Cornell (2004b) suggested that by using the 
GMPEs without modifying those for site-specific conditions could lead to inaccurate 
predictions.  This is because the models are employing generic amplification functions to 
represent the soil layer response.  This can be also the case even if the generic 
assumptions adopted by the models are representative of the examined site (Bazzurro and 
Cornell, 2004b) 
To overcome this, ground-motion prediction models can be part of a more complex 
route, as seen in Figure 1.1 can be used in conjunction with site-specific site response 
analysis.  In this case, a prediction model is employed to generate a target spectrum for a 
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reference depth and a magnitude-distance scenario, which is then used to select a set of 
input motions.  The latter are then propagated through the soil column using site response 
analysis.  
The scenario selected is the outcome of a Probabilistic Seismic Hazard Assessment 
(PSHA) and thus it is expressive of the rock hazard (e.g., in cases where PSHA is not 
used to obtain the free-field Uniform Hazard Response Spectrum), which can be 
combined probabilistically with the evaluated soil hazard (e.g. after Bazzurro and 
Cornell, 2004b) from site response analysis.  An issue that needs to be addressed when 
the GMPEs are employed in conjunction with site response analysis is the validity of the 
site-ergodic assumption.  Essentially if this is not removed then the soil hazard can be 
double counted (Montalva and Rodriguez-Marek, 2011), as the standard deviation of the 
models are already incorporating a site-to-site variability.  
The probabilistic combination of the soil and the rock hazards and the removal of the 
site-ergodic assumption are equally important to the soil layer response representation 
(e.g. equivalent linear or fully nonlinear analysis) and the constitutive model employed 
within site response analysis.  The nonlinear soil layer response can be expressed by 
simple cyclic stress-strain relationships (e.g. Ramberg and Osgood, 1963) or by more 
advanced models that can simulate shear-induced volumetric strains and pore-water 
pressure development, but they require the calibration of a large number of parameters.  
The complexity of the analysis can be further increased when considering two or even 
three-dimensional site response analysis or by assessing the soil-structure interaction.   
Despite the apparent sophistication in the representation of the soil layer response by 
employing site response analysis, there are still fundamental ambiguities regarding its 
application.  For instance, the selection of a reference depth that denotes the maximum 
thickness of the examined profile, in order to obtain a robust prediction of the surface 
motion can become a rather complex decision.  In addition, the soil properties’ 
uncertainties within site response analysis are commonly not properly accounted for.  
Both can effect the predicted surface spectral ordinates and their standard deviations and 
an attempt will be made in chapters 4-7 to formally quantify this.   
Another issue associated with the implementation of site response analysis is the 
selection and scaling of relevant input motions.  Some of the record selection approaches 
(e.g. Kottke and Rathje, 2008a) require the modification of the motions so that these 
match the selected target spectrum.  However, the introduction of a potential bias to the 
results by this scaling is typically overlooked.   
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Naturally, the selection of the constitutive model or type of site response analysis, or 
even its preference over GMPEs is accompanied by time and cost implications.  
Unsurprisingly, the type of the analysis employed should be driven by the characteristics 
of the project examined and by the level of accuracy desired.  Currently the most 
complex of the methods is also considered the most accurate.   
1.2 Research aims and objectives 
One of the principal objectives of this thesis is to identify the limitations of the 
aforementioned methods of analysis and optimise their application with the aid of new 
methodologies.  Ultimately, the assertion that the most complex of the methods is also 
the most accurate will be tested.  These objectives will be met by focusing on the 
following points:  
 Identify the main limitations of different ground-motion prediction models and site 
response analyses through literature review. 
 Briefly assess the effect on the amplifications of the use of ground-motion models of 
different complexity, which also employ a variant soil layer response representation.  
 Establish a methodology for the application of the Vs-  factor.  Quantify its effect on 
the surface spectral ordinates.   
 Indentify the effect of the removal of the site-ergodic assumption when considering a 
PSHA.  
 Compare the different methods of site response analysis and define the strain ranges 
and frequencies that each is most suitable for. 
 Quantify the effect of incorporating different soil properties uncertainties within site 
response analysis.  Investigate and propose an alternative approach to the time 
consuming Monte Carlo simulations.   
 Assess whether a bias is introduced in the results by the scaling of the input motions 
used within site-response analysis.  
 Review the implications of using different reference depths within site response 
analysis.  Develop a structured approach on how to make this choice based on any 
given project.  
 Quantify the differences in the median surface spectral accelerations and the 
uncertainty of the predictions of the different methods of analysis presented in Figure 
1.1.  
These objectives and the analyses performed are structured in different Chapters as 
discussed in the following section.  
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1.3 Layout of this thesis 
This thesis consists of eight Chapters, including this introduction.  The second Chapter 
discusses the different methods of analysis that are subsequently employed to predict the 
soil layer response under seismic loading.  Their known limitations are identified through 
literature review.  Two adjustment factors that will be adopted to modify the GMPEs in 
several parts of this thesis are also introduced.  
This sets the scene for Chapter 3 that studies further the GMPEs and the representation of 
the near surface effects by different prediction models.  The methodology behind the 
adjustment factor Vs-  is also presented.  This is then adopted through a sample 
application to derive modification factors for a set of magnitude-distance scenarios.  The 
last section of this chapter focuses on the site-ergodic assumption and on its impact on 
the hazard curves when PSHA is performed.   
Chapter 4 focuses on one-dimensional Equivalent Linear and Nonlinear site response 
analysis.  Their applicability to different strain and frequency ranges is assessed by 
considering various intensity scenarios and profiles representative of different soil 
classes.  
Chapter 5 investigates further into the uncertainties of the parameters used within site 
response analysis such as the shear wave velocity and thickness of the different layers 
and their effect on the surface spectral ordinates.  The drawn conclusions are then 
utilized to formulate an alternative approach to randomisations.  The potential bias 
introduced to the surface predictions by the scaling factors applied to the input motions 
used within site response analysis is also assessed.  
In Chapter 6, extensive parametric analyses are performed to assess the effect of 
selecting different reference velocity horizons as part of site-specific site response 
analysis.  Ultimately, a new methodology is established for its selection at a pre-site 
investigation stage.  This methodology is extended, with the use of two newly introduced 
parameters, so that an appropriate reference depth for site response analysis can be 
selected at a post-site investigation stage.  
Chapter 7 combines and compares the different methods of analyses of Figure 1.1 using 
the methodologies developed in the previous Chapters wherever relevant.  Lastly, 
Chapter 8 summarises the findings of this study and recommends relevant future work.   
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2. Existing methods for predicting soil layer response under 
seismic loading 
Different methods of analysis can be employed to evaluate how near surface stratigraphy 
modifies the seismic ground motion with each being associated with a different degree of 
uncertainty and computational effort.  Some of the broadly employed methods used 
within academia and industry were introduced in Chapter 1 and include site-specific site 
response analysis and ground-motion prediction equations.  Each of these methods are 
further discussed as part of this chapter identifying their main principles and some of 
their fundamental limitations.  Two additional tools that are broadly employed 
throughout this thesis, namely the quarter-wavelength approximation and the Vs-  
adjustment, are also discussed before revisiting the site response analysis and the ground-
motion prediction equations in the context of Probabilistic Seismic Hazard Assessment 
(PSHA).  
2.1 Ground Motion Prediction Equations (GMPEs) 
2.1.1 Description of models developed for soft rock and active regions 
Different GMPEs have been developed depending on the tectonic region and rock 
conditions considered.  More explicitly, for models established for active regions and 
soft rocks (e.g., rocks characterised by a Vs30 620m/s in regions such as California), 
typically found in the Western Northern America (WNA), extensive datasets were 
utilized.  These comprise strong motion data for shallow crustal earthquakes from around 
the world (e.g. Campbell and Bozorgnia, 2008 and Chiou and Youngs, 2008).  A 
representative example of the dataset used in the regression analysis for the development 
of these models can be seen in Figure 2.1. 
It is evident from this plot that GMPEs, such as the Next Generation Attenuation models 
(NGA), that employed this or analogous subsets of the NGA dataset, were poorly 
constrained after a certain value of shear-wave velocity of the top 30 m (Vs30), 
representing measured or estimated values per individual site, and below a particular 
rupture distance (RRup).  More explicitly, the models appear to be poorly constrained for 
Vs30 greater than 1,000 m/s and RRup smaller than approximately 5 km. Naturally, the 
models are limited by the extent and quality of the dataset employed.  However, it must 
be noted that for the site scaling the models are using primarily numerical constrains.    
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Figure 2.1 Dataset used to constrain the NGA model of Chiou and Youngs (2008)  
 
The ground motions of regions such as Europe and the southern Mediterranean were 
predicted in the past by less complex regional models than the NGA GMPEs, including 
those developed by Akkar and Bommer (2007a, 2007b and 2010) and Ambraseys et al. 
(2005a and 2005b).  These GMPEs were constrained using smaller datasets (a total of 
532 accelerograms were employed as opposed to 3551 recordings which were used in the 
case of the NGA models), as indicated in Figure 2.2, comprising of earthquakes from 
Europe and the Middle East (Ambraseys et al., 2005a, 2005b). 
 
Figure 2.2 Dataset used in the development of the European GMPE by Akkar and Bommer 
(2007a) 
 
The datasets of the early Euro-Mediterranean models did not only comprise fewer 
records compared to the NGA dataset, but also lacked useful metadata such as the shear-
wave velocity of the site at the recording stations or type and geometry of the faults 
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(Stafford et al., 2008). Consequently, they used fewer descriptive parameters and were of 
simpler forms than the NGA GMPEs (Akkar and Bommer, 2006, Stafford et al., 2008).  
An additional distinct difference amongst the early Euro-Mediterranean and the NGA 
models was the treatment of the site-effects.  The former predict the response of the near 
surface materials using dummy variables, which are used to distinguish between soil and 
rock based on existing site classification systems.  On the contrary, a less crude approach 
is adopted by the NGA models.  These predict the response of the near surface materials 
by incorporating the average shear-wave velocity of the top thirty meters (Vs30) and by 
directly modelling the effect of nonlinear site response.  Another limitation of the early 
Euro-Mediterranean models (e.g. Ambraseys et al., 2005a, 2005b) is that they do not 
directly incorporate the potential effect of the soil nonlinearity (Stafford et al., 2008). 
Due to the sophistication of the NGA models, their applicability to Europe and regions of 
similar tectonic characteristics was considered in the study conducted by Stafford et al. 
(2008).  They compared the predictions of the former with the predictions of the Euro-
Mediterranean models (e.g. Akkar and Bommer, 2007a, b).  Based on their findings it 
was suggested that the NGA models were a good fit to the Euro-Mediterranean dataset 
and could be used for these regions.  This study also indicated that the different datasets 
for this set of models could be potentially combined (Stafford et al., 2008). Merging 
these data was a justified option due to the lack of evidence of regional dependency of 
the strong motions.  
Prior to the study by Stafford et al. (2008), Douglas (2004) investigated the regional 
dependency of records from different parts of Europe.  This study suggested that strong 
motion data from different regions of similar tectonic characteristics could be combined 
without increasing the models’ variability (Douglas, 2004). However, regional 
dependency was identified by Atkinson and Boore (2011) and Chiou et al. (2010) 
amongst the records of central and southern California indicating that further research on 
this matter is required.   
The early Euro-Mediterranean models, similarly to the GMPEs developed for other 
tectonic environments and regions, have undergone an evolution during the last two 
decades based on new findings and enriched datasets.  The latest models, primarily 
developed for Europe and the Middle East, include those by Akkar et al. (2013), Derras 
et al. (2013) and Hermkes et al. (2013).  These ground-motion prediction models use 
extensive datasets and earthquake records associated with stations for which an estimate 
of Vs30 is available.  Therefore, their functional forms now express the near surface 
response with respect to the Vs30, substituting the former dummy variable.  The latest 
45 
 
models also incorporate the nonlinearity in site response, overcoming one of main 
limitations of the earlier Euro-Mediterranean GMPEs (e.g. Akkar and Bommer, 2010).  
Since the parameters of the previously described and empirically derived models are 
constrained using datasets of strong motion data, they are limited by the size and quality 
of these datasets.  This implies that a potential bias in the predictions of the models can 
be introduced when the GMPEs are used for ranges that are not properly constrained.  
This can also be true when the datasets are dominated by a large number of recordings of 
a particular event (Akkar and Bommer, 2007), although this will also depend on the 
regression method adopted (e.g. by using weighted  least square regression less credence 
can be given to the dominating event). 
The GMPEs are characterised by a distribution and for a combination of magnitude and 
distance, the mean and the variance of this distribution can be established.  This variance 
is typically related to a degree of aleatory variability.  However, this is a convention 
since this uncertainty may either truly reflect the randomness of the ground motions or 
the epistemic modelling and the parametric uncertainty (Strasser et al., 2009).  
It is further appreciated that the aleatory uncertainty, associated with the empirically 
derived GMPEs, such as the NGA models, is evaluated from extensive datasets 
representing earthquakes from different sites, sources and paths (spatial variability).  The 
empirically derived GMPEs can be represented by functional forms such as Equation 2.1 
(Lin et al., 2011).  
                     2.1 
 
In the previous relationship,     is the ground motion measure, such as the pseudo-
spectral acceleration and the subscripts j and i are denoting the j
th 
site and the i
th
 
earthquake.  The term     is the vector of predictors required for the model, such as the 
average shear-wave velocity of the top 30 m or the rupture type etc.  On the other hand, 
the vector   represents the fixed-effects coefficients defined from the regression and 
lastly the term          expresses the mean of the logarithmic ground motion intensities 
(Lin et al., 2011). The parameter     in Equation 2.1 expresses the inter-event residuals.  
The inter-event residuals indicate the differences between the global median with the 
median motion of each individual earthquake.  They conventionally represent the random 
earthquake effect and are assumed to have a normal distribution with variance   .  The 
assumption of a normal distribution appears to be valid as indicated for instance by 
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Akkar and Bommer (2007a).  They demonstrated that the histograms of the weighted 
normalised residuals against magnitude and distance (their Figure 9) agree with the curve 
of a lognormal distribution.  Finally the last term     represents the intra-event residuals 
and is the sum of the errors due to path and site effects and of any remaining errors 
(Chiou and Youngs, 2008).  The intra-events residuals are also assumed to have a normal 
distribution with variance equal to    (Chiou and Youngs, 2008).  
The total variance is given by the sum of the inter-event and intra-event variances as 
demonstrated by Equation 2.2.  
          
2.2 
 
The sum of     and     reflects the differences between the observed and the predicted 
motion, as it can be easily seen by rearranging Equation 2.1 to: 
                     2.3 
 
It is typically assumed that the variability associated with a global dataset, comprising of 
records representative of different sources, sites and path effects is equal to the 
variability of a single site-source-path and this is called the ergodic assumption 
(Anderson and Brune, 1999).  Different studies (Atkinson, 2006, Morikawa et al., 2008) 
have indicated that a reduction of the overall standard deviation of a specific site can be 
achieved when the site-to-site or path-to-path variability is removed (Lin et al., 2011). 
The accurate representation of the total variability of the ground motions is important 
because it is used as part of PSHA.  The increase of its value, particularly at long return 
periods, can result in an increase in the probability of exceedance of a ground motion 
parameter with consequences on the design choices (Atkinson, 2006).  The sensitivity of 
the hazard curves, which is the typical output of a PSHA, to changes in the standard 
deviation is demonstrated in Figure 2.3.  
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Figure 2.3 Effect of the different standard deviation of a GMPE on the hazard curves, from 
Bommer and Abrahamson (2006) 
 
Due to this important point, different studies like those of Lin et al. (2011) and 
Rodriguez-Marek et al. (2011) have attempted to define the nonergodic standard 
deviation.  This was achieved by the use of extensive datasets with multiple recordings.  
As demonstrated by Lin et al. (2011), the residuals     of Equation 2.3 can be further 
partitioned to source-location specific (    ), event (   ), site (   ) and path (    ) terms 
resulting in Equation 2.4.  The term      represents the remaining residuals when all other 
terms have been established.   
                                    2.4 
 
Assuming that the previous terms are mutually independent and normally distributed 
with zero means then their corresponding variances are described by Equation 2.5.  
  
     
     
    
    
     
  2.5 
 
Lin et al. (2011) determined the previous individual variances using the extensive dataset 
of the Taiwan Strong-Motion Instrumentation Program (TSMIP) comprising of 
recordings from and close to Taiwan.  They firstly fitted the GMPE of Chiou and Youngs 
T T 
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(2008) to the TSMIP data to achieve a better agreement of the model with the employed 
dataset and evaluated each term of Equation 2.1.  They then decomposed the residuals 
based on the common characteristics of the recordings (e.g. a common path), establishing 
the individual terms of Equations 2.4 and 2.5 respectively.  Lin et al. (2011) further 
expressed the standard deviation of the different residuals as a fraction of the total   .  
For instance, the ratio of the site-specific standard deviation to the total standard 
deviation    would suggest the amount by which the latter would need to be reduced if 
the site-ergodic assumption was removed. 
According to Lin et al. (2011) if the site-to-site variability is removed then a reduction of 
the total standard deviation of up to 16% can be achieved.  The proposed reductions are 
period-dependent, as it can be seen in Table 2.1. 
        Table 2.1 Adjusted total variance for the removal of the site-to-site standard deviation 
Spectral 
Period (s) 
Adjusted standard 
deviation 
Lin et al. (2011) 
PGA 0.91   
0.1 0.87   
0.3 0.91   
0.5 0.90   
1.0 0.87   
3.0 0.84   
 
The emphasis will be paid here only to the site-to-site variability reductions (ignoring for 
example the path or source-specific standard deviations) determined from the study of 
Lin et al. (2011).  This will then facilitate the direct comparison of the variability of the 
GMPEs against the uncertainty in the predictions of site response analysis.  As indicated 
in Chapter 1, this is one of the principal aims of this thesis.  
2.1.2 Description of the models developed for hard rocks and stable regions 
Regression methods could not be directly employed for the definition of relevant GMPEs 
in stable tectonic regions with hard rock conditions (Vs30=2000 m/s).  This was due to 
the limited number of available earthquake records.  To overcome this, the datasets were 
enriched by simulating motions stochastically (Atkinson and Boore, 2006). A 
representative GMPE derived using this approach is the model by Atkinson and Boore 
(2006). 
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As part of the stochastic simulations, the spectra of the motions can be theoretically 
modelled by Equation 2.6.  This is the Fourier amplitude spectrum of the motion in terms 
of the source (E), path (P), site (G) and instrument or type of motion (I) (Boore, 2003).  
                                2.6 
 
In this relationship    denotes the seismic moment, R is the hypocentral distance and f 
stands for frequency (Boore, 2003).  
The source term         is descriptive of the shape and amplitude of the source 
spectrum, which are a function of the earthquake magnitude.  The latter is described by 
the seismic moment, which is a function of the rupture area, average amount of slip and 
rupture strength of the material along the fault (Aki and Chouet, 1975). 
In turn, the path term        is descriptive of the energy loss due to the travelling of the 
waves through the earth (geometrical spreading and anelastic attenuation).  The path term 
is a function of, R. 
The site term      seen in Equation 2.6 expresses the modification of the motion due to 
the near surface materials.  The site term depends both on the local site geology, namely 
the shear-wave velocity variation with depth, as well as the path independent high 
frequency spectral decay (Boore, 2003). The reason for this spectral decay has been the 
subject of debate in the last decades.  Some researchers(e.g. Hanks, 1982) attribute it to 
near site attenuation (a few kilometres below the surface), whereas others suggest that it 
is the result of source effects (Papageorgiou and Aki, 1983) or a combination of both 
(Kilb et al., 2012). Finally the instrument or type of motion      also controls the type of 
simulated motions (Boore, 2003).  
The spectrum defined in Equation 2.6, is employed as part of the stochastic process 
which comprises of the following steps.  Firstly, white noise is generated for a given 
target duration.  The white noise, which can be Gaussian or uniform, is then windowed 
and transformed into the frequency domain.  It is then feasible to normalise the spectrum 
with the square-root of the mean square amplitude spectrum before multiplying it by the 
Fourier amplitude spectrum of the motion given by Equation 2.6.  The spectrum is then 
transformed to the time domain obtaining the simulated acceleration time history (Boore, 
2003).  These steps are illustrated in Figure 2.4.  The peak motions e.g. peak 
displacement and peak velocity can be established using Random Vibration Theory 
(RVT) with more details about its main principles provided in Section 2.2.2.   
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Figure 2.4 Steps followed for the simulation of input motions as part of the stochastic approach, 
from Boore (2003) 
 
The simulated ground motion dataset can be then employed to regress the GMPEs for the 
corresponding regions, overcoming the issue of limited data.   
2.1.3 Approximation of nonlinear soil behaviour in GMPEs using numerically 
defined amplifications 
The representation of the soil response within the ground-motion prediction equations, 
which are either stochastically or empirically derived, has evolved in the last two decades 
and scaling parameters depending on the site characteristics have been introduced (Chiou 
and Youngs, 2008). The amplification factors (AF), which express the ratio of the ground 
motion amplitude over the motion amplitude of a reference rock, are used to express the 
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nonlinear site response within the models are numerically derived (e.g. Walling et al., 
2008) using site response analysis or established empirically using actual recordings of 
earthquakes (e.g. Choi and Stewart, 2005).  Some of these relationships will be reviewed 
hereafter with the emphasis paid predominately on the models that are employed in any 
subsequent calculations. 
Two representative models, using numerically derived AF, are the models by 
Abrahamson and Silva (2008) and Campbell and Bozorgnia (2008), developed as part of 
the NGA project for shear-wave velocities approximately between 200 m/s to 1500 m/s 
and active regions.  These models are constraining their soil nonlinear amplifications 
using the relationships developed by Walling et al. (2008).  These were established 
employing a Random Vibration Theory (RVT)-based equivalent linear approach using 
the software RASCALS (Silva and Lee, 1987) for a series of site conditions and soil 
depths (Walling et al., 2008).         
Random vibration theory associates the peak motion of an oscillator to the root-mean-
square values of a power spectrum (Kamai et al., 2013). The latter is evaluated from the 
Fourier amplitude spectrum of the motion, as defined by Equation 2.6, using the 
Parseval’s theorem (Cartwright and Longuet-Higgins, 1956). The principles behind 
random vibration theory are more thoroughly discussed in Section 2.2.2.   
Walling et al. (2008) employed this RVT-based equivalent linear approach and different 
baseline profiles of varying Vs30.  These were used as part of the analysis to evaluate 
representative amplification functions with respect to a reference rock shear-wave 
velocity equal to 1100 m/s.  Randomised profiles around the baselines were generated, 
with respect to their shear-wave velocities and layer thicknesses and were subsequently 
analysed for randomised nonlinear soil properties.  Finally, the derived amplifications 
functions were associated with different peak ground motion accelerations (PGA) 
ranging from 0.001 g to 1.5 g (Walling et al., 2008).  According to Walling et al. (2008) 
the resulting AF can be described by Equation 2.7. 
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In the previous relationship      is a reference velocity above which the resposne is 
linear,         is the rock peak ground aceleration and the terms a,b,c1 and d are fitting 
parameters established from regression (Walling et al., 2008).  
As part of more recent work for the second stage of the NGA project West-2, the 
previous numerically defined amplification functions were revised using a more 
extensive set of profiles and dynamic soil properties.  In addition, the previous 
relationship was supplemented with a version where the amplifications functions (AF) 
are related to the rock spectral accelerations (Sa
r
) instead of the PGA (Kamai et al., 2013) 
in the light of the findings of Bazzurro and Cornell (2004a) described below.  
Bazzurro and Cornell (2004a) generated amplification functions (defined as the ratio of 
the spectral accelerations between the surface and rock levels) for 78 seismograms for a 
clayey and a sandy site using nonlinear analysis via the finite element software SUMDES 
(Li et al., 1992). These amplification functions can be inspected in Figure 2.5.  The 
nonlinear amplification functions were correlated to different descriptive ground motion 
parameters. This suggested that the rock spectral accelerations had the strongest 
correlation with the AF and that PGA was actually less useful predictor (Bazzuro and 
Cornell, 2004a).   
 
Figure 2.5 Amplification functions relevant to (a) a sandy site and (b) a clayey site, from Bazzurro 
and Cornell (2004a) 
 
2.1.4 Approximation of nonlinear soil behaviour in GMPEs with empirically 
defined amplifications 
Alternatively to the numerically defined amplifications, empirically derived relationships 
have been adopted to represent soil response, as part of widely used GMPEs.  One of 
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these empirically derived relationships is the outcome of the study by Choi and Stewart 
(2005).  For their function, they used 919 recordings originated from 59 events from 
shallow crustal earthquakes from around the world, as well as different input rock 
motions (Choi and Stewart, 2005).  
An application of a simplified version of the empirical relationships by Choi and Stewart 
(2005) was also employed within the NGA model of Boore and Atkinson (2008).  This is 
a function of a linear (FLIN) and a nonlinear (FNL) term defined by Equations 2.8 to 2.20.  
Firstly, the linear term is established using Equation 2.8.  The parameter      in the 
following relationship is a period dependent coefficient, established using regression and 
the empirical data (Choi and Stewart, 2005).  The term      has the usual meaning of the 
average shear-wave velocity of the top 30 m, whereas the term Vref is a predefined 
reference shear-wave velocity equal to 760 m/s (Boore and Atkinson, 2008).  
             
    
    
  2.8 
 
In turn, the nonlinear term     is given by the following relationships.  
For pga4nl    
          
      
   
  2.9 
For   <pga4nl    
          
      
   
       
      
  
  
 
      
      
  
  
 
 2.10 
For   <pga4nl 
          
      
   
  2.11 
 
In the previous equations the parameters    and   , are equal to 0.03 g and 0.09 g 
respectively with the term        equal to 0.06 g.  The transition between linear and 
nonlinear response is dependent on the term pga4nl which represents the Peak Ground 
Acceleration (PGA) evaluated for the corresponding earthquake scenario and the 
reference velocity Vref (Boore and Atkinson, 2008).  
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The remaining parameters c and d seen in the former functions are determined by 
Equations 2.12 to  2.15.  
                
  
2.12 
                  
  
2.13 
With: 
 
              
2.14 
                     
 2.15 
 
Finally the     seen in the previous relationships is a function of period and Vs30, 
defined by Equations 2.16 to 2.19 respectively.  
For         
       
2.16 
For            
              
    
  
      
  
  
      2.17 
 
For              
         
    
  
      
  
    
  2.18 
And finally for           
      
 2.19 
 
The term V1 is equal to 180 m/s, V2 is equal to 300 m/s and b1 and b2 are period-
dependent coefficients defined by regression (Boore and Atkinson, 2008).  
Site response can be then evaluated for a given PGA and Vs30 representative of the site 
using the sum of the linear and the nonlinear terms established from the previous 
relationships by employing Equation 2.20.  
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2.20 
 
The effect of nonlinearity based on these empirical relationships can be observed in 
Figure 2.6 for different values of PGA (pga4nl).  According to this plot a noticeable 
reduction in the AF, due to the nonlinear response, occurs at the short period (0.2 s) in 
the case of the less stiff profiles (Vs30<180 m/s) for pga4nl greater than 0.2 g.  For longer 
periods (3.0 s) the effect of nonlinearity is still evident for the soft profiles (Vs30<180 
m/s), but the net effect is an amplification (Boore and Atkinson, 2008). On the other 
hand the amplifications of the stiffer profiles (Vs30>360 m/s) at the longer examined 
period (3.0 s) seem to be unaffected by nonlinearity (Boore and Atkinson, 2008).  
 
Figure 2.6 Amplifications with regards to Vref=760 m/s for different Vs30,  from Boore and 
Atkinson (2008) 
 
The GMPE of Boore and Atkinson (2008) and the representation of the near surface site 
effects was further reviewed in light of new data, as part of the second stage of the NGA 
West-2 project.  For the revised model, the soil nonlinearity was represented by the 
updated empirical relationships of Stewart and Seyhan (2013).  They used a more 
extensive dataset to define the terms of their proposed functional forms than the one used 
by Choi and Stewart (2005).  According to Ancheta et al. (2013), the enriched NGA 
West-2 dataset includes additional events that occurred worldwide after 2003 such as the 
21,336 additional recordings from the 600 shallow crustal events that took place in 
California.  The availability of a more extensive dataset allowed a clearer distinction 
Vs30=180 m/s 
Vs30=360 m/s 
Vs30=1500 m/s 
Vs30=100 m/s 
Vs30=760 m/s 
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between linear and nonlinear response for a broader range of Vs30 values (Boore et al., 
2013).  The updated relationships are represented by Equations 2.21 to 2.25.  
Firstly, the linear term is defined by Equation 2.21.  
         
 
 
     
    
    
               
    
  
    
             
  
2.21 
 
 
The additional terms introduced here, in comparison to the simplified versions of the 
empirical equations of Choi and Stewart (2005) presented before, are the terms c and   .  
The term c, which is different to the parameter c formerly defined by Equation 2.12, 
describes the scaling by the model based on the Vs30 whereas Vc acts as a filter above 
which no Vs30-scaling occurs (Boore et al., 2013).  
The revised nonlinear function, seen in Equation 2.22, is also a lot simpler than its 
predecessor, formerly described by Equations 2.9 to 2.11.  
                
       
  
  
2.22 
 
In Equation 2.22, the nonlinear site response is only considered for a PGA at rock (PGAr) 
greater than 0.1 g. Rock is represented by a Vs30=760 m/s (Boore et al., 2013). The term 
   is set to zero so that the         is forced to be equal to zero, denoting that linear 
response is to be expected, when the PGA is considerably smaller than          (Boore 
et al., 2013). In turn, the term    is equal to the following relationship:  
                                                  2.23 
 
The terms    and    seen in Equation 2.23, control the level of nonlinearity for softer soils 
and the shape of the slope    with Vs30.  The degree of nonlinearity predicted by the 
functions of Stewart and Seyhan (2013) can be observed in Figure 2.7.  The vertical axis 
(     represents the evaluated AF for various values of rock PGA.  Again nonlinearity is 
responsible for the decrease in the amplifications noticed for the profiles with Vs30<300 
m/s, particularly at the shorter periods and for rock peak ground accelerations over 0.1 g.  
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No distinct reduction is observed in the case of the stiffer profiles (Vs30>300 m/s).  On 
the contrary, an increase in the predicted values is observed for profiles with 760 
m/s<Vs30<1500 m/s and rock PGAr>0.3 g.  
 
Figure 2.7 Nonlinearity for different profiles and PGAr, from Boore et al. (2013) 
 
2.1.5 Comparison between numerically and empirically defined amplification 
functions  
As discussed previously, the nonlinear soil layer response within the GMPEs can be 
represented either using analytically defined functions (e.g. Walling et al., 2008), termed 
theoretical amplifications, or by employing empirically derived relationships (e.g. Choi 
and Stewart, 2005).  This section further examines how the predictions of the functions 
derived using these different approaches compare to each other. 
Accordingly, Kwok and Stewart (2006) compared the theoretical amplification functions 
by Silva et al. (1999) against different relationships established using empirical data 
(Margheriti et al., 1994, Borcherdt and Glassmoyer, 1994, Bonilla et al., 1997, Steidl, 
2000, Borcherdt, 2002, Stewart et al., 2003, Choi and Stewart, 2005). These functions 
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were examined for periods equal to T=0.2 s and T=1.0 s respectively as demonstrated in 
Figure 2.8. The upper and lower bounds of the examined theoretical amplifications by 
Silva et al. (1999) were established by randomising the shear-wave velocities and the 
dynamic soil properties of the sites and were developed for a set of different geological 
units.  The abbreviations of these geological units are summarised in Table 2.2. 
It is evident from Figure 2.8 that overall the theoretical functions predicted lower 
amplifications for the shorter period in comparison to the empirical models with this 
trend reversing at longer periods.  In general the predictions of the theoretical and the 
empirical functions were comparable except for the case of the softer site identified as 
SF-QM.  This site was  also associated with a higher degree of nonlinearity (Kwok and 
Stewart, 2006).  
 
Figure 2.8 Comparison of the predictions by numerically and empirically defined functions, from 
Kwok and Stewart (2006) 
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Table 2.2 Different geologic units considered by Silva et al. (1999), from Kwok and Stewart 
(2006) 
 
 
2.2 Adjustment factors for GMPEs 
2.2.1 Quarter-Wavelength approximation  
One of the first adjustments considered in relation to the GMPEs is the quarter-
wavelength approximation.  The quarter-wavelength approximation as a concept was 
firstly introduced by Joyner et al. (1981) as a means to approximate site amplification.  
They demonstrated that these are highly dependent on the near surface material 
approximately up to one quarter-wavelength below the surface (Joyner et al., 1981). 
Further studies (e.g. Boore and Joyner, 1997) have demonstrated that the quarter-
wavelength approximation can be employed to obtain representative site amplifications 
without the need of a complex analysis (Douglas et al., 2009).  
The quarter-wavelength approximation is based on the square root of the ratio of the 
impedance contrast (product of density and shear-wave velocity) between the reference 
rock or earthquake source and the near surface material at a depth z corresponding to one 
quarter-wavelength (Boore and Joyner, 1997).  This is summarised by Equation 2.24.  
                       
2.24 
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In the previous relationship    and    are the density and shear-wave velocity of the 
reference rock or of a depth related with the earthquake source (Boore, 2003), whereas 
     and      correspond to the average density and velocity of the near surface 
materials (Boore and Joyner, 1997).  
The average velocity      can be calculated using Equation 2.25, incorporating the 
velocities       up to the considered depth     .  On the other hand, the travel-time-
weighted density is given by the relationship 2.26  using the corresponding densities      
over depth (Boore, 2003).  
             
 
     
   
    
 
 
2.25 
 
      
 
    
        
    
 
  
2.26 
 
It is evident from Equation 2.24 that using the quarter-wavelength approximation can 
result in amplifications which are uniquely related with a particular frequency (Poggi et 
al., 2011). This concept can be extended to associate a given frequency with a unique 
depth within each examined soil column.  This is feasible by firstly identifying the travel 
times required for shear-waves to travel to different depths.  The travel times (Stt), can be 
estimated using information from downhole surveys or expressed as a function of the 
average velocity corresponding to the examined depth      as seen in Equation 2.27 
(Boore and Joyner, 1997).  
    
     
    
 
2.27 
 
According to Roesset (1970), the fundamental frequency,  , of a layer i, of average 
shear-wave velocity     , with thickness      over the halfspace is given by Equation 
2.28.  
   
    
     
 
2.28 
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Rearranging the previous relationship in terms of depth results in: 
     
    
   
 
 
 
 
2.29 
 
In Equation 2.29,   is the wavelength equal to 
     
  
. 
It is therefore evident that the depth, corresponding to one quarter-wavelength, as 
suggested by Equation 2.29, can be expressed in terms of frequency and in relation to the 
average velocity.  
In turn, by combining Equations 2.27 and 2.28, the travel time is equal to the inverse of 
four times a given frequency as indicated by Equation 2.30: 
    
 
  
 
2.30 
 
This implies that any frequency can be easily transformed to an equivalent travel time.  
The depth corresponding to this frequency and travel time can be identified for instance 
using Equation 2.29 and it is basically the depth for which the soil layer would resonate 
with the examined input frequency.  This concept can be employed to associate the 
different depths of a given soil column with a set of unique frequencies.  Applications 
and further uses of this transformation can be found in Chapter 6.  
The quarter-wavelength approximation can be used to efficiently assess any site effects 
(site amplifications) which can then be incorporated to the GMPE, modifying it to be 
expressive of the examined site-specific conditions. The quarter-wavelength 
approximation is used as part of the Vs-  adjustment, which is described in the following 
section.  
2.2.2 Vs-  adjustment 
The use of a ground-motion prediction equation as a means to predict the soil response is 
typically driven by different criteria, such as its applicability to the tectonic environment 
considered.  In certain cases the extensive list of the strict selective conditions can leave 
the analyst with only a couple, if any, models to choose from (Bommer et al., 2010).  
However, by using a correction, introduced here as Vs-  adjustment, one can modify the 
models developed for a region of particular characteristics (host region) and make them 
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applicable to a region of interest of different properties (target region) widening the 
available options.  The term Vs is expressive of the shear-wave velocity under the site 
and the term   denotes the upper frequency spectral decay of the ground motion as 
defined by Equations 2.31 to 2.35.  The application of the method can be extended in 
cases where the GMPEs need to be used within the same tectonic environment for which 
they were developed, but for shear-wave velocities that they were poorly constrained for.   
The evaluation of the   term, integral part of this adjustment, is based on the principles of 
seismic wave propagation and attenuation.  It has been recognised that the resultant 
shear-waves (S) from an earthquake source are transmitted through the earth’s crust and 
are attenuated due to the intrinsic or anelastic attenuation and geometrical spreading or 
scattering (Aki and Chouet, 1975). This diminution has been described by Futterman 
(1962):  
            
   
   
  
2.31 
 
The attenuation,     , of the amplitude of the far field S-waves waves through their path 
of propagation, is expressed by the previous relationship using the quality factor Q, as a 
function of frequency (f), distance (R) from the source and S-wave velocity (Vs) 
(Futterman, 1962). The quality factor Q represents the “wave transmission quality of the 
earth’s crust” (Chandler et al., 2006) and is region specific. It can be established for 
instance via the observation of the decay of weak ground motions with distance or time 
(Chandler et al., 2006). 
However, it was recognised by seismologists that the path attenuation, defined by 
Equation 2.31, was not sufficient to describe the spectral decay observed beyond a 
frequency defined by Hanks (1982) as     .  Further studies by Papageorgiou and Aki 
(1982) suggested that this upper frequency spectral decay was the result of the source 
characteristics i.e., of the fault crack tip, which acted as a low-pass filter.  Hanks (1982) 
on the other hand suggested that the upper frequency spectral decay was mainly a site 
effect.  
Further work by Anderson and Hough (1984) suggested that the overall attenuation, 
including the high frequency spectral decay could be described by Equation 2.32.   
                    2.32 
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The term      is now equal to the path attenuation, which is added to the term    as 
expressed by Equation 2.33:  
     
 
   
    
2.33 
 
The terms R,  and    were explained as part of Equation 2.31 and have the same 
meaning.  On the other hand, the new term    is defined as the attenuation occurring at 
the upper crust i.e., a few hundred meters or a few kilometres under the site (Anderson 
and Hough, 1984). This is evaluated for a distance R equal to zero and is therefore  
independent of the region quality factor Q expressive of the path attenuation (Laurendeau 
et al., 2013).   
Further recognising that the spectral decay of an acceleration spectrum is linear over a 
certain frequency and by accepting the assumption that the quality factor is frequency 
independent, Anderson and Hough (1984) suggested the following relationship for the 
evaluation of the term      .  Based on Equation 2.34,        is equal to the slope   of 
the log-linearly plotted acceleration spectrum over a particular frequency range:  
          2.34 
 
The slope   in the previous relationship can be established from the acceleration 
spectrum (a) considering the difference        between two values over the difference of 
a set of frequencies,   , and is defined by Equation 2.35 (Ktenidou et al., 2013).  
            2.35 
 
An example of a high frequency spectral decay and a demonstration of the evaluation of 
  is provided with the aid of Figure 2.9 which shows the spectral amplitude of a ground 
motion.  It is evident, that the accelerations decrease beyond a frequency      which is 
equal in this case to approximately 10 Hz.  In the second panel of Figure 2.9 the 
exponential decay expressed by Equation 2.32 is identified between frequencies 10 and 
40 Hz.  The difference of these frequencies    can be used to evaluate the slope   of 
Equation 2.35 for the observed decrease in the accelerations       .  The term   can then 
be evaluated by employing Equation 2.34.   
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Figure 2.9 Spectral decay at high frequencies, from Anderson and Hough (1984) 
 
For a specific case the corresponding slopes of a set of accelerograms, typically obtained 
from a microseismic network established in the area of interest, can be estimated using 
Equations 2.34 and 2.35.  The evaluated   values can be plotted in relation to the 
distance, R, of the occurred events from the recording stations producing plots such as 
Figure 2.10.  In this Figure the term Re corresponds to epicentral distance.  The best fitted 
line to these data can then be extrapolated to zero distance establishing the parameter    
(Ktenidou et al., 2013). There is some dependency of the estimated values with the type 
of distance selected, i.e. epicentral or hypocentral with little consensus as to which one 
should be used (Ktenidou et al., 2013).  
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Figure 2.10 Distribution of   with distance R, from Ktenidou et al. (2013) 
 
The evaluation of the parameter    at rock level when only surface recordings are 
available requires knowledge of the shear-wave velocities underlying the different 
station(s).  Its evaluation at rock could be carried out by deconvolving the theoretical 
transfer function, for a known profile, from the surface motion to rock level and 
following the previous described approach.  However, it has been found by Ktenidou et 
al. (2013) that this could under-estimate the final predicted values.  They explained this 
difference as a potential effect of the reference depth selected.  Additional uncertainty in 
the estimated value of     can also have been introduced by the application of the 
deconvolution approach itself (Ktenidou et al., 2013).  These two points highlight the 
fact that despite the detailed knowledge of the shear-wave velocities under a given 
station, the evaluation of    at rock level is not always free of complications.  
Other parameters that can effect the value of   and make its evaluation less 
straightforward include the number, relevance and quality of the available data especially 
in the case of low seismicity regions.  The estimated values are also subject to the manual 
selection of the slope  , the treatement of the data, as well as the compilation of the 
dataset itself (Ktenidou et al., 2013).  
Given the complexity and difficulties associated with the evaluation of    and due to the 
fact that a microseismic network is not typically available for most sites, different studies 
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(Silva et al., 1998, Chandler et al., 2006, Van Houtte et al., 2011) have been conducted 
for its estimation. These attempted to correlate the parameter    with properties such as 
the average shear-wave velocity of the top 30m. One of these studies was carried out by 
Van Houtte et al. (2011). They employed the KiK-net and the NGA datasets and 
identified the slopes of the Fourier spectra of the different ground motions.  They then 
correlated them with the available Vs30 values at the corresponding stations resulting in 
Equation 2.36.  This can be used in any given site for a known value of     . 
                                            2.36 
 
Al Atik et al. (2014) further combined this and other analogous empirical relationships as 
seen in Figure 2.11.  They highlighted that the correlation between    and Vs30 was weak 
and a large scatter in the values was also present.  Nevertheless, these relationships are 
some of the limited available tools to evaluate    in lack of an extensive dataset.  
 
Figure 2.11 Comparison of different empirical relationships of   , from Al Atik et al. (2014) 
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Another approach to evaluate the term   is by performing stochastic parameter inversions 
from empirical ground-motion prediction equations adopting the methodology by 
Scherbaum et al. (2006).  According to this study a set of parameters were selected so 
that an acceptable agreement was achieved between the stochastic and the empirical 
models suggesting the values of   and Q intrinsically expressed by the GMPEs.  
The last approach considered for the estimation of   requires the use of the Fourier 
Amplitude Spectra (FAS) obtained from GMPEs.  These can be derived using Inverse 
Random Vibration Theory (IRVT), which is based on the use of the transfer function of a 
single degree of freedom (SDOF) system and the following set of equations.  
According to the work by Gasparini and Vanmarcke (1976) the square of the Fourier 
amplitude        
  of a single degree of freedom (SDOF) system can be evaluated using 
the spectral accelerations of the motion       as seen in Equation 2.37 (Kottke and Rathje, 
2008b).  
       
  
 
         
 
     
 
 
 
          
 
    
           
  
 
  
2.37 
 
The Fourier amplitude is also a function of the          which is the transfer function of 
the SDOF system, the       representing duration used for the estimation of the root 
mean square amplitude of the motion and the         which is the square of the Fourier 
amplitude for frequencies lower than its fundamental frequency   . Finally, the parameter 
PF is the peak factor given by Equation 2.38 (Kottke and Rathje, 2008b).  
   
    
    
 
2.38 
 
Based on Gasparini and Vanmarcke (1976) the PF is equal to the ratio of the maximum 
value of the signal      over its root mean square value     .  The        can be 
established using  Equation 2.39 (Kottke and Rathje, 2008b).  
      
 
    
          
 
 
  
  
    
 
2.39 
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The      represents the Fourier amplitude at frequency f and in turn the term,   , is the 
zero-th moment of the FAS which can be evaluated using the generic Equation 2.40 
descriptive of the k
th
 moment (Kottke and Rathje, 2008b).  
          
          
 
 
 
2.40 
 
Equation 2.37 can be further simplified to Equation 2.41 (Gasparini and Vanmarcke, 
1976).  This simplification is based on the realisation that the transfer function, 
represented by the term         is constant for a given   .  Subsequently the integral of 
the transfer function in Equation 2.37 can be represented by a function of the damping 
ratio   and of the natural frequency    of the SDOF system as seen below.  
       
  
 
   
 
  
   
 
          
 
    
           
  
 
  
2.41 
 
These equations can be applied to invert the spectra of the ground-motion prediction 
models to FAS from which the parameter   can be established using Equations 2.34 and 
2.35 as discussed before.  
Any of the previous approaches can be adopted and depending on the information 
available, the diminution term D(f) is evaluated for the host as well as for the target 
region.  
Similarly to the diminution, the amplification function        representative of the host 
and the target region must be established as part of the Vs-  adjustment.  One of the 
approaches that can be adopted to obtain this is the quarter-wavelength approximation by 
Joyner et al. (1981).  This requires knowledge of the shear-wave velocity variation and 
unit weights of the profiles representative of the host and target regions.  The principles 
behind the quarter-wavelength approximation were described in Section 2.2.1. 
Having an appreciation of the different terms required for the application of the Vs-  
filter, the methodology adopted for its application is reviewed.  Primarily a spectrum of a 
GMPE is inverted to a FAS using IRVT.  This is required, as the FAS is the sum of 
different linear attributes including the source, path, site effects and instrument or type of 
motion (Boore, 2003, Bora et al., 2013) which makes it feasible to modify it.  
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In order to apply the Vs-  adjustment the evaluated amplifications       and diminution 
     , which are established as described before, are employed to evaluate the site term 
     .  This is defined by Equation 2.42 (Boore, 2003).  
                 2.42 
 
The site terms are evaluated for the host,       and target regions,       and their ratio is 
used to modify the FAS of the GMPE as demonstrated by Equation 2.43.  
           
     
     
 
2.43 
 
The adjusted FAS of the GMPE can be converted back to response spectrum using RVT 
and this will represent the adjusted spectrum representative of the amplifications and 
spectral decay of the target region.   
Ultimately, the ratio between the adjusted (        ) acceleration response spectrum 
and the un-modified response spectrum of the GMPE can be employed to define a 
modification factor, Fm, as represented by Equation 2.44.  
   
        
    
 
2.44 
 
Note that the same methodology, can be followed when the diminution parameter, 
accounts for the path effect (  , or when it is focused on the near surface attenuation (    
providing that this term is consistently defined between the host and the target regions.  
The different steps for the application of the Vs-  filter as described in this section are 
summarised in Figure 2.12.  
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Establish the diminution parameter  
     exp(-   f) for the host    using the most 
appropriate approach depending on the available 
data e.g., use empirical correlations such as the one 
by Van Houtte et al.(2011) or the approach by 
Anderson and Hough (1984), etc.  
Obtain the response spectrum/a of the GMPEs that 
will be adjusted (e.g. by using scenarios 
corresponding to the desaggregated results of a 
PSHA). 
Host region 
Invert the response spectrum/a of the GMPEs  
to their corresponding FAS using Inverse 
Random Vibration Theory (Gasparini and 
Vanmarcke, 1976).  
Establish the amplifications, A(f)h representative 
of the host region shallow crustal profile (e.g. by  
using the quarter-wave length approximation by 
Joyner et al. ,1981). 
 
Establish the diminution parameter 
     exp(-   f)  for the target term    
using the most appropriate  approach  
depending on the available data.  
 
           
     
     
 
Adjust the FAS of the GMPEs to represent the 
characteristics of the target region by 
multiplying it with the ratio of the target and 
host site terms: 
 
 
                       
Evaluate the host site term: 
 
 
 
 
                       
Evaluate the target site term: 
 
Convert the adjusted        to response 
spectrum using RVT and obtain the adjusted 
spectrum of the GMPE           .  
 
Target Region 
Figure 2.12 Methodology behind the 
application of the Vs-  adjustment 
Determine the amplifications corresponding to 
the shallow crustal profile of the target region 
A(f)t.  
   
        
    
 
Evaluate the ratio between the adjusted 
(        ) and unadjusted (GMPE) response 
spectrum to define the scaling factor Fm based 
on the equation: 
 
 
71 
 
2.3 Equivalent linear and Nonlinear site response analysis 
2.3.1 General description of the dynamic soil properties required in site 
response analysis  
Alternatively to the GMPEs, the soil response for different intensities of ground shaking 
can be established using methods such as the one dimensional (1D) Equivalent Linear 
(EQL) or Nonlinear (NL) site response analysis.  Both methods require a set of input 
parameters, which are descriptive of the soil conditions of a site.  The number of the 
parameters required is naturally dependent on the complexity of the constitutive model 
adopted.  Typical inputs include the shear-wave velocity profile, layer thickness and unit 
weight, as well as shear modulus degradation and damping curves with cyclic shear 
strain.  
The different type of tests can be classified as in-situ and laboratory tests.  In-situ testing 
can be invasive or non-invasive depending on whether excavation is required and can be 
further subcategorised as small (<10
-3
%) and high strain tests (Kramer, 1996). The 
former are measuring stiffness related properties whereas the latter can be used to 
measure strength related properties and intermediate to high strain stiffness.  
Some of the widely used small strain field tests are presented in Figure 2.13.  These can 
be employed to estimate predominately the shear-wave velocity with depth whereas 
some can be also used to define the layer thickness variation with depth.  Indicatively 
these tests include up-hole and down-hole tests as well as the reflection and refraction 
tests.  As suggested in Figure 2.13 each of the different procedures is associated with 
certain  advantages and disadvantages with the latter being mainly associated with cost, 
limited applicability to certain soil conditions or lack of accuracy (McCann et al., 1997).  
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Figure 2.13 Different seismic field testing for the determination of the stiffness of profiles, from 
McCann et al. (1997) 
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Instead of or in combination with the small strain tests, high strain tests can be also 
conducted.  These include the Standard Penetration Test (SPT), the Cone Penetration 
Test (CPT) and the Pressuremeter Test (British Standards, 2005, British Standards, 
2009). These can be used to establish the behaviour of the soils for strains greater than 
10
-3 
% including the soil strength (Kramer, 1996).  
Laboratory tests can be also conducted to obtain soil or rock stiffness and strength related 
properties.  These are again relevant to small and high strain levels.  A widely used 
laboratory test is the piezometric bender element test, which is relevant to small strains 
and can be employed to establish the shear-wave velocity of the examined specimens.  
The resonant column test is also readily employed and is relevant to approximately 10
-3
-
10
-1
% strains.  This type of test can be used to establish the fundamental frequency of the 
specimen and in turn its corresponding shear-wave velocity and shear modulus.  Another 
commonly adopted test is the cyclic torsional shear test.  This is applicable to a wide 
range of strains up to 1% and can be adopted to measure stiffness and damping for the 
various strain ranges (Benz, 2007). Furthermore, the cyclic simple shear and cyclic 
triaxial tests are commonly employed in practise in order to assess the cyclic strength of 
soils and their stiffness in either stress or strain controlled conditions.   
This kind of laboratory tests can be used to determine the nonlinear soil properties, 
namely the shear modulus reduction and damping with shear strain.  These are essential 
in order to understand and predict the soil’s behaviour under cyclic loading within site 
response analysis.   
Alternatively or used as bounding curves to the laboratory and field data, empirically 
derived curves are readily available.  These were established by statistically analysing the 
laboratory test results of a wide range of soil samples (e.g. Darendeli, 2001).  The 
empirical curves are a function of the soil type and are dependent on different sets of 
parameters including the confining pressure, the plasticity index and number of cycles.  
Examples of such curves include those developed by Seed et al. (1986), by Vucetic and 
Dobry (1991) or the more recent curves by Darendeli (2001).  The previous empirical 
curves are plotted in Figure 2.14 for a plasticity index PI=0%, an over consolidation ratio 
OCR=1 and a mean effective stress equal to 2 atm.  As observed from this plot the 
predicted stiffness and damping for a particular value of shear strain can vary amongst 
the empirical curves.  This is the result of the different dataset, the methods employed 
and the descriptive parameters used to develop them.  
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Figure 2.14 (a) Comparison of different stiffness degradation and (b) damping curves for PI=0, 
OCR=1 and mean effective stress equal to 2 atm 
 
Naturally, the range of applicability of these curves is determined by the extent of the 
dataset used to constrain them.  As demonstrated in Figure 2.15, which shows the dataset 
employed for the definition of the empirical curves of Darendeli (2001), they are poorly 
constrained for strains greater than 0.1% and therefore their use beyond this threshold is 
coupled with additional epistemic uncertainty.  
Numerous studies have been conducted attempting to quantify the variability in the 
measurements of different soil properties using any of the abovementioned procedures.  
A brief description of only a small sample of these studies is provided in the following 
section, recognising that the list is not exhaustive. 
0.0001 0.001 0.01 0.1 1 10
Strains [%]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
G
/G
m
ax
Seed et al. (1986)
Vucetic & Dobry (1991)
Darendeli (2001)
(a)
0.0001 0.001 0.01 0.1 1 10
Strains [%]
0
5
10
15
20
25
D
am
p
in
g 
[%
]
(b)
75 
 
 
Figure 2.15 Dataset employed for the empirical curves of Darendeli (2001)  
 
2.3.2 Variation in the measured values of the soil parameters used in site 
response analysis 
Firstly, a distinction needs to be made with regards to the sources of variability and as 
such, it is recognised that it can include measurement errors, statistical errors due to lack 
of a detailed investigation or spatial variability.  The first two could be classified as 
sources of epistemic uncertainty and hence can be reduced.  This is feasible by 
performing a more detailed site investigation or by improving the procedure employed.  
On the other hand, the latter is a source of aleatory variability expressing the randomness 
of the different natural processes.   
The first study reviewed is by Phoon and Kulhawy (1999) who summarised the findings 
of different studies regarding the measurement error associated with laboratory testing 
such as the triaxial compression (TC), direct shear (DS) and vane shear tests (LV) 
resulting in Table 2.3.  This table includes the covariance (COV) of measurements, 
defined as the ratio of the standard deviation with the mean, in terms of the undrained 
shear strength (su), the angle of shearing resistance (  , the natural water content (wn), 
the liquid (wL), and plastic limits (wp), the Plasticity Index (PI) and the unit weight (  .  
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Table 2.3 Measurement error of different laboratory testing, from Phoon and Kulhawy (1999) 
 
 
Based on the previous table it is suggested that the unit weight of fine grained soils can 
have a covariance equal to 1-2%, whereas the angle of shearing resistance can have a 
covariance ranging from 8 to 24% depending on the soil examined (Phoon and Kulhawy, 
1999). According to Phoon and Kulhawy (1999), the estimation of the measurement 
error is feasible by comparing the measured property obtained by different individuals 
using the same method on “nominally identical” samples.  
Another study by Moss (2008) suggested that in order to identify the variations in the 
measurements attributed solely to the method employed; repetitive testing at a single 
location should be performed and compared when using different testing procedures.  
This however, in most projects is prohibited by time and cost constrains.  In addition, the 
separation of the different forms of uncertainty, e.g. measurement error from spatial 
variability can be rather complex.  These two points further highlight that it can be 
particularly challenging to establish the soil property uncertainty in practice.  
Another study by Montalva (2010) further summarised the variations in the 
measurements of the shear-wave velocity of the top 30 m depending on different 
measurement techniques.  The covariance of this property can range from 1 to 10% 
depending on the adopted in-situ technique as indicated in Table 2.4. 
Table 2.4 Uncertainty related with shear-wave velocity measurements, from Montalva (2010) 
Technique Variability in the prediction 
of Vs30: COV 
MASW 1-4% 
SASW 5-10%  
P-S logging  & 
SCPT  
 
1-3% 
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Differences can be also observed amongst the values of measured soil properties when 
laboratory or in-situ testing are adopted.  For instance, Stokoe and Santamarina (2000) 
reviewed the differences in the measured values of shear-wave velocities obtained using 
in situ testing (cross-hole and suspension logging) against the values obtained using 
laboratory testing.  The latter were conducted in intact samples using the Resonant 
Column apparatus.  As illustrated in Figure 2.16 the shear-wave velocity obtained from 
the laboratory testing deviates from the field values.  These differences become more 
prominent as the stiffness increases with depth (Stokoe and Santamarina, 2000).  
 
Figure 2.16 Comparison between filed and laboratory measurements of the shear-wave velocity, 
from Stokoe and Santamarina (2000) 
 
A similar trend can be observed in Figure 2.17 in which the shear-wave velocities from 
laboratory (Vs,lab) tests are compared with the in-situ measurements (Vs,field).  It is 
noted that their ratio decreases with increasing Vs,field.  This comparison suggested that 
for shear-wave velocities equal to 650 m/s, the small strain shear modulus (product of the 
squared shear-wave velocity with the unit mass density of the soil) obtained in the 
laboratory were as low as one third of the property established on site.  Some of these 
variations were attributed amongst others to the condition of the recovered samples, 
sampling method employed and sample size effects (Stokoe and Santamarina, 2000).  
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Figure 2.17 Comparison of shear-wave velocities obtained using field and laboratory testing, 
from Stokoe and Santamarina (2000) 
 
The effect on the surface predictions, when such variations in the soil properties within 
site response analysis are considered, is in many cases overlooked.  This will be further 
addressed as part of Chapter 5. 
  
2.3.3 Principles and limitations of the different methods of site response analysis  
Before describing the equivalent linear and nonlinear site response analysis the main 
principles that they are founded on are briefly introduced.  Firstly, it is recognised that 
the hysteretic behaviour of the soil under cyclic loading can be described by the shear 
stress (  -shear strain (   loop illustrated in Figure 2.18.   
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Figure 2.18 Stress-strain relationship associated with cyclic loading, after Kramer (1996) 
 
The loop is defined by its inclination and breadth.  The loop’s inclination at any point is 
subject to the soil’s stiffness expressed by the parameter,     , as demonstrated in Figure 
2.18.  The stiffness,     , can be obtained at any point of each cycle as the tangent of the 
loop.  On the other hand, the parameter,     , represents the average stiffness for the 
entire loop.  Finally, the maximum stiffness, expressive of the elastic stiffness of the soil, 
is equal to the tangent represented by      (Kramer, 1996, Stewart et al., 2008) 
The breadth of the loop, which is associated with its area, can be further related to the 
dissipated energy within each cycle, allowing for the evaluation of the damping ratio.  
The latter is defined by Equation 2.45.  
  
  
    
 
2.45 
 
 
The dissipated energy, AL, of Equation 2.45 is represented in Figure 2.19 by the shaded 
area within the hysteretic loop.  On the other hand, the maximum elastic strain energy 
during the cycle is equal to the grey triangular area (parameter AT of Equation 2.45).  The 
   
     
  
     
     
     
  
80 
 
damping ratio can be in turn evaluated as the ratio of the dissipated over the maximum 
elastic strain energy (Kramer, 1996).  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.19 Graphical representation of the damping ratio associated with cyclic loading, after 
Kramer (1996) 
 
The previous schematics demonstrated the hysteric behaviour of the soil for a single 
cycle.  The successive soil stiffness degradation under cyclic shearing can be best 
illustrated by the more complex schematic representation of Figure 2.20.  This plot 
shows the loop for the cycle corresponding to the cyclic shear strain     and the 
successive loops at the cyclic shear strains     and     respectively.  The s-shape curve 
connecting the extremities of the hysteretic loop is called the backbone curve and is 
descriptive of the monotonic nonlinear stress-strain relationship of the soil (Matasovic, 
1993). Two of the simplest and widely employed constitutive models are the Ramberg-
Osgood (Ramberg and Osgood, 1943) and the hyperbolic model (Hardin and Drnevich, 
1970).  Both simulate the hysteric behaviour of the soil based on a stress-strain 
relationship and express the damping as a measure of the dissipated energy (Ishihara, 
1986). 
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Figure 2.20 Stress-strain behaviour for cycle at     and     and    , after Matasovic (1993) 
 
The change of Gsec with cyclic shear strain can be also expressed in terms of the modulus 
reduction curves.  These are established by plotting the ratio of Gsec over the maximum 
shear modulus Gmax with cyclic shear strain with an example plotted in Figure 2.14a.  
A further association of the shear modulus reduction curves with linear elastic, nonlinear 
elastic and elastoplastic soil layer response was made by Vucetic (1994).  According to 
this study, these ranges of soil behaviour can be defined using the cyclic linear shear 
strain       and the volumetric shear strain       thresholds.  The cyclic linear shear 
strain is defined as the shear value corresponding to a ratio of           equal to 0.99.  
Below this threshold, the behaviour of the soil is expected to be linear.  On the other 
hand, the volumetric shear strain is identified, as the threshold beyond which a 
permanent volume or pore-water pressure change is taking place, accompanied by the 
change in the microstructure of the soil.  The soil behaviour above this threshold is 
expected to be nonlinear and inelastic.  Finally, the soil behaviour between     and     is 
expected to be nonlinear but mainly elastic (Vucetic, 1994).  
Vucetic (1994) identified that these two thresholds are strongly correlated with the 
plasticity index.  He summarised the findings of sixteen different studies, as illustrated in 
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Figure 2.21.  In this plot the cyclic linear and the volumetric shear strain thresholds are 
established for different values of plasticity index.  Based on this plot, it is suggested that 
the thresholds between linear and nonlinear behaviour increase with increasing plasticity 
index.  It is therefore implied that higher shear strains would be required for a soil of 
higher plasticity in order for it to behave nonlinearly (Vucetic, 1994).  
 
Figure 2.21 Cyclic linear and volumetric shear strains with plasticity index, from Vucetic (1994) 
 
Knowledge of these thresholds, in conjunction with the shear modulus reduction and 
damping curves of the different soil layers, could potentially allow identifying the strain 
levels for which nonlinear behaviour would take place.  This is schematically illustrated  
in Figure 2.22.  This approach is further reviewed as part of Chapter 4. 
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Figure 2.22 Shear modulus reduction and damping curves with strain and the different cyclic soil 
behaviour, after Vucetic (1994) 
 
Equivalent linear site response analysis 
The hysteretic behaviour of the soil under cyclic loading, described before, can be 
modelled using EQL and/or NL site response analysis.  The former is a total stress 
approach based on the iterative definition of the shear modulus and damping as 
illustrated in Figure 2.23. 
 
Figure 2.23 Schematic representation of iterations within EQL analysis, from Kramer (1996) 
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Firstly, shear modulus reduction and damping curves are employed to describe the cyclic 
behaviour of each soil layer.  As suggested by Figure 2.23 an initial shear modulus, G
(1)
, 
and damping value,     , for each layer is assumed, using the employed shear modulus 
and damping curves.  The G
(1)
 and      are typically associated with the corresponding 
values at small strain ranges (Kramer, 1996). The analysis is carried out for these 
properties and the maximum shear strain for each layer is computed.   
Then, the effective shear strain, expressed by Equation 2.46, is evaluated as a fraction of 
this resultant maximum shear strain (Kramer, 1996). 
            2.46 
 
Based on standard practise, the parameter   , is constant for all layers throughout the 
analysis and depends on the earthquake moment magnitude, M.  The latter is considered 
a valid input parameter, as it is an indicator of nonlinearity (Idriss and Sun, 1992).  The 
parameter    is defined by:  
   
   
  
 
2.47 
 
Following the evaluation of the effective strain a new set of shear modulus and damping 
values (G
(2)
 and     ) are determined using again the shear modulus reduction and 
damping curves.  EQL site response analysis is repeated using the new shear modulus 
and damping values and the effective strain is recalculated.  This process is carried out 
until the differences in the shear modulus and damping between two successive iterations 
fall under a desirable tolerance (Kramer, 1996).  
The use of the effective strain, as opposed to the maximum strain, can be justified with 
the aid of the following plot.  Based on Figure 2.24 a transient (earthquake input motion) 
is transformed to a harmonic motion in order to be employed within site response 
analysis.  This is consistent with the harmonic loading applied in the laboratory testing, 
used to establish the shear modulus reduction and damping curves (Kramer, 1996). 
However, this transformation can result in rather conservative results, with the peaks of 
the transient motion only approaching a few of the peaks of the resultant harmonic 
motion.  To account for this the effective shear strain i.e., a fraction of the maximum 
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strain corresponding to the harmonic motion, is employed by the analysis  (Kramer, 
1996).  
 
Figure 2.24 Conversion of transient motion to harmonic, from Kramer (1996) 
 
One of the known limitations of the EQL approximation is the use of constant damping 
and shear modulus throughout the analysis.  Since these values are associated with the 
maximum strain, typically corresponding to low frequencies, it can lead to over-damping 
of the high frequency response.  This over-damping can be appreciated by comparing the 
response relatively to the predictions of the NL site response analysis (Rathje and Kottke, 
2011) which is further described hereafter.  
 
Nonlinear site response analysis 
To overcome some of the limitations of EQL analysis, such as the use of constant 
stiffness and damping throughout the analysis, NL site response analysis can be adopted.  
There are currently different constitutive models that can be employed to describe the 
shear stress-shear strain relationship within nonlinear codes (Stewart and Kwok, 2008).  
Indicatively a widely employed constitutive model is the modified hyperbolic model by 
Kodner and Zelasco (MKZ) (Matasovic and Vucetic, 1993). This constitutive model is 
described by the backbone curve defined by:  
  
     
    
 
  
 
  
2.48 
 
In the previous relationship the shear stress, , is a function of Gmax, the shear strain   and 
the reference shear strain   .  The parameter,   , is the shear strain corresponding to the 
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ratio of          equal to 0.5 (Stewart and Kwok, 2008). Finally, the parameters   and   
are fitting constants controlling the amplitude and the curvature of the backbone curve 
and can be calibrated against reference modulus reduction and damping curves.  These 
parameters are a function of the fitting method adopted, with two typical options.   
The first option is calibrating the hyperbolic model focusing on the agreement with the 
reference shear modulus curve.  An example of this fit is presented in Figure 2.25.  In 
this plot, the curves resulting from the calibrated MKZ model (called MKZ curves 
hereafter) are compared with the empirical curves of Darendeli (2001) used for the 
calibration.  As indicated from this comparison and identified by other studies (e.g. 
Stewart et al., 2008) this fitting option (i.e. selecting   and   so that a good agreement 
with the reference shear modulus reduction curve is achieved) does not necessarily 
represent adequately the high strain damping (Phillips and Hashash, 2009, Papaspiliou et 
al., 2012).  
The alternative option is to balance the fit of the calibrated hyperbolic model and its 
resultant MKZ curves, between the reference modulus reduction and damping curves 
(Phillips and Hashash, 2009). Considering the damping in the calibration of the model 
can be justified by revisiting Figure 2.19.  As suggested by this plot there is a direct 
association of the shear stress with the dissipation of energy.  
As illustrated in Figure 2.25, the resulting MKZ curves for the second fitting option, can 
underestimate the small strain and overestimate the high strain stiffness in comparison to 
the reference empirical curves.  What can be also seen from this plot is that the calibrated 
models, using the fitting option 1 and 2 described herein, achieve a better match with the 
empirical curves at different strain ranges.  It is therefore evident that the selection of the 
calibration method should be subject to the strain levels dominating the analysis (Stewart 
and Kwok, 2008). The variation in the ultimate surface response spectral ordinates when 
using fitting option one or two will naturally depend on the generated strain level as well 
as  the scenario and soil profile considered (Stewart and Kwok, 2008, Papaspiliou et al., 
2012).  
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Figure 2.25 Resulting modulus reduction and damping curves of MKZ model for fit 1 (modulus 
curve) and fit 2 (modulus-damping curve) against (a) modulus reduction curves and (b) damping 
curves of Darendeli (2001) 
 
The backbone curve of the selected constitutive model (i.e., of MKZ in the present 
study), is used in conjunction with the extended Masing rules (Vucetic, 1990, Pyke, 
1990) to describe the cyclic degradation of the soil (Matasovic, 1993). However, one of 
the known limitations of the MKZ model is that it predicts almost zero damping at small 
strains.  This contradicts laboratory data which show non-zero damping at small strains 
(<10
-3
%)
 
(Kwok et al., 2007).  
This issue is typically overcome in many nonlinear codes by the addition of extra viscous 
damping in the form of Rayleigh damping.  The latter is given by Equation 2.49 (Park 
and Hashash, 2004).   
              2.49 
 
The Rayleigh damping is a function of the mass     and stiffness     matrices.  These 
are representative of the soil stratigraphy, which can be idealised in a discrete lumped 
mass system as illustrated in Figure 2.26.  Each layer is essentially represented by a 
mass, a spring and a dashpot.  The mass matrix is composed by the masses of the 
idealised system.  These are evaluated between each couple of successive layers as the 
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sum of one-half of their masses.  On the other hand, the corresponding stiffness 
comprising the     matrix for a linear-elastic material can be evaluated for each layer as 
the ratio of its shear modulus Gi with its thickness hi (Park and Hashash, 2004).  
 
Figure 2.26 Idealisation of the stratigraphy used in site response analysis in the time domain, 
from Park and Hashash (2002)  
 
The Rayleigh damping also depends on the parameters    and    described by Equations 
2.50 and 2.51 respectively.   
   
   
       
 
2.50 
   
     
        
 
2.51 
 
There are different approaches for the selection of the target damping   seen in the 
previous two relationships.  This parameter can represent the equivalent damping at 
small strains or the smallest value for which numerical stability in the results is 
maintained (Kwok et al., 2007).  
Furthermore, the parameters    and    seen in Equations 2.50 and 2.51 correspond to 
two selected periods, between which the damping is equal to or lower than the target 
damping   as demonstrated in Figure 2.27.  This plot shows the evaluated Rayleigh 
damping using   8% and periods T1 and T2 equal to 1.0 s and 0.2 s respectively.  
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Figure 2.27 Generated Rayleigh damping for T1=1 sec, T2=0.2 sec and   8% 
 
The selection of this set of periods, T1, T2, depends on the examined problem and the 
period range that is deemed important in the design, with    typically set equal to the 
fundamental period of the soil column (Park and Hashash, 2004).  According to Kwok et 
al. (2007) the first and third mode of the soil column should be used as    and    
respectively.  However, further work by Papaspiliou et al. (2012) indicated that by using 
invariably these modes could lead to the occurrence of numerical noise in the high 
frequency range, which for the examined cases was identified at spectral periods between 
0.04 s to 0.07 s.   
Park and Hashash (2004) recommended an alternative iterative approach to the method 
suggested by Kwok et al. (2007).  According to them the Rayleigh damping parameters 
can be calibrated by matching the spectrum obtained using linear time domain analysis 
(frequency dependent damping) with the spectrum obtained using linear frequency 
domain analysis (Park and Hashash, 2004).  The latter is based on a closed form solution 
of the wave equation with frequency independent damping and thus is considered an 
exact solution and a valid benchmark (Hashash and Park, 2002). An application of this 
approach is further reviewed in Chapter 4.    
The modulus reduction curves obtained when all the parameters of the MKZ model have 
been calibrated were found to compare well with laboratory data as indicated in Figure 
2.28.  This plot shows the results of direct shear tests performed on sand specimens.  
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These are compared against the curves calculated using the predecessor of the MKZ 
model developed by Kodner and Zelasko (1963) termed the KZ model as well as the 
curves using the MKZ model itself.  
 
Figure 2.28 Measured and calculated shear modulus reduction curves using the KZ and the MKZ 
models, from Matasovic and Vucetic (1993) 
 
Further comparisons with laboratory tests suggested that the MKZ can under predict the 
damping at small strains (10
-4
 to 10
-2 
%) and over predicting it at high strains (>0.1%).  
This is illustrated in Figure 2.29. 
 
Figure 2.29 Measured and calculated curves using the KZ and the MKZ models, from Matasovic 
and Vucetic (1993) 
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To alleviate the over-damping, associated with the MKZ model, Phillips and Hashash 
(2009) suggested an additional modification.  Based on their study the MKZ model can 
be adjusted by a reduction factor achieving a concurrent good match with the modulus 
and the damping curves.  Papaspiliou et al. (2012) reviewed the new MKZ model and 
identified that contrary to the desirable result, the model appeared to over-damp the 
response of high intensity motions in comparison to the conventional hyperbolic model.  
It was indicated that the revised model was utilizing a maximum strain value until a new 
greater value of strain occurred.  For records that the maximum strain occurred at an 
early cycle the response was associated with higher stiffness degradation compared to the 
typical MKZ model.  This study suggested that further work is required prior to the full 
implementation of the new MKZ model. 
 
 Comparison of the predictions of EQL and NL site response analyses 
As discussed before, EQL and NL methods of site response analyses are associated with 
different limitations.  Various studies have been conducted to assess the potential 
differences in their predictions using as a reference vertical array data, nearby rock-soil 
motions or the predictions of GMPEs (Stewart et al., 2008). 
For instance, Borja et al. (1999) compared the spectral accelerations obtained using EQL 
site response analysis and SHAKE (Schnabel et al., 1972) with the predictions obtained 
using the nonlinear FE code implemented in SPECTRA (Borja and Wu, 1994). They 
compared the predictions of both methods of analyses with vertical array data from the 
Lotung Taiwan earthquake of 1986.  They found that both analyses provided comparable 
results in relation to the recorded motion.  This is demonstrated in Figure 2.30.  The two 
panels correspond to the recorded motion at the surface in the northern-south (NS) 
direction (FA1-5EW) compared against the EQL and the NL predictions (Borja et al., 
1999). However, it is believed that the predictions of the two methods of analyses were 
in such good agreement mainly due to the intensity of the motions examined.   
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Figure 2.30 Comparison of EQL and FE nonlinear predictions with Lotung vertical array, from 
Borja et al. (1999)  
 
A more recent study by Baturay and Stewart (2003) compared the predictions of EQL 
analysis against recorded surface motions and versus the predictions of the GMPE of 
Abrahamson and Silva (1997).  The latter was also modified using the site amplifications 
by Stewart et al. (2003).  They firstly selected strong motions, from a database analogous 
to the Pacific Earthquake Engineering Research Centre (PEER) database, inferring the 
geological information underlain the recording stations.  In order to achieve, this they 
employed the geographical system developed by Stewart et al. (2003).  From the 
compiled dataset different input motions were selected so that they were representative 
of typical motions recorded in soft rock conditions (Vs30=520-620 m/s) and active 
tectonic regions (Baturay and Stewart, 2003). The selected motions were spectrally 
matched to a target spectrum generated using the ground-motion model of Abrahamson 
and Silva (1997).  They were then propagated through the corresponding sites using EQL 
analysis.  Some of the resulting surface ground motions can be inspected in Figure 2.31.  
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Figure 2.31 Ground motion comparisons using different approaches against recorded surface 
motions, from Baturay and Stewart (2003) 
 
In the previous plot, the surface ground motions predicted for three different sites can be 
examined.  Namely the Capitola (Vs30=290 m/s), the Saturn (Vs30=303 m/s) and the SFO 
(Vs30=227 m/s) site.  The observed variation between the predicted and the measured 
ground motions is naturally subject to the profile stiffness and the intensity of the input 
motions.   
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Specifically, the left hand side panels of Figure 2.31 correspond to ground motions 
associated with high intensity earthquakes having Peak Horizontal Accelerations (PHA) 
ranging from 0.28 g to 0.48 g.  The right hand side panels are associated with 
earthquakes of lower PHA taking values from 0.05 g to 0.12 g respectively.  As observed 
from these plots, EQL site response analysis tends to under-predict the surface spectral 
accelerations in relation to the recorded surface spectra for the case of the stronger input 
motions.  A better agreement is noticed when lower intensity input motions are 
considered.   
Overall, the predictions (     of site response analyses appear to capture well the spectral 
shape of the recorded ground motions.  These were in better agreement than the 
predictions of both the modified GMPE (labelled Rock attenuation with NEHRP 
amp.factors       and the predictions of the un-modified GMPE (Attenuation     ). 
In the study by Rathje and Kottke (2011), further comparisons between the predictions of 
EQL and NL site response analyses were conducted.  The Sylmar County Hospital 
(SCH) a stiff sandy site and the Calvert Cliff (CC), a clayey site in the coast of 
Chesapeake Bay, were employed.  The shear-wave velocities of these sites are plotted in 
Figure 2.32.  
 
Figure 2.32 Shear-wave velocities for the Sylmar County Hospital (SCH) and the Calvert Cliff 
(CC), from Rathje and Kottke (2011) 
 
In this study, the predictions of EQL analysis in the frequency domain (FD) and of NL 
analysis in the time domain (TD) were assessed for input motions of different intensity.  
The variations between their predictions were quantified using the relative difference 
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between them.  This was defined as the difference between the median spectral ratios of 
NL analysis with the median spectral ratios of EQL analysis, normalised by the median 
spectral ratios of the latter.  An example of these calculated relative differences for the 
SCH site can be seen in Figure 2.33.  These were obtained using an input motion with 
PGA=0.01 g.  In the same plot, the relative differences when using linear analysis in the 
time domain and linear analysis in the frequency domain can be also identified.  It is 
evident that both NL and EQL analyses are generally in good agreement and compliant 
with the linear case.  Similar results were obtained for the CC site (Rathje and Kottke, 
2011).  
 
Figure 2.33 Comparison of relative differences between EQL and NL analyses for a low intensity 
motion (PGA=0.01 g), from Rathje and Kottke (2011) 
 
Additional comparisons were carried out in the same study considering moderate 
(PGA=0.13 g) and high (PGA=0.4 g) intensity motions.  The amplifications defined as 
the ratio of surface and rock spectral accelerations for these motions can be inspected in 
Figure 2.34.  As observed from this plot both methods of analyses gave analogous 
predictions for frequencies smaller than approximately 5 Hz.  The NL spectral 
amplifications were consistently larger than the EQL spectral amplifications between 5 
and 25 Hz.  These trends were present, but more subtle for the moderate intensity 
motions and were exaggerated for the high intensity motions examined (Rathje and 
Kottke, 2011).   
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Figure 2.34 Comparison of EQL and NL site response analyses for moderate(PGA=0.13g) and 
high (PGA=0.4 g) intensity motions, from Rathje and Kottke (2011) 
 
2.4 Probabilistic Seismic Hazard assessment (PSHA) and existing methods of 
incorporating site effects  
Probabilistic Seismic Hazard Assessment can be used to define the probability of 
exceedance of a particular component of motion in the form of hazard curves.  This can 
be achieved by combining geological and seismological data with basic probabilistic 
concepts (McGuire, 2004). 
The ground-motion prediction equations, described before, are an integral part of PSHA 
and can be used directly to approximate the soil or rock spectral accelerations.  The near 
surface effects on the ground motions are predicted using numerically or empirically 
derived generic amplification functions as discussed before.  The soil profile can be 
represented within the models using a simple proxy; such as the average shear-wave 
velocity of the top 30 m (e.g. Campbell and Bozorgnia, 2008).  However, this generic 
representation of the soil column does not necessarily capture the nonlinearity or 
phenomena such as resonance and can result in inaccurate predictions (Bazzuro and 
Cornell, 2004b).    
To overcome this Bazzurro and Cornell (2004b) suggested that the GMPEs should be 
modified within the frame of PSHA in order to make them site-specific.  Their approach 
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entails the use of a small set of input motions and the following set of equations.  Firstly 
it is appreciated that the spectral amplification functions are equal to the ratio of the 
surface soil spectral accelerations (Sa
s
(f)) over the rock accelerations (Sa
r
(f)) as 
expressed by: 
      
      
      
 
       2.52 
 
Considering the previous equation in logarithmic terms and rearranging it with respect  to  
       results in: 
                          2.53 
 
The rock spectral accelerations of Equation 2.53 can be established using any of the 
published ground-motion prediction equations and are expressed by the following 
relationship:  
                                            2.54 
 
The term          is the median of the rock spectral accelerations in terms of magnitude 
(M), and distance (R) and   is descriptive of the source, path and site effects (Bazzuro 
and Cornell, 2004b). The term            is a random variable which expresses the number 
of standard deviations (         ) by which the spectral accelerations differs to the median 
predictions          (Bazzuro and Cornell, 2004b). 
Analogously the amplifications,        , are equal to the median predictions of the 
natural logarithms of the amplification functions (        ), the random variable          
and the standard error          and are summarised by: 
                                        2.55 
 
In their companion study, Bazzurro and Cornell (2004a) investigated the dependence of 
the amplification functions, as briefly discussed in the previous sections, to different 
parameters.  These included the rock spectral accelerations both at generic frequencies, 
as well as at the fundamental frequency of the site, the peak ground acceleration, the 
magnitude and source-to-site distance.  They performed nonlinear site response analyses 
98 
 
using the software SUMDES (Li et al., 1992) for a clayey and a sandy site, using 78 
input motions from earthquakes that occurred worldwide between 1966 and 1995 
(Bazzuro and Cornell, 2004a).  
By performing multiple regressions to their results, for each of the examined intensity 
variables, they identified that the spectral amplifications were more strongly correlated to 
the        suggesting Equation 2.56 for the representation of the AF.  The terms    and 
   represent two coefficients determined from regression  (Bazzuro and Cornell, 2004a):  
                 
                             2.56 
 
The previous Equations 2.53 to 2.56 can be used to transform a generic ground-motion 
prediction model to an analogous site-specific model.  The terms    and    can be 
established using site-specific site response analysis.  The number of records (n) required 
for their definition depends on the desirable degree of accuracy (  .  Ten records result in 
predictions within  10% of the actual value for a logarithmic standard deviation of the 
spectral amplifications equal to 0.3.  This is in accordance with the Equation of the 
standard error provided below (Bazzuro and Cornell, 2004b).  
   
        
 
 
  
       2.57 
 
Goulet and Stewart (2009) also investigated the impact of modifying the GMPEs using 
deterministic values of amplification functions i.e., by ignoring their standard deviations.  
They performed PSHA for two locations in California considering three different soil 
and soft rock conditions for each location.  These were representative of sites 
characterised by average shear-wave velocities of the top 30 m equal to 600 m/s, 250 m/s 
and 180 m/s respectively.  They subsequently identified that the ground motions obtained 
by applying the deterministic site factors to the hazard curves were underestimated.  This 
was in relation to the ground motion predictions obtained by incorporating the 
uncertainty related with the probabilistic application of the amplification functions.  The 
degree of bias was soil stiffness dependant and appeared to be stronger for the soft (180 
m/s) and medium stiffness (250 m/s) sites and negligible for the soft rock (600 m/s) 
examined (Goulet and Stewart, 2009).   
This along with other earlier studies highlighted the significance of properly combining 
the site-specific effects with the rock hazard within PSHA.  This can be achieved 
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following for instance the recommendations found in the study of McGuire et al. (2002), 
where the soil amplitude for a return period can be expressed by: 
                      
 
 
   
    
   
       2.58 
 
In the previous relationship,      , is the surface spectral accelerations for a return period 
rp,          are representing the mean amplification functions for the examined return 
period and   and    can be established from the slope of the rock hazard curves, whereas 
   is the standard deviation of the amplification functions.  
Alternatively the convolution approach by Bazurro and Cornell (2004b) can be employed 
to combine probabilistically the rock and soil hazard curves using Equation 2.59. 
            
 
 
       
 
 
    
       2.59 
 
In Equation 2.59,       is the sought after hazard curve,       is the probability density 
function of the spectral acceleration at rock level which can be established by 
differentiating the rock hazard curve (Bazzuro and Cornell, 2004b). The term      
 
 
    
in Equation 2.59 is the cumulative distribution function of the soil which can be 
expressed by Equation 2.60 for a soil intensity, z and a rock amplitude x.  
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In the previous relationship         and        are the conditional mean and standard 
deviations obtained from site response analysis for a selected number of records as 
discussed before.  Lastly,  (.) represents the standard complementary Gaussian 
cumulative distribution function.  
Another issue that is raised when combining probabilistically the soil and rock hazard is 
the uncertainty that needs to be propagated through the soil column.  It is appreciated that 
the published standard deviations of the ground-motion prediction models are already 
incorporating the site-to-site variability and include the uncertainty of different sources 
and sites (Lin et al., 2011).  Consequently, when the rock and soil hazards are combined 
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the second can be double counted at least with regards to the uncertainty of site response 
itself (Montalva and Rodriguez-Marek, 2011). 
The assumption that the uncertainty related to the motions comprising the dataset of 
empirically derived models is equal to the site-specific uncertainty is termed the ergodic 
assumption (Anderson and Brune, 1999) as described in Section 2.1.1. Different studies 
(e.g. Lin et al., 2011 and Rodriguez-Marek et al., 2011) were described in the same 
section regarding the removal of the site-ergodic assumption.   
It is further appreciated that removing the ergodic assumption from the standard 
deviation should be coupled with the removal of the ergodic assumption from the mean 
resulting in a site-specific GMPE (Lin et al., 2011). A proper estimation of the site-
specific median can entail the use of site response analysis utilizing methodologies such 
as the one presented by Bazurro and Cornell (2004b) discussed before.  According to 
Montalva (2010) when there are no site-source specific data to regress the median, 
additional epistemic uncertainty must be considered for instance by adding branches to 
the ground-motion logic tree.  
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3. Ground-Motion Prediction Equations, some of their 
limitations and relevant adjustment factors 
One of the commonly used methods to predict surface ground motions under seismic 
loading are Ground-Motion Prediction Equations (GMPEs).  Numerous studies have 
been performed in the last two decades at regional or continental level developing 
models for different tectonic characteristics.  Various approaches have been adopted, 
depending on the availability of earthquake records at the region of interest, including 
empirical or stochastic approaches or a combination of both.  In this chapter, a 
comparison of the predictions obtained using a set of Euro-Mediterranean and Next 
Generation Attenuation models (NGA)-with each using a different representation of soil 
nonlinearity-is performed.  An example application of the Vs-  adjustment is also 
provided and its sensitivity to different magnitude-distance combinations is assessed.  
The last issue explored is the effect of removing the site-ergodic assumption from the 
standard deviation of a GMPE within the scope of a Probabilistic Seismic Hazard 
Assessment (PSHA).  
3.1 Sensitivity of the predictions of different NGA and Euro-Mediterranean models  
According to Figure 1.1, one the most direct routes to obtain surface ground-motions is 
to use unadjusted Ground-Motion Prediction Equations.  Within this route, ground-
motion models of variable complexity, established based on different assumptions can be 
considered.   
For instance, as discussed in Chapter 2, some of the early Euro-Mediterranean models 
approximate site response using binary terms to indicate the state of the near surface 
geomaterials.  The effect on the predictions of such a crude site representation is 
assessed.  For this, the amplifications defined as the ratio of the soil over the rock 
spectral ordinates obtained by using the Euro-Mediterranean model of Akkar and 
Bommer (2010) are compared with the corresponding predictions of the model of 
Campbell and Bozorgnia (2008).  The latter was developed as part of the Next 
Generation Attenuation project and employs a more elaborate site term based on the 
average shear-wave velocity of the top 30 m.  
The comparisons are firstly conducted for a soft soil (180 m/s<Vs30 360 m/s), a 
magnitude equal to M=7, a strike slip fault and different Joyner-Boore distances (RJB).  It 
is also assumed that the rupture does not propagate towards the site.  Therefore, no 
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directivity effects needed to be considered.  The same assumption is applicable to all the 
analyses discussed hereafter.  The Joyner-Boore distance is defined as the closest 
horizontal distance to the surface projection of a rupture, as illustrated in Figure 3.1 
(plotted for a strike slip fault).  In Figure 3.1, ZTOR stands for the depth to the rupture, 
whereas Rrup is the closest distance between the site and the rupture (Abrahamson  and 
Shedlock, 1997). 
 
 
 
 
 
 
  
 
Figure 3.1 Source-to-site Joyner-Boore distance, after Abrahamson and Shedlock (1997) 
  
The spectral accelerations of the Campbell and Bozorgnia (2008) model are obtained for 
a set of different Vs30 values within the considered soil class.  These are equal to 200 m/s, 
260 m/s and 350 m/s respectively.  The spectral accelerations associated with the 
particular Vs30 values are divided by the rock spectral ordinates of this model, which are 
obtained for a Vs30 of 760 m/s.  In order to obtain the relevant amplifications of the Akkar 
and Bommer (2010) GMPE, the corresponding binary terms, within the principal 
function of the model, are set equal to zero and one to represent soft soil and rock 
conditions accordingly.  The results can be inspected in Figure 3.2.  It must be noted that 
considering the amplifications in the following set of comparisons, as opposed to the 
surface spectral ordinates, removes the effect of some of the inherit differences between 
the models, such as the magnitude and the distance scaling.   
Based on the different panels of Figure 3.2, the amplifications predicted by the Akkar 
and Bommer (2010) model are lower than the NGA predictions (for the shear-wave 
velocities examined) with the exception of the values corresponding to RJB=5 km and for 
frequencies greater than 1 Hz.  According to the developers of the particular Euro-
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Mediterranean model, the decrease of the amplifications due to nonlinear response, 
which is also stronger at shorter distances, is not directly modelled (Akkar and Bommer, 
2007a and b and Akkar and Bommer, 2010).  On the contrary, nonlinearity is represented 
within the model of Campbell and Bozorgnia (2008) with the site amplifications 
decreasing based on the rock Peak Ground Acceleration and shear-wave velocity of the 
top 30 m of the site.  Consequently, some of the observed variations can be attributed to 
the representation of nonlinearity or lack of in the two ground-motion prediction 
equations.   
 
Figure 3.2 Comparison of the 5% damped amplifications of Akkar and Bommer (2010) and 
Campbell and Bozorgnia (2008) for a soft soil with 180 m/s<Vs30       , M=7 and a strike 
slip fault for (a) RJB=5 km, (b) RJB=20 km (c) RJB=50 km and (d) RJB=100 km and different Vs30 
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As mentioned previously, the Akkar and Bommer (2010) model is using a binary term, 
representative of individual soil classes or rock, to approximate any site or rock effects.  
Using this crude representation means that the sensitivity of the response to different 
Vs30 values is not necessarily captured.  As indicated in Figure 3.2, the AF corresponding 
to the different Vs30 values and the GMPE of Campbell and Bozorgnia (2008) range from 
1.7 (Vs30=350 m/s) to approximately a value of 2.0 (Vs30=200 m/s) at a frequency equal 
to 1 Hz and for RJB=5 km.  This range is not captured by the Akkar and Bommer (2010) 
model.  
It is also evident that the amplifications predicted by the models vary more prominently 
close to the frequency of 1 Hz, which is also the frequency at which the peaks of the soft-
soil to rock ratios of accelerations are identified.  On the contrary, the variations amongst 
the predictions of the different models decrease as the AF reduce at the upper frequency 
range, for all the Vs30 and RJB examined.   
Additional GMPEs are considered to further highlight how the predicted amplifications 
can vary depending on the selected model and the adopted representation of soil 
nonlinearity by it.  The GMPEs employed in the following set of analyses include the 
Euro-Mediterranean models of Akkar and Bommer (2010) and Ambraseys et al. (2005a) 
and the NGA models of Campbell and Bozorgnia (2008) and Atkinson and Boore 
(2011). 
The representation of soil nonlinearity by each of these models is firstly examined by 
plotting their amplifications against different rock input motions, which correspond to 
M=6 and different Joyner-Boore distances, using a strike slip fault.  A period equal to 0.2 
s and different values of Vs30 are considered.  For the Atkinson and Boore (2011) GMPE 
the reference rock shear-wave velocity is set equal to 760 m/s.  The results can be 
inspected in Figure 3.3. 
As mentioned previously, the Euro-Mediterranean models do not incorporate directly 
nonlinearity.  This is shown in Figures 3.3c and 3.3d.  In this set of plots, the 
amplifications of the particular models are constant irrespectively of the rock input 
motion considered for the soft and the stiff soil conditions considered.  On the contrary, 
the amplifications associated with the Campbell and Bozorgnia (2008) (Figure 3.3a) and 
Atkinson and Boore (2011) (Figure 3.3b) models decrease over a certain value of rock 
input motion.  The decrease of the amplifications is associated with nonlinearity and is 
also more prominent for the smaller values of Vs30 and the higher rock input motions 
considered.  
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Figure 3.3 Amplifications for different suites of input motions and Vs30 values for (a) Campbell 
and Bozorgnia (2008) (b) Atkinson and Boore (2011) (c) Akkar and Bommer (2010) and (d) 
Ambraseys et al. (2005a) 
 
Additional comparisons are carried out to assess the effect on the predictions of using 
any of these models for a case of a soft soil site (180 m/s<Vs30  360 m/s).  The Vs30 
employed within the NGA models correspond to the geometric mean of the shear-wave 
velocity boundaries of the examined soil class (i.e., Vs30=255 m/s).  A magnitude equal 
to M=7 is considered for a set of RJB distances and a strike slip fault.  The amplifications 
of these models are established for the previous parameters and are illustrated in Figure 
3.4. 
Based on the resulting plots, variations are observed amongst the predictions of the 
different models predominately for RJB equal to 5 km.  For the particular Joyner-Boore 
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distance, the amplifications are taking values between 2.3 (for the Euro-Mediterranean 
model of Akkar and Bommer, 2011) to 1.78 (for the NGA model of Atkinson and Boore, 
2011) at a frequency of 1 Hz.  As suggested by Figure 3.4a the Euro-Mediterranean 
models predict larger AF than the NGA models for a frequency smaller than 3 HZ.  This 
is again associated partially with the fact that the Euro-Mediterranean models do not 
incorporate directly the effect of nonlinearity, which is also expected to be stronger at 
smaller distances.  Finally, based on Figure 3.4 the predictions of the different models 
appear to be comparable for RJB 20km.  
It is appreciated, that part of the differences amongst the predictions of the models are 
the result of the epistemic uncertainty associated with their derivation as well as the 
principal assumptions adopted by the developers of these models.  Although a small 
sample of GMPEs has been examined in this section, other studies have also identified 
significant variations in the predictions of particular GMPEs.  For instance, Douglas et 
al. (2013) compared five different models in terms of their magnitude, distance and Vs30 
scaling and found that the predicted accelerations amongst them varied by up to a factor 
of two.  These variations are attributed amongst others to the different datasets employed 
for the development of the individual GMPEs (Douglas et al., 2013). 
The variations in the predictions of the different models can have a considerable effect in 
the calculated seismic hazard curves when a PSHA is conducted, with subsequent 
implications in the final structural design.  To account for them as well as for the 
epistemic uncertainty associated with the derivation of the different models, their 
predictions are usually combined in the form of a logic tree (Bommer and Scherbaum, 
2008). A list of different criteria can be also adopted to select GMPEs that will result in a 
more robust ground-motion prediction based on the characteristics of the examined 
region.  As suggested by Cotton et al. (2006), these can include amongst others 
geophysical and quality criteria and reviewing of their functional forms and of the 
methods adopted to establish them.  Certain adjustment factors can be also applied to the 
models with an example provided in the following section.    
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Figure 3.4 Comparison of the 5% damped amplifications of the NGA and the Euro-Mediterranean 
models for a soft soil with 180 m/s<Vs30 360 m/s, M=7 and  a strike slip fault for (a) RJB=5 km, 
(b) RJB=20 km (c) RJB=50 km and (d) RJB=100 km and Vs30 equal to 255 m/s 
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3.2 Example application of the Vs-  adjustment  
A more elaborate route to obtain the surface ground-motions, as identified in Figure 1.1, 
is by using modified GMPEs.  One of the adjustments that can be adopted is the Vs-  
modification.  This can be used to adjust a GMPE so that it is more representative  of the 
amplification and attenuation of the shallow crustal profile of an examined region (e.g. 1-
2 km below the site) (Ktenidou et al., 2013). This is achieved by applying a shear-wave 
velocity filter, Vs and a high frequency filter,   , to the ground-motions.  The 
methodology that can be adopted to apply the Vs-  adjustment and the different 
parameters required for its definition were thoroughly discussed in Chapter 2 and Section 
2.2.2 and are not repeated here.  On the contrary, an example application of the method is 
provided in the following section.  For this example, the ground-motions predicted by a 
chosen GMPE, which are expressive of the characteristics of the region that the model 
was developed for, will be adjusted using the Vs-  modification to be expressive of the 
characteristics of a different region.  
The steps adopted for the application of the Vs-  adjustment are summarised in Figure 
3.5, a version of which was initially presented in Chapter 2 (refer to Figure 2.12).  The 
former Figure 2.12 is modified here to incorporate the particular assumptions and the 
different methods relevant to the evaluation of the various terms required in the 
examined application.  The GMPE that will be modified using the Vs-  adjustment is the 
NGA model of Chiou and Youngs (2008).   
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Establish the diminution parameter D(f) for the 
host term   .  Define the latter using the Van 
Houtte et al. (2011) empirical relationship  for the 
soft rock profile of Boore and Joyner (1997) using 
a Vs30=620 m/s.  
Obtain the response spectral ordinates of the GMPE of 
Chiou and Youngs  (2008) for magnitudes 5 to 8 and 
Joyner-Boore distances ranging from 5 km to 100 km 
for a Vs30=620 m/s and a strike slip fault.    
Host region 
Invert the response spectra of the GMPE  to 
FAS using Inverse Random Vibration Theory 
(Gasparini and Vanmarcke, 1976) and the 
software STRATA (Kottke and Rathje, 
2008b).  
Establish the amplifications A(f)h  representative of 
the host shallow crustal profile shear-wave velocities 
and densities, representative of  the empirical soft 
rock profile (Vs30=620 m/s) of Boore and Joyner 
(1997).  Employ the quarter-wave length 
amplification by Joyner et al. (1981) to evaluate the 
A(f)h  using these properties.  
 
Establish the diminution parameter D(f) and 
the target term     using the Van Houtte et al. 
(2011) empirical relationship and  a 
Vs30=1500 m/s corresponding to a target 
profile generated using the methodology of 
Cotton et al. (2006).  
 
           
     
     
 
Adjust the FAS of the GMPEs to represent the 
characteristics of the target region by 
multiplying it with the ratio of the target and 
host site terms: 
 
 
                       
Establish the host site term: 
 
 
 
 
                       
Evaluate the target site term: 
 
Convert the adjusted         to response spectrum 
using RVT and the software STRATA to obtain the 
adjusted spectra of the GMPE (         .   
 
Target Region 
Figure 3.5 Methodology 
behind the application of 
Vs-  adjustment-case 
specific 
Determine the amplifications for the 
target region A(f)t using the quarter 
wavelength amplification by Joyner 
et al. (1981) for the generated 
profile.  
   
        
    
 
Evaluate the ratio between the adjusted (        ) 
and unadjusted (GMPE) response spectrum to define 
the scaling factor Fm based on the equation: 
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The host and target profiles are firstly established.  The host profile is representative of 
the conditions for which the employed ground-motion prediction equation was implicitly 
developed for.  The particular GMPE was established using strong motion data from 
shallow crustal earthquakes from around the world (Chiou and Youngs, 2008).  This 
model was developed to predict ground-motions for the active tectonic region of Western 
Northern America (WNA), which is associated with soft rock conditions (Power et al., 
2008). As such, a profile that can be considered representative of the host region is the 
empirical Californian soft rock (Vs30=620 m/s) profile established in the study of Boore 
and Joyner (1997).  This was determined using shear-wave travel-times from actual 
borehole data from soft rock sites.  P-wave velocities from extensive velocity surveys 
were also employed to characterise the deeper layers.  Power law models were fit to the 
data resulting in the profile seen in Figure 3.6 (Boore and Joyner, 1997). In the same plot 
the profile corresponding to very hard rock conditions (Vs30=2880 m/s) defined in the 
same study and the profile used in the former study by Boore (1986) can be also 
indentified.  
 
Figure 3.6 Rock and very hard rock empirical profiles from Boore and Joyner (1997) 
 
For the target region, a profile is generated based on the methodology presented in the 
study of Cotton et al. (2006).  According to this approach, generic profiles can be 
established by interpolating between the soft (Vs30=620 m/s) and the very hard rock 
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(Vs30=2880 m/s) empirical profiles of Boore and Joyner (1997), introduced before.  
Based on Cotton et al. (2006), the shear-wave velocities of a profile are firstly 
established using Equations 3.1 and 3.2.   
             
                                               3.1 
 
 
           
                   
                   
 3.2 
 
In Equation 3.1, za1 and za2 and Vsza1  and Vsza2 represent successive anchoring depths 
(za) and their corresponding shear-wave velocities.  These are pre-selected by Cotton et 
al. (2006) from the empirical profiles of Boore and Joyner (1997) and are listed in Table 
3.1.  The term      has its usual meaning of the average shear-wave velocity of the top 
30 m of any examined site.  In this case, it is set to 1500 m/s representing a target region 
of stiff rock.    
Table 3.1 Parameters za and Vsza1 and Vsza2 based on Cotton et al. (2006) derived from the study 
of Boore and Joyner (1997)  
za 1m 30m 190m 4000m 8000m 
Vsa1 336 850 1800 3300 3500 
Vsza2 2768 2791 2914 3570 3600 
 
In between these anchoring depths the shear-wave velocities of the generated profile are 
defined using the power law model seen in Equation 3.3 (Cotton et al., 2006).  
                      
              3.3 
 
In the previous relationship, the parameter z represents depth (between the anchoring 
depths seen before).  On the other hand, the term    is given by Equation 3.4.  This term 
represents here the logarithm of the ratio between two successive anchoring depths as 
listed in Table 3.1 (e.g. 1-30 or 30-190), over the logarithm of the ratio of the evaluated 
          for that interval: 
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   3.4 
 
Lastly, the parameter     of Equation 3.3 is expressed by Equation 3.5.  This is equal to 
the           at depth za2 divided by the ratio of the anchoring depths defining each of 
the examined depth interval raised to the power of   :  
    
           
 
   
   
 
   
   3.5 
 
The generated profile for the target region using the previous approach is illustrated in 
Figure 3.7.  This is plotted against the empirical soft rock profile defined by Boore and 
Joyner (1997).  The shear-wave velocities and densities of the host and target profiles 
with depth are listed in Tables 3.2 and 3.3 respectively.  The densities for the generic 
host profile were directly derived from the study of Boore and Joyner (1997), whereas 
assumed values with depth were adopted for the target profile.  It must be highlighted 
that the generated target profile is entirely hypothetical and any other profile that could 
represent the conditions of the chosen target region could have been selected for the 
purpose of this exercise.  
 
Figure 3.7 Profiles established for the host and target regions using the studies of Cotton et al. 
(2006) and Boore and Joyner (1997) 
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Table 3.2 Shear-wave velocities and bulk unit weights for the host profile 
Depth 
(m) 
Shear-wave velocity 
(m/s) 
Density (kg/m3) 
0 245 2500 
1 245 2500 
1 337 2500 
2 407 2500 
4 491 2500 
6 549 2500 
8 593 2500 
10 630 2500 
15 704 2500 
20 761 2500 
25 809 2500 
30 850 2600 
35 905 2600 
40 956 2600 
45 1003 2600 
50 1046 2600 
55 1088 2600 
60 1127 2600 
65 1164 2600 
70 1200 2600 
75 1234 2600 
80 1267 2600 
85 1299 2600 
90 1329 2600 
95 1359 2600 
300 1971 2700 
350 2033 2700 
400 2087 2700 
450 2137 2700 
500 2182 2700 
550 2224 2700 
2000 2875 2700 
2500 3006 2800 
2000 2875 2700 
4000 3301 2800 
7000 3460 2800 
8000 3500 2800 
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Table 3.3 Shear-wave velocities and bulk unit weights for the target profile 
Depth 
(m) 
Shear-wave velocity 
(m/s) 
Bulk Unit Weight 
(kg/m3) 
0 1024 2600 
5 1390 2600 
10 1505 2600 
15 1576 2600 
20 1629 2600 
25 1671 2600 
30 1706 2600 
40 1798 2600 
50 1872 2600 
60 1935 2700 
70 1990 2700 
80 2039 2700 
90 2084 2700 
100 2124 2700 
130 2228 2700 
160 2314 2700 
190 2387 2700 
200 2402 2700 
300 2523 2700 
400 2613 2700 
500 2685 2700 
600 2745 2700 
700 2797 2700 
800 2842 2700 
900 2883 2700 
1000 2920 2700 
1500 3068 2800 
2000 3177 2800 
2500 3264 2800 
3000 3337 2800 
3500 3400 2800 
4000 3456 2800 
5000 3488 2800 
8000 3600 2800 
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The shear-wave velocities and densities of the host and target profiles are then used in 
conjunction with the quarter -wavelength approximation (Joyner et al., 1981) to define 
the host (AFh) and target (AFt ) amplifications. The quarter-wavelength approximation 
was defined by Equation 2.24, which is provided again below for ease of reference.  
                       
3.6 
 
In the previous relationship the terms    and    correspond to the shear-wave velocity 
and density at the earthquake source.  These are equal to 3.5 km/s and 2800 kg/m
3
 for the 
host region and 3.6 km/s and 2800 kg/m
3
 for the target region accordingly.  On the other 
hand, the terms      and    ) of Equation 3.6 correspond to the travel-time weighted 
average shear-wave velocity and density at a depth corresponding to one quarter of a 
wavelength (Boore and Joyner, 1997). Substituting these properties for each profile in 
Equation 3.6 enables to evaluate the AFh and AFt.  These are plotted in Figure 3.8.  
 
Figure 3.8 Amplifications for the host and target profile using the quarter-wavelength 
approximation  
 
It is suggested from the previous plot that the host profile is associated with considerably 
larger AF almost along the entire frequency range in comparison to the target profile.  
This was expected, as based on Figure 3.7 the host profile is noticeably softer than the 
examined target profile.   
0.1 1 10
Frequency [Hz]
1
1.5
2
2.5
3
3.5
A
F
Host
Target
116 
 
Following the different steps of Figure 3.5, the empirical relationship of Van Houtte et al. 
(2011), introduced formerly as Equation 2.36, is employed to establish the host and 
target diminution parameters (refer to Equation 3.7).  It must be noted that the terms    
and   are interchangeably used hereafter and both express the “kappa” term at zero 
distance i.e., the site-specific   (any path effects are ignored for the examined case).  
Consequently, the    of the host region (   ) is evaluated by substituting a Vs30 
representative of the host region (620 m/s) in the empirical relationship of Van Houtte et 
al. (2011).  Based on this approach the     is equal to 0.035 s.  In turn, the target    is 
established using the same function for a Vs30=1500 m/s and is equal to 0.014 s.  Based 
on these values and by using Equation 3.7, the diminution parameters for the host and 
target region can be determined.  These are plotted in Figure 3.9.  
                3.7 
 
 
Figure 3.9 Host and target      
 
The diminution parameters are then combined with the amplifications established 
previously and via Equation 3.8 the site terms for the host and target regions are 
established.  These can be inspected in Figure 3.10. 
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Figure 3.10 Host and target site terms 
 
It is evident that the combined effect of the amplifications with the diminution 
parameters results in a target site term with lower amplitudes than the host site term for 
frequencies lower than 10 Hz.  However, the larger site amplifications of the host region 
are counterbalanced by the greater spectral decay denoted by the host    for the upper 
frequency range (> 10 Hz) resulting in a smaller host site term.  
Having established the host and site terms, it is now feasible to adjust the GMPE.  In this 
case, and as introduced in Figure 3.5, the response spectral ordinates of the GMPE of 
Chiou and Youngs, (2008) are obtained for different scenarios.  These represent 
magnitudes ranging from 5 to 8 and RJB distances between 5 to 100 km.  The different 
response spectra are generated for the particular magnitude-distance combinations and a 
Vs30 equal to 620 m/s.  This Vs30 is representative of the host region and is also a value 
for which the model is known to be well constrained (e.g., refer to Figure 2.1). 
Before adjusting the GMPE the various response spectra must be inverted to FAS using 
IRVT (Gasparini and Vanmarcke, 1976). This is an important step as the FAS is the sum 
of different linear attributes including the source, path, site effects and instrument or type 
of motion (Boore, 2003, Bora et al., 2013).  This allows for the linear modification of any 
of these terms.  The inversion is conducted within the software STRATA (Kottke and 
Rathje, 2008b).  The FAS of the GMPE can then be adjusted using the host and site 
terms established before.  The adjusted FAS is represented by Equation 3.9.  
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3.9 
 
The adjusted (       ) and the unadjusted FAS obtained following the previous steps can 
be inspected in Figure 3.11.  It is noted from this plot that the Vs-  is predominately 
influencing the upper frequency of the FAS.  The magnitude of the effects are however 
dependent on the scenario considered.   
 
Figure 3.11 Original and adjusted FAS for different distances and magnitudes using Chiou and 
Youngs (2008) model 
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The adjusted FAS from Figure 3.11, are then converted to response spectra using 
Random Vibration Theory (RVT) employing again the software STRATA.  This 
constitutes one of the last steps of Figure 3.5.  The adjusted and original response spectra 
can be successively inspected in Figure 3.12. 
 
Figure 3.12 Original and adjusted response spectra for different distances and magnitudes using 
Chiou and Youngs (2008) model 
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It must be noted that following the approach of Bora et al. (2013), the duration used to 
invert the original response spectra to FAS with IRVT was treated independently of the 
scenario considered.  In essence, the duration was used as a parameter aiming to achieve 
a satisfactory agreement between the original response spectrum and the spectrum 
generated by STRATA.  This was established using a trial and error approach for various 
values of duration.  The adjusted FAS were then converted to response spectra using 
RVT employing the same duration resulting in Figure 3.12.  
Based on Equation 3.10, the original (host) and adjusted spectral accelerations plotted in 
Figure 3.12 can be employed to define a set of scaling factors,     for each of the 
magnitude-distance combination reviewed.  These are illustrated in Figure 3.13.  
   
            
              
 
3.10 
 
 
Clearly, the values of the different scaling factors      are dependent on the scenario 
considered when the abovementioned methodology is adopted.   
The scaling factors for the different distance scenarios can vary from 0.7 to 1.33 for a 
magnitude equal to 5, 0.65 to 1.22  for a magnitude equal to 6, 0.53 to 1.17  for a 
magnitude equal to 7 and finally 0.49 to 1.17 for a magnitude equal to 8 for the different 
distances considered.  The variations in the scaling factors suggests that the use of a 
single Vs-  or Vs-   value will not suffice for the modification of a GMPE, when more 
than one scenario is considered, for instance as part of a PSHA.  
Following the previous statement, it is recognised that using different scaling factors per 
individual scenarios and GMPE within a logic-tree can exponentially increase the 
number of branches and computational time required for a PSHA.  To overcome this, 
Rodriguez-Marek et al. (2014) performed a sensitivity analysis of Vs-  factors using 
different magnitudes and distances.  In this study, they performed a state-of-the art PSHA 
for the design of a nuclear plant in South Africa.  They ultimately selected the largest of 
the scaling factors, corresponding to a particular scenario, to adjust their GMPEs, which 
was also considered a conservative approach.  This limited the number of branches 
forming their final logic-tree, whilst it partially accounted at the same time for the 
sensitivity of the Vs-  adjustment to the different scenarios.  
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Figure 3.13 Adjustment factors for Chiou and Youngs (2008) GMPE for a target region with 
Vs30=1500 m/s and a host region with Vs30=620 m/s 
 
One of the known limitations (e.g., Al Atik et al., 2014) on the presented Vs-   
adjustment methodology can be encountered when the target        or       is smaller 
than the corresponding parameter of the host region.  In this case, the FAS from a GMPE 
obtained using IRVT can curl up at frequencies greater than approximately 25-30 Hz.  
This is illustrated in Figure 3.14 and based on Al Atik et al. (2014) can be explained by 
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the lack of smoothing of the coefficients or by the interpolation method adopted.  
Consequently, an unconventional shape of acceleration response spectrum is obtained 
when the final adjusted FAS is converted to response spectrum using RVT (Al Atik et 
al., 2014).  
 
Figure 3.14 Adjusted FAS for M=8 and RJB=20 km obtained using IRVT for the GMPE of Chiou 
and Youngs (2008)  
 
To overcome this issue Al Atik et al. (2014) suggested to further modify the host FAS 
prior to the Vs-  application.  As a first step, the linear decreasing slope of the host FAS 
(plotted in a log-linear space), between two frequencies  should be identified as described 
in Section 2.2.2.  This is the slope that is used to define the parameter   based on 
Equations 2.34 and 2.35.  According to Al Atik et al. (2014), this slope should be 
projected to frequencies greater than the maximum frequency defining the end of the 
slope as demonstrated in Figure 3.15.  The projected line is represented by the dotted line 
and should be used to represent the FAS for the corresponding frequencies (i.e. for 
frequencies greater than the frequency denoting the end of the linear downward trend).  
As suggested by Al Atik et al. (2014), the resulting FAS is closer to the theoretical FAS 
such as the one corresponding to the single-corner-frequency point source model of 
Brune (1970).  The revised FAS can be subsequently used in the estimation of any 
adjustment factors and this resolves the issue of obtaining unrealistic spectral shapes (Al 
Atik et al., 2014).  This approach was employed in the abovementioned calculations.   
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Figure 3.15 Modification of the FAS to obtain a spectral-decay compatible shape after the end of 
the linear downward trend, after Al Atik et al. (2014)  
 
Although there are some clear benefits in using the Vs-  adjustment, it must be also 
recognised that there can be uncertainties associated with the definition of the host and 
target profile shear-wave velocities and the evaluated   values.  These need to be 
accounted for as part of a potential logic-tree (Rodriguez-Marek et al., 2014).  
3.3 On the uncertainty of GMPEs and the ergodic assumption 
In addition or independently of the Vs-  adjustment, the standard deviations of the 
GMPEs can be modified by removing the ergodic assumption as discussed in Section 
2.1.1.  Different studies have been performed on how to establish site-specific standard 
deviations.  These include amongst others, the studies conducted by Lin et al. (2011) and 
Rodriguez-Marek et al. (2011).  These studies suggested the use of particular reduction 
factors that can be applied to the total published standard deviations of the GMPEs, 
depending on whether the site, source or path ergodic assumption is removed.  The 
emphasis will be paid here on the removal of the site-ergodic assumption, as provided by 
these studies. 
The removal of the site-ergodic assumption and the appreciation of its effect are 
required, as this process will be applied several times in the subsequent Chapters of this 
thesis.  Ultimately, it will facilitate the direct comparison (presented in Chapter 7), of the 
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variability of the predictions of GMPEs with the variability of the predictions of site 
specific response analysis.  
The effect of considering a site-specific standard deviation, as opposed to the published 
standard deviation of a GMPE, will be demonstrated by conducting a PSHA for an 
assumed source and for assumed site conditions.  The model of Campbell and Bozorgnia 
(2008) will be employed hereafter.  The reductions applied to the standard deviation of 
this model were obtained from the study of Lin et al. (2011) and were originally listed in 
Table 2.1, which is provided again as Table 3.4 for ease of reference.  
        Table 3.4 Adjusted total variance for the removal of the site-to-site standard deviation 
Spectral 
Periods 
(sec) 
Adjusted 
standard 
deviation 
Lin et al. 
(2011) 
PGA 0.91    
0.1 0.87   
0.3 0.91   
0.5 0.90   
1.0 0.87   
3 0.84   
*   stands for the total published standard deviation of a 
GMPE 
 
For the periods that no reductions were provided by the study of Lin et al. (2011), these 
were linearly interpolated in logarithmic period space.  The published standard deviation 
associated with the model and the site-specific standard deviation after the removal of the 
site-ergodic assumption, using these adjustments, can be seen in Figure 3.16.  These were 
generated for the site employed in the following PSHA, which is characterised by a 
Vs30=180 m/s.  
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Figure 3.16 Standard deviation of the surface spectral accelerations with and without the site-
ergodic assumption for a profile with Vs30=180 m/s, based on Lin et al. (2011) adjustments 
 
The main assumption in the following set of analyses is that the Lin et al. (2011) 
reductions are globally applicable and thus could be used in any GMPE selected.  This 
was loosely established by comparing the site-specific standard deviations obtained from 
this study to the corresponding values from the study of Rodriguez-Marek et al. (2011).  
It is noted that these standard deviations correspond to the datasets employed in the 
particular studies.  As seen in Figure 3.17 the resulting site-specific standard deviations 
were in relative good agreement, particularly for periods greater than 0.4 s despite of the 
two studies being based on different datasets.  
                                          
Figure 3.17 Comparison of the site specific standard deviation from the study of Lin et al. (2011) 
with the study of Rodriguez-Marek et al. (2011) 
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For the PSHA performed, a point source was considered.  This was described by a single 
magnitude scenario of M=7, located 10 km (     from the site.  To evaluate the 
probability that the pseudo-spectral acceleration (PSA) of Campbell and Bozorgnia 
(2008) model was greater than a certain value, the mean and the standard deviation 
(published and site-specific) of the spectral accelerations of the GMPE were considered 
within the following relationship: 
                    
                  
      
  3.11 
 
In Equation 3.11, the term   
                  
      
  represents the cumulative standard normal 
distribution for the GMPE having a mean               and a standard deviation around its 
mean equal to       .   
The earthquakes within the source were assumed to occur at a rate of          =0.01 
per year.  Therefore, the annual rate of exceedance was represented by Equation 3.12.  
                                  3.12 
 
The hazard curves were evaluated for a set of periods, using the previous relationships 
for a soft site with Vs30=180 m/s and are presented in Figure 3.18. 
As demonstrated in the following set of plots a variation in the ordinates of the spectral 
accelerations corresponding to the same annual probability of exceedance (APE) is 
observed, when the site-specific as opposed to the generic standard deviation is used.  
These variations are dependent on the return period considered with some indicative 
values provided in Table 3.5.  
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Figure 3.18 PSHA for a soft site with Vs30=180 m/s, using the GMPE of Campbell and Bozorgnia 
(2008) for a strike slip fault, M=7 and RJB=10 km 
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Table 3.5 Differences in the ground-motions related with various Annual Probability of 
Exceedance and periods 
Period 
(sec) 
Annual 
probability of 
exceedance 
Design motion for 
published    
(g) 
Design motion 
for site-specific 
   
(g) 
Ratios of ground-
motions for site 
specific over 
generic     
0.01 0.0004  1.00 0.93 0.93 
0.002   0.61 0.57 0.93 
0.2 0.0004 1.32 1.23 0.93 
0.002 0.87 0.83 0.95 
0.8 0.0004 1.42 1.27 0.90 
0.002 0.87 0.83 0.95 
1.0 0.0004 1.42 1.23 0.87 
0.002 0.85 0.79 0.93 
1.5 0.0004 1.37 1.23 0.90 
0.002 0.79 0.72 0.91 
3.0 0.0004 1.28 1.11 0.87 
0.002 0.68 0.61 0.90 
 
As an example, for an APE of 0.0004 (2% probability of exceedance in 50 years) the 
corresponding spectral acceleration for a period of 1 Hz is equal to 1.23 g when the site-
specific standard deviation is adopted.  For the same APE and using the generic standard 
deviation of the GMPE, the ordinate of the spectral acceleration is equal to 1.42 g.  A 
smaller difference is observed for an APE equal to 0.002 (10% probability of exceedance 
in 50 years) with spectral accelerations at 1 Hz corresponding to 0.79 g and 0.85 g, when 
the site-specific and the generic standard deviations are employed respectively.   
The previous plots demonstrate that removing the site-ergodic assumption from the 
standard deviation will effect the hazard curves over a certain spectral acceleration range.  
This effect could potentially increase, when the generic standard deviation of the model 
is further adjusted to remove the path-ergordic or source-ergodic assumption.  However, 
it is appreciated that the removal of the ergodic assumption from the standard deviation 
should be coupled with the removal of the ergodic assumption from the mean resulting in 
a site-specific GMPE (Lin et al., 2011). In this case removing the ergodic assumption 
will not necessarily lead to a reduction in the resulting hazard (Walling, 2009) as 
identified before. According to Montalva (2010), when there are no site-source specific 
data to regress the median, additional epistemic uncertainty must be considered for 
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instance by adding branches to the ground-motion logic-tree.  To overcome this, the 
mean of the GMPE can be adjusted to represent site-specific conditions by using site 
response analysis and the methodology presented by Bazzurro and Cornell (2004b) 
which was discussed in Section 2.4.   
3.4 Conclusions 
The predictions obtained by the Euro-Mediterranean model of Akkar and Bommer 
(2010) and the NGA model of Campbell and Bozorgnia (2008) were compared for a soft 
soil (180 m/s<Vs30 360 m/s).  Noticeable differences amongst the amplifications of the 
models were identified, when the Vs30 used in the NGA model deviated from the 
geometric mean representative of the logarithmic centre of the bin of the examined soil 
class.   
Further comparisons amongst the Euro-Mediterranean models of Akkar and Bommer 
(2010) and Ambraseys et al. (2005) with the NGA models of Campbell and Bozorgnia 
(2008) and Atkinson and Boore (2011) were carried out.  These suggested that some of 
the differences in the predicted spectral accelerations could be attributed to the epistemic 
uncertainty associated with the derivation of the different models.  It was also 
highlighted (refer to Figure 3.3) that the Euro-Mediterranean models did not model 
directly the effect of nonlinearity.  This further contributed to the variations noticed 
amongst the predictions of the different GMPEs. 
The Vs-  adjustment, which was initially introduced in Chapter 2, was also examined 
through an example application.  A set of different magnitude-distance scenarios were 
reviewed and a set of different scaling factors in relation to the unadjusted GMPE were 
established.  These depended on the scenario reviewed and suggested that the invariable 
use of a Vs-  factor for all scenarios is not necessarily representative.  This implies that a 
number of Vs-  factors should be considered as part of a PSHA in order to obtain 
representative high frequency ground-motions.  
Lastly, the effect of removing the site-ergodic assumption from the standard deviation of 
a GMPE was addressed by performing a PSHA.  It was shown that a reduction in the 
hazard occurred when the site-specific standard deviations were used as opposed to the 
published standard deviation of the examined model.  Although it was highlighted that 
the hazard curves can be sensitive to the use of the generic over the site-specific standard 
deviation, the effect (increase or decrease) can vary from what was observed from the 
conducted analysis.  This was because the removal of the site-ergodic assumption from 
the standard deviation should be coupled with the removal of the ergodic assumption 
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from the mean of the GMPE.  To achieve this, site-specific site response analysis could 
be employed to adjust the mean of any given model following for instance the 
methodology of Bazzurro and Cornell (2004b).  The previous tools and modifications, 
namely the Vs-  adjustment and the removal of the site-ergodic assumption will be 
broadly employed in the following Chapters.   
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4. On the limitations of different methods of site response 
analysis    
Site-specific site response analysis can be computationally demanding and it is 
commonly assumed that its predictions are of higher accuracy in comparison to simpler 
methods such as Ground Motion Prediction Equations.  With the use of a constitutive 
model, which can be of variable complexity, the soil layer’s response under cyclic 
loading can be assessed.  Naturally, the uncertainty of the surface spectral predictions is 
dependent on the method adopted with options including the Equivalent linear (EQL) 
and the Nonlinear (NL) site-specific site response analysis.  The accuracy of the 
predictions are also a function of the constitutive model considered and the parameters’ 
uncertainty.  The differences between EQL and NL site response analyses, which are 
broadly employed by academia and industry, are further addressed as part of this chapter.  
Their main limitations and the variation in their predictions are also reviewed for a set of 
different scenarios, which aim to trigger different degrees of nonlinearity in profiles 
representative of variant soil classes.  The principle assumption in the following analyses 
is that the results associated with NL site response analysis can be used as a baseline and 
thus they can be treated as the “best” representation of the soil layer response.  The 
modified hyperbolic model by Kodner and Zelasko (MKZ) (Matasovic and Vucetic, 
1993) is employed to represent the shear stress-shear strain relationship of the soil under 
cyclic loading for the nonlinear analysis given its wide applicability in practise. 
Furthermore, using this simple constitutive model is on par with the level of complexity 
and number of parameters required by the EQL approximation.  The  EQL and the NL 
site response results presented in this chapter were obtained using the commercial 
software SHAKE (Schnabel et al., 1972) and D-MOD2000 (Matsovic and Ordonez, 
2011)  respectively.  
4.1 Site-specific site response analysis for a profile with Vs30=391 m/s 
Initially a randomly generated stiff profile with Vs30=391 m/s, presented in Figure 4.1, is 
considered.  As illustrated in this plot, this is a stepped profile, which is characterised of 
increasing shear-wave velocities with depth (no shear-wave velocity reversals).  The 
profile has a natural frequency equal to 2.67 Hz, evaluated using the weighted-average 
shear-wave velocity with depth.  Its shear-wave velocities, bulk unit weights and 
assumed material type with depth are listed in Table 4.1.  
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                 Figure 4.1 Randomly generated stiff soil profile with Vs30=391 m/s 
 
Table 4.1 Shear-wave velocities, unit weights and assumed material types for the profile with 
Vs30=391 m/s  
Layer 
No 
Depth  
(m) 
Shear-wave velocity 
(m/s) 
Bulk unit Weight 
(kN/m
3
) 
 
Material Type 
1 0 191 18 Sand 
2 6 360 18 Sand 
3 10 585 19 Sand 
4 35 750 19 Sandstone 
5 40 929 22 Sandstone 
6 55 1000 22 Sandstone 
7 65 1270 24 Sandstone 
 
The nonlinear soil properties of the examined soil column (i.e., the shear modulus 
reduction and damping curves) were established using the empirical curves of Darendeli 
(2001) for the layers extending from surface to a depth of 35 m.  A plasticity index (PI) 
equal to zero, an over-consolidation ratio (OCR) equal to one and a coefficient of lateral 
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stress at rest equal to 0.5 were assumed for these layers.  These corresponded to sandy 
and stiff or highly cemented sandy materials.   
On the other hand, the nonlinear properties of the layers below 35 m depth were 
represented by the empirical EPRI (1993) rock curves.  The material of these layers is 
assumed to correspond to sandstone.  The shear modulus degradation and damping 
curves with strain for the different layers and the corresponding mean effective confining 
pressure (  
 ) are plotted in Figure 4.2.  
 
Figure 4.2 Dynamic soil properties used in the site response analyses of the stiff profile (a) Shear 
modulus reduction and (b) damping curves with strain 
 
In turn, the water table was assumed to be located at 40 m below ground level (bgl), 
whereas the half space was identified at 65 m depth with a corresponding shear-wave 
velocity equal to 1270 m/s.  
The shear-modulus and damping curves described before were employed to calibrate the 
parameters of the Modified Kodner and Zelasko constitutive model as part of the 
nonlinear site response analysis.  The MKZ model was represented by Equation 2.48, 
which is re-introduced here as Equation 4.1.  
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The fitting parameters   and   of the previous relationship were calibrated by balancing 
the fit of the hyperbolic model between the modulus reduction and the damping 
empirical curves, plotted in Figure 4.2.  This type of fit was described in Section 2.3.3 
and was termed fit two.  An example of the resulting MKZ curves using this fitting 
approach can be inspected in Figure 4.3 compared with the Darendeli (2001) curves for 
layer 1.  The reference strain (  ) employed corresponded to the strain for which the ratio 
of G/Gmax was equal to 0.5, as defined by Darendeli (2001).  
 
Figure 4.3 (a) MKZ shear modulus reduction and (b) damping curves calibrated using the 
empirical curves of Darendeli (2001) 
 
Additional viscous damping, using the full Rayleigh damping formulation, was 
considered in order to alleviate the limitation of the hyperbolic constitutive model to 
predict zero damping at low shear strains.  The model is then in agreement with 
laboratory findings which suggest that damping is present even at small strains 
(<0.001%)  (e.g., Kwok et al., 2007 and Darendeli, 2001).  
Two modes T1 and T2 are also required (refer to Equations 2.50 and 2.51) for the 
evaluation of the full Rayleigh damping formulation.  These were established by a trial 
and error approach following the procedure introduced by Park and Hashash (2004).  
According to this study, two optimal modes are selected, for a given target damping, so 
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that the response spectrum obtained using linear analysis in the time domain, matches the 
response spectrum obtained using linear analysis in the frequency domain.  In essence, 
the latter is related to frequency independent damping which is evaluated using a closed-
form solution of the wave equation and is therefore considered a valid reference (Park 
and Hashash, 2004). The response spectrum obtained using D-MOD2000 for a single 
input motion and total stress linear-elastic analysis in the time domain is compared with 
the response spectrum obtained using linear analysis in the frequency domain (FD) and 
SHAKE.  Linear conditions are simulated in SHAKE by setting the G/Gmax ratios equal 
to one (i.e., not allowing any stiffness degradation). 
The match between the spectra was assessed by inspecting the relative difference (     
in the spectral ratios as defined by Equation 4.2 (Rathje and Kottke, 2011). In the 
following relationship, the terms SRTD and SRFD correspond to the surface spectral 
accelerations obtained using linear analysis in the time and in the frequency domain 
respectively.  The match was deemed satisfactory for values of     smaller than or equal 
to 5%  for frequencies that are considered important in engineering design i.e., 0.2-3.5 
Hz (Kontoe et al., 2011).   
    
         
    
  
4.2 
 
A target-damping equal to 0.5% was selected.  This is one of the smallest values that can 
be adopted in this case without compromising the numerical stability of the analysis 
(Kwok et al., 2007). An example of the resulting spectra obtained based on this approach 
can be inspected in Figure 4.4.  The noted differences were small enough to satisfy the 
set condition of     being smaller than 5%.  
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 Figure 4.4 Comparison of spectra obtained using linear analysis in the time and in the frequency 
domain  
 
It is appreciated that the Rayleigh damping is additive to the hysteretic damping of the 
hyperbolic MKZ model when nonlinear analysis is considered.  As such, its parameters 
were carefully selected to avoid contributing to the over-damping of the response in the 
high strains.  The resulting Rayleigh damping is plotted in Figure 4.5.   
                                      
Figure 4.5 Viscous damping evaluated using the full Rayleigh damping formulation for a target 
damping equal to 0.5%, the first and the second predominant periods of the soil column 
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Following the calibration of the nonlinear MKZ parameters and the Rayleigh damping 
evaluation different suites of records were selected.  The different input motions were 
chosen using the semi-automated procedure by Kottke and Rathje (2008a).  Based on this 
approach a set of records is selected, so that their spectral shape matches a median target 
spectrum.  The target spectrum corresponds to the median spectral accelerations of a 
GMPE or the median of the predictions of a set of different models (e.g. when combined 
in a logic tree) obtained for a scenario (or set of scenarios) defined by the user.  The 
scenarios are typically the outcome of a PSHA.  
The amplitude of the suite of the different records is controlled by scaling factors, which 
are determined so that the median response spectrum of the motions matches the median 
of the target spectrum.  Concurrently the scaling factors are satisfying the condition that 
the standard deviation of the suite matches the target standard deviation.  Similarly to the 
target median, the target standard deviation can be representative of different models 
when combined under a logic tree framework. 
The goodness of fit of the records is assessed using the Root Mean Square Error 
(RMSE), defined by Equation 4.3, between the median and standard deviation of the 
suite of records with the corresponding target median and target standard deviation 
(Kottke and Rathje, 2008a): 
      
 
  
            
        
                    
 
  
   
 
4.3 
 
The term    is the number of periods considered in logarithmic space (equidistance).  
This ensures that both short and long periods receive equal weights (Kottke and Rathje, 
2008a). On the other hand, the terms           
        
 and            are the natural 
logarithms of the spectral accelerations of the adjusted spectrum of the suite of records 
and of the target spectrum respectively.  
For the record selection, two target spectra were generated using the Campbell and 
Bozorgnia (2008) ground-motion prediction equation for the half space shear-wave 
velocity of the examined soil column (1270 m/s) and a strike slip fault.  These two 
scenarios were considered aiming to generate small to medium and high strain response.   
One of the approaches to infer the level of expected nonlinearity is by using the 
published plot of the amplifications versus the PGA associated with a GMPE.  Figure 4.6 
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is an example of such a plot and shows the spectral amplifications’ reductions for 
different combinations of Peak Ground Accelerations (PGA) and average shear-wave 
velocities of the top 30 m (Vs30).  Similar plots are also published for other GMPEs, such 
as Figure 5 of Boore and Atkinson (2008). 
 
Figure 4.6 Site amplification relationship with PGA, from Campbell and Bozorgnia (2008) 
 
The rock PGA can be evaluated based on the relevant magnitude-distance scenario and 
the selected GMPE in each case.  In turn, the expected degree of reduction in the 
amplifications and inferred nonlinearity based on the estimated rock PGA and the 
corresponding site Vs30 can be crudely estimated by referring to the previous or similar 
plots.     
A second approach is also considered so that the expected response can be further 
interpreted with respect to additional parameters, namely the maximum shear strains and 
the shear modulus reduction curves.  This is feasible based on the following concepts.  
Firstly, it is appreciated that the free-field maximum shear strains generated by harmonic 
waves through a homogeneous, elastic and isotropic soil profile can be expressed at a 
given point by (Hashash et al., 2001): 
     
   
  
 
4.4 
 
PGV stands for the peak ground particle velocity and Vs is the propagation shear-wave 
velocity.  For this set of analysis Vs represents the average shear-wave velocity of the top 
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30 m and PGV is evaluated using the selected GMPE i.e. the model by Campbell and 
Bozorgnia (2008).  Naturally, this is a crude approximation of the maximum strains, 
since it relies on the elastic properties of the profile.  The impedance contrast of the 
layers, the potential shear-wave reversals and any resonance effects are also not taken 
into account.  It is also recognised that in many cases the GMPE employed may not have 
been developed in terms of PGV, which may hinder the application of the proposed 
methodology.  In such cases, the previous approach could be adopted.   
The predicted maximum strains from Equation 4.4 can be plotted against the shear 
modulus reduction curves of any examined profile.  These can be compared with the 
shear strain thresholds defined by Vucetic (1994), which distinguish between linear 
elastic, nonlinear elastic and nonlinear elastoplastic response  (refer to Section 2.3.3 and 
Figure 2.22).  In addition, the maximum anticipated strains can be correlated with a 
corresponding ratio of G/Gmax from which the degree of nonlinear response could be 
inferred.  
For the first of the previous two approaches, the PGAs for different magnitude-distance 
combinations were evaluated.  From these, two scenarios were ultimately selected aiming 
to generate firstly small and secondly medium to high strains respectively.  These had a 
magnitude M=7 and corresponding Joyner-Boore (RJB) distances equal to 55 km (Sc1) 
and 5 km (Sc2) respectively.  The corresponding peak ground accelerations for these 
magnitude-distance combinations were equal to 0.2 g (Sc1) and 0.6 g  (Sc2) accordingly, 
which were obtained using a Vs30=391 m/s and a strike slip fault as a rupture mechanism.  
As indicated in Figure 4.6, a relative small reduction in the amplifications corresponding 
to Vs30 equal to 255 m/s and 525 m/s (these two values of Vs30 are enveloping the Vs30 of 
the site) is anticipated for the  PGA of Sc1.  On the other hand, a more prominent 
reduction in the amplifications, suggesting stronger nonlinear response, is noted for Sc2 
and its corresponding PGA.   
For the second methodology, the resulting maximum shear strains for Sc1 and Sc2 were 
evaluated using Equation 4.4.  These were equal to 0.02 % for Sc1 and 0.12% for Sc2 
accordingly.  These maximum values of strain were further associated with the nonlinear 
soil properties of the different layers of the examined profile in Figure 4.7.  The two 
shear strain thresholds defined by Vucetic (1994) were also identified.  These were 
described in Section 2.3.3 and are the linear cyclic (     and the volumetric shear strains 
(    .  These thresholds were established for the examined case employing Figure 2.21 
for a PI equal to zero.   
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Figure 4.7 Dynamic soil properties with cyclic linear and volumetric strain thresholds as defined 
by Vucetic (1994) 
 
As suggested by Figure 4.7 small strains are anticipated for Sc1 with G/Gmax ratios 
greater than 0.6 whereas medium to high strains are expected for Sc2 with corresponding 
G/Gmax ratios as low as 0.2.  
The selected magnitude-distance combinations were used to generate two rock target 
spectra.  The rock standard deviations of the GMPE (        for both scenarios were 
adjusted by removing the site-ergodic assumption.  This was performed by directly 
employing the reductions from the study of Lin et al. (2011).  These were introduced in 
Section 2.1.1 and are provided again below for ease of reference in Table 4.2.  It is noted, 
that the reductions are period dependent and for those periods that no values were 
provided by the study, linear interpolation in logarithmic period space was used.  
Indicatively the published and the adjusted standard deviations (         for Sc2 are 
plotted in Figure 4.8.  This modification is applicable as the standard deviation of the 
model already incorporates the site-to-site variability by combining ground motions of 
different sites in its dataset (Montalva and Rodriguez-Marek, 2011). Therefore, this 
modification attempts to mitigate the fact that the soil hazard can be double-counted 
when combining the soil prediction of site response analysis with the rock target 
spectrum.   
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Table 4.2 Suggested reductions for the removal of the site-to-site ergodic assumption from the 
standard deviations, after Lin et al. (2011) 
Spectral Periods 
(sec) 
Adjusted standard 
deviation 
Lin et al. (2011) 
PGA 0.91   
0.1 0.87   
0.3 0.91   
0.5 0.90   
1.0 0.87   
3 0.84   
Note:    stands for the total standard deviation as published for each GMPE 
 
 
Figure 4.8 Published and adjusted rock standard deviation of Campbell and Bozorgnia (2008) 
GMPE for Sc2 using the study of Lin et al. (2011) 
 
The revised rock standard deviation (         was further adjusted to incorporate the 
component-to-component variability (    of the motion.  This was necessary in order to 
make the ground-motion prediction model, that uses the geometric mean of the 
horizontal components of different motions, compatible with the site response analysis.  
The latter employs a single and arbitrary component of the motion.  As indicated by 
Beyer and Bommer (2006) the standard deviation of a ground motion parameter will be 
smaller when the geometric mean of motions, as opposed to an arbitrary component, is 
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considered.  This issue is overcome by using the suggested period-dependent values,  , 
after Campbell and Bozorgnia (2008) listed in Table 4.3.  
Table 4.3 Component to component variability after Campbell and Bozorgnia (2008) 
Period  
(s) 
   
0.010 0.166 
0.020 0.166 
0.030 0.165 
0.050 0.162 
0.075 0.158 
0.1 0.170 
0.15 0.180 
0.20 0.186 
0.25 0.191 
0.3 0.198 
0.4 0.206 
0.5 0.208 
0.75 0.221 
1 0.225 
1.5 0.222 
2.0 0.226 
3.0 0.229 
4.0 0.237 
5.0 0.237 
7.5 0.271 
10 0.290 
PGA 0.166 
PGV 0.190 
PGD 0.290 
 
Consequently, the total target standard deviation at rock level based on the previous 
adjustments can be represented by: 
              
    
  
4.5 
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A single component of each recording was also considered as part of the semi-automated 
procedure by Kottke and Rathje (2008a) ensuring that the variability of the suite of 
motions was not underestimated (Kottke and Rathje, 2008a).  The same adjustments are 
made to all the standard deviations of the rock target spectra employed in the following 
sets of analyses.  
The suites of records for each scenario were selected from two subsets of the PEER 
dataset.  Both subsets employed, comprised of records with magnitudes ranging from 
6.6-7.4 ( 0.4 units from the target magnitude).  The magnitude restriction was applied, 
as it influences the duration and the spectral shape of the records, whereas the  0.4 
restriction was considered appropriate, as it did not considerably limit the number of 
relevant records.  The duration could be important in certain aspects of the structural 
design (e.g., when fatigue is considered) and in principle should be reflective of the 
scenario reviewed.  However, the effect of the duration on the overall structural design 
has been the subject of debate (e.g., Bommer and Acevedo, 2004 and Hancock et al., 
2008), but this is outside the scope of these analyses.   
A distance restriction was also considered when forming the two subsets.  Only records 
with Joyner-Boore distances (RJB) ranging between 30-70 km for Sc1 and between 0-30 
km for Sc2 were included.  Applying a distance restriction can in principle result in small 
scaling factors applied to the records.  However, this would also depend on the dataset 
itself.  Given that the spectral shape is mostly dependant on the magnitude, the distance 
limit was less strict allowing for the inclusion of more input motions (Kottke and Rathje, 
2008a). Further discussion regarding the potential bias introduced in the results by the 
scaling of the records, as well as the necessity of a magnitude and distance restriction can 
be found in Chapter 5. 
Using the abovementioned approach and the two subsets ten records were chosen for 
each scenario.  This number was determined based on the definition of the standard error 
given by Equation 4.6.  
   
        
 
 
 
 
4.6 
 
 
In this relationship, n, denotes the number of records, the term          is the standard 
deviation of the spectral amplification functions (between surface and rock level) and   is 
the desirable degree of accuracy.  The studies of Bazzurro and Cornell (2004a) and 
Papaspiliou (2010) have indicated that the average standard deviation of the natural 
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logarithms of the spectral amplifications of several site response analyses was equal to or 
lower than 0.3.  Naturally, this value will depend amongst others, on the target variability 
and therefore is not representative of all analyses.  However, if this figure is used as 
reference, a number of records can be selected based on the desirable degree of accuracy 
and Equation 4.6.  Therefore, given a          equal to 0.3 and a target accuracy equal to 
10%, by which the median amplifications are to be predicted, a total of ten records would 
suffice.  The spectra of the final selected records are plotted in Figure 4.9, along with the 
corresponding median target spectra.  The description of the records and their 
characteristics can be found in Appendix A (Tables A4.1 and A4.2 respectively).  
 
Figure 4.9 Records selected using the semi-automated procedure by Kottke and Rathje (2008a) 
for (a) the medium strain and (b) the high strain scenarios 
 
These records were treated as motions recorded at depth, i.e., the option “within” was 
employed for both EQL and NL site response analysis.  Therefore, apart from their 
scaling to match the different target spectra no further modification was applied.  This 
implies that the intensity of the motions will be somewhat higher than the intensity 
represented by the individual magnitude-distance combinations.  This is due to the fact 
that the GMPEs are representative of “outcrop” motions i.e., motions recorded at the 
surface.  This condition and its effect on the surface spectral ordinates is further assessed 
in Chapters 6 and 7 of this thesis.    
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4.1.1 Scenario 1 (Sc1) 
Site response analysis using both EQL and NL approaches was performed for the stiff 
profile illustrated in Figure 4.1 using the abovementioned parameters and the 
corresponding input motions for Sc1 (Figure 4.9a).  The resulting 5% damped geometric 
mean of the surface spectral accelerations for each method of site response analyses is 
plotted in Figure 4.10a.  On the other hand, the variability in the predictions expressed by 
the standard deviation of the natural logarithms of the surface spectral accelerations 
amongst the ten records is illustrated in Figure 4.10b.  Linear analysis in the frequency 
domain was also carried out for the same suite of records.  The emphasis is paid on the 
standard deviations of the linear analysis, which are plotted in Figure 4.10.  The linear 
site response analysis was carried out by setting the G/Gmax ratios equal to one and by 
employing the converged damping of EQL analysis (median converged damping at each 
depth of the ten records considered).  
 
Figure 4.10 Comparison of (a) the 5% damped geometric mean of the surface spectral 
accelerations and (b) their standard deviations for linear analysis in the frequency domain (FD), 
EQL and NL site response analyses for Sc1 
 
It is also observed from Figure 4.10a, that the geometric mean of the spectral 
accelerations of the different records is in good agreement between the different methods 
of site response analysis (EQL and NL) for frequencies between 0.2 Hz and 5 Hz.  On 
the other hand, for frequencies higher than 5 Hz, the EQL analysis predicts noticeably 
smaller spectral accelerations than the NL case.  This can be attributed to the known 
limitation (e.g. Rathje and Kottke, 2011) of the EQL approximation to use constant 
stiffness-smaller than the maximum stiffness-and damping throughout the analysis.  
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These are selected through an iterative approach using a fraction of the maximum shear 
strain (effective strain) which typically corresponds to smaller frequencies.  
Consequently, the upper frequency response for which a smaller damping would be more 
relevant can be over-damped.  Naturally, the frequency range effected is case dependant.   
This is further assessed by considering the transfer functions for a selected record, 
defined as the ratio of the Fourier Amplitude Spectra (TFFAS) between the surface and the 
rock level.  The spectral amplifications (AFSa) between the same levels are also 
considered for the same input motions.  The amplification and transfer functions are 
firstly determined using linear elastic analysis (in the frequency domain) for the 
converged damping values from the EQL analysis.  A constant G/Gmax ratio equal to one 
is considered.  These are directly compared with the transfer and the amplification 
functions from the EQL site response analysis.  Therefore, the main differences between 
the two methods is the stiffness employed.  The results can be reviewed in Figure 4.11.  
It can be observed that both the TF and the AF of the EQL site response analysis, which 
uses the single reduced stiffness, are lower than the linear case predominately after a 
frequency equal to 5 Hz.  The flatter response in the upper frequency range is then 
conveyed in the surface spectral ordinates as commented before.  
Figure 4.11 Comparison of (a) spectral amplifications and (b) transfer functions between surface and 
rock level obtained using EQL and Linear analysis with the latter using the converged damping levels 
of EQL 
 
The limitation of the EQL approximation to use constant stiffness and damping is also 
reflected on its upper frequency standard deviations plotted in Figure 4.10b.  These are 
considerably lower than the corresponding values predicted for the linear and the NL 
case respectively.  It is also observed that the variability of the different methods of site 
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response analyses (EQL and NL) is comparable for frequencies between 0.2 and 5 Hz 
similarly to the response spectra for the same frequency range.  
The maximum strains of both methods of analyses are also reviewed to further appreciate 
the degree of nonlinear response.  The maximum strains associated with the EQL site 
response analysis can be inspected in Figure 4.12a.  Some of the input motions are 
resulting in strains larger than or equal to 0.3% for the layers between the surface and 10 
m depth.  On the other hand, relatively smaller values are predicted by the NL site 
response analysis as illustrated in Figure 4.12b for the same depths.  In particular, for the 
top 10 m the maximum strain levels vary from 0.0016% to 0.21%.  It is also noted that 
analogous levels of strain are predicted between the two methods of analysis for depths 
greater than 10 m.  
 
 
Figure 4.12 Maximum strains (%) associated with (a) EQL and (b) with NL site response analyses 
for Sc1 
 
These levels of strain are further associated with the nonlinear soil properties of the 
different layers plotted in Figure 4.7.  The response of the layers between 10 m to 65 m 
depth are associated with strains smaller than approximately 0.02% which are classified 
as small strains based on Figure 4.7.  These are analogous between the EQL and the NL 
site response analyses.  The particular levels of strain, associated with the layers between 
10 m to 65 m, correspond to G/Gmax ratios greater than 0.5.  As described in Section 2.2.1 
the different layers and their corresponding depth can be associated with unique 
frequencies using the quarter-wavelength approximation.  More explicitly, based on 
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Equation 2.28, higher depths correspond to smaller frequencies.  Therefore, the deeper 
layers of the examined profiles, for which small strains are predicted, can be associated 
with the low frequency response for which a good agreement between the predictions of 
the two methods of site response analyses is also noted. 
On the other hand, for the shallower layers (from surface to approximately 10 m depth) 
which are related with the high frequency response, strains greater than 0.1% are 
predicted by the EQL and the NL site response analysis.  As suggested by Figure 4.7 
these are classified as medium to high strains.  For these levels of strain the G/Gmax ratios 
are taking values lower than 0.4.  For these levels of strain and stiffness degradation EQL 
analysis appears to predict lower spectral amplifications than the NL case.   
4.1.2 Scenario 2 (Sc2) 
The analyses are repeated for the records matched to the target spectrum corresponding 
to the medium to high strain Sc2 (Figure 4.9b).  Based on Figure 4.6 and the PGA 
corresponding to this scenario (0.6 g), or in accordance with Figure 4.7 stronger 
nonlinear response is anticipated than what was observed in the case of Sc1.  The 
resulting surface spectral accelerations and their associated standard deviations using 
EQL and NL site response analysis  can be seen in Figures 4.13a and 4.13b respectively.  
Similarly to Sc1, linear site response analysis is carried out using constant G/Gmax ratios 
equal to one and the median of the converged damping values from the ten records of 
EQL analysis.  Again, the emphasis is paid to the standard deviations of this analysis, 
which are plotted in Figure 4.13b.   
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Figure 4.13 Comparison of (a) of the 5% damped geometric mean of the surface spectral 
accelerations and (b) their standard deviations using linear, EQL and NL site response analysis 
for Sc2 
 
The high intensity of the input motions representing Sc2 (refer to Table A4.2), result in a 
strong nonlinear response with maximum strains taking values greater than 1%.  The 
surface spectral ordinates of the soil profile using the EQL approximation, for this degree 
of nonlinearity, are significantly lower than the corresponding values of the NL and 
linear analyses for frequencies greater than approximately 2 Hz.  Based on Figure 4.7 for 
such levels of strain (>1%), which are associated with the layers within the top 10 m of 
the profile, the corresponding G/Gmax ratios are taking values as low as 0.1.   
In order to appreciate why these variations in the surface spectral accelerations occur 
between the EQL, the NL and linear site response analysis, the stiffness employed within 
the EQL analysis is assessed.  It was indicated in Figure 4.11 that the use of a constant 
stiffness by the EQL approximation throughout the analysis, which is also considerably 
lower than the stiffness adopted by the NL analysis for the same levels of strain (e.g. 
refer to Figure 4.3), can flatten out the upper frequency response.  As a representative 
example, the stiffness degradation curve for the sand layer at 5.5 m depth is plotted in 
Figure 4.14 along with the converged stiffness ratio for each iteration.  This layer is used 
to demonstrate the mechanism behind the EQL analysis and is associated with the 
highest generated levels of strain.  Based on Figure 4.14, it is noted that after the first 
iteration the shear modulus decreases sharply close to a minimum value of shear modulus 
(Gmin) corresponding to the lower plateau of the empirical curve.  The stiffness used 
thereafter takes values concentrated at this plateau (iterations No 3-10).   
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Figure 4.14 Converged stiffness ratio for iterations No 1-10 for the layer at 5.5 m depth versus 
the corresponding empirical curve of Darendeli (2001) 
 
As a result, the converged maximum strains of EQL analysis for this layer and the 
converged shear modulus Gmin employed, are larger than 6.0%, as illustrated in Figure 
4.15a.  These are higher than the predicted maximum strains by the NL analysis, which 
are approximately equal to 4% for the same layer, as indicated in Figure 4.15b.  The 
latter is using a higher and varying stiffness during the analysis.    
 
Figure 4.15 Maximum strains (%) associated with (a) EQL and (b) NL site response analyses for 
Sc2 
 
The hysteretic behaviour simulated by the two methods of analysis is also reviewed in 
Figure 4.16.  Figure 4.16a shows the stress-strain loops for the same layer examined 
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before (i.e. 5.5 m below the surface).  These are generated for the input motion of San 
Fernando recorded in the station of L.A. Hollywood (refer to Table A4.2).  Based on 
Figure 4.16a, the NL analysis predicts considerable lower values of shear strains than the 
values predicted by the EQL analysis.  Accordingly, the prediction of higher strains by 
the latter, due to the lower converged stiffness, results in higher damping.  This can in 
turn explain its lower surface spectral accelerations in comparison to the NL analysis 
(seen in Figure 4.13).  On the other hand Figure 4.16b shows the stress-strain loops and 
the shear strain predicted by the two methods of site response analysis for layers 12 (27 
m below the surface).  This layer is associated with small strains and as suggested by 
Figure 4.16b both EQL and NL analysis predict comparable values of shear strain.  
 
Figure 4.16 Shear stress with shear strain variations predicted by the EQL and the NL site 
response analysis for the layer 5.5m below ground level for the input motion 
NGA_no_68_PEL180 
 
Another issue that must be addressed, by inspecting Figure 4.15, is the use of the 
empirical curves of Darendeli (2001) for such high levels of strain.  As discussed in 
Chapter 2 most empirical curves are poorly constrained for strains greater than 0.1% with 
their shape being mainly based on extrapolation beyond this value (Chiu et al., 2008).  
Therefore, when they are used beyond this threshold either within the EQL analysis or to 
calibrate the MKZ model in the NL analysis they will not necessarily represent 
accurately the high strain response (Stewart et al., 2008).  
When dealing with such levels of strain (>0.1%)  Stewart et al. (2008) suggested the use 
of an alternative hybrid curve.  This type of curve is ideally established, for strains 
smaller than 0.1%, using the results from laboratory tests such as the resonant column or 
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the piezometric bender element tests as briefly described in Chapter 2.  Alternatively, 
empirical correlations such as the curves of Darendeli (2001) can be employed (Stewart 
et al., 2008). However, the stiffness degradation and the resulting damping for larger 
strains should be established using the shear strength (    .  Therefore the reference 
strain,    corresponding to the ratio of G/Gmax= 0.5, as defined by Darendeli (2001) is 
substituted by a strength based reference strain.  This is given by the ratio of shear 
strength over the elastic shear modulus (         .  This substitution is suggested, as the 
shear strength is believed to be a more descriptive parameter of the behaviour of the soil 
for strains greater than 0.1% (Stewart et al., 2008).  Consequently, the hybrid curve for 
strains (   greater than the shear strain threshold     0.1% can be expressed by (Stewart 
et al., 2008):   
 
   
 
 
               
 
4.7 
 
 
Where     is the secant modulus for strain     =0.1% and     represents the shear 
strength of the material.  
The corresponding hybrid curves using Equation 4.7 are considered as an alternative to 
the Darendeli (2001) curves employed before, for the examined profile and the high 
strain scenario within EQL analysis.  This was the scenario for which the greatest 
variations between the EQL and the NL analyses were noted.  The new curves were 
generated for shear strains greater than 0.1% using the strength based reference strain  
suggested by Stewart et al. (2008) defined using an angle of shearing resistance equal to 
30° based on (Coulomb, 1773):  
             4.8 
 
 
In the previous relationship     is the effective stress and    is the effective angle of 
shearing resistance.  The shear modulus reduction curves, for strains lower than 0.1% 
were defined using the empirical curves of Darendeli (2001).  An example of the 
resulting hybrid shear modulus curves based on these parameters is plotted along with 
the empirical curves of Darendeli (2001) in Figure 4.17 for the layer at 5.5 m depth.  
Following the example application of the method by Chiu et al. (2008) the damping 
curves were constrained using a maximum value of 20% for strains greater than 0.1%.  
This reduction ensured that there will be no over-damping (Chiu et al., 2008).  
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Figure 4.17 (a) Darendeli (2001) and hybrid (Stewart et al., 2008) shear modulus reduction and 
(b) damping curves for the layer 5.5 m below ground level 
 
The effect on the surface predictions of the hybrid curves can be inspected in Figure 
4.18.  It is noted that by employing the hybrid curves within EQL analysis, results in a 
noticeable increase in the amplitudes of the surface spectral ordinates in comparison to 
the results obtained using the empirical curves of Darendeli (2001).  This can be 
explained by revisiting Figure 4.14.  Based on this plot, the converged shear modulus 
used by the EQL analysis is taking values from the lower plateau of the empirical curve.  
Higher values of shear modulus ratios correspond to the hybrid curve at these shear-
strains.  These higher values are used throughout the analysis, resulting in lower levels of 
strain (<1%) and damping than the values obtained before.  This is consequently mapped 
on the resulting surface spectral ordinates.  
As indicated before some of the differences amongst the surface spectral ordinates of the 
EQL and the NL analyses were attributed to the limitation of the former to use a constant 
stiffness in conjunction with the inappropriate use of the empirical curves of Darendeli 
(2001) for high levels of strain (>0.1%).  However, another factor could be the fact that 
the analysis is carried out for a sandy material.  In particular, the shape of the empirical 
curves for sand (PI=0%) show a high degree of nonlinearity with the shear modulus 
decreasing sharply with strain.  On the other hand, slower stiffness degradation with 
strain is expected for a clayey material.  This can be inspected in Figure 4.19 by 
comparing the Darendeli (2001) degradation curves corresponding to sand (i.e., PI=0%) 
with the curves corresponding to a low plasticity clay with PI=30%.  The empirical 
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curves for both materials are generated for an over consolidation ratio and a loading 
frequency equal to one, ten number of cycles, a coefficient of earth pressure at rest equal 
to 0.5 and a mean effective confining pressure (   ) equal to 55 kN/m
2
.  
                              
Figure 4.18 Comparison of (a) 5% damped surface spectral accelerations and (b) standard 
deviations for the EQL and NL site response analysis using the Darendeli (2001) and the hybrid 
curve after Stewart et al. (2008) for the EQL analysis 
 
    
 Figure 4.19 Comparison of the empirical curves of Darendeli (2001) for sand (PI=0%) and for a 
low plasticity clay (PI=30%) 
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The rate of change of the shear modulus of the curves illustrated in Figure 4.19 can be 
more clearly identified by evaluating their derivatives.  These are calculated using the 
ratio of              and are plotted against the shear strains in Figure 4.20.  From this 
plot, a higher rate of change, denoted by a steeper curve, is identified for the sandy 
material (PI=0%).  On the other hand, a flatter curve and thus a slower rate of change, is 
associated with the clayey material (PI=30%).   
 
Figure 4.20 Derivative of the empirical curves of Darendeli (2001) for sandy (PI=0%) and a 
clayey material (PI=30%) 
 
The effect of this slower stiffness degradation and thus of the potential more linear 
response in the case of a clay material is further assessed.  The analyses are repeated for 
the previous soil column using the equivalent stiffness degradation and damping curves 
of Darendeli (2001) for a PI=30%.  The same input motions corresponding to Sc2 are 
considered.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    
The resulting surface response spectra for both EQL and NL analysis for the clayey 
profile can be compared in Figure 4.21.  The surface spectral accelerations of the two 
methods appear to be in better agreement than in the case of the sandy profile (Figure 
4.13).  The differences between the spectral ordinates can be further quantified with the 
use of the RMSE defined by Equation 4.5.  Specifically, for the sandy profile the RMSE 
between the EQL and the NL surface spectral accelerations, for frequencies 1 Hz to 100 
Hz, is equal to 0.64.  On the other hand, the RMSE for the clayey profile is equal to 0.39.  
The smaller value of RMSE for the clayey profile indicates a better agreement between 
the predictions of the two methods of site response analysis in this particular case.   
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Figure 4.21 Comparison of the 5% damped geometric mean of the surface spectral accelerations 
of the EQL and the NL site response analysis for Sc2 using a low plasticity clay with PI=30% 
 
In addition to the comparison of the median surface spectral accelerations between the 
different methods of site response analysis, their corresponding standard deviations are 
also reviewed for Sc2.  These were presented in Figure 4.13b.  It is observed from this 
plot, that the standard deviations of both methods of site response analysis are reducing 
sharply after approximately 3 Hz, which is also close to the predominant frequency of the 
examined soil column (2.67 Hz).  This reduction is more distinct than in the case of Sc1 
(Figure 4.10b).  This sharp reduction is the result of nonlinearity which is best described 
schematically with the aid of Figure 4.22 after Al Atik and Abrahamson (2010).  
As indicated in the following plot when linear analysis is considered (left hand side 
panels), the amplifications do not change with the different input rock motions.  
Consequently, as the amplitude of the input motion increases the variability of the 
ground motions is not effected (Al Atik and Abrahamson, 2010). This is also depicted in 
Figure 4.13b, where no reduction in the standard deviation of the linear analysis is taking 
place in comparison for instance to the reduction noted for the standard deviation of the 
EQL analysis.  On the contrary, when nonlinear analysis is concerned, as plotted in the 
right hand side panels of Figure 4.22, the AF will decrease above a certain value of rock.  
This is due to the occurring nonlinearity which is accompanied by a reduction of the 
predominant frequency of the soil (frequency shorting) due to the occurring stiffness 
degradation (Al Atik and Abrahamson, 2010).  This explains the reduction in the 
standard deviation of both EQL and NL analysis noticed in Figure 4.13b.  
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Figure 4.22 Effect of nonlinearity on the standard deviations after Al Atik and Abrahamson 
(2010) 
 
4.2 Further comparisons between the EQL and the NL site response analyses for 
profiles representative of different soil classes 
The conclusions drawn in the previous section are further tested and generalised by 
considering four additional profiles each of them representative of a different soil class 
based on a Vs30 classification system.  The profiles were representative of Vs30<180 m/s, 
180 m/s Vs30<360 m/s, 360 m/s Vs30 750 m/s and Vs30>750 m/s respectively.  These 
profiles were established by Toro (1995) using maximum likelihood procedures applied 
to 557 profiles predominately from California (Kottke and Rathje, 2008b). The 
maximum likelihood procedure refers to the best estimation of a parameter, in this case 
of the shear-wave velocity, given an assumed probability distribution. 
The shear-wave velocities of each profile are listed in Table 4.4 and their corresponding 
nonliear soil properties are presented in Table 4.5.  The adopted stiffness degradation and 
damping curves were inferred given the shear-wave velocities of the profiles and the 
types of materials assumed for each soil class.  These were in accordance with the 
empirical curves selected by analogous studies for different soil classes based on similar 
classification systems (e.g. Bazzurro and Cornell, 2004a and Hartzell et al., 2004).  The 
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water table level, which was used for the evaluation of the effective confining pressure in 
the middle of each layer, was assumed to be located at 10 m below the surface.  Three 
out of the four profiles of Toro (1995) were employed unmodified.  However, the profile 
representative of 360 m/s Vs30 750 m/s was shifted, so that its Vs30 was representative 
of the geometric centre of the soil class.  The original and the adjusted profiles are also 
listed in Table 4.4.  
Table 4.4 Soil profiles as defined by Toro (1995) representative of different soil classes based on 
a Vs30 classification system 
 
Depth 
(m) 
 
Vs30<180 m/s 
 
180m/s  
Vs30<360 
m/s 
 
360m/s  
Vs30 750 
m/s 
 
Modified 
360m/s  
Vs30 750 m/s 
 
Vs30> 
750 m/s 
0 176 145 159 204 314 
1 165 163 200 256 346 
2 154 179 241 308 384 
3 142 191 275 352 430 
4 129 200 308 394 485 
5 117 208 337 431 550 
6 109 215 361 462 624 
7 117 226 382 489 703 
9 130 237 404 517 789 
10 148 250 433 554 880 
12 170 269 467 598 973 
15 192 291 501 641 1070 
17 210 314 535 685 1160 
22 229 336 567 726 1260 
26 246 372 605 774 1330 
31 266 391 654 837 1380 
37 289 401 687 879 1420 
45 318 408 711 910 1460 
53 353 413 732 937 1500- 
halfspace 
64 392 433 749 959  
77 435 – 
halfspace 
459 772 988  
92  486 802 1027  
111  513 847 1084  
133  550 900- 
halfspace 
1152- 
halfspace 
 
159  604    
192  676    
230  756- 
halfspace 
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Table 4.5 Dynamic soil properties and description of the materials as used in site response 
analysis in relation to each of the Toro (1995) profiles 
Site category based on Toro 
(1995) 
Depth 
(m) 
G/Gmax and damping 
curves 
Description 
Vs30<180 m/s D=0-77 Darendeli (2001), 
PI=30, OCR=1 
Bay mud 
180 m/s Vs30<360 m/s D<110 
 
Darendeli (2001), PI=0, 
OCR=1 
Sand 
360 m/s Vs30 750 m/s D<15 Darendeli (2001), PI=0, 
OCR=1 
Sand 
 D>15 EPRI (1993) depth 
dependant rock  curves 
Soft rock 
Vs30>750 m/s D=0-53 EPRI (1993) depth 
dependant rock curves 
Firm to hard 
rock 
 
Following the selection of these profiles and of their dynamic soil properties, different 
scenarios were chosen, aiming to generate different degrees of nonlinear soil layer 
response.  The second of the two approaches presented in Section 4.1 was adopted to 
infer crudely the degree of nonlinearity.  This is based on the use of Equation 4.4.  The 
particular approach is favoured as it offers the additional advantage of associating the 
anticipated response, namely the maximum shear strains, with the shear modulus 
reduction curves representative of the different layers of the examined soil column.  
This methodology was employed for the selection of appropriate scenarios, so that 
roughly small to medium and medium to high strain response could be generated.  
Through a trial and error approach, different magnitude-distance combinations were 
considered using the Campbell and Bozorgnia (2008) model.  The corresponding Vs30 of 
each soil column was employed for these calculations.  The ultimately selected 
magnitude-distance combinations are listed in Table 4.6 along with the anticipated 
maximum strains. The individual plots showing the predicted maximum strains, the shear 
modulus reduction curves and the shear strain thresholds defined by Vucetic (1994) are 
presented in the corresponding sections of each soil column.  
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Table 4.6 Different scenarios considered for the generation of the different target spectra for 
different levels of strain 
Site category  Low to medium strain 
scenarios 
Medium to high 
strain  
scenarios 
Vs30<180 m/s M=6, RJB=100 km,       
(0.02%)* 
M=7, RJB=25 km, , 
      
(0.06%)* 
180 m/s Vs30<360 
m/s 
M=6, RJB=25 km,        
(0.03%)* 
M=7, RJB=5 km, , 
      
(0.19%) 
360 m/s Vs30 750 
m/s 
M=7, RJB=25 km,       
(0.02%)* 
M=8, RJB=5 km, 
      
(0.15)* 
Vs30>750 m/s M=7, RJB=25 km,       
(0.01)*  
(-) 
()* denotes estimated maximum free-field strains evaluated using Equation 4.4 and the 
Vs30 of the profiles for each of the scenarios 
 
Different target spectra where then generated for each scenario using the GMPE of 
Campbell and Bozorgnia (2008) for the halfspace shear-wave velocity of each profile, 
which was listed in Table 4.4.  Similarly, to the procedure described in Section 4.1 the 
semi-automated method by Kottke and Rathje (2008a) was employed to select different 
input motions for each soil profile and scenario reviewed (ten records for each scenario 
and soil column examined).  Each of the rock standard deviations was adjusted following 
the procedure adopted in Section 4.1.1 (i.e. adjusted to remove the site-ergodic 
assumption and to incorporate the component-to-component variability).  
4.2.1 Low to medium strain scenario for the Toro (1995) profile representative 
of Vs30<180 m/s  
The first set of results presented are associated with the low to medium strain scenario 
listed in Table 4.6 for the soil profile of Toro (1995)  representative of Vs30<180 m/s.  
The selected input motions can be seen in Figure 4.23 whereas their description, the 
scaling factors used to modify them and their corresponding PGAs can be found in Table 
A4.3 of Appendix A. 
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 Figure 4.23 Input motions for the low-medium strain scenario corresponding to the soil column 
representative of Vs30<180 m/s 
 
By using Equation 4.4, the anticipated maximum surface strains for the scenario 
examined are equal to 0.02%.  These are associated in Figure 4.24 with the shear 
modulus reduction curves of this profile and the two shear strain thresholds defined by 
Vucetic (1994).  The latter are established from Figure 2.21 using a PI=30%.  Based on 
Figure 4.24 the estimated      corresponds to the small strain range and to ratios of 
G/Gmax  between 0.65 to approximately 0.9 for the different layers.  
It was indicated in Section 4.1.1, that EQL and NL analysis can predict analogous 
surface spectral ordinates for such a level of stiffness degradation.  This is further 
assessed by propagating the input motions seen in Figure 4.23 through the particular soil 
column using both methods of site response analyses.  
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Figure 4.24 Dynamic soil properties with cyclic linear and volumetric strain thresholds as defined 
by Vucetic (1994)  for the profile representative of Vs30<180 m/s 
 
For the NL analysis, viscous damping was added in the form of the full Rayleigh 
damping formulation.  Following the same approach described in Section 4.1, the best 
match between the response spectrum evaluated using linear analysis in the frequency 
domain, with the spectrum obtained using linear analysis in the time domain, was 
achieved considering the first and the fourth modes of the profile (refer to Equations 2.50 
and 2.51).  A target damping equal to 0.5% was employed.   
The resulting surface spectral accelerations for these parameters can be seen in Figure 
4.25a.  As expected comparable results are obtained between the two methods of site 
response analysis.  The resulting maximum strains for these analyses are also reviewed.  
These can be inspected in Figure 4.26.  
According to Figure 4.26a the maximum shear strains associated with EQL analysis take 
values up to 0.6% for the layer at 8 m depth.  The corresponding median of the maximum 
strains for the same layer is equal to 0.060% (borderline of small to medium strains 
based on Figure 4.24).  Similarly, the NL analysis can be associated with maximum 
values of shear strain equal to 0.14% with their median being equal to 0.04% (small 
strains based on Figure 4.24) for the layer positioned 8 m below the surface.  Both 
methods of site response analyses are associated with analogous median levels of strain, 
which are smaller than 0.06%, for depths greater than 10 m.  The predicted median 
strains, as indicated in Figure 4.24, correspond to the upper boundary of the small strain 
and marginally on the medium levels of strain.  The minimum ratios of G/Gmax 
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corresponding to the resulting      are equal to or greater than 0.4.  Consistently with 
the findings of Section 4.1.1 comparable results are obtained by the two methods of site 
response analysis for this level of stiffness degradation.   
 
Figure 4.25 Comparison of (a) 5% damped geometric mean of the surface spectral accelerations 
and (b) standard deviations for the EQL and NL site response analysis and the profile of Toro 
(1995) with Vs30<180 m/s 
 
 
Figure 4.26 Maximum strains during (a) EQL and (b) NL analyses 
 
The differences between the predictions of the EQL and NL analysis however small, are 
not explained by the degree of nonlinear response in this case.  On the contrary, these are 
mainly the result of the calibration of the MKZ model and of the ultimate stiffness 
employed between the two methods of analyses.  Specifically, the parameters of the 
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MKZ model were calibrated using the empirical curves of Darendeli (2001) and the 
modulus-damping fit.  Therefore, an average agreement along the whole strain range was 
achieved between the empirical curves and the resulting MKZ curves (curves produced 
for the NL analysis using the calibrated parameters of the model).  This approach is re-
addressed focusing the fit on the small to medium strain range, which dominate the 
response.  An example of the resulting MKZ curves based on the original and the new 
calibration can be seen in Figure 4.27.  These are plotted along with the empirical curves 
of Darendeli (2001). 
 
Figure 4.27 The Darendeli (2001) and the MKZ curves calibrated using the modulus-damping fit 
and the alternative curves when focusing the fit on the small strains (0.0001-0.01%) 
 
As illustrated in the previous set of plots a better match between the MKZ and the 
Darendeli (2001) curves can be achieved in the low strain range by compromising the 
agreement between them at higher strains.  However, the high strain ranges are not 
important for the particular analysis since the response is associated with strains smaller 
than 0.1%.  
The NL analysis is repeated for the new calibrated MKZ curves.  The resulting spectral 
accelerations are compared in Figure 4.28 against the original surface spectral ordinates 
which were formerly presented in Figure 4.25.  It is clear that for the new calibration an 
even better agreement between the predictions of the EQL and the NL analysis is 
achieved.  
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Figure 4.28 Comparison between EQL and NL predictions using the MKZ model calibrated using 
the modulus-damping fir and the fit focused on the small strain range 
 
4.2.2 Low to medium strain scenarios for the Toro (1995) profiles representative 
of 180 m/s Vs30<360 m/s, 360 m/s Vs30 750 m/s and Vs30>750 m/s 
The same approach is adopted for the remaining three soil columns and the low to 
medium strain scenarios listed in Table 4.6.  Firstly, the soil profile representative of 180 
m/s Vs30 360 m/s is examined.  The input motions associated with this scenario can be 
seen in Figure 4.29 and are listed in Table A4.4 of Appendix A.  
 
 Figure 4.29 Input motions selected for the low to medium strain scenario for the profile 
representative of 180 m/s Vs30 360m/s 
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The anticipated maximum strains using Equation 4.8 for the particular soil column and 
scenario reviewed are equal to 0.03%.  These are plotted against the Vucetic (1994) shear 
strain thresholds and the shear modulus reductions curves of the profile in Figure 4.30.  
Based on this plot the anticipated maximum strain is at the lower bound of the medium 
strains and it corresponds to G/Gmax ratios greater than 0.4 for the different layers.   
 
Figure 4.30 Dynamic soil properties with cyclic linear and volumetric strain thresholds as defined 
by Vucetic (1994) for the profile representative of 180 m/s  Vs30<360 m/s 
 
The resulting surface spectral accelerations for the particular soil column and each 
method of site response analyses can be inspected in Figure 4.31.  It is indicated that 
EQL analysis tends to predict larger spectral accelerations than the NL analysis almost 
across the whole frequency range.  These variations are again explained by the different 
stiffness employed by each of the two methods of site response analysis.  This is once 
again demonstrated by repeating the NL analysis for an MKZ model calibrated focusing 
on the small to medium strain range, which dominate the response.  This results, as 
indicated in Figure 4.31, in a better agreement between the surface response spectra of 
the EQL and the NL site response analysis.  
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Figure 4.31 Comparison of the surface spectral accelerations (a) and standard deviations (b) for 
the EQL and NL site response analysis for the profile of Toro (1995) with 180 m/s Vs30 360m/s 
 
A complementary analysis is carried out for which the EQL site response analysis is 
repeated using the exact MKZ curves as opposed to the Darendeli (2001) empirical 
curves.  This implies that both methods are employing identical stiffness along the whole 
strain range.  The results are presented in Figure 4.32.  The EQL analysis, which is 
associated with maximum strain values of 0.08% in the layers corresponding to the top 
10 m predicts lower spectral amplifications than the NL analyses after a frequency of 10 
Hz.  As indicated from Figure 4.30, these strain ranges correspond to G/Gmax ratios lower 
than 0.4.   
Based on these results, it becomes apparent that the calibration of the MKZ constitutive 
model should be representative of the shear modulus and damping curves in the strain 
range of interest.  To achieve this, a simple iterative approach could be adopted.  As 
such, the NL analysis could be firstly carried out using the generic modulus-damping fit.  
The calibration of the model could then aim to achieve a good agreement between the 
MKZ and the empirical curves focusing on the strain range dominating the response.  
This suggestion is based on the predominant assumption that the shear modulus 
degradation and damping curves, represent accurately the soil layer response under 
cyclic loading which is an assumption generally accepted in practise.  
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Figure 4.32 Comparison of (a) the surface spectral accelerations and (b) standard deviations for 
the EQL and NL site response analysis for the profile of Toro (1995) with 180 m/s Vs30 360m/s 
using the MKZ curves to both methods of site response analysis 
  
The analyses are also carried out for the remaining soil profiles of Toro (1995) 
representative of 360 m/s Vs30 750 m/s and Vs30>750 m/s. Viscous damping was again 
considered for both profiles in the form of the full Rayleigh damping formulation.  A 
target damping equal to 0.5% was employed in both cases.  The best match between the 
spectra obtained using linear analysis in the time and in the frequency domain was 
achieved for the first and the third modes for the profile with 360 m/s Vs30 750 m/s 
and for the first and the second modes for the profile with Vs30>750 m/s.  The dynamic 
soil properties of each of the two profiles, the corresponding shear strain thresholds by 
Vucetic (1994) and the anticipated strains based on Equation 4.4 are plotted in Figures 
4.33 and 4.34 respectively.  The linear cyclic and the volumetric shear strain thresholds 
were established from Figure 2.28 for PI=0% for the first of the two profiles.  These were 
also obtained indicatively for a PI=50% for the profile with Vs30>750 m/s.  This profile is 
representative of soft and stiff rock, which is outside the scope of the study of Vucetic 
(1994).  The PI=50% was selected as an indicative value, which is expressive of curves 
with slower stiffness degradation such as the EPRI (1993) rock curves.  
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Figure 4.33 Dynamic soil properties with cyclic linear and volumetric strain thresholds as defined 
by Vucetic (1994) for the profile representative of 360 m/s  Vs30 750 m/s 
 
Figure 4.34 Dynamic soil properties and thresholds of linear and nonlinear behaviour from 
Vucetic (1994) for the profile representative of Vs30>750 m/s 
 
Initially, the generic modulus-damping fit was used to calibrate the MKZ model to 
further highlight the effect of using different stiffness between the two methods of 
analyses.  The results can be inspected in Figure 4.35 and Figure 4.36 respectively.  The 
input motions employed in the analyses can be found in Appendix 4 and Tables A4.5 and 
A4.6.  
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Figure 4.35 Comparison of the surface spectral accelerations (a) and standard deviations (b) for 
the EQL and NL site response analysis for the profile of Toro (1995) with 360 m/s<Vs30 750 m/s 
 
 
Figure 4.36 Comparison of the surface spectral accelerations (a) and standard deviations (b) for 
the EQL and NL site response analysis for the profile of Toro (1995) with Vs30>750 m/s 
 
As illustrated from the previous plots, there are noticeable differences between the EQL 
and the NL analyses, particularly for the profile representative of Vs30>750 m/s.  This 
demonstrates that naturally, the goodness of fit between the MKZ curves and any set of 
stiffness degradation and damping curves is material dependant.  Representatively the 
MKZ curves of the profile with Vs30>750 m/s are compared to the EPRI (1993) curves in 
Figure 4.37.  It is evident that these vary noticeably both at low and at high strains.   
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Figure 4.37 Comparison of the EPRI (1993) and the MKZ curves for the profile with Vs30>750 
m/s and the layer at 37 m depth 
 
A back analysis is performed for which the shear modulus degradation corresponding to 
the MKZ curves are substituted in the EQL site response analysis and the latter is 
repeated for the same scenario.  As illustrated in Figure 4.38 the resulting spectrum of the 
EQL analysis using the MKZ stiffness and damping is now comparable to the surface 
spectral accelerations predicted by the NL analysis.  Employing the same stiffness 
between the two method of site response analysis mitigates some of the differences 
observed in Figure 4.36. 
 
Figure 4.38 Comparison between NL and EQL analyses using the MKZ curves  
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The standard deviations associated with the predictions of the two methods for these 
profiles were presented in Figures 4.31b, 4.32b, 4.35b and 4.36b respectively.  It is 
indicated that for the examined degree of nonlinear response which corresponded 
generally to G/Gmax ratios greater than 0.4, the standard deviations between the EQL and 
the NL analysis are comparable.   
4.2.3 High strain scenarios for the Toro (1995) profiles representative of 
Vs30<180 m/s, 180 m/s Vs30<360 m/s and 360 m/s Vs30 750 m/s  
The analyses are repeated for the high strain scenarios, which were listed in Table 4.6.  It 
was not feasible to generate high strains and strong nonlinear response (G/Gmax <0.4) for 
the stiffer of the four profiles of Toro (1995) (i.e., for the profile representative of 
Vs30>750 m/s).  This was attributed to the high stiffness of the layers, the low stiffness 
degradation of the EPRI (1993) curves and the lack of high impedance contrast amongst 
the layers of the profile.  The results for the remaining three soil columns can be seen in 
Figures 4.39 to 4.41 with the input motions used in each of the analysis listed in Tables 
A4.7 to A4.9 of Appendix A.  
    
Figure 4.39 Comparison of (a) the 5% damped surface spectral accelerations and (b) standard 
deviations  for the EQL and NL site response analysis for the profile of Toro (1995) with 
Vs30<180 m/s 
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Figure 4.40 Comparison of (a)the 5% damped surface spectral accelerations and (b) standard 
deviations for the EQL and NL site response analysis for the profile of Toro (1995) with 180 
m/s<Vs30<360 m/s 
 
 
Figure 4.41 Comparison of (a) the 5% damped surface spectral accelerations and (b) standard 
deviations for the EQL and NL site response analysis for the profile of Toro (1995) with 360 
m/s<Vs30<750 m/s 
 
As expected, the EQL approximation predicts noticeably lower surface spectral ordinates 
than the NL analysis for all the profiles.  This is true after a certain frequency range,   
which corresponds to layers associated with strong nonlinear response.  It is identified 
that for all the profiles the maximum surface strains of these layers are larger than 0.1%.  
These levels of strain correspond to G/Gmax ratios smaller than 0.4 as suggested by Figure 
4.24, Figure 4.30 and Figure 4.33 respectively.  
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On the one hand, a good agreement is achieved between the predictions of the EQL and 
the NL analyses below a certain frequency range.  These frequencies correspond to 
deeper and stiffer layers within the soil columns for which the response is more linear.  
The resulting strain ranges for these layers correspond to G/Gmax ratios greater than 0.4.  
This implies that for these frequency ranges (which are naturally case dependent) either 
method of analyses could be adopted, even for these high strain scenarios.  These 
frequencies could be identified by running the simplest of the two method of analysis, 
i.e., EQL analysis.  The resulting strains and their association with certain layers and 
frequencies could be performed for instance by using the quarter-wavelength 
approximation as suggested in Chapter 3 and 6.  These results would suggest whether NL 
would also need to be performed, given how critical or not the effected frequencies are 
for the structural design.  
The observed differences in the calculated surface response spectra of the two methods 
of analyses can be partially attributed to the different stiffness employed by the EQL and 
the NL site response analysis.  To mitigate these difefrences, the former analyses could 
be repeated for MKZ curves matching the Darendeli (2001) curves focusing on the 
resulting strain range.     
Finally and in accordance with the findings presented in section 4.1.2 a reduction in the 
standard deviations of both EQL and the NL analysis is observed for all three profiles 
after a certain frequency.  As described before, this is attributed to the nonlinear response 
which is stronger for the layers close to the surface also correlated with the higher 
frequencies.  The level of reduction in the standard deviations is profile dependent.  
4.3 Conclusions 
From the previous set of results, it was consistently found that the EQL and the NL 
analysis can provide comparable results for strain levels corresponding to G/Gmax ratios 
crudely greater than or equal to 0.4.  The difference in their predictions, for such levels of 
strain, is also dependant on the goodness of fit of the MKZ curves with the shear 
modulus and damping curves used for its calibration and in essence of the difference in 
the nonlinear properties employed by each method of analysis.  This was proven to be 
material dependant.   
On the other hand, EQL analysis predicted lower spectral accelerations than the NL case 
when the response was associated with medium to high strains and large shear modulus 
reductions ( G/Gmax <0.4).  This was particularly evident in the upper frequency range.  
The higher frequencies (with ranges effected being case dependent) are associated with 
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the layers close to the surface, for which the highest levels of strain were noted.  The 
prediction of lower spectral ordinates by the EQL approximation was explained by its 
known limitation to use constant stiffness and damping throughout the analysis.  For this 
reason NL analysis appears to be a more suitable method when the upper frequency 
response is deemed important to the design.  
Another factor contributing to the differences between the EQL and the NL predictions 
for the stronger nonlinear response was the use of the Darendeli (2001) curves for strains 
greater than 0.1%.  The hybrid curve suggested by Stewart et al. (2008) was also 
considered with promising results.  The change in the stiffness of the lower plateau of the 
empirical curves increased the surface spectral ordinates predicted by the EQL analysis.  
A better agreement with the NL predictions was subsequently achieved.  
Furthermore, the uncertainty in the predictions between the two methods of analysis 
depended on the degree of nonlinear response.  A reduction in the standard deviations 
was observed as the AF decreased based on the intensity of the rock input motions  
considered and the resulting strains.  
The use of Equation 4.4 in conjunction with an appreciation of the impedance contrasts, 
and shear-wave reversal within the profile could provide an indication of the level of 
nonlinearity that should be expected based on a given scenario.  This could assist in 
selecting the most suitable method of site response analysis based on the expected 
response and frequency range of interest.  A summary of these conclusions is provided in 
the form of a flow chart in Figure 4.42.  
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Figure 4.42 Suggested steps for the selection of a method of 
site response analysis 
     
   
    
 
Approximate the maximum strain using the following Equation: 
The PGV can be established using a suitable GMPE for the Vs30 of the profile and the relevant rupture mechanism 
and scenario considered.  Alternatively refer to the published graphs associated with the employed GMPEs. 
Nonlinearity can then be inferred based on the decrease of the AF with PGA for various Vs30 (e.g. Figure 4.6). 
Associate the different depths of the profile with 
different frequency ranges e.g. by using the 
quarter-wavelength approximation.  Are the layers 
and the corresponding frequency ranges for which 
the inferred G/Gmax are crudely smaller than 0.4 
important in the design?  
For the NL analysis calibrate the MKZ 
model against the empirical curves 
focusing on the strain range that is expected 
to dominate the response.  Establish these 
strains by running a sample NL analysis. 
Repeat the analysis focusing the fit on the 
resulting strains.  
Use EQL analysis. 
 
 
 
Use NL analysis   
Is the inferred response associated with small to medium strains and moderate nonlinear response i.e. 
G/Gmax ratios crudely greater than or equal to 0.4?  (e.g., profile representative of Vs30>750 m/s with 
small impedance contrasts amongst their layers)? 
No  Yes 
Yes No  Review the resulting strains.  Do 
these correspond to G/Gmax<0.4 for 
layers and frequencies of interest?  
 
 
 
Yes No  
Carry out a supplementary NL 
analysis.  Calibrate the MKZ 
model against the empirical 
curves focusing on the strain 
range that is expected to 
dominate the response.  Establish 
these strains reviewing the EQL 
analysis results.  Carry out the 
NL analysis focusing the fit on 
the resulting strains.  
No further action 
required.  
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5. Site property variability within site response analysis   
There are different sources of uncertainty associated with the characterisation of the 
various parameters used within 1D site response analysis, which include the elastic shear 
stiffness and thickness of the individual soil layers, the input motions used, the shear 
modulus degradation and damping curves, as well as the depth and shear-wave velocity 
of the bedrock considered.  The effect of the site property variability, must be formally 
assessed as various studies (Roblee et al., 1996, Bazzurro and Cornell, 2004a, Rathje, 
2007, Rathje et al., 2010 and Barani et al., 2013) have indicated that a significant 
difference in the median and standard deviation of the surface spectral ordinates can be 
observed when this is accounted for.  In this Chapter, the predictions, when the 
uncertainty in some or all of the previous parameters is explicitly taken into account are 
obtained and compared against the predictions of different baseline profiles in which 
these parameters are kept constant.  Through this process, it is recognised that the 
existing methods, such as the Monte Carlo simulations, that are typically employed to 
randomise these parameters in conjunction with site response analysis can be rather time 
consuming.  This motivated the exploration of an alternative methodology, which 
resulted in the generation of a new set of adjustment factors.  These can be employed to 
account for the effect of the shear-wave velocity variability on the response and preclude 
the use of Monte Carlo simulations.  Finally, the potential bias introduced in the results 
by the scaling of the input motions used within the 1D site response analysis, as well as 
the correlation between the spectral amplification factors and the duration of the records 
is also reviewed as part of this chapter.  
5.1 Description of analyses 
In the following sections, the effect on the surface spectral ordinates when accounting for 
the variability of soil properties is assessed.  Different dynamic soil properties such as the 
shear modulus reduction and damping curves, the shear-wave velocity and layer 
thickness of a soil column are varied using Monte Carlo simulations and different 
statistical models (refer to Section 5.2 for the description of these models).  The soil 
column considered is the Toro (1995) profile representative of 180 m/s  Vs30<360 m/s.  
The surface spectral ordinates of this profile are assessed when the aforementioned 
dynamic soil properties are varied through a series of parametric analyses (Sections 5.3.1 
to 5.3.4).  
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Then, the four profiles of Toro (1995), introduced in Section 4.2 are employed to assess 
which of the former varied dynamic soil properties (i.e., shear-wave velocity, layer 
thickness and nonlinear properties) has the greatest impact on the surface spectral 
accelerations.  As mentioned in Chapter 4, each of the Toro (1995) soil columns, is 
representative of a different soil class determined using a Vs30 classification system.  
Specifically the four profiles are representative of Vs30<180 m/s, 180 m/s Vs30<360 m/s, 
360 m/s Vs30 750 m/s and Vs30>750 m/s classes respectively.  The shear-wave velocity 
of each of the Toro (1995) profiles are listed in Table 4.4, whereas their nonlinear 
properties are provided in Table 4.5.  
Equivalent linear site response analysis is conducted in conjunction with Monte Carlo 
simulations for each of the previous four soil columns.  According to Andrade and Borja 
(2006), similar sensitivity is expected by both EQL and NL site response analyses when 
the variability of different soil properties is considered.  This is supplemented by the 
findings of the analyses conducted for Chapter 4, based on which both EQL and NL 
analyses appeared to be sensitive to the variability of different soil properties (e.g. the 
stiffness employed).  It can be therefore argued that the EQL site response method, 
which is adopted in the following set of analyses, is able to demonstrate successfully the 
effect of soil property uncertainties on the surface spectral ordinates.  Furthermore, the 
use of NL site response analysis in conjunction with Monte Carlo simulations is 
computationally expensive which makes it a less favourable option.  Nevertheless, the 
conclusions drawn in the following sections by the use of the EQL approximation are 
assumed to be also applicable to the results obtained using nonlinear codes.  
Each of the four Toro (1995) profiles is randomised 1,000 times with respect to different 
parameters (shear-wave velocity, layer thickness).  This particular number of realisations 
was required to achieve statistically meaningful results and was established by evaluating 
and assessing the 95% Confidence Intervals (CI) of the mean spectral accelerations as 
discussed in Section 5.3.6.  Each of the 1,000 random profiles generated around the 
considered baseline profiles is analysed using EQL analysis and different suites of ten 
records.  Therefore, in total 10,000 analyses are carried out per individual soil class and 
parameter tested.  The software STRATA (Kottke and Rathje, 2008b) was employed to 
perform the abovementioned Monte Carlo simulations for the statistical models 
described in Section 5.2.  The results of these sensitivity analyses are presented in 
Section 5.3.5.   
The conclusions drawn from Section 5.3.5 are then employed to develop a new set of 
modification factors for the most influential of the previous dynamic soil properties.  
These are frequency and soil class dependent.  The mathematical framework behind the 
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derivation of these scaling factors and the different steps that can be adopted for their 
application are presented in Section 5.3.6.  In the same section, the adjusted predictions 
when using the proposed scaling factors are compared with the results obtained by 
performing Monte Carlo simulations to validate the proposed methodology.  
Lastly, the potential bias introduced in the response by the scaling of the input motions 
used within site response analysis is assessed in Section 5.4.  Different scenarios are 
employed for each of the Toro (1995) soil columns attempting to identify any trends 
between the amplification factors (defined as the spectral ratios between the surface and 
the rock level) obtained using EQL analysis and the scaling factors used to adjust the 
selected input motions.  The same approach is adopted to investigate the potential 
correlation between the amplification factors and the duration of the records.  
It is appreciated, that adopting Monte Carlo simulations to vary any of the dynamic soil 
properties for any given case will cover only part of the aleatory uncertainty.  On the 
other hand, part of the epistemic uncertainty could be incorporated within a PSHA study 
using a logic tree framework. 
5.2 Statistical models employed in the randomisations  
The statistical model of Toro (1995) could be adopted to vary the shear-wave velocity of 
any given profile.  Based on this model the shear-wave velocity in the middle of a layer 
(  ) is assumed to vary lognormally with the standard normal variable (  ) described by 
Equation 5.1 (Kottke and Rathje, 2008b).  
   
                     
     
 
5.1 
 
The terms    and             represent the shear-wave velocity and the median shear-
wave velocity at the middle of layer i.  The last of the parameters in Equation 5.1,      , 
is expressive of the standard deviation of the natural logarithm of the shear-wave 
velocities (Kottke and Rathje, 2008b). 
As described by Kottke and Rathje (2008b), the normal variable for each layer can be 
evaluated allowing for the lognormal distribution of the velocities, as well as their 
association with the velocities of adjacent layers to be established using the recursive 
relationship represented by Equation 5.2.  This relationship is based on an auto-
regressive model according to which the resulting variable is linearly dependent on its 
previous value (Toro, 1995).  
180 
 
                 5.2 
 
The      is the variate of layer i-1,    is a normal random variate having zero mean and a 
standard deviation equal to one and is independent to    in all other layers, whereas   is 
the inter-layer correlation.  The    of the first layer equals    (Kottke and Rathje, 2008b) 
and is evaluated as an independent random variable.  
The interlayer correlation coefficient of the shear-wave velocities,   identified in 
Equation 5.2, can be evaluated taking into account the depth as well as the thickness of a 
layer as seen in Equation 5.3.  
                            5.3 
 
The term,      , is the thickness-dependent correlation and        is the depth-dependent 
correlation as given by Equations 5.4 and 5.5 respectively (Toro, 1995).  
             
  
 
  
5.4 
 
       
     
    
      
 
 
           
                
  
5.5 
 
 
As defined by Toro (1995), the term h represents the average of the midpoint depths of 
layers i and i-1, whereas the term t, represents the difference between these two 
midpoints.  On the other hand, the terms    and      are the initial correlation and the 
correlation at 200 m depth respectively.  Finally the terms    and    represent a fitting 
and an initial depth parameter (Kottke and Rathje, 2008b). 
The model of correlation given by Equation 5.3 was formulated by Toro (1995) by fitting 
different models dependent on parameters such as the depth, thickness etc, to a sample 
set of profiles (total number of 557 profiles) predominately from California.  The model 
that achieved the best fit with the data was ultimately selected (Toro, 1995). 
Considering the different profiles comprising his dataset, Toro (1995) identified that the 
parameter      (refer to Equation 5.5) was in many instances equal to one.  This was 
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believed to be dictated by the  limited amount of information available for this or greater 
than 200 m depth (Toro, 1995). On the other hand, Toro (1995) identified that the initial 
correlation parameter    (refer to Equation 5.4) was almost equal to one for the different 
soil classes and zero for the softer profiles representative of Vs30< 180 m/s.  
In addition to the shear-wave velocity, the effect of the layer thickness variability can be 
represented using the layer model developed by Toro (1995).  This model assumes that 
the mean layer thickness of the layer i, is independent of the thickness of the layer i-1, 
but it is dependent on depth (Toro, 1995).  The rate of change of the layer 
thickness,     , the reciprocal of which is equal to the average layer thickness, is 
described by a modified power-law model and can be summarised by Equation 5.6 
(Toro, 1995).   
             
   5.6 
 
The coefficients   ,   ,    are established by Toro (1995) for different soil classes, with 
the term d being representative of  depth  (Kottke and Rathje, 2008).  An example of the 
rate function (Equation 5.6) can be seen in Figure 5.1.  This plot was derived from the 
study of Toro (1995) and compares the predictions of the average transition rate model 
plotted against the available data used to derive it.  A good agreement is noted between 
the predictions of the model (MLE), represented by the thick black line and the data.  
 
Figure 5.1 Rate function using Equation 5.6, from Toro (1995) 
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In addition to the velocity and layer model, the nonlinear properties of a given profile can 
be also varied expressing the relevant uncertainty associated with their definition.  The 
statistical model by Darendeli (2001) can be employed to generate random curves about 
the mean shear modulus reduction curve (               ) and the mean damping 
curve (          ) using Equations 5.7 and 5.8 respectively.  The generated random 
curves about the mean are based on the use of the random variables    and    and the 
standard deviations     and    defined by Darendeli (2001) based on Equations 5.9 and 
5.10 respectively.  
                                5.7 
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5.9 
 
                              5.10 
 
The correlation  
 
 
    
   
 in Equation 5.8 is used to associate the change of stiffness with 
the change in damping.  As discussed in Chapter 2, the damping is a function of the area 
within the hysteretic loop of a loading cycle, which is a function of the stiffness.  
Therefore, an increase in the G/Gmax ratio over the mean value, which implies a more 
linear behaviour results in a smaller breadth of loop and a lower value of damping.  A 
negative correlation  
 
 
    
   
 can be employed to simulate this behaviour (Kottke and 
Rathje, 2008b).  
The standard deviations     and    (Equations 5.9 and 5.10) were defined in the study 
of Darendeli (2001).  He used a Bayesian approach to establish the different parameters 
for his curves based on laboratory tests and defined these standard deviations by 
accounting for the scatter of the data around the mean curves.  An example of the mean 
curves and their associated standard deviations are plotted in Figure 5.2.  It must be noted 
that these standard deviations have such elaborate functions to ensure that the G/Gmax 
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curves do not take values larger than one.  This is achieved by generating heteroscedastic 
standard deviations with respect to shear strain.  
The statistical models by Toro (1995) and Darendeli (2001) are incorporated in the 
software STRATA, which is employed along with EQL site response analysis to obtain 
the subsequent results.  As part of the implementation of the Darendeli (2001) model 
within STRATA a truncation of the lognormal distribution used to describe the variation 
between the shear modulus reduction and damping curves with strain was applied.  The 
minimum and maximum values enforced corresponded to 0.05 for the G/Gmax ratio and 
0.1% for the damping ratio respectively and ensured that the G/Gmax and damping curves 
did not take any value smaller than zero (Kottke and Rathje, 2008b). 
              
 
Figure 5.2 Standard deviations for the shear modulus reduction and damping curves, from 
Darendeli (2001) 
 
An application of the previous statistical models to characterise the soil property 
variability for a site-specific case can be found in the study of Rodriguez-Marek et al. 
(2014).  They employed these models to characterise the site variability as part of a 
nuclear plant design in South Africa.  As a first step, a set of different soil profiles was 
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measured on site using suspension logging field-testing.  The reciprocal of the shear-
wave velocities of these profiles (slowness), which were clustered at 10 m intervals, was 
reviewed and the number of layer transitions with depth was defined.  The Toro (1995) 
layer model represented by Equation 5.6 was then fitted to the estimated site-specific 
average transition rate.  Subsequently, site-specific values for the parameters   ,    and 
   (refer to Equation 5.6) were established.  According to the site-specific layer model a 
layer transition      equal to 0.3 m-1 was found to be representative at small depths.  
This corresponded to an average layer thickness        equal to approximately 3 m.  
The site-specific layer model was also compared with the generic layer model of Toro 
(1995) as shown in Figure 5.3.  These varied noticeably due to the fact that the Toro 
(1995) model was mainly based on soil profiles, whereas the site in the study of 
Rodriguez-Marker et al. (2014) was representative of rock (Vs varied from 1200 m/s to 
3000 m/s) (Rodriguez-Marek et al., 2014).  
   
Figure 5.3 Site specific layer model using Toro (1995) layer model, from Rodriguez-Marek et al. 
(2014) 
 
The measured shear-wave velocity profiles were combined in the same study and a 
median,         profile and the corresponding standard deviation,       were defined.  
These were then substituted in Equation 5.1 in an attempt to derive a site-specific 
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velocity model.  The median and standard deviation of the logarithmic shear-wave 
velocities of the measured profiles can be identified in Figure 5.4.  
 
 
Figure 5.4 Median shear-wave velocity and standard deviations with depth, from Rodriguez-
Marek et al. (2014) 
 
Rodriquez-Marek et al. (2014) also defined the site-specific inter layer correlation model 
which was described by Equation 5.3.  Using the established median and standard 
deviations seen in Figure 5.4 the normalised residuals ( ) for each layer were evaluated 
using Equation 5.1.  The correlations of these normalised residuals between successive 
layers was then evaluated.  The correlations were calculated by testing different bins of 
data ensuring that at least ten pairs of,  , were available in each case (Rodriguez-Marek 
et al., 2014).  The defined velocity and layer model parameters were then used to 
generate random profiles around the median as seen in Figure 5.5, which were used in 
conjunction with 1D site response analysis.  This incorporated the site-specific shear-
wave velocity and layer variability on the predicted surface ground motions.  
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Figure 5.5 Random profiles generated around the median using the velocity and layering profile 
defined in the study of Rodriguez-Marek et al. (2014)  
 
As part of the same study, the nonlinear soil properties were also varied using the 
Darendeli (2001) model.  A correlation coefficient  
 
 
    
   
 equal to -0.5 was used to 
associate the change of the shear modulus reduction and the damping curves (Rodriguez-
Marek et al., 2014).  
5.3 Results  
5.3.1 Sensitivity of the surface spectral ordinates when randomisations are 
performed for different values of interlayer correlation coefficient,        
A series of parametric analyses are performed to assess the sensitivity of the surface 
spectral ordinates when different values are employed within the former statistical 
models in conjunction with Monte Carlo simulations. 
Firstly, the effect of selecting different values of interlayer correlation coefficients        
within the Toro (1995) velocity model, expressed by Equation 5.3, is assessed for the soil 
column of Toro (1995) representative of 180 m/s  Vs30<360 m/s (Vs30=254 m/s).  By 
setting the parameter    of Equation 5.4 and the term b of Equation 5.5 equal to zero, it 
is feasible to establish a constant value with depth for the correlation model which, in 
that case depends only on the selected value of     .  Based on this approach, the results 
of the Monte Carlo simulations by using a constant        with depth equal to 0.2, 0.4 
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and 0.8 are compared against the predictions obtained by using a varying value of        
with depth.  The latter is defined using Equations 5.3 to 5.5 for   =0.99,     =0.98, 
 =3.90,      and b=0.344.  These parameters were established by Toro (1995), for the 
examined soil class (180 m/s  Vs30<360 m/s).  The different         are plotted in 
Figure 5.6. 
 
Figure 5.6 Different interlayer correlation coefficients employed in the analyses 
 
For these analyses, a suite of ten input motions is selected using the semi-automated 
procedure of Kottke and Rathje (2008a).  These are representative of a random selected 
scenario of M=7 and RJB=25 km based on a target spectrum generated using the 
Campbell and Bozorgnia (2008) model.  The half space shear-wave velocity of the 
examined soil column (  
 =756 m/s) is used to generate the latter.  The employed 
motions, following this approach are listed in Table B5.1 of Appendix B.   
The effect of the interlayer correlation coefficients on the surface spectral ordinates is 
assessed using firstly a value of       equal to 0.1 (constant with depth) for each value of 
      .  A total number of 1,000 shear-wave velocity randomisations is performed for 
each record, i.e., 10,000 analyses are carried out for each of the values of        
considered.  Then the analyses are repeated for a larger value of       equal to 0.3, 
which, similar to the previous case, is independent of depth.  The same input motions and 
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number of randomised profiles around the baseline (total number equal to 1,000) as per 
the case of      =0.1 are considered.   
Firstly, the results corresponding to      =0.1 are reviewed in Figure 5.7.  From Figure 
5.7a it is observed that for a       equal to 0.1 and for different values of        there is 
only a marginal variation amongst the median surface spectral ordinates.  Nominal 
variations are also noted amongst the standard deviations of the different analyses as 
illustrated in Figure 5.7b.   
 
 Figure 5.7 Comparison of (a) 5% damped  median surface accelerations and (b) their standard 
deviations for different interlayer correlation coefficients and a      =0.1 
 
However, when the analysis is repeated for a       equal to 0.3, with the results 
presented in Figure 5.8a, noticeable reductions in the median surface predictions of the 
randomised profiles are observed in relation to the baseline predictions.  An increase in 
the resulting standard deviations in comparison to the standard deviations of the baseline 
profile can be observed in Figure 5.8b.   
The lack of variation in the surface spectral ordinates in the case of       equal to 0.1, 
can be explained by the fact that the generated profiles and their responses are not 
substantially different to the baseline profile’s response.  Therefore, only a marginal 
shifting of the predominant frequencies of these profiles around the predominant 
frequency of the baseline profile occurs.  On the contrary, for a       equal to 0.3 a wider 
range of profiles and spectral ordinates are obtained.  The average of this broader range 
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of responses has a noticeably lower amplitude than that of the baseline profile.  Due to 
this, the surface spectra associated with the randomisations for the case of       equal to 
0.3, also appear to be smoother.  
 
Figure 5.8 Comparison of (a) the 5% damped median surface accelerations and (b) their 
standard deviations for different interlayer correlations of the shear-wave velocities and 
     =0.3                
 
An additional reason for the observed variations is associated with the incurring shear-
wave velocity reversals.  These were more prominent for the case of       =0.3 and 
increased as the interlayer correlation of the shear-wave velocities, i.e., the dependence 
of the shear-wave velocities between successive layers decreased. 
Similar observations were noted in the study of Rathje et al. (2010) which considered a 
stiffer profile with a Vs30=315 m/s.  They also performed a set of parametric analyses for 
different values of interlayer correlation coefficients, with analogous conclusions to those 
presented herein.  In particular, this study highlighted (their Figure 10) that using a value 
of        equal to 1.0 as part of the Monte Carlo simulations, i.e. by assuming a 
complete dependence of the shear-wave velocities between successive layers, results in 
lower median surface spectral accelerations than those obtained by considering a baseline 
profile.  Their amplitude, similarly to the findings presented in this section, reduces as 
the value of        decreases.  In conclusion, if a value of        equal to one was 
considered in the analyses, it would result in median surface spectral accelerations lower 
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than those corresponding to the baseline profile and larger than those obtained for a 
       equal to 0.8 (refer to Figure 5.8).    
5.3.2 Sensitivity of the surface spectral ordinates when randomisations are 
performed for different standard deviation of the natural logarithms of the shear-
wave velocities,       
The surface spectral ordinates are also reviewed when randomisations are performed for 
different values of the standard deviation of the natural logarithms of the shear-wave 
velocities,      .  A constant interlayer correlation coefficient with depth is considered 
for the following set of analysis and this is set equal to       =0.8.  The values of        
employed for the conducted Monte Carlo simulations are equal to 0.1, 0.2, 0.3 and 0.4 
respectively and are constant with depth.  A total of 1,000 realizations are performed in 
each case using the same input motions as those employed in Section 5.3.1 and the 
previous soil column (i.e., the Toro (1995) profile representative of 180 m/s  Vs30<360 
m/s).  The results for this set of analyses can be reviewed in Figure 5.9.  
 
Figure 5.9 Comparison of (a) the 5% damped median surface accelerations and (b) their 
standard deviations for different standard deviation of the shear-wave velocities       and  a 
      =0.8 constant with depth 
 
It is observed from the previous two plots that the increase in the      , is accompanied 
by a decrease in the median of the surface predictions (Figure 5.9a) and a corresponding 
increase in the standard deviations of the surface spectral accelerations (Figure 5.9b).  
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This is particularly evident for       greater than 0.1.  The lower median values can be 
explained by the fact that averaging of the different responses of the randomised profiles 
is being carried out.  More explicitly, the peak in the AF of the different profiles will be 
at different locations to each other.  Their location along the frequency axis will be 
representative of their individual predominant mode.  It is appreciated that the responses 
of the randomly generated profiles become more variant as the range of their shear-wave 
velocities increases, i.e., as the value of       increases, causing a greater shift in their 
principal frequency.  Given that the final response represents the average of the 
individual responses of these profiles, it is expected, as demonstrated in this section that 
this will be lower than the median corresponding to the baseline profile. In principle, a 
smoothing of the individual peaks of the randomly generated profiles is being carried out 
to obtain the final response.   
This can be further assessed by considering the surface spectral ordinates for a single, 
two and three standard deviations of the surface spectral accelerations above the median 
predictions for each of the       considered.  These are plotted in Figure 5.10.  It is 
evident that the variation of the predicted surface ground motions increases with      .  
This demonstrates, as expected, that a wider range of responses is generated and then 
averaged as the value of       increases, which is also depicted in the larger standard 
deviations of Figure 5.9b.  
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Figure 5.10 5% damped surface spectral accelerations with one, two and three standard 
deviations above the median for (a)           (b)      =0.2 (c)           and (d)           
 
5.3.3 Sensitivity of the response when randomisations are performed for 
different average layer transition rate,    
Different rates of change of the average layer thickness,      of the soft baseline profile 
of Toro (1995) employed before are considered.  The term      of Equation 5.6 is set 
equal to 0.2 and 0.4.  As described before,      is expressive of the number of layer 
boundaries encountered per meter depth with its inverse being representative of the 
average layer thickness.  Therefore by using values of      equal to 0.2 and 0.4 random 
profiles around the baseline profile are generated with average layer thickness equal to 5 
m and 2.5 m respectively.  For the following set of analyses, the shear-wave velocity is 
not randomised.  
The effect on the surface predictions, when considering a varying value of      with 
depth is also assessed.  The  default parameters established by Toro (1995), are adopted  
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setting   =1.98,   =10.96 and   =-0.89 in Equation 5.6  (Kottke and Rathje, 2008b).  
The analysis is conducted for the suite of input motions listed in Table B5.1 performing 
1,000 realizations in each case.  The surface spectral ordinates for the different values of 
     can be inspected in Figure 5.11.  
 
Figure 5.11 Comparison of (a) 5% damped median surface accelerations and (b) their standard 
deviations for different values of      
 
Figure 5.11 shows that the use of a constant value of      has a nominal effect on the 
surface spectral ordinates.  A marginal effect is noted when a varying value of      with 
depth is adopted.  No noticeable variations are observed in Figure 5.11b amongst the 
standard deviations of the surface spectral accelerations of the different analyses.  
The variation of the layer thickness, whilst keeping the overall depth of the randomly 
generated profiles constant and equal to the original depth of the baseline profile, results 
in a small variation of the resulting response spectra, which is smaller than the variation 
caused for instance, when the shear-wave velocity is randomised.  This can be seen by 
plotting the standard deviations of the natural logarithms of the spectral amplification 
functions (defined as the spectral ratios between the surface and bedrock level) for some 
of the analyses conducted in this and the former Section 5.3.2.  It is evident from Figure 
5.12 that the standard deviations of the logarithmic spectral ratios when the shear-wave 
velocity is varied (e.g. by setting       equal to 0.1 or 0.2) are larger than the 
corresponding standard deviation of the AF when the layer thickness is varied (e.g. by 
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using the interlayer correlation model of Toro (1995) which varies with depth).  The 
analyses compared in this plot have been carried out for the same input motions and the 
soft profile of Toro (1995).  Naturally, the difference in the standard deviations increases 
as the value of       increases, i.e., as the dispersion of the shear-wave velocities of the 
randomised profiles increases.  
 
Figure 5.12 Standard deviations of the natural logarithms of the spectral amplifications when the 
layer thickness or the shear-wave velocities are varied 
 
5.3.4 Sensitivity of the response when randomisations are performed for 
different nonlinear soil properties  
Lastly, the effect on the surface spectral ordinates when different nonlinear soil 
properties are considered within site response analysis is evaluated for different 
correlation values,  
 
 
    
   
.  As explained before the  
 
 
    
   
 is associating the change 
of the shear modulus reduction curves with the change in the damping values.  A 
negative sign suggests than an increase in the G/Gmax ratio above the mean value will be 
accompanied by a decrease in the damping.  Two negative values of correlation 
coefficients equal to -0.5 and -1.0 are considered.  The effect of having no correlation 
  
 
 
    
   
    between the shear modulus reduction and damping curves is also 
assessed.  As mentioned previously the negative sign in the correlation indicates that an 
increase in stiffness will be accompanied by a decrease in damping.  
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The mean dynamic soil properties are generated  using the empirical curves of Darendeli 
(2001) for a plasticity index equal to zero, an over consolidation ratio equal to one, an 
excitation frequency equal to one Hz and ten number of cycles.  The Darendeli (2001) 
model described by Equations 5.7 to 5.10 is employed to generate the random nonlinear 
properties around the mean curves.  
A total number of 1,000 realisations are performed for each of the previous correlation 
coefficients and EQL analysis is carried out for the soft profile of Toro (1995) used in the 
former sections.  The shear-wave velocity and the layer thickness of the profile are not 
randomised for the following analysis.  Indicatively, the shear modulus reduction and 
damping curves generated for a  
 
 
    
   
 equal to -0.5 and the first layer of the soil 
column are plotted in Figure 5.13, whereas the resulting surface spectral accelerations 
and their standard deviations when adopting the randomly generated curves can be 
compared in Figure 5.14.  
 
    
Figure 5.13 Randomised dynamic soil properties for a  
 
 
    
   
 equal to -0.5 and the first layer of 
the soil column 
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Figure 5.14 Comparison of (a) the 5% damped median surface accelerations and (b) their 
standard deviations using randomised nonlinear soil properties  
 
Based on the Figure 5.14 and in accordance with the findings of analogous studies 
(Rathje et al., 2010, Barani et al., 2013) the effect of incorporating the nonlinear soil 
property variability can result in a nominal reduction of the surface predictions and their 
standard deviations. This conclusion also appears to be independent of the correlation 
coefficient value selected.  However, it must be highlighted that this can be dependent on 
the particular model adopted (ie., Darendeli, 2001) and on the fact that the median 
response is reviewed.  These results can also depend on the degree of induced 
nonlinearity.  
5.3.5 Sensitivity of the surface spectral ordinates when accounting for site 
property variability within site response analysis, conducted for different soil 
classes 
The effect of incorporating the different forms of soil property variability on the surface 
spectral ordinates of each of the profiles of Toro (1995) is further assessed.  As discussed 
before, each of the four profiles is representative of a different soil class.  The shear-
wave velocity, the layer thickness and the shear modulus reduction and damping curves 
of each of these soil columns are randomised individually. 
Monte Carlo simulations are again performed using the software STRATA.  The layering 
and the velocity of these soil columns is randomised using the statistical models of Toro 
(1995) as described in the previous sections.  In addition, the shear modulus reduction 
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and damping curves are randomised using the model of Darendeli (2001) and Equations 
5.7 to 5.10.  
Each of the abovementioned soil properties are randomised individually for a total of 
1,000 realisations.  For the Monte Carlo simulations, the same parameters are adopted for 
all profiles.  More explicitly, an interlayer correlation coefficient,        equal to 0.8, 
independent of depth is considered.  The average layer transition rate,     , is set equal 
to 0.4 suggesting that the average layer thickness of the generated profiles will be in the 
order of 2.5 m.  
Different values of       , ranging from 0.1 to 0.4 are also considered for each of the four 
profiles ensuring that a representative range of surface responses is obtained.  These 
values are constant with depth.   
Lastly a value of   
 
 
    
   
,  equal to -0.5 is chosen as part of the randomisations of the 
shear modulus degradation and damping curves.  Indicatively the profiles and their 
nonlinear properties, for the abovementioned parameters generated around the baseline 
profile having 180 m/s  Vs30 <360 m/s are plotted in Figure 5.15.  
The input motions corresponding to a scenario having M=7 and RJB=25 km for a strike 
slip fault are employed in the analyses.  The records are matched to target spectra, which 
are generated using the GMPE of Campbell and Bozorgnia (2008) for the half-space 
velocity of each soil column.  These were listed in Table 4.4.   
The results of varying each of the different soil properties independently can be inspected 
in Figures 5.16 and 5.17 and are clustered in terms of the      .   
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Figure 5.15 (a) Randomly generated shear modulus degradation curves (b) damping curves (c) 
shear-wave velocities and (d)  layer thicknesses for the Toro (1995) profile representative of  180 
m/s Vs30<360 m/s, using the statistical models of Toro (1995) and Darendeli (2001) 
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Figure 5.16  Comparison of the 5% damped median surface spectral accelerations considering  
the different soil properties variability for a scenario of M=7, RJB=25 km and a strike slip rupture 
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Figure 5.17 Comparison of the standard deviations of the surface spectral accelerations 
considering different  soil properties variability using a scenario of M=7, RJB=25 km and a strike 
slip rupture 
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It is apparent from this set of plots that accounting for the shear-wave velocity variability 
has the greatest influence both on the medians, as well as on the standard deviations of 
the surface predictions of all profiles.  The deviation of the predictions from the baseline 
response, when the shear-wave velocity is randomised, are more distinct for the softer 
profiles and become more prominent as the standard deviation of the shear-wave 
velocities (     ) increases.  Similarly to the findings of Section 5.3.2, the median of the 
surface spectral accelerations progressively decreases in comparison to the baseline 
profile predictions, as the shear-wave velocity is randomised by a larger value of      .  
As explained previously, this is the effect of considering the average spectral ordinates of 
a wider range of responses, which results in the smoothing of the surface spectrum.  
Furthermore, it is noted that the layer thickness and the shear modulus reduction and 
damping curve variability have a secondary effect on the surface spectral accelerations 
than the shear-wave velocity. 
The shear-wave velocity variation also appears to be the most significant contributor to 
the variation as noted in Figure 5.17.  This is particularly evident for frequencies greater 
than approximately 1 Hz, for all profiles and       greater than 0.1.  The surface spectral 
ordinates of the randomly generated profiles when the layer thickness or the shear 
modulus reduction and damping curves are varied do not differ significantly from the 
corresponding values of the baseline profile.  This is reflected on the almost 
indistinguishable standard deviations, which are also independent to the soil column 
stiffness considered.  
5.3.6 Adjustment factors to account for the shear-wave velocity uncertainty 
Section 5.3.5 showed that accounting for the shear-wave velocity variability has the 
greatest impact on the surface response.  This conclusion is supplemented by similar 
findings presented in the study of Barani et al. (2013).  That study compared the change 
in the amplification functions when the unit weight, dynamic soil properties, shear-wave 
velocity or thickness of the layers of two soil profiles were randomised.  Both profiles 
were representative of a site of an alluvial terrace in Italy (Barani et al., 2013).  Based on 
their performed randomisations, they identified, consistently with the findings of the 
previous section that accounting for the shear-wave velocity variability has the greatest 
effect.  This is evident from the different panels of Figure 5.18, which show the 
sensitivity of the AF to the randomisation of different parameters.   
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Figure 5.18 Sensitivity of the AF when (a) the shear-wave velocity (b) layer thickness (c) unit 
weight or (d) shear modulus reduction are randomised, from Barani et al. (2013) 
 
Traditionally the shear-wave velocity variability is incorporated in the results by 
randomising the shear-wave velocities of a baseline profile with the aid of Monte Carlo 
simulations.  However, the computational time required, particularly when nonlinear site 
response analysis is considered, is non-trivial.  For this reason, an alternative is explored.  
The proposed approach is focusing on the incorporation of the variability of the shear-
wave velocity to the response in the form of adjustment factors that preclude the 
requirement to undertake randomisations.  The methodology adopted to implement the 
adjustment factors is briefly summarised in Figure 5.19, whereas the mathematical 
framework adopted for their derivation and the principal assumptions are discussed 
hereafter.   
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Figure 5.19 Methodology for incorporating the uncertainty in the shear-wave velocity in 
site response analysis  
Will randomisations of the shear-wave velocity of 
the baseline profile be performed?   
Yes   No 
Perform site response analysis for the baseline profile using 
the selected input motions and define the median of the 
amplification functions AF or mean of the lnAF (        
Use Monte Carlo simulations and carry 
out site response analysis for the 
generated profiles using the 
selected/estimated        and the chosen 
input motions.  
Determine         using Equation 5.20.  This relationship is defined by the terms      ,   ,         and  
     .Firstly define       from Tables B5.6-B5.13 (use the natural logarithm of the provided values if the 
scaling factor is defined in the logarithmic form of Equation 5.20).  Select the        from the tables based 
on the site specific soil class and      .  Secondly, define the product of the terms                 which  
are equal to       (Equation 5.21). The    was established in the previous step. The         can be 
obtained from Tables B5.14-B5.17 and       from Tables B5.6-B5.13 based on the baseline profile site 
class and the      .  Apply the scaling factors        to       of the baseline profile using Equation 5.24.  
Establish the additional uncertainty          from using the adjustments factors.  Define this by using 
Equation 5.26. All terms of this relationship are already defined from the previous steps.  Estimate the 
total standard deviation by adding the        to the standard deviations of the logarithmic AF of the 
baseline profile (        (Equation 5.27).  The latter was determined from the site response analysis.  For 
      different to 0.1, 0.2, 0.3 or 0.4 interpolate between the scaling factors established.   
 
Obtain the median and the total standard deviations of the AF, which account for the 
uncertainty in the shear-wave velocity.  Combine the AF with the rock UHRS and obtain the 
surface response.    
 
Evaluate   using Equations 5.18 and 5.19 for the top 
30 m of the baseline profile.  Use   in conjunction with 
Tables B5.18 to B5.21 to evaluate    (Equation 5.23) 
based on the baseline profile site class.  
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The proposed adjustment factors are developed in terms of the amplification functions of 
individual profiles with the AF defined as the spectral ratios between the surface and the 
bedrock level.  This implies that the scaling factors are independent of the input motions 
selected.  The proposed scaling factors can be used to modify the AF of any given 
baseline profile using: 
                    5.11 
 
Where the term        represents the mean of the logarithmic spectral amplifications, 
which include the effect of the shear-wave velocity variability.  These are typically 
obtained by performing Monte Carlo randomisations.  However, these are expressed here 
as a function of the parameters        and      .  
The parameter        represents the mean of the logarithmic amplification functions of 
an examined baseline profile.  This can be obtained by undertaking site response analysis 
for a selected suite of records.  The term         expresses solely the record-to-record 
variability, hence no realisations of the shear-wave velocity are carried out.  This 
variability is assumed to be a lognormal random variable, which is described by its mean 
(mean of the natural logarithms of the ten amplification functions at each 
frequency,      ) and its standard deviations (standard deviation of the logarithmic 
amplification functions at each frequency,       ).  
On the other hand, the adjustment factor      of Equation 5.11, is used to incorporate the 
effect of the shear-wave velocity variability to the mean logarithmic amplifications of the 
baseline profile (i.e., to       ) and is defined by: 
           
   
   
   
5.12 
 
Equation 5.12 can be transformed out of the logarithmic space:  
                     
   
   
    
5.13 
 
Finally, Equation 5.13 can be further simplified to Equation 5.14.  
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5.14 
  
In Equation 5.14, the median of the scaling factors    , can be expressed in terms of     
and    .  The parameter     is the median of the amplification functions of a reference 
profile for a suite of ten records, obtained by performing EQL analysis.  These are 
representative only of the record-to-record variability with no randomisations performed.  
To obtain the    , four distinct reference profiles are considered, with each being 
expressive of a different soil class.  These are the three unmodified profiles of Toro 
(1995) and the modified profile of Toro (1995) representative of Vs30 between 360 m/s 
and 750 m/s as discussed in Chapter 4.  The shear-wave velocities of these soil columns 
are listed in Table 4.4.  
The different suites of records employed for the definition of     correspond to four 
individual target spectra generated using the model of Campbell and Bozorgnia (2008).  
These represent a scenario equal to M=7,  RJB=25 km and a strike slip fault for the shear-
wave velocity of the half-space of each of the Toro (1995) profiles, which were listed in 
Table 4.4.  The generated target spectra are used to select different suites of records for 
each soil class using the semi-automated procedure of Kottke and Rathje (2008a).  The 
generated target spectra are assumed to represent rock uniform hazard response spectra 
(UHRS) for a return period of 475 years.  To reflect this, the standard deviation used in 
the record selection is set equal to zero, since the uncertainty of the target spectral 
ordinates is assumed to be already incorporated in the rock UHRS.  The input motions 
are selected from a subset of the PEER database comprising records within a   0.4 units 
from the target magnitude recorded at distances ranging from 0-50 km.  The different 
input motions selected are listed in Tables B5.2 to B5.5 of Appendix B.  
The term     of Equation 5.14 expresses the median of the amplification functions of 
randomly generated profiles.  These are generated around each of the previously 
described reference soil columns by performing Monte Carlo simulations.  Specifically, 
for each of the selected reference Toro (1995) profiles, 1000 realisations of their shear-
wave velocity are performed resulting in 1000 randomly generated profiles around the 
baseline one.  EQL analysis is carried out for each of these 1000 profiles using the same 
suites of ten records that were formerly employed to evaluate the      for each soil class.  
The median of the corresponding AF for the ten records for each randomly generated 
profile is calculated i.e. 1000     are ultimately obtained.  
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The 1000 values of     for each of the four soil classes are then divided by the 
corresponding     of the reference profile (i.e. of the reference profile for which Monte 
Carlo simulations were performed in each case).  The median of these 1000 ratios, 
expresses    of Equation 5.14.  The uncertainty of     (which is assumed to vary 
lognormally) is established by evaluating the standard deviations of the logarithm of each 
of the previous 1000 ratios (i.e., of     
   
   
 ).These represent the term      .   
The adequacy of the number of randomisations performed to establish    is also 
assessed.  More explicitly, the 95% confidence interval (CI) of the mean predictions (i.e. 
of the mean of the logarithmic amplifications) from the performed randomisations is 
reviewed, in order to establish whether these were obtained within a maximum margin of 
error.  Therefore, the maximum error accepted is 5%, i.e.,        of Equation 5.14 should 
be treated as an accurate representation of the response if it is predicted within a plus or 
minus 5% of the “true” response (i.e. the best estimate).  The use of the CI to establish 
this is considered appropriate, as in essence, it asserts the 95% chance (in this case) that 
the true mean is contained within the evaluated interval.  Therefore, it provides the 
interval “guess” for the mean value with the prescribed level of confidence.  The CI can 
be established using the student t-distribution and is represented by Equation 5.15, 
assuming that both the true mean and the true standard deviation of the sample are 
unknown.   
            
 
  
 
5.15 
 
Based on Equation 5.15,   is the mean of the sample predictions (i.e.        in this case 
obtained from the Monte Carlo simulations), t stands for the variate of the student t 
distribution that corresponds to a given confidence interval,   is the standard deviation 
associated with the sample (i.e.,        , whereas   is the number of data comprising the 
population.  
The 95% confidence interval is evaluated for the profile with Vs30<180 m/s and       
equal to 0.4 which according to Figure 5.17 is associated with the greatest standard 
deviation amongst the analyses.  Therefore, according to Equation 5.15 this profile is 
expected to have a plus-minus curve around the mean which will deviate by the greatest 
amount (        in comparison to all soil classes.  Subsequently, if the number of 
analyses performed suffice for the softer soil column, this will be also true for the stiffer 
profiles, having a smaller        and a common t distribution to the examined case.   
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The variate of the t distribution can be evaluated using the confidence interval of 95%, 
i.e., using a significance level equal to alpha =0.05.  For 1-alpha/2 and N-1 degrees of 
freedom, where N is the total number of analyses, the variate of the t distribution is found 
to be equal to 1.9602.  Based on these parameters the       of the predictions and the 
resulting 95% CI, for the spectral amplification functions of the examined profile can be 
reviewed in Figure 5.20.  In the same figure the plus and minus 5% around the mean can 
be also identified.  
    
Figure 5.20 5% damped median spectral amplification functions their 95% confidence intervals 
and the plus minus 5% difference for the Toro (1995) profile with Vs30<180 m/s 
 
By inspecting Figure 5.20 it is apparent that the 95% confidence interval, i.e., the range 
of values of the mean is less than a plus/minus 5% variation.  Subsequently, the 
performed analyses and the number of randomisations chosen suffice to give results 
within the desirable level of accuracy.  
A set of parameters was employed within the velocity model of Toro (1995) for the 
chosen number of randomisations as part of the definition of   .  Firstly, the interlayer 
correlation of the shear-wave velocities used within the Monte Carlo simulations is set 
equal to       =0.8 (constant with depth) similarly to the calculations performed in the 
former sections.  The analyses are also repeated for different values of       ranging 
from 0.1 to 0.4 respectively.  
For the four profiles of Toro (1995), the shear-wave velocities of the half-space, are not 
randomised. Therefore, the same input motions are applicable in each set of 
randomisations within each soil class.  Consequently, it is assumed that the effects of the 
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uncertainty of the bedrock level and its shear-wave velocity are independent to the 
uncertainty of the soil layer shear-wave velocities.  
The implicit assumption for the application of these scaling factors is that the 
characteristics of the Toro (1995) profiles used to establish them do not effect their 
statistical distribution.  Therefore, for any profile with a shear-wave velocity of the top 
30 m within the soil class expressed by each of the four Toro (1995) profiles the same 
      (or   ) and       can be applied.  Consequently, Equation 5.16 is considered 
valid.  
           5.16 
 
The term      represents the median amplification functions that incorporate the shear-
wave velocity variability established using the Toro (1995) profiles as baselines and their 
median amplification functions    .  However, it is further assumed that the scaling 
factors can be also applicable to any given baseline profile     with Vs30 within each of 
the four examined soil classes, to estimate the median amplification,     accounting for 
randomisations which implies that the previous Equation 5.16 can be validly transformed 
to Equation 5.17.  Note that Equation 5.17 is equivalent to Equation 5.11. 
           5.17 
 
The values of the established factors    based on the aforementioned approach and their 
standard deviations with frequency are listed in Appendix B and Tables B5.6 to B5.13.  
The median of the adjustment factors are plotted in Figure 5.21 with their standard 
deviations illustrated in Figure 5.22.  
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Figure 5.21 Adjustment factors,    used to incorporate the shear-wave velocity variability in the 
median of the amplification functions for the profiles representative of (a) Vs30<180 m/s (b) 180 
m/s Vs30<360 m/s (c) 360 Vs30 750 m/s (d) and Vs30>750 m/s  
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Figure 5.22 Standard deviations of the adjustment  factors,    used to incorporate the shear-wave 
velocity variability in the median of the amplification functions for the profiles representative of 
(a) Vs30<180 m/s (b) 180 m/s Vs30<360 m/s (c) 360 Vs30 750 m/s (d) and Vs30>750 m/s  
 
As described before, the scaling factors    or in logarithmic terms  
     , were developed using as reference the four Toro (1995) soil columns.  However, it 
is recognised that a random baseline profile may vary from these four reference  profiles.  
This fact is accounted for with a new term introduced here as  .  The latter is expressive 
of the difference of the shear-wave velocity of any baseline profile with the reference soil 
columns of Toro (1995).  In more detail, the newly introduced parameter   is defined as 
the ratio of the average shear-wave velocity of the top 30 m of any site-specific baseline 
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profile weighted by its average layer thickness       
  , over the average weighted shear-
wave velocity of the top 30 m of the Toro (1995) profiles       
  .  This is expressed by:  
  
     
 
     
  
5.18 
 
Whereas the average shear-wave velocity in each case can be evaluated using : 
     
  
  
 
  
   
    
 
5.19 
 
In Equation 5.19 the term hi stands for the thickness of layer i and Vsi stands for its shear-
wave velocity.  These are evaluated for each of the layers (total number of N layers) 
found in the top 30 m of any profile (Eurocode 8, 2004).  The parameter   is evaluated in 
terms of the top 30 m of each soil column consistently with the Vs30 parameter, which is 
employed in many cases in engineering seismology (e.g. within GMPEs) to determine 
the soil class as part of the estimation of the near surface effects.  
By using the term  , it is attempted to convert the marginal distribution of    established 
before to a conditional distribution, conditioned upon  , assuming that       is jointly 
normally distributed with the latter.  The correlation coefficients of these two parameters 
are represented by the term        .  These are evaluated between    
   
   
   which is 
equal to      and each of the values of   established.  The values of   are calculated 
using Equations 5.18 and 5.19 for each of the 1000 randomly generated profiles, soil 
classes and       considered.  Therefore, the correlation coefficients are established 
between the 1000 ratios of    
   
   
  and the corresponding 1000 values of   in each case.  
Indicative results are plotted in Figure 5.23 for each of the four soil classes reviewed and 
for a      =0.2.  All the values of         for each case examined are listed in Tables 
B5.14 to B5.17 of Appendix B.  
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Figure 5.23 Correlation coefficients between the parameter   and    
   
   
  or      for the 
profiles of Toro (1995) representative of (a) Vs30<180 m/s (b) 180 m/s Vs30<360 m/s (c) 360 
    Vs30 750 m/s (d) and Vs30>750 m/s and           
 
It is evident from this set of plots that a strong positive correlation between   and the 
ratio    
   
   
   (i.e. with ln  )  exists at high frequencies which can take values up to 
approximately 0.8.  This positive trend is reversed at the low frequency range with the 
correlation coefficients taking negative values up to approximately -0.8.  
The positive correlation coefficients at high frequencies denote that an increase in the 
parameter   (denoted as    in Figure 5.24), and therefore a higher average shear-wave 
velocity, will result in an increase in the amplification functions in the high frequency 
range.  This can be further explained by the fact that a positive change of the shear-wave 
velocity results in an increase in the predominant frequency of the profile.  This 
consequently shifts the response of the profile to higher frequencies.  This is 
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accompanied by a subsequent decrease in the amplitudes of the low frequency range, 
which is denoted by the negative correlation coefficients.  The opposite is true when the 
parameter    decreases (denoted as –   in Figure 5.25).  This is illustrated schematically 
in Figure 5.24 and 5.25.  Each of these plots shows the change in the amplification 
functions when an increase and a decrease in stiffness takes place accordingly.   
 
 
 
 
 
 
 
 
Figure 5.24 Schematic representation of the effect of the increase in stiffness on the AF, the black 
curve is associated with the amplification corresponding to lower stiffness and the red curve with 
the analogous property for an increased stiffness.   
 
 
 
 
 
 
 
 
 
Figure 5.25 Schematic representation of the effect of the decrease in stiffness on the AF, the black 
curve is associated with the amplification corresponding to higher stiffness and the red curve with 
the analogous property for a reduced stiffness. 
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The change from positive to negative values in the correlation coefficients coincides with 
the predominant period of the individual soil columns.  Therefore, this is strongly related 
to their overall stiffness, which explains why the transition point is different between the 
examined soil classes.  It is appreciated that the stiffness is not the sole descriptor of a 
soil column response, with other attributes (e.g., profile depth) influencing the final 
surface predictions.  Nevertheless, from Figure 5.23 it is evident, based on the estimated 
values of the correlation coefficients, that the parameter   can satisfactorily describe the 
change of the AF subject to the change of the shear-wave velocity and can be therefore 
used to condition the scaling factors    established before.   
Subsequently, based on the assumed joint normality of   and    the conditional mean 
value of    can be expressed by: 
                            
5.20 
 
 With: 
                    
5.21 
 
 
Substituting Equation 5.21 to Equation 5.20 the former becomes: 
                    
5.22 
 
 
The term        seen in the previous relationships was established as described 
previously with indicative values plotted in Figure 5.23 and values listed in Tables B5.14 
to B5.17 of Appendix B.  The term       was defined as part of       and can be 
retrieved from Tables B5.6 to B5.13 of Appendix B.  Lastly, the term    is given by: 
   
    
  
 
5.23 
 
In the previous relationship, the term   is case specific and can be evaluated depending 
on the characteristics of the examined baseline profile using Equations 5.18 and 5.19.  
On the other hand, the terms    and the    are the mean and standard deviation of the 
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1000   values evaluated for each of the randomly generated profiles, soil classes and 
      considered.  Their values are listed in Tables B5.18 to B5.21 of Appendix B.  This 
relationship represents the number of standard deviations that the parameter   of any 
baseline profile, varies from the mean of the parameters   determined from the 
randomisations.   
Therefore, combining all the previous equations the mean of the logarithmic 
amplification functions that incorporate the effect of the shear-wave velocity variability 
given a baseline profile can be obtained using: 
                      5.24 
 
Transforming Equation 5.24 out of the logarithmic form it becomes: 
                     5.25 
 
Based on this framework the standard deviation of the conditional variance of the        
is given by: 
       
       
          
   5.26 
 
Whereas the total variance of the logarithmic amplification functions can be established 
based on: 
      
        
         
  5.27 
 
Following the description of the principal assumptions and of the mathematical 
framework behind the newly proposed adjustment factors, they are tested with the use of 
the following example applications.  Firstly, a soft profile with Vs30=260 m/s is 
generated.  This is compared to the Toro (1995) profile in Figure 5.26.  Its shear-wave 
velocities and unit weights are listed in Table 5.1.  The difference between the two 
profiles in terms of their shear-wave velocities is established using the parameter 
  defined by Equation 5.18.   
216 
 
 
Figure 5.26 Comparison of the random and the Toro (1995) profiles representative of 180 
m/s Vs30<360 m/s 
 
A randomly selected scenario for M=6.5 and RJB=10.3 km and a strike slip fault is used 
for the generation of the target spectrum using the model of Campbell and Bozorgnia 
(2008).  A shear-wave velocity of the halfspace equal to 1000 m/s is employed.  The 
generated target spectrum is used in conjunction with the semi-automated procedure of 
Kottke and Rathje (2008a) for a standard deviation equal to zero.  A set of ten records is 
selected and are listed in Table B5.22 of Appendix B.  These motions are propagated 
through the soil profile using EQL site response analysis.  The obtained amplification 
functions     are then modified using the frequency dependent adjustment factors 
        adopting the framework presented before.  
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Table 5.1 Soil properties for random profile with Vs30=260 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
0 98 18 
1 133 18 
2 151 18 
3 186 18 
4 224 18 
5 190 18 
6 264 18 
7 289 18 
9 316 18 
10 311 18 
12 361 18 
15 356 18 
18 350 18 
22 326 19 
26 373 20 
31 317 21 
37 367 21 
45 362 21 
53 359 21 
64 460 21 
77 362 21 
92 359 21 
111 418 21 
133 436 21 
160 386 21 
192 502 21 
230 1000 22 
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In order to assess the performance of the scaling factors, the baseline profile of Figure 
5.26 is also randomised with respect to its shear-wave velocity, using the velocity model 
of Toro (1995), and a total number of 1000 realisations are performed.  The same records 
employed to obtain the     are adopted.  The same number of realisations are performed 
twice once for a       set equal to 0.2 and a second time with a value of       equal to 
0.3 (both are constant with depth) for a correlation coefficient,  =0.8 (independent of 
depth).  The median AF obtained from the randomisations as well as their standard 
deviations are then compared with the adjusted AF of the baseline profile and the 
approximate standard deviations corresponding to the scaling factors.  
The scaling factors are also assessed in terms of the overall surface spectral ordinates 
using the following Equations.  The spectral amplification functions are defined as the 
ratio of the spectral ordinates between the surface (     and the rock level (   ).  This is 
represented by Equation 5.28.  
    
   
   
 
5.28 
 
Expressing the previous relationship in logarithmic terms and rearranging it in regards to 
the surface spectral ordinates results in: 
                
  5.29 
 
In the former Equation the logarithm of the surface spectral ordinates (       , is equal to 
the sum, of the       and     
 .  The term        represents the logarithmic AF, which 
accounts for the effect of the shear-wave velocity uncertainty.  These are obtained by the 
randomisations or by using the scaling factors established herein.  The term       are the 
natural logarithms of the rock spectral accelerations representative of the selected input 
rock motions for the examined scenario.  
Based on the same principles and assuming that the different variances are mutually 
independent, the following Equation is adopted to establish the total variance at the 
surface.   
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  5.30 
 
In the previous relationship       
  is the total variance of the surface spectral ordinates, 
      
  and        
  were defined previously and       
  represents the variance of the rock 
spectral ordinates based on the selected input rock motions.  
By applying these equations and the methodology described before concerning the 
amplification factors, the surface spectral ordinates and their standard deviations for the 
particular profile and the different approaches considered are obtained and can be 
inspected in Figures 5.27 and 5.28 accordingly.  
 
 Figure 5.27 Comparison of (a) the median AF and (b) median surface spectral accelerations for 
     =0.2 (c) median AF and (d) median surface spectral accelerations for      =0.3, profile 
representative of 180 m/s<Vs30<360 m/s 
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Figure 5.28 Comparison of (a) the standard deviations of the lnAF (b) standard deviations of the 
lnSa for      =0.2 and (c) standard deviations of the lnAF and (d) for standard deviations of the 
lnSa for      =0.3, profile representative of 180 m/s Vs30<360 m/s 
 
It is noted from Figure 5.27 that in both cases (i.e., for      =0.2 and      =0.3) the 
proposed scaling factors offer an overall good approximation of the actual 
randomisations.  It is also noticed that the use of the scaling factors results in an 
overestimation of the predictions at the predominant (nonlinear) frequency of the 
baseline profile (approximately at 0.4 Hz).  This is attributed to the use of the correlation 
coefficients        which were used to condition the scaling factors   .  As suggested by 
Figure 5.23 a sharp increase in the values of the correlation coefficients takes place 
beyond a certain frequency.  This is conveyed in the scaling factors, resulting in an 
overestimation of the response.   
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A good agreement is also noticed in Figure 5.28 amongst the standard deviations 
associated with the predictions of the scaling factors and the standard deviations of the 
randomisations for both cases of      .  On the other hand, the standard deviations of the 
baseline profile are lower across the whole frequency range underestimating the 
variability of the predictions.  
Further analyses are performed for three additional profiles classified under the 
remaining three soil classes, i.e., representative of Vs30<180 m/s, 360 m/s Vs30 750 m/s 
and Vs30>750 m/s.  These profiles are plotted in comparison to the corresponding Toro 
(1995) profiles in Figure 5.29.  Their shear-wave velocities and unit weights are listed in 
Tables B5.23 to B5.25 of Appendix B.  
 
Figure 5.29 Random and Toro (1995) profiles for soil class with (a) Vs30<180 m/s, (b) 
360<Vs30<750 m/s  and (c) Vs30>750 m/s 
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The scenario selected for the analyses of these profiles is again representing a M=6.5 and 
a RJB equal to 10.3 km for a strike slip rupture.  Similarly to the previous examined 
profile ten records are selected based on the corresponding target spectra using the semi-
automated procedure of Kottke and Rathje (2008).  The suite of the records employed for 
the examined soil columns are listed in Tables 5.26 to B5.28 of Appendix B.  Again 1000 
realisations of the shear-wave velocity are performed for      =0.2 and 0.3 and a value 
of  =0.8 (all depth independent).  The results in terms of the median predictions of each 
profile and the different approaches (i.e. using deterministic EQL site response analysis, 
Monte Carlo simulations and using the scaling factors) can be inspected in Figure 5.30 to 
Figure 5.32.  
 
Figure 5.30 Comparison of (a) the median AF and  (b) median surface spectral accelerations for 
     =0.2 and(c)  median AF and (d)median  surface spectral accelerations for      =0.3, 
Vs30<180 m/s 
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Figure 5.31 Comparison of (a) the median AF and (b)median surface spectral accelerations for 
     =0.2 and (c) median AF and (d) surface spectral accelerations for      =0.3, 360 
m/s<Vs30<750 m/s 
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Figure 5.32 Comparison of (a) the median AF and (b) median surface spectral accelerations for 
     =0.2 and (c)median  AF and  (d) median surface spectral accelerations for      =0.3, 
Vs30>750 m/s 
 
The previous set of plots suggest that by using the scaling factors an satisfactory 
approximation of the predictions of the actual randomisations can be achieved.  
However, for the examined cases the effect of randomisations on the medians is not as 
prominent and the benefits of adopting the scaling factors are more evident when 
considering the standard deviations as follows.  It is also noted that by using the scaling 
factors for the different profiles tends to marginally overestimate the AF in comparison 
to the randomisations, at the predominant nonlinear frequency of each soil column, as 
also indicated in the case of the profile representative of 180 m/s  Vs30<360 m/s (Figure 
5.27).  
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Finally, the standard deviations of the previous analyses are reviewed in Figures 5.33 to 
5.35.  As suggested by these plots a very good agreement amongst the standard 
deviations of the scaling factors and the standard deviations of the randomisations is 
achieved.  On the contrary, the standard deviations of each of the baseline profiles are 
systematically lower than the corresponding standard deviations from the 
randomisations.  
 
Figure 5.33 Comparison of (a) the standard deviations of the lnAF s for      =0.2 and (b) standard 
deviations of the lnAF for      =0.3, for the profile representative of  Vs30<180 m/s 
(a)
0.1 1 10 100
Frequency [Hz]
0.1
1
0.2
0.3
0.5
s
ln
Sa
0.1 1 10 100
Frequency [Hz]
0.1
1
0.2
0.3
0.5
s
ln
A
F
Baseline
Randomisations
Scaling factors
(b)
(a)
0.1 1 10 100
Frequency [Hz]
0.1
1
0.2
0.3
0.5
s
ln
Sa
0.1 1 10 100
Frequency [Hz]
0.1
1
0.2
0.3
0.5
s
ln
A
F
(b)
226 
 
 
 
 
 
Figure 5.34 Comparison of (a) the standard deviations of the lnAF for      =0.2 and (b) standard 
deviations of the lnAF for      =0.3, 360 m/s <Vs30<750 m/s 
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Figure 5.35 Comparison of (a) the standard deviations of the lnAF for      =0.2 and (b) the 
standard deviations of the lnAF for      =0.3, Vs30>750 m/s 
 
 
The scaling factors can be used when a value of       between 0.1 to 0.4 is applicable.  
For such cases, the scaling factors can be interpolated between the corresponding values 
of      .  This is tested for the profile representative of 180 m/s<Vs30<360 m/s using a 
     =0.25.  The scaling factors are interpolated between the values corresponding to 
     =0.2 and      =0.3 respectively.  The median predictions and the standard 
deviations associated with the scaling factors and the modified baseline predictions are 
compared with the predictions obtained by performing the corresponding Monte Carlo 
simulations.  Similarly to the previous sections a total of 1,000 realisations are 
performed.  The results can be inspected in Figure 5.36.  
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Figure 5.36 Comparison of (a) the median AF and (b) median spectral accelerations (c) the 
standard deviations of the lnAF and (d) the standard deviations of the lnSa for      =0.25 and the 
profile with 180 m/s<Vs30<360 m/s 
 
A good agreement is achieved between the predicted median and standard deviations 
using the scaling factors and the corresponding properties obtained from the 
randomisations, suggesting that interpolation between the values of the scaling factors 
could yield results of reasonable accuracy.  
The best approximation of the actual randomisations using the scaling factors would be 
achieved when profiles centred to each soil class are considered.  Naturally a less 
satisfactory approximation will be obtained when profiles close to the boundaries of the 
examined soil classes is examined for which the scaling factors are poorly constrained.  
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The methodology behind the application of the scaling factors is summarised in Figure 
5.19.   
5.4 Potential bias introduced in the results from the input motions used within site 
response analysis 
Another issue associated with site response analysis is the use, selection and scaling of 
the input motions.  There are a series of different record selection and spectral matching 
approaches described in the literature.  For instance, one the earlier relevant studies was 
conducted by Bommer and Acevedo (2004).  They summarised and reviewed some of 
the record selection guidelines up to the point that the study was conducted.  They 
identified the magnitude as one of the geophysical properties widely used as a condition 
for the record selection.  Magnitude is related to the frequency content and duration of 
the motion and thus it is considered important by many researchers.  For instance, 
Stewart et al. (2001) suggest that any record should be chosen so that its magnitude is 
within a plus or minus 0.25 units from the target magnitude.  However, this approach 
may limit considerably the number of available records.  
Different methodologies have been also developed regarding the spectral matching.  For 
instance, Naeim et al. (2004) suggested the use of a genetic algorithm to select and match 
different records based on a design spectrum.  An alternative approach was proposed by 
Hancock et al. (2006) according to which real accelerograms can be originally selected 
so that they have a desirable shape and then adjusted to match a target spectrum by 
adding wavelets to their time series. 
A more recent study conducted by Kottke and Rathje (2008a) resulted in the 
development of a semi-automated procedure for the selection of record motions which is 
extensively employed throughout this thesis.  The semi-automated procedure is used to 
match set of records to a target spectrum similarly to some of the previously described 
approaches.  However, it offers the additional benefit, over for instance the method 
developed by Naeim et al. (2004), of taking into account the aleatory variability of the 
suite of records.  
Some of these widely used approaches, are employed for the selection of input motions 
as part of 1D site response analysis and involve the scaling of the records.  This is 
essential as in many instances the records corresponding to a certain scenario of interest 
can be scarce if any.  It is therefore, worth investigating whether a bias is introduced to 
the surface predictions by the use of these scaling factors.   
230 
 
Some work has been done on this issue from the structural point of view including the 
studies conducted by Watson-Lambrey and Abrahamson (2006) and by Hancock et al. 
(2008).  The latter investigated whether a bias was introduced by the scaling of the 
records considering different damage measures.  They did not observe a particular trend, 
and they suggested that this was averted by selecting records that matched in shape the 
target spectrum.  Therefore, the potential bias was avoided by not incorporating records 
with high peaks or troughs.  Using this approach as part of the record selection was found 
not to introduce a bias to the results even for factors equal to ten (Hancock et al., 2008).  
These findings are further tested with respect to the results of 1D site response analysis.  
Spectral amplifications are obtained using EQL site response analysis, performed for 
each of the four profiles of Toro (1995) described in the former sections.  The different 
scenarios considered are listed in Table 5.2.  These magnitude-distance combinations are 
used within the GMPE of Campbell and Bozorgnia (2008) and different target spectra are 
generated for the half-space shear-wave velocity of each of the examined soil columns.  
Various suites of records are selected and scaled so that they match these generated 
target spectra using the semi-automated procedure of Kottke and Rathje (2008a). 
Table 5.2 Scenarios used to established the potential bias introduced by the scaling factors 
Soil profile by Toro (1995) Scenarios 
employed 
Vs30<180 m/s M=7, RJB=10 km 
180 m/s <Vs30<360 m/s M=7, RJB=10 km 
360 m/s <Vs30<750 m/s M=8, RJB=4 km 
Vs30>750 m/s M=8, RJB=4 km 
  
 
The standard deviations of the target spectra are set equal to zero, so that the spectral 
shape of the records matches the median target spectra as close as possible.  In general 
the agreement of the records with the target spectrum depends both on the size of the 
dataset and on the records comprising it.  Usually this is constrained by applying a 
magnitude and a distance restriction as part of the pre-selection of the records.  These are 
compliant with the magnitude and distance representative of the considered scenario.   
In this case, the different records are selected using a subset of the PEER NGA dataset 
comprising earthquake events with a  0.4  units from the target magnitude and a  30 
km from the target distance of the first scenario listed in Table 5.2.  Using the last 
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scenario listed in Table 5.2 and the previous magnitude and distance restrictions results 
in only a handful of relevant records.  To overcome this, the dataset corresponding to the 
first scenario was employed.  For each soil class a second set of records was also selected 
based on another subset of the PEER NGA dataset, which was determined by 
considering records relevant of      units over the target magnitude of the first scenario 
of Table 5.2.  Removing the distance restriction allowed for the records to be scaled by 
factors of up to ten.  It should be clarified that both sets of records were then matched to 
the relevant target spectrum of each soil class as previously discussed.  
Using broadly the same methodology as in the study of Baker (2007) the logarithms of 
the spectral amplifications, defined as the ratio of the spectral accelerations between the 
surface and the bedrock level, are plotted against the logarithms of their corresponding 
scaling factors.  The slopes of the lines fitted to the data by linear least square regression 
are then assessed.  Essentially the slope of each line is an indicator of the relationship 
between the two parameters tested.  Consequently, a slope equal to zero would indicate 
that there is no association between the amplifications and the scaling factors.  In that 
case scaling factors as large as ten could be used to adjust the earthquake records without 
introducing any bias to the predictions.  The results following this approach for the soil 
class representative of Vs30<180 m/s and for selected frequencies can be seen in Figure 
5.37.  
By first inspection, the slopes of the lines in the following set of plots are different to 
zero suggesting the potential presence of a trend.  The significance of the slopes are 
further reviewed using the F-test and the p-value (Kutner et al., 2004). A significance 
level equal to 5% is selected hence any p-value greater than 0.05 will suggest that the 
tested parameter, i.e., the slopes of the lines in this instance, are not statistically 
significant  (Baker, 2007).  The results of the F-test can be inspected in Table 5.3.  
In the same Table, the 95% CI of each slope are listed.  These are evaluated using 
Equation 5.31.  
        5.31 
 
In the previous relationship, t stands for the variate of the student t distribution and SE is 
the standard error associated with the slope of the fitted line.  
It is indicated from Table 5.3 that one of the slopes, for the selected frequencies, is 
statistically significant with its p-value highlighted in bold.  The remaining slopes of the 
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examined frequencies appear to be statistically insignificant.  However, the 95% CI 
suggest that the slopes are varying by an approximate value of  0.03 with the slopes of 
the lines being variant to zero and taking values between -0.0716 to 0.068, which implies 
the potential presence of a trend.  
 
Figure 5.37 Investigation of the potential bias introduced by the scaling factors for the Toro 
(1995) profile with Vs30<180 m/s 
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Table 5.3 Results of the F-test for the slope of the lines for the different soil class  
Soil Profile Frequency 
(Hz) 
p-values 95% CI of 
the slopes 
of the lines 
Vs30<180 m/s 0.33 0.5315  0.0347 
1.0 0.0665  0.0404 
1.6 0.5616  0.0303 
5 0.6090  0.0431 
100 0.0347  0.0304 
180 m/s<Vs30<360 m/s 0.33 0.1861  0.05960 
1.0 0.2996  0.07994 
1.6 0.0333  0.049751 
5 0.1161  0.038911 
100 0.9402  0.054831 
360 m/s<Vs30<750 m/s 0.33 0.0004  0.03141 
1.0 0.0000  0.034171 
1.6 0.0141  0.042782 
5 0.0294  0.038397 
100 0.5867  0.014136 
Vs30>750 m/s 0.33 0.0107  0.054234 
1.0 0.7940  0.04684 
1.6 0.9370  0.010245 
5 0.0026  0.002392 
100 8.7825E-
06 
 0.00752 
*Bold numbers correspond to statistical significant slopes 
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Additional analyses are carried out for the remaining profiles of Toro (1995) which are 
representative of the different soil classes.  The fitted lines to the data can be seen in 
Figures 5.38 to 5.40 whereas the p-values corresponding to their slopes and the 95% CI 
are also listed in Table 5.3.  
 
Figure 5.38 Investigation of the potential bias introduced by the scaling factors for the Toro 
(1995) profile with 180 m/s Vs30<360 m/s 
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Figure 5.39 Investigation of the potential bias introduced by the scaling factors for the Toro 
(1995) profile with 360 m/s Vs30 750 m/s 
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Figure 5.40 Investigation of the potential bias introduced by the scaling factors for the Toro 
(1995) profile with Vs30>750 m/s 
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Based on the previous results it can be said that a trend is present between the scaling 
factors and the examined predictions.  The slopes of the lines are variant to zero, whereas 
the p-values of almost half of the fitted lines for the examined frequencies are smaller 
than 0.05 suggesting that these are statistically significant.  
The potential bias introduced in the results could be evaluated using the values of the 
scaling factors scaled to the power of the slope of the lines.  This is represented by 
Equation 5.32.  
                 5.32 
 
In the previous relationship the term a, is the slope of the line and SF are the scaling 
factors.  Transforming the previous relationship out of the logarithmic space results in 
Equation 5.33. 
       5.33 
 
As a demonstration of the potential bias introduced in the results, the previous equation is 
applied for a frequency equal to 5 Hz and a scaling factor equal 6.3 for the profile with 
Vs30>750 m/s.  The slope of the line in Figure 5.40b is equal to 0.0859, and therefore the 
AF are equal to approximately 1.17 times its actual value for the considered frequency.   
The effect of the duration of the records, which is a function of the magnitude of the 
earthquake, is also assessed following the same approach.  The logarithm of the 5-75% 
duration of the recorded energy of each record is related to the logarithms of the spectral 
accelerations.  The slopes of the best-fitted lines to these plots are again reviewed.  
Representatively, the results for the soil class with Vs30<180 m/s are plotted in Figure 
5.41, whereas the corresponding slopes of the best-fitted lines for all soil classes, their p-
values and their 95% CI are listed in Table 5.4.  
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Figure 5.41 Investigation of the potential bias introduced by the magnitude for the Toro (1995) 
profile with Vs30<180 m/s 
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Table 5.4 Results of the F-test for the slope of the lines for the Toro (1995) profiles, magnitude 
consideration 
Soil profile Frequency 
(Hz) 
Best fit lines 
via linear 
least -square 
regression 
p-values 95% CI of 
the slopes of 
the lines 
Vs30<180 m/s 0.33 -0.0126   0.62923  0.0450 
1.0 -0.0816 0.014818  0.0640 
1.6 -0.0536 0.017507  0.0441 
5 0.0022 0.94481  0.0653 
100 0.0536 0.0198  0.0515 
180m/s Vs30<360m/s 0.33 -0.0214 0.027292  0.06925 
1.0 0.0226 0.073988  0.0947 
1.6 0.0518 0.087781  0.0596 
5 -0.0862 0.33534  0.04629 
100 -0.0782 0.51937  0.06559 
360m/s Vs30 750m/s 0.33 -0.0408 0.0018435  0.05288 
1.0 -0.1026 0.0065183  0.0620 
1.6 0.0557 0.15463  0.07707 
5 0.0159 0.60968  0.07334 
100 0.0916 0.00084626  0.02533 
 
 
Vs30>750 m/s 
0.33 -0.0018 0.00046572  0.054361 
1.0 0.0023 0.16366  0.06324 
1.6 0.005 0.46922  0.01379 
5 0.1081 0.0010032  0.03269 
100 0.1749 9.773e-06  0.00965 
*Bold numbers correspond to statistical significant slopes 
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Again similarly to the case of the scaling factors a trend is suggested between the 
examined parameters.  As indicated in Table 5.4 half of the slopes of the best-fit lines, 
for the examined frequencies are statistically significant suggesting that a potential trend 
between the duration and the amplification functions exists.  The 95% confidence 
intervals of the slopes range from   0.0947 to  0.0096 and are variant to zero taking 
values between -0.17 to 0.185 again indicating the presence of a relationship between the 
two examined parameters.  
Given the potential presence of a trend between the AF and the scaling factors and the 
AF and the duration, a careful pre-selection of the record should be carried out.  As such, 
a magnitude and a distance restriction, reflective of the target scenario can be applied. 
Based on the previous results these restrictions appear to be justified.  More explicitly, by 
applying a distance restriction, the scaling of the records can be potentially constrained.  
Naturally, this will also depend on the ultimate dataset itself.  On the other hand, 
applying a magnitude restriction could ensure that the records are representative of the 
duration expressive of the target magnitude and could mitigate the effect of the duration 
of the records on the AF.  
5.5 Conclusions 
In this chapter, the effect on the response when incorporating different soil properties 
variability within 1D site response analysis was reviewed.  The different parameters 
assessed included the nonlinear soil properties, the layer thickness and the shear-wave 
velocity of different soil columns.  These were randomised using extensive Monte Carlo 
simulations. The effect on the response when considering different reference velocity 
horizons is addressed in Chapter 6.  
Amongst them, the shear-wave velocity was identified as the most influential parameter 
on the response.  The variability of this property can be established on site in the form of 
     .  Based on this, class and frequency dependant adjustments factors were developed 
for different values of      .  The median of the scaling factors are represented by 
Equations 5.11 to 5.21 and their standard deviations by Equations 5.26 to 5.27.   
The proposed adjustment factors can be applied to the amplification factors of any soil 
column which can then be combined with the rock UHRS to obtain the surface 
predictions.  The proposed adjustment factors are incorporating the uncertainty of the 
shear-wave velocity without the need of performing time-consuming Monte Carlo 
simulations.  These modifications are listed in Tables B5.6 to B5.21 of Appendix B.  
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Another aspect considered, as part of this chapter in terms of 1D site response analysis, 
was the scaling of the input motions and whether a potential bias was introduced in the 
results.  It was concluded that some trend exists between the scaling factors and the AF. 
Similarly a trend was identified between the duration of the records and the AF.  To 
mitigate this, a magnitude and a distance restriction should be considered for the 
selection of candidate records before any scaling is applied.  This will ensure that the 
scaling factors are constrained (although this will also highly depend on the ultimate 
dataset) and that the records are expressive of the duration, i.e., of the target magnitude.  
It must be however noted, that the application of the magnitude and distance restriction 
are not always practical/possible as they can result in a very limited number or no records 
to choose from.  
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6. Selection of a Reference Velocity Depth for Site 
Investigation and Site response analysis 
As part of the seismic design of structures, the surface response spectrum is often 
required.  When site response analysis is adopted to obtain this, the target rock spectrum 
is an important part of the analysis.  For the definition of the target rock spectrum a 
reference velocity that represents the established “bedrock” and an associated depth must 
be determined.  These will define the thickness of the profile and ultimately influence the 
input motions that are selected.  However, identifying this reference depth is not always 
straightforward. Moreover, there are no guidelines on how to select a reference depth that 
would lead to a robust estimate of the surface ground motions.  In addition, there are 
many occasions that site investigation does not provide information reaching the soil-
bedrock interface or instances where the bedrock starts from the outset of the profile.  
This complicates the selection of an appropriate target shear-wave velocity (Vs
t
).  
Recognising this issue, a detailed methodology has been established and is outlined in 
this chapter.  This can be adopted so that an informed decision can be made regarding the 
depth for site investigation, as well as the reference velocity horizon for site-specific 
response analysis based on the soil class and the structure’s characteristics.  A detailed 
description of the analyses leading to the formulation of these methodologies is presented 
in the subsequent sections.  
6.1 Description of analyses  
In order to quantify how the soil response is effected when different reference velocity 
horizons are considered, a series of progressively more complicated parametric site 
response analyses were performed.  Different profiles were employed and their responses 
to varying input motions are explicitly reviewed in the following sections.    
Linear site response analyses using homogenous profiles: 
Linear and Equivalent linear site response analyses were firstly considered.  The 
commercial software SHAKE (Schnabel et al., 1972) was employed for both. The first 
soil column analysed was a simple homogeneous profile with a shear-wave velocity of 
420 m/s, having constant damping equal to 2%.  Linear analysis was carried out for this 
profile and level of damping considering three reference velocity horizons at 65 m 
(Profile 1), 35 m (Profile 2) and 16.5 m (Profile 3) below the surface respectively.  For 
all cases, the shear-wave velocity at the halfspace was equal to 750 m/s.  The results are 
presented in Section 6.2.1. 
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Linear site response analyses using non-homogenous profiles: 
Using a homogeneous profile has the benefit that no modification of the input motions 
occurs by different layers.  In order to assess this effect a non-homogeneous profile had 
to be employed.  This step profile had an average shear-wave velocity equal to 
approximately 420 m/s and a shear-wave velocity of the halfspace equal to 750 m/s, 
matching that of the homogeneous case.  Again, the same three reference velocity 
horizons were considered i.e., 65 m (Pr65), 35 m (Pr35) and 16.5 m (Pr16.5) 
respectively.  The damping level was again constant and set equal to 2% when linear site 
response analysis was performed.  The results for these analyses are presented and 
discussed in Section 6.2.2. 
For both homogeneous and non-homogeneous profiles, the amplification functions 
(defined as the spectral ratio between the surface and the rock level) and the transfer 
functions (defined as the ratio of the surface and rock Fourier Amplitude Spectra) of the 
different soil columns were reviewed in addition to the surface response spectra.  In order 
to generate the latter a set of records were selected using the PEER NGA database.  
Indicatively four records were chosen based on their peak ground accelerations (PGAs) 
representing low intensity and high intensity motions respectively.  The records selected 
had PGAs that varied from 0.026 g (low intensity) to 0.336 g (high intensity).  The final 
set of records is plotted in Figure 6.1 and their characteristics are listed in Table 6.1. 
 
       Figure 6.1 Response spectra of the selected records and their geometric mean obtained from 
the PEER database 
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Table 6.1 Records selected from the PEER database 
Record sequence 
number 
Earthquake 
name 
Station PGA 
(g) 
     
(sec) 
   
(sec) 
51 San Fernando Via Tejon PV 0.026 0.98 0.396 
56 San Fernando Carbon Canyon Dam 0.069 0.338 0.21 
731 Loma Pietra Apeel 10-Skyline 0.088 1.09 0.697 
1787 Hector Mine Hector 0.336 0.742 0.374 
     is the average spectral period defined by Equation 6.1 
   is the spectral predominant period defined by Equation 6.2 
 
The response of these profiles was also reviewed considering the frequency content of 
the selected motions.  In addition to a visual inspection of the Fourier Amplitude Spectra 
of the records, two empirical relationships were employed to quantify where their energy 
content was concentrated.  This was done in terms of the average spectral period      
and of the spectral predominant period     (Rathje et al., 2004). The former parameter is 
represented by Equation 6.1 and is essentially the weighted average period of the input 
motion for a predetermined frequency range.  
     
    
      
   
 
 
 
  
      
   
 
 
 
 
6.1 
 
Where    are the different periods composing the 5% damped acceleration response 
spectrum which are equally spaced and are ranging from 0.05 s to 4 s, while the term 
       represents the corresponding spectral accelerations and PGA is the peak ground 
acceleration.  
The spectral predominant period,   , on the other hand corresponds to the peak value in 
the acceleration response spectrum out of a set of values of   , equally spaced in a 
logarithmic axis corresponding to periods   .  Only periods corresponding to spectral 
accelerations greater than 1.2 times the PGA (Rathje et al., 2004) are considered. The 
Equation that defines    is presented below.  
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6.2 
 
According to Rathje et al. (2004), the short to moderate period content of an earthquake 
motion is described by the parameter    (Equation 6.2), whereas the high period energy 
content is best described by      (Equation 6.1).  Both of these parameters are used in the 
following sections to assess the obtained response spectra at different period ranges and 
for different records.  
EQL site response analyses using non-homogenous profiles: 
The effect of the reference velocity horizon when dealing with nonlinear response was 
also addressed by performing EQL site response analysis.  The previously described non-
homogeneous profile was analysed using the records listed in Table 6.1 and the results 
are presented in Section 6.2.3.  The stiffness degradation and damping curves of 
Darendeli (2001) were employed for plasticity index PI=0, over consolidation ratio 
OCR=1.0 and an effective coefficient of earth stress at rest equal to 0.5.  
EQL and NL site response analyses using non-homogenous profiles and different target 
spectra: 
The motions employed for the former analyses were selected based on their PGA, 
representing low intensity (  0.2g) and high intensity motions (  0.3g) respectively.  
EQL analysis was repeated for the non-homogeneous soil column, the stiffness 
degradation and damping curves described before and new suites of records.  The latter 
were adopted intending to associate the change in the reference velocity horizon with the 
record selection.  The motions employed as well as the results from these analyses are 
presented in 6.2.4.  
These new input motions were chosen using the semi-automated procedure by Kottke 
and Rathje (2008a) as in various other sections throughout this thesis.  Different target 
spectra were generated for each of the reference horizons and their corresponding shear-
wave velocities (i.e., at 65 m, 35 m and 16.5 m respectively).  For this new set of 
analyses, the target spectra were derived using the ground motion prediction equation 
(GMPE) of Campbell and Bozorgnia (2008).  The standard deviation of each of the 
spectrum was reduced removing the site-ergodic assumption (Lin et al., 2011, Montalva, 
2010, Walling, 2009) and incorporating the component-to component variability, as 
described in Chapters 3 and 4.  Two scenarios of magnitude M=7 and RJB equal to 95 km 
(Scenario 1) and 25 km (Scenario 2) and a strike slip fault were considered. 
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The analyses were then repeated for the corresponding input motions at each reference 
horizon and the scenario with M=7 and RJB=25 km, also associated with the higher 
strains between the two examined scenarios, using nonlinear (NL) site response analysis 
in the time domain.  The software D-MOD2000 (Matasovic and Ordonez, 2011) was 
employed for these analyses.  The results from these analyses are provided in Section 
6.2.4. 
The NL site response analysis employed the modified hyperbolic model of Kodner and 
Zelasko (MKZ) (Matasovic and Vucetic, 1993).  As mentioned in previous chapters due 
to the almost linear behaviour of the hyperbolic model at small strains (<0.001%) the 
predicted hysteretic damping is approximately zero at these levels, which does not 
comply with laboratory findings.  Therefore viscous damping in the form of Rayleigh 
damping had to be added (Hashash and Park, 2002).  
Similarly to the methodology adopted in Chapter 4, the Rayleigh damping was 
established by matching the response spectra of linear analysis in the time domain with 
the spectra derived using linear analysis in the frequency domain (Park and Hashash, 
2004).  Iterations were performed to select the relevant periods (refer to Equations 2.49-
2.51) and a target damping corresponding to the small strain damping from the empirical 
curves equal to 0.5% was adopted.  The final periods selected correspond to the principal 
and the third mode of the profile.  The Darendeli (2001) curves with PI=0, OCR=1 and 
coefficient of earth pressure at rest equal to 0.5 were once more used to calibrate the 
hyperbolic model.   
EQL site response analyses using non-homogenous profiles and different Vs-  adjusted 
target spectra: 
For the results presented in Section 6.2.4 and the previous set of analyses, the GMPE of 
Campbell and Bozorgnia (2008) was used to generate the various target spectra which 
were obtained for the shear-wave velocities of the various reference horizons.  However, 
the overall modification of the motions by the different layers amongst the soil columns 
of variable thickness was not represented.  To account for this, it was essential to modify 
the model using the Vs- 0 adjustment following the methodology summarised in Figure 
2.12.  The analysis was repeated for the Vs- 0 adjusted target spectra and new set of 
motions were selected using again the semi-automated procedure by Kottke and Rathje 
(2008a).  The motions employed and the corresponding results are presented in Section 
6.2.5.  
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EQL site response analyses using profiles of different soil class and different Vs-  
adjusted target spectra: 
The subsequent set of analyses, presented in Section 6.2.6, aimed to draw conclusions 
regarding the effect of reference velocity horizons in different soil classes.  The four 
profiles defined by Toro (1995), described in Section 4.1.2, were employed for this 
purpose.  Each of them was representative of a different soil class.  Equivalent linear 
analysis was carried out for a scenario with a magnitude equal to 7 and a Joyner-Boore 
distance equal to 25 km (Scenario 2).  The shear modulus reduction and damping curves 
employed in the analyses for each of the four Toro (1995) profiles are the ones  listed in 
Table 4.5. 
Reference depth selection based on the impedance contrast and stiffness of the profiles: 
Finally, Monte Carlo simulations were performed  randomising the shear-wave velocities 
of the four Toro (1995) profiles using the software STRATA (Kottke and Rathje, 2008b) 
following the principles described in Chapter 5. For the realisations the inter layer shear-
wave velocity correlation coefficient,        expressed by Equation 5.3 was set equal to 
0.8 and the standard deviation of the natural logarithms of the shear-wave velocities 
(     ) was set equal to 0.2.  
Equivalent linear analysis was performed for the randomised profiles as presented and 
discussed in Section 6.2.7.  Performing randomisations allowed for the identification of 
potential trends between the change in the stiffness and in the impedance contrast of the 
different profiles with the response.  Reviewing these trends and summarising the 
conclusions from the previous parametric analyses enabled to formulate two new 
methodologies, which can be used to select a reference velocity horizon for site 
investigation as well as a reference depth for site response analysis. 
6.2 Results  
Each of the analyses described in the former section are presented and discussed herein.  
These are presented with order of complexity starting with the simpler linear analyses for 
a homogenous profile and then moving on to step profiles and EQL and NL analyses.  
6.2.1 Linear site response analysis for different reference velocity horizons 
using homogeneous profiles  
The first set of results were obtained for different reference velocity horizons within the 
homogenous profile described in Section 6.1.  The different soil columns considered are 
plotted in Figure 6.2 and were analysed using linear site response analysis in the 
frequency domain.  Adopting this type of analysis allowed for the effect of resonance to 
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be more clearly identified.  Essentially the soil’s predominant frequency is a function of 
depth and stiffness (which is constant in this case) and therefore subject to change when 
different reference horizons are considered.   
Firstly, the transfer functions (TF), defined as the ratio of the acceleration Fourier 
Amplitude Spectra (FAS) between the surface and the base of each profile are reviewed.  
These were found to be identical for all records and each of the profiles considered with 
an example plotted in Figure 6.3.  
 
 
Figure 6.2 Schematic representation of the homogeneous profiles used in EQL analysis, H stands 
for thickness and   is the bulk unit weight 
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Figure 6.3 (a) Transfer functions (TF) and (b) TF  normalised with the predominant frequency  of 
each soil column for the homogeneous profiles with overall depths equal to 65 m (Profile 1), 35 m               
(Profile 2) and 16.5 m (Profile 3) 
 
It is noticed from Figure 6.3a that the position of the peaks varies depending on the 
reference horizon used, reflecting the predominant modes of each soil column.  This can 
be further demonstrated by normalising the transfer functions with the principal 
frequency of each of the soil columns.  The results are plotted in Figure 6.3b with the 
predominant frequency calculated in each case using Equation 6.3.  The parameter Vs in 
this relationship represents the constant shear-wave velocity of the profile and H is the 
overall profile’s thickness.  Evidently, normalising the transfer functions with the 
predominant frequency results in the TFs to overlap.  
  
  
  
 
6.3 
 
Since there is no stiffness degradation, the intensity of the input motions at the reference 
velocity horizons are mirrored in the intensity of the response spectra at the ground 
surface.  This is displayed in Figure 6.4 showing the surface spectral accelerations of 
record 51, with PGA equal to 0.026 g, which varies noticeably in relation to the 
corresponding spectra of record 1787, which has a PGA equal to 0.337 g (Figure 6.4b).  
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Figure 6.4 (a) 5% damped surface spectral accelerations for record 51 and (b) for record 1787 
for Profiles 1-3 
 
It is clear from Figure 6.4 that the spectral ordinates of the three profiles (Profiles 1 to 3) 
are influenced both by the intensity of the input motions, as well as by the choice of the 
reference horizon.  As shown before, the resulting predominant modes differ depending 
on the depth of the soil column considered.  Consequently, different ranges of the 
examined record are amplified for each profile as illustrated in Figure 6.5.  These plots 
indicate the different frequency ranges of Fourier amplitude spectra of accelerations on 
rock that are modified as represented by the surface FAS.  
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Figure 6.5 FAS of record 1787 at surface and at the reference horizon for (a) Profile 1 (b), 
Profile 2 and (c) Profile 3 
 
Furthermore, the differences in the surface response are also a function of the original 
frequency content of the records and the range of frequency reviewed.  This is 
demonstrated in Figure 6.6, which shows the differences in the amplified FAS between 
records 56 and 731 for Profile 3.  It is noted that the predominant period of Profile 3, 
equal to 0.157 s, is closer to the high-energy content of record 56 (Figures 6.6a and 6.6b).  
On the other hand, the frequency content of record 731 is concentrated at longer periods, 
away from the principal mode of the soil column (Figures 6.6c and 6.6d).  This can be 
also numerically verified by employing Equation 6.2.  Based on that relationship the 
spectral predominant period    of record 56 is found to be equal to 0.21 s i.e., the energy 
content of the input motion is concentrated at short periods and close to the predominant 
period of the soil column equal to 0.157 s.  On the other hand, the parameter    for 
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record 731 is equal to 0.697 s, which is further away from the principal period of the 
examined profile.  
 
Figure 6.6 (a) TF  and (b) acceleration FAS at the surface and bedrock level for record 56 (c) TF  
and (d) acceleration FAS at the surface and bedrock level for record 731 
 
Therefore, it can be concluded that the surface response, when considering different 
reference velocity horizons within a homogenous profile for linear site response analysis, 
will highly depend on resonant effects.  Depending on the frequency range considered, 
the surface spectral accelerations will vary with higher response being associated with 
the profiles having their predominant modes closer to the high energy content of the 
records.                                  
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6.2.2 Linear site response analysis for different reference velocity horizons and 
non-homogeneous profiles  
The effect of the selected reference velocity horizon in the surface spectral ordinates of a 
soil column is further examined for the case of the non-homogenous profiles described in 
Section 6.1.  These are plotted in Figure 6.7, with their shear-wave velocities and units 
weights listed in Table 6.2.  For the derivation of Pr35 and Pr16.5 the original Pr65 was 
truncated at the corresponding depths (i.e. at 35 m and 16.5 m respectively) and a 
reference velocity horizon, representative of varying reference velocity, V
t
s was assumed 
at the maximum thickness of each of the resulting  soil columns.   
 
Figure 6.7 Schematic representation of the non-homogeneous profiles used in EQL analysis  
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Table 6.2 Shear-wave velocities and bulk unit weights of Pr65 
Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m3) 
0-6 144 18 
9 159 18 
16.5 178 18 
18 193 19 
27 319 19 
35 444 20 
45 541 22 
55 593 22 
65 650 22 
(-) 750 24 
 
As established previously, the TF are independent of the input motions when linear site 
response analysis is employed (i.e., when there is no stiffness degradation) and depend 
on the characteristics of the examined soil profile.  This statement is further examined in 
Figure 6.8a for record no 51 (refer to Table 6.1) and the different non-homogeneous soil 
columns of Figure 6.7.  It is derived from Figure 6.8 that the TFs vary more prominently 
for the different reference horizons (i.e. overall thicknesses) considered than for the 
results of the homogeneous case (Figure 6.3).   
 
Figure 6.8 (a) Transfer functions and (b) individually normalised TF by the predominant 
frequency of profiles Pr65, Pr35 and Pr16.5 respectively using record no 51 
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The TFs are again normalised with the predominant frequency of each profile established 
using Equation 6.3.  The shear-wave velocity used in this instance represents the 
weighted average shear-wave velocity evaluated with Equation 6.4.  The term hi in this 
relationship represents the thickness of the individual layers and    their corresponding 
shear-wave velocities.  
          
     
   
 
6.4 
 
It is observed from the resulting Figure 6.8b that the TF do not line up beyond their first 
principal mode.  This can be explained by the fact that for non-homogenous profiles the 
different modes are also a function of the rate of change of the velocity with depth 
typically termed as heterogeneity (Gazetas, 1982, Vrettos, 2013). Different relationships 
have been developed associating this degree of varying velocity with the modes of a 
profile (Gazetas, 1982). In this case, by considering different non-homogenous profiles 
the various modes are dependant on the contribution of different shear-wave velocities at 
various depths.  Nevertheless, resonant effects will influence the final surface 
predictions, but the principal modes can only be approximated by directly using 
Equations 6.3 and 6.4.  
In addition to the more irregular change of the different modes, employing different 
reference velocity horizons for non-homogeneous profiles and linear analysis means that 
the motions are ultimately modified by different layers as they travel through the soil 
column.  This can be highlighted by reviewing both the acceleration FAS, as well as the 
5% damped acceleration spectral ordinates computed at the top of a common layer of 
profiles Pr65 and Pr35.  For these comparisons, layer no 4 positioned 16.5 m below the 
surface is selected.  The FAS and acceleration spectra at the top of this layer are 
evaluated for both cases (i.e., Pr65 and Pr35) for the same input motion, no 51, used 
before.  The differences in the response can be examined in Figure 6.9.   
It is observed from this plot that the FAS and acceleration spectra vary between the two 
profiles both in relation to their amplitude, as well as in respect to their frequency 
content.  These variations are decreasing for smaller frequencies with minor or no 
differences below 1.5 Hz.  The variations amongst the compared spectra are attributed to 
the fact that in the case of Pr65 the input motion is filtered by the additional layers 
extending from 35-65 m below ground level, which are not present in the case of the 
shorter Pr35.                                                                            
256 
 
 
Figure 6.9 (a) Acceleration FAS and (b) 5% acceleration response spectra at the top of layer 4 
within profiles Pr65 and Pr35 for record 51 
 
These differences are then translated to the 5% damped surface response spectra of the 
two profiles seen in Figure 6.10.  Similarly, to the spectra at the top of layer 4 seen in 
Figure 6.9b, the surface spectral accelerations of Pr35 (Figure 6.10) are lower across the 
moderate to high frequencies (1-100 Hz) in comparison to the spectral ordinates of the 
deeper profile.  The two spectra also vary marginally for frequencies smaller than 1 Hz.  
Therefore, in comparison to the homogenous case and in addition to resonance effects, 
the modification of the input motions by different layers, in the case of the non-
homogenous profiles, is also contributing to the final variations in the response when 
different reference velocity horizons are considered.  
 
Figure 6.10 5% damped surface spectral accelerations for Pr65 and Pr35 for record 51 
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The fact that the surface response of the two profiles examined appears insensitive to the 
change of the reference velocity horizon at frequencies smaller than 1 Hz is also an 
important observation.  It is subsequently investigated as to whether this could be 
potentially associated with certain characteristics of the profiles.    
The tool that is employed to achieve this is the quarter-wavelength approximation, which 
was originally introduced by Joyner et al. (1981) and was thoroughly discussed in 
Chapters 2 and 3.  By utilising the quarter-wavelength approximation, it has been shown 
in Section 2.2.1 that it is feasible to associate the different depths of a profile with 
various frequency ranges.  The main equations required for the application of the quarter-
wavelength are revisited.  
Firstly it is recognised that, the use of one quarter of a wavelength as the average depth 
agrees with the equation proposed by Roesset in 1970, according to whom the 
fundamental frequency,   , of a layer with average shear-wave velocity,      and 
thickness,     , over the halfspace is given by: 
   
    
     
 
6.5 
 
The previous relationship can be rearranged in terms of the depth resulting in: 
     
    
   
 
 
 
 
6.6 
 
In Equation 6.6,   represents the wavelength which is equal to 
    
  
.  
On the other hand, the average shear-wave velocity can be evaluated as the ratio of the 
depth, over the travel time, Stt.  The latter is the time that is required for the shear-wave 
velocity to reach that depth.  This is expressed by Equation 6.7.  
     
    
   
 
6.7 
 
Rearranging the previous relationship, again in terms of depth, results in Equation 6.8.  
Based on this function, the depth can be expressed as the product of the travel time and 
the average velocity.  
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             6.8 
 
In turn, combining Equations 6.5 and 6.7 results in Equation 6.9, which suggests that the 
travel time, Stt is equal to four times the inverse of the frequency.  
    
 
  
 
6.9 
 
Based on the previous relationships it is evident that a certain depth, corresponding to a 
unique average shear-wave velocity, can be associated with a unique travel time and 
successively with a particular frequency.    
This can be demonstrated by employing the quarter-wavelength approximation for the 
non-homogenous profile with original thickness equal to 65 m (Pr65).  It is assumed that 
the source is positioned 8 km below the surface and that it is described by a mass density 
and a shear-wave velocity equal to             
   and               respectively.  
Note that for the purpose of this exercise the same approach could have been adopted 
considering the maximum depth of the profile i.e., a depth of 65 m.  The shear-wave 
velocities of the profile between its base and the source are determined using the 
methodology of Cotton et al. (2006) which was described in Section 3.2 of Chapter 3.  
The generated profile, adopting this methodology is illustrated in Figure 6.11 with its 
shear-wave velocities and bulk unit weights listed in Table C6.1 of Appendix C.  
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Figure 6.11 Profile with its shear-wave velocities generated between 65 m-8 km using the 
methodology described by Cotton et al. (2006) 
 
The result of using the quarter-wavelength for this profile can be inspected in Figure 
6.12.  As observed from this plot the different frequencies can be directly correlated to 
different depths.  Indicatively, the depth of 65 m, which was the halfspace in the case of 
Pr65, corresponds to a frequency of 1.2 Hz.  This type of correlations between the depths 
and the frequencies will naturally be a function of the soil profile characteristics namely 
the shear-wave velocity, thickness and unit weight of its layers.  
 
Figure 6.12 Frequency-depth associations using the quarter-wavelength approximation  
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To further assess how the quarter-wavelength approximation can be adopted to inform on 
the expected surface ground-motions, the frequency of 1.2 Hz and the corresponding 
depth of 65 m seen in Figure 6.12 are related with the FAS at the surface and the rock 
level of Pr65 in Figure 6.13.  These were obtained using linear site response analysis in 
the frequency domain.  It is evident, that there are small changes between the rock and 
the surface FAS below the frequency of 1.2 Hz.  This is in agreement with Figure 6.12 
according to which, frequencies smaller than this value correspond to depths greater than 
65 m.  Therefore, it is suggested that a deeper profile would be required to capture more 
accurately the response of these deeper layers, i.e. the response of frequencies lower than 
1.2 Hz.  
 
 
Figure 6.13 Accelerations FAS at surface and rock level for the non-homogeneous profile Pr65 
with the quarter-wavelength frequency corresponding to 65 m depth 
 
Based on the previous simple example it is evident that any established or inferred soil 
profile can be transformed, i.e. correlate each of its layers and the different depths these 
correspond to with unique frequencies, using the quarter-wavelength approximation.  In 
essence, its different layers that correspond to unique depths can be associated with 
unique frequencies and the response at these ranges.  Based on this observation a 
methodology is formulated so that an informed decision can be made regarding the depth 
of site investigation extended to consider as part of this choice the soil profile stiffness 
and the characteristics of the proposed structure.  This methodology is described as 
follows.   
As a first step, the soil properties representative of any given site must be determined.  
These can be inferred based on the desk study (e.g. by consulting relevant geological 
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maps), which should ideally provide at least with some indication of the expected soil 
class.  If there is no sufficient information regarding the generic properties of a profile 
representative of the site then empirically derived profiles such as those developed by 
Toro (1995) can be employed.  These are representative profiles of different soil classes 
and hence the only prerequisite would be to select the Toro (1995) profile that best 
represents the soil class on site.   
The methodology by Cotton et al. (2006) is an approach that could be potentially adopted 
to generate any missing information with regards to the profile up to a reasonable depth.  
Following this, the generated profile can be used in conjunction with the quarter-
wavelength approximation so that a link between different frequencies and depths can be 
made, as per the previous example.   
The next step is to associate the predominant or critical frequency range, which is 
important to the proposed structure, with a depth.  This can be achieved using the 
frequency-depths plot, which was generated with the quarter-wavelength approximation 
as part of the previous step.  This would be in theory the depth that site investigation 
should subsequently provide information for.  It is recognised that in certain cases 
bedrock could be encountered at much shallower than anticipated depths.   
On many occasions, the budget or nature of the project could limit the depth for which SI 
can be preformed and the proposed depth by this methodology would not be a feasible 
option.  If the soil properties to the desired depth are inferred and in general, when 
limited SI is carried out, additional parametric uncertainty is introduced to the future 
analysis, which should be acknowledged and added to the predicted response.  Different 
methods that can be employed to introduce this additional uncertainty were proposed in 
Chapter 5.  The previous approach that can be adopted to select a reference depth for SI 
can be summarised as follows: 
 Establish the critical frequency of the proposed structure. 
 Review the available information obtained e.g., by a desk study.  Make an 
informed decision and infer representative soil properties or a generic site class.  
Empirically derived soil profiles representative of different soil classes can be also 
used (e.g., the profiles defined by Toro, 1995). 
 Use the preliminary soil properties in conjunction with the quarter-wavelength 
approximation (Boore and Joyner, 1997) and link the profile’s depths with different 
frequencies. Note that the greater the depth for which  information is obtained the 
smaller the parametric uncertainty introduced.  Therefore, when the soil-bedrock 
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interface is not encountered the properties below the maximum depth could be 
inferred based on local geology and the identified soil class. 
 Identify the depth of the profile corresponding to the predominant or critical 
frequency range of the structure and define this as the depth for which information 
must be obtained from site investigation (SI). 
Further demonstrations on the application of the quarter-wavelength approximation are 
provided in the following sections.  
6.2.3 Equivalent Linear site response analysis and different reference velocity 
horizons for the non-homogeneous  profiles  
Based on the results of the previous sections it is noted that the differences in the 
responses of the different profiles when using linear site response analyses and various 
reference velocity horizons were mainly explained by resonance effects.  Specifically the 
surface response depends on how close the predominant modes of the different profiles 
were to the dominant frequencies of the input motions.  Some of the differences in the 
response of the non-homogeneous profiles were also explained by the modification of the 
input motions by different layers and their impedance contrasts.   
These observations are further tested using the equivalent linear approximation for the 
records listed in Table 6.1.  The non-homogenous profiles Pr65 and Pr16.5 formerly 
presented in Figure 6.7 are again employed for this new set of analyses.  The nonlinear 
properties used within EQL site response analyses were explicitly described in section 
6.1.  
The obtained results are associated with strains ranging from 0.1% to 1% depending on 
the record considered.  The strain response of the two input motions no 51 and no 731, 
which were listed in Table 6.1, are reviewed in Figure 6.14 as representative examples of 
these two extreme strain levels.  It is noted from this plot that the resulting strains for 
Pr16.5 are considerably lower than the strains of the deeper profile.  This can be 
explained by reviewing the average periods of these two motions,     , from Table 6.1.  
These are equal to 0.98 s for record 51 and 1.09 s for record 731 respectively.  
Consequently, the predominant period of the thicker profile Pr65 (T1=0.62 s) is 
considerably closer to frequencies providing high energy content for the records than the 
shorter profile with the latter having a principal period equal to 0.157 s.   
The second observation from this set of plots is that there is little variation in the strain 
levels for depths greater than 20 m.  In order to explain this, the impedance contrasts 
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defined as the product of the bulk unit weight and shear-wave velocity of layer m+1 over 
the corresponding product of layer m is plotted in Figure 6.15.  
 
Figure 6.14 Maximum strains associated with the response of Pr65 and Pr16.5  for records 
(a) 51 and (b) 731 accordingly 
 
Figure 6.15 Impedance contrast of layer m+1 over layer m for Pr65 
 
Figure 6.15 shows that the first significant change in the impedance contrast occurs 
between 18-35 m depth.  A small change in the strains can be depicted at the analogous 
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depth in Figure 6.14.  Further strain increases are observed at 9 m and 16.5 m below the 
surface.  However, little change in the impedance contrast is noticed at these levels and 
hence the generated high strains are attributed to the reduced stiffness of these layers.  
Therefore, as expected, both the impedance contrast as well as the stiffness of the 
different layers effect the generated strains and the associated response.  This raises the 
issue as to whether particular layers of certain characteristics, for instance of particularly 
high impedance contrast, should generally not be omitted when site response analysis is 
conducted.  Therefore, the question is extended as to whether the maximum depth should 
be determined by the presence of such layers in addition to the quarter-wavelength 
consideration.  This will be further addressed in the following sections.  
The effect of the strain variation of Figure 6.14 in conjunction with the different 
reference depths is further assessed by reviewing the 5% acceleration response spectra of 
the examined profiles, Pr65 and Pr16.5, in Figure 6.16.  These were firstly evaluated at 
the top of layer 4 positioned 16.5 m below the surface.  This layer was once more 
selected, since in the case of Pr16.5 it coincides with its halfspace.  Therefore, the 
examined response spectra at this level for the shorter profile (Pr16.5) corresponds to the 
spectra of the unmodified input motions.  Subsequently any differences with Pr65 at this 
level can be directly related to the modification of the input motions by the deeper layers 
between 16.5-65 m, which are not present in the case of Pr16.5 and by resonance effects.   
The differences between the spectral ordinates of the two profiles are established using 
the root-mean-square-error formerly defined by Equation 4.3, which is provided again 
here for ease of reference.   
      
 
np
  ln a r   ln a r      
np
i  
 
6.10 
 
The parameter    is the number of periods considered and          and            are 
the natural logarithms of the spectral accelerations of profiles Pr65 and Pr16.5 
respectively.  
The RMSE is evaluated between frequencies 2 Hz and 100 Hz, which correspond to the 
layers between the surface and 20 m depth, as suggested by Figure 6.12.  These are the 
layers which are associated with the highest levels of strain (refer to Figure 6.14).  
Focusing on the response of the top 20 m means that the calculated RMSE values are 
more representative of the effect of the resulting strains.  
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Figure 6.16 5% damped spectral accelerations of Pr65 and Pr16.5 on top of layer 4 (a) for 
record 51 and (b) for record 731  
 
Consequently, the evaluated RMSE at the top of layer 4 for the record no 51 and no 731 
for the selected frequency range are equal to 1.22 and 0.83 respectively.  The same 
approach is adopted for the response spectra of the two profiles at the surface level.  
These are plotted in Figure 6.17.  The evaluated RMSE between the surface spectra are 
equal to 0.48 for record 51 and 0.18 for record 731 accordingly.  Therefore, due to the 
occurring strains lower values of RMSEs, indicating smaller differences between the 
spectra, are observed at the surface.  Therefore, it is suggested that the differences 
between the response of the two soil columns are reduced due to occurring strains.   
 
Figure 6.17 5% damped surface spectral accelerations of Pr65 and Pr16.5 (a) for record 51 and 
(b) for record 731 
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More explicitly, the RMSE values between the surface spectral ordinates for record 51 is 
almost halved in comparison to the RMSE value between the spectral ordinates on top of 
layer 4.  The reduction is even greater for record 731, for which higher levels of strain 
are generated.  From this analysis, it is concluded that the differences in the responses 
between Pr65 and Pr16.5 at the top of layer 4 are mainly attributed to the modification of 
the motions by different layers and by resonance effects as explained before.  The strain 
levels for these layers are smaller than 0.1% and therefore have a secondary contribution 
to the results.  On the other hand, the variations between the surface spectra of the two 
soil columns, as denoted by the RMSE values, are decreased when the upper few layers, 
which are associated with strain levels greater than 1% are considered.  This indicates 
that the magnitude of difference amongst profiles of various reference velocity horizons 
can also be strain dependant. 
According to the evaluated RMSEs and based on Figure 6.14 the top layers of the 
particular profile dominated the response.  This implies that the selection of the reference 
velocity horizon within deeper stiffer layers of small impedance contrast could have less 
significant impact on the resulting surface spectra when a particular frequency range is of 
interest.  This could potentially provide a guide regarding the selection of a reference 
velocity horizon for site response analysis, for a given soil class.  It is paramount to 
further establish whether this statement holds for profiles of different stiffness and for 
different levels of strain before establishing a methodology.  
6.2.4 Equivalent Linear and Nonlinear site response analysis for different 
reference velocity horizons, the non-homogeneous profiles (Pr65, Pr35 and Pr16.5) 
and input motions based on different target spectra 
It was concluded from the previous results that the surface ground-motions can vary 
significantly when different reference horizons are considered within non-homogeneous 
profiles.  These input motions were selected based on their PGA (low and high intensity 
motions) and therefore did not reflect the rock hazard and target rock shear-wave 
velocity at the different reference depths as per standard practice.  Attempting to mitigate 
the observed variations in the surface response spectra amongst the soil columns, a more 
rigorous procedure is adopted in this section.  As explained in Section 6.1 this involves 
the generation of different target spectra for a scenario of M=7 and RJB=95 km (Scenario 
1) and a scenario of M=7 and RJB=25 km (Scenario 2) using the GMPE of Campbell and 
Bozorgnia (2008).  These magnitude-distance combinations are chosen so that moderate 
and strong nonlinear response is generated following the procedure described in Chapter 
4.  Based on Equation 4.4, for the GMPE of Campbell and Bozorgnia (2008) and a 
Vs30=420 m/s (representative of Pr65) the maximum anticipated strains are equal to 
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0.011% (PGV=4.76 cm/s) and 0.034% (PGV=14.20 cm/s) for Scenario 1 and 2 
respectively.  These are plotted in Figure 6.18 along with the linear cyclic and volumetric 
shear strain thresholds as defined by Vucetic (1994).  These were evaluated using Figure 
2.28 for PI=0%.  
 
Figure 6.18 Strains corresponding to Scenario 1 and 2 plotted with the shear strain thresholds of 
Vucetic (1994) and the shear modulus reduction curves for Pr65  
 
Based on Figure 6.18 moderate nonlinear response is expected for Scenario 1 with the 
G/Gmax ratios taking values between 0.7 and 0.9.  On the other hand, stronger nonlinear 
response is anticipated for Scenario 2 with the G/Gmax ratios taking values between 0.4 to 
0.6.  Based on the findings of Chapter 4 for weak to moderate nonlinear response EQL 
and NL analysis will give analogous predictions.  Hence, for Scenario 1 only EQL 
analysis will be considered.  On the other hand, both EQL and NL analysis will be 
performed for Scenario 2. 
Scenario 1 
Firstly, different suites comprising of ten records were matched to each of the target 
spectra which were generated for Scenario 1 and the different reference velocity horizons 
of Pr65, Pr35 and Pr16.5 (refer to Figure 6.7).  The semi-automated procedure by Kottke 
and Rathje (2008a) was employed to select the suites of input motions.  The median of 
the records and their associated standard deviations for Scenario 1 are plotted in Figure 
6.19 versus the median and standard deviations of the different target spectra.  The 
selected records, their PGAs, scaling factors and description are listed in Tables C6.2 to 
C6.4 in Appendix C.  
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Figure 6.19 (a) Geometric mean of the input motions and (b) their corresponding variability  
compared to the median and standard deviation of the target spectra at 65m, 35m and 16.5m  for 
Scenario 1 
 
It is apparent from Figure 6.19 that the input motions selected for each of the examined  
profiles vary noticeably along the whole frequency range.  This partially explains some 
of the variations observed in the resulting surface response spectra of the different 
profiles, which are illustrated in Figure 6.20.  In addition to the initial variations of the 
input motions, and as discussed in the former sections, some of the observed differences 
in the obtained response spectra can be explained by the modification of different parts 
of the motions by each profile depending on their predominant modes.  Furthermore, the 
resulting amplification functions are dependent on the properties of different number of 
layers amongst the three soil columns. 
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Figure 6.20 Geometric mean of the 5% damped acceleration response spectra at surface level for 
Pr65, P35 and Pr16.5 for Scenario 1 and EQL analysis 
 
The results of Scenario 1 are also employed to test how the quarter-wavelength 
amplification is performing when equivalent linear site response analysis is conducted.  
The frequencies corresponding to the base of each profile are firstly retrieved from 
Figure 6.12 and are plotted against the surface and rock acceleration FAS for a single 
record.  The results for each of the three non-homogenous profiles can be inspected in 
Figure 6.21. 
A variation in the surface acceleration FAS below the quarter-wavelength frequency is 
observed in relation to the rock FAS.  Focusing on the deepest of the profiles and 
referencing Figure 6.12, it is recognised that the maximum depth of Pr65 is related to a 
frequency of 1.2 Hz; also plotted in Figure 6.21a.  Subsequently it would be expected 
that the response of frequencies smaller than 1.2 Hz, associated with greater depths, 
would remain unaltered for this profile and the rock and surface FAS would be 
indistinguishable.  This is not the case and although these differences are quite small, 
they are still investigated.  
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Figure 6.21 Acceleration FAS at rock and surface levels for a single record showing also the 
frequency corresponding to the base of (a) Pr65(a), (b) Pr35(b) and  (c) Pr16.5 based on the 
quarter-wavelength approximation 
 
These variations can be partially attributed to the fact that the transfer functions have a 
non-zero bandwidth, which is not accounted for when employing the quarter-wavelength 
approximation.  In essence, the resonant peaks, which are centered to the quarter-
wavelength frequencies identified, are not infinitely narrow.  Therefore, certain 
differences, amongst the predicted frequencies using the quarter-wavelength 
approximation and the resulting resonant frequencies, should be expected.  
In addition, part of these variations is also related with the fact that the quarter-
wavelength results were obtained using the elastic soil properties of the profile.  The 
previous records were associated with moderate nonlinear response with an associated 
stiffness degradation.  To further assess this, the quarter-wavelength is re-applied using 
the equivalent linear shear-wave velocities of Pr65.  These are plotted in Figure 6.22. 
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It is noticed from this plot that the revised frequency corresponding to the base of the 
equivalent linear properties of the profile is equal to 0.89 Hz.  This is found to be a more 
representative threshold below which only minor changes between the surface and rock 
FAS occur.  This is demonstrated by re-plotting Figure 6.21a as Figure 6.23 showing the 
rock and surface FAS in conjunction with the linear and equivalent quarter-wavelength 
frequencies.  
 
 
 
Figure 6.22 Quarter wavelength approximation applied to the linear and equivalent linear 
properties of Pr65 
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Figure 6.23 Acceleration FAS at rock and surface level for Pr65 with the quarter-wavelength 
frequency using the linear and the equivalent linear properties of the profile.  The  pink and the 
blue lines represent the quarter-wavelength frequencies corresponding to the linear and the 
nonlinear soil properties accordingly  
 
Therefore, when equivalent linear or non-linear site response analysis is carried out the 
quarter-wavelength approach can only be used as a crude approximation to associate the 
depth of a profile with the anticipated response of different frequencies.  It becomes 
apparent that the stronger the nonlinearity and the subsequent stiffness degradation, the 
greater the shift of the equivalent travel time conversions to smaller frequencies will be 
and hence the larger their deviation from the linear travel time predictions will be.  
Scenario 2 
The surface spectral accelerations for Scenario 2 were also reviewed for Pr65, Pr35 and 
Pr16.5.  The target spectra for this scenario and each reference velocity horizon 
considered are plotted in Figure 6.24.  Both EQL and NL analyses are performed for the 
records listed in Tables C6.5 to C6.7 of Appendix C.  The observed variations in the 
target spectra of Figure 6.24 are generally mapped in the differences of the surface 
spectral accelerations, as demonstrated in Figure 6.25a. 
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Figure 6.24 Target spectra for high strain Scenario 2 
 
 
Figure 6.25 Geometric mean of the 5% damped surface spectral accelerations for Pr65, Pr35 and 
Pr16.5 using (a) EQL and (b) NL site response analysis 
 
The results of the high strain scenario are also assessed by using NL site response 
analysis with the modified Kodner and Zelasco (MKZ) model, as described in Section 
6.1 (Figure 6.25b).  The same target spectra and input motions as in the case of the EQL 
analysis are employed.  Using the NL site response analysis enabled to investigate 
whether the previous results were biased by the use of the EQL approximation. 
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It is observed from Figure 6.25b that similar differences amongst the surface response 
spectra of the three profiles are present for the NL site response analysis as for the EQL 
analysis.  Both methods of analysis seem to suggest the same sensitivity in their results 
when different reference velocity horizons are employed for Scenario 2.  Therefore, the 
EQL approximation, which is also the most computationally efficient of the two 
approaches, will be exclusively employed in the subsequent series of analyses.  
The differences in the surface response spectra of the three profiles observed in both 
Scenarios for either the EQL or the NL site response analyses were attributed mainly to 
the variations of the input motions and their modification by different soil layers.  The 
different target spectra were generated by directly using the ground-motion prediction 
equation of Campbell and Bozorgnia (2008) considering only the rock shear-wave 
velocities of each profile.  Therefore, they were intrinsically expressing the 
amplifications and upper frequency spectral decay    of the dataset used to develop the 
model rather than the amplifications and spectral decay of the specific profiles.  In order 
to overcome this issue the target spectra need to be further modified employing the Vs-   
adjustment described in Chapters 2 and 3.  The effect of using adjusted target spectra as 
part of the record selection is discussed in the following section.   
6.2.5 Equivalent Linear site response analysis for different reference velocity 
horizons, the non-homogeneous profiles Pr65 and Pr16.5 and input motions selected 
using Vs- 0 adjusted target spectra 
As mentioned before, the use of unmodified target spectra resulted in considerable 
variations in the selected input motions for the different soil profiles, which were then 
mapped to the differences of the resulting surface response spectra.  To overcome this 
and in order to employ target spectra representative of the specific soil columns the Vs- 0 
adjustment is considered in this section.  
Only two of the previous three profiles are examined, namely the profile with overall 
thickness equal to 65 m (Pr65) and the profile with overall thickness equal to 16.5 m 
(Pr16.5).  It was noted in the previous section that the responses of these two profiles had 
the greatest variations amongst the three soil columns.    
Firstly, the shear-wave velocities at the reference horizons of profiles Pr65 (750 m/s) and 
Pr16.5 (193 m/s) are assumed to represent two outcrop values in two positions in the 
target region, as demonstrated schematically in Figure 6.26.  It is also observed from this 
plot that the profiles are identical below a certain depth.  Consequently, the AF and the  0 
parameters should be common below this level and that should be reflected in the 
adjusted target spectra.  
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Figure 6.26 Schematic illustration of the generated profiles 
 
The shear-wave velocities of the profile with Vs
t
=750 m/s (abbreviated hereafter as 
Pr65e) seen in Figure 6.26 were generated using the methodology of Cotton et al. (2006) 
presented in Section 3.2.  For the profile with Vs
t
=193 m/s (abbreviated hereafter as 
Pr16.5e) the same methodology was adopted, but for depths greater than approximately 
50 m.  The layers of Pr16.5 between 16.5 m and approximately 50 m represented the 
shear-wave velocities seen in Table 6.2 (depths 16.5-65 m and shear-wave velocities 
between 193 m/s-750 m/s).  Both profiles extended to an assumed source level 
positioned 8 km below the ground level.  The differences of the abovementioned soil 
columns with the generic soft rock profile of Boore and Joyner (1997) can be seen in 
Figure 6.27.  The Boore and Joyner (1997) profile is assumed to best describe the host 
region.  This profile is considered representative of the host region as it has been 
established using extensive borehole data from the Western Northern America.  This is 
the same active tectonic region for which the adopted model of Campbell and Bozorgnia 
(2008) was developed for.  
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Figure 6.27 Generated profiles for the examined target region using the Cotton et al. (2006) 
methodology along with the generic soft rock profile by Boore and Joyner (1997) 
 
The quarter-wavelength amplifications were applied using these shear-wave velocities 
and assumed bulk unit weights (these can be retrieved from Table C6.8 and C6.9 in 
Appendix C) as described in Chapters 2 and 3.  The source at 8 km depth is characterised 
by a shear-wave velocity and a bulk unit weight equal to              and    
           respectively.  The resulting amplifications can be seen in Figure 6.28.  
Based on this plot which shows the amplifications of each profile, the AF of Pr16.5e is 
most significant.  This is consistent with Figure 6.27 that indicates that Pr16.5e consisted 
of layers of lower shear-wave velocity than the other two soil columns.   
 
Figure 6.28 Quarter-wavelength amplifications for the target and host profiles  
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Secondly, the upper frequency spectral decay parameters  0 were established using 
Equation 2.36 for the target rock shear-wave velocity Vs
t
 at each of the considered 
reference horizons.  The different values for the host and target region using this process 
are listed in Table 6.3. 
Table 6.3 Host and target    values 
Reference velocity 
horizon depth 
Target shear-wave 
velocity Vs
t
 
 0 
65 m 750 m/s 0.030 
16.5 m 193 m/s 0.100 
Host region 620 m/s 0.036 
 
As a next step the target spectrum for the host region, Scenario 2 and a Vs
t
=620 m/s 
(average shear-wave velocity of the top 30 m of the generic soft rock profile by Boore 
and Joyner, 1997) was evaluated and inverted to its corresponding FAS using inverse 
random vibration theory (refer to Section 2.2.1).  The site terms defined using Equation 
2.42, for the  0 values of Table 6.3 and the amplifications seen in Figure 6.28 were 
established.  Then the FAS of the inverted GMPE for the host region was multiplied by 
the ratio of the target and host site terms based on Equation 2.43 which is provided again 
below for easy of reference.   
           
     
     
 
6.11 
 
Accordingly to the previously defined terms the         and     are the adjusted and 
original FAS (for the host region) of the GMPE respectively and       and       are the 
site components of the target and the host region respectively.  These parameters are 
plotted for each of the soil columns in Figures 6.29 and 6.30.   
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Figure 6.29(a) Host and target FAS based on IRVT and (b) host and target site terms G(f) for 
Pr65e 
  
Figure 6.30(a) Host and target FAS based on IRVT and (b) host and target site terms G(f) for 
Pr16.5e 
 
Subsequently, the adjusted FAS using the previous site terms for each profile are 
transformed to response spectra using random vibration theory.  The final adjusted target 
spectra are compared in Figure 6.31 against the response spectra that are obtained using 
the unadjusted GMPE of Campbell and Bozorgnia (2008) for the same scenario and rock 
shear-wave velocities at each reference depth.   
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Figure 6.31 Target spectra for Pr65e and Pr16.5e and their Vs-    adjusted spectra 
 
The Vs-   adjusted spectrum of Pr16.5e is associated with considerable lower 
amplitudes in the upper frequency range (>2 Hz) in comparison to the corresponding 
unadjusted spectrum for the same profile.  On the contrary, the Vs-   adjustment has a 
nominal effect, predominately in the upper frequency range, of the Pr65e spectrum.  
These changes are representative of the changes noted in Figures 6.29 and 6.30 amongst 
the target and host FAS and site terms.  
In order to further assess how the use of the Vs-  0 adjusted target spectra can effect the 
response, they are used in conjunction with the semi-automated procedure of Kottke and 
Rathje (2008a), and new suites comprising ten records are selected.  These are listed in 
Table C6.10 and C6.11 in Appendix C.  The 5% damped geometric mean of the resulting 
acceleration spectra for these motions at surface level are plotted in Figure 6.32a.  These 
are compared against Figure 6.32b, which shows the surface response spectra obtained 
using the unmodified target spectra as discussed in Section 6.2.4.  
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Figure 6.32 Comparison of 5% damped acceleration spectra on the surface level using (a) Vs-  0 
adjusted target spectra and (b) unmodified target spectra  
 
As demonstrated in Figure 6.32a using the Vs- 0 modified target spectra resulted in 
noticeable smaller variations in the surface predictions of the two profiles for frequencies 
lower than 2 Hz.  Therefore, the selected input motions and subsequently the surface 
response spectral ordinates are a more accurate representation of the response of the 
common layers between the two soil columns.  This was not the case when the 
unmodified target spectra were used as part of the analysis as illustrated in Figure 6.32b.  
The response is then effected, as in the previous cases, by the modification of the 
motions by different layers and by resonance effects driven by the overall thickness of 
each soil column.   
Since the nonlinearity in the response is strongly related to the input motions propagated 
through the soil columns, the target spectra used in their selection becomes an important 
aspect of the analysis as demonstrated in this section.  Using un-modified target spectra 
and different reference velocity horizons as part of 1D site response analysis will result 
in selecting motions that are not representative of the specific profile examined.  
Subsequently the surface response spectra associated with a soil column and different 
reference depths will vary even for frequencies corresponding to common layers.  
6.2.6 Equivalent Linear site response analysis for different reference velocity 
horizons, profiles of different soil classes and input motions selected using Vs- 0 
adjusted target spectra 
As seen it was in Section 6.2.5, the use of Vs-  0 adjusted spectra, as part of EQL site 
response analysis, influenced the selected input motions and successively the surface 
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spectral accelerations based on the characteristics of the examined profiles.  The previous 
observations are further tested for a set of different soil columns.  The four profiles 
examined are the soil columns defined by Toro (1995) with their shear-wave velocities 
presented in Table 4.4.  These profiles were representative of Vs30<180 m/s, 180 m/s 
 Vs30<360 m/s, 360 m/s  Vs30   750 m/s and Vs30 >750 m/s respectively.  Their shear-
wave velocities and the corresponding association of their depths with frequencies using 
the quarter-wavelength approximation, can be seen in Figure 6.33.  As noted from Figure 
6.33a, the velocities of these profiles are varying gradually with no abrupt changes.  
Different reference velocity horizons are selected within each of the four soil columns.  
The different depths considered represent the maximum depth of the profiles (depth for 
academic research), a 50 m depth (extensive depth for site investigation) and a 30 m 
depth (typical depth for site investigation).  For the stiffest and shallowest profile with 
Vs30>750 m/s the reference depths selected in the analyses corresponded to 53 m 
(maximum depth of the profile), 30 m and 20 m below the surface respectively driven by 
its original maximum thickness.  
 
Figure 6.33(a) Profiles by Toro (1995) and (b) their depth frequency associations using the 
quarter-wavelength approximation 
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Each of the velocity profiles are again extrapolated to a source depth, which is positioned 
8 km below the surface.  The shear-wave velocities below the maximum established 
depths of the profiles were once more established using the methodology by Cotton et al. 
(2006).  The source is described by a shear-wave velocity and a bulk unit weight equal to 
            and             
  respectively.   
Using the previous parameters, the first set of results were obtained for the Toro (1995) 
profile representative of the soil class with Vs30 greater than 750 m/s.  Different target 
spectra were once again generated for the different reference horizons, which were 
adjusted using the Vs- 0 modification.  A scenario representative of M=7 and RJB=25 km 
and     as a continuation of the analyses presented in Section 5.3.5 was considered 
(the same scenario is adopted for the remaining soil classes).  
The corresponding values of  0 for each of the reference depths are listed in Table 6.4 
and were once again established using Equation 2.36 for the corresponding shear-wave 
velocities at each reference depth.  On the other hand, the quarter-wavelength 
amplifications were evaluated using Equation 2.24, the shear-wave velocities of the 
profiles plotted in Figure 6.33, and assumed bulk unit weights with depth.  
Table 6.4  0 values for Vs30>750 m/s 
Reference velocity 
horizon 
Target shear-wave 
velocity Vs
t
 
 0 
53 m 1500 m/s 0.013 
30 m 1380 m/s 0.015 
20 m 1260 m/s 0.017 
 
Similarly to the previous section different suites of motions consisting of ten records 
were selected for each reference depth, adjusted so that they matched the corresponding 
Vs- 0 modified target spectra.  This was carried out by employing the semi-automated 
procedure of Kottke and Rathje (2008a).  These motions, which are listed in Table C6.12 
to C6.14 of Appendix C were propagated through the soil columns and the resulting 5%-
damped surface spectral accelerations can be seen in Figure 6.34.  
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Figure 6.34 Geometric mean of the 5% damped surface spectral accelerations for the profile with 
Vs30>750 m/s 
 
It is observed from the previous plot that the response is shifted to higher frequencies as 
the reference depth considered reduces.  The reduction of the soil column’s depth 
increases the predominant frequency and naturally shifts the peak surface accelerations 
and the overall response spectrum to higher frequencies (frequency migration).  This can 
be further illustrated by reviewing Figure 6.35, which shows the spectral amplification 
functions between the surface and rock level for each of the reference depths considered.   
Based on Figure 6.35 the different modes (based on the converged equivalent linear soil 
properties) of the AF are progressively being shifted to higher frequencies as the overall 
thickness reduces.  The different peaks in the AF can then be directly related to the 
various peaks in the corresponding surface response spectra in Figure 6.34.  It must be 
also noted that the maximum strains for these analyses were smaller than 0.02%.  
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Figure 6.35 Amplification functions defined as the ratio of  the spectral accelerations at surface 
and rock level for the Toro (1995) profile with Vs30>750 m/s and for different reference velocity 
horizons 
 
The response of the remaining profiles of the different soil classes is also assessed when 
different reference depths are considered.  The various reference velocity horizons 
reviewed and their corresponding shear-wave velocities and  0 values are listed in Table 
6.5.  The resulting geometric mean of the 5% damped surface spectral accelerations for 
the remaining three soil classes and the individual spectral amplification functions for 
each reference horizon can be seen in Figures 6.36 to 6.38, whereas the records 
employed in each case are listed in Tables C6.15 to C6.23 of Appendix C.   
Table 6.5 Reference velocity horizons, their shear-wave velocities and  
   values for the remaining three the soil classes defined by Toro (1995) 
 
Soil class 
Depth of reference 
velocity horizon within 
the profile 
Vst (m/s)    
 
360 m/s<Vs30<750 m/s 
130 m 1152 0.020 
50 m 937 0.022 
30 m 837 0.026 
 
180 m/s<Vs30<360 m/s 
230 m 756 0.028 
50 m 413 0.051 
30 m 391 0.058 
 
Vs30<180 m/s 
110 m 435 0.051 
50 m 289 0.079 
30 m 229 0.100 
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Figure 6.36 (a) 5% damped surface spectral accelerations and (b) spectral amplification 
functions for the soil class with 360 Vs30 750 m/s 
 
 
Figure 6.37 5% damped surface spectral accelerations(a) and amplification functions (b) for the 
soil class with 180 m/s Vs30<360 m/s 
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Figure 6.38 5% damped surface spectral accelerations(a) and amplification functions (b) for the 
soil class with Vs30<180 m/s 
 
Similarly to the stiffer soil class, the peaks of the surface response spectra and the 
corresponding peaks of the AF for each of the soil columns are shifted to higher 
frequencies as the overall thickness reduces.  The amount by which the response is being  
shifted as well as the amplitudes of the AF depend on the individual profiles and their 
corresponding shear-wave velocities at the different reference depths.  It is therefore 
evident from these plots that the surface response can be associated with resonant effects.  
By indentifying the different frequencies corresponding to each of the selected reference 
depths in Figure 6.33, it is also apparent that the quarter-wavelength approximation only 
provides an estimate of the actual position of the peaks with their position being 
particularly sensitive to the arbitrary choice of depth.  The quarter-wavelength cannot be 
used to predict any multiple reflections of waves which is in essence captured by 1D site 
response analysis (Douglas et al., 2009). 
The analyses are repeated with the motions treated as “outcrop”, i.e., motions recorded at 
the surface.  Consequently, at each reference horizon the motions are modified in 
addition to the scaling factors indicated in the corresponding Tables.  This additional 
adjustment incorporates the impedance contrast between each “bedrock” level and the 
layers above.  The resulting 5% damped spectral amplifications for the new input 
motions for each profile can be inspected in Figure 6.39.  
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Figure 6.39 5% -damped spectral accelerations between surface halfspace for the profiles 
representative of (a) Vs30>750 m/s (b) 360 m/s Vs30  750 m/s(c) 180 Vs30<360 m/s and (d) 
Vs30<180 m/s 
 
Similarly to the previous analyses, where the motions were treated as motions recorded 
at depth (option “within”) the AF are shifted to higher frequencies as the reference depth 
reduces.  This shift is also depicted in the surface spectral accelerations as illustrated in 
Figure 6.40.  These appear to be smoother than the previous analyses but there is again 
some association of the peak response with the peak of the AF.  Due to the reduction of 
the resulting strains by treating the motions as “outcrops” as opposed to the option 
“within” the shift in these peaks appear to be less prominent.  
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Figure 6.40 5% -damped surface spectral accelerations for the profiles representative of (a) 
Vs30>750 m/s (b) 360 m/s Vs30  750 m/s(c) 180 Vs30<360 m/s and (d) Vs30<180 m/s 
 
Based on the previous results, for profiles with low impedance contrast (e.g., in the case 
of the Toro (1995) profiles), the reference depth for site response analysis could be 
selected by reviewing their predominant mode, as the response will be dominated by 
resonant effects.  The minimum depth of the profile could then correspond to the 
predominant or a higher mode (e.g. f1soil) that captures the smallest frequency of interest 
for the proposed structure.  An indication of the predominant modes of the soil column 
can be obtained by using simple relationships such as Equation 6.3 or the quarter-
wavelength approximation. 
It is appreciated that the position of the different modes of any profile will be shifted 
depending on the degree of the induced non-linearity and the consequent frequency 
shortening.  This shift can be crudely anticipated using for instance the methodology 
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presented in Section 4.1.  The actual degree of non-linearly and the resulting degradation 
should be further reviewed post site response analysis.  The resulting amplification 
functions can be assessed following the analysis ensuring that the selected reference 
depth resulted in equivalent frequencies that were close or equal to the critical frequency 
or smallest frequency of interest of the proposed structure.  
Although this approach can be employed for profiles characterised by small impedance 
contrasts, profiles comprising layers with sharp shear-wave velocity changes must be 
also considered.  To further assess this, random profiles are generated around the four 
Toro (1995) profiles using Monte Carlo simulations and the properties described in 
Section 6.1.  The results are presented in the following section.  
6.2.7 Reference depth selection given the impedance contrast and stiffness of the 
profiles  
For each of the four Toro (1995) soil columns, 1000 random profiles were generated and 
each was analysed using the input motions listed in Tables B5.2 to B5.5 of Appendix B 
as a continuation of the analyses presented in Chapter 5.  Two options are considered in 
the application of the input motions in the following series of analyses.  Firstly, these 
were treated as “within” i.e., motions recorded at depth.  These were applied at each 
reference depth using only the scaling factors indicated in the corresponding Tables in 
Appendix B.  For the second application of the motions these were treated as “outcrop” 
and therefore they were considered as motions recorded at the surface.  Consequently, 
the motions were further adjusted at each reference depth, in addition to the original 
scaling, to account for the impedance contrast between the “bedrock” level and the layers 
above.  
In order to quantify the change in the response when the impedance contrast and the 
stiffness vary two parameters are employed.  The first parameter, named   was presented 
in Chapter 5 and is descriptive of the change of the average shear-wave velocity of the 
top 30 m weighted by the average layer thickness of any of the randomly generated 
profiles in relation to the Toro (1995) profiles.  This was expressed by Equation 5.18, 
which is provided again below for ease of reference.  
  
     
 
     
  
6.12 
 
In the previous relationship      
  and      
  represent the average shear-wave velocity 
weighted by the average layer thickness of any of the randomly generated profiles and 
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the average shear-wave velocity of the corresponding Toro (1995) profiles with respect 
to the top 30 m.  
In turn, the weighted average shear-wave velocity can be evaluated using Equation 6.13 
depending on the thickness of the individual layers   , found in the top 30 m and their 
shear-wave velocities    .  
     
  
  
 
  
   
    
 
6.13 
 
A second parameter called,   is introduced here and attempts to capture the overall 
change of the impedance contrast.  This is defined by Equation 6.14.  
  
  
  
 
6.14 
 
In the previous relationship    measures how abruptly the shear-wave velocities are 
changing within each of the randomly generated profiles in relation to the analogous 
property    evaluated for each of the Toro (1995) profiles.  These can be in turn 
established by using Equation 6.15.  
     
             
   
        
6.15 
 
In the previous relationship the terms      ,    stand for the shear-wave velocities of 
layers i+1 and i whereas    represents the thickness of layer i.  These are evaluated 
between all successive layers within a given profile of overall thickness H. 
The use of the absolute in the difference of the shear-wave velocities ensures that this 
parameter is descriptive of the “step” created by the change of the shear-wave velocities.  
Therefore, the focus is being shifted from whether the shear-wave velocity increases or 
decreases to how abruptly this is taking place.  The change in the shear-wave velocities is 
also weighted by the thickness of the layer at each examined depth in relation to the 
overall thickness of the profile H.  This newly introduced parameter is regarded as a 
measure of the impedance contrast within the profiles and will be referred to as such 
hereafter.   
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The parameters   and   were evaluated for each of the randomly generated profiles and 
then they were correlated with the logarithmic ratio of their amplification functions 
(geometric mean of the AF between the ten records of each of the profiles) normalised by 
the geometric mean of the AF of the corresponding Toro (1995) profiles for each soil 
class (i.e, 1000 ratios are obtained).  With this approach, it is attempted to link the 
change in the AF with the change in the impedance contrast and the stiffness of the 
profiles respectively.  
The first set of results for the Toro (1995) profile with Vs30>750 m/s can be reviewed in 
Figure 6.41, where the motions are treated as motions recorded at bedrock depth (i.e., the 
option “within” is used in the analyses).  As indicated in Figure 6.41a the parameter   is 
positively correlated (correlations equal to approximately 0.3) with the ratio of the 
amplification functions between frequencies 0.2-5 Hz.  The correlations further reduce 
for frequencies greater than 5 Hz and become particularly weak ranging from zero to -
0.1.  These plots suggest that there is no strong correlation between the parameter   and 
the change in the AF for the examined soil column. 
 
Figure 6.41 (a) Correlation coefficients between the parameter   and (b)    with the ratio of the 
AF of the random and the Toro (1995) profile for Vs30>750 m/s,      =0.2, motions treated as 
“within” 
 
The positive correlations of   denote that an increase or decrease in the impedance 
contrast within a profile is associated with an increase in the amplifications at low 
frequencies and a reduction in the high frequency ranges (negative correlations).  This 
can be explained by the fact that the impedance contrasts are amongst other factors- such 
as the stiffness of the different layers, resonance and intensity of input motions- 
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associated with the resulting strains for a given analysis.  Therefore the increase in the 
values of the parameter  , within a profile will result in larger strains.  Stronger stiffness 
degradation i.e. lower converged shear-wave velocities of the different layers of the soil 
profile will be predicted by the analysis.  Frequency shortening will take place as the 
equivalent predominant frequency of the soil is a function of its degraded shear-wave 
velocities.  The response will be shifted to lower frequencies.  This is schematically 
demonstrated in Figure 6.42.  This plot shows the shift in the equivalent predominant 
frequency of the soil profile fo, to a smaller frequency fo', (frequency shortening) when 
the impedance contrast denoted by the increase in the parameter   occurs.  
 
 
 
 
 
 
 
 
 
Figure 6.42 Schematic representation of the effect of impedance contrast on the AF 
 
The correlations between the parameter   and the ratio of the amplification functions are 
also examined in Figure 6.41b.  It is observed from this plot that an increase in the 
parameter  , i.e. the increase in the weighted average shear-wave velocities of the 
profiles results in a decrease in the AF at low frequencies (negative correlations) and in 
an increase in the AF at higher frequencies (positive correlations).  Based on Equation 
6.3, increasing the shear-wave velocities of a soil column for a given thickness H will 
result in the profile being associated with a larger predominant frequency.  Since this is 
the case, its response will be subsequently shifted to higher frequencies.  Analogously the 
reduction of the parameter will shift the response to lower frequencies.  Both conditions 
were demonstrated schematically in Figures 5.24 and 5.25 as part of Chapter 5.  
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Since the behaviour described by the parameters   and   is appreciated, the results of the 
examined soil class are revisited.  Further reviewing Figure 6.41 it is observed that the 
correlation coefficients of the parameter   (          ) are not as strong as the 
correlations of the parameter   (            ).  This implies that the changes in the 
impedance contrast of the profiles within the examined soil class (Vs30>750 m/s) had a 
minimum effect to the increase or decrease of the AF.  This can be also verified by 
reviewing the maximum strains of the analyses.  It is indicated that despite the various 
impedance contrasts of the randomly generated profiles the maximum strains were 
smaller than 0.1% due to the high stiffness of the different layers.  Therefore, the 
resulting strains are not dominating the response.  
Given that the resulting strains for profiles within this soil class will have a secondary 
effect, the response could be more clearly related to resonance similarly to the profiles 
examined in the previous section.  Consequently, the reference depth that can be selected 
for site response analysis of profiles of this soil class could be selected by considering the 
critical frequency range of the proposed structure given the predominant mode or a 
higher mode of the soil column.  The latter are a function of the thickness and the 
average shear-wave velocities considered.   
As suggested in the previous section the modes of any examined soil profile can be 
approximated by using Equation 6.3 or by using the quarter-wavelength amplification.  
The potential shift of the identified modes due to the nonlinear response could be 
anticipated with the use of the methodology suggested in Chapter 4 and Section 4.1.  
Subsequently, the selection of the reference depth could be carried out so that the 
response of the soil is concentrated or close to the frequency range that is deemed 
important in structural design.  The resulting AF will have to be examined post site 
response analysis to ensure that the equivalent predominant modes are still representative 
of the frequency range that is critical in the design.  
It is anticipated that as the stiffness of the profiles reduces the effect of the impedance 
contrast will be more prominent.  This will be denoted by the increase in the correlations 
of the parameter   with the logarithmic ratio of the AF.  This can be further assessed by 
examining Figure 6.43 to Figure 6.45.  These plots show the correlation coefficients of 
both parameters with the logarithmic ratio of the AF for the randomly generated profiles 
of the remaining three softer profiles of Toro (1995).  
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Figure 6.43(a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profiles for 360 m/s Vs30 s 750 m/s,      =0.2, motions 
treated as “within” 
 
 
 
Figure 6.44 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profile for 180 m/s Vs30<360 m/s,      =0.2, motions 
treated as “within” 
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Figure 6.45 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profile for Vs30<180  m/s,      =0.2, motions treated as 
“within” 
  
As expected the effect of the impedance contrast is more prominent on the softer soil 
classes with correlation values ranging from -0.6 to 0.5.  Furthermore, the effect of the 
stiffness is more important with stronger correlations observed of the parameter   with 
the ratio of the AF, ranging between -0.8 to 0.8.  Therefore it is indicated that for soil 
profiles with Vs30<750 m/s both the changes in the impedance contrast, but mainly the 
changes in the stiffness of the different layers will have an important effect on the 
resulting amplification functions.  
The analyses are repeated treating the input motions as “outcrop”.  The correlation 
coefficients for the parameters   and   with the logarithmic ratios of the AF for the 
examined soil columns are plotted in Figures 6.46 to 6.49.  As indicated from the 
following plots, with the exception of the profiles representative of Vs30>750 m/s and 
360 m/s  Vs30 750m/s analogous behaviour to the previous analyses is observed.  
Considering the input motions as being “outcrop” motions results in comparable values 
of correlation coefficients. 
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Figure 6.46 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profile for Vs30>750 m/s,      =0.2, motions treated as 
“outcrop” 
 
 
 
Figure 6.47 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profiles for 360 m/s Vs30 s 750 m/s,      =0.2, motions 
treated as “outcrop” 
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Figure 6.48 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profile for 180 m/s Vs30<360 m/s,      =0.2, motions 
treated as “outcrop” 
 
   
 
Figure 6.49 (a) Correlation coefficients between the parameter   and (b)   with the ratio of the 
AF of the random and the Toro (1995) profile for Vs30<180 m/s,      =0.2, motions treated as 
“outcrop” 
 
Looking further into the profile representative of Vs30>750 m/s (Figure 6.46) and the 
profile representative of 360 m/s  Vs30 750m/s (Figure 6.47) it is noted that only 
negative correlation coefficients are obtained between the parameter   and the ratios  of 
the AF.  This implies that an increase in the stiffness of a profile within this soil class 
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will be related with a reduction in its AF.  On the contrary, a decrease in its stiffness will 
be accompanied by an increase in the AF.  This can be explained by the linear nature of 
the response, which is the result of applying the motions as “outcrop”.  This option 
implies that the input motions are further modified (scaled down) to represent the 
impedance contrast between the rock and the superficial layers.  The maximum values of 
strain are lower than the strains obtained when the motions were treated as “within”.  
Consequently, the nominal nonlinear response formerly identified for the layers close to 
the surface is now even less prominent. 
Nevertheless the sharp change in the correlation coefficients after a particular frequency 
for each soil column and the stronger correlation of the stiffness with the response in 
comparison to the impedance contrast, are also clearly identified in the former set of 
plots.  Consequently, the conclusions drawn up to this point appear to be independent of 
the type of motion assumed, i.e. there are independent of the treatment of the motions as 
motions recorded at surface (adjusted), or motions recorded at depth (unadjusted).  
Consequently, in order to select a reference depth for a soil profile an emphasis will be 
mostly paid on the soil class.  As suggested before for the selection of a reference depth 
for profiles with Vs30>750 m/the predominant frequency of the soil column could be 
considered in conjunction with the frequency range that is deemed important in the 
structural design.   
However, for the softer profiles classified under any of these three remaining soil classes 
a slightly more elaborate approach could be adopted.  As a first step, the presence of 
large impedance contrasts and/or shear-wave velocity reversals should be acknowledged 
by a visual inspection of the shear-wave velocities of the examined profile when these 
are plotted against depth.  Then the different layers can be associated with various 
frequencies.  The previously described approach of using the quarter-wavelength 
approximation could be employed to make these associations.  The critical frequency 
range of the structure should then be associated with the different layers.  This will 
ensure that a layer of particular impedance contrast but more importantly a layer where a 
shear-wave reversal is noted is not omitted from the analysis especially if it corresponds 
to a frequency of interest.  The presence of such layers in conjunction with the proposed 
structure will then determine the final selected reference depth.  A summary of the 
previous two approaches that can be adopted to select a reference depth for site response 
analysis depending on the soil class is provided in Figure 6.50.  
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identify layers of high impedance contrasts 
and/or shear-wave velocity reversals by 
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conjunction with the proposed structure 
will determine the final reference depth.  
Figure 6.50 Methodology on how to select a reference velocity horizon for 
site response analysis   
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Identify the critical frequency range of the 
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soil column, so that its predominant or 
higher modes are capturing these 
frequencies.   
 
Perform site response analysis for the selected reference 
velocity horizon 
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6.3 Conclusions 
Linear site response analysis was employed for a profile with homogeneous shear-wave 
velocity using various reference velocity horizons.  The surface spectral accelerations of 
the profiles varied and the magnitude of difference depended on how close their 
predominant modes were to the strong frequency part of the records considered.  Larger 
differences were observed when the same approach was adopted for a non-homogenous 
profile.  This was due to the fact that the motions at a common level within the soil 
columns varied substantially since they were modified by different layers amongst them.  
It was also observed that the surface spectral accelerations of the profiles were not 
changing below a certain frequency indicating that they were associated with depths 
below the maximum depth considered.  This highlighted the fact that the response of 
different frequencies are associated with particular depths.  The quarter-wavelength 
approximation by Joyner et al. (1981) was then employed and associations between the 
different depths of a profile and various frequency ranges were made.   
The simplicity and effectiveness of quarter-wavelength approximation suggested that it 
could be a useful tool for the selection of a depth for SI.  Using its results, the frequency 
of a structure could be related to a depth within a given profile.  This is the depth for 
which information should be subsequently obtained via the SI.  This formed the first 
proposed methodology summarised in Section 6.2.2. 
The response when considering different reference horizons as part of EQL site response 
analysis was also assessed.  A rigorous record selection approach was employed and 
different suites of motions were selected based on generated target spectra.  Despite this, 
the motions did not represent the specific soil properties and were still significantly 
different at a common level within the considered soil columns as a result of neglecting 
the Vs- 0 relations.  To overcome this issue the generated target spectra were modified 
using the Vs- 0 adjustment.  The motions selected using these modified target spectra 
successfully reflected the specific amplifications and  0 of the target profiles. 
Further analyses were carried out for profiles of different soil classes using the baseline 
profiles by Toro (1995).  Different reference horizons were considered for each of them 
and the surface response obtained using Vs- 0 modified target spectra were further 
reviewed.  The response of these profiles was progressively shifted to higher frequencies, 
as the overall depth was reduced.  This was attributed to the migration of the 
predominant frequency due to the overall thickness and average shear-wave velocity 
change.  Resonant effects also heavily influenced the surface spectral accelerations of 
these profiles whereas strains had a secondary effect.  Based on these observations and 
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by considering the critical frequency range of the structure, a reference depth could be 
selected so that the predominant modes of an examined soil column are close or centred 
to the frequency range that is important in the structural design.  
The shear-wave velocity of these baseline profiles were further randomised using Monte 
Carlo simulations.  The generated profiles within each soil class had more abrupt shear-
wave velocity changes than their original baseline profiles.  Subsequently two parameters 
were introduced named   (initially introduced as part of Chapter 5) and  .  The former 
was used to describe the change in the stiffness of the randomised profiles.  Similarly, the 
parameter   was employed to describe the change in the impedance contrast.  These two 
parameters were correlated with the logarithmic ratio of the AF of the randomised 
profiles and the baseline profiles between the surface and rock level.   
These correlations indicated that the amplification functions of the soil profiles within 
the soil class with Vs30>750 m/s mainly depended on the change of stiffness.  On the 
other hand, the change in the impedance contrast had a secondary and minimal effect 
with the parameter   being weekly correlated with the logarithmic ratio of the AF.  On 
the other hand the ratio of the AF of the profiles with 360 m/s Vs30 750 m/s, 180 
m/s<Vs30<360 m/s and Vs30<180 m/s had larger correlation coefficients with the 
impedance contrast (-0.5 to 0.5), but mainly depended on the change in the stiffness (-0.8 
to 0.8).  
The analyses were repeated for motions applied as “outcrop” and the same mechanism 
was identified.  The more linear response of the profiles representative of Vs30>750 m/s 
and 360 m/s Vs30 750 m/s resulted in negative correlation coefficients between the 
parameter   and the ratios of the AF without compromising any of the previous 
conclusions.  
Based on these observations it was suggested that a different approach should be 
followed for the selection of an appropriate reference velocity horizon for EQL site 
response analysis depending on the soil class.  Specifically, for Vs30>750 m/s the 
predominant modes in conjunction with the critical frequency range of the structure  
could be employed, similarly to the methodology suggested in the case of profiles having 
a gradual change in their shear-wave velocities with depth.    
On the other hand, for soil profiles classified in any of the softer soil classes a slightly 
more elaborate approach could be adopted.  As a first step the profiles established from 
SI should be reviewed e.g., identifying layers of high impedance contrast by plotting the 
shear-wave velocities with depth.  Then the individual depths of the profiles can be 
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related to different frequencies using the quarter-wavelength approximation or Equation 
6.3.  The predominant or critical frequency range of the structure would then be related 
to a series of depths similarly to the methodology described before.  The characteristics 
of these individual layers, namely their stiffness and impedance contrast will effect the 
response at corresponding frequencies and therefore if these ranges are deemed important 
in the structural design they should not be omitted.  The summary of the second proposed 
methodology can be seen in Figure 6.50.  The same conclusions were applicable 
independently of whether the input motions within EQL site response analysis were 
treated as “within” i.e., recorded at depth or “outcrop” i.e., treated as motions recorded at 
the surface.  
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7. A comparative study of the uncertainty in site 
response predictions using different methods 
Different methods of analysis can be employed to obtain the site response under 
seismic loading, including GMPEs and site response analysis as summarised in Figure 
7.1.  Each method presented in this figure is characterised by a different degree of 
complexity and can be used in a deterministic manner or under the scope of PSHA.  
These methods were reviewed in detail throughout this thesis and their application 
was optimised with the use of newly established methodologies.  Each route of Figure 
7.1 is further assessed as part of this chapter for a case study concerning a soft soil 
profile with Vs30=258 m/s located in an active tectonic region.  The surface 
predictions, obtained using the different methods of analysis, are compared both with 
respect to their medians, as well as in terms of their standard deviations.  It is also 
investigated whether the use of progressively more complicated analyses, with the 
associated time and cost implications, ultimately leads to a reduction in the 
uncertainty of the predictions.   
7.1 Pitfalls and challenges in the application of the different methods of analysis  
Before comparing the predictions of the different methods of analysis, some of the 
main challenges related to their application are briefly discussed.  This will allow one 
to firstly appreciate the assumptions adopted in the conducted analyses and secondly 
to explain some of the observed differences amongst their surface spectral ordinates 
which will be presented in this chapter. 
As indicated in Figure 7.1 the simplest route (i.e., left branch) to predict soil layer or 
rock response entails the use of ground-motion prediction equations.  These are 
typically employed within the framework of Probabilistic Seismic Hazard 
Assessment.  The predicted ground motion intensity and standard deviation of the 
models are then combined for instance, with the probability density function of a 
seismic source (representing occurrence of events, rupture mechanism etc) to establish 
the rock or soil hazard.  A detailed PSHA is not conducted as part of this chapter.  
Instead, an arbitrary magnitude-distance scenario is considered.  
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Figure 7.1 Different methods that can be adopted to obtain soil layer response under 
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In an effort to account for the epistemic uncertainty of the soil or rock motions the 
predictions of the different models are usually combined in a logic tree (Scherbaum et 
al., 2004, Bommer and Scherbaum, 2008). In that case, the models should be firstly 
adjusted if required, so that they are compatible in relation to their components (e.g., 
the component of the motion they predict) and in terms of the characteristics of the 
examined region.  A simple logic tree as for instance depicted in Figure 7.3 is also 
adopted in the following analyses applying a Vs-   modification to each of the 
examined ground-motion prediction models.  
As discussed in Chapter 3, the particular adjustment (Vs-  ) modifies predominantly 
the high frequency ground response, so that it is representative of the near surface (top 
couple of kilometres) attenuation and diminution of a target region.  However, 
additional epistemic uncertainty should be considered depending on how accurately 
the host and target terms are defined.  
When GMPEs are used to approximate the soil ground motions, as in the following 
set of analyses, numerically derived (e.g. by using randomisations and site response 
analysis) or empirically established amplification functions are employed to 
approximate the near surface soil layer response in terms of a shear-wave velocity 
horizon.  These are incorporated into the functional forms of the models.  The soil 
properties are represented by a single term, such as the average shear wave velocity of 
the top 30 m or by a binary term, which expresses the soil class (e.g. soft or stiff  soil), 
especially in the case of earlier models (e.g., Akkar and Bommer, 2010).  Additional 
terms are also incorporated into some of the existing GMPEs to express more 
complex 3D phenomena such as the basin effects (e.g., Campbell and Bozorgnia, 
2008) and to account for the effects of deeper velocity profiles.  
Despite the apparent sophistication, especially in the case of the more recent GMPEs, 
Bazzurro and Cornell (2004b) suggested that by using the models and their generic 
amplification functions, without explicitly accounting for the local site effects, could 
result in inaccurate predictions for specific sites.  This appears to be the case even if 
the generic assumptions used within the models are applicable to the local site 
conditions (Bazzurro and Cornell, 2004b).  This will be further addressed in the 
following set of analyses by comparing the predictions of generic GMPEs with the 
surface spectral ordinates obtained using site-specific site response analyses.  
Another issue regarding the empirically derived models is the validity of the ergodic 
assumption.  This states that the variability of a motion at a specific site (random 
variable at a single point), is equal to the uncertainty of the motions comprising the 
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dataset used in their regression (random variable in space as a function of time) 
(Anderson and Brune, 1999).  It is appreciated that the published full ergodic standard 
deviation of the models can be an overestimation of the site-specific variability, as the 
dataset combines ground motions from different sources and sites.   
When the full ergodic standard deviation is employed within PSHA in conjunction 
with site-specific site response analysis the uncertainty of the soil ground motions can 
be double counted.  Following the convolution approach by Bazurro and Cornell 
(2004b), the near surface soil effects, expressed by the AF from site response analysis, 
can be combined probabilistically to the hazard curve previously developed for the 
reference shear-wave velocity horizon.  However, the standard deviation of the latter 
already includes the site-to-site variability  (Montalva and Rodriguez-Marek, 2011).  
To overcome this, different studies (Atkinson, 2006, Lin et al., 2011, Rodriguez-
Marek et al., 2011) have been carried out to derive site-specific standard deviations as 
discussed in Chapters 2 and 3.  This issue is addressed in the following set of analyses 
by removing the site-ergodic assumption from the standard deviation of the models 
using the reduction factors of Lin et al. (2011).  
In comparison with the GMPEs, one dimensional site response analysis has been 
found (e.g., by Baturay and Stewart, 2003) to represent more accurately the near 
surface response.  However, there are still ambiguities related with its application.  
For instance, there are no clear guidelines on how to select a reference velocity 
horizon, which will lead to a robust estimate of the surface ground motions.  A 
methodology has been developed as part of Chapter 6 to overcome this issue and will 
be further assessed for a specific type of a structure and a given soil profile in this 
chapter.  
Another issue related to site response analysis is the uncertainty of the parameters 
employed.  Part of this aleatory variability can be incorporated in the predictions by 
performing Monte Carlo simulations, whereas the epistemic uncertainty is usually 
expressed in the form of a logic tree.  The degree of variation of the soil properties 
assumed to be appropriate for site response analysis will depend on different aspects 
of the conducted site investigation, such as the in-situ or laboratory methods 
employed, the number of samples recovered and/or the spatial variability of the 
examined parameter (Jones et al., 2002, Moss, 2008).  As an alternative to the 
randomisations, the period and soil-class dependent scaling factors developed in 
Chapter 5 could be also considered.  Further comparisons amongst the predictions 
obtained using Monte Carlo simulations and the predictions obtained using the 
developed scaling factors will be performed in the following sections.  
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Accounting for the uncertainty in the soil properties within site response analysis can 
lead to a more realistic representation of the near surface soil layer response.  
However, the hazard related to the site response must be properly combined with the 
rock hazard (Bazzurro and Cornell, 2004b) in a probabilistic manner.  This can be 
achieved for instance by adopting the convolution approach of Bazzurro and Cornell 
(2004b).  Other approximations are also available in the literature with some of these 
methods briefly discussed in Section 2.4.  Indicatively, these include the hybrid 
method by Cramer (2003) and the approximate methods by Bazzurro and Cornell 
(2004b) and McGuire et al. (2002).  Given that no PSHA is conducted herein no 
emphasis will be paid in the representation and combination of the rock and soil 
hazard.  The rock spectral accelerations will be combined with the amplification 
functions using Equation 7.1.  
    
         
             7.1 
 
The term     
     represents the logarithm of the surface spectral accelerations,     
     
the rock spectral accelerations and         the natural logarithm of the spectral 
amplification functions between the surface and rock level.  
7.2 Description of analyses 
In order to highlight some of the aforementioned issues, a case study is examined.  
The surface spectral ordinates of a soft profile with Vs30=258 m/s in an active tectonic 
region are obtained using different methods of analysis (refer to Figure 7.1).  The soil 
column employed is illustrated in Figure 7.2 with its shear wave velocities and bulk 
unit weights listed in Table 7.1.  The soil column from surface to a depth of 60 m was 
based on the Tarzana borehole log in the Los Angeles area of California after Gibbs et 
al. (2000).  The shear wave velocities below that depth were randomly generated, 
assuming to be representative of the region.  The top 60 m are representative of 
marine siltstone and weathered shale (Gibbs et al., 2000). 
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Figure 7.2 Soil profile used in the analyses 
 
Table 7.1 Shear wave velocities and bulk unit weights of the target soil profile 
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Firstly, the response of this particular profile is examined directly using ground-
motion prediction equations.  This is the least computationally demanding method of 
analysis, as shown in Figure 7.1.  In order to assess whether the predictions of the 
GMPEs are accompanied by a reduced level of accuracy, they are compared with the 
predictions of the more complex site response analyses.  The implicit assumption that 
is being made in this manner is that the more complex methods are more accurate at 
least in terms of the median predictions at the surface.  The scenario considered and 
the models employed for these comparisons are  summarised in Figure 7.3 in a form 
of a logic-tree.   
As indicated in Figure 7.3 the Next Generation Attenuation (NGA) models of 
Campbell and Bozorgnia (2008) (CB08), Atkinson and Boore (2011) (AB11) and 
Chiou and Youngs (2008) (CY08) are employed.  The predictions of each of the 
models are combined by applying equal weights to them.  In practise, the allocation of 
weights is normally done in a subjective manner.  It essentially expresses the 
confidence in the predictions of the individual models given, amongst other 
considerations, their functional forms, the database upon which they were developed 
and regression methods used (Cotton et al., 2006). The particular models (CB08, 
CY08 and AB11) were developed for the same tectonic region using different 
versions of the same extensive dataset, and therefore equal weights were considered 
appropriate.  
 
 
 
 
 
 
 
 
Figure 7.3 Logic-tree of parameters used to obtain the soil layer response using GMPEs 
 
It must be also noted that the examined site is assumed to be located in a tectonic 
region for which the models are applicable.  It is however characterised by different 
soil conditions than those implicitly expressed by the models, which suggests that an 
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additional adjustment is required to modify them as described below.  The scenario 
adopted is discussed in terms of the site response analyses as follows.  
The surface predictions are also obtained using EQL and NL site response analysis, 
which constitutes a more complex route as seen in Figure 7.1.  Consistently with the 
nonlinear analyses performed throughout this thesis, the stress-strain modified 
hyperbolic model of Kodner and Zelasko (MKZ) (Matasovic and Vucetic, 1993) was 
employed. This is assumed to be descriptive of the cyclic behaviour of the particular 
site.  
Viscous damping was added to the hysteretic damping of the constitutive model in the 
form of the full Rayleigh damping formulation.  This overcame the constitutive 
model’s limitation of predicting zero damping at small strains, which contradicts 
laboratory findings  that suggest that there is actually some damping even at low strain 
levels (Kwok et al., 2007).  A target damping equal to 0.75% was considered for its 
evaluation.  This value was representative of the small strain damping of the shear 
modulus reduction curves adopted for all layers. 
Lastly, the first and the third modes of the profile were used for the evaluation of the 
full Rayleigh damping formulation (refer to Equations 2.50 and 2.51).  These modes 
resulted in the best match between the response spectra obtained using linear analyses 
in the time and in the frequency domain respectively, in accordance with the 
methodology suggested by Park and Hashash (2004).  As discussed in detail in 
Chapter 4 the spectrum obtained using linear analysis in the frequency domain is 
considered a suitable reference.  In essence its frequency independent damping is 
determined using a closed form solution of the wave equation and as such it can be 
considered a valid baseline for the evaluation of the damping of the NL analysis (Park 
and Hashash, 2004).  
The site response analyses were performed employing the empirical curves of 
Darendeli (2001) for a PI=30, OCR=1, coefficient of earth pressure at rest equal to 
0.5, excitation frequency equal to 1 Hz and ten number of cycles.  For the NL site 
response analysis the MKZ model was calibrated against these empirical curves.  
The principal assumption for the following set of analyses is that the dynamic soil 
properties for which specific values are assigned (e.g. the shear modulus reduction 
and damping curves, bulk unit weights etc) are descriptive of the examined site.  
Subsequently, with the exception of the shear-wave velocity, no additional epistemic 
uncertainty is assigned to these parameters as part of site response analysis.  It is 
recognised that the inclusion of epistemic uncertainty should be carried out in practise 
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and would influence the outcome of any conducted analyses.  It is also noted that the 
shear-wave velocity variability is not accounted as part of the GMPEs predictions for 
the following set of analyses.  
Before generating the different rock target spectra, required for the input motion 
selection, a reference depth for which any subsequent site response analyses will be 
performed had to be chosen.  Based on the methodology derived in Chapter 6 and 
summarised in Figure 6.50, this choice can be driven by the principal or critical 
frequency of the proposed structure and the soil class of the examined profile.  For the 
particular case study, a ten-storey steel frame with an overall height of 35 m was 
considered.  The principal period of the structure was established using Equation 7.2, 
taken from Eurocode 8 (2004).  
     
    7.2 
 
In Equation 7.2, the term    is a constant, taking different values depending on the 
type of structure.  A value of CT equal to 0.085 (Eurocode 8, 2004) is selected which 
corresponds to a moment resisting steel frame. For the particular value of CT and the 
height H of the structure, its principal period T is equal to 1.33 s (0.75 Hz).   
The soil class of the particular profile is then examined.  According to the 
methodology developed in Chapter 6, the surface spectral accelerations of a soil 
column with Vs30 lower than 750 m/s can be sensitive to the stiffness.  It has been also 
found that the impedance contrast can also have an effect of the surface motions but in 
a secondary manner.  Therefore, in order to capture these effects an appropriate 
reference depth must be considered.  For its selection the quarter-wavelength 
approximation (Joyner et al., 1981) can be employed.  The latter can be used to relate 
the average velocities corresponding to certain depths with unique wavelengths or 
frequencies.  The plot of the individual depths with their associated frequencies can be 
then used to relate the critical frequency of the structure with a depth for which the 
analysis should be performed.  
The proposed methodology is demonstrated for the examined soil column.  The 
different depths of the profile and their associated frequencies, derived using the 
quarter-wavelength approximation, can be inspected in Figure 7.4.  As mentioned 
before the profile below 60 m depth is randomly generated assuming that the shear 
wave velocities employed are representative of the examined region.  According to 
Figure 7.4 it is derived that depths greater than 60 m can be associated with the 
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response at frequencies lower than 0.75 Hz.  Subsequently additional uncertainty is 
associated with the surface ground motions related with frequencies lower than this 
value. 
Based on the same plot, the principal frequency of the structure (0.75 Hz) corresponds 
to a layer 150 m below the surface.  This depth is selected as the minimum reference 
depth for which site response analysis will be performed and is dictated by the 
characteristics of the examined profile, i.e., by its shear-wave velocity variation with 
depth and its unit weights.  The shear wave velocity at this depth, treated as the 
bedrock velocity hereafter, is equal to 1300 m/s.   
Selecting the particular reference depth will ensure that the predominant frequency of 
the soil column is close to the predominant frequency of the structure, which can 
greatly influence the structural response in cases of resonance.  Generally, this choice 
should also depend on the structural analysis that will be performed and the response 
of the structure (linear or nonlinear) reviewed.  
 
Figure 7.4 Association of different depths with frequencies for the target profile using the 
quarter-wavelength approximation 
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magnitude equal to 6.5, a RJB equal to 25 km and a rupture mechanism of a strike slip 
fault.   
The aim of selecting the particular scenario is to generate strain levels for which both 
EQL and NL site response analyses are considered suitable methods based on 
standard practice.  It is recognised that this can potentially reduce the uncertainty 
associated with site response analyses in the following set of analyses.  The particular 
scenario was chosen using the methodology proposed in Section 4.1.  According to 
this approach the Peak Ground Velocity (PGV) corresponding to a specific scenario  
is combined with the Vs30 of the profile using Equation 7.3 (Hashash et al., 2001). 
This allows to crudely approximate the maximum strains (    ) that could be 
expected from the analysis.     
     
   
    
 
7.3 
 
Following this methodology, the maximum shear-strain using Equation 7.3 
corresponding to the ultimately chosen scenario, following a trial and error process of 
testing different magnitude-distance combinations, is equal to 0.05%.  The anticipated 
maximum shear strains were then related to the shear modulus reduction curves of the 
particular profile identifying the expected degree of nonlinearity as seen in Figure 7.5.  
The different boundaries between linear and nonlinear response corresponding to the 
linear cyclic and volumetric shear strain thresholds defined by Vucetic (1994) can be 
also identified in the same plot.  These were evaluated for the PI of the particular soil 
column corresponding to a medium plasticity clay (PI=30%) using Figure 2.21.  
Based on Figure 7.5 and the two shear strain thresholds, small to medium strains are 
anticipated for the particular magnitude-distance combination.  The expected G/Gmax 
ratios associated with these strain levels are greater than 0.5 for almost all layers.  
Consequently, for the selected scenario and the examined soil column, moderate 
nonlinear response is expected.  It must be noted that it is purely coincidental that the 
anticipated maximum strain is equal to the volumetric shear strain threshold in this 
case.  
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Figure 7.5 Anticipated maximum strains and dynamic soil properties of the different layers of 
the profile including the cyclic linear and volumetric shear strain thresholds as defined by 
Vucetic (1994) 
 
Two rock target spectra, based on different assumptions, were then generated for the 
selected scenario and reference depth.  The median of the first target spectrum 
corresponds to the sum of the equally weighted medians of the three considered 
GMPEs, i.e., of CB08, CY08 and AB11.  The standard deviations of the GMPEs were 
adjusted before combining them.  These were modified so that the site-ergodic 
assumption was removed.  This will allow for their direct comparison with site 
response analysis, as presented below, for which the site-ergodic assumption is also 
removed.  
The site-ergodic assumption was removed from the standard deviations of the models 
by using the reduction factors proposed in the study of Lin et al. (2011) which were 
listed in Table 4.2 and discussed in Chapter 4.  The individual standard deviations of 
the models were also adjusted to incorporate the component-to-component variability 
using Table 4.3 and Equation 4.5 respectively.  This made the GMPEs, which are 
using the geometric mean of the two components of any motion, compatible with the 
site response analysis, which uses a single and arbitrary component of the motion.  
This adjustment enables the direct comparison of the results.   
The second target spectrum considered was obtained by modifying the median of each 
of the GMPEs using the Vs-   adjustment factor and the methodology presented in 
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Chapter 3.  Similarly to the previous target spectrum, the sum of the equally weighted 
Vs-   adjusted spectra of each of the GMPEs was combined to evaluate the average.  
The site-specific standard deviations of the models which incorporated the 
component-to-component variability were also considered.  
Both target spectra were then employed in conjunction with the semi-automated 
procedure of Kottke and Rathje (2008a) and ten records were selected for each case.  
In accordance with the conclusions drawn in Chapter 4, the number of records 
considered were determined using Equation 4.6.   
The different records were used within site response analyses as “outcrop” motions.  
Therefore, they were treated as motions recorded at the ground surface.  This ensured 
that the input motions selected were compliant with the target spectra, which in 
essence represent outcrop motions.  
Further analyses were carried out to consider the effect of the soil property 
uncertainties on the final surface response.  Based on the findings of Chapter 5 
incorporating the shear-wave velocity variability can have the greatest impact on the 
amplification functions amongst other examined parameters (e.g. layering variability).  
Consequently, Monte Carlo simulations were carried out and a total of 1000 
realisations were performed focusing on the shear-wave velocity variability.  A 
standard deviation of the natural logarithms of the shear wave velocities         equal 
to 0.2 was considered for a constant interlayer correlation coefficient,        equal to 
0.8 (Equation 5.3).  Each of the randomly generated profiles around the baseline soil 
column was analysed using ten records, i.e. in total 10000 analyses were performed.  
The ten records considered were representative of the Vs-   modified target spectrum.  
The results of these analyses were also compared with the surface spectral ordinates 
obtained using the period and soil-class dependent scaling factors developed in 
Chapter 5.   
Although analyses of various complexity are considered in the following sections the 
methods and options available are not exhaustive.  Undoubtedly, a detailed PSHA and 
potentially the use of more complex constitutive models and method of analysis (e.g., 
2D or even 3D), including soil-structure interaction could be considered.  These could 
comprise additional branches to the right of the existing flow chart of Figure 7.1 and 
be a subject of future research.   
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7.3 Results 
7.3.1 Surface acceleration spectral ordinates and their standard deviations 
for the different methods of analyses 
Direct use of GMPEs:   
The first set of results examined are obtained directly using the three NGA ground-
motion prediction models (no Vs-   modification is applied to the models) i.e., the 
CB08, CY08, and BA11.  The average shear wave velocity of the top 30 m of the 
examined profile (258 m/s), a strike slip fault and the selected scenario (M= 6.5 and 
RJB=25 km) were used within the models to obtain the surface spectral accelerations 
and their standard deviations.  The latter were adjusted to remove the site-ergodic 
assumption and to incorporate the component-to-component variability as described in 
Section 7.2.  These can be inspected in Figure 7.6. 
Based on Figure 7.6 some differences are noted amongst the surface spectral 
acceleration and the standard deviations of the three models.  These are a reflection of 
the different methods and data that were used to establish them, as well as a function 
of the epistemic uncertainty associated with their derivation.   
 
Figure 7.6 (a) Geometric mean of the 5% damped surface spectral ordinates predictions using 
the different GMPEs and (b) their standard deviations along with the corresponding geometric 
mean of these two properties 
 
Site response analyses for an unadjusted Vs-   target spectrum: 
The second set of results were obtained using EQL and NL site response analyses for 
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representative of the reference depth (1300 m/s) was employed to generate this.  This 
was then employed in conjunction with the semi-automated procedure of Kottke and 
Rathje (2008a) and a suite of ten records was selected.  For completeness, the final 
input motions along with the target median and target standard deviation are plotted in 
Figure 7.7, whereas the records are listed in the Table D7.1 of Appendix D.    
As discussed in Section 7.2 the scenario considered was selected intentionally to 
generate moderate nonlinear response.  According to the conclusions drawn in 
Chapter 4, for such levels of stiffness degradation (i.e., crudely for G/Gmax 0.4), EQL 
and NL analyses could predict comparable surface spectral accelerations.  This can be 
confirmed by inspecting Figure 7.8.  Based on this plot, no distinct differences 
amongst the predicted surface spectral ordinates of the two methods of site response 
analysis are present.  
 
Figure 7.7 (a) Median and (b) standard deviations of the selected input motions compared 
with the median and standard deviation of the target spectrum 
 
Analogous standard deviations are also associated with the predictions of EQL and 
NL site response analysis as suggested by Figure 7.8b.  The standard deviations are 
approximately equal to 0.7 for frequencies close to 0.5 Hz and then reduce between 
frequencies 1 Hz to 20 Hz taking values between 0.3 to 0.6.  The reduction in the 
standard deviations is a product of nonlinear response.  In essence, greater damping is 
generated with increased nonlinearity resulting in smoothing of the amplification 
functions and in a subsequent reduction of the dispersion of the surface predictions.  
The same behaviour, i.e. a reduction in the standard deviations of the GMPEs of 
CB08 and CY08 can be also identified in Figure 7.6 above a certain frequency.  The 
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standard deviations of these models include a reduction factor, dependent on 
nonlinearity.  This reduction is not incorporated in the standard deviations of the 
GMPE of AB11, which also explains why they are above the other two models.  
                
  Figure 7.8(a) 5% damped median surface spectral accelerations and (b) standard deviations 
using EQL and NL site response analysis accordingly 
 
Site response analyses for a Vs-   adjusted target spectrum:  
The second target spectrum considered, as part of the record selection, represents 
more accurately the rock amplification and spectral decay of the examined shallow 
crustal rock profile, as it has been adjusted using a Vs-   modification.  For the 
application of this adjustment, and in line with the methodology summarised in Figure 
2.12, a profile representative of the examined region, called here the target region, and 
of the region for which the GMPEs were developed, called the host region, must be 
determined.  
Firstly, the selected reference depth (established 150 m below the surface) of the 
profile seen in Figure 7.2 is treated as an outcrop.  The shear wave velocities of the 
remaining layers below that reference depth constitute the shallow crustal rock profile 
of the target region.  This extends to an assumed earthquake source at 8 km depth.   
A profile for the host region is also established.  This is the generic soft rock profile 
by Boore and Joyner (1997), which has an average shear wave velocity of the top 
thirty meters equal to 620 m/s.  This profile was defined using extensive borehole data 
from the Western Northern America and is assumed to be representative of the 
shallow crustal profile of the host region for which the models were developed (i.e., of 
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Western Northern America).  The generic soft rock profile of the host region is 
compared with the target rock profile in Figure 7.9.   
 
Figure 7.9 Comparison between host and target region profiles 
   
The two profiles can be more closely inspected in Figure 7.10.  This plot focuses on 
the differences between the shear-wave velocities of the two profiles in the top 150 m, 
which is the reference depth for which site response analysis will be performed to.   
            
Figure 7.10 Comparison between host and target region profiles 
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As a next step for the application of the Vs-   adjustment the site terms G(f) of the 
host and target profiles are established (refer to Figure 2.12 and the methodology 
presented in Section 2.2.2).  As described in Chapters 2 and 3, the individual site 
terms are given by Equation 7.4, as the product of the amplification functions, AF, 
with the diminution, D(f).  
                 7.4 
 
The AF for the host and target profiles can be established using the quarter-
wavelength approximation by Joyner et al. (1981).  The quarter-wavelength 
amplifications were defined using Equation 2.24.  According to this relationship they 
are equal to the ratio of the impedance contrast (product of density and shear-wave 
velocity) at the earthquake source (Boore, 2003) over the impedance contrast of the 
near surface materials at a depth corresponding to one quarter of a wavelength (Boore 
and Joyner, 1997). The resulting quarter-wavelength amplifications for the host and 
target profiles can be inspected in Figure 7.11, whereas the shear wave velocities and 
unit weights used in their evaluation are listed in Tables D7.2 and D 7.3 respectively.  
 
 Figure 7.11 Comparison of AF using the quarter-wavelength approximation for the host and 
target region 
 
Next, the diminution parameters, D(f), for the host and target regions are established.  
These are expressed in terms of frequency, f, and Equation 7.5 with    representing 
the high frequency spectral decay (Anderson and Hough, 1984).  
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                  7.5 
 
The term    is established using the Van-Houtte et al. (2012) empirical relationship 
(refer to Equation 2.36).  This equation can be employed to obtain a value of the 
diminution parameter of the examined site   , in terms of the shear wave velocity of 
the top 30 m.  For the present case a value of Vs30 equal to 620 m/s for the host region 
and a value of 1300 m/s for the target region are employed accordingly.  
Consequently, the evaluated    terms, using Equation 2.36, are equal to 0.036 and 
0.016 for the host and target regions respectively.  
The site terms were then evaluated for the examined host and target regions using the 
previous AF and diminution parameters and are plotted in Figure 7.12.  The effect of 
the larger attenuation of the target region was overpowered by the considerably larger 
quarter-wavelength amplifications in relation to the host region, which were plotted in 
Figure 7.11.  This results in a target-site term that has larger amplitudes than the host 
site-term at the upper frequency range considered.  Comparable values of site terms 
are noted for frequencies lower than approximately 8 Hz.    
 
Figure 7.12 Site terms for the host and target region 
 
As a next step, the ratio of the target,       over the host site terms,        are used to 
adjust the GMPEs based on Equation 7.6.  
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7.6 
 
According to the established methodology discussed in Chapters 2 and 3 and as 
suggested by Equation 7.6, the application of the Vs-   adjustment requires the 
evaluation of the Fourier Amplitude Spectrum (FAS) of the GMPE.  This can be 
obtained by inverting its response spectrum corresponding to the examined scenario 
using inverse random vibration theory (IRVT) (Gasparini and Vanmarcke, 1976).  
This transformation is an essential part of the adjustment and allows for the scaling of 
the FAS, which represents the linear addition of the source, path and site effects (Bora 
et al., 2013). 
Consequently, the spectra of the three examined GMPEs were generated using a 
shear-wave velocity equal to 620 m/s representative of the host region and the 
examined scenario (M=6.5 and RJB=25 km).  Each of the generated spectra are 
subsequently inverted to their corresponding FAS using IRVT.  The latter is 
implemented in the software STRATA (Kottke and Rathje, 2008b).  The duration 
selected to perform the inversion corresponded to 5 s.  In accordance with Chapter 3, 
this value achieved the best match between the original response spectrum and the 
response spectrum obtained when the FAS was converted back to response spectrum 
using random vibration theory (RVT) following the methodology by Bora et al. 
(2013).   
Each of the resulting FAS was then adjusted by multiplying it with the ratio of the 
target over the host site terms, using Equation 7.6.  Indicatively the resulting adjusted 
and original FAS of the ground-motion prediction equation of Campbell and 
Bozorgnia (2008) is plotted in Figure 7.13, whereas each of the adjusted response 
spectra can be inspected in Figure 7.14.   
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Figure 7.13 FAS for the host and target region for M=6.5 and RJB=23 km 
 
 
Figure 7.14 Adjusted rock target spectra using the Vs-   modification and their geometric 
mean  
 
The geometric mean of the Vs-   adjusted spectra is further compared in Figure 7.15 
with the mean  of the unadjusted spectra corresponding to Vs30=1300 m/s.  Clearly, 
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unadjusted models in terms of the upper frequency range.  This variation will be 
reflected in the input motions selected and the subsequent surface spectral predictions.  
It should be noted that the differences amongst the various spectra are case specific.   
 
Figure 7.15 Comparison of the mean unadjusted and Vs-   adjusted rock target spectra 
 
A suite comprising of ten input motions is subsequently selected for the Vs-   
adjusted target spectrum and these are plotted in Figure 7.16.  As mentioned 
previously, the standard deviations employed for the adjusted rock target spectrum 
represent the site-specific standard deviations of the models, which have also been 
modified to incorporate the component-to-component variability.  These are plotted 
along with the standard deviation of the selected input motions in Figure 7.16b.  The 
description, scaling factors and Peak Ground Accelerations (PGAs) corresponding to 
each of the record are listed in Table D7.4 of Appendix D. 
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Figure 7.16  Selected records based on the median of the Vs-   adjusted rock spectrum 
 
The selected input motions were propagated through the examined soil column using 
EQL and NL site response analyses.  The 5% damped median surface spectral 
ordinates and their associated standard deviations are plotted in Figure 7.17.  Again, 
both methods predict similar surface spectral ordinates and standard deviations. 
 
Figure 7.17 5% damped median surface spectral predictions for EQL and NL site response 
analysis for the Vs-   adjusted target spectrum 
 
Site response analyses that incorporate the site property variability using a Vs-   
adjusted target spectrum: 
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expected to have the greatest effect on the predictions, i.e., the shear wave velocity of 
the different layers of the baseline profile, was randomised using Monte Carlo 
simulations.   
As concluded in Chapter 5, the scaling factors,         (Equation 5.20) in conjunction 
with their standard deviations,        (Equation 5.26) can be also employed as an 
alternative to randomisations.  Following the established methodology summarised in 
Figure 5.19 the scaling factors for the soil class of the examined target profile i.e., for 
the soil class representative of 180 m/s  Vs30<360 m/s for a       equal to 0.2 were 
retrieved from Tables B5.8, B5.15 and B5.19 accordingly.  These were then applied to 
the median predictions and the standard deviations of the baseline profile.  The latter 
corresponded to the input motions selected using the Vs-   adjusted target spectrum.   
The resulting adjusted median amplifications, defined as the spectral ratio between the 
surface and the rock level and the corresponding median surface predictions of the 
baseline profile are presented and compared with the median predictions from the 
Monte Carlo simulations in Figure 7.18.  A relative good agreement is noted with the 
response of certain frequencies being under-predicted.  Overall, it appears that the 
proposed adjustment factors, which have been developed for a different scenario to 
the examined case, can be a viable approximation to the randomisations.  
    
   Figure 7.18 (a) 5% damped median spectral amplifications  and  (b) surface spectral ordinates            
for unadjusted  and adjusted rock spectra using the Vs-   modification and EQL and NL analyses 
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The standard deviations associated with the adjusted predictions of the baseline profile 
were also evaluated and compared with the corresponding standard deviations from 
the Monte Carlo simulations.  These were established using Equations 7.7 to 7.8 as 
explicitly described in Chapter 5.  
      
        
         
  7.7 
With  
       
       
          
   7.8 
 
The term        represents the standard deviation of the natural logarithms of the AF 
of the baseline profile whereas the terms      
  and       
  were established in Chapter 
5 (refer to Equation 5.26 and Section 5.3.6 for a detailed description) and can be 
retrieved from Tables B5.8 and B5.15 accordingly.  The standard deviations of the 
natural logarithms of the surface spectral ordinates corresponding to the scaling 
factors can then be evaluated using: 
      
        
         
        
  7.9 
 
In the previous relationship       
  is the total variance of the surface spectral 
ordinates and       
  represents the variance of the rock spectral ordinates based on the 
selected input rock motions.                        
The resulting standard deviations of the AF, as well as the standard deviations of the 
surface spectral accelerations were obtained using the previous relationships and can 
be inspected in Figure 7.19.  A relative good agreement between the standard 
deviations of the AF using the scaling factors and the standard deviations obtained 
from the randomisations is noted between frequencies 1 to 25 Hz (Figure 7.19a).  The 
standard deviations of the AF for the site response analyses when no randomisations 
are performed appear to agree well with the standard deviations from the 
randomisations between the short frequency range of 0.2 Hz to 0.5 Hz. 
Based on Figure 7.19b a relative good agreement amongst the approximate standard 
deviations  of the surface spectral accelerations obtained using the scaling factors and 
the Monte Carlo simulations is achieved between approximately 0.5-2 Hz. Beyond 
this threshold the approximate standard deviations, overestimate the uncertainty in the 
predictions for the examined case.  On the other hand, the standard deviations of the 
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baseline analyses are comparable with the variability predicted by the Monte Carlo 
simulations along the whole frequency range.  
 
Figure 7.19 Standard deviations of the natural logarithms of (a)the amplification functions 
(spectral ratios between surface and rock level) and (b) surface spectral accelerations for EQL 
and NL analysis using the scaling factors, for Monte Carlo simulations and the baseline 
analyses for the Vs-   adjusted rock target spectrum  
 
7.3.2 Comparison of the median surface acceleration spectral ordinates of the 
different methods of analysis  
The results of the different sets of analysis are further compared with regards to their 
5% damped median surface acceleration spectral ordinates.  A distinction between the 
EQL and the NL predictions is primarily made resulting in Figures 7.20 and 7.21 
respectively.  Both are assessed against the predictions of the ground-motion 
prediction equations.  The different methods compared, the representation of the soil 
behaviour adopted by each of them and their main characteristics are summarised in 
Table 7.2.  It is noted that Monte Carlo simulations have not been performed in 
conjunction with fully NL site response analysis due to the high computational cost 
that this task would entail.   
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 Table 7.2 Different methods of analysis and their main characteristics 
Analysis Soil behaviour Site-ergodic 
assumption 
removed form 
      
Component-
to-
component 
variability 
incorporated 
in        
Vs-   
adjusted 
rock 
spectra 
GMPE Generic factors 
based on a Vs30 
classification 
system 
√ √  
EQL-site specific 
      
Equivalent linear   √ √  
EQL-Vs-   Equivalent linear   √ √ √ 
NL-site specific 
      
Fully nonlinear  √ √  
NL-Vs-   Fully nonlinear √ √ √ 
Monte Carlo 
Simulations 
Equivalent linear  √ √ √ 
Scaling factors -
EQL 
Equivalent linear √ √ √ 
Scaling factors -
NL 
Fully nonlinear √ √ √ 
 
 
Figure 7.20 Comparison of the 5% damped median surface spectral ordinates of the different 
EQL analyses with the median predictions of the GMPEs 
 
1 102 5 200.5
Frequency [Hz]
0.01
0.1
1
0.02
0.03
0.05
0.2
0.3
0.5
Sa
 [
g]
GMPE 
EQL:site-specific srock 
EQL:Vs-ko 
Monte Carlo simulations 
Scaling factors-EQL
330 
 
 
Figure 7.21 Comparison of the 5% damped median surface spectral ordinates of the different 
NL analyses with the median predictions of the GMPEs 
 
Based on Figures 7.20 and 7.21 the GMPEs predict lower spectral ordinates than both 
the adjusted and the unadjusted site response analyses (EQL and NL), along the upper 
frequency range (>2 Hz).  The soil layer response is approximated by the models 
using the average shear wave velocity of the top 30 m, as well as the sediment depth.  
Although this is descriptive of resonance phenomena as it is directly associated with 
the stiffness and thickness of the soil column it does not capture entirely the site-
specific characteristics such as the impedance contrast amongst the layers.  
The disparities in the surface spectral accelerations amongst the different methods of 
analyses are further reviewed by evaluating their ratios.  Firstly, a reference analysis is 
chosen whose results are regarded as the “best” representation of the soil layer 
response.  This is the EQL site response analysis for which Monte Carlo simulations 
have been performed, i.e., the analysis for which the effect of the shear wave velocity 
variability is directly accounted for.  The surface spectral ordinates of this analysis 
were obtained for input motions corresponding to a Vs-   adjusted rock target 
spectrum.  Therefore, in addition of being expressive of the shear-wave velocity 
variability they are also representative of the upper frequency motions, in terms of the 
shallow crustal profile characteristics for the examined case.  The evaluated ratios of 
the spectral accelerations of the individual analysis over the spectral ordinates of the 
reference analysis can be inspected in Figure 7.22.  
1 102 5 200.5
Frequency [Hz]
0.1
1
0.2
0.3
0.5
2
0.05
0.03
0.02
Sa
 [
g]
GMPE 
NL: site specific srock 
NL: Vs-ko 
Scaling factors-NL
331 
 
 
 
Figure 7.22 Ratios of the 5% damped medians with relation to the reference analysis for  (a) 
GMPEs (b) EQL analyses (c) NL analyses (d) scaling factors.  The red dotted line is used as a 
reference to denote the change of the examined ratios above or below one.  
 
Based on Figure 7.22a the GMPEs tend to predict up to 2.5 times larger spectral 
ordinates than the baseline analysis for frequencies lower than approximately 1.0 Hz.  
On the contrary, they predict approximately 0.6 times lower spectral accelerations in 
the upper frequency range.  It is also noted, that the line corresponding to the ratio 
between the GMPEs and the reference analysis of the Monte Carlo simulations (which 
is assumed to be the most accurate) appears to be almost flat for frequencies higher 
than approximately 1 Hz.  This is explained by the good spectral shape agreement 
between the two analyses as suggested by Figures 7.21 and 7.22.  As identified before 
(e.g., Section 5.3.1), performing Monte Carlo simulations results in a smoother 
response spectrum of the accelerations at the surface, than what is obtained for 
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instance by performing deterministic site response analysis, as it incorporates the 
average response of several profiles.   
On the other hand, similar trends are observed between the EQL and the NL site 
response analyses, as indicated in Figures 7.22c and 7.22d in comparison to the 
reference analysis.  The evaluated ratios are taking values between 0.75 to 
approximately 1.4 depending on the frequency range examined.  A marginal 
improvement in the agreement of the Vs-   adjusted EQL and the NL analyses with 
the reference analyses is noted in the upper frequency range.  It must be noted that the 
reference analyses is also representative of a Vs-   adjusted target spectrum.   
Lastly, small ratios (almost equal to one) in relation with the reference analysis are 
observed for the case of the modified EQL and NL analysis using the scaling factors, 
as illustrated in Figure 7.22d.  Therefore, for this site using the scaling factors can 
offer a satisfactory approximation of the median response that would be otherwise 
obtained using time-consuming Monte Carlo simulations.  It must be noted that for the 
particular example, the scaling factors offer only a marginal improvement in 
comparison to the EQL site-specific       analysis and it is indicated that they may 
result in unconservative predictions.  The latter could be proven to be the case for 
certain profiles.  
7.3.3  Sensitivity of the standard deviation depending on the method of 
analysis  
The different methods of analysis are also reviewed in terms of their standard 
deviations.  The uncertainty related to the predictions of site-specific site response 
analyses are compared with the uncertainty of the predictions obtained by using 
ground-motion prediction models.  This could highlight whether the use of 
progressively more complicated analysis offers some clear rewards in terms of 
accuracy.   
Firstly, the standard deviations of the EQL and NL analyses are individually 
compared in Figures 7.23 and 7.24 against the standard deviations of the GMPEs.  It 
must be highlighted that no distinction has been made between epistemic uncertainty 
and aleatory variability in the following set of comparisons.  The results can be 
inspected in the following two plots.  
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Figure 7.23 Comparison of the standard deviations of the different EQL analysis with the 
standard deviations of the GMPEs 
            
Figure 7.24 Comparison of the standard deviations of the different NL analysis with the 
standard deviations of the GMPEs 
 
From Figures 7.23 and 7.24, it appears that both methods of site response analyses 
tend to predict analogous or lower standard deviations than the GMPEs.  The latter is 
more prominent for frequencies greater than 2 Hz.  This is a reflection of the input 
motions selected and how well they represent the target standard deviation.  For 
instance, as indicated in Figure 7.16 the input motions employed in the Vs-   adjusted 
EQL site response analysis have lower standard deviations between frequencies 1 Hz 
to approximately 10 Hz in comparison to the target values.  This under-prediction of 
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the target standard deviation can then be identified in the standard deviation of the 
surface spectral accelerations.  
The overall differences amongst the various standard deviations can be more clearly 
depicted by reviewing their ratios.  Similarly to the previous comparisons, the 
standard deviations of a reference analysis are used as a measure of difference.  These 
correspond to the EQL analysis for which Monte Carlo simulations have been 
performed.  It must be noted that identifying the best representation in terms of the 
standard deviation is not as straight forward as in the case of the median predictions.  
The results can be inspected in Figure 7.25.  
From Figure 7.25a, it is suggested that the predictions of the GMPEs are associated 
with a greater degree of variability than the predictions of the reference analysis for 
frequencies smaller than 1 Hz and greater than 2 Hz respectively.  On the other hand, 
similar trends are observed between the EQL analyses in Figure 7.25b and the NL 
analyses in Figure 7.25c in terms of the reference analysis.  When the Vs-   
modification is applied at the rock level the ratios decrease in comparison to the site 
response analyses for which no modification was applied.  This is not surprising 
though as the reference analysis is also using a Vs-   adjusted target spectrum.  
Lastly, from Figure 7.25d it is noted that the standard deviations of the site response 
analyses which are adjusted using the scaling factors appear to be larger than the 
standard deviations associated with the Monte Carlo simulations in this case.  This 
over-prediction is more prominent for frequencies greater than 2 Hz.  
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Figure 7.25 Ratios of standard deviations in relation to the reference analysis for (a) the 
GMPEs (b) the EQL analyses (c) the NL analyses and (d) the adjusted EQL and NL analyses 
using the scaling factors.  The red dotted line is used as a reference to denote the change of the 
examined ratios above or below one. 
 
7.4 Conclusions 
The different methodologies, developed and presented in the various chapters of this 
thesis have been applied, wherever relevant, to a case study concerning a soft profile 
(Vs30=258 m/s) in an active tectonic region.  Different methods of analyses were 
assessed for the same earthquake scenario (M=6.5, RJB=25 km and a strike slip fault) 
examining both their median predictions and their standard deviations.  These 
included EQL and NL site response analysis and the direct use of GMPEs.  
Firstly, the methodology summarised in Figure 6.50 was successfully employed to 
select a reference depth for the site response analysis, based on the specific project’s 
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characteristics.  Secondly, the approach presented in Section 4.1 was considered to 
establish the maximum strains that should be expected given the average shear wave 
velocity of the soil column and the peak ground velocity corresponding to the 
examined scenario.  The latter was evaluated using one of the employed GMPEs for 
the ultimately chosen magnitude-distance combination.   
When the results of the more complex site response analyses that incorporated the 
shear wave velocity uncertainty and a Vs-   adjustment were considered, a better 
agreement with the reference analysis (Monte Carlo simulations carried out for the 
Vs-   adjusted spectrum) in terms of the median predictions was achieved in 
comparison to the GMPEs.  The review of the standard deviations was less 
conclusive.  The reduction in the dispersion of the predictions by the site response 
analysis was ultimately associated with the lower standard deviations of the input 
motions in comparison to the target standard deviations.   
However, the better representation of the median predictions by the more complex site 
response analysis based on the set assumptions implies that the additional time and 
cost associated with it could offer some clear benefits in terms of accuracy.  
Consequently, depending on the nature and size of the project, the time and cost 
implications associated for instance with the use of site-specific site response analysis 
could be a justified compromise in the overall schedule and budget.  
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8. Conclusions and recommendations for future work 
This thesis investigated some of the methods of analysis that are broadly employed in 
engineering seismology to predict surface ground motions, including ground-motion 
prediction equations, 1D Equivalent Linear and Nonlinear site response analysis.  The 
main limitations of these methods of analysis were identified both through a literature 
review (Chapter 2) as well as via a set of different parametric analyses (Chapters 3-7).  
As set out in Chapter 1, the main aims of this thesis in terms of the ground-motion 
prediction equations were: 
 To appreciate the sensitivity of the ground-motion predictions when selecting 
GMPEs that adopt a different site representation 
 To set out the methodology for the application of the Vs-  adjustment  
 To appreciate the effect of the removal of the site-ergodic assumption from the 
standard deviation of GMPEs within the scope of  PSHA 
In terms of the site response analysis the goals of this research were: 
 To identify the limitations of EQL and NL site response analysis and propose the 
most appropriate method depending on the site conditions and degree of 
nonlinearity 
 To assess, quantify and then incorporate in future analysis the effect of soil 
property variability 
 To indentify whether there is a potential bias introduced in the surface ground-
motions by the scaling of the input motions used in site response analysis 
 To propose a methodology on how to select a reference velocity horizon that would 
lead to a robust prediction of the surface ground-motions 
Ultimately, the aim was to assess how the GMPEs and the different methods of site 
response analysis compare both in terms of their median predictions as well as with 
regards to their variability.  
This chapter is subdivided into four main sections summarising the different findings 
based on the set aims and objectives.  The first three sections focus on the GMPEs 
(Section 8.1) and on the site response analysis results (Section 8.2) as well on the 
comparisons amongst them (Section 8.3).  Finally, the fourth Section set outs 
recommendations with regards to future work.  
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8.1 Ground-motion prediction equations  
As part of Chapter 3, the predictions obtained using the two Euro-Mediterranean models 
of Akkar and Bommer (2010) and Ambraseys et al. (2005a) were compared with the 
predictions of the Next Generation Attenuation (NGA) models of Campbell and 
Bozorgnia (2008) and Atkinson and Boore (2011).  The former use a simple binary term 
and the latter the Vs30 to represent the site response.  There are also differences in terms 
of the nonlinear representation amongst the models.  Specifically, the NGA models 
represent soil nonlinearity by modelling the decrease of the AF with stronger motions 
(e.g., Campbell and Bozorgnia, 2008).  On the contrary, nonlinearity is not directly 
modelled by the examined Euro-Mediterranean GMPEs (Akkar and Bommer, 2010 and 
Ambraseys et al., 2005a).  
In order to assess how sensitive the ground-motion predictions were to the use of these 
models and their different site representations a set of analyses was conducted.  For these 
analyses, different values of Vs30 were firstly considered within the NGA model of 
Campbell and Bozorgnia (2008) for a soft soil class (180 m/s   Vs30  360 m/s).  These 
were different to the geometric mean of the Vs30 defining the boundaries of the examined 
soil class.  The results were compared with the Euro-Mediterranean model of Akkar and 
Bommer (2010) which used a simple binary term (this is expressive of either a soft or of 
a stiff soil class or rock).  As expected, the final predictions of the NGA model were 
sensitive to the selection of the Vs30 values.  It was not feasible to capture this change in 
the ground-motions with the less complex Euro-Mediterranean model.   
Further comparisons amongst the different NGA and Euro-Mediterranean models 
reviewed, highlighted disparities in their predictions, which were exaggerated for the 
smaller distances examined (RJB=5 km).  These were attributed both to the lack of 
nonlinear soil representation by the Euro-Mediterranean models (refer to Figure 3.3) as 
well as to the epistemic uncertainty associated with the derivation of the individual 
models.  
It was concluded, in agreement with other studies (e.g. Douglas et al., 2013), that the 
variations in the ground-motions of different GMPEs are the result of the principle 
assumptions adopted by the developers of these models as well as of the methods and 
datasets employed.  These comparisons clearly highlighted the epistemic uncertainty 
associated with the different GMPEs as well as the requirement to combine their results 
within a logic-tree in order to incorporate this.   
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As part of the same Chapter, the model of Chiou and Youngs (2008) was employed for 
an example application of the Vs-  adjustment.  The theory behind this modification was 
firstly introduced in Chapter 2 and Section 2.2.2.  A summary of the different steps 
required for its applications can be found in Figure 2.12.  For the examined case a target 
region in an active tectonic environment and a stiff profile (Vs30=1500 m/s) were 
considered.  Based on the conditions between the host region (with characteristics 
assumed to be expressive of the conditions for which the models were developed for) and 
the examined target region, different scaling factors were established for a series of 
magnitude-distance scenarios.   
It was noted that the obtained scaling factors, defined as the ratio of Vs-   adjusted over 
the unadjusted GMPE, were sensitive to the scenario considered.  This suggested that the 
use of a single scaling factor, invariably to the scenario reviewed for instance within a 
PSHA, can be unrepresentative.   
Lastly as part of Chapter 3, the effect of removing the site-ergodic assumption from a 
GMPE was assessed by inspecting the seismic hazard curves for a sample PSHA.  This 
was repeated using firstly the site-specific and secondly the published standard 
deviations of the GMPE of Campbell and Bozorgnia (2008).  The site-specific standard 
deviations of the model were obtained by applying the adjustments proposed by Lin et al. 
(2011).  The principal assumption was that these adjustments were globally applicable 
and therefore they could be used to modify the standard deviation of any GMPE.  This 
was loosely proven by comparing them with the scaling factors obtained in the study of 
Rodriguez-Marek et al. (2011).  A relative good agreement was noted mainly for periods 
greater than 0.4 s (refer to Figure 3.17) amongst the two studies despite being based on 
different datasets.  
Consequently, the scaling factors from the study of Lin et al. (2011) were adopted to 
remove the site-ergodic assumption from the standard deviations of the Campbell and 
Bozorgnia (2008) model.  The differences in the APE when the generic or the site-
specific standard deviations were employed varied up to 20% depending on the 
frequency examined.  Overall, a reduction in the hazard curves was noted when the site-
specific standard deviations were employed.  However, it was highlighted that the 
change in the hazard curves will not always be a reduction when the ergodic assumption 
(site, path or source) is removed.  This is because the removal of the ergodic assumption 
from the standard deviations of the models should be accompanied by the corresponding 
modification of the mean response.  The combined effect on the hazard curves cannot be 
predicted a priori (Montalva, 2010).  Site-specific site response analysis can be adopted 
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to modify the mean of any GMPE, whereas as suggested by Montalva (2010) in lack of 
site-specific data, i.e. when it is not feasible to modify the mean of the GMPE, additional 
epistemic uncertainty should be considered as part of the ground-motions logic-tree.   
8.2 Site response analysis 
The previous analyses and corresponding findings comprised Chapter 3.  The following 
Chapter No 4 addressed the differences amongst the predictions of EQL and NL site 
response analyses.  Different strain ranges and soil profiles were employed in an effort to 
identify generic trends in their predictions.  The modified hyperbolic model of Kodner 
and Zelasko-MKZ (Matasovic and Vucetic, 1993) was adopted to represent the stress-
strain relationship for the NL analysis.   
An approach was firstly reviewed on how to crudely approximate the expected maximum 
strains and degree of nonlinear response for a given soil profile and magnitude-distance 
scenario.  The published graph accompanying the NGA model of Campbell and 
Bozorgnia (2008) was firstly utilized.  The particular plot (refer to Figure 4.6) 
demonstrate the decrease in the amplification functions over a certain rock Peak Ground 
Acceleration based on different Vs30.  This kind of plots can be consulted in order to 
infer the expected degree of nonlinear response based on the site-specific conditions.  An 
alternative approach, which was ultimately favoured, was also examined.  This entailed 
the use of Equation 4.4 after Hashash et al. (2001).  
Equation 4.4 can be adopted to approximate the maximum strains (    ) corresponding 
to the Peak Ground Velocity (PGV) and the average shear wave velocity of the top 30 m 
of each profile (    ).  The PGV can be established using the examined scenarios and the 
chosen GMPEs (given that these models are developed in terms of PGV).  The predicted 
     can be further related to the shear modulus reductions curves of a soil column in 
conjunction with the linear and volumetric shear strain thresholds of Vucetic (1994).  
The shear-strain thresholds are used to identify the transition between linear elastic, 
nonlinear elastic and elastoplastic soil response and can be established in each case using 
the plasticity index of the soil column and Figure 2.21.  This approach allowed not only 
to approximate the strain range associated with the response, i.e., low, medium or high 
strains, but also the potential shear modulus degradation given the different magnitude-
distance scenarios.   
Through the analysis of different soil columns using both EQL and NL analyses and 
various scenarios, it was concluded that comparable predictions could be obtained 
between them.  This is true for small to medium strains and low to moderate nonlinear 
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response defined for shear modulus reduction ratios of approximately G/Gmax 0.4.  
Consequently, either method of site response analysis can be adopted for such level of 
nonlinearity.  
This however also depended on the agreement of the shear modulus reduction and 
damping curves employed between the two methods of site response analysis.  
Ultimately, the differences amongst the calibrated MKZ and the shear modulus 
degradation and damping curves used by the EQL analysis explained most of the 
variations in the surface spectral ordinates of the two methods of analysis.  This was the 
case for the low to medium strain levels and for the low to moderate nonlinear response 
( G/Gmax 0.4).  The magnitude of difference in the final surface spectral ordinates of 
the two methods of analyses was material (i.e. clay or sand) and soil class dependant.  
Some of these differences were averted by calibrating the MKZ model based on the 
strain range that was dominating the analysis.   
For medium and high strain scenarios with stronger nonlinear response ( G/Gmax 0.4) it 
was identified that EQL analysis was systematically predicting lower surface spectral 
accelerations than the NL analysis.  The use of the latter was ultimately proposed for 
such levels of nonlinear response.  Some of these differences were attributed to the use of 
a constant stiffness by the former.  This, in conjunction with the use of the empirical 
curves of Darendeli (2001) for strain ranges greater than 1% resulted in the convergence 
of EQL approximation to a particularly small shear modulus Gmin.  The use of this low 
value of shear modulus throughout the analysis resulted in higher shear strains and 
damping and ultimately to lower surface spectral ordinates in comparison to the NL 
analysis.  
The use of the hybrid curve suggested by Stewart et al. (2008) for these strain ranges and 
degree of nonlinearity was assessed to overcome some of these issues.  This curve can be 
used as an alternative to any of the empirical or site-specific curves for strains greater 
than 0.1% (Stewart et al., 2008).  For the hybrid curve, which is represented by Equation, 
4.7 a strength based reference strain is employed. The use of the hybrid curve gave 
promising results and mitigated some of the differences observed between EQL and NL 
analysis for the examined medium to high strain scenarios examined. 
The degree of variation amongst the EQL and the NL predictions was also found to be 
dependent on the type of the soil examined i.e., sand or clay when a strong nonlinear 
response was anticipated.  Due to the slower rate of change of the shear modulus 
reduction of a clayey material (e.g., refer to Figure 4.20) over a sandy material, lower 
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nonlinearity is expected for the same conditions.  This was further demonstrated by 
comparing the predictions of EQL and NL analysis when a low plasticity clay (PI=30%) 
was considered, as opposed to a sandy material (PI=0%) for the same shear-wave 
velocities and magnitude-distance scenario.  The predictions of the two methods of 
analyses were found to be in better agreement for the clay material.    
The over-damping of the high frequency response by the EQL approximation due to its 
principle limitation to use constant stiffness and damping throughout the analysis, was 
also identified in the resulting standard deviations.  These were lower in the case of the 
EQL analysis, in comparison to the NL standard deviations for the high frequency range 
and the small to medium strain response. 
Analogous standard deviations were accompanying the surface spectral ordinates of the 
two methods of analysis for the stronger nonlinear response.  A reduction of the standard 
deviations after a certain frequency range was clearly noted and this was attributed to the 
occurring nonlinear response as suggested by Figure 4.22.  Ultimately, the drawn 
conclusions and a set of recommendations that can be adopted to select the most 
appropriate method of site response analysis given the strain range and degree of 
nonlinearity were summarised in a form of a flow chart in Figure 4.42.  
Chapter 5, focused on the effect of incorporating different sources of soil property 
variability on the surface spectral ordinates when site response analysis is performed.  
Monte Carlo simulations were carried out generating random shear-wave velocities, layer 
thickness and shear modulus reduction and damping curves around chosen baseline 
values.  The Toro (1995) models were adopted to randomise the shear-wave velocities 
and the layers of different baseline profiles, whereas the nonlinear soil properties (i.e., 
the shear modulus reduction and damping curves) were randomised using the model by 
Darendeli (2001).   
From the examined parameters, the shear-wave velocity was found to have the greatest 
impact on the amplification functions in agreement with other studies (e.g. Barani et al., 
2011).  Based on this observation an alternative, less time consuming approach than the 
randomisations was established.  This can be adopted to accommodate the effect of the 
shear wave velocity variability in the surface predictions and involves the use of newly 
established scaling factors, which are frequency and soil class dependent.  These were 
defined using each of the four Toro (1995) profiles representative of different soil classes 
(based on a Vs30 classification system) as a reference and are expressed by Equations 
5.11 to 5.14 and 5.16 to 5.27.  
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Detailed comparisons were performed against the adjusted, using these scaling factors, 
medians and standard deviations of different profiles against actual Monte Carlo 
simulations.  A satisfactory agreement was noted independently of the scenario reviewed.  
This suggests that the newly proposed adjustment factors, which are listed in Tables B5.6 
to B5.21 can be successfully used as an approximation to the time consuming 
randomisations.  
The potential bias introduced in the results by the scaling of the input motions within site 
response analysis was also addressed as part of Chapter 5.  Linear regressions were 
performed between the amplification functions and the scaling factors, as well as 
between the AF and the duration of the records.  The significance of the slope of the 
best-fitted lines to the data were assessed suggesting a trend between the examined 
parameters.  To mitigate the potential bias introduced in the surface predictions by this 
trend a restriction in the magnitude (associated with the duration) and in the distance 
(which effects in conjunction with the dataset the scaling factors) was proposed.  
Applying the magnitude and distance restriction will result in the final selection of 
records that will require a nominal scaling (also depending on the final pool of records) 
and that will be representative of the magnitude and the duration examined in each case.  
In Chapter 6, the influence on the surface spectral ordinates of considering different 
reference velocity horizons was assessed by conducting extensive parametric analyses of 
variable complexity.  The latter included linear, EQL and NL site response analyses 
performed for profiles of different soil class (using a Vs30 classification system).  
Ultimately, two new methodologies were established.  The first is generally applicable at 
a pre-site investigation stage (Section 6.2.2) and the second at a post-site investigation 
stage (Section 6.2.7).  Each can be employed to select a reference velocity depth that will 
theoretically lead to a robust prediction of the surface ground-motions.     
For the composition of the first methodology, the quarter-wavelength approximation 
(Joyner et al., 1981) was employed. It was demonstrated that this can be adopted to relate 
the average shear-wave velocity of any given soil column with a unique depth and a 
particular wavelength or frequency in an automated way.  The different depths of the 
profiles and their associated frequencies can be then used to link the critical or 
predominant frequency of a structure with a particular depth within the examined soil 
column.  This is the depth that is deemed important and the one for which information 
should be ideally obtained from site investigation.   
At a post-site investigation stage, the same association between the critical or 
predominant frequency of a proposed structure with a depth of a given profile can be 
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made.  As suggested in the summary flow chart in Figure 6.50 for profiles with Vs30>750 
m/s a depth should be selected so that the predominant frequency of the soil column is 
close to the critical or the predominant frequency of the proposed structure. On the other 
hand, for profiles with Vs30<750 m/s the presence of an impedance contrast or shear 
wave velocity reversal, with the latter being of greater importance, should be taken into 
account.  The depths for which these impedance contrasts or shear wave reversals are 
noted can be linked to different frequency ranges using again the quarter-wavelength 
approximation as mentioned before.  If these frequencies are close to the critical 
frequency of the propose structure they should not be omitted from the analysis.  These 
two methodologies offer the basis for the selection of a reference depth based on the soil 
characteristics and type of project.  
8.3 Comparison of the median predictions and their uncertainty associated with 
different methods of analysis 
The last Chapter 7 assessed how the different methods of analyses examined, namely the 
GMPEs and the site-specific site response methods compared in terms of their median 
predictions and their standard deviations.  A sample case for an active tectonic 
environment and a profile with Vs30=258 m/s were considered.  The aim was to ascertain 
whether using progressively more complicated analyses offered some clear rewards in 
terms of accuracy. 
The different methodologies developed and assessed as part of this thesis, including the 
approximation of the degree of nonlinear response a priori, the scaling factors to 
incorporate the shear-wave velocity variability as well as the Vs-  adjustment were 
applied wherever relevant.  Both the medians and the standard deviations of the different 
methods of analysis were compared in relation to a reference analysis, which was 
assumed to offer the “best” representation of the response for the examined case.  This 
represented the EQL analysis for which Monte Carlo simulations were performed.  The 
results of this analysis were obtained for input motions relevant to a Vs-  adjusted rock 
spectrum.  
Based on the analyses conducted for the examined case and the assumptions made there 
was an indication that the more complex methods (i.e., site response analysis) offered 
some rewards in terms of accuracy as far as the median predictions were concerned.  A 
decrease in the standard deviations, i.e. a lower dispersion in the site response analysis 
predictions was noted in relation to the  standard deviations of the GMPEs. However, 
this reduction was further linked with the under-prediction of the target standard 
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deviation of the input motions used within site response analysis.  Ultimately, the 
comparisons of the standard deviations were less conclusive.   
8.4 Optimal treatment of nonlinear site response 
A list of methodologies were proposed throughout this thesis in order to achieve the 
optimal representation of nonlinear site response in any given project.  The steps that one 
can follow to achieve this are briefly described hereafter.  
Firstly, a set of different GMPEs must be pre-selected based on set criteria (e.g. Cotton et 
al., 2006).  A systematic comparison of the medians and of the standard deviations of the 
different models should be carried out aiding in the ultimate selection.  The comparisons 
could be conducted for the “bedrock” shear-wave velocity of the examined site.  As such, 
the two approaches presented in Chapter 6 could be utilised. These will aid selecting an 
appropriate reference velocity horizon, both as part of site investigation as well as in 
terms of site response analysis.  The “rock” spectra of the chosen GMPEs, should be 
modified using a Vs-  adjustment to represent more accurately the shallow crustal profile 
characteristics under the site (refer to Figure 2.12).  The epistemic uncertainty associated 
with the definition of the Vs-  adjustments can be incorporated in the final predictions in 
the form of a logic tree.  The modified GMPEs can be then employed within the general 
frame of PSHA.   
The results of the PSHA can be then combined with the results of site response analyses.  
The type of analysis, i.e. EQL or fully nonlinear will depend on the examined profile and 
the degree on induced nonlinearity (refer to Figure 4.42 to select the most appropriate 
type of site response analysis for any given case).  More complex 2D analyses can be 
also considered when topography or anisotropy renders the use of 1D site response 
analyses as inappropriate.  The shear-wave velocity variability can be incorporated in the 
surface predictions using Monte Carlo simulations or the proposed scaling factors (refer 
to Figure 5.19 for steps to be followed for their application).  In the case where time 
series site response analyses is considered then magnitude and distance restriction should 
be applied as part of the record selection.  This will reduce the potential bias that can be 
introduced by the scaling of the input motions.  The site response predictions can be 
finally combined with the PSHA results, obtaining the surface hazard, using different 
approaches such as the convolution method by Bazurro and Cornell (2004b).  
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8.5 Future Research 
In light of these conclusions, the following future research is considered appropriate: 
 As part of Chapter 5 a new set of scaling factors was developed to incorporate the 
effect of the shear-wave velocity variability in the response.  These were compared 
with the effect predicted by the Monte Carlo simulations with promising results.  
The scaling factors could be further tested for a wider range of magnitude-distance 
scenarios and different soil columns. 
 Further analyses could be conducted, as part of future research, to investigate the 
potential bias introduced in the results by the scaling of the input motions used 
within site response analysis.  For this, different sites and scenarios inducing strong 
nonlinear response can be considered.  Fully nonlinear analysis as opposed to 
equivalent linear can be also employed.  
 Based on Chapter 6 two methodologies were proposed in order to select a reference 
depth for site investigation and a reference velocity horizon for site response 
analysis.  These two approaches could be tested for different soil profiles.  Their 
output reference velocity horizon could be also compared with the predictions of 
other methods that are currently being employed to infer the “bedrock” level, such 
as the H/V method. 
 The effect of the Vs-  adjustment on the upper frequency ground motions has been 
briefly assessed for different example cases throughout this thesis.  However, there 
are still ambiguities with regards to the definition of the term   for any given site.  
There is also uncertainty in terms of the depth that the parameter   actually applies 
to.  Both of these points could form part of future research.  
 It could also be investigated whether adding terms in the GMPEs, such as the   or 
the newly established parameters   (Equation 5.18) and   (Equation 6.14), 
improves the accuracy of the predictions.   
 Additional work can be carried out to investigate how the different forms of 
epistemic uncertainty can be accounted for and potentially separated from any  
aleatory uncertainty as part of site response analysis.  This would require further 
comparisons amongst the predictions of the different methods.  These could be 
conducted for a detailed PSHA.  As part of the analyses the time and cost 
implications in conjunction with the accuracy of the predictions of each method of 
analysis could be quantified.  
 Finally, another point that requires additional research is related with the 
calibration of the MKZ model or analogous simple constitutive models employed 
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within nonlinear analysis.  As indicated before, a concurrent good match with the 
reference shear-modulus reduction and damping curves cannot be achieved.  This 
could be further improved as part of future research.  
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                                                                      Appendix A 
   Chapter 4-On the limitations of different methods of site response analysis    
 
Table A4.1 used for the low medium strain scenario (Sc1) 
PEER 
identification 
Scale PGA (g) Details 
NGA_no_87_SAD273 0.4889 0.1037 
SAN FERNANDO 02/09/71 14:00, SANTA ANITA DAM, 
273 (LAFC STATION 104) 
NGA_no_734_A3E000 0.477 0.0372 
LOMA PRIETA 10/18/89 00:05, APEEL 3E HAYWARD 
CSUH, 000 (CDMG STATION 58219) 
NGA_no_747_BV7220 0.4519 0.0208 
LOMA PRIETA 10/18/89 00:05, BEAR VALLEY #7, 
PINNACLES, 220 
\NGA_no_761_FMS090 0.5888 0.1128 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 090 (USGS STATION 1686) 
\NGA_no_862_IND000 0.4565 0.0474 
LANDERS 06/28/92 1158, INDIO - COACHELLA CANAL, 
000 (CDMG STATION 12026) 
NGA_no_1022_L4B090 0.5152 0.0325 
NORTHRIDGE EQ 1/17/94, 12:31, LAKE HUGHES #4B - 
CAMP MENDENHALL, 090 (CDMG STATI 
NGA_no_1026_LOA182 0.4848 0.074 
NORTHRIDGE EQ 1/17/94, 12:31, LAWNDALE - OSAGE, 
182 (USC STATION 90045) 
NGA_no_1029_LV3090 0.4726 0.05 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #3, 090 
(CDMG STATION 24307) 
  
 
Table A4.1 Records used for the high strain scenario (Sc2) 
PEER 
identification 
Scale PGA (g) Details 
NGA_no_68_PEL180 1.0776 0.1877 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 180 (USGS STATION 135) 
NGA_no_73_L09021 1.2119 0.1908 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 
021 (USGS STATION 127) 
NGA_no_126_GAZ090 0.5238 0.3759 GAZLI 5/17/76, KARAKYR, 090 
NGA_no_288_A-
BRZ000 1.1706 0.2546 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_495_S1280 0.5728 0.6276 NAHANNI, CANADA 12/23/85, SITE 1, 280 
NGA_no_825_CPM000 0.5306 0.7944 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 
000 (CDMG STATION 89005) 
NGA_no_880_MCF000 1.4644 0.1852 
LANDERS 6/28/92 1158, MISSION CREEK FAULT, 000 
(USGS STATION 100) 
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PEER 
identification 
Scale PGA (g) Details 
NGA_no_1010_5082-
325 0.8255 0.3159 
NORTHRIDGE EARTHQUAKE; CA:LA;WADSWORTH 
VA, S GND; 325 
 
Table A4.2 Records used for the low to medium strain scenario for the profile representative of 
Vs30<180 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_755_CYC285 0.0517 0.025 
LOMA PRIETA 10/18/89 00:05, COYOTE LAKE DAM SW 
ABUT, 285 (CDMG STATION 57217) 
NGA_no_765_G01000 0.0555 0.0228 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #1, 000 
(CDMG STATION 47379) 
NGA_no_830_SHL090 0.1299 0.0245 
CAPE MENDOCINO 04/25/92 1806, SHELTER COVE 
AIRPORT, 090 (CDMG STATION 89530) 
NGA_no_952_MU2035 0.0477 0.0295 
NORTHRIDGE EQ 1/17/94, 12:31, BEVERLY HILLS - 
12520 MULH, 035 (USC STATION 90014 
NGA_no_953_MUL009 0.0551 0.0229 
NORTHRIDGE EQ 1/17/94, 12:31, BEVERLY HILLS - 
14145 MULH, 009 (USC STATION 90013 
NGA_no_961_CAT180 0.1566 0.013 
NORTHRIDGE EQ 1/17/94, 12:31, CARSON - CATSKILL, 
180 (USC STATION 90040) 
NGA_no_969_MEL090 0.1393 0.011 
NORTHRIDGE EQ 1/17/94, 12:31, DUARTE - MEL 
CANYON, 090 (USC STATION 90067) 
NGA_no_985_BLD090 0.0725 0.0173 
NORTHRIDGE 01/17/94 1231, LA - BALDWIN 
HILLS, 090 (CDMG STATION 24157) 
NGA_no_1031_LV5000 0.1103 0.0162 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY 
#5, 000 (CDMG STATION 24055) 
NGA_no_1051_PUL194 0.0302 0.0389 
NORTHRIDGE 01/17/94 1231, PACOIMA DAM, 
UPPER LEFT ABUT., 194 (CDMG STATION 24207 
 
Table A4.3 Records used for the low to medium strain scenario for the profile representative of  
180 m/s Vs30<360 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_72_L04111 0.4807 0.0924 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #4, 111 
(USGS STATION 126) 
NGA_no_81_PPP270 0.4292 0.0583 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM PUMP, 
270 (CDWR STATION 269) 
NGA_no_495_S1280 0.1552 0.1701 NAHANNI, CANADA 12/23/85, SITE 1, 280 
NGA_no_763_GIL067 0.2647 0.0945 
LOMA PRIETA 10/18/89 00:05, GILROY GAVILAN COLL, 
067 (CDMG STATION 47006) 
NGA_no_782_MCH000 0.5201 0.0379 LOMA PRIETA 10/18/89 00:05, MONTEREY CITY HALL, 
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PEER identification Scale PGA (g) Details 
000 (CDMG STATION 47377) 
NGA_no_830_SHL000 0.4742 0.1084 
CAPE MENDOCINO 04/25/92 1806, SHELTER COVE 
AIRPORT, 000 (CDMG STATION 89530) 
NGA_no_1007_UNI095 0.4572 0.0978 
NORTHRIDGE 1/17/94 12:31, LA-UNIV. HOSPITAL GR, 
095 (CDMG STATION 24605) 
NGA_no_1016_NYA180 0.4901 0.0781 
NORTHRIDGE EQ 1/17/94, 12:31, LA CRESCENTA - NEW 
YORK, 180 (USC STATION 90060) 
NGA_no_1031_LV5090 0.4815 0.0442 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #5, 090 
(CDMG STATION 24055) 
NGA_no_1035_MAN000 0.4469 0.0899 
NORTHRIDGE EQ 1/17/94, 12:31, MANHATTAN BEACH - 
MANH BCH, 000 (USC STATION 90046 
 
Table A4.4 Records used for the low to medium strain scenario for the profile representative of  
360 m/s Vs30 750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.62 0.108 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_126_GAZ090 0.23 0.165 
 
GAZLI 5/17/76, KARAKYR, 090 
NGA_no_495_S1280 0.35 0.383 NAHANNI, CANADA 12/23/85, SITE 1, 280   
NGA_no_741_BRN000 0.26 0.125 LOMA PRIETA 10/18/89 00:05, BRAN, 000 
NGA_no_761_FSM090 0.67 0.128 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 090 (USGS STATION 1686) 
NGA_no_769_G06000 0.65 0.082 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #6, 000 
(CDMG STATION 57383) 
NGA_no_879_LCN260 0.27 0.196 
LANDERS 6/28/92 11:58, LUCERNE, 260 (SCE STATION 
24) 
NGA_no_1082_RO3000 0.41 0.124 
NORTHRIDGE EQ 1/17/94, 12:31, SUN VALLEY - 
ROSCOE, 000 (USC STATION 90006) 
NGA_no_1612_1059-E 0.51 0.068 DUZCE 11/12/99, 1059, E (LAMONT STATION 1059) 
NGA_no_1613_161-E 0.67 0.090 DUZCE 11/12/99, 1061, E (LAMONT STATION 1061) 
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Table A4.5 Records used for the low to medium strain scenario for the profile representative of  
Vs30 750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.633 0.1102 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 180 (USGS STATION 135) 
NGA_no_87_SAD273 0.737 0.1563 
SAN FERNANDO 02/09/71 14:00, SANTA ANITA 
DAM, 273 (LAFC STATION 104) 
NGA_no_754_CLD285 0.5611 0.1005 
LOMA PRIETA 10/18/89 00:05, COYOTE LAKE DAM 
DOWNST, 285 (CDMG STATION 57504) 
NGA_no_825_CPM000 0.1651 0.2471 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 000 (CDMG STATION 89005) 
NGA_no_897_29P090 1.2741 0.0769 
LANDERS 06/28/92 1158, TWENTYNINE PALMS, 090 
(CDMG STATION 22161) 
NGA_no_984_116090 0.5617 0.117 
NORTHRIDGE 01/17/94 1231, 116TH ST SCHOOL, 090 
(CDMG STATION 14403) 
NGA_no_1027_LV1000 0.9471 0.0842 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #1, 
000 (CDMG STATION 24305) 
NGA_no_1039_MRP090 0.7093 0.1369 
NORTHRIDGE 01/17/94 1231, MOORPARK, 090 
(CDMG STATION 24283) 
NGA_no_1620_SKR090 1.7907 0.0408 DUZCE 11/12/99, SAKARYA, 090 (ERD) 
NGA_no_1836_22161360 1.125 0.0754 
HECTOR MINE OCTOBER 16, 1999  02:46, 
TWENTYNINE PALMS -JOSHUA TREE - 22161,360 
 
Table A4.6 Records used for the high strain scenario for the profile representative of  
Vs30 <180 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_71_L12291 0.68 0.192 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES 
#12, 291 (CDMG STATION 128) 
NGA_no_93_WND233 0.87 0.093 
SAN FERNANDO 02/09/71 14:00, WHITTIER 
NARROWS DAM, 233 (ACOE STATION 289) 
NGA_no_731_A10090 0.91 0.081 
LOMA PRIETA 10/18/89 00:05, APEEL 10 SKYLINE, 
090 (CDMG STATION 58373) 
NGA_no_754_CLD285 0.63 0.113 
LOMA PRIETA 10/18/89 00:05, COYOTE LAKE DAM 
DOWNST, 285 (CDMG STATION 57504) 
NGA_no_791_SG3351 0.72 0.048 
LOMA PRIETA 10/18/89 00:05, SAGO SOUTH 
SURFACE, 351 (CDMG STATION 47189) 
NGA_no_947_ARC172 0.88 0.091 
NORTHRIDGE EQ 1/17/94, 12:31, ARCADIA - 
ARCADIA AVE, 172 (USC STATION 90099) 
NGA_no_949_ARL090 0.58 0.200 
NORTHRIDGE 01/17/94 1231, ARLETA, 090 (CDMG 
STATION 24087) 
NGA_no_978_WIL090 0.66 0.090 NORTHRIDGE EQ 1/17/94, 12:31, HOLLYWOOD - 
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PEER identification Scale PGA (g) Details 
WILLOUGHBY, 090 (USC STATION 90018) 
NGA_no_1059_PTH180 0.81 0.069 
NORTHRIDGE EQ 1/17/94, 12:31, PORT HUENEME - 
NAVAL LAB, 180 (CDMG STATION 24281) 
NGA_no_1082_RO3000 0.48 0.145 
NORTHRIDGE EQ 1/17/94, 12:31, SUN VALLEY - 
ROSCOE, 000 (USC STATION 90006) 
 
Table A4.7 Records used for the high strain scenario for the profile representative of  
180 m/s Vs30 360 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_65_0PP270 2.800 0.295 
SAN FERNANDO 02/09/71 14:00, GORMAN - OSO PUMP, 
270 (CDWR STATION 994) 
NGA_no_68_PEL180 2.030 0.354 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_93_WND233 2.662 0.284 
SAN FERNANDO 02/09/71 14:00, WHITTIER NARROWS 
DAM, 233 (ACOE STATION 289) 
NGA_no_126_GAZ00 0.8197 0.499 GAZLI 5/17/76, KARAKYR, 000   
NGA_no_286_A-BIS000 2.9942 0.300 IRPINIA EQ, 11/23/80, 19:34:54, BISACCIA, 000 
NGA_no_741_BRN000 0.773 0.372 LOMA PRIETA 10/18/89 00:05, BRAN, 000 
NGA_no_891_SIL090 4.0383 0.162 
LANDERS 06/28/92 1158, SILENT VALL - POPPET, 090 
(CDMG STATION 12206) 
NGA_no_1051_PUL194 0.6886 0.885 
NORTHRIDGE 01/17/94 1231, PACOIMA DAM, UPPER 
LEFT ABUT., 194 (CDMG STATION 24207 
NGA_no_1602_BOL000 0.7366 0.536 DUZCE 11/12/99, BOLU, 000 (ERD) 
NGA_no_1612_1059-E 3.1908 0.423 DUZCE 11/12/99, 1059, E (LAMONT STATION 1059) 
 
Table A4.8 Records used for the high strain scenario for the profile representative of  
360 m/s Vs30 750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_126_GAZ090 1.3133 0.9423 GAZLI 5/17/76, KARAKYR, 090 
NGA_no_285_A-BAG000 1.4461 0.2015 IRPINIA EQ, 11/23/80, 19:34, BAGNOLI IRPINO, 000 
NGA_no_292_A-STU270 0.9979 0.357 IRPINIA EQ, 11/23/80, 19:34:54, STURNO, 270 
NGA_no_740_ADL250 0.8568 0.0546 
LOMA PRIETA 10/18/89 00:05, ANDERSON DAM L 
ABUT, 250 (USGS STATION 1652) 
NGA_no_806_SVL270 1.3503 0.2799 
LOMA PRIETA 10/18/89 00:05, SUNNYVALE 
COLTON AVE, 270 (USGS STATION 1695) 
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PEER identification Scale PGA (g) Details 
NGA_no_825_CPM090 0.9397 0.9768 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 090 (CDMG STATION 89005) 
NGA_no_879_LCN260 2.5598 1.8605 
LANDERS 6/28/92 11:58, LUCERNE, 260 (SCE 
STATION 24) 
NGA_no_880_MCF000 1.0844 0.1371 
LANDERS 6/28/92 1158, MISSION CREEK FAULT, 
000 (USGS STATION 100) 
NGA_no_959_CNP106 1.2642 0.4498 
NORTHRIDGE EQ 1/17/94, 12:31, CANOGA PARK - 
TOPANGA CANYON, 106 (USC STATION 900 
NGA_no_1611_1059-N 1.4738 0.2173 DUZCE 11/12/99, 1059, N (LAMONT STATION 1059) 
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                                                                      Appendix B 
Chapter 5 -Uncertainty related to different soil properties within site response analysis    
 
Table B5.1 Suite of motions used in the parametric analyses of Section 5.3.1 
PEER identification Scale PGA (g) Details 
NGA_no_139_DAY-LN 0.3848 0.1262 TABAS, IRAN 09/16/78   :  , DAYHOOK,  LN 
NGA_no_291_A-VLT270 1.2401 0.1285 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN 
VULTURE, 270 
NGA_no_763_GIL067 0.3621 0.1293 
LOMA PRIETA 10/18/89 00:05, GILROY GAVILAN 
COLL, 067 (CDMG STATION 47006) 
NGA_no_884_PSA000 1.0802 0.0817 
LANDERS 06/28/92 1158, PALM SPRINGS AIRPORT, 
000 (CDMG STATION 12025) 
NGA_no_952_MU2035 0.2671 0.1648 
NORTHRIDGE EQ 1/17/94, 12:31, BEVERLY HILLS - 
12520 MULH, 035 (USC STATION 90014 
NGA_no_978_WIL090 0.6901 0.0941 
NORTHRIDGE EQ 1/17/94, 12:31, HOLLYWOOD - 
WILLOUGHBY, 090 (USC STATION 90018) 
NGA_no_1016_NYA180 0.9474 0.1509 
NORTHRIDGE EQ 1/17/94, 12:31, LA CRESCENTA - 
NEW YORK, 180 (USC STATION 90060) 
NGA_no_1029_LV3090 1.402 0.1484 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #3, 
090 (CDMG STATION 24307) 
NGA_no_1063_RRS318 0.1836 0.0893 
NORTHRIDGE, 1/17/94 12:31, RINALDI RECEIVING 
STA, 318 
NGA_no_1836_22161090 1.6642 0.1095 
HECTOR MINE OCTOBER 16, 1999  02:46, 
TWENTYNINE PALMS -JOSHUA TREE - 22161,90 
 
Table B5.2 Suite of motions used for the derivation of adjustment factors     for the profile 
representative of Vs30<180 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_292_A-STU000 0.3444 0.0863 IRPINIA EQ, 11/23/80, 19:34:54, STURNO, 000 
NGA_no_954_TUJ352 0.7057 0.173 
NORTHRIDGE EQ 1/17/94, 12:31, BIG TUJUNGA, 352 
(USC STATION 90061) 
NGA_no_964_CAS000 1.0429 0.0919 
NORTHRIDGE EQ 1/17/94, 12:31, COMPTON - 
CASTLEGATE, 000 (USC STATION 90078) 
NGA_no_969_MEL180 3.3561 0.0954 
NORTHRIDGE EQ 1/17/94, 12:31, DUARTE - MEL 
CANYON, 180 (USC STATION 90067) 
NGA_no_983_0655-022 0.1708 0.0975 NORTHRIDGE EARTHQUAKE; CA:SYLMAR;JENSEN 
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PEER identification Scale PGA (g) Details 
FLT PLT, GEN; 22 
NGA_no_1004_0637-360 0.1255 0.1172 
NORTHRIDGE EARTHQUAKE; CA:LA;SEPULVEDA 
VA, BLD 40 GND; 360 
NGA_no_1039_MRP090 0.5256 0.1015 
NORTHRIDGE 01/17/94 1231, MOORPARK, 090 (CDMG 
STATION 24283) 
NGA_no_1091_VAS090 0.7009 0.0975 
NORTHRIDGE, 1/17/94 12:31, VASQUEZ ROCKS PARK, 
090 (CDMG STATION 24047) 
NGA_no_1113_OSA090 1.0778 0.0685 KOBE 01/16/95 2046, OSA, 090 
NGA_no_1119_TAZ090 0.1556 0.1079 KOBE 01/16/95 2046, TAKARAZU, 090 (CUE) 
 
Table B5.3 Suite of motions used for the derivation of adjustment factors     for the profile 
representative of 180 m/s  Vs30<360m/s 
PEER identification Scale PGA (g) Details 
NGA_no_139_DAY-LN 0.3848 0.1262 TABAS, IRAN 09/16/78   DAYHOOK,  LN 
NGA_no_291_A-
VLT270 1.2401 0.1285 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN VULTURE, 
270 
NGA_no_763_GIL067 0.3621 0.1293 
LOMA PRIETA 10/18/89 00:05, GILROY GAVILAN COLL, 
067 (CDMG STATION 47006) 
NGA_no_884_PSA000 1.0802 0.0817 
LANDERS 06/28/92 1158, PALM SPRINGS AIRPORT, 000 
(CDMG STATION 12025) 
NGA_no_952_MU2035 0.2671 0.1648 
NORTHRIDGE EQ 1/17/94, 12:31, BEVERLY HILLS - 12520 
MULH, 035 (USC STATION 90014 
NGA_no_978_WIL090 0.6901 0.0941 
NORTHRIDGE EQ 1/17/94, 12:31, HOLLYWOOD - 
WILLOUGHBY, 090 (USC STATION 90018) 
NGA_no_1016_NYA180 0.9474 0.1509 
NORTHRIDGE EQ 1/17/94, 12:31, LA CRESCENTA - NEW 
YORK, 180 (USC STATION 90060) 
NGA_no_1029_LV3090 1.402 0.1484 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #3, 090 
(CDMG STATION 24307) 
NGA_no_1063_RRS318 0.1836 0.0893 
NORTHRIDGE, 1/17/94 12:31, RINALDI RECEIVING STA, 
318 
NGA_no_1836_2216109
0 1.6642 0.1095 
HECTOR MINE OCTOBER 16, 1999  02:46, TWENTYNINE 
PALMS -JOSHUA TREE - 22161,90 
 
Table B5.4 Suite of motions used for the derivation of adjustment factors     for the profile 
representative of 360 m/s  Vs30 750 m/s 
PEER identification 
 
Scale 
 
PGA (g) 
 
Details 
NGA_no_291_A-VLT270 1.0714 0.111 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN VULTURE, 
270 
371 
 
PEER identification 
 
Scale 
 
PGA (g) 
 
Details 
NGA_no_801_SJTE315 0.4271 0.0973 
SANTA CRUZ MTNS (LOMA PRIETA) 10/17/1989, SAN 
JOSE-SANTA TERESA HILLS , 315 
NGA_no_879_LCN345 0.1789 0.1412 
LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE STATION 
24) 
NGA_no_897_29P090 1.7688 0.1067 
LANDERS 06/28/92 1158, TWENTYNINE PALMS, 090 
(CDMG STATION 22161) 
NGA_no_947_ARC262 1.1039 0.0912 
NORTHRIDGE EQ 1/17/94, 12:31, ARCADIA - ARCADIA 
AVE, 262 (USC STATION 90099) 
NGA_no_962_WAT180 1.1172 0.0996 
NORTHRIDGE EQ 1/17/94, 12:31, CARSON - WATER, 
180 (USC STATION 90081) 
NGA_no_1063_RRS318 0.1586 0.0772 
NORTHRIDGE, 1/17/94 12:31, RINALDI RECEIVING 
STA, 318 
NGA_no_1077_STM360 0.2876 0.1064 
NORTHRIDGE 01/17/94 1231, SANTA MONICA, 360 
(CDMG STATION 24538) 
NGA_no_1087_TAR360 0.1092 0.1082 
NORTHRIDGE 01/17/94 1231, TARZANA - CEDAR HILL 
NURSERY A, 360 (CDMG STATION 2443 
NGA_no_1836_22161090 1.4379 0.0946 
HECTOR MINE OCTOBER 16, 1999  02:46, 
TWENTYNINE PALMS -JOSHUA TREE - 22161,90 
 
Table B5.5 Suite of motions used for the derivation of adjustment factors     for the profile 
representative of Vs30 750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_126_GAZ090 0.1449 0.104 GAZLI 5/17/76, KARAKYR, 090 
NGA_no_288_A-BRZ000 0.5651 0.1229 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_496_S2330 0.3625 0.117 NAHANNI, CANADA 12/23/85, SITE 2, 330 
NGA_no_763_GIL067 0.3266 0.1166 
LOMA PRIETA 10/18/89 00:05, GILROY GAVILAN 
COLL, 067 (CDMG STATION 47006) 
NGA_no_825_CPM090 0.1572 0.1634 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 
090 (CDMG STATION 89005) 
NGA_no_879_LCN345 0.1868 0.1474 
LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE STATION 
24) 
NGA_no_1006_UCL090 0.4347 0.1208 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 090 (CDMG STATION 24688) 
NGA_no_1009_5082A-
325 0.4721 0.1193 
NORTHRIDGE EARTHQUAKE; CA:LA;WADSWORTH 
VA, N GND; 325 
NGA_no_1063_RRS318 0.1656 0.0806 
NORTHRIDGE, 1/17/94 12:31, RINALDI RECEIVING 
STA, 318 
NGA_no_1091_VAS090 0.719 0.1 
NORTHRIDGE, 1/17/94 12:31, VASQUEZ ROCKS PARK, 
090 (CDMG STATION 24047) 
  
372 
 
Table B5.6 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
Vs30<180 m/s and      =0.1 & 0.2 
f (Hz)      =0.1      =0.2 
                  
100.00 0.9992 0.1050 0.9061 0.2399 
90.61 0.9990 0.1049 0.9061 0.2398 
82.10 0.9987 0.1049 0.9061 0.2398 
74.38 0.9986 0.1048 0.9064 0.2397 
67.40 0.9984 0.1046 0.9065 0.2396 
61.07 0.9985 0.1044 0.9063 0.2394 
55.33 0.9989 0.1042 0.9060 0.2393 
50.13 1.0007 0.1042 0.9056 0.2390 
45.42 0.9968 0.1038 0.9067 0.2389 
41.16 1.0010 0.1034 0.9070 0.2379 
37.29 1.0000 0.1033 0.9046 0.2372 
33.79 1.0090 0.1019 0.9143 0.2373 
30.61 1.0008 0.1041 0.9053 0.2366 
27.74 0.9971 0.1047 0.8990 0.2335 
25.13 1.0030 0.1011 0.9029 0.2309 
22.77 1.0123 0.1031 0.9153 0.2337 
20.63 1.0226 0.1035 0.9243 0.2371 
18.69 1.0327 0.1014 0.9350 0.2340 
16.94 0.9960 0.1036 0.9098 0.2232 
15.35 0.9958 0.1053 0.9218 0.2236 
13.91 1.0368 0.0992 0.9561 0.2229 
373 
 
f (Hz)      =0.1      =0.2 
                  
12.60 0.9717 0.1086 0.8978 0.2267 
11.42 0.9918 0.1056 0.9239 0.2296 
10.34 1.0312 0.0972 0.9775 0.2221 
9.37 0.9721 0.1372 0.8954 0.2572 
8.49 0.9792 0.1406 0.9094 0.2576 
7.69 0.9844 0.1020 0.9017 0.2383 
6.97 0.9260 0.1321 0.8376 0.2770 
6.32 0.9466 0.1193 0.8625 0.2599 
5.72 0.9949 0.1338 0.9170 0.2859 
5.19 0.9640 0.1395 0.8671 0.2869 
4.70 0.9666 0.1412 0.8915 0.2861 
4.26 0.9478 0.1349 0.8599 0.2896 
3.86 0.9195 0.1349 0.8473 0.2918 
3.49 0.9248 0.1542 0.8544 0.3050 
3.17 0.9417 0.1446 0.8540 0.3064 
2.87 0.9768 0.1541 0.8939 0.2987 
2.60 0.9630 0.1407 0.8825 0.3092 
2.36 0.9270 0.1710 0.8606 0.3308 
2.13 0.9147 0.1806 0.8586 0.3287 
1.93 0.9793 0.1654 0.8642 0.3129 
1.75 0.9830 0.1400 0.8760 0.3137 
1.59 0.9836 0.1427 0.9053 0.3261 
374 
 
f (Hz)      =0.1      =0.2 
                  
1.44 0.9500 0.1278 0.8827 0.3124 
1.30 0.9533 0.1417 0.8866 0.2994 
1.18 0.9761 0.1297 0.8840 0.2841 
1.07 0.9437 0.1096 0.8462 0.2680 
0.97 0.9556 0.1064 0.8593 0.2441 
0.88 0.9530 0.1103 0.8729 0.2427 
0.80 0.9655 0.1125 0.8904 0.2499 
0.72 0.9090 0.1364 0.8190 0.2715 
0.65 0.9161 0.1480 0.8058 0.2791 
0.59 0.9095 0.1137 0.7705 0.2485 
0.54 0.9173 0.0814 0.7989 0.2032 
0.49 0.9433 0.1068 0.8835 0.1838 
0.44 1.0712 0.1417 1.0544 0.2417 
0.40 1.0405 0.1541 1.0830 0.2811 
0.36 1.0167 0.1221 1.0537 0.2573 
0.33 0.9752 0.1074 1.0038 0.2395 
0.30 0.9860 0.0995 0.9976 0.2180 
0.27 0.9883 0.0800 0.9850 0.1873 
0.24 0.9709 0.0823 0.9819 0.1691 
0.22 0.9663 0.0632 0.9841 0.1360 
0.20 1.0033 0.0673 1.0010 0.1337 
375 
 
Table B5.7 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
Vs30<180 m/s and      =0.3 & 0.4 
f (Hz)      =0.3      =0.4 
                  
100.00 0.7860 0.3512 0.6711 0.4731 
90.61 0.7863 0.3511 0.6711 0.4731 
82.10 0.7864 0.3511 0.6713 0.4732 
74.38 0.7866 0.3511 0.6718 0.4732 
67.40 0.7870 0.3510 0.6721 0.4732 
61.07 0.7875 0.3509 0.6725 0.4733 
55.33 0.7867 0.3509 0.6728 0.4734 
50.13 0.7871 0.3509 0.6718 0.4735 
45.42 0.7885 0.3507 0.6722 0.4733 
41.16 0.7895 0.3501 0.6752 0.4733 
37.29 0.7890 0.3497 0.6735 0.4733 
33.79 0.7940 0.3497 0.6799 0.4733 
30.61 0.7882 0.3483 0.6751 0.4723 
27.74 0.7881 0.3462 0.6710 0.4715 
25.13 0.7948 0.3437 0.6781 0.4704 
22.77 0.8038 0.3456 0.6861 0.4717 
20.63 0.8053 0.3487 0.6839 0.4741 
18.69 0.8198 0.3482 0.6936 0.4753 
16.94 0.8059 0.3370 0.6865 0.4680 
15.35 0.8122 0.3403 0.6925 0.4722 
13.91 0.8293 0.3408 0.7059 0.4753 
376 
 
f (Hz)      =0.3      =0.4 
                  
12.60 0.7889 0.3385 0.6779 0.4687 
11.42 0.8197 0.3436 0.7068 0.4737 
10.34 0.8726 0.3429 0.7456 0.4791 
9.37 0.7862 0.3671 0.6784 0.4965 
8.49 0.7903 0.3712 0.6779 0.5030 
7.69 0.8050 0.3663 0.6917 0.5114 
6.97 0.7319 0.4072 0.6280 0.5495 
6.32 0.7627 0.3966 0.6567 0.5442 
5.72 0.8036 0.4202 0.6925 0.5657 
5.19 0.7657 0.4212 0.6591 0.5810 
4.70 0.7871 0.4239 0.6832 0.5806 
4.26 0.7483 0.4297 0.6591 0.5840 
3.86 0.7395 0.4320 0.6328 0.5940 
3.49 0.7406 0.4393 0.6531 0.5985 
3.17 0.7279 0.4491 0.6353 0.6115 
2.87 0.7685 0.4434 0.6613 0.6005 
2.60 0.7616 0.4568 0.6560 0.6045 
2.36 0.7388 0.4670 0.6461 0.6026 
2.13 0.7275 0.4646 0.6179 0.5935 
1.93 0.7383 0.4632 0.6192 0.6037 
1.75 0.7498 0.4647 0.6232 0.6034 
1.59 0.7865 0.4625 0.6669 0.5969 
377 
 
f (Hz)      =0.3      =0.4 
                  
1.44 0.7873 0.4399 0.6810 0.5734 
1.30 0.7966 0.4212 0.6763 0.5542 
1.18 0.7819 0.4063 0.6368 0.5366 
1.07 0.7385 0.4005 0.5970 0.5273 
0.97 0.7324 0.3738 0.5980 0.5042 
0.88 0.7381 0.3678 0.6105 0.4949 
0.80 0.7564 0.3644 0.6250 0.4823 
0.72 0.6958 0.3656 0.5893 0.4745 
0.65 0.6454 0.3700 0.5394 0.4792 
0.59 0.6165 0.3451 0.5066 0.4568 
0.54 0.6567 0.3022 0.5586 0.4158 
0.49 0.7827 0.2611 0.6758 0.3742 
0.44 1.0109 0.2923 0.8855 0.3750 
0.40 1.1133 0.3355 1.0217 0.3910 
0.36 1.1247 0.3253 1.0820 0.3775 
0.33 1.0853 0.3075 1.0766 0.3540 
0.30 1.0605 0.2852 1.0654 0.3245 
0.27 1.0252 0.2620 1.0512 0.3044 
0.24 1.0233 0.2418 1.0525 0.2872 
0.22 1.0184 0.2005 1.0429 0.2519 
0.20 1.0285 0.1872 1.0449 0.2291 
 
378 
 
Table B5.8 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 180 
m/s< Vs30<360 m/s and      =0.1 & 0.2 
f (Hz)      =0.1      =0.2 
                  
100.00 0.9806 0.1043 0.8715 0.2198 
90.61 0.9796 0.1044 0.8713 0.2199 
82.10 0.9783 0.1045 0.8713 0.2200 
74.38 0.9768 0.1047 0.8689 0.2202 
67.40 0.9761 0.1050 0.8684 0.2206 
61.07 0.9762 0.1052 0.8676 0.2211 
55.33 0.9757 0.1053 0.8630 0.2215 
50.13 0.9777 0.1039 0.8640 0.2212 
45.42 0.9725 0.1021 0.8660 0.2184 
41.16 0.9622 0.1060 0.8596 0.2174 
37.29 0.9644 0.1078 0.8580 0.2185 
33.79 0.9557 0.1147 0.8571 0.2228 
30.61 0.9482 0.1122 0.8487 0.2224 
27.74 0.9363 0.1092 0.8407 0.2200 
25.13 0.9427 0.1110 0.8527 0.2192 
22.77 0.9507 0.0994 0.8602 0.2110 
20.63 0.9481 0.1006 0.8479 0.2075 
18.69 0.9711 0.1088 0.8633 0.2152 
16.94 0.9844 0.1145 0.8772 0.2300 
15.35 0.9955 0.1063 0.8841 0.2301 
13.91 1.0274 0.1100 0.9174 0.2276 
379 
 
f (Hz)      =0.1      =0.2 
                  
12.60 1.0300 0.1087 0.9269 0.2268 
11.42 1.0401 0.1152 0.9182 0.2448 
10.34 1.0013 0.1223 0.8710 0.2428 
9.37 0.9231 0.1274 0.8263 0.2404 
8.49 0.9240 0.1310 0.7914 0.2627 
7.69 0.9542 0.1292 0.8215 0.2617 
6.97 0.9472 0.1391 0.7925 0.2783 
6.32 0.9289 0.1373 0.7987 0.2836 
5.72 0.9490 0.1405 0.8023 0.2885 
5.19 0.9376 0.1440 0.7954 0.2916 
4.70 0.9493 0.1440 0.7993 0.2952 
4.26 0.9683 0.1367 0.8312 0.2957 
3.86 0.9513 0.1502 0.8145 0.3056 
3.49 0.9499 0.1271 0.8162 0.2866 
3.17 0.9760 0.1370 0.8626 0.2864 
2.87 0.9603 0.1393 0.8195 0.2776 
2.60 0.9749 0.1335 0.8471 0.2839 
2.36 0.9808 0.1396 0.8577 0.2831 
2.13 0.9617 0.1261 0.8278 0.2750 
1.93 0.9868 0.1321 0.8718 0.2787 
1.75 1.0357 0.1531 0.9509 0.2851 
1.59 0.9876 0.1749 0.9369 0.2817 
380 
 
f (Hz)      =0.1      =0.2 
                  
1.44 0.9526 0.2097 0.8455 0.2994 
1.30 0.9063 0.1480 0.7752 0.2630 
1.18 0.9717 0.1310 0.9009 0.2484 
1.07 1.0570 0.1633 1.0928 0.2616 
0.97 0.9946 0.1521 1.0622 0.2838 
0.88 1.0011 0.1676 1.0664 0.3264 
0.80 0.9614 0.2099 1.0117 0.3815 
0.72 0.9618 0.2729 0.9829 0.4414 
0.65 0.9359 0.3309 0.9028 0.4750 
0.59 0.9346 0.2677 0.8958 0.4226 
0.54 0.9843 0.1741 0.8486 0.3367 
0.49 0.9773 0.1391 0.8566 0.2720 
0.44 1.0644 0.1287 1.0194 0.2174 
0.40 1.0640 0.1448 1.0960 0.2192 
0.36 1.0829 0.0948 1.1147 0.1871 
0.33 1.0767 0.0839 1.0976 0.1897 
0.30 1.0554 0.0828 1.0936 0.1597 
0.27 1.0389 0.0496 1.0805 0.1202 
0.24 0.9544 0.0627 1.0042 0.1170 
0.22 0.9585 0.0476 0.9987 0.0918 
0.20 0.9680 0.0466 0.9934 0.1020 
 
381 
 
Table B5.9 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 180 
m/s< Vs30<360 m/s and      =0.3 & 0.4 
f (Hz)      =0.3      =0.4 
                  
100.00 0.7414 0.3312 0.5760 0.4384 
90.61 0.7408 0.3312 0.5758 0.4385 
82.10 0.7414 0.3313 0.5760 0.4386 
74.38 0.7416 0.3313 0.5760 0.4387 
67.40 0.7414 0.3314 0.5758 0.4388 
61.07 0.7412 0.3315 0.5754 0.4390 
55.33 0.7382 0.3315 0.5741 0.4391 
50.13 0.7393 0.3310 0.5745 0.4385 
45.42 0.7395 0.3296 0.5788 0.4374 
41.16 0.7392 0.3275 0.5769 0.4360 
37.29 0.7355 0.3278 0.5763 0.4356 
33.79 0.7280 0.3295 0.5756 0.4361 
30.61 0.7241 0.3298 0.5680 0.4348 
27.74 0.7216 0.3286 0.5658 0.4347 
25.13 0.7283 0.3302 0.5727 0.4371 
22.77 0.7339 0.3258 0.5744 0.4350 
20.63 0.7261 0.3156 0.5727 0.4242 
18.69 0.7300 0.3215 0.5841 0.4270 
16.94 0.7380 0.3367 0.5803 0.4420 
15.35 0.7494 0.3456 0.5790 0.4540 
13.91 0.7774 0.3443 0.6012 0.4606 
382 
 
f (Hz)      =0.3      =0.4 
                  
12.60 0.7878 0.3478 0.6039 0.4629 
11.42 0.7684 0.3639 0.5873 0.4777 
10.34 0.7278 0.3754 0.5547 0.4922 
9.37 0.6975 0.3716 0.5338 0.4961 
8.49 0.6518 0.3990 0.4988 0.5254 
7.69 0.6806 0.4066 0.5165 0.5313 
6.97 0.6355 0.4209 0.4884 0.5482 
6.32 0.6322 0.4248 0.4753 0.5552 
5.72 0.6318 0.4290 0.4730 0.5561 
5.19 0.6221 0.4343 0.4686 0.5715 
4.70 0.6201 0.4435 0.4604 0.5715 
4.26 0.6404 0.4446 0.4735 0.5796 
3.86 0.6262 0.4544 0.4647 0.5925 
3.49 0.6341 0.4371 0.4666 0.5707 
3.17 0.6866 0.4367 0.5000 0.5554 
2.87 0.6384 0.4324 0.4777 0.5545 
2.60 0.6659 0.4427 0.4922 0.5667 
2.36 0.6756 0.4335 0.4967 0.5550 
2.13 0.6617 0.4266 0.4795 0.5484 
1.93 0.7099 0.4211 0.5314 0.5379 
1.75 0.8006 0.4149 0.6026 0.5343 
1.59 0.8126 0.3890 0.6327 0.5143 
383 
 
f (Hz)      =0.3      =0.4 
                  
1.44 0.7141 0.3956 0.5514 0.5177 
1.30 0.6601 0.3768 0.5216 0.4942 
1.18 0.7877 0.3662 0.6448 0.4857 
1.07 1.0518 0.3697 0.8719 0.4825 
0.97 1.0813 0.4025 0.9428 0.4927 
0.88 1.1402 0.4575 1.0153 0.5100 
0.80 1.0802 0.5034 0.9642 0.5305 
0.72 0.9831 0.5300 0.8677 0.5506 
0.65 0.8977 0.5357 0.7241 0.5717 
0.59 0.7934 0.5033 0.6328 0.5666 
0.54 0.7063 0.4394 0.5714 0.5336 
0.49 0.7545 0.3857 0.6481 0.4944 
0.44 0.9422 0.3272 0.8508 0.4427 
0.40 1.0400 0.2965 0.9763 0.3891 
0.36 1.1334 0.2638 1.1282 0.3441 
0.33 1.1324 0.2806 1.1766 0.3308 
0.30 1.1312 0.2616 1.1865 0.3234 
0.27 1.1123 0.2191 1.1564 0.2987 
0.24 1.0467 0.2063 1.1010 0.2770 
0.22 1.0343 0.1562 1.0713 0.2221 
0.20 1.0441 0.1583 1.0709 0.2033 
 
384 
 
Table B5.10 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
360 m/s< Vs30<750 m/s and      =0.1 & 0.2 
f 
(Hz) 
     =0.1      =0.2 
                  
100.00 1.0108 0.1310 0.9944 0.2294 
90.61 1.0107 0.1310 0.9944 0.2294 
82.10 1.0100 0.1309 0.9946 0.2294 
74.38 1.0102 0.1309 0.9946 0.2295 
67.40 1.0115 0.1310 0.9932 0.2296 
61.07 1.0121 0.1311 0.9922 0.2297 
55.33 1.0143 0.1315 0.9917 0.2300 
50.13 1.0097 0.1315 0.9903 0.2279 
45.42 1.0136 0.1338 0.9951 0.2272 
41.16 1.0266 0.1321 1.0077 0.2280 
37.29 1.0367 0.1329 1.0103 0.2311 
33.79 1.0540 0.1324 1.0214 0.2326 
30.61 1.0599 0.1318 1.0266 0.2331 
27.74 1.0171 0.1329 0.9888 0.2284 
25.13 1.0412 0.1292 1.0061 0.2257 
22.77 0.9912 0.1224 0.9713 0.2309 
20.63 0.9761 0.1244 0.9509 0.2307 
18.69 1.0123 0.1333 0.9827 0.2366 
16.94 0.9928 0.1431 0.9489 0.2323 
15.35 1.0071 0.1346 0.9632 0.2407 
13.91 0.9845 0.1533 0.9423 0.2540 
385 
 
f 
(Hz) 
     =0.1      =0.2 
                  
12.60 0.9802 0.1577 0.9311 0.2633 
11.42 1.0096 0.1739 0.9625 0.2695 
10.34 0.9585 0.1518 0.8941 0.2662 
9.37 0.9658 0.1417 0.9161 0.2701 
8.49 1.0133 0.1751 0.9728 0.2771 
7.69 0.9682 0.1974 0.8860 0.2822 
6.97 0.9591 0.1336 0.8926 0.2685 
6.32 1.0188 0.1388 1.0127 0.2831 
5.72 0.9941 0.1748 1.0057 0.2984 
5.19 0.9742 0.1840 0.9069 0.2966 
4.70 0.9375 0.1508 0.8368 0.2839 
4.26 0.9828 0.1531 0.9158 0.2682 
3.86 1.0866 0.1638 1.1355 0.2742 
3.49 1.0190 0.1473 1.1028 0.2786 
3.17 0.9955 0.1588 1.0510 0.3052 
2.87 1.0169 0.1673 1.0217 0.3464 
2.60 0.9715 0.2073 0.9626 0.4123 
2.36 0.9677 0.2530 0.9542 0.4574 
2.13 0.9739 0.3179 0.9524 0.4782 
1.93 0.9929 0.2975 0.8934 0.4482 
1.75 0.9233 0.2412 0.7174 0.4106 
1.59 0.9558 0.1628 0.8462 0.2786 
386 
 
f 
(Hz) 
     =0.1      =0.2 
                  
1.44 1.0038 0.2215 0.9984 0.3216 
1.30 1.0021 0.2051 1.0384 0.3108 
1.18 1.0082 0.1624 1.0231 0.2939 
1.07 0.9498 0.1447 0.9716 0.2770 
0.97 0.9588 0.1187 0.9824 0.2421 
0.88 0.9596 0.1058 0.9846 0.2165 
0.80 0.9747 0.0608 0.9774 0.1467 
0.72 0.9722 0.0662 0.9915 0.1262 
0.65 0.9799 0.0724 1.0025 0.1279 
0.59 1.0023 0.0727 1.0055 0.1108 
0.54 1.0053 0.0536 1.0165 0.0820 
0.49 0.9936 0.0444 0.9932 0.0766 
0.44 0.9860 0.0257 0.9824 0.0426 
0.40 0.9480 0.0361 0.9510 0.0685 
0.36 0.9511 0.0314 0.9527 0.0587 
0.33 0.9460 0.0170 0.9477 0.0407 
0.30 0.9312 0.0292 0.9372 0.0491 
0.27 0.9452 0.0177 0.9432 0.0410 
0.24 0.9703 0.0198 0.9678 0.0435 
0.22 0.9676 0.0335 0.9382 0.0525 
0.20 0.9721 0.0320 0.9643 0.0520 
 
 
387 
 
Table B5.11 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
360 m/s< Vs30<750 m/s and      =0.3 & 0.4 
f 
(Hz) 
     =0.3      =0.4 
                  
100.00 0.9604 0.3434 0.9248 0.4012 
90.61 0.9600 0.3434 0.9248 0.4013 
82.10 0.9598 0.3435 0.9245 0.4013 
74.38 0.9599 0.3436 0.9235 0.4014 
67.40 0.9590 0.3438 0.9232 0.4015 
61.07 0.9594 0.3439 0.9217 0.4017 
55.33 0.9605 0.3442 0.9234 0.4019 
50.13 0.9604 0.3424 0.9230 0.4005 
45.42 0.9616 0.3405 0.9260 0.3992 
41.16 0.9676 0.3415 0.9325 0.4000 
37.29 0.9630 0.3445 0.9341 0.4019 
33.79 0.9794 0.3459 0.9430 0.4031 
30.61 0.9882 0.3455 0.9451 0.4034 
27.74 0.9402 0.3384 0.9175 0.3998 
25.13 0.9458 0.3403 0.9111 0.4059 
22.77 0.9053 0.3473 0.8647 0.4172 
20.63 0.8831 0.3476 0.8429 0.4192 
18.69 0.8963 0.3527 0.8597 0.4204 
16.94 0.8806 0.3504 0.8408 0.4246 
15.35 0.8835 0.3630 0.8220 0.4371 
13.91 0.8745 0.3709 0.7982 0.4475 
388 
 
f 
(Hz) 
     =0.3      =0.4 
                  
12.60 0.8508 0.3721 0.7557 0.4551 
11.42 0.8681 0.3799 0.7724 0.4592 
10.34 0.8017 0.3818 0.7141 0.4630 
9.37 0.8225 0.3838 0.7271 0.4710 
8.49 0.8897 0.3850 0.7890 0.4636 
7.69 0.8014 0.3973 0.7239 0.4711 
6.97 0.8239 0.4038 0.7548 0.4775 
6.32 0.9685 0.4137 0.8723 0.4884 
5.72 0.9730 0.4124 0.8645 0.4807 
5.19 0.8250 0.4104 0.7363 0.4730 
4.70 0.7567 0.4036 0.6909 0.4719 
4.26 0.8433 0.3975 0.7883 0.4771 
3.86 1.1182 0.4036 1.0828 0.4887 
3.49 1.1491 0.4214 1.1670 0.5126 
3.17 1.1332 0.4622 1.1917 0.5537 
2.87 1.0485 0.5065 1.0831 0.5826 
2.60 0.9750 0.5668 1.0092 0.6344 
2.36 0.9496 0.5946 0.9543 0.6601 
2.13 0.8755 0.6015 0.8562 0.6613 
1.93 0.7367 0.5871 0.6730 0.6391 
1.75 0.5694 0.5473 0.5136 0.6005 
1.59 0.7265 0.4161 0.6512 0.4991 
389 
 
f 
(Hz) 
     =0.3      =0.4 
                  
1.44 0.8919 0.4081 0.7586 0.4796 
1.30 1.0107 0.3810 0.9322 0.4413 
1.18 1.0438 0.3658 1.0258 0.4137 
1.07 1.0300 0.3689 1.0451 0.4099 
0.97 1.0477 0.3427 1.0799 0.3917 
0.88 1.0454 0.3308 1.0819 0.3909 
0.80 0.9939 0.2640 1.0137 0.3417 
0.72 1.0219 0.2333 1.0330 0.3185 
0.65 1.0353 0.2173 1.0516 0.2962 
0.59 1.0186 0.1860 1.0272 0.2626 
0.54 1.0303 0.1472 1.0358 0.2167 
0.49 0.9992 0.1245 1.0047 0.1838 
0.44 0.9860 0.0846 0.9907 0.1451 
0.40 0.9615 0.1029 0.9694 0.1524 
0.36 0.9588 0.0990 0.9620 0.1467 
0.33 0.9539 0.0721 0.9561 0.1165 
0.30 0.9469 0.0718 0.9569 0.1087 
0.27 0.9489 0.0709 0.9536 0.1105 
0.24 0.9749 0.0773 0.9802 0.1107 
0.22 0.9438 0.0931 0.9491 0.1284 
0.20 0.9606 0.0975 0.9617 0.1379 
 
390 
 
Table B5.12 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
Vs30>750 m/s and      =0.1 & 0.2 
f(Hz)      =0.1      =0.2 
                  
100.00 1.0080 0.0795 0.9663 0.1189 
90.61 1.0091 0.0796 0.9667 0.1189 
82.10 1.0113 0.0807 0.9680 0.1183 
74.38 1.0118 0.0795 0.9681 0.1190 
67.40 1.0200 0.0783 0.9747 0.1180 
61.07 1.0170 0.0788 0.9742 0.1190 
55.33 1.0140 0.0786 0.9715 0.1178 
50.13 1.0171 0.0757 0.9769 0.1186 
45.42 1.0049 0.0821 0.9675 0.1311 
41.16 0.9918 0.0851 0.9678 0.1319 
37.29 0.9887 0.0757 0.9717 0.1250 
33.79 0.9562 0.0734 0.9455 0.1231 
30.61 0.9705 0.0757 0.9672 0.1188 
27.74 1.0194 0.0785 0.9832 0.1263 
25.13 1.0072 0.0999 0.9360 0.1471 
22.77 0.9885 0.0977 0.9101 0.1505 
20.63 1.0067 0.0742 0.9773 0.1477 
18.69 0.9964 0.0875 1.0065 0.1742 
16.94 0.9589 0.1642 0.9506 0.2274 
15.35 0.9670 0.1770 0.8394 0.2379 
13.91 0.9853 0.1192 0.8717 0.2110 
391 
 
f(Hz)      =0.1      =0.2 
                  
12.60 1.0237 0.1193 0.9832 0.1943 
11.42 1.0174 0.1197 1.0323 0.2099 
10.34 1.0351 0.1292 1.0396 0.2376 
9.37 1.0253 0.1552 1.0235 0.2920 
8.49 1.0191 0.1900 0.9914 0.3472 
7.69 1.0063 0.2522 0.9671 0.3868 
6.97 0.9524 0.2445 0.7959 0.3686 
6.32 0.9069 0.1801 0.7492 0.3431 
5.72 1.0275 0.2168 0.9082 0.3209 
5.19 1.0265 0.2452 1.0251 0.3776 
4.70 1.0337 0.2055 1.0678 0.3593 
4.26 1.0443 0.1450 1.0483 0.3243 
3.86 0.9817 0.0994 1.0002 0.2614 
3.49 0.9691 0.1214 0.9979 0.2523 
3.17 0.9739 0.0686 0.9874 0.1868 
2.87 0.9826 0.0694 1.0013 0.1570 
2.60 1.0025 0.0545 1.0078 0.1317 
2.36 0.9997 0.0372 1.0049 0.0994 
2.13 0.9872 0.0313 0.9887 0.0830 
1.93 0.9978 0.0237 0.9990 0.0798 
1.75 0.9730 0.0275 0.9730 0.0716 
1.59 0.9573 0.0184 0.9614 0.0565 
392 
 
f(Hz)      =0.1      =0.2 
                  
1.44 0.9514 0.0215 0.9547 0.0460 
1.30 0.9865 0.0230 0.9882 0.0412 
1.18 0.9781 0.0170 0.9757 0.0439 
1.07 0.9833 0.0124 0.9808 0.0229 
0.97 0.9867 0.0168 0.9872 0.0286 
0.88 0.9878 0.0142 0.9894 0.0311 
0.80 0.9992 0.0164 1.0009 0.0258 
0.72 1.0028 0.0152 1.0047 0.0234 
0.65 0.9973 0.0093 0.9988 0.0166 
0.59 0.9911 0.0080 0.9917 0.0154 
0.54 0.9970 0.0078 0.9967 0.0162 
0.49 0.9952 0.0097 0.9945 0.0117 
0.44 0.9900 0.0054 0.9896 0.0076 
0.40 0.9929 0.0039 0.9928 0.0095 
0.36 0.9952 0.0028 0.9959 0.0054 
0.33 0.9965 0.0032 0.9981 0.0043 
0.30 0.9975 0.0030 0.9974 0.0039 
0.27 0.9960 0.0041 0.9976 0.0058 
0.24 0.9998 0.0036 0.9992 0.0062 
0.22 0.9986 0.0043 0.9991 0.0072 
0.20 0.9993 0.0032 0.9998 0.0076 
 
393 
 
Table B5.13 Adjustment factors     for profiles in agreement with the Toro (1995) profile with 
Vs30>750 m/s and      =0.3 & 0.4 
f(Hz)      =0.3      =0.4 
                  
100.00 0.9188 0.1718 0.8967 0.2178 
90.61 0.9197 0.1721 0.8959 0.2182 
82.10 0.9209 0.1717 0.8970 0.2181 
74.38 0.9209 0.1729 0.8973 0.2196 
67.40 0.9289 0.1726 0.9050 0.2201 
61.07 0.9273 0.1739 0.9052 0.2224 
55.33 0.9251 0.1737 0.9005 0.2231 
50.13 0.9288 0.1741 0.9078 0.2236 
45.42 0.9116 0.1819 0.8881 0.2283 
41.16 0.9162 0.1820 0.8901 0.2265 
37.29 0.9316 0.1768 0.9049 0.2233 
33.79 0.9181 0.1746 0.8996 0.2240 
30.61 0.9498 0.1776 0.9285 0.2306 
27.74 0.9361 0.1858 0.8985 0.2436 
25.13 0.8687 0.1985 0.8349 0.2599 
22.77 0.8441 0.2099 0.8086 0.2784 
20.63 0.9206 0.2282 0.8758 0.2926 
18.69 0.9536 0.2558 0.8979 0.3170 
16.94 0.8807 0.2677 0.8419 0.3198 
15.35 0.7363 0.2745 0.6874 0.3312 
13.91 0.7605 0.2760 0.7041 0.3458 
394 
 
12.60 0.9415 0.2801 0.8801 0.3485 
11.42 1.0237 0.3141 0.9751 0.3714 
10.34 1.0421 0.3500 1.0357 0.4020 
9.37 1.0209 0.3843 1.0115 0.4406 
8.49 0.9313 0.4072 0.9060 0.4551 
7.69 0.8016 0.4437 0.7607 0.4847 
6.97 0.6314 0.4403 0.5590 0.4919 
6.32 0.5924 0.4318 0.4998 0.4840 
5.72 0.8236 0.4172 0.7000 0.4731 
5.19 1.0497 0.4474 0.9237 0.4832 
4.70 1.1400 0.4269 1.0992 0.4680 
4.26 1.1322 0.4129 1.1346 0.4718 
3.86 1.0778 0.3792 1.1031 0.4587 
3.49 1.1153 0.3645 1.1430 0.4422 
3.17 1.0406 0.3172 1.0748 0.4106 
2.87 1.0489 0.2652 1.0660 0.3616 
2.60 1.0486 0.2241 1.0694 0.3132 
2.36 1.0305 0.1839 1.0411 0.2662 
2.13 1.0109 0.1401 1.0284 0.2030 
1.93 1.0099 0.1283 1.0201 0.1774 
1.75 0.9870 0.1113 0.9985 0.1533 
1.59 0.9733 0.0886 0.9801 0.1240 
1.44 0.9740 0.0699 0.9820 0.0982 
1.30 0.9956 0.0604 0.9991 0.0835 
1.18 0.9820 0.0655 0.9855 0.0852 
395 
 
1.07 0.9834 0.0440 0.9841 0.0645 
0.97 0.9916 0.0371 0.9946 0.0489 
0.88 0.9975 0.0414 1.0032 0.0516 
0.80 1.0108 0.0346 1.0187 0.0428 
0.72 1.0231 0.0307 1.0271 0.0398 
0.65 1.0013 0.0250 1.0016 0.0341 
0.59 0.9946 0.0206 0.9973 0.0249 
0.54 0.9989 0.0255 0.9997 0.0336 
0.49 0.9949 0.0163 0.9956 0.0225 
0.44 0.9901 0.0114 0.9901 0.0170 
0.40 0.9943 0.0135 0.9957 0.0175 
0.36 0.9969 0.0085 0.9978 0.0115 
0.33 1.0004 0.0075 1.0013 0.0129 
0.30 0.9987 0.0059 0.9985 0.0092 
0.27 1.0000 0.0080 1.0003 0.0106 
0.24 1.0001 0.0091 1.0005 0.0126 
0.22 1.0024 0.0093 1.0034 0.0124 
0.20 1.0012 0.0113 1.0021 0.0150 
 
Table B5.14 Properties for the evaluation of     for profiles with Vs30<180 m/s and      =0.1, 
0.2, 0.3 and 0.4 
f 
(Hz) 
     =0.1      =0.2      =0.3      =0.4 
                                
100.00 0.6892 0.7482 0.7567 -0.0410 
90.61 0.6891 0.7483 0.7567 -0.0410 
396 
 
f 
(Hz) 
     =0.1      =0.2      =0.3      =0.4 
                                
82.10 0.6889 0.7483 0.7567 -0.0410 
74.38 0.6888 0.7483 0.7567 -0.0410 
67.40 0.6886 0.7483 0.7566 -0.0410 
61.07 0.6885 0.7483 0.7566 -0.0410 
55.33 0.6884 0.7482 0.7566 -0.0411 
50.13 0.6916 0.7484 0.7567 -0.0413 
45.42 0.6869 0.7492 0.7571 -0.0409 
41.16 0.6966 0.7501 0.7570 -0.0412 
37.29 0.6991 0.7506 0.7570 -0.0409 
33.79 0.6926 0.7498 0.7561 -0.0420 
30.61 0.7151 0.7535 0.7588 -0.0414 
27.74 0.7340 0.7572 0.7589 -0.0402 
25.13 0.7461 0.7563 0.7557 -0.0395 
22.77 0.7239 0.7552 0.7555 -0.0396 
20.63 0.7124 0.7538 0.7564 -0.0407 
18.69 0.7227 0.7488 0.7516 -0.0406 
16.94 0.7880 0.7522 0.7496 -0.0393 
15.35 0.8032 0.7482 0.7459 -0.0425 
13.91 0.7706 0.7378 0.7410 -0.0419 
12.60 0.7664 0.7483 0.7556 -0.0363 
11.42 0.7371 0.7525 0.7605 -0.0375 
10.34 0.7309 0.7551 0.7604 -0.0416 
397 
 
f 
(Hz) 
     =0.1      =0.2      =0.3      =0.4 
                                
9.37 0.8050 0.7889 0.7849 -0.0426 
8.49 0.8094 0.7917 0.7889 -0.0410 
7.69 0.7685 0.7845 0.7913 -0.0382 
6.97 0.8263 0.8099 0.8129 -0.0352 
6.32 0.8152 0.8139 0.8156 -0.0286 
5.72 0.8202 0.8246 0.8186 -0.0256 
5.19 0.8216 0.8304 0.8170 -0.0234 
4.70 0.8272 0.8287 0.8188 -0.0245 
4.26 0.7997 0.8125 0.8114 -0.0293 
3.86 0.8074 0.8118 0.8056 -0.0293 
3.49 0.7478 0.7923 0.7875 -0.0218 
3.17 0.7131 0.7603 0.7650 -0.0249 
2.87 0.7567 0.7583 0.7724 -0.0341 
2.60 0.6288 0.7314 0.7566 -0.0435 
2.36 0.6799 0.7395 0.7553 -0.0459 
2.13 0.7329 0.7451 0.7486 -0.0476 
1.93 0.7411 0.7381 0.7312 -0.0510 
1.75 0.6222 0.7148 0.7176 -0.0540 
1.59 0.5060 0.6811 0.6937 -0.0615 
1.44 0.6274 0.7046 0.6846 -0.0634 
1.30 0.7313 0.7025 0.6644 -0.0689 
1.18 0.7044 0.6457 0.6141 -0.0681 
398 
 
f 
(Hz) 
     =0.1      =0.2      =0.3      =0.4 
                                
1.07 0.4443 0.5071 0.5362 -0.0695 
0.97 0.0277 0.3255 0.4527 -0.0607 
0.88 -0.0689 0.2795 0.4109 -0.0561 
0.80 0.0652 0.3037 0.3845 -0.0500 
0.72 0.3931 0.4861 0.4440 -0.0406 
0.65 0.5538 0.4973 0.3960 -0.0274 
0.59 0.3665 0.4055 0.3436 -0.0187 
0.54 0.4144 0.3275 0.2744 -0.0046 
0.49 -0.3999 -0.0915 0.1042 0.0066 
0.44 -0.6134 -0.5235 -0.2693 0.0272 
0.40 -0.7035 -0.6429 -0.4560 0.0281 
0.36 -0.7145 -0.6872 -0.5449 0.0217 
0.33 -0.6355 -0.6658 -0.5763 0.0156 
0.30 -0.6852 -0.7141 -0.6397 0.0112 
0.27 -0.7219 -0.7182 -0.6501 -0.0049 
0.24 -0.6450 -0.6720 -0.6405 -0.0009 
0.22 -0.5114 -0.5997 -0.6070 0.0021 
0.20 -0.6021 -0.6154 -0.6036 -0.0010 
 
 
 
399 
 
Table B5.15 Properties for the evaluation of      for profiles with 180 m/s <Vs30<360 m/s and 
     =0.1, 0.2, 0.3 and 0.4 
f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
100.00 0.0880 0.2539 0.4261 0.4874 
90.61 0.0904 0.2554 0.4266 0.4879 
82.10 0.0932 0.2573 0.4273 0.4885 
74.38 0.0963 0.2602 0.4283 0.4894 
67.40 0.0992 0.2641 0.4299 0.4906 
61.07 0.1016 0.2690 0.4319 0.4921 
55.33 0.1037 0.2745 0.4347 0.4941 
50.13 0.0845 0.2713 0.4328 0.4935 
45.42 0.0521 0.2537 0.4260 0.4887 
41.16 0.0777 0.2655 0.4295 0.4888 
37.29 0.0999 0.2816 0.4343 0.4912 
33.79 0.1625 0.3044 0.4451 0.4967 
30.61 0.1565 0.3242 0.4583 0.5023 
27.74 0.0413 0.2804 0.4460 0.4940 
25.13 0.0915 0.3014 0.4535 0.5020 
22.77 0.0857 0.2930 0.4548 0.5072 
20.63 0.1169 0.3022 0.4611 0.5090 
18.69 0.1776 0.3013 0.4586 0.4994 
16.94 0.0834 0.2731 0.4469 0.5027 
15.35 0.2042 0.3801 0.5164 0.5537 
13.91 0.2169 0.3752 0.5155 0.5587 
400 
 
f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
12.60 0.2707 0.3951 0.5184 0.5609 
11.42 0.2029 0.4028 0.5388 0.5731 
10.34 0.3670 0.4749 0.5761 0.6002 
9.37 0.4751 0.4909 0.5919 0.6075 
8.49 0.5230 0.5644 0.6352 0.6383 
7.69 0.4226 0.5484 0.6329 0.6410 
6.97 0.4832 0.5715 0.6602 0.6634 
6.32 0.4205 0.5314 0.6452 0.6623 
5.72 0.4645 0.5562 0.6559 0.6672 
5.19 0.3608 0.5240 0.6458 0.6679 
4.70 0.3702 0.5209 0.6376 0.6685 
4.26 0.3012 0.5012 0.6264 0.6591 
3.86 0.3630 0.4959 0.6056 0.6546 
3.49 0.3251 0.4917 0.5731 0.6335 
3.17 0.3396 0.4875 0.5557 0.6063 
2.87 0.2219 0.3856 0.4989 0.5661 
2.60 0.1243 0.3483 0.4638 0.5384 
2.36 0.1802 0.2647 0.3971 0.4882 
2.13 0.0513 0.1234 0.3239 0.4367 
1.93 -0.4536 -0.0270 0.2608 0.3773 
1.75 -0.4905 -0.1108 0.2029 0.3302 
1.59 -0.1766 -0.1302 0.1024 0.2538 
401 
 
f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
1.44 -0.0089 -0.1345 0.0077 0.1824 
1.30 -0.4394 -0.3500 -0.1393 0.0811 
1.18 -0.8155 -0.5199 -0.2219 0.0143 
1.07 -0.7868 -0.6691 -0.3194 -0.0512 
0.97 -0.6335 -0.6057 -0.3134 -0.0996 
0.88 -0.4440 -0.4491 -0.2644 -0.1275 
0.80 -0.1443 -0.2532 -0.1640 -0.1133 
0.72 -0.0281 -0.1205 -0.0837 -0.0881 
0.65 0.0552 -0.0576 -0.0670 -0.0839 
0.59 0.0583 -0.0468 -0.0618 -0.0769 
0.54 -0.0361 -0.0913 -0.0846 -0.0812 
0.49 -0.2202 -0.2322 -0.2065 -0.1544 
0.44 -0.3113 -0.2842 -0.2798 -0.2014 
0.40 -0.2688 -0.3450 -0.3703 -0.2704 
0.36 -0.3413 -0.3960 -0.4625 -0.3714 
0.33 -0.3538 -0.3900 -0.4542 -0.4182 
0.30 -0.3468 -0.4422 -0.4832 -0.4481 
0.27 -0.6299 -0.5775 -0.5107 -0.4567 
0.24 -0.5853 -0.5906 -0.5405 -0.4793 
0.22 -0.2972 -0.5315 -0.5761 -0.5125 
0.20 -0.5023 -0.5901 -0.6181 -0.5615 
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Table B5.16 Properties for the evaluation of      for profiles with 360 m/s <Vs30<750 m/s and 
     =0.1, 0.2, 0.3 and 0.4 
f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
100.00 -0.0970 -0.1320 -0.1268 -0.0299 
90.61 -0.0961 -0.1314 -0.1263 -0.0294 
82.10 -0.0951 -0.1305 -0.1256 -0.0288 
74.38 -0.0939 -0.1295 -0.1248 -0.0280 
67.40 -0.0925 -0.1295 -0.1241 -0.0276 
61.07 -0.0910 -0.1284 -0.1230 -0.0268 
55.33 -0.0888 -0.1292 -0.1220 -0.0267 
50.13 -0.0693 -0.1260 -0.1203 -0.0243 
45.42 -0.0405 -0.1241 -0.1201 -0.0254 
41.16 -0.0335 -0.1226 -0.1163 -0.0216 
37.29 -0.0301 -0.1153 -0.1095 -0.0157 
33.79 -0.0254 -0.1083 -0.1009 -0.0099 
30.61 -0.0212 -0.0981 -0.0939 -0.0008 
27.74 -0.0138 -0.0853 -0.0826 0.0106 
25.13 0.0304 -0.0472 -0.0546 0.0353 
22.77 -0.0206 -0.0008 -0.0128 0.0787 
20.63 0.0825 0.0557 0.0151 0.1140 
18.69 0.1012 0.0672 0.0336 0.1206 
16.94 0.1020 0.0633 0.0435 0.1350 
15.35 0.1109 0.0983 0.0779 0.1756 
13.91 0.1568 0.1225 0.1057 0.2115 
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f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
12.60 0.1390 0.1072 0.1121 0.2416 
11.42 0.1362 0.0853 0.1044 0.2330 
10.34 0.0469 0.0573 0.0927 0.2268 
9.37 -0.0327 0.0500 0.0799 0.2134 
8.49 0.1422 0.0243 0.0348 0.1789 
7.69 0.0824 -0.0419 0.0144 0.1492 
6.97 -0.3587 -0.1570 -0.0326 0.1021 
6.32 -0.4960 -0.1672 -0.0703 0.0739 
5.72 -0.0421 -0.1144 -0.1146 0.0196 
5.19 0.0160 -0.1762 -0.1943 -0.0673 
4.70 -0.4268 -0.3660 -0.2963 -0.1495 
4.26 -0.8201 -0.5950 -0.3853 -0.2085 
3.86 -0.8352 -0.6979 -0.4503 -0.2396 
3.49 -0.6022 -0.6107 -0.4486 -0.2524 
3.17 -0.3402 -0.4081 -0.3610 -0.2136 
2.87 -0.1045 -0.1397 -0.2070 -0.1319 
2.60 0.0497 0.0023 -0.1120 -0.0735 
2.36 0.1216 0.0766 -0.0491 -0.0329 
2.13 0.1513 0.0843 -0.0363 -0.0455 
1.93 0.1380 0.0418 -0.0586 -0.0699 
1.75 0.0129 -0.0445 -0.1090 -0.1076 
1.59 -0.3137 -0.2274 -0.2331 -0.1839 
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f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
1.44 -0.3345 -0.3119 -0.2923 -0.2471 
1.30 -0.3386 -0.3340 -0.3487 -0.3201 
1.18 -0.3347 -0.3340 -0.3571 -0.3677 
1.07 -0.3186 -0.3062 -0.3297 -0.3867 
0.97 -0.3340 -0.3321 -0.3394 -0.4093 
0.88 -0.3212 -0.3197 -0.3133 -0.3936 
0.80 -0.3991 -0.3579 -0.3180 -0.4048 
0.72 -0.3598 -0.3770 -0.3314 -0.4115 
0.65 -0.3288 -0.3343 -0.3118 -0.4061 
0.59 -0.3451 -0.3536 -0.3245 -0.3995 
0.54 -0.3409 -0.3643 -0.3349 -0.4144 
0.49 -0.3642 -0.3722 -0.3453 -0.4231 
0.44 -0.3490 -0.4589 -0.3513 -0.3970 
0.40 -0.4249 -0.3987 -0.3640 -0.4341 
0.36 -0.3624 -0.3533 -0.3329 -0.4174 
0.33 -0.4270 -0.3851 -0.3639 -0.4284 
0.30 -0.3694 -0.3673 -0.3933 -0.4518 
0.27 -0.4023 -0.4661 -0.4500 -0.5064 
0.24 -0.3371 -0.4171 -0.4356 -0.5222 
0.22 -0.2350 -0.3134 -0.3520 -0.4575 
0.20 -0.3789 -0.3758 -0.3476 -0.4342 
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Table B5.17 Properties for the evaluation of    for profiles with Vs30>750 m/s and      =0.1, 
0.2, 0.3 and 0.4 
f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
100.00 -0.0124 -0.1071 -0.0915 -0.0228 
90.61 -0.0144 -0.1066 -0.0907 -0.0211 
82.10 -0.0017 -0.1102 -0.0933 -0.0219 
74.38 -0.0288 -0.1086 -0.0880 -0.0165 
67.40 -0.0756 -0.1196 -0.0968 -0.0203 
61.07 -0.0770 -0.1061 -0.0830 -0.0051 
55.33 -0.1017 -0.1162 -0.0811 -0.0012 
50.13 -0.0700 -0.0869 -0.0670 0.0066 
45.42 0.1388 0.0087 -0.0079 0.0401 
41.16 0.1691 0.0278 0.0008 0.0630 
37.29 0.1471 0.0461 0.0052 0.0637 
33.79 0.0211 0.0202 0.0561 0.1094 
30.61 -0.0497 0.0646 0.0957 0.1414 
27.74 0.0768 0.1496 0.1331 0.1846 
25.13 0.3982 0.2260 0.1865 0.2252 
22.77 0.2483 0.1864 0.2021 0.2217 
20.63 0.0598 0.2229 0.2501 0.2424 
18.69 0.2290 0.3067 0.2738 0.2483 
16.94 0.6413 0.4422 0.2705 0.2324 
15.35 0.5758 0.2941 0.1416 0.1591 
13.91 -0.2940 -0.0989 -0.0228 0.0956 
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f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
12.60 -0.6176 -0.3513 -0.1532 0.0387 
11.42 -0.3229 -0.3233 -0.1569 0.0167 
10.34 0.1218 0.0514 0.0198 0.0911 
9.37 0.2734 0.2616 0.1399 0.1311 
8.49 0.4350 0.4119 0.2484 0.1718 
7.69 0.5227 0.4337 0.2535 0.1534 
6.97 0.4348 0.2950 0.1342 0.0658 
6.32 -0.2610 -0.0528 -0.0623 -0.0648 
5.72 -0.6988 -0.4721 -0.3229 -0.2529 
5.19 -0.6957 -0.6571 -0.5323 -0.4409 
4.70 -0.6865 -0.7023 -0.6236 -0.5676 
4.26 -0.6961 -0.7122 -0.6673 -0.6430 
3.86 -0.7427 -0.7149 -0.6833 -0.6883 
3.49 -0.6559 -0.6991 -0.6685 -0.6813 
3.17 -0.7059 -0.6780 -0.6416 -0.6623 
2.87 -0.7023 -0.6990 -0.6413 -0.6411 
2.60 -0.6965 -0.7090 -0.6473 -0.6336 
2.36 -0.7223 -0.7177 -0.6419 -0.6302 
2.13 -0.6624 -0.6940 -0.6442 -0.6160 
1.93 -0.6398 -0.6778 -0.6669 -0.6528 
1.75 -0.6475 -0.6778 -0.6676 -0.6518 
1.59 -0.5138 -0.6262 -0.6238 -0.6182 
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f (Hz)      =0.1      =0.2      =0.3      =0.4 
                                
1.44 -0.6996 -0.7338 -0.6912 -0.6641 
1.30 -0.7321 -0.7562 -0.7253 -0.6899 
1.18 -0.4101 -0.6614 -0.6863 -0.6775 
1.07 -0.6344 -0.7104 -0.6397 -0.6281 
0.97 -0.6469 -0.6949 -0.6873 -0.6557 
0.88 -0.5959 -0.7038 -0.7044 -0.6925 
0.80 -0.6055 -0.7040 -0.6878 -0.6836 
0.72 -0.6051 -0.7053 -0.6883 -0.6602 
0.65 -0.6939 -0.6952 -0.6613 -0.6531 
0.59 -0.6366 -0.7228 -0.7341 -0.7228 
0.54 -0.6694 -0.6706 -0.6393 -0.6573 
0.49 -0.5354 -0.5215 -0.5776 -0.6153 
0.44 -0.7082 -0.7282 -0.6994 -0.6605 
0.40 -0.4338 -0.6552 -0.6829 -0.6909 
0.36 -0.5137 -0.6931 -0.6751 -0.6478 
0.33 -0.4669 -0.5789 -0.5199 -0.4794 
0.30 -0.5520 -0.6528 -0.6178 -0.5351 
0.27 -0.6304 -0.6938 -0.6552 -0.6101 
0.24 -0.5598 -0.6938 -0.6915 -0.6268 
0.22 -0.6822 -0.7204 -0.7114 -0.6696 
0.20 -0.3042 -0.6338 -0.6736 -0.6770 
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Table B5.18 Properties for the evaluation of     for profiles with Vs30<180 m/s  
Vs30<180 m/s 
            
0.1 0.9990 0.0663 
0.2 1.0026 0.1400 
0.3 0.9952 0.2118 
0.4 0.9952 0.2118 
 
Table B5.19 Properties for the evaluation of     for profiles with 180 m/s< Vs30<360 m/s  
180 m/s<Vs30<360 m/s 
            
0.1 1.0022 0.0645 
0.2 1.0042 0.1386 
0.3 0.9967 0.2041 
0.4 0.9847 0.2703 
 
Table B5.20 Properties for the evaluation of    for profiles with 360 m/s< Vs30<750 m/s  
360 m/s<Vs30<750 m/s 
            
0.1 0.9994 0.0665 
0.2 0.9975 0.1292 
0.3 0.9816 0.1903 
0.4 0.9863 0.2553 
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Table B5.21 Properties for the evaluation of    for profiles with Vs30>750 m/s  
Vs30>750 m/s 
            
0.1 0.9938 0.0634 
0.2 0.9903 0.1306 
0.3 0.9883 0.1977 
0.4 0.9798 0.2514 
 
Table B5.22 Suite of motions for testing          for the profile of Figure 5.26 
PEER identification Scale PGA (g) Details 
NGA_no_87_SAD003 1.8117 0.2729 
SAN FERNANDO 02/09/71 14:00, SANTA ANITA DAM, 
003 (LAFC STATION 104) 
NGA_no_126_GAZ090 0.229 0.1643 GAZLI 5/17/76, KARAKYR, 090 
NGA_no_763_GIL067 0.5161 0.1843 
LOMA PRIETA 10/18/89 00:05, GILROY GAVILAN 
COLL, 067 (CDMG STATION 47006) 
NGA_no_765_G01000 0.5287 0.2173 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #1, 
000 (CDMG STATION 47379) 
NGA_no_810_LOB090 0.6797 0.2682 
LOMA PRIETA 10/18/89 00:05, SANTA CRUZ UCSC 
LICK OBS, 090 (CDMG STATION 58135) 
NGA_no_825_CPM000 0.1461 0.2188 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 000 (CDMG STATION 89005) 
NGA_no_1011_WON185 1.2258 0.211 
NORTHRIDGE EQ 1/17/94, 12:31, LA - 
WONDERLAND, 185 (USC STATION 90017) 
NGA_no_1020_H12180 1.0634 0.2734 
NORTHRIDGE 1/17/94 12:31, LAKE HUGHES #12A, 
180 (CDMG STATION 24607) 
NGA_no_1029_LV3000 1.9742 0.1664 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #3, 
000 (CDMG STATION 24307) 
NGA_no_1091_VAS090 1.1361 0.158 
NORTHRIDGE, 1/17/94 12:31, VASQUEZ ROCKS 
PARK, 090 (CDMG STATION 24047) 
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Table B5.23 Soil properties for random profile of  Figure 5.33 representative of Vs30<180 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m3) 
0 120 18 
1 130 18 
2 140 18 
3 150 18 
4 180 18 
5 200 18 
6 210 18 
7 220 18 
9 230 18 
10 240 18 
12 280 18 
15 300 18 
18 150 18 
22 115 18 
26 120 18 
31 250 18 
37 300 18 
45 320 18 
53 325 18 
64 330 19 
77 335 19 
92 340 19 
111 350 20 
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Table B5.24 Soil properties for random profile of Figure 5.33 representative of  
360 m/s Vs30 750 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m3) 
0 300 18 
1 310 18 
2 320 18 
3 330 18 
4 340 18 
5 350 18 
6 380 18 
7 400 18 
9 480 19 
10 485 19 
12 520 19 
15 750 19 
18 800 19 
22 850 19 
26 900 20 
31 1010 20 
37 1030 20 
45 1112 20 
53 1134 20 
64 1250 20 
77 1353 20 
92 1345 20 
111 1115 20 
133 1250 24 
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Table B5.25 Soil properties for random profile of Figure 5.33 representative of Vs30 750 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m3) 
0 450 18 
1 500 18 
2 550 18 
3 600 18 
4 625 18 
5 630 18 
6 635 19 
7 620 20 
9 625 20 
10 700 20 
12 850 20 
15 900 20 
18 1200 20 
22 1250 20 
26 1300 22 
31 1250 22 
37 1175 22 
45 1210 22 
53 1200 24 
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Table B5.26 Suite of motions for testing         for the profile of Figure 5.30 representative of 
Vs30<180 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.6618 0.1153 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_93_WND233 1.1754 0.1253 
SAN FERNANDO 02/09/71 14:00, WHITTIER NARROWS 
DAM, 233 (ACOE STATION 289) 
NGA_no_285_A-BAG000 0.7771 0.1083 IRPINIA EQ, 11/23/80, 19:34, BAGNOLI IRPINO, 000 
NGA_no_736_A09227 1.0376 0.1077 
LOMA PRIETA 10/18/89 00:05, APEEL9 CRYSTAL SPR 
RES, 227 (USGS STATION 1161) 
NGA_no_754_CLD195 0.8128 0.1304 
LOMA PRIETA 10/18/89 00:05, COYOTE LAKE DAM 
DOWNST, 195 (CDMG STATION 57504) 
NGA_no_761_FMS090 0.821 0.1573 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 090 (USGS STATION 1686) 
NGA_no_770_GMR090 0.6403 0.2067 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #7, 090 
(CDMG STATION 57425) 
NGA_no_963_ORR090 0.2463 0.14 
NORTHRIDGE 01/17/94 1231, CASTAIC OLD RIDGE RT, 
090 (CDMG STATION 24278) 
NGA_no_985_BLD090 0.5602 0.1338 
NORTHRIDGE 01/17/94 1231, LA - BALDWIN HILLS, 090 
(CDMG STATION 24157) 
NGA_no_1613_1062-N 1.1595 0.1325 DUZCE 11/12/99, 1062, N (LAMONT STATION 1062) 
 
Table B5.27 Suite of motions for testing        for the profile of Figure 5.30 representative of 360 
m/s Vs30 750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_63_FTR056 1.4396 0.1025 
SAN FERNANDO 02/09/71 14:00, FAIRMONT DAM, 056 
(CDMG STATION 121) 
NGA_no_68_PEL180 0.4015 0.0699 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 180 (USGS STATION 135) 
NGA_no_71_L12291 0.4453 0.1259 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #12, 
291 (CDMG STATION 128) 
NGA_no_139_DAY-LN 0.2585 0.0848 TABAS, IRAN 09/16/78   :  , DAYHOOK,  LN 
NGA_no_761_FMS090 0.4981 0.0954 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 090 (USGS STATION 1686) 
NGA_no_946_ATB090 1.5588 0.1064 
NORTHRIDGE EQ 1/17/94, 12:31, ANTELOPE BUTTES, 
090 (CDMG STATION 24310) 
NGA_no_987_CEN155 0.2742 0.1275 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CENTINELA, 155 
(USC STATION 90054) 
NGA_no_1021_L04090 1.1203 0.0942 
NORTHRIDGE EQ 1/17/94, 12:31, LAKE HUGHES #4 - 
CAMP MENDENHALL, 090 (CDMG STATIO 
NGA_no_1087_TAR090 0.0576 0.1025 NORTHRIDGE 01/17/94 1231, TARZANA - CEDAR HILL 
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PEER identification Scale PGA (g) Details 
NURSERY A, 090 (CDMG STATION 2443 
NGA_no_1836_22161360 1.4439 0.0968 
HECTOR MINE OCTOBER 16, 1999  02:46, 
TWENTYNINE PALMS -JOSHUA TREE - 22161,360 
 
Table B5.28 Suite of motions for testing         for the profile of Figure 5.30 representative of 
Vs30>750 m/s 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.4015 0.0699 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_81_PPP270 0.8553 0.1161 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM PUMP, 
270 (CDWR STATION 269) 
NGA_no_765_G01000 0.2492 0.1024 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #1, 000 
(CDMG STATION 47379) 
NGA_no_801_SJTE225 0.3024 0.083 
SANTA CRUZ MTNS (LOMA PRIETA) 10/17/1989, SAN 
JOSE-SANTA TERESA HILLS , 225 
NGA_no_825_CPM000 0.0689 0.1031 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 
000 (CDMG STATION 89005) 
NGA_no_987_CEN155 0.2742 0.1275 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CENTINELA, 155 
(USC STATION 90054) 
NGA_no_1010_5082A-325 0.3516 0.0888 
NORTHRIDGE EARTHQUAKE; CA:LA;WADSWORTH VA, 
N GND; 325 
NGA_no_1022_L4B090 1.4526 0.0915 
NORTHRIDGE EQ 1/17/94, 12:31, LAKE HUGHES #4B - 
CAMP MENDENHALL, 090 (CDMG STATI 
NGA_no_1087_TAR090 0.0576 0.1025 
NORTHRIDGE 01/17/94 1231, TARZANA - CEDAR HILL 
NURSERY A, 090 (CDMG STATION 2443 
NGA_no_1612_1059-E 0.7111 0.0943 DUZCE 11/12/99, 1059, E (LAMONT STATION 1059) 
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Appendix C 
Chapter 6-Selection of a Reference Velocity Depth for Site Investigation and Site 
response analysis 
Table C6.1 Shear wave velocities and unit weights of the profile with average shear wave velocity 
equal to 420 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
0 144 18 
6 144 18 
9 159 18 
16.5 178 18 
18 193 19 
27 319 19 
35 444 20 
45 541 22 
55 593 22 
65 650 22 
75 750 24 
82 759 28 
83 771 28 
84 782 28 
85 793 28 
86 803 28 
87 813 28 
88 822 28 
89 832 28 
90 841 28 
91 850 28 
92 858 28 
93 866 28 
94 874 28 
95 900 28 
105 988 28 
115 1079 28 
125 1160 28 
135 1232 28 
145 1299 28 
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Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
155 1361 28 
165 1419 28 
195 1573 28 
225 1708 28 
255 1790 28 
265 1846 28 
365 1997 28 
465 2113 28 
565 2206 28 
665 2286 28 
765 2356 28 
865 2418 28 
965 2474 28 
1065 2525 28 
1565 2733 28 
2065 2890 28 
2565 3019 28 
3065 3128 28 
3565 3223 28 
4065 3300 28 
5065 3370 28 
6065 3421 28 
7065 3500 28 
8000 3600 28 
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Table C6.2 Suite of motions used for Pr65 in Section 6.2.4 and Scenario 1 
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_1766_32075050 0.764 0.0695 
HECTOR MINE OCTOBER 16, 1999  02:46, BAKER - FIRE 
STATION          - 32075,50 
NGA_no_1776_12149360 0.5345 0.0437 
HECTOR MINE SAT OCT 16, 1999  02:47, DESERT HOT 
SPRINGS - FIRE STAT- 12149,360 
NGA_no_1833_12630180 0.846 0.0236 HECTOR MINE OCT 16, 1999,SNOW CREEK,180 
NGA_no_293_A-TDG270 0.5363 0.0216 IRPINIA EQ, 11/23/80, 19:34:54, TORRE DEL GRECO, 270 
NGA_no_742_BVF220 0.6108 0.0442 
LOMA PRIETA 10/18/89 00:05, BEAR VALLEY #1, FIRE 
STATION, 220 
NGA_no_747_BV7220 0.5902 0.0272 
LOMA PRIETA 10/18/89 00:05, BEAR VALLEY #7, 
PINNACLES, 220 
NGA_no_798_TLH090 0.4668 0.0358 
LOMA PRIETA 10/18/89 00:05, TELEGRAPH HILL, 090 
(CDMG STATION 58133) 
NGA_no_89_TEH180 0.8492 0.0212 
SAN FERNANDO 02/09/71 14:00, TEHACHAPI PUMP, 180 
(CDWR STATION 1027) 
NGA_no_944_WBA000 0.4615 0.0334 
NORTHRIDGE EQ 1/17/94, 12:31, ANAHEIM - W BALL, 
000 (USC STATION 90088) 
NGA_no_979_WAI200 0.5097 0.044 
NORTHRIDGE EQ 1/17/94, 12:31, HUNTINGTON BEACH - 
WAIKIKI, 200 (USC STATION 90083 
 
 
Table C6.3 Suite of motions used for Pr35 in Section 6.2.4 and Scenario 1 
PEER identification Scale PGA (g) Details 
NGA_no_1093_SER000 0.7105 0.0304 
NORTHRIDGE EQ 1/17/94, 12:31, VILLA PARK - 
SERRANO, 000 (USC STATION 90090) 
NGA_no_1766_32075050 0.5542 0.0504 
HECTOR MINE OCTOBER 16, 1999  02:46, BAKER - FIRE 
STATION          - 32075,50 
NGA_no_1768_23559360 0.5389 0.0413 
HECTOR MINE OCTOBER 16, 1999  02:46, BARSTOW - 
VINEYARD & H ST.    - 23559,360 
NGA_no_1786_22T04090 0.511 0.0386 
HECTOR MINE FRI OCT 15, 1999  02:46, HEART BAR 
STATE PARK          - 22T04,90 
NGA_no_1833_12630090 0.6612 0.0137 HECTOR MINE OCT 16, SNOW CREEK, 90 
NGA_no_51_PVE155 0.781 0.0319 SAN FERNANDO 02/09/71 14:00, 2516 VIA TEJON PV, 155 
NGA_no_738_NAS180 0.3821 0.1025 
LOMA PRIETA 10/18/89 00:05, ALAMEDA NAS HANGAR 
23, 180 (BYU) 
NGA_no_794_DMH090 0.5676 0.0641 
LOMA PRIETA 10/18/89 00:05, DIAMOND HEIGHTS, 090 
(CDMG STATION 58130) 
NGA_no_798_TLH090 0.5417 0.0416 LOMA PRIETA 10/18/89 00:05, TELEGRAPH HILL, 090 
418 
 
PEER identification Scale PGA (g) Details 
(CDMG STATION 58133) 
NGA_no_92_WRP090 0.9239 0.0245 
SAN FERNANDO 02/09/71 14:00, WHEELER RIDGE, 090 
(CDWR STATION 1102) 
 
 
Table C6.4 Suite of motions used for Pr16.5 in Section 6.2.4 and Scenario 1 
PEER identification Scale PGA (g) Details 
NGA_no_1767_12674090 1.1578 0.023 
HECTOR MINE OCT 16, 1999,BANNING - TWIN 
PINES RD.,90 
NGA_no_1776_12149090 0.8185 0.0549 
HECTOR MINE SAT OCT 16, 1999  02:47, DESERT 
HOT SPRINGS - FIRE STAT- 12149,90 
NGA_no_749_UCS135 0.9147 0.0441 
LOMA PRIETA 10/18/89 00:05, BERKELEY - 
STRAWBERRY CANYON, 135 
NGA_no_795_PHT270 0.8161 0.0497 
LOMA PRIETA 10/18/89 00:05, PACIFIC HEIGHTS, 
270 (CDMG STATION 58131) 
NGA_no_797_RIN090 0.8687 0.0796 
LOMA PRIETA 10/18/89 00:05, RINCON HILL, 090 
(CDMG STATION 58151) 
NGA_no_804_SSF115 0.7575 0.0424 
LOMA PRIETA 10/18/89 00:05, SO. SAN FRAN, 
SIERRA PT., 115 (CDMG STATION 58539) 
NGA_no_82_PHN270 1.1003 0.0278 
SAN FERNANDO 02/09/71 14:00, PORT HUENUME, 
270 (CDMG STATION 272) 
NGA_no_832_ABY000 0.8995 0.1034 
LANDERS 06/28/92 1158, AMBOY, 000 (CDMG 
STATION 21081) 
NGA_no_956_BPK180 0.905 0.0861 
NORTHRIDGE EQ 1/17/94, 12:31, BUENA PARK - 
LA PALMA, 180 (USC STATION 90086) 
NGA_no_979_WAI290 0.867 0.0594 
NORTHRIDGE EQ 1/17/94, 12:31, HUNTINGTON 
BEACH - WAIKIKI, 290 (USC STATION 90083 
 
 
Table C6.5 Suite of motions used for Pr65 in Section 6.2.4 and Scenario 2 
PEER identification Scale PGA (g) Details 
NGA_no_1028_LV2000 0.5963 0.0543 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #2, 
000 (CDMG STATION 24306) 
NGA_no_1077_STM090 0.3473 0.3067 
NORTHRIDGE 01/17/94 1231, SANTA MONICA, 090 
(CDMG STATION 24538) 
NGA_no_288_A-BRZ270 0.6049 0.1204 IRPINIA EQ, 11/23/80, 19:34:54, BRIENZA, 270 
NGA_no_73_L09291 0.7348 0.0984 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 291 
(USGS STATION 127) 
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PEER identification Scale PGA (g) Details 
NGA_no_762_FRE090 0.7112 0.0751 
LOMA PRIETA 10/18/89 00:05, FREMONT MISSION SJ, 
090 (CDMG STATION 57064) 
NGA_no_786_PAE325 0.574 0.1169 
LOMA PRIETA 10/18/89 00:05, PALO ALTO 1900 
EMBARC, 325 
NGA_no_801_SJTE315 0.5643 0.1285 
SANTA CRUZ MTNS (LOMA PRIETA) 10/17/1989, SAN 
JOSE-SANTA TERESA HILLS , 315 
NGA_no_985_BLD090 0.5574 0.1331 
NORTHRIDGE 01/17/94 1231, LA - BALDWIN HILLS, 090 
(CDMG STATION 24157) 
NGA_no_987_CEN245 0.5084 0.1635 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CENTINELA, 245 
(USC STATION 90054) 
NGA_no_991_CYP143 0.6883 0.1026 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CYPRESS, 143 
(USC STATION 90033) 
 
Table C6.6 Suite of motions used for Pr35 in Section 6.2.4 Scenario 2 
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_1113_OSA090 0.7225 0.0459 KOBE 01/16/95 2046, OSA, 090 
NGA_no_1602_BOL000 0.3618 0.2632 DUZCE 11/12/99, BOLU, 000 (ERD) 
NGA_no_291_A-VLT270 0.9259 0.096 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN 
VULTURE, 270 
NGA_no_68_PEL090 0.5923 0.1243 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 090 (USGS STATION 135) 
NGA_no_81_PPP270 0.8199 0.1113 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM 
PUMP, 270 (CDWR STATION 269) 
NGA_no_838_BRS090 0.9606 0.1299 
LANDERS 06/28/92 1158, BARSTOW, 090 (CDMG 
STATION 23559) 
NGA_no_880_MCF000 0.9879 0.1249 
LANDERS 6/28/92 1158, MISSION CREEK FAULT, 
000 (USGS STATION 100) 
NGA_no_93_WND233 0.9978 0.1064 
SAN FERNANDO 02/09/71 14:00, WHITTIER 
NARROWS DAM, 233 (ACOE STATION 289) 
NGA_no_987_CEN245 0.5527 0.1777 
NORTHRIDGE EQ 1/17/94, 12:31, LA - 
CENTINELA, 245 (USC STATION 90054) 
NGA_no_998_WST000 0.546 0.2205 
NORTHRIDGE EQ 1/17/94, 12:31, LA - N 
WESTMORELAND, 000 (USC STATION 90021) 
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Table C6.7 Suite of motions used for Pr16.5 in Section 6.2.4 Scenario 2 
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_1003_STN110 0.8021 0.3518 
NORTHRIDGE EQ 1/17/94, 12:31, LA - 
SATURN, 110 (USC STATION 90091) 
NGA_no_1619_MDR090 1.7206 0.0971 DUZCE 11/12/99, MUDURNU, 090 (ERD) 
NGA_no_740_ADL340 1.5619 0.1204 
LOMA PRIETA 10/18/89 00:05, ANDERSON 
DAM L ABUT, 340 (USGS STATION 1652) 
NGA_no_778_HDA165 0.8754 0.2352 
LOMA PRIETA 10/18/89 00:05, HOLLISTER 
DIFF ARRAY, 165 (USGS STATION 1656) 
NGA_no_791_SG3351 1.5543 0.1044 
LOMA PRIETA 10/18/89 00:05, SAGO 
SOUTH SURFACE, 351 (CDMG STATION 
47189) 
NGA_no_806_SVL270 0.9345 0.1937 
LOMA PRIETA 10/18/89 00:05, SUNNYVALE 
COLTON AVE, 270 (USGS STATION 1695) 
NGA_no_882_NPS090 1.201 0.1605 
LANDERS 6/28/92 1158, N PALM SPR FIRE 
STA, 090 (USGS STATION 5070) 
NGA_no_884_PSA000 1.4577 0.1103 
LANDERS 06/28/92 1158, PALM SPRINGS 
AIRPORT, 000 (CDMG STATION 12025) 
NGA_no_945_ANA090 1.7412 0.0769 
NORTHRIDGE 1/17/94 12:31, ANAVERDE 
VALLEY-CITY R, 090 (CDMG STATION 
24576) 
NGA_no_981_ING090 1.5092 0.1527 
NORTHRIDGE EQ 1/17/94, 12:31, 
INGLEWOOD - UNION OIL YARD, 090 
(CDMG STATION 1419 
 
Table C6.8 Shear wave velocities for the target profile with outcrop equal to 750 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
0 750 24 
3 805 25 
4 850 26 
5 886 26 
6 917 26 
7 944 26 
8 968 26 
9 989 26 
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Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
10 1009 26 
11 1027 26 
12 1044 26 
13 1060 26 
14 1074 26 
15 1088 26 
16 1102 26 
17 1114 26 
18 1126 26 
19 1138 26 
20 1149 26 
21 1159 26 
22 1169 26 
23 1179 26 
24 1189 26 
25 1198 26 
26 1206 26 
27 1215 26 
28 1223 26 
29 1231 26 
30 1239 26 
40 1345 26 
50 1433 26 
60 1510 26 
70 1578 26 
80 1639 26 
90 1695 26 
100 1746 26 
130 1882 26 
160 1997 27 
190 2097 27 
200 2114 27 
300 2253 27 
400 2357 27 
500 2441 27 
600 2512 27 
700 2573 27 
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Depth 
(m) 
Vs 
(m/s) 
Unit 
Weight 
(kN/m
3
) 
800 2628 27 
900 2677 27 
1000 2722 27 
1500 2901 27 
2000 3035 28 
2500 3143 28 
3000 3234 28 
3500 3313 28 
4000 3383 28 
5000 3430 28 
6000 3469 28 
7000 3502 28 
8000 3600 28 
 
Table C6.9 Shear wave velocities for the target profile with outcrop equal to 193 m/s 
Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m
3
) 
0 193 19 
2 319 19 
11 444 20 
24 541 22 
29 593 22 
39 650 22 
49 750 24 
52 805 25 
53 850 26 
54 886 26 
55 917 26 
56 944 26 
57 968 26 
58 989 26 
59 1009 26 
60 1027 26 
61 1044 26 
62 1060 26 
63 1074 26 
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Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m
3
) 
64 1088 26 
65 1102 26 
66 1114 26 
67 1126 26 
68 1138 26 
69 1149 26 
70 1159 26 
71 1169 26 
72 1179 26 
73 1189 26 
74 1198 26 
75 1206 26 
76 1215 26 
77 1223 26 
78 1231 26 
79 1239 26 
89 1345 26 
99 1433 26 
109 1510 26 
119 1578 26 
129 1639 26 
139 1695 26 
149 1746 26 
179 1882 26 
209 1997 27 
239 2097 27 
249 2114 27 
349 2253 27 
449 2357 27 
549 2441 27 
649 2512 27 
749 2573 27 
849 2628 27 
949 2677 27 
1049 2722 27 
1549 2901 27 
2049 3035 28 
2549 3143 28 
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Depth 
(m) 
Vs 
(m/s) 
Unit Weight 
(kN/m
3
) 
3049 3234 28 
 
Table C6.10 Suite of motions used for Pr65e  
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_65_OPP270 0.7278 0.0767 
SAN FERNANDO 02/09/71 14:00, GORMAN - OSO 
PUMP, 270 (CDWR STATION 994) 
NGA_no_68_PEL180 0.4945 0.0861 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 180 (USGS STATION 135) 
NGA_no_126_GAZ000 0.3234 0.1967 GAZLI 5/17/76, KARAKYR, 000 
NGA_no_139_DAY-LN 0.3852 0.1263 TABAS, IRAN 09/16/78   :  , DAYHOOK,  LN 
NGA_no_829_RIO270 0.4429 0.1707 
CAPE MENDOCINO 04/25/92 1806, RIO DELL 
OVERPASS FF, 270 (CDMG STATION 89324) 
PEER records M=7 
D=25\NGA_no_946_ATB000 1.0233 0.0468 
NORTHRIDGE EQ 1/17/94, 12:31, ANTELOPE 
BUTTES, 000 (CDMG STATION 24310) 
NGA_no_987_CEN245 0.4163 0.1339 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CENTINELA, 
245 (USC STATION 90054) 
PEER records M=7 
D=25\NGA_no_1020_H12090 0.6371 0.1112 
NORTHRIDGE 1/17/94 12:31, LAKE HUGHES #12A, 
090 (CDMG STATION 24607) 
NGA_no_1078_5108-360 0.4216 0.0979 
NORTHRIDGE, CA EARTHQUAKE; 
CA:CANOGAPARK;SANTASUSANA ETEC; 360 
NGA_no_1612_1058-E 0.623 0.0689 DUZCE 11/12/99, 1058, E (LAMONT STATION 1058) 
 
Table C6.11 Suite of motions used for Pr16.5e  
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_286_A-BIS270 0.6912 
0
.0575 IRPINIA EQ, 11/23/80, 19:34:54, BISACCIA, 270 
NGA_no_731_A10090 0.6737 
0
.0596 
LOMA PRIETA 10/18/89 00:05, APEEL 10 SKYLINE, 090 
(CDMG STATION 58373) 
NGA_no_757_DUMB357 0.6627 
0
.0843 
SANTA CRUZ MTNS (LOMA PRIETA) 10/17/1989, SAN 
FRANCISCO BAY-DUMBARTON BRIDGE , 3 
NGA_no_759_A01090 0.3728 
0
.1097 
LOMA PRIETA 10/18/89 0005, FOSTER CITY -REDWOOD 
SHORES,  090 
NGA_no_760_MEN270 0.6838 
0
.0731 
LOMA PRIETA 10/18/89 00:05, FOSTER CITY 355 
MENHADEN, 270 
NGA_no_776_HSP000 0.4126 0.1529 
LOMA PRIETA 10/18/89 00:05, HOLLISTER SOUTH & 
PINE, 000 (CDMG STATION 47524) 
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PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_786_PAE055 0.4248 0.0905 
LOMA PRIETA 10/18/89 00:05, PALO ALTO 1900 
EMBARC, 055 
NGA_no_1045_WPI316 0.4026 0.131 
NORTHRIDGE EQ 1/17/94, 12:31, NEWHALL - W PICO 
CANYON, 316 (USC STATION 90056) 
NGA_no_1113_OSA090 0.5317 0.0338 KOBE 01/16/95 2046, OSA, 090 
NGA_no_1120_TAK000 0.3062 0.1872 KOBE 01/16/95 2046, TAKATORI, 000 (CUE) 
 
Table C6.12 Suite of motions used for profile representative of Vs30>750 m/s (thickness 53 m) 
PEER identification Scale PGA (g) Details 
NGA_no_73_L09291 0.9596 0.1285 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 
291 (USGS STATION 127) 
NGA_no_291_A-VLT270 0.8512 0.0882 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN 
VULTURE, 270 
NGA_no_495_S1010 0.116 0.1134 NAHANNI, CANADA 12/23/85, SITE 1, 010 
NGA_no_496_S2330 0.2759 0.089 NAHANNI, CANADA 12/23/85, SITE 2, 330 
NGA_no_811_WAH000 0.1978 0.0788 LOMA PRIETA 10/18/89 00:05, WAHO, 000 
NGA_no_825_CPM090 0.1197 0.1244 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 090 (CDMG STATION 89005) 
NGA_no_879_LCN345 0.1421 0.1122 
LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE STATION 
24) 
NGA_no_897_29P090 1.4052 0.0848 
LANDERS 06/28/92 1158, TWENTYNINE PALMS, 090 
(CDMG STATION 22161) 
NGA_no_948_CAM009 1.0079 0.09 
NORTHRIDGE EQ 1/17/94, 12:31, ARCADIA - CAMPUS 
DR, 009 (USC STATION 90093) 
NGA_no_1006_UCL360 0.2093 0.0992 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 360 (CDMG STATION 24688) 
 
Table C6.13 Suite of motions used for profile representative of Vs30>750 m/s (thickness 30 m) 
PEER identification 
Scale PGA 
(g) 
Details 
NGA_no_73_L09291 0.9604 0.1286 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 
291 (USGS STATION 127) 
NGA_no_81_PPP270 0.8747 0.1187 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM 
PUMP, 270 (CDWR STATION 269) 
NGA_no_288_A-BRZ000 0.4304 0.0936 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
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PEER identification 
Scale PGA 
(g) 
Details 
NGA_no_291_A-VLT270 0.8518 0.0883 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN 
VULTURE, 270 
NGA_no_496_S2330 0.2761 0.0891 NAHANNI, CANADA 12/23/85, SITE 2, 330 
NGA_no_730_GUK090 0.4596 0.0805 SPITAK, ARMENIA 12/07/88   :  , GUKASIAN, 090 
NGA_no_825_CPM090 0.1197 0.1245 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 090 (CDMG STATION 89005) 
NGA_no_879_LCN345 0.1422 0.1122 
LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE 
STATION 24) 
NGA_no_959_CNP106 0.2091 0.0744 
NORTHRIDGE EQ 1/17/94, 12:31, CANOGA PARK - 
TOPANGA CANYON, 106 (USC STATION 900 
NGA_no_1006_UCL090 0.3311 0.092 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 090 (CDMG STATION 24688) 
 
Table C6.14 Suite of motions used for profile representative of Vs30>750 m/s (thickness 15 m) 
PEER identification 
Scale PGA (g) Details 
NGA_no_81_PPP270 0.861 0.1169 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM PUMP, 270 
(CDWR STATION 269) 
NGA_no_288_A-BRZ000 0.4237 0.0921 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_496_S2330 0.2718 0.0877 NAHANNI, CANADA 12/23/85, SITE 2, 330 
NGA_no_825_CPM090 0.1179 0.1225 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 090 
(CDMG STATION 89005) 
NGA_no_879_LCN345 0.14 0.1105 LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE STATION 24) 
NGA_no_897_29P090 1.3843 0.0835 
LANDERS 06/28/92 1158, TWENTYNINE PALMS, 090 (CDMG 
STATION 22161) 
NGA_no_954_TUJ352 0.5427 0.133 
NORTHRIDGE EQ 1/17/94, 12:31, BIG TUJUNGA, 352 (USC 
STATION 90061) 
NGA_no_1006_UCL090 0.3259 0.0905 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA GROUNDS, 
090 (CDMG STATION 24688) 
NGA_no_1030_LV4090 1.0017 0.0568 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #4, 090 
(CDMG STATION 24308) 
NGA_no_1087_TAR090 0.058 0.1032 
NORTHRIDGE 01/17/94 1231, TARZANA - CEDAR HILL 
NURSERY A, 090 (CDMG STATION 2443 
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Table C6.15 Suite of motions used for profile representative of 360  Vs30 750 m/s (thickness   
133 m) 
PEER identification 
Scale PGA (g) Details 
NGA_no_288_A-BRZ000 0.4119 0.0896 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_291_A-VLT270 0.8153 0.0845 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN 
VULTURE, 270 
NGA_no_495_S1280 0.1061 0.1163 NAHANNI, CANADA 12/23/85, SITE 1, 280 
NGA_no_730_GUK090 0.4399 0.077 SPITAK, ARMENIA 12/07/88   :  , GUKASIAN, 090 
NGA_no_770_GMR000 0.4124 0.093 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #7, 000 
(CDMG STATION 57425) 
NGA_no_825_CPM090 0.1146 0.1191 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 090 (CDMG STATION 89005) 
NGA_no_879_LCN345 0.1361 0.1074 
LANDERS 6/28/92 11:58, LUCERNE, 345 (SCE 
STATION 24) 
NGA_no_969_MEL180 2.5095 0.0713 
NORTHRIDGE EQ 1/17/94, 12:31, DUARTE - MEL 
CANYON, 180 (USC STATION 90067) 
NGA_no_1006_UCL360 0.2005 0.095 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 360 (CDMG STATION 24688) 
NGA_no_1063_RRS318 0.1207 0.0587 
NORTHRIDGE, 1/17/94 12:31, RINALDI RECEIVING 
STA, 318 
 
Table C6.16 Suite of motions used for profile representative of 360  Vs30 750 m/s (thickness    
50 m) 
PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_73_L09291 1.1529 0.1543 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 291 
(USGS STATION 127) 
NGA_no_81_PPP270 1.05 0.1425 
SAN FERNANDO 02/09/71 14:00, PEARBLOSSOM PUMP, 270 
(CDWR STATION 269) 
NGA_no_288_A-BRZ000 0.5167 0.1124 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_291_A-VLT270 1.0226 0.106 IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN VULTURE, 270 
NGA_no_730_GUK090 0.5518 0.0966 SPITAK, ARMENIA 12/07/88   :  , GUKASIAN, 090 
NGA_no_825_CPM090 0.1438 0.1494 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 090 
(CDMG STATION 89005) 
NGA_no_959_CNP106 0.2511 0.0893 
NORTHRIDGE EQ 1/17/94, 12:31, CANOGA PARK - TOPANGA 
CANYON, 106 (USC STATION 900 
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PEER identification Scale 
PGA 
(g) 
Details 
NGA_no_1006_UCL090 0.3974 0.1104 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA GROUNDS, 
090 (CDMG STATION 24688) 
NGA_no_1044_NWH090 0.154 0.0898 
NORTHRIDGE 01/17/94 1231, NEWHALL, 090 (CDMG 
STATION 24279) 
NGA_no_1091_VAS090 0.6573 0.0914 
NORTHRIDGE, 1/17/94 12:31, VASQUEZ ROCKS PARK, 090 
(CDMG STATION 24047) 
 
Table 6.17 Suite of motions used for profile representative of 360  Vs30 50 m/s (thickness    30 
m) 
PEER identification 
Scale PGA (g) Details 
NGA_no_73_L09021 1.0997 0.1731 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #9, 021 
(USGS STATION 127) 
NGA_no_287_A-BOV000 3.2751 0.1232 IRPINIA EQ, 11/23/80, 19:34:54, BOVINO, 000 
NGA_no_288_A-BRZ000 0.544 0.1183 IRPINIA EQ, 11/23/80, 19:24:54, BRIENZA, 000 
NGA_no_291_A-VLT270 1.0767 0.1116 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN VULTURE, 
270 
NGA_no_765_G01000 0.3221 0.1324 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #1, 000 
(CDMG STATION 47379) 
NGA_no_806_SVL270 0.4051 0.084 
LOMA PRIETA 10/18/89 00:05, SUNNYVALE COLTON 
AVE, 270 (USGS STATION 1695) 
 NGA_no_880_MCF000 0.8786 0.1111 
LANDERS 6/28/92 1158, MISSION CREEK FAULT, 000 
(USGS STATION 100) 
NGA_no_969_MEL180 3.314 0.0942 
NORTHRIDGE EQ 1/17/94, 12:31, DUARTE - MEL 
CANYON, 180 (USC STATION 90067) 
NGA_no_1091_VAS000 0.6507 0.0983 
NORTHRIDGE, 1/17/94 12:31, VASQUEZ ROCKS PARK, 
000 (CDMG STATION 24047) 
NGA_no_1836_22161090 1.4449 0.0951 
HECTOR MINE OCTOBER 16, 1999  02:46, TWENTYNINE 
PALMS -JOSHUA TREE - 22161,90 
 
Table C6.18 Suite of motions used for profile representative of 180  Vs30 360 m/s (thickness    
230 m) 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.5465 
0
.0952 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_139_DAY-LN 0.3518 
0
.1154 TABAS, IRAN 09/16/78   :  , DAYHOOK,  LN 
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NGA_no_291_A-VLT270 1.1338 
0
.1175 
IRPINIA EQ, 11/23/80, 19:34:54, RIONERO IN VULTURE, 
270 
NGA_no_730_GUK090 0.6118 
0
.1071 SPITAK, ARMENIA 12/07/88   :  , GUKASIAN, 090 
NGA_no_830_SHL090 1.2741 
0
.2405 
CAPE MENDOCINO 04/25/92 1806, SHELTER COVE 
AIRPORT, 090 (CDMG STATION 89530) 
NGA_no_884_PSA000 0.9876 
0
.0747 
LANDERS 06/28/92 1158, PALM SPRINGS AIRPORT, 000 
(CDMG STATION 12025) 
NGA_no_1006_UCL090 0.4406 
0
.1224 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 090 (CDMG STATION 24688) 
NGA_no_1027_LV1090 1.477 
0
.1082 
NORTHRIDGE EQ 1/17/94, 12:31, LEONA VALLEY #1, 090 
(CDMG STATION 24305) 
NGA_no_1034_MAL090 0.9618 
0
.1248 
NORTHRIDGE 01/17/94 1231, MALIBU PT DUME, 090 
(CDMG STATION 24396) 
NGA_no_1074_SAN090 1.1169 
0
.1015 
NORTHRIDGE 1/17/94 12:31, SANDBERG-BALD MTN, 090 
(CDMG STATION 24644) 
 
Table C6.19 Suite of motions used for profile representative of 180  Vs30 360 m/s (thickness     
50 m) 
PEER identification Scale PGA (g) Details 
NGA_no_126_GAZ000 0.1929 0.1174 GAZLI 5/17/76, KARAKYR, 000 
NGA_no_143_TAB-LN 0.1528 0.1277 TABAS, IRAN 09/16/78   :  , TABAS,  LN 
NGA_no_284_A-AUL000 2.4035 0.1384 IRPINIA EQ, 11/23/80, 19:34:54, AULETTA, 000 
NGA_no_587_A-MAT083 0.5598 0.143 EDGECOMBE EQ, 03/02/87, 01:42, MATAHINA DAM, 083 
NGA_no_737_AGW090 0.8001 0.1273 
LOMA PRIETA 10/18/89 00:05, AGNEWS STATE 
HOSPITAL, 090 (CDMG STATION 57066) 
NGA_no_761_FMS180 0.9687 0.1365 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 180 (USGS STATION 1686) 
NGA_no_807_SUF180 1.7409 0.1133 LOMA PRIETA 10/18/89 00:05, SUNOL FIRE STATION, 180 
NGA_no_825_CPM090 0.2105 0.2189 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 
090 (CDMG STATION 89005) 
NGA_no_1044_NWH360 0.2 0.118 
NORTHRIDGE 01/17/94 1231, NEWHALL, 360 (CDMG 
STATION 24279) 
NGA_no_1059_PTH180 1.5523 0.1332 
NORTHRIDGE EQ 1/17/94, 12:31, PORT HUENEME - 
NAVAL LAB, 180 (CDMG STATION 24281) 
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Table C6.20 Suite of motions used for profile representative of 180  Vs30 360 m/s (thickness    
30 m) 
PEER identification Scale PGA (g) Details 
NGA_no_289_A-CTR000 0.9843 0.1303 IRPINIA EQ, 11/23/80, 19:34:54, CALITRI, 000 
NGA_no_290_A-MER000 1.889 0.168 
IRPINIA EQ, 11/23/80, 19:34:54, MERCATO SAN 
SEVERINO, 000 
NGA_no_292_A-STU000 0.5357 0.1343 IRPINIA EQ, 11/23/80, 19:34:54, STURNO, 000 
NGA_no_731_A10090 1.3812 0.1222 
LOMA PRIETA 10/18/89 00:05, APEEL 10 SKYLINE, 090 
(CDMG STATION 58373) 
NGA_no_753_CLS000 0.3251 0.2093 
LOMA PRIETA 10/18/89 00:05, CORRALITOS, 000 (CDMG 
STATION 57007) 
NGA_no_951_JAB310 1.9235 0.1315 
NORTHRIDGE EQ 1/17/94, 12:31, BELL GARDENS - 
JABONERIA, 310 (USC STATION 90094) 
NGA_no_958_CMR180 1.1359 0.1417 
NORTHRIDGE 01/17/94 1231, CAMARILLO, 180 (CDMG 
STATION 25282) 
NGA_no_1113_OSA090 1.6764 0.1065 KOBE 01/16/95 2046, OSA, 090 
NGA_no_1116_SHI090 0.7149 0.1515 KOBE 01/16/95 2046, SHIN-OSAKA, 090 (CUE) 
NGA_no_1120_TAK090 0.1953 0.1202 KOBE 01/16/95 2046, TAKATORI, 090 (CUE) 
 
Table C6.21 Suite of motions used for profile representative of Vs30 180 m/s (thickness 110 m) 
PEER identification Scale PGA (g) Details 
NGA_no_292_A-STU000 0.3987 0.0999 IRPINIA EQ, 11/23/80, 19:34:54, STURNO, 000 
NGA_no_806_SVL360 0.4512 0.0941 
LOMA PRIETA 10/18/89 00:05, SUNNYVALE COLTON 
AVE, 360 (USGS STATION 1695) 
NGA_no_850_DSP000 0.7098 0.1213 
LANDERS 06/28/92 1158, DESERT HOT SPRINGS, 000 
(CDMG STATION 12149) 
NGA_no_882_NPS000 0.7897 0.1072 
LANDERS 6/28/92 1158, N PALM SPR FIRE STA, 000 (USGS 
STATION 5070) 
NGA_no_951_JAB310 1.4318 0.0979 
NORTHRIDGE EQ 1/17/94, 12:31, BELL GARDENS - 
JABONERIA, 310 (USC STATION 90094) 
NGA_no_958_CMR180 0.8455 0.1054 
NORTHRIDGE 01/17/94 1231, CAMARILLO, 180 (CDMG 
STATION 25282) 
NGA_no_962_WAT270 1.2681 0.1088 
NORTHRIDGE EQ 1/17/94, 12:31, CARSON - WATER, 270 
(USC STATION 90081) 
NGA_no_978_WIL090 0.7025 0.0958 
NORTHRIDGE EQ 1/17/94, 12:31, HOLLYWOOD - 
WILLOUGHBY, 090 (USC STATION 90018) 
NGA_no_989_CHL070 0.5981 0.1349 
NORTHRIDGE EQ 1/17/94, 12:31, LA - CHALON RD, 070 
(USC STATION 90015) 
NGA_no_1052_PKC090 0.3788 0.1141 
NORTHRIDGE 01/17/94 1231, PACOIMA KAGEL CANYON, 
090 (CDMG STATION 24088) 
431 
 
Table C6.22 Suite of motions used for profile representative of Vs30 180 m/s (thickness 50 m) 
PEER identification Scale PGA (g) Details 
NGA_no_290_A-MER000 1.8039 0.1605 
IRPINIA EQ, 11/23/80, 19:34:54, MERCATO SAN 
SEVERINO, 000 
NGA_no_731_A10090 1.319 0.1167 
LOMA PRIETA 10/18/89 00:05, APEEL 10 SKYLINE, 090 
(CDMG STATION 58373) 
NGA_no_757_DUMB357 1.0051 0.1279 
SANTA CRUZ MTNS (LOMA PRIETA) 10/17/1989, SAN 
FRANCISCO BAY-DUMBARTON BRIDGE , 3 
NGA_no_760_MEN270 1.1508 0.123 
LOMA PRIETA 10/18/89 00:05, FOSTER CITY 355 
MENHADEN, 270 
NGA_no_768_G04090 0.6291 0.1336 
LOMA PRIETA 10/18/89 00:05, GILROY ARRAY #4, 090 
(CDMG STATION 57382) 
NGA_no_958_CMR180 1.0847 0.1353 
NORTHRIDGE 01/17/94 1231, CAMARILLO, 180 (CDMG 
STATION 25282) 
NGA_no_1019_L01000 1.7108 0.1482 
NORTHRIDGE EQ 1/17/94, 12:31, LAKE HUGHES #1 - 
FIRE STATION #78, 000 (CDMG STATI 
NGA_no_1074_SAN090 1.5954 0.145 
NORTHRIDGE 1/17/94 12:31, SANDBERG-BALD MTN, 
090 (CDMG STATION 24644) 
NGA_no_1113_OSA090 1.6009 0.1017 KOBE 01/16/95 2046, OSA, 090 
NGA_no_1120_TAK090 0.1865 0.1148 KOBE 01/16/95 2046, TAKATORI, 090 (CUE) 
 
Table C6.23 Suite of motions used for profile representative of Vs30 180 m/s (thickness 30 m) 
PEER identification Scale PGA (g) Details 
NGA_no_289_A-CTR000 1.4824 0.1962 IRPINIA EQ, 11/23/80, 19:34:54, CALITRI, 000 
NGA_no_731_A10090 2.08 0.184 
LOMA PRIETA 10/18/89 00:05, APEEL 10 SKYLINE, 090 
(CDMG STATION 58373) 
NGA_no_760_MEN270 1.8149 0.194 
LOMA PRIETA 10/18/89 00:05, FOSTER CITY 355 
MENHADEN, 270 
NGA_no_958_CMR180 1.7106 0.2133 
NORTHRIDGE 01/17/94 1231, CAMARILLO, 180 (CDMG 
STATION 25282) 
NGA_no_962_WAT270 2.5655 0.2202 
NORTHRIDGE EQ 1/17/94, 12:31, CARSON - WATER, 270 
(USC STATION 90081) 
NGA_no_986_0638-285 1.3798 0.2268 
NORTHRIDGE EARTHQUAKE; CA:LA;BRENTWOOD VA, 
GND; 285 
NGA_no_1044_NWH360 0.3411 0.2012 
NORTHRIDGE 01/17/94 1231, NEWHALL, 360 (CDMG 
STATION 24279) 
NGA_no_1048_STC180 0.4319 0.206 
NORTHRIDGE EQ 1/17/94, 12:31, NORTHRIDGE - 
SATICOY, 180 (USC STATION 90003) 
NGA_no_1120_TAK090 0.2942 0.1811 KOBE 01/16/95 2046, TAKATORI, 090 (CUE) 
NGA_no_1618_531-E 1.9178 0.2259 DUZCE 11/12/99, 531, E (LAMONT STATION 531) 
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                                                                      Appendix D 
           Chapter 7-Uncertainty associated with the predictions of soil layer response under 
earthquake loading using different method of analysis    
 
 
 
Table D7.1 Input motions used in 1D site response analyses for the rock target spectrum with site 
specific standard deviation that accounts for component-to-component variability 
PEER identification Scale PGA (g) Details 
NGA_no_1034_MAL360 0.603 0.0508 
NORTHRIDGE 01/17/94 1231, MALIBU PT DUME, 360 
(CDMG STATION 24396) 
NGA_no_1836_22161360 0.9974 0.0669 
HECTOR MINE OCTOBER 16, 1999  02:46, 
TWENTYNINE PALMS -JOSHUA TREE - 22161,360 
NGA_no_68_PEL180 0.4111 0.0716 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD 
STOR LOT, 180 (USGS STATION 135) 
NGA_no_730_GUK090 0.4031 0.0706 SPITAK, ARMENIA 12/07/88   :  , GUKASIAN, 090 
NGA_no_759_A01090 0.2961 0.0872 
LOMA PRIETA 10/18/89 0005, FOSTER CITY -
REDWOOD SHORES,  090 
NGA_no_809_UC2000 0.4143 0.1289 LOMA PRIETA 10/18/89 00:05, UCSC, 000 
NGA_no_825_CPM000 0.1226 0.1835 
CAPE MENDOCINO 04/25/92 1806, CAPE 
MENDOCINO, 000 (CDMG STATION 89005) 
NGA_no_830_SHL000 0.6469 0.1478 
CAPE MENDOCINO 04/25/92 1806, SHELTER COVE 
AIRPORT, 000 (CDMG STATION 89530) 
NGA_no_946_ATB090 0.7872 0.0537 
NORTHRIDGE EQ 1/17/94, 12:31, ANTELOPE BUTTES, 
090 (CDMG STATION 24310) 
NGA_no_952_MU2035 0.2326 0.1435 
NORTHRIDGE EQ 1/17/94, 12:31, BEVERLY HILLS - 
12520 MULH, 035 (USC STATION 90014 
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Table D7.2 Target profile used in the Vs-   adjustment 
Depth 
(m) 
Vs 
(m/s) 
Unit weight 
(kN/m3) 
 
0 1300 26 
30 1360 26 
40 1380 26 
140 1543 26 
240 1670 26 
340 1776 26 
440 1868 26 
540 1949 27 
640 2022 27 
740 2089 27 
840 2151 27 
1340 2405 27 
1840 2604 27 
2340 2769 27 
2840 2912 27 
3340 3038 28 
3840 3152 28 
4840 3243 28 
5840 3319 28 
6840 3385 28 
8000 3600 28 
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Tabble D7.3 Host profile used in the Vs-   adjustment 
Depth (m) Vs (m/s) Unit weight 
(kN/m3) 
 
0 245 25 
1 245 25 
1 337 25 
2 407 25 
4 491 25 
6 549 25 
8 593 25 
10 630 25 
15 704 25 
20 761 25 
25 809 25 
30 850 26 
35 905 26 
40 956 26 
45 1003 26 
50 1046 26 
55 1088 26 
60 1127 26 
65 1164 26 
70 1200 26 
75 1234 26 
80 1267 26 
85 1299 26 
90 1329 26 
95 1359 26 
100 1388 26 
190 1802 26 
200 1818 26 
250 1901 27 
300 1971 27 
350 2033 27 
400 2087 27 
450 2137 27 
500 2182 27 
550 2224 27 
800 2396 27 
900 2453 27 
1000 2505 27 
1500 2716 27 
2000 2875 27 
2500 3006 28 
3000 3117 28 
3500 3214 28 
4000 3301 28 
4500 3331 28 
5000 3362 28 
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Depth (m) Vs (m/s) Unit weight 
(kN/m3) 
 
5500 3389 28 
6000 3415 28 
6500 3438 28 
7000 3460 28 
7500 3481 28 
 
 
 
Table D7.4 Input motions used in 1D site response analyses for the Vs-   rock target spectrum 
with site specific standard deviation that accounts for component-to-component variability 
PEER identification Scale PGA (g) Details 
NGA_no_68_PEL180 0.3733 0.065 
SAN FERNANDO 02/09/71 14:00, LA HOLLYWOOD STOR 
LOT, 180 (USGS STATION 135) 
NGA_no_72_L04201 0.4368 0.0667 
SAN FERNANDO 02/09/71 14:00, LAKE HUGHES #4, 201 
(USGS STATION 126) 
NGA_no_126_GAZ090 0.1764 0.1266 GAZLI 5/17/76, KARAKYR, 090 
NGA_no_495_S1010 0.2405 0.2352 NAHANNI, CANADA 12/23/85, SITE 1, 010 
NGA_no_761_FMS180 0.4481 0.0631 
LOMA PRIETA 10/18/89 00:05, FREMONT EMERSON 
COURT, 180 (USGS STATION 1686) 
NGA_no_811_WAH000 0.2039 0.0812 LOMA PRIETA 10/18/89 00:05, WAHO, 000 
NGA_no_825_CPM090 0.1504 0.1563 
CAPE MENDOCINO 04/25/92 1806, CAPE MENDOCINO, 
090 (CDMG STATION 89005) 
NGA_no_897_29P090 0.6125 0.037 
LANDERS 06/28/92 1158, TWENTYNINE PALMS, 090 
(CDMG STATION 22161) 
NGA_no_1006_UCL360 0.1988 0.0942 
NORTHRIDGE 01/17/94 1231, LOS ANGELES-UCLA 
GROUNDS, 360 (CDMG STATION 24688) 
NGA_no_1613_1062-N 0.4187 0.0478 DUZCE 11/12/99, 1062, N (LAMONT STATION 1062) 
 
