ABSTRACT Satellite-based automatic dependent surveillance broadcast (ADS-B) is of great importance in the next generation air traffic management system. However, there are two major challenges: interference and low signal to noise ratio (SNR). The interference can be mitigated by various separation algorithms. In this paper, we are committed to improving the detection performance for the ADS-B signals with downlink format field equal to 17 at low SNRs. At the moment, commercial receivers work well with sufficient SNRs but may not function properly in the case of the low SNRs. To this end, based on the characteristics of the ADS-B signal frame format, we propose a novel multi-criteria preamble detection algorithm. The proposed algorithm is a constant false alarm rate (CFAR) detection algorithm, and the determination of threshold is independent of noise power. We make a detailed theoretical analysis of each criterion, and develop the analytic expression of the detection probability. All the theoretical results are validated by the Monte Carlo simulations. The simulation shows that the proposed algorithm has an excellent probability of detection when the SNR is low, which is suitable for the satellite-based ADS-B application.
I. INTRODUCTION
With the rapid growth of civil aviation transportation business, the air-traffic flow is supposed to provide more feasible utilization of airspace levels and capacities so as to meet the demands of the next generation air traffic management (ATM) system [1] . Apart from the secondary surveillance radar, automatic dependent surveillance broadcast (ADS-B) is another efficient and superior technology used for air traffic control. An aircraft retrieves its own position and velocity via satellite navigation, and broadcasts them to the ground stations and other aircraft nearby to improve situational awareness [2] . The advent of ADS-B may bring several benefits in safety, capacity and efficiency [3] - [6] . First of all, the flight separation could be reduced dramatically. ADS-B is much more cost-effective compared with the radar infrastructure. Besides, the reduction in fuel consumption makes ADS-B friendly to environment. Hence, ADS-B is being rolled out widely all over the world. In 2010, a final rule was published by the Federal Aviation Administration
The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan. to mandate that all aircraft should be equipped with ADS-B by the year 2020 [7] , [8] . In Europe, ADS-B has been implemented rapidly as a vital component of the Single European Sky ATM Research (SESAR) [9] , [10] . Moreover, large expanses of Australia and Canada have been deployed with plenty of ADS-B receiving stations in order to achieve full continental surveillance coverage [11] . However, in some areas like ocean where ADS-B ground stations are inapplicable, satellite-based ADS-B application shall be a promising solution to enhance the ATM.
The satellite-based ADS-B application has attracted a great deal of interest at the moment. Reference [12] introduced the world's first in-orbit demonstration of a space based ADS-B, as well as the GATOSS mission in [13] and Iridium NEXT satellite in [14] . Nevertheless, there are two major challenges for the reception of satellite-based ADS-B signals: interference and low signal to noise ratio (SNR). The interference arises from that ADS-B signals share the same 1090 MHz frequency with Mode A/C and Mode S replies [15] . Sectorized antennas might be a useful method to mitigate the interference because it exploits a spatial diversity through the use of multiple directive antenna beams [16] . Also, there are various separation algorithms that are aimed to separate the overlapping signals, such as EPA, MDA, MS-ZCMA, PASA, etc [17] - [22] . After the separation, it is still necessary to detect the weak ADS-B signals. In this paper, we are committed to solving the problem of how to improve the detection performance in the case of low SNRs. The widely used enhanced preamble detection algorithm recommended in [23] has an excellent performance with sufficient SNRs. When it is applied to the satellite, the detection performance would be deteriorated sharply due to the insufficient receiving signal power. As shown in [12] , the majority of received Mode S signals from space have a signal power of maximal −89 dBm and −103 dBm minimal. In addition, by analyzing the received ADS-B messages collected in OpenSky, a sensor network consisting of 11 sensors located in central Europe, a conclusion can be drawn that the SNRs of correctly decoded messages range from 2.71 dB to 33.13 dB, with the 0.5 and 99.5 percent quantiles at 7.64 dB and 21.79 dB, respectively [11] . Thus, low SNR is a nonnegligible factor that restricts the reception of satellite-based ADS-B signals.
To this end, upon investigating the characteristics of signal format, we propose a novel multi-criteria preamble detection algorithm for ADS-B signals. As stipulated in [23] , an ADS-B message contains five different fields in the data block, i.e., downlink format field (DF), capability field (or control field, application field), address field, message, and parity/identity field, which is shown in Fig. 1 . The DF occupies the first five symbols of the data block, and the value of 17 (i.e., DF = 17, binary 10001) is assigned to all ADS-B message transmissions from Mode S transponder-based devices [24] , which are equipped by most aircraft. Hence, the proposed detection algorithm is designed for ADS-B signals with DF set to 17. There are four criteria in the proposed algorithm, i.e., constant false alarm rate (CFAR) detection, deterministic symbol match, consistent power test and null symbol validation. The first criterion is implemented by comparing the test statistic with a predetermined threshold. The threshold depends on the desired probability of false alarm and is independent of noise power. The subsequent three criteria aim to further identify the ADS-B preamble and suppress the false alarm. When all the criteria are satisfied, an ADS-B preamble is declared to be detected. The proposed algorithm is of the CFAR property and is robust against noise fluctuation. We also conduct a detailed theoretical analysis of each criterion, and develop the analytic expression for the detection probability. Monte Carlo simulations are carried out to validate the theoretical results. By comparing the proposed algorithm with that in [23] , we find that the proposed algorithm has an excellent detection performance in the case of low SNRs, and is suitable for satellite-based ADS-B application.
The remainder of this paper is organized as follows. The signal model is established in section II. In section III -VI, the four criteria are elaborated, including the theoretical analysis. The simulations and results are presented in section VII, followed by the conclusion in section VIII.
II. SIGNAL MODEL
An ADS-B 1090 MHz Mode S extended squitter (1090ES) message consists of a preamble of 8 µs and a data block of 112 µs. In the data block, there are 112 binary symbols, which can be expressed as s = [s [1] , s [2] , . . . , s [112] ]. The symbol period is 1 µs and each symbol is made up by two 0.5 µs chips. As shown in [25] , each s[k] (k = 1, 2, . . . , 112) is Manchester encoded, using the mapping relation of which we can obtain the corresponding bit sequence of date block, i.e.,
For all the ADS-B 1090ES messages, the preamble bit sequence is identical and can be written as p = [1, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0]. Therefore, the bit sequence of a whole ADS-B message can be expressed as the stack of the preamble bit sequence and the data block bit sequence, i.e., d = [p, b]. There are totally 240 elements in the bit sequence d. The block diagram of the proposed multi-criteria preamble detection algorithm is shown in Fig. 2 .
Assuming that the ADS-B message is present, the received baseband in-phase and quadrature (I/Q) components have the 
where A is the amplitude of the received signal, For simplicity of analysis, it is supposed that there is no frequency offset in the received signal, that is d = 0. Equation (1) reduces to
As described in Fig. 2 , the received I/Q components r I [n] and r Q [n] are firstly presented to the matched filters with impulse response
Hence, the output sequences x I [n] and x Q [n] of the matched filters can be expressed in the form of convolution of input sequences and impulse response, i.e.,
where ⊗ is the convolution operator, 
where
is a term in relation to noise. All further processing would be applied to the squared amplitude sequence y[n]. Hence, we have the target to detect the occurrence of such a sequence in the received signal for preamble detection in principle.
III. CFAR DETECTION
In order to improve the correlation properties, the 8 µs preamble and 5 µs DF field are used jointly for correlation in the proposed algorithm. Matched filters have already been employed and the squared amplitude sequence y[n] is no longer composed of rectangular pulses. Hence, we select the reference sequence h[n] of length 26L (corresponding to 13 µs in the analog domain), which comprises only 9 nonzero values at fixed positions. The expression of the reference sequence is given by where e[j] is the jth element in the characteristic word e of (5) and δ[n] is the unit sample sequence. Then the correlation properties are examined. In noisefree situations, the squared amplitude sequence has the form
We take a special case with n = kL (k = 1, 2, . . . , 240) into consideration,
The noise-free squared amplitude sequence y[n] is presented to the correlator with reference sequence h[n], the output of which can be written as
Next, we investigate the values of c[n] at specific instants. The instants under consideration are set to be n = 26L, 20L, 15L, 13L, 8L, 6L, which are expressed by k 0 , k 1 , k 2 , k 3 , k 4 , and k 5 respectively. For n = k 0 , the value of c[k 0 ] can be calculated as follows:
Similarly, we have the following equations for n = k 1 , k 2 , k 3 , k 4 , and
According to (8) and (9), it is clear that the maximum peak value can be achieved for n = 26L when the received preamble and the reference sequence are aligned exactly. Moreover, for n = 20L, 15L, 13L, 8L, and 6L, the correlation value c[n] reaches the valley values that are nominally equal to zero. An example for the waveform of correlation value with A = 1 is shown in Fig. 3 .
The detection algorithm in this paper defines the test statistic as the ratio of the peak value to the average of the five valley values, i.e.,
When T is larger than or equal to a predetermined threshold λ c , the second criterion deterministic symbol match is activated. The detection threshold depends on the false alarm probability of the CFAR detection.
B. ANALYSIS OF CFAR DETECTION
First of all, the hypothesis testing model can be described as follows:
In order to derive the success probability of the CFAR detection, it is necessary to analyze the distribution of squared amplitude sequence under the hypothesis H 1 briefly. Herein, we concentrate on the instant n = iL (i = 1, 2, . . . , 240) only. Thus, the expressions of x I [n] and x Q [n] at instant n = iL can be rewritten as
The ith element d [i] in the bit sequence d is a binary variable, and
are random Gaussian variables with variance σ 2 /9 and means equal to A cos ϕ 0 and A sin ϕ 0 respectively. The sum of the square of two nonzero mean independent Gaussian random variables leads to a non-central chi-squared random variable with two degrees of freedom [26] . The squared amplitude sequence
is subject to the non-central chisquared distribution with a non-centrality parameter equal to A 2 .
If
). The sum of the square of two zero-mean independent Gaussian random variables leads to a central chi-squared random variable with two degrees of freedom (aka exponentially distribution with parameter 9/2σ 2 [27] ). Hence, we have
Due to the properties of the preamble and pulse position modulation (PPM) scheme, only 9 elements in the characteristic word e of (5) are nonzero, the index vector of which can be constructed as follows: According to (7), the numerator of the test statistic T can be represented as
in which
. . , 9) and α[i] being the ith element of the index vector α. As analyzed above,
is subject to the non-central chi-squared distribution with two degrees of freedom and a non-centrality parameter equal to A 2 .
Similarly, for the denominator of the test statistic T , we have
It is apparent that the denominator of T is the sum of 45 random variables, some of which, however, are duplicated. There are totally 23 different variables in the denominator, nine of which added once, nine of which added twice, two of which added three times and the rest added four times. Thus, the denominator can be rewritten as
where η[i] is the ith element in η that is given as follows: 
Each (16) is a central chi-squared random variable with two degrees of freedom. Substituting (14) and (16) into (10), and multiplying the numerator and denominator by a factor of 9/σ 2 respectively, we obtain 
The test statistic T of (18) can be written in a more concise form as follows:
From (21), the numerator T num is expressed as the sum of nine independent non-central chi-squared variables with two degrees of freedom. According to the additivity of the non-central chi-squared distribution, T num is a non-central chi-squared random variable with 18 degrees of freedom and a non-centrality parameter equal to 81A 2 /σ 2 , the probability density function (p.d.f) of which can be expressed as . Accordingly, T den is subject to the generalized chi-squared distribution [28] , of which the p.d.f is given by
is a constant and
Note that the notation of the form C n m in (24) is the number of n-combinations of m and defined as C n m = m!/n!(m − n)!. The distributions of the numerator and denominator of the test statistic have already been derived, so the test statistic T has the distribution which can be constructed as the quotient distribution of two independent random variables [29] , i.e.,
where m 1 = 81A 2 /σ 2 is a parameter proportional to the SNR and
For a given predetermined threshold λ c , the success probability of CFAR detection can be calculated by integrating f T (z |H 1 ) from λ c to positive infinity, i.e.,
The value of P C can be attained by numerical integration. Equation (28) shows that the probability of success P C is a function of SNR and detection threshold.
C. DETERMINATION OF THRESHOLD λ c
We investigate the false alarm probability of the CFAR detection by which the threshold λ c is determined. Under the null hypothesis H 0 , the output sequences x I [n] and x Q [n] of the matched filters have the form
where 
. . , 9) and ξ [i] are independent identically distributed, i.e., ξ [i] ∼ χ 2 2 . For the denominator, it can be expressed the same as that of (16) under hypothesis H 1 . Similarly, via multiplying the numerator and denominator by a factor of 9/σ 2 , we can obtain
. . , 9. It can be easily determined that ξ [i] is a central chi-squared random variable with two degrees of freedom as well. Meanwhile, the variance of ξ [i] is equal to 1, which is constant and independent of the noise power.
The same operation as that for the denominator in (18) is applied. Thus, the expression for the test statistic T can be written as follows:
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In addition, the p.d.f of T den under H 0 denoted by f den (y |H 0 ) has the same expression as that under H 1 , which is represented in (23) 
×8!) is a constant, and the integral in (34) can be calculated through integration by parts.
For a given threshold λ c , the false alarm probability of the CFAR detection can be computed as follows:
Furthermore, as we can see from (34), f T (z |H 0 ) is independent of the noise power σ 2 , and so is the probability of false alarm P f 1 . The objective of CFAR processing is realized. According to (35), it is notable that the threshold λ c can be determined based on the corresponding false alarm probability.
D. SIMULATIONS
In this section, Monte Carlo simulations are carried out to validate the theoretical expressions of false alarm probability P f 1 and success probability P C . Fig. 4(a) shows the simulation results for the false alarm probability versus the threshold and the simulation is conducted 10 5 times. The red line in Fig. 4(a) represents the theoretical curve calculated based on (35). It is clear that the simulation results match perfectly with the theoretical one. The probability of false alarm is close to 10 −7 when the threshold is set to 8. As mentioned above, the false alarm probability is just a function of the threshold, and in turn the detection threshold can be determined according to the desired probability of false alarm. Fig. 4(b) illustrates the probabilities of success against the threshold varying from 1 to 35 for different E b /N 0 . Note that throughout the simulations of this paper, the energy per bit to noise power spectral density ratio, i.e. E b /N 0 , is utilized exclusively to represent the power difference between signal and noise. It is because that SNR and E b /N 0 can be derived from each other for a fixed bandwidth. It can be observed from Fig. 4(b) that the Monte Carlo simulation results are very close to the corresponding theoretical curves, permitting to validate analytic expression for success probability of (28) . The probability of success decreases dramatically as the threshold increases. When the case of E b /N 0 = 8 dB is compared with E b /N 0 = 12 dB, additional λ c of approximately 7.5 is required to reach the same success probability equal to 0.9.
Next, we fix the detection threshold λ c , and the curves of success probability in terms of E b /N 0 are depicted in Fig. 4(c) , in which a great agreement between simulation results and theoretical ones is observed. The uppermost curve in Fig. 4(c) is the result for λ c = 4 and the other two are for λ c = 6 and λ c = 8 respectively. In the case of λ c = 8, we have noticed that the success probability of 0.9 is obtained at E b /N 0 = 10 dB, whereas for λ c = 4, there is a 3 dB gain to have the same detection performance.
By using (28) and (35), we can plot the theoretical curves of success probability P C versus false alarm probability P f 1 (i.e. Receiver Operating Characteristic curves, ROC) for different E b /N 0 varying from 4 to 8 dB, as shown in Fig. 4(d) . The corresponding simulation results are presented as well. It is notable that the CFAR detection has an excellent detection performance with low SNRs and an acceptable false alarm probability.
IV. DETERMINISTIC SYMBOL MATCH
For every ADS-B message with DF = 17, the sequence e of (5) is identical. If e is regarded as a special PPM signal and is decoded accordingly, we can obtain a symbol pattern represented as
where X i , (i = 1, 2, 3, 4) is null symbol, as is illustrated in Fig. 5 . Further, the symbol pattern θ can be divided into two parts: the deterministic pattern θ d = [1, 1, 0, 0, 1, 0, 0, 0, 1] and the null pattern θ n = [X 1 , X 2 , X 3 , X 4 ]. Herein, θ d consists of nine deterministic symbols and is used for deterministic symbol match and consistent power test. The null pattern θ n is utilized for null symbol validation. Using the above CFAR detection, we can obtain the sample position corresponding to the end of the characteristic word e, where the test statistic T is larger than the threshold λ c . Then we need to examine whether there are nine deterministic symbols at the specific positions with respect to the obtained sample position. In the signal model established in this paper, those specific positions are denoted by = [1, 2, 3, 4, 7, 8, 9, 10, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] , comprising 18 elements totally. Denote the deterministic pattern decoded from the received signal by θ d = [ θ d [1] , θ d [2] , . . . , θ d [9] ]. The kth (k = 1, 2, . . . , 9) symbol is declared as ''1'' or ''0'' by comparing the values of two samples in both the chips of a symbol interval, i.e., if
When the decoded pattern θ d matches with the standard deterministic pattern θ d , the third criterion consistent power test is activated.
Next, we derive the probability that the decoded pattern θ d matches with the standard pattern θ d , which is denoted by P M . Actually, this probability is determined by the error probability for the described decoding scheme of PPM signals. Considering that PPM signals are also binary orthogonal signals, we can find the probability of a bit error for noncoherent detection of orthogonal signals in [30] , i.e.,
Due to the independence of the nine deterministic symbols, we can calculate the probability P M easily as follows
which is a function of the SNR as well.
Finally, Monte Carlo simulation is carried out to validate the analytic expression for success probability of deterministic symbol match P M . Fig. 6 shows both the theoretical curve expressed in (38) and the simulated one. It is clear that the success probability P M is above 0.9 when E b /N 0 is larger than 9 dB.
V. CONSISTENT POWER TEST A. DESCRIPTION
When the third criterion, consistent power test, is activated, it implies that there is a deterministic pattern at specific positions, i.e., θ d matches with θ d . For each deterministic symbol interval, we select the larger sample from the two values used to determine ''1'' or ''0'', either in the leading chip or in the trailing chip. The index vector of the nine selected samples are characterized by α of (13) . We can thus obtain a sample set consisting of the nine larger values, 97326 VOLUME 7, 2019 FIGURE 5. Sketch of deterministic symbol match. which can be represented as
The elements in ϑ correspond to the nine peak values illustrated in Fig. 5 . In the sample set, let ϑ max be the maximum and ϑ min be the minimum of the nine peak values. By comparing the ratio of ϑ max to ϑ min with a predetermined threshold λ p , the success or failure of consistent power test would be declared. To be specific, if ϑ max /ϑ min is smaller than λ p , the consistent power test is considered successful and the final criterion, null symbol validation, will take effect.
The consistent power test is beneficial to reducing the probability of false alarm significantly. For instance, when the reference sequence and the preamble of received signal are aligned partly and the decoded pattern θ d matches with θ d by coincidence, some of the nine peak values are generated by noise. The minimum of the set ϑ min would then be far smaller than the maximum ϑ max , with the result that ϑ max /ϑ min is larger than λ p . Therefore, this kind of false alarm can be suppressed effectively.
Let R = ϑ max /ϑ min , ϑ max ≥ ϑ min > 0. Note that R ≥ 1 and the ratio distribution has the p.d.f indicated as
Given a preset threshold λ p , the success probability of consistent power test P T is given by
Here, the value of P T can be calculated by numerical integration.
C. FALSE ALARM PROBABILITY P f 3
Under the null hypothesis H 0 , the nine variables in the set ϑ are generated by noise, and subject to central chi-squared distribution with two degrees of freedom, of which the p.d.f can be written as
The CDF is then given by
Similarly, the largest order statistic ϑ max and the smallest order statistic ϑ min under H 0 have the p.d.f
Thus, the p.d.f of R = ϑ max /ϑ min under H 0 is obtained by
It is notable that f R (z |H 0 ) is independent of noise power σ 2 . When R = ϑ max /ϑ min under the null hypothesis H 0 is less than or equal to the given threshold λ p , it implies that the third criterion, consistent power test, is considered successful in the case of noise only. To some extent, this is a false alarm, and its probability which is denoted by P f 3 can be calculated by integrating the f R (z |H 0 ) from 1 to λ p , i.e.,
FIGURE 7. Success probability P T and false alarm probability P f 3 .
FIGURE 8. Success probability P T vs E b /N 0 .
D. SIMULATIONS
Both the success probability P T and false alarm probability P f 3 are validated by Monte Carlo simulations in Fig. 7 . In this simulation, E b /N 0 are set to 8, 10, and 12 dB respectively. When E b /N 0 = 10 dB and P T = 0.9, the corresponding threshold can be calculated by solving the equation (45), that is λ p = 6.656. The downmost curve in Fig. 7 corresponds to the null hypothesis H 0 . Fig. 8 illustrates the probability of success P T against E b /N 0 for different threshold λ p , including the theoretical curves and simulated ones. It is notable that the performance will be improved with the growth of threshold.
VI. NULL SYMBOL VALIDATION A. DESCRIPTION
The final criterion, null symbol validation, is activated if all the previous criteria are successful. It is specially designed for the null pattern θ n mentioned in section IV. Generally, there are no triangular pulses in the four null symbol intervals. Null symbol validation is thus to confirm that there is no energy at those positions.
A dynamic threshold τ is exploited and defined as the average of nine peak values in the sample set ϑ, i.e.,
As shown in Fig. 5 , each null symbol X k (k = 1, 2, 3, 4) in the null pattern θ n comprises two samples located in the leading chip and in the trailing chip respectively. There are totally 8 samples for the four null symbols, of which the index vector is characterized by β = [5, 6, 11, 12, 13, 14, 15, 16] . For the kth (k = 1, 2, 3, 4) null symbol X k , if both the samples in the corresponding symbol interval are no more than half of the dynamic threshold τ , i.e., y[
, X k will be identified as empty. Otherwise, it is nonempty. If the total number of empty symbols in θ n is greater than or equal to 2, null symbol validation is considered successful and it is announced that an ADS-B preamble has been detected.
Null symbol validation is requisite for the preamble detection. The false alarm would occur probably when there is a pattern identical to the deterministic one θ d in the data block of an ADS-B message by accident. However, there are data pulses in the four symbol intervals under the circumstances, leading to the failure of null symbol validation. Hence, this kind of false alarm generated by the data block shall be suppressed to some extent.
B. ANALYSIS OF NULL SYMBOL VALIDATION
First of all, the distribution of dynamic threshold τ is investigated. Under the hypothesis 1, 2 , . . . , 9) in the sample set ϑ obeys the non-central chi-squared distribution with two degrees of freedom and a non-centrality parameter equal to A 2 . The mean and variance
In addition, each y[α[i]L] is independent and identically distributed, and we can make the approximation that the average of the sample set τ obeys the normal distribution approximately according to the central-limit theorem, namely
On the other hand, there are totally 8 samples for the four null symbols, and each of them is a central chi-squared random variable with two degrees of freedom and a p.d.f indicated as
Given the threshold τ , for the single sample, the probability that it dose not exceed the threshold can be calculated as
Note that a null symbol X k (k = 1, 2, 3, 4) consists of two independent samples, the probability that X k is declared empty can be denoted by
Equivalently, the probability that it is declared nonempty can be given by
Further, for the fixed threshold τ , the probability that the null symbol validation is considered successful can be expressed as
Here, the notation C k 4 has the same definition as that in (24) . Considering that the dynamic threshold τ is actually a random variable, we need to calculate the mathematical expectation of P τ in order to obtain the success probability P N , that is,
where E{·} is the expectation operator.
The analytic expression for P N of (59) is validated by Monte Carlo simulations in Fig. 9 , from which the consistency between the theoretical and simulation results is observed. It is notable that P N approaches 1 when E b /N 0 is over 7 dB, which implies that the null symbol validation is successful automatically. 
VII. SIMULATIONS AND RESULTS

A. FALSE ALARM PROBABILITY
First of all, the false alarm probability of the proposed multi-criteria preamble detection algorithm is investigated by Monte Carlo simulations. Fig. 10 shows the simulation results for the probability of false alarm in terms of thresholds. The threshold λ c varies from 1 to 8, and λ p varies from 2 to 8. For each pair of λ c and λ p , the simulation is conducted 10 7 times. It can be observed from Fig. 10 that as the threshold λ c increases and λ p decreases, the false alarm probability of the proposed algorithm will decrease. The largest simulated false alarm probability is approximately 7 × 10 −5 when λ c is equal to 1 and λ p is equal to 8. In addition, it is clear that the false alarm probability is smaller than 10 −7 if λ c is larger than 4.5. 
B. VALIDATION OF DETECTION PROBABILITY
In the previous sections, we have already developed the success probability for each criterion, i.e., P C , P M , P T , and P N . The detection probability of the proposed multi-criteria preamble detection algorithm is thus expressed as
Herein, P D depends on three parameters: λ c , λ p , and E b /N 0 . Fig. 11 shows the detection probability versus E b /N 0 for different pairs of λ c and λ p , including the theoretical curves and simulated ones. For each E b /N 0 with fixed λ c and λ p , the proposed detection algorithm is simulated 10 4 times. It is expected from Fig. 11 that the simulation results are very close to the theoretical curves, permitting to validate the analytic expression of detection probability P D in (60). The top curve in Fig. 11 is the case of λ c = 6 and λ p = 8, and the bottom is λ c = 8 and λ p = 5. The middle curve is λ c = 8 and λ p = 6.5. By comparing the detection performance of the three cases, we have noticed that for a certain E b /N 0 , the probability of detection P D will increase with the decrease of λ c and the growth of λ p .
C. PERFORMANCE COMPARISON
As mentioned in [23] , the re-triggering function of the enhanced squitter reception technique is of great importance in that it will reject certain preamble detections when a subsequent stronger signal is received. It is also included in the proposed multi-criteria preamble detection algorithm in this paper. When all the four criteria above are satisfied, an ADS-B preamble is declared to be detected, and a reference power level is generated by averaging the squared amplitudes of the nine deterministic symbols, i.e., the dynamic threshold τ in section VI-A. After an ADS-B preamble is identified, the preamble detection process continues to be applied to search for later preambles, and all of the proposed criteria are examined. If a particular preamble detection has survived these tests, we compare its reference power level against any earlier signal currently being processed. If the new signal is stronger by 3 dB or more, the earlier preamble is then discarded and the new signal can proceed. Otherwise, the new signal is discarded.
Next, the comparison between the detection performance of the proposed algorithm and the enhanced squitter reception technique recommended in [23] is investigated. For each E b /N 0 , there are 10 4 ADS-B messages transmitted. The re-triggering function is applied for both the detection algorithms. By counting the number of correctly detected ADS-B messages, we can obtain the corresponding probability of detection. For the enhanced algorithm in [23] , the optimal detection performance can be obtained via adjusting the detection threshold and is depicted in Fig. 12 as the downmost curve. The uppermost curve represents the detection probability of the proposed multi-criteria preamble detection algorithm (referred to as M.C). Both are with no frequency offset. It is notable that the detection probability of the algorithm in [23] is deteriorated dramatically at low SNRs. Although the enhanced squitter reception technique has an excellent performance with sufficient SNRs, the detection probability is approximately 0.6 at E b /N 0 = 15 dB. However, for the proposed algorithm, the detection probability is over 0.9 when E b /N 0 is equal to 10 dB, which is more suitable for satellite-based ADS-B application. Fig. 12 also illustrates the influence of frequency offset f on the detection probability of the proposed algorithm. The frequency offset is set to 0, 300 kHz, and 500 kHz respectively. It can be seen from Fig. 12 that the detection probability for f = 0 is quite close to that for f = 300 kHz. In addition, when comparing the case of f = 500 kHz with f = 0, the deterioration of detection probability by 1 dB is observed as well.
VIII. CONCLUSION
In order to solve the problem of low SNR in satellite-based ADS-B application, we have proposed a novel multi-criteria preamble detection algorithm for ADS-B signals with DF set to 17. The CFAR property of the proposed algorithm makes it robust against the noise fluctuation, improving the stability and reliability of the detection algorithm. The combination of four criteria is beneficial to reducing the false alarm effectively. Moreover, the detailed analysis in this paper provides theoretical formulae for the determination of the thresholds λ c and λ p , and the analytic expression of detection probability P D is derived. Simulation results show that the proposed algorithm has an excellent detection performance at low SNRs, and is suitable for the satellite-based application.
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