Abstract. Although the quantum state of a many-body system (e.g, a system consisting of several atoms) is described in terms of its degrees of freedom, i.e., a large number of variables representing a point on the compact space of quantum states, there is usually a small number of parameters that can be actually measured experimentally. We show that the problem of deciding whether the underlying quantum state is entangled is equivalent to the problem of deciding whether the set of measured parameters are the moments of some measure defined over the compact space of states of the many-body system. By considering quantum entanglement of n identical atoms we arrive at the truncated moment problem defined for symmetric measures over a product of n copies of unit balls in R d . We consider moments up to degree 2 since these are most readily available experimentally. We derive necessary and sufficient conditions for belonging to the moment cone, which can be expressed via a linear matrix inequality of size at most 2d + 2, which is independent of n. We can convert the linear matrix inequalities into a set of explicit semialgebraic inequalities giving necessary and sufficient conditions for membership in the moment cone, and show that the two conditions approach each other in the limit of large n. The inequalities are derived via considering the dual cone of nonnegative polynomials, and its sum-of-squares relaxation. We show that the sum-of-squares relaxation of the dual cone is asymptotically exact, and using symmetry reduction techniques [GP04, BR12], it can be written as a small linear matrix inequality of size at most 2d + 2, which is independent of n. For the cone of nonnegative polynomials we also prove an analogue of the half degree principle for globally nonnegative symmetric polynomials [Tim03, Rie12] .
Introduction
We consider a problem that lies in the intersection of real analysis, real algebraic geometry and quantum entanglement. We begin with a brief introduction to quantum entanglement, explaining how it is related to real analysis and algebraic geometry. We then define and motivate the problem considered in this paper.
In quantum mechanics, the state of a physical system is represented by a density matrix, which is, by definition, a positive semi-definite, Hermitian operator. Let T n be the convex cone of all positive semi-definite Hermitian operators acting on C
n . An n × n density matrix is an element of T n .
A natural way to construct larger density matrices is by using tensor products. In physics this corresponds to combining several subsystems into a large system. As an example, we will consider a system with two subsystems represented by density operators in T m and T n respectively. The tensor product gives a map T m × T n → T mn , where ρ 1 ∈ T m and ρ 2 ∈ T n are mapped to ρ 1 ⊗ ρ 2 ∈ T mn , for m, n ∈ N. A convex subset Ω nm of T nm is generated by z 0 z αα n Then a non-zero vector (z 0 , z 1 , · · · , z d , z 11 , z 22 , · · · , z dd ) / ∈ C n,d . Each of the above systems of inequalities may also be expressed by a linear matrix inequality of size 2d + 2.
The necessary conditions in the physically relevant case of d = 3 appeared in [TKGB07] in the language of spin moments (see Section 5 for more details). For other related results from physics, see [Dua11] , [VAK + 17] and [SM01] . As we explain below the necessary conditions are obtained from the sum-of-squares approximation to the cone P n,d . The sufficient conditions are new, and they allow us to estimate the tightness of approximation for large n, which was previously unknown.
We now give a more detailed description of our results. First we show that nonnegativity on K n . Furthermore we show that Q(x) ≥ 0 for all x = (x 1 , · · · , x n ) ∈ (S d−1 ) n if and only if Q(x) ≥ 0 for all x with at most 2d of x i distinct.
Theorem (Theorem 2.3). A polynomial Q ∈ V n,d is nonnegative on S d−1 × · · · × S d−1 if and only if Q(x 1 , · · · , x n ) is nonnegative for all sets of n points x 1 , · · · , x n on S d−1 with at most 2d of them distinct.
The above theorem is in the spirit of the half-degree principle for globally nonnegative symmetric polynomials [Tim03, Rie12] . Our problem is different in two ways. First, we are concerned here nonnegativity of polynomials over a compact subset, K d n , and second, the symmetry in our problem permutes only d-tuples of coordinates. This is a smaller group of transformations, compared to the usual symmetric case. Symmetries of such type have also been considered in [GRWe16] , where such polynomials were called mutlisymmetric. However our bounds are sharper than those of [GRWe16] .
Secondly, we provide an asymptotically tight characterization of the cones C n,d and P n,d using sums of squares approximations.
can be written as
where i are linear polynomials and λ i ≥ 0, then Q is clearly nonnegative on K d n . Define Σ n,d to be the cone of such sums of squares polynomials. We have the inclusion:
Moreover, using symmetry reduction techniques [GP04, BR12] we show that Σ n,d can be characterized by a linear matrix inequality (LMI), of size 2d + 2, which is independent of n. Now define Σ n,d as a slightly expanded version of Σ n,d :
Our main result on sum of squares approximations is that the reverse inclusion holds for Σ n,d and P n,d : Theorem (Theorem 3.5). We have the following inclusions:
Moreover, both cones Σ n,d and Σ n,d can be described by a linear matrix inequality of size at most 2d + 2.
As the number of unit balls n grows the cones Σ n,d and Σ n,d approach each other at the rate 1 n and therefore, they give an asymptotically exact characterization of P n,d . Therefore sums of squares give an asymptotically tight approximation of nonnegative polynomials. A similar result for fully symmetric globally nonnegative polynomials of degree 4 was established in [BR12] , and for fully symmetric even degree 6 polynomials in [CLR87] . Using semidefinite duality and Schur complement we derive the LMI and semialgebraic descriptions of the cone C n,d in Theorems 4.1 and 4.2.
The rest of the paper is structured as follows. In the next Section, we present the exact results, i.e., an analogue of the half-degree principle. In Section 3, we provide the asymptotic approximation results. In Section 4, we dualize polynomial results to get asymptotically tight criteria on moments. We conclude in Section 5 with an application of our results to the case d = 3 and recover the necessary conditions shown in [TKGB07] , along a set of sufficient conditions.
Exact Results
In this section, we provide an analogue of the half degree principle for the cone P n,d . More specifically, we show that to test nonnegativity of Q ∈ V n,d on K 2.1. One Dimensional Case d = 1. As a simple first step we characterize the cones C n,1 and P n,1 . The relevant unit ball is
Quadratic polynomial Q ∈ V n,1 has the form:
Note that Q has only linear terms in each variable x i . Therefore, extreme values of Q occur when x i = ±1. In other words, Q is nonnegative on K 1 n if and only if it is nonnegative on the discrete hypercube H n = {−1, +1} n . For a point x = (x 1 , · · · , x n ) ∈ H n with k entries equal to −1 and n − k entries equal to +1 we have s 1 (x) = n − 2k and s 11 (x) = (n − 2k) 2 − n. We immediately obtain the following Proposition: Proposition 2.1. A polynomial Q = A 0 + A 1 s 1 + A 11 s 11 ∈ P n,1 if and only if
Each inequality represents a side of the polygon shown in Figure 1 . The dual cone C n,1 of moment sequences coming from measures is also a polyhedral cone defined by n + 1 inequalities. The defining inequalities of C n,1 follow from Proposition 2.1:
Thus, when d = 1, C n,1 and P n,1 are both basic semi-algebraic sets, and are given by n + 1 linear inequalities.
is the conical hull of a semi-algebraic set. Indeed,
n is a basic semi-algebraic set and therefore, its image under a polynomial function is semi-algebraic. A polynomial Q ∈ P n,d is linear in each of its arguments and therefore, it is nonnegative on K d n if and only if it is nonnegative on its boundary, ∂K
is validated by verifying its non-negativity on an n(d − 1) dimensional manifold. However, in theorem 2.3, we show that it suffices to verify its non-negativity on finitely many copies (O(n 2d−1 )) of a 2d(d − 1) dimensional manifold. This theorem is an analogue of the degree principle [Tim03, Rie12] . See also [GRWe16] and [Rie16] for related results.
We now state and prove the main theorem of this section:
Proof. We will prove this theorem via an application of Lagrange multipliers. Recall that Q ∈ V n,d has the form
Observe that the set of polynomials Q all of whose global minima on (S d−1 ) n contain more than 2d distinct vectors form an open subset of V n,d . Therefore it suffices to prove the Theorem for polynomials Q with all coefficients A α and A αα distinct.
Let
). Since the global minimum is a critical point, it satisfies the following Lagrange multiplier equations for α = 1, · · · , d and i = 1, · · · , n:
where λ i ∈ R are the Lagrange multipliers. Note that the left-hand side of the above equation is independent of the index i. We therefore introduce
and see that
We first settle the simple case when R α = 0 for α = 1, · · · , d. It follows from (1) that ξ i,α = 0 unless (λ i + 2A αα ) = 0. The latter can hold for at most one value of α for any given i since the coefficients A αα are distinct. Thus, ξ i,α = 0 for all but one value, α = α i for which we must have ξ i,α i = ±1, since α (ξ i,α ) 2 = 1. Therefore, it follows that at most 2d of the vectors x * i can be distinct. Without loss of generality, we may now assume that R 1 = 0. This also implies that ξ i,1 = 0 for i = 1, · · · , n. Eliminating λ i from Equations (1), we see that
Combining this together with the equations
In other words, ξ i,1 is a root of the polynomial
for every i. Note that the leading term of
2 and the constant term is −R 2d 1 . Therefore, P (t) has degree 2d, and thus ξ i,1 can take at most 2d distinct values. Next we show how a vector x * i can be reconstructed from ξ i,1 .
Observe from (2) that ξ i,α is determined by ξ i,1 as
.
unless R 1 + 2(A αα − A 11 )ξ i,1 = 0 for some α. Such an α = α 0 , if it exists, has to be unique for a given value of ξ i,1 since all coefficients A αα are distinct. Therefore, if there is such an α 0 for a given root ξ i,1 , the coordinate ξ i,α is uniquely determined by ξ i,1 for all α excluding α 0 . The coordinate ξ i,α 0 is determined up to a sign from d α=1 ξ 2 i,α = 1. Therefore, every root of P (t) produces at most two distinct vectors x i . We next show that those roots that produce two vectors are indeed double roots.
As argued above, if ξ i,1 is a root of P (t) that produces two vectors then there is one α 0 for which R 1 + 2(A α 0 α 0 − A 11 )ξ i,1 = 0 and Equation (2) implies that R α 0 = 0. With this, we can deduce that (R 1 + 2(A α 0 α 0 − A 11 )t) 2 divides P (t) and therefore, ξ i,α is a double root of P (t). Therefore, a simple root of P (t) produces a unique vector x i , while a multiple root of P (t) produces at most two vectors x i . Since degree of P (t) is at most 2d, it follows that at most 2d of vectors x i are distinct.
Remark 2.4. There are n+2d−1 n distinct ways of populating a set {x 1 , · · · , x n } using 2d distinct points on S d−1 . Therefore, this theorem reduces the search space of non-negativity of Q from an n(d − 1) dimensional manifold to n+2d−1 n copies of a 2d(d − 1) dimensional manifold.
Sum of Squares approximation of Nonnegative Polynomials
In this section, we develop an asymptotic approximation of C n,d and its dual cone P n,d . We begin with the illustrative case of d = 1, where we develop the main ideas of the proof.
3.1. The case d = 1. Although the case d = 1 has a complete solution, i.e., membership of a quadratic Q = A 0 + A 1 s 1 + A 11 s 11 in P n,1 can be checked by the n + 1 inequalities in Proposition 2.1, it is a convenient platform to illustrate the ideas that lead us to the main result of this section. As shown in Proposition 2.1, a quadratic Q lies in P n,1 if and only if:
for k = 0, 1, · · · , n. Note that the above expression has been cast in a way that is suggestive of introducing a new variable X to take the place of n−2k √ n and a polynomial
. We may rewrite the above conditions as
In other words, Q ∈ P n,1 if and only if P Q (X) ≥ 0 on n+1 evenly spaced points in [− √ n, √ n]. Given that the spacing 2/ √ n approaches zero as n approaches infinity, we are prompted to define the following cone:
Clearly we have Σ n,1 ⊆ P n,1 . Since Σ n,1 is a set of univariate quadratics nonnegative on a closed interval, the cone Σ n,1 is easily characterized and inclusion in it provides a sufficient condition for inclusion in P n,1 . We next show that a necessary condition can be obtained by slightly enlarging the cone Σ n,1 .
Clearly, Σ n,1 ⊂ Σ n,1 . Further, we show, in Proposition 3.1, that Σ n,1 contains P n,1 . In the limit of large n, the cones Σ n,1 and Σ n,1 converge.
Proof. We show that all the extreme rays of P n,1 are in Σ n,1 . Let Q = (A 0 , A 1 , A 11 ) ∈ P n,1 span an extreme rays. It follows that the corresponding polynomial P Q (X) takes a zero value at two consecutive points in the set {− √ n, − √ n + 2/ √ n, · · · , + √ n}. The zeros of P Q are therefore separated by 2/ √ n. Consequently, the minimum value of P Q is −A 11 . Therefore, P Q + A 11 is nonnegative on [− √ n, √ n]. Also it follows from Proposition 2.1 that A 11 ≤ A 0 n−1 for any polynomial Q ∈ P n,1 . Thus, P Q +
The cones Σ n,1 and Σ n,1 that sandwich P n,1 are better understood after a rescaling. Taking a cue from the definition of the polynomial P Q , let us definẽ
. This rescaling enlarges them so that we may visualize their limiting behavior. In particular,Σ n,1 = {(B 0 , B 1 , B 11 ) : B 0 − B 11 + B 1 X + B 11 X 2 ≥ 0, for all X ∈ [− √ n, √ n]} satisfiesΣ n+1,1 ⊆Σ n,1 , i.e., they are nested and the limiting coneΣ = ∩ nΣn,1 is the cone of all globally nonnegative quadratics, and has a simple characterization: (B 0 , B 1 Figure 1 shows the cross sections of P n,1 , as well as that of the rescaled conesP n,1 ,Σ n,1 , Σ n,1 ,Σ. Note that the conesΣ n,1 are also nested and the corresponding limiting cone is alsoΣ. In this sense, the sufficient condition for inclusion in P n,1 , provided by Σ n,1 and the necessary condition provided by Σ n,1 approach each other asymptotically. In the next section we generalize the cones Σ n,1 and Σ n,1 to higher dimensions.
General Dimension.
We proceed along similar lines as for the d = 1 case to obtain a necessary and asymptotically sufficient condition for membership in P n,d . We refer to the polynomial Q by its (2d + 1)-tuple of rescaled coefficients. Analogous to the variable X of the previous section, we define variables
,
Note that the Cauchy-Schwartz inequality ensures that Y α are well defined real numbers. In terms of these variables, we may re-write Q as:
Note that P Q (X) is defined analogously to the previous section. For
which follows from the conditions ||x i || ≤ 1. We now consider a convex cone in V n,d consisting of polynomials Q such that P Q (X, Y ) is nonnegative for all (X, Y ) such that ||Y || 2 + 1 n ||X|| 2 ≤ 1. From the above discussion it follows that this cone lies inside P n,d . We show in Theorem 3.2 that this cone turns out to coincide with the sum-of-squares relaxation of P n,d , defined as Σ n,d in the Introduction. To recall this definition, for i = 1, · · · , n let p i = 1 − d j=1 ξ 2 j,i . We defined the cone Σ n,d consisting of polynomials Q(x) which can be written as:
where i are linear polynomials and λ i ≥ 0. Remark 3.3. By the S-Lemma [PT07] we can express the condition of nonnegativity of P Q (X, Y ) as a linear matrix inequality in the coefficients of P :
α is nonnegative for all X, Y such that ||Y || 2 + 1 n ||X|| 2 ≤ 1 if and only if there exists c ≥ 0 such that:
Proof. We use symmetry reduction technique of [GP04, BR12] . Let V be the vector space of linear polynomials in d · n variables
The symmetric group S n acts on V by permuting the vectors x i , or equivalently S n permutes n groups of α-th coordinates, ξ i,α . Recall that irreducible S n -modules are indexed by partitions of n. For more background on representation theory of S n see [Sag01] . It is not hard to see that V decomposes as follows into irreducible S n -modules:
The S n -invariant part of V corresponding to the partition (n) is spanned by polynomials 1 and s α for α = 1, · · · , d. For the partition (n − 1, 1) we can split the isotypic component into d irreducible modules by considering for fixed α = 1, · · · , d polynomials of the form
We pick d isomorphic representatives f α = nξ 1,α − s α , i.e. these polynomials generate the above irreducible modules, and can be mapped to each other under S n -equivariant maps.
We will use sym to denote the Reynolds operator :
We observe that
Now consider (d+1)×(d+1) matrix S given S α,β = sym s α s β with s 0 = 1, and d×d matrix F given by F α,β = sym f α f β . The symmetry reduction procedure tells us that p ∈ Σ n,d if and only if there exist positive semidefinite symmetric matrices G, H and c ≥ 0 such that
Further examining matrices
We observe that in order to obtain p of the given form the coefficients of p αβ and q αβ must cancel. However this can only happen if the corresponding entries in G and H matrices are zero. Therefore we see that H is a diagonal matrix and G has non-zero off-diagonal entries only in the first row and column. Let
and H be a diagonal matrix with entries h αα . We now observe that p has a potentially non-zero coefficient of p αα for α = 1, · · · , d. This coefficient may be canceled only by using n − d α=1 p αα . Therefore the coefficient c must satisfy c = g αα + (n − 1)h αα , α = 1, · · · d. Solving for h αα we get h αα = c−gαα n−1 , with the additional restriction c ≥ g αα , since h αα ≥ 0. By examining p = S, G + F, H + c(n − d α=1 p αα ), we see that
Solving for g's we get g 0 = A 0 − cn, g α = A α and g αα = We incorporate condition c ≥ A αα by enlarging the matrices so that the following matrix is positive semidefinite for some c ≥ 0:
We can multiply the above sum on both sides by a diagonal matrix with diagonal (1, √ n, · · · , √ n) to see that p ∈ Σ n,d if and only if there exists c ≥ 0 such that the following matrix is positive semidefinite:
The Theorem now follows from the Remark 3.3 with c in the Remark replaced by nc.
In the following, we prove that the sufficient condition for membership in P n,d provided by Σ n,d is asymptotically necessary, following the same line of arguments as before. We define Σ n,d , by expanding Σ n,d :
We show in Theorem 3.5 that, P n,d ⊆ Σ n,d which provides a sufficient condition for membership in P n,d . To prove this theorem, we need a technical lemma, which we prove at the end of this section:
We are now ready to state and prove our main result of this Section.
Proof. The first inclusion is immediate. To show the second inclusion, let Q = (A 0 , A α , A αα ) ∈ P n,d . Recall that the polynomial P Q (X, Y ) was defined as
In order to show that P Q + n n−1 A 0 ≥ 0 whenever ||Y || 2 + 1 n ||X|| 2 ≤ 1, we pick a point (X, Y ) that satisfies the latter condition, and approximate it using x = (x 1 , · · · , x n ) with the help of Lemma 3.4.
If
It follows now that
The last inequality follows since Q(x) ∈ P n,d . If A αα > 0 for at least one α, we assume without loss of generality that A dd ≥ A αα for α = 1, 2, · · · d − 1. It also follows that A dd > 0. Clearly,
We now use Lemma 3.4 to pick x = (x 1 , · · · , x n ) such that
The above equations enable us to evaluate Q(x ) and we thus obtain
Finally using Equation (4), we obtain
It follows from the d = 1 case that A dd ≤ A 0 n−1 and therefore, P Q + A 0 n−1 ≥ 0 whenever Q ∈ P n,d . We now prove Lemma 3.4.
Necessary and sufficient criteria for moments
In this section, using the cones Σ n,d and Σ n,d , we develop a necessary condition and a sufficient condition for membership of a vector (z 0 , z 1 , · · · , z d , z 11 , z 22 , · · · , z dd ) in the moment cone C n,d . We also show that these two conditions approach each other, i.e., the necessary condition is asymptotically sufficient and the sufficient condition is asymptotically necessary.
Let us also define (Σ n,d ) * as the dual of Σ n,d . It follows from Theorem 3.5 that
Thus, membership in Σ * n,d is a necessary condition and membership in (Σ n,d ) * is a sufficient condition for membership in C n,d . In the following we develop inequality criteria to check for membership in these two cones, expressed as Linear Matrix Inequalities (LMI). Here the condition c ≥ 0 has been absorbed into the last row and column. We observe that we can write
where matrices D, M α and M αα are the coefficient matrices, whose entries depend on n. Standard semidefinite programming duality [BPT12, Chapter 1] tells us that the dual cone of Σ n,d is given by: Σ
