Color is commonly used to represent categories and values in computer applications, but users with ColorVision Deficiencies (CVD) often have difficulty differentiating these colors. Recoloring tools have been developed to address the problem, but current recolorers are limited in that they work from a model of only one type of congenital CVD (i.e., dichromatism). This model does not adequately describe many other forms of CVD (e.g., more common congenital deficiencies such as anomalous trichromacy, acquired deficiencies such as cataracts or age-related yellowing of the lens, or temporary deficiencies such as wearing tinted glasses or working in bright sunlight), and so standard recolorers work poorly in many situations. In this article we describe an alternate approach that can address these limitations. The new approach, called Situation-Specific Modeling (SSM), constructs a model of a specific user's color differentiation abilities in a specific situation, and uses that model as the basis for recoloring digital presentations. As a result, SSM can inherently handle all types of CVD, whether congenital, acquired, or environmental. In this article we describe and evaluate several models that are based on the SSM approach. Our first model of individual color differentiation (called ICD-1) works in RGB color space, and a user study showed it to be accurate and robust (both for users with and without congenital CVD). However, three aspects of ICD-1 were identified as needing improvement: the calibration step needed to build the situation-specific model, and the prediction steps used in recoloring were too slow for real-world use; and the results of the model's predictions were too coarse for some uses. We therefore developed three further techniques: ICD-2 reduces the time needed to calibrate the model; ICD-3 reduces the time needed to make predictions with the model; and ICD-4 provides additional information about the degree of differentiability in a prediction. Our final result is a model of the user's color perception that handles any type of CVD, can be calibrated in two minutes, and can find replacement colors in near-real time (˜1 second for a 64-color image). The ICD models provide a tool that can greatly improve the perceptibility of digital color for many different types of CVD users, and also demonstrates situation-specific modeling as a new approach that can broaden the applicability of assistive technology.
INTRODUCTION
The use of color is ubiquitous in modern interfaces and graphical displays. Color is used to represent many different kinds of information, including data categories, highlights, continuums, and specific values [Healey 1996; Stone 2003; Ware 2004] . However, many users in different situations have difficulty differentiating the colors used in digital presentations. These users all have some form of Color-Vision Deficiency (CVD); the best-known are those who have congenital deficiencies (for example, the condition commonly called "red-green color blindness"), but there are many other types of CVD that can arise from other factors (e.g., acquired deficiencies such as cataracts or age-related lens yellowing, or environmental effects such as incorrect monitor calibration, tinted glasses, or bright sunlight). The problem we address in this article is that standard tools for dealing with the differentiability problem are severely limited, in that they are based on models of only a few types of congenital CVD.
Difficulty or inability to differentiate between two colors can have substantial consequences. The problems can range from annoyance and frustration (e.g., if the visited link color in a Web browser is indistinguishable from the unvisited link color), to severe issues of error or safety (e.g., matching colors between a bar chart and its legend, or recognizing an alert color against a background). Although most interface design guidelines state that redundant encodings should be used in addition to color, there are many examples from information visualization and graphical interface design where this principle is not followed (see Figure 1 ). Since a large proportion of users are affected by CVD (5% of the population has congenital CVD [Birch 2001; Viénot et al. 1995] , and acquired and environmental CVDs can affect many more), addressing the problem of color differentiation can dramatically improve usability for a wide variety of users.
The existing solution to this problem involves changing some or all of the colors in a visualization to colors that can be differentiated by the user. The main steps in this process are to transform the original display using a model that simulates the user's color perception, then identify regions that are differentiable in the original but not in the transformed version, and recolor these regions so that they are differentiable, using the model to select appropriate colors [Meyer and Greenburg 1988] . The core of this process is the model of the user's color perception, and herein lies the problem with current recolorers, since most techniques use a model that simulates only certain forms of CVD, namely dichromatism (where one type of cone is missing) [Kuhn et al. 2008; Meyer and Greenburg 1988; Rasche et al. 2005b] . In addition, the standard model makes several assumptions about the environment (e.g., about the calibration of the user's monitor and the light level in the room). In the large number of situations where the user's CVD or environment is not well described by the standard model, recoloring tools will not perform well.
The problem with the current approach is that its assumptions rarely match the specific attributes and characteristics of many users. For example, the user may have a different type of congenital CVD such as anomalous trichromacy, a condition that is more common than dichromatism, but its effects on color perception can vary widely which makes modeling difficult [Cole 2004] . Similarly, there are no models to account for the effects of acquired CVD, and no way of dealing with the large number of environmental factors that can affect color perception.
We address this limitation in recoloring by proposing a very different way of building a model for the recoloring tool. Our approach, called Situation-Specific Modeling (SSM), uses empirical evidence from in-situ tests to determine exactly what colors a particular user can differentiate in a particular situation. This evidence is gathered from performance or judgment tasks that determine exactly what the user can and cannot see. Critically, the approach of modeling through in-situ evidence means that we are able to implicitly account for all factors that affect the user's color vision, regardless of our knowledge of the user's CVD or his/her situation. For example, the SSM approach can model a user with dichromacy, but can just as easily model a user with anomalous trichromacy and cataracts, or a user with ordinary color vision who is working in bright sunlight wearing blue sunglasses. SSM dramatically increases the potential power and accuracy of recoloring tools in real-world use, and provides a foundation for improving the usability of digital systems that use color, for a much wider range of users.
In this article we describe and evaluate four models built using the SSM approach. First, we provide the details of our initial model of color perception (called the Individualized model of Color Differentiation, or ICD-1), and report on an evaluation of the approach's accuracy and robustness. Second, we present an improved calibration procedure for the approach (ICD-2) that substantially reduces the time needed to build a model, making the approach much more feasible for real-world use. Third, we present ICD-3, a model that reduces the time needed to make predictions about color differentiability. Fourth, we add a new prediction method that can indicate the degree of differentiability of two colors (rather than just a yes/no prediction), in the final version of the model (ICD-4). Together, the ICD models represent the state-of-the-art in situation-specific modeling of color perception and differentiation, and provide a foundation for a new generation of recoloring tools.
ICD-1 and ICD-2 were first presented as conference papers (ICD-1 at CHI 2010 [Flatla and Gutwin 2010] and ICD-2 at ASSETS 2011 [Flatla and Gutwin 2011] ). The description and evaluation of ICD-3 and ICD-4 (Sections 8 through 11) represent the novel contributions of this article.
RELATED WORK
There are four main areas underlying our research: types and characteristics of colorvision deficiencies, the use of color in information presentation, color adaptation systems, and existing models of color differentiation.
Color Perception and Color-Vision Deficiencies
Perception of color is a complex process depending on many factors external and internal to the body. Visible light is emitted and reflected from objects in our environment, and then enters the eye. The light is focused by the transparent cornea and lens, and falls on the retina. Photo-sensitive cells in the retina convert the visible light into neurological signals that are passed on to the visual processing centers of the brain. Any factors that modify the distribution of light before it strikes the retina will influence how an individual perceives color. Likewise, any variations in the ability of retinal cells to convert light into neurological signals will also influence color perception. Lastly, if the visual processing centers of the brain have been damaged, deficient color perception can result. There are therefore several possible sources of color vision problems, ranging from genetic disorders to acquired deficits to situation-specific environmental factors.
-Genetic factors can cause anomalies or deficiencies in the three types of color-sensing cells of the retina (cones). Different types of cones are sensitive to different parts of the visible spectrum: protan cones for long-wavelength light, deutan cones for medium-wavelength light, and tritan cones for short-wavelength light. Anomalous trichromacy results when these wavelength sensitivities are shifted for some cones.
If all cones of a certain type are missing, dichromacy results. In rare cases, people can be missing two types of cones (cone monochromacy) or all color-sensing cells (rod monochromacy), limiting perception to shades of grey [Birch 2001; Cole 2004 ]. -Acquired deficits involve damage to the vision system from external events such as accident, disease, or exposure to harmful chemicals. For example, retinopathy occurs when a portion or all of the photoreceptors of the retina die, for example, resulting from diabetes or long-term exposure to styrene. When photoreceptors die, color perception can be drastically altered [Lomax et al. 2004] . Aging can also bring changes to color vision: for example, yellowing of the lens and cataracts both modify the light entering the eye. Similarly, psychological conditions can influence color vision: depression has been shown to cause the visual field to be shifted to the blue [Heim and Morgner 2001] , and brain injuries (e.g., resulting from stroke or exposure to solvents) can also influence color perception [Lomax et al. 2004 ]. -Situational effects are factors in the user's local environment that cause temporary changes to color perception; if the resulting effect causes problems, these are known as "situationally-induced disabilities" [Sears et al. 2003 ]. These factors can be of many different types, and can include characteristics of the color source (e.g., the quality and calibration of the monitor that displays the colors [Stone 2003 ]), physical characteristics of the environment (e.g., the amount of ambient light in the room, or glare from light striking the display), or the state of the user (e.g., the presence of drugs such as Viagra or antidepressants) [Heim and Morgner 2001] .
All types of CVD cause similar problems for our purposes; they make it difficult for people to differentiate among colors that can be distinguished in other circumstances or by other users. As an example of the changes that can be caused by CVD, Figure 2 shows a simulation of the three types of dichromatism (protanopia and deuteranopia, both forms of red-green deficiency, and tritanopia, a form of blue-yellow deficiency).
Color Use in Information Display and Visualization
Color plays a major role in the presentation of visual information, both in everyday graphical interfaces and in specific visualization applications. There are many ways that color is employed, but three main uses that involve color differentiation are encoding categories, encoding continuous variables, and highlighting specific items [Healey 1996; Tufte 1990; Ware 2004] .
Categorical Encoding.
Visual processing in the human visual system allows rapid identification of colors [Ware 2004 ]. Labeling objects with color thus can allow categorical information to be identified quickly and efficiently. In categorical encoding, a unique color is assigned to each category of data, and all representations of this category in the visualization will then employ this color as an identifying characteristic. Color as category is used in a number of information displays, including charts in spreadsheets, "visited link" encodings in Web browsers, syntax coloring in programming editors, and tagged messages in email clients.
Healey [1996] suggests that a maximum of seven category colors can be used if the luminance of the colors is held constant; with variations in luminance allowed, the number of unique categories is likely to increase. Figure 3 contains an example with twenty categories, which exceeds these maximum category numbers. , Brushing, and Highlighting. A special case of categorical encoding involves temporary changes to the color of objects that are considered special (Figure 4) . Color popout is a visual phenomenon in which color makes elements stand out in an obvious fashion from the rest of the data. The popout color must be sufficiently different from other colors in the visualization for the effect to work: generally a saturated, bright, primary color is used to replace the established element color. Popout allows rapid and seemingly effortless identification and location of important items [Ware 2004] .
Popout
Brushing is the interactive application of a popout color to a visualization with numerous data points. The user of a visualization marks elements of interest so they remain easily discernible while the data is manipulated (e.g., rotated in a 3D scatterplot). Highlighting is the use of color to bring attention to an element or region of a visualization. Unlike popout, highlighting does not replace the element color in the visualization, but surrounds the element of interest. As a result, desaturated colors are often used to prevent the highlight from occluding the highlighted item.
Encoding Continuous Variables.
Color is also often used as a means to encode univariate or multivariate data. This process involves the discretization of a continuous dataset, where each of the discrete ranges is associated with a given color, and the dataset is painted accordingly. For example, the depth of a body of water can be encoded using shades of blue, where darker blues indicate deep water and lighter blues show shallow water. This approach is used in several techniques: false color representations (mapping to hue, as in Figure 5 ), continuums (mapping to luminance and saturation), and multidimensional data display (mapping to red, green, and blue pixel values in RGB color space).
Mapping an ordinal set of data to a color representation requires the invention of a hue scale. This scale must be learned before the visualization can be used, which can reduce usability [Stone 2003; Ware 2004] . Another difficulty with hue scales is simultaneous contrast, which occurs when the perception of a color is influenced by surrounding colors.
Recoloring Systems
Several systems exist to help address the problem of color differentiation in digital displays. These techniques select colors in an image that are likely to be problematic for the user, and switch these to different colors that are more likely to be differentiable. From an early proposal by Meyer and Greenburg [1988] , several methods have been developed including SmartColor [Wakita and Shimamura 2005] and a number of techniques for dealing specifically with photographic images (e.g., Kuhn et al. [2008] , Rasche et al. [2005a] , Ichikawa et al. [2004] ). In some cases the user can participate in the recoloring process; for example, some forms of CVD (such as anomalous trichromatism) are less severe than dichromatism, and an interactive system can allow these users to guide the recoloring process Harvey 2006, 2007] .
Recoloring tools utilize a three-step algorithm for improving color differentiability (as identified in Flatla and Gutwin [2012] ).
(1) Determine representative colors: The input image is decomposed into a set of representative colors, typically through quantization or clustering (e.g., affinity propagation [Frey and Dueck 2007] ). This step reduces the total number of colors to process, thereby reducing the computational load of recoloring. (2) Map representative colors to replacement colors: Representative colors that present difficulties for individuals with CVD are identified, and a set of more differentiable replacement colors is found. The set of replacement colors is chosen so that the differentiability of the replacement colors for people with CVD is as similar as possible to the differentiability of the representative colors for people without CVD. (3) Apply replacement colors: The set of replacement colors are applied to the original image to produce a recolored version that contains colors that are more differentiable for individuals with CVD.
This recoloring tool algorithm traditionally utilizes a simulation of dichromatic color vision to identify problematic representative colors, as well as to evaluate potential replacement colors, so we now discuss this simulation technique.
The Standard Model of CVD
Regardless of their approach, all recoloring techniques rely on an underlying model of the user's color differentiation abilities, and most current models are based on an early simulation algorithm [Brettel et al. 1997; Meyer and Greenburg 1988; Viénot et al. 1995] . This algorithm allows the simulation of dichromatic color perception for individuals without CVD, using the following steps.
(1) RGB → LMS: Using a predefined orthogonal transformation, translate the original image pixel colors (encoded in RGB) into a color representation that encodes color as stimulation levels for the three types of cones (long, medium, short or LMS). (2) LMS → LMS*: Manipulate the LMS representation by removing the appropriate wavelength information for the desired type of dichromatic simulation (e.g., long wavelength for protanopes). (3) LMS* → RGB*: Using the inverse of the orthogonal transformation of step 1, translate the modified LMS colors back to the original color representation.
This algorithm uses several assumptions, however, that limit the applicability of the model. The transformation to LMS requires that the phosphor light emission spectra for the monitor are known. These vary from monitor to monitor, and particularly between monitor technology such as CRT, LCD, and LED. The monitor also needs to be calibrated both in terms of white balance and gamma. The calibration should result in the pure white of the monitor (255,255,255) being a chromatically pure white, and the intensity of each channel responding in a purely linear manner to input voltage. The orthogonal transformation also assumes a "representative" human color-vision system, but variation between humans is well documented [Neitz and Jacobs 1986] .
Most importantly, the manipulation step requires full knowledge of the type of CVD to be simulated, and the model does not deal with the variability seen in CVD users, nor does it handle other forms of CVD such as extreme anomalous trichromacy [Birch 2003 ] or monochromacy, or account for any of the acquired or environmental causes of CVD as described earlier. There are a handful of models proposed that handle anomalous trichromacy [Machado et al. 2009; Ro and Yang 2004; Yang et al. 2008 ], but these require details about how far the peak wavelength of the photoreceptor of interest has been shifted, which is not easily obtained.
The manipulation also assumes that the gamut of dichromatic color vision is a proper subset of "normal" trichromatic color vision. Furthermore, the algorithm cannot handle the entire RGB gamut, in that the manipulation step occasionally results in some of the RGB colors produced in step 3 being outside of the possible gamut of RGB colors. Last, the system has not been extensively evaluated [Brettel et al. 1997; Meyer and Greenburg 1988] .
The existing approach works well to approximate a simulation of dichromacy for trichromats, but falls short of being a broad, reliable, and complete means of simulating CVD for the purposes of recoloring. To address these limitations, we developed the SSM approach, which we introduce shortly, starting with an outline of the basic task of differentiating colors on which the entire process is built.
BASICS OF COLOR DIFFERENTIATION
Color differentiation is an example of a psychophysical task, a class of activities that involve relationships between stimuli in the world (here, its colors) and sensation in a human (here, perception of differentness). Differentiation is specifically related to the idea of signal discrimination, which considers the minimum difference between two stimuli such that the difference can be perceived (also called the "Just-Noticeable Difference", or JND). As with most discrimination tasks, color differentiation is an easy task if the two colors are very different, but becomes more difficult as the two colors become similar.
Certain color spaces (e.g., RGB, CIE XYZ, CIE L*u*v*) incorporate a distance property that allows us to quantify the idea of "similarity" for colors, and to better characterize a user's ability to perform color differentiation. Considering color spaces as physical spaces (in which each color occupies a unique location) allows the metaphor of movement through a color space. As one moves away from any particular color, increasingly different colors are encountered. While moving on any path away from a color, a point will eventually be reached at which the colors that are being encountered transition from not differentiable to differentiable, in reference to the starting color. This transition is called a psychometric function, which can be described mathematically using a sigmoid curve. The sigmoid must be approximated in a model, and this approximation can range from a simple step function, which transitions from "not differentiable" to "differentiable" in a single step (Figure 6 ), to more complex approximations (see discussion of ICD-4 that follows).
Modeling a user's differentiation ability uses these color spaces and an understanding of the user's JND limits. When reasonable paths from a starting color are chosen, the transition points (called differentiation limits) can be used to define a discrimination volume around the starting color. All colors within this volume are predicted to be not differentiable from the starting color, and all colors outside the volume are predicted to be differentiable.
Any model of a user's color differentiation abilities must capture these differentiability limits in some way, and must use it to answer questions about specific colors. For example, a model could provide yes/no predictions about the differentiability of two specific colors; in computational terms, this could be accomplished through a simple API that provides a single function areDifferentiable(Color c1, Color c2). This function accepts two colors and returns true if the model predicts that they are differentiable and false otherwise. To accomplish this, the function predicts the set of colors that are not differentiable from c1 (i.e., the discrimination volume described before), and then checks to see whether c2 is in this set. If it is not in the set, then the colors are differentiable. This function is used in ICD-1, ICD-2, and ICD-3. With a single step function as shown in Figure 6 , the model can only make yes/no decisions about differentiability. However, if the model provides a more detailed approximation of the sigmoid, it can also predict the degree of differentiability of the two colors. This could correspond to a second function in the API: howDifferentiable(Color c1, Color c2). This function also accepts two colors, but returns a real number from 0 to 1 that indicates the predicted degree of differentiability from c1 (i.e., the Y value in the chart of Figure 6 ). This function is used in ICD-4. If the sigmoid function is designed so that the function never returns exactly 0 or 1, but only values close to 0 or 1 (as well as the values transitioning from 0 to 1 across the psychometric function), then a recoloring tool will be able to use howDifferentiable to determine the suitability of replacement colors during recoloring (i.e., the recoloring tool will know when two replacement colors are as differentiable for the user with CVD as they are for the user without CVD).
ICD-1: SITUATION-SPECIFIC MODELS USING RGB COLOR SPACE
Our goal is to produce a more accurate model of a user's color perception, in particular, a more accurate model of his/her ability to differentiate colors on a computer display. Secondary goals are that the model should be easy and inexpensive to obtain, and should be compatible with existing approaches for color adaptation.
The main drawback of current approaches is that they are not specific enough, either to the user's particular color abilities or to the environmental factors that affect perception. The situation-specific modeling approach has two differences: first, it models each user's differentiation capabilities individually; and second, it uses empirical evidence to build the model. Empirical models provide a substantial advantage for improving specificity, since they are automatically responsive to all of the factors that affect color perception, both internal (i.e., genetic, acquired) and external (situationally induced) to the user. For example, if a user has an atypical type of CVD, and is also using a monitor that is poorly calibrated, traditional simulation models will not fit well; however, an empirical model built from that user and that monitor will automatically include these factors.
Empirical models gather their evidence through simple performance or judgment tests that determine what a person can see, and use these measurements to inform an internal representation of his/her color differentiation abilities. Traditional models utilize user-reported values (e.g., the type and severity of genetic CVD, which most users with CVD do not know) to inform their internal representation of color differentiation. In the empirical approach, two important questions are how to obtain information to build the model, and what the model will predict. 
What Information Will Build the Model?
The general approach to constructing the first situation-specific model will be to test the user's color differentiation capabilities at different parts of the RGB color space, and use these empirical values to configure a model that provides the areDifferentiable function described earlier. By "the user's color differentiation capabilities," we mean the smallest RGB color space difference between two colors, both visible on screen, that the user sees as different (the Just-Noticeable Difference, or JND, as discussed before [Booth and Freeman 1993] ).
The most accurate model possible would test the user's ability with each possible color combination (2 48 possible combinations when eight bits are used to represent each RGB channel), but sampling must be used to reduce the amount of testing; that is, we will test fewer points in the color space, and interpolate between these points when needed. There are many possible interpolation functions, but based on previous research into perception of sensory stimuli (e.g., Booth and Freeman [1993] ), we assume a linear interpolation between samples.
To measure a user's color differentiation abilities, we developed a calibration technique that gathers information for calibrating the ICD-1 model to a specific user in a specific situation. To gather this information, we use a simple judgment-based task in which two colors are presented to the user, and the user provides a response indicating whether the two colors are differentiable or not. To measure a single just-noticeable difference for a color, the user is presented with an 8x6 grid of circles in which half of the circles are the given color and the other half of circles are given a color that is a set distance away in RGB color space (see Figure 7) . If the user responds that the colors are "differentiable", then the distance is reduced and the screen redisplayed. If the user responds that the colors are "not differentiable", then the distance is increased and the screen redisplayed. This is continued in a binary search fashion until the justnoticeable difference point is identified. To help reduce the errors introduced by the user having "momentum" in his/her responses (e.g., providing many "differentiable" responses in a row, then accidentally labeling "not differentiable" colors as "differentiable"), the presentations for each step of every differentiation limit binary search are interlaced and randomized. As the maximum range of RGB channel values that need to be explored via binary search is 256 for 8 bits per channel color, approximately ten colored circle grid presentations are needed to find a single differentiation limit.
In preliminary studies, we found that a simple two-swatch (e.g., two circles or semicircles) interface did not work well because it resulted in substantial retinal afterimage effects. As a result, we employed a grid of colored circles in which the color for each circle was randomly chosen before each grid was presented. This prevented repeating identical patterns of colors, thereby offsetting the after-images experienced by users.
What Will the Model Predict? Differentiation Limits
In this article, we define a differentiation limit as the color space distance between two colors at which the two colors just become differentiable (akin to just-noticeable differences, introduced earlier). For ICD-1, there will be six differentiation limits for any color, two for each of the three color channels (R, G, and B). The two limits are the upper limit (how much of a channel needs to be added to make the colors differentiable), and the lower limit (how much of a channel needs to be subtracted to make the colors differentiable).
For any color in the RGB color cube, these six limits define a box within the color cube that contains all colors that cannot be differentiated from the input color (see Figure 8 ). As a simple example, consider the process for a single channel (e.g., red) for the color shown in Figure 8 (RGB = (140, 140, 80) ). Along the red channel, the upper limit for a user is the amount of red channel that needs to be added to the original color so that a differentiable color is produced (i.e, the color (140+upperlimit,140,80) is just differentiable from (140,140,80)). The lower limit is similar, but for values below 140 (i.e, the color (140-lowerlimit,140,80) is just differentiable from (140,140,80)). If the lower limit is 18 and the upper limit is 22, then the colors in the range (123,140,80) -(161,140,80) are not differentiable from the original color (140, 140, 80) for this user in this situation.
The discrimination box can then be used to determine whether colors in a display are safe to use: in the preceding example, if two colors with RGB values of (128, 140, 80) and (140, 140, 80) were used in a display, the model could state that these would not be differentiable to the user.
ICD-1 Example
As stated before, we will use sampling to reduce the calibration required for the model, and then interpolate between the samples. As a simple example of how interpolation will be used, consider the case of differentiation along a single channel as introduced earlier. A model of the user's differentiation ability will be built by testing the user at different points on this channel, and then linearly interpolating between these known points.
The simplest model would be built from two samples, such as the two endpoints: that is, we test the user's upper differentiability limit when R = 0, and his/her lower limit when R = 255, and then use these to interpolate all other limits. Assume that these limits are determined to be 10 and 35, respectively, and that the other two channels are held constant for now. A key observation is that it is not necessary to measure both upper and lower differentiation limits for each color because one color's upper differentiation limit is another color's lower differentiation limit (e.g., in the example given in Section 4.2, the upper red channel limit of 22 for (140, 140, 80) is also the lower red channel limit for (162, 140, 80) ). As a result, these two differentiation limits (10 and 35) can be used to determine two pairs of limits, one upper and one lower, as shown in Figure 9 (upper limits: R 0 = 10, R 220 = 35; lower limits: R 10 = 10, R 255 = 35). As an upper limit cannot be measured for R = 255 (ceiling), and a lower limit cannot be measured for R = 0 (floor), the lines for the limits do not cover the entire scale, but can be extrapolated if necessary. Using the equations for the lines defined by these two pairs of limits, the upper and lower differentiation limits for all red-channel values can now be determined by simply solving each equation for a given red-channel value.
The simple one-channel example described before does not take into account the possible influence of other channels in differentiability. That is, differentiability with R = 0 may be different when G = 50 and B = 50 than it will be when G = 200 and B = 200. Therefore, additional samples will be needed for the R channel to account for the influence of different G and B values. We again use linear interpolation to predict for colors in between our input samples. This means that the example model from earlier now requires the user's differentiation limits for the R channel with four combinations of G and B: 0,0; 0,255; 255,0; 255,255 , resulting in eight differentiation limits for each channel in a 2-sample model of RGB color (i.e., three differentiation limits are needed for each outside corner of the RGB color cube: upper limits when the value of a channel is 0 at a corner, and lower limits when the value of a channel is 255 at a corner).
Using the eight colors represented by the corners of the RGB color cube, we can extend this simple model to a full model. To begin, upper or lower differentiation limits for each channel must be collected at these eight colors, giving 24 limits to measure, one for each channel at each corner of the RGB cube, using the calibration technique described previously. Also described earlier is the key observation that the upper limit for one color is the lower limit for another color, allowing us to extend the 24 limits to 48 limits (24 upper and 24 lower).
Using these 48 limits, linear functions that describe the limits for a channel as we move along an outside edge of the RGB cube can be generated using interpolation. Continuing our red-channel example, the edge defined by the corners (0,0,0) and (255,0,0) will use endpoint differentiation limits to define two functions: one for upper limits and one for lower limits. There are twelve of these edges: four parallel to the red-channel dimension, four parallel to the green dimension, and four parallel to the blue dimension. Each edge holds two functions-one defining upper differentiation limits and one defining lower differentiation limits-for the RGB channel that varies with movement along the RGB cube edge.
When the limit box for a color is requested, we process each channel independently and merge the results to get the final box. To process the red-channel, the red-channel upper and lower differentiation limit linear functions are used. First, the red value for the color is used to determine the upper and lower differentiation limits along each edge parallel to the red-channel dimension of the RGB color cube. The red-channel value for the color is used to solve each linear function, giving an interpolated differentiation limit. This gives four upper and four lower differentiation limits for the red-channel, but as discussed before, these limits need to be placed into the context of the green-and blue-channel values for the color. As such, the four upper and four lower differentiation limits are used to define two upper and two lower differentiation limit linear functions across the green or blue dimension (we arbitrarily pick the green channel here). The green-channel value for the input color is used to solve these functions, resulting in two upper and two lower differentiability limits. Finally, these four differentiability limits are used to define two (one upper and one lower) differentiation limit linear interpolation functions spanning the blue channel. The blue-channel value for the input color is used to solve each of these functions, giving a single upper and lower differentiation limit. These final values represent the red-channel differentiation limits for the input color.
To determine the green differentiation limits, we use the green differentiation limit functions and the green-channel value to establish the four upper and four lower limits (two functions), then the red value to determine two upper and two lower limits (one function), and then the blue value to determine the final upper and lower limits. Blue limits are found by using blue, then red, then green color values to repeatedly interpolate.
It may be noted that the order after the initial selection of four points is irrelevant (red → green → blue is equivalent to red → blue → green for red-channel limits), and in practice, we calculate each limit using both approaches and cross-validate to ensure correctness.
EVALUATION OF ICD-1: MODEL ACCURACY AND ROBUSTNESS
To explore the effects of different numbers of samples on model quality, and to evaluate the accuracy and effectiveness of the models, we gathered a large set of empirical differentiation data. The study collected data from 16 participants, and investigated three questions.
-Do models with more input samples perform better than those with fewer samples? -Do the models perform differently for users with CVD compared to those with normal color vision? -How robust is the model to moderate changes in environmental factors such as light or background?
Methods

Participants, Apparatus, and Task.
Sixteen volunteers (all male, mean age 26) were recruited from the local community. Eight participants had CVD to some degree (based on the Ishihara plate test [Ishihara 1950]) , and eight had no indication of CVD. The Ishihara test was performed by the authors in a nonclinical setting, and was used simply to identify the presence or absence of CVD. These tests revealed a mix of protan and deutan (both red-green congenital CVD) effects in the participants with CVD.
The study was carried out in a room with controlled lighting, and used a custom Java application to measure the participant's color differentiation ability. The application presented participants with a series of differentiation tests identical to the calibration color presentation technique described in Section 4.1 and shown in Figure 7 ; the participant's job was to state for each test whether the two colors on the screen were the same or different, by pressing one of two keyboard keys. The participant's responses to these questions were used to empirically determine his differentiability limits. To save time, only upper differentiability limits were gathered for this study.
Models with Different Numbers of Samples.
One of the goals of the study was to determine how accuracy is affected by the number of samples in the model. As described before, 24 differentiation limits represents the minimum number of limits to gather, so this would result in a shorter calibration, but also could mean reduced accuracy. To assess the trade-off between model accuracy and calibration time, we gathered calibration data from 125 colors; that is, from five evenly spaced points on each of the RGB channels (values of 0, 55, 110, 165, and 220) . This results in 125 colors x 3 channels per color x 1 limit per channel = 375 differentiation limits collected per participant. From this data, we built four models: a 5-sample-per-channel model using all of the data, a 4-sample-per-channel model using the lower four points from the preceding list, a 3-sample-per-channel model using the endpoints and middle value, and a 2-sampleper-channel model using only the endpoints. (We shorten the names of the models from here on to "the n-sample model".)
Robustness.
The goal of the empirical modeling approach is to increase the specificity of the model; to be able to automatically include the specific characteristics of the user and his/her environment. One potential risk of this approach, however, is an overly specific model that is too specific to the details of the current environment and thus not effective when any of these details change. Although there are unlikely to be dramatic changes to the context (e.g., a user's CVD will not switch from one type to another, and a user's monitor will not suddenly switch calibration), there are several ways in which minor changes can occur (e.g., lighting conditions will change over a work day).
We wished to determine how quickly our model's accuracy degrades as the environment changes. Therefore, in addition to the 375 calibration limits measurements described earlier, we also randomly generated a set of eight additional colors, and collected participant upper differentiation limits for each channel of these eight colors in four different situations. With this data, we could compare the predictions made by ICD-1 to the responses for each situation to evaluate the model's robustness to situational variation. We used the same "differentiable"/"not differentiable" task described before. The additional conditions were as follows.
-Lighting. In addition to the normal ceiling lighting that was used for the standard tests, we gathered test sets with low lighting (all lights off), and lamp light (a lamp shining on the screen at approximately a 45
• angle). -Background grey. As background colors influence human color perception (and therefore color differentiation) [Stone 2003 ], we included two additional background colors (grey levels 128 and 230) in addition to the dark grey background used for the standard tests (grey level 25). -Monitor color adjustment. The display monitor allows the adjustment of RGB gains; in addition to the normal value of 75 for each channel, we also collected data with the RGB gains each set to 50 and 100. -User fatigue. We compared differentiation limits gathered at the beginning and the end of the experiment to determine whether users' responses change as they become more tired.
Each of these four situations were tested independently, by holding the remaining situational conditions at their calibration levels. As a result, the fatigue data acted as the baseline measurements with no situational variation (except, of course, user fatigue). This resulted in 2 fatigue repetitions x 8 colors x 3 channels per color x 1 limit per channel = 48 + (8 colors x 3 channels per color) x (2 lighting + 2 background + 2 monitor) = 144 = 192 differentiation limits gathered per participant for this part of the study.
5.1.4
Procedure. There were three parts to the study: collection of calibration data, collection of standard test data, and collection of test data under different environmental conditions. Due to the large number of differentiation limits gathered, limits were only gathered once, with no repetitions.
Part 1: Calibration data. The model is calibrated based on empirical samples. In this phase of the study, we gathered the 375 differentiation limits described previously, from which the different models were built.
Part 2: Empirical data for model testing.
To test the accuracy of the various model configurations, we gathered empirical data about the user's actual differentiation limits for the eight colors used for the robustness testing described before. Each color was tested eight times in random order to better estimate the user's true differentiation limits. This resulted in an additional 8 colors x 3 channels per color x 8 repetitions = 192 differentiation limits being gathered.
Part 3: Empirical data for robustness tests. To test the model's accuracy when environmental conditions change, we also gathered the 192 differentiation limits for the eight test colors in each of the situations described earlier.
As described in Section 4.1, it takes approximately ten colored circle grid presentations to gather a single differentiation limit. Each presentation takes approximately one second to complete, resulting in the study taking approximately 10 presentations x (375 + 192 + 192) differentiation limits = 7590 presentations x 1 second/presentation = 7590 seconds ∼ just over 2 hours to complete.
To evaluate the model, we carried out two analyses: first, we tested the accuracy of the model using the empirical differentiation data gathered in part 2 of the study; second, we tested the robustness of the model using empirical differentiation data gathered in part 3.
Validating the Model: Accuracy
The first analysis tested the accuracy of the models by comparing the predictions made by the model with the empirical data (which was not used in the formation of the models). As described earlier, the model predicts differentiation limits for a given color, and we tested the predictions for each of the empirically determined limits gathered for the eight test colors in part 2 of the study. We tested four models with different granularities (2, 3, 4, and 5 samples per channel).
For each of the eight colors in our test set, the model predicted the differentiability limits in the R, G, and B channels. Part 2 of the study empirically determined these same differentiability limits, and these are used as the "ground-truth" values against which we compare the model's predictions.
To assess the predictor's accuracy, we consider the two types of error that the predictor can make: either over or under the true limit value (in addition to the possibility that the predictor is exactly correct). We note that the two types of error are not equal in real-world terms, since an overestimation will result in false negatives (where the model says that two colors are not differentiable, and the empirical data shows that they are), and an underestimation results in false positives (where the model predicts that two colors are differentiable but the empirical data shows that they are not). Overestimation therefore presents much less of a problem in terms of the real-world scenario: it avoids mistakenly allowing nondifferentiable colors to remain in the display, but it does reduce the number of colors that can be used.
Based on this analysis, we use the term "safe accuracy" to represent the proportion of predictions that are "safe", that is, that will not result in a false positive error. This measure (A saf e ) is the ratio of exact predictions plus overestimations to the total number of cases.
It is possible to intentionally increase the predicted limits by a constant (called the limit offset), in order to increase the overestimation and reduce the number of false positives. This moves the distribution of errors towards the "safe" side of the mean. The limit offset can be included as part of the model, and allows us to tune the way that the model trades off false positives and false negatives. We use the limit offset as the measure by which we compare models; in the tests describe shortly, we report the offset needed to achieve a safe accuracy of 0.95 (i.e., such that 95% of predictions are either correct or overestimates). Figure 10 shows the histogram of prediction errors around the empirically derived value (4-sample model); errors are somewhat normally distributed, but skewed toward overestimation, with a long-tail of underestimations. The model makes approximately the same number of over-and underestimates. Table I and Figure 11 show our accuracy results. We tested accuracy separately for the two groups of participants (CVD and non-CVD), to determine whether CVD had an effect on the model's accuracy. We found that higher offsets were needed for the participants with CVD to maintain the same safe accuracy. It can be seen from Figure 11 that four samples per channel (64 colors to sample) appears to be the appropriate number of samples, as it exhibits improved accuracy over the 2-and 3-sample models, and little to no advantage comes from the increased sample rate of the 5-sample model.
The explanation for the reduced accuracy with CVD users is that this group generally has much larger values for their limits, meaning that the linear interpolation functions hit a ceiling (255) more quickly than for non-CVD users. The model therefore has fewer values with which to build accurate interpolation functions, resulting in a less accurate model with a higher required offset.
Two further issues to be addressed in our accuracy analysis are the relationship between the limit offset and the safe accuracy, and the degree to which overestimation will reduce the number of colors available to an adaptor system. Figure 12 shows how addition of different limit offsets affects safe accuracy. It is clear that covering the last remaining cases of underestimation is expensive in terms of the amount of color space that is used; however, it is possible to reach any safe accuracy level, including 100%.
Relationship between Limit Offset and Safe Accuracy.
Reduction in Available Color
Space through Overestimation. In order to find a set of differentiable colors, discrimination boxes for the color set can overlap but must not contain any other color in the set (i.e., two boxes can have overlapping corners without eliminating the differentiability of the two colors represented by the boxes. Overestimation "uses up" more colors than necessary in order to avoid false positive errors, but the number of colors available to an adaptation system depends on several factors. First, in a two-color situation, there is little problem, since even with a limit offset of 100 on each channel, there should still be a large color space remaining within the cube after avoiding the input color's limit box.
If we had a perfect predictor (i.e., no overestimation required), 0.6% of all possible RGB colors would be removed on average. Using the 4-sample model, with limit offset to maintain 95% safe accuracy, 14.5% of all possible RGB colors are eliminated. Even though the model eliminates many more colors than necessarily required, it still leaves a large set of possible colors to choose from.
The number of available colors even with a very conservative model is large enough to deal with most color tasks. For example, even if only three values per channel can be used, this still provides 27 colors, more than enough for the seven maximum that is suggested for categorical encoding [Healey 1996] .
If needed, it is also possible to reduce the degree of overestimation; this allows more false positives, but preserves a larger color space for a recoloring algorithm. However, this is unlikely to be a problem except in extreme cases, since even large overestimations of limits still leaves a very large number of available colors.
An extension to this question is the issue of codifferentiability for larger sets of colors, which is discussed in more detail later in the article. Codifferentiability is a constraint on sets of colors that requires every color to be differentiable from every other color in the set.
Robustness of the Model.
For the evaluation given before, we calculated the limit offset needed to bring the model's predictions to 95% safe accuracy, and compared this offset value with the offset calculated using the standard test set. By testing that model against our robustness data (part 3 of the study), we can determine whether the model's accuracy degrades when environmental conditions change by moderate amounts. Figure 13 shows our results, using the 4-sample model. The different environmental factors had different effects on the model's accuracy, and CVD and non-CVD groups also had different results. There are both increases and decreases to the offset value: increases mean that the model is less accurate in these situations and decreases mean that the model is more accurate. The size of the changes is not dramatic, meaning that the model is not overly sensitive to small changes in the environment. Adding 30 to the limit offset (for non-CVD users) would handle all of the environmental changes that we tested.
Results for users with CVD differ from non-CVD users. There are several potential reasons for this, including the fact that the participants with CVD likely had several types and severities of color deficiency.
Discussion of ICD-1 Evaluation
The evaluation showed that ICD-1 automatically incorporates specific characteristics of the user and his/her local environment, and provides good performance both for individuals with CVD and those with normal color vision (in addition, the tunable limit offset allows different balances between false positive rate and color availability). The study also demonstrated that ICD-1 is robust in the face of moderate environmental change (such as light level or background brightness).
ICD-1 can be used with existing recoloring tools without requiring major changes to those systems. Where a recoloring tool would previously query a simulation module to determine whether colors are likely to be confused, the system could now use the predictive functionality of our model instead. To make a prediction, the recoloring tool would provide the model with two colors, and the model would provide a prediction about their differentiability for the user represented by the model. These capabilities should allow our model to be used with a wide variety of other systems, providing them with the benefit of individualized modeling.
Some tasks (such as matching the colors in a bar chart with colors in the chart legend) require that several colors all be differentiable from one another. ICD-1 can also be used for this situation, using a process that "packs" the limit boxes for successive colors into the color space. The general algorithm that follows specifies the process.
-Choose one color as the starting color. -Add the starting color's limit box to a do-not-use region.
-For each additional color that must be codifferentiable:
-Choose a color just outside the do-not-use region.
-If the do-not-use region equals the color cube, then fail.
-Add that color's limit box to the do-not-use region.
This process can also be used to determine the maximum number of colors that are available for a single task. For example, if a user's upper differentiability limit is always a value of 50, then 125 different (and codifferentiable) colors can be used for a particular task. We also note that different tasks can reuse the same color space. For example, if two colors are used to represent "visited" and "unvisited" links in a Web browser, the same colors could be reused for a bar chart in the same display, since users will be able to separate the colors based on their context. When the model is used in an adaptation system, the tunable offset becomes particularly valuable, as it can be used to choose colors that will maximize the likelihood of differentiability. For example, if a chart image requires three codifferentiable colors, the model can inform an algorithm that maximizes the distance between these colors based on the user's perception. In addition, the model can report exactly how accurate its choices are, since the distances between the colors can be used to determine the probability of false positive (exactly as the limit offset is used in Figure 12 ). In situations where more colors are required than what can be provided with the specified safe accuracy, the model can report the actual probability of false positive errors based on its attempt to maximize distance between the colors.
ICD-2: REDUCING CALIBRATION TIME
Although ICD-1 produced good results in the preceding evaluation, it has limitations that prevent it from being useful in real-world use. The first of these limits is the amount of time needed for calibration; here we consider this issue, and describe a way to dramatically reduce the calibration time requirement.
One main reason for the long calibration time of ICD-1 is the use of the RGB color space. RGB is not a perceptually uniform color space [Stone 2003 ]; that is, the perception of difference for one pair of colors that has a particular distance in RGB space will not necessarily be the same as for two other colors that have exactly the same distance. This means that the differentiation limits gathered by ICD-1 do not generalize well from the sample color; as a result, ICD-1 needs to measure differentiation limits for many colors (64) uniformly spread throughout the RGB color cube. The binary search method of determining a differentiation limit (see Section 4.1) requires approximately ten presentations before a single differentiation limit is identified. ICD-1 needs to determine one differentiation limit per channel per calibration color; for 64 sample colors, this requires 10 x 3 x 64 = 1920 presentations. If each decision takes one second, calibration requires a total of 32 minutes.
The issue of calibration time goes beyond the simple total time for the procedure, however, since the situation-specific approach requires that a new calibration be carried out for each new color perception situation. Although our evaluation of ICD-1 showed that the model is reasonably robust when environmental factors undergo small changes, there will still be several large-scale shifts that will require recalibration (e.g., different models might be required for indoor versus outdoor viewing, or for different monitors that have very different characteristics). In addition, some users may simply want the model to be as accurate as possible even for smaller environmental changes. The need for multiple models means that the time needed for each calibration must be multiplied by the number of calibrations performed; and if calibration time is above a threshold (e.g., a few minutes), users will be reluctant to disrupt their existing tasks to recalibrate.
Calibrating in a Perceptually Uniform Color Space
By using a perceptually uniform color space, the number of sample colors tested during calibration can be reduced, because the limits for the sample colors will better generalize to other colors. In ICD-2 we use CIE L*u*v* [CIE 1986; Stone 2003; Wyszecki and Stiles 2000] , a color space that is perceptually uniform and that separates the description of a color into a luminance axis (L* -ranging from 0 to 100) and two chromaticity coordinates (u*,v* -centered at 0, range of ± 100). This allows colors of equal luminance to be found simply by holding L* constant and varying u* and v*. When u* and v* equal 0, the color is achromatic (black, grey, or white).
In the L*u*v* color space, the differentiation abilities of an individual can be described well using a discrimination ellipse when only colors of identical luminance are considered [Regan et al. 1994] . For a given color, a discrimination ellipse can be found that surrounds the color. Those colors outside the ellipse are differentiable and those inside are not differentiable from the original color. To extend this to a 3D shape, discrimination ellipsoids [Poirson and Wandell 1990] are used in the ICD-2 model to replace the discrimination boxes from ICD-1. The discrimination ellipsoid is defined using the discrimination ellipse and two points above and below the equal luminance plane. The ellipsoid that matches the ellipse and intersects the two points is the ellipsoid used.
Since images are represented using the RGB space in digital environments, the use of L*u*v* requires translation between these two color spaces. ICD-2 uses the sRGB transform provided by Lindbloom [2012] with a gamma of 2.2 and whitepoint of D65 to move between RGB and CIE XYZ, and then to move between XYZ and L*u*v*. As a result, transformations from RGB to L*u*v* (and back again) can be easily accomplished.
Finding Discrimination Limits (Ellipses) in ICD-2
To find the discrimination ellipse for a particular color, six discrimination limits are measured via a calibration procedure. Instead of finding these limits along RGB channel dimensions as in ICD-1, we find these limits along three dichromatic color confusion lines [Wyszecki and Stiles 2000] within an isoluminant plane. A color confusion line is defined by a base color (here we use grey) and a copunctal point. Copunctal points are the color space representation of the contribution of a single cone type to color perception. When a person is entirely missing a cone type (as in dichromacy), he/she is unable to distinguish colors along any line that intersects his/her respective copunctal point. As a result, a color confusion line represents the set of colors that are not differentiable for someone missing the cone type represented by the copunctal point (see Figure 14) . Each confusion line gives two differentiation limits, one moving from our grey base color to the copunctal point, and one moving from the base color away from the copunctal point, resulting in six differentiation limits. These six limits are then used to generate the best-fit ellipse using approaches outlined in earlier work [Fitzgibbon et al. 1999; Halir and Flusser 1998 ]. The half lengths of the major and minor axes of this best-fit ellipse are then used to find the ellipsoid.
To find the two points above and below the luminance plane, two additional discrimination limits are measured via the calibration procedure. These limits correspond to the amount of luminance that needs to be added and subtracted from the base color in order for the user to perceive a difference. An ellipsoid can be described using the following formula. We have
where a is the best-fit ellipse major axis half length, b is the best-fit ellipse minor axis half length, and c is the amount of luminance that is added or subtracted, as described earlier. This formula is used in ICD-2 to internally represent the discrimination ellipsoid.
Calibration Procedure for ICD-2
In spite of the precautions to prevent after-image effects in the calibration technique for ICD-1 (see Section 4.1), many participants reported trouble telling when two colors were genuinely differentiable or not. Their difficulties were also reflected in the empirical data when participants reported that two identical colors were differentiable. Partly responsible is the length of calibration, which we are addressing in this section, but also partly responsible is the judgment nature of the calibration task (simply reporting whether the colors are differentiable or not). To address this, we developed a performance-based calibration task for ICD-2.
To calibrate the ICD-2 model, eight discrimination limits are needed for a single base color. These limits are found in a similar manner as the old model, but the technique has been modified so that the user no longer provides a judgment about the differentiability of the two colors presented, but rather performs a task. If the user can perform the task, then it is interpreted that the user can see the difference between the two colors. If he/she cannot do the task, then it is interpreted as the user not being able to differentiate between the two colors. For ICD-2, we use a neutral grey as the base color (L*u*v* = 50,0,0). These L*u*v* coordinates map to RGB color (118,118,118) using the sRGB transform described before.
This performance task involves the user identifying the orientation of a circle with 1/8th of its perimeter missing (Figure 15 ). The circle is presented to the user, and if he/she can identify the location of the gap, he/she presses a correspondingly labeled key on the numeric keypad. If he/she sees no gap, the user presses the space bar. A binary search approach is used to find the differentiation limit, where the difference between the circle and the background is increased when the user sees no difference, and decreased when he/she sees a difference.
To facilitate the performance task, the presentation of the colors to the user has been modified to approximate the approach used in Birch et al. [1992] and Regan et al. [1994] to determine discrimination ellipses, which utilizes a similar gapped-circle performance task and random luminance noise (described shortly). A 400 x 400 pixel region on a black screen is presented to the user. This region is filled with a regular pattern of small (4-pixel diameter) circles, with black between the circles. The gapped circle introduced previously is superimposed on this background of small circles, such that the background is the base color, and the gapped circle is a color along the confusion line (or luminance line) for which a discrimination limit is desired (Figure 15 ). The numeric keypad of the keyboard was modified with labels such that the labels matched the possible orientations of the gapped circle.
When two colors are placed directly adjacent to each other, any differences in luminance between the two colors results in the user seeing a difference between the two colors, even though this difference may go away as soon as a small gap is introduced between the two colors. To offset the effect of luminance contrast, temporal random luminance noise [Birch et al. 1992 ] was applied to the entire presentation (background and gapped circle). This noise produces colors with identical u*v* coordinates (chromaticity), but varying L* values (luminance). The black space between the small circles further reduces the effects of luminance contrast.
When a differentiation limit has been identified, its Euclidean distance from the base color in L*u*v* space is recorded. This gives a distance along each confusion line (6 measures) and distance in luminance above and below the base color (2 measures).
Making Predictions with ICD-2
To answer an "areDifferentiable(Color c1, Color c2)" query, the ICD-2 model first converts both colors to L*u*v* color space (using the default sRGB transform mentioned earlier), and determines which is closer to the base color using Euclidean distance. The closest color is chosen because the discrimination limits for the base color are known, and if the L*u*v* color space is not perceptually uniform for certain types of CVD, then the discrimination limits for the color that is closest to the base color should be more similar to the base color differentiation limits. The color parameter closest to the base color is called the primary color, the other color parameter is called the secondary color. To determine an appropriate discrimination ellipsoid, the differentiation ellipsoid defined by the calibration data needs to be adapted to the primary color.
To save computation, before the discrimination ellipsoid is adapted, a luminance comparison is performed. Using the luminance thresholds determined during the calibration for the base color, luminance bounds for the primary color are determined. If the luminance of the secondary color is outside of these bounds, the query returns "differentiable". If the luminance of the secondary color falls within these bounds, then the adaptation is performed.
To adapt the discrimination ellipsoid of the base color to the primary color, the confusion lines for the primary color are found (between the primary color and the copunctal point). As confusion lines are defined by the copunctal point and another point, they are not rotationally invariant as different "other" points are selected. Once the color confusion lines for the primary color are found, the algorithm walks along each confusion line away from the primary color until the L*u*v* distance just exceeds the differentiation limit L*u*v* distance found during the calibration. The L*u*v* coordinates for the color at this point on the confusion line are then used to specify six points in the u*v* plane for the primary color. These six points are used to find the best-fit ellipse.
Using the luminance of the secondary color, the best-fit ellipse is resized to be the discrimination ellipse for the primary color, but at the secondary color's luminance, by using modifications of the formula for an ellipsoid given before to find the adjusted half major and half minor axis lengths for the resized ellipse.
This is the formula for resized half major axis length (left) and formula for the resized half minor axis length (right). L p and L s are the luminance values for the primary and secondary colors, respectively. Once the resized ellipse is found, its center, dimensions, and orientation are used to transform a unit Java Ellipse2D.Double object. When transformed, this object is defined by a Path2D.Double object, which provides a contains(Point2D.Double) method that determines if a given point is within the ellipse. The u*v* coordinates for the secondary color are packaged into a Point2D.Double object and passed as a parameter to the "contains" method. If the point is in the ellipse, then the query returns "not differentiable", otherwise it returns "differentiable".
EVALUATION OF ICD-2: CALIBRATION TIME AND MODEL ACCURACY
We compared the ICD-2 model to ICD-1 in an empirical study. There were two main goals of our evaluations: first, to confirm that calibration of ICD-2 is in fact faster than the old model (and to determine the actual reduction in time), and second, to determine ICD-2's accuracy compared with the existing approach.
Study Methods
To compare the ICD-2 model with the old model, we conducted a user study with 16 male participants (mean age 33.8 years): eight who self-identified as having CVD (mean 39.0 years) and eight who self-identified as not having CVD (mean 28.7 years). As both ICD-1 and ICD-2 are general models of color differentiation, we did not perform any tests to assess the type or severity of participant CVD. We constructed a custom Java application using the processing libraries for displaying visual content to the screen (processing.org). The study ran in a single location on a Windows 7 machine using a 20-inch 1600 x 1200 Dell 2001fp monitor.
During the study, participants performed two tasks. The first task collected calibration data for generating both models. In the second task, ground-truth responses were collected from the participant to evaluate each generated model.
Calibration Task.
As the study was designed to compare the models to each other, identical calibration procedures were used for ICD-1 and ICD-2. We opted to use the calibration procedure with the gapped circle (described before) for both models. The procedure was modified for ICD-1 in order to gather increasing and decreasing differentiation limits on RGB channels.
As ICD-1 calibration is time consuming, a reduced set of old model calibration points was gathered to reduce study runtime. Nine points were chosen in RGB space to approximate the uniform spread of the 64 calibration points in the true calibration of ICD-1. These were (118, 118, 118) , and eight additional colors, one halfway along each ray from this start color to the eight corners of the RGB color cube. This gave the following nine colors: grey, black, green, yellow, red, blue, purple, cyan, and white. For each of these, six differentiation limits (three upper and three lower) were collected from the user, for a total of 54 differentiation limits. To calibrate ICD-2, the eight differentiation limits around (118,118,118) described before were collected. This gave a total of 62 differentiation limits.
To ensure that the reduction in the number of calibration colors did not put ICD-1 at a disadvantage, the evaluation task for this study was designed to not request differentiability predictions for any color besides the nine calibration colors. As a result, no linear interpolation was necessary because the ICD-1 discrimination boxes for each of the nine calibration colors were determined by the calibration procedure. This has the effect of actually favoring ICD-1, providing it the best possible case of not having to perform interpolation to estimate any differentiation limits.
The order of the 62 limits was randomized and presented to the participant sequentially. When the participant supplied a response (either the space bar for "no circle visible" or the appropriate numeric keypad key) the difference between the background and the circle was adjusted accordingly and the limit was reinserted into the sequence. If an incorrect numeric key was pressed, it was interpreted the same as pressing the space bar. Once the participant had given a response for each of the 62 limits, the order was shuffled and presented sequentially to the participant again. This was repeated until the binary search for each limit converged on a single value. For ICD-1, this value was reported as a raw RGB-channel difference. For ICD-2, this value was converted into its equivalent L*u*v* Euclidean distance from the base color. The entire calibration required about 400 presentations to the participant, taking approximately 30 minutes. The participant could take a break at any time, but was encouraged to take at most 3 to 4 seconds per presentation.
The total time to collect each differentiation limit was recorded as well. With this time data, the total time to gather the 54 old model differentiation limits, and the total time to gather the eight ICD-2 calibration differentiation limits was measured. As the original old model requires 192 calibration limits, the actual time to collect the 54 limits was scaled up (192 * time / 54) to reflect the original calibration time.
Evaluation Task.
Once the calibration data was collected, the participant took a short (∼5 minute) break to rest his eyes. Once finished, the experimenter conducted the evaluation test. At the beginning of this task, the calibration data from the first session was used to generate both ICD-1 and ICD-2 models. These models were then used to generate evaluation trials as described next.
Any two randomly generated colors have a high probability of being differentiable. We wanted to use evaluation data that would provide a more uniform chance of each model predicting that the colors would be differentiable or not. To accomplish this, the models based on the calibration data for each participant were used to generate the evaluation trials for that participant. Using the nine RGB colors mentioned before (grey, black, green, yellow, red, blue, purple, cyan, white), each model was used to generate two sets of 15 colors: one that the model predicts as being differentiable from the supplied color and one that the model predicts as being not differentiable from the supplied color. To accomplish this, colors were uniformly randomly selected from a volume twice as large as the ICD-1 box or the ICD-2 ellipsoid. Each color selected was then predicted as differentiable or not differentiable and added to the appropriate set. The sets were returned when they were both full. This resulted in 15 x 2 x 2 x 9 = 540 trials for the evaluation session. These trials were randomly presented to the participant using the same test procedure (with the gapped circle) as the ICD-2 calibration. If the participant correctly identified the orientation of the gapped circle, then the colors were recorded as "differentiable", otherwise "not differentiable" was recorded. This was used to establish a ground-truth set of color comparisons. For each of these responses, each models' differentiability prediction was also recorded. 
Study Design
Our evaluation used a repeated-measures factorial design with two factors: model type (ICD-1 or ICD-2) and CVD presence (typical color vision or CVD). The CVD-presence factor was used only to check for interactions in the other analyses.
Four dependent variables were recorded by the system. Calibration time was gathered from the calibration task as described earlier. The remaining three variables were calculated from the raw correct/incorrect data gathered from comparing the predictions to ground truth: overall accuracy (number of correct predictions over total trials), false positive rate (proportion of predictions that incorrectly suggested that colors were differentiable), and false negative rate (proportion of predictions that incorrectly suggested that colors were not differentiable).
Our analysis used repeated-measures ANOVAs to test the effects of model type on these four dependent variables, and to look for interactions with CVD presence.
Results
Calibration Time.
We recorded the time needed to carry out the entire calibration with both ICD-1 and ICD-2, and scaled ICD-1 calibration time to reflect the true calibration procedure for the old model (from 54 to 192 limits). As shown in Figure 17 , calibration time for ICD-2 (mean of 2.17 minutes) is dramatically lower than for ICD-1 (mean 52.6 minutes). Not surprisingly, the effect of model type is significant (F 1,14 = 123.46, p < 0.001); there was no interaction with presence of CVD (F 1,14 = 0.077, p = 0.78). The 24-times improvement is proportional to the reduction in the number of calibration trials (from 192 to 8).
The reason for the reduced time to calibrate ICD-2 is simple; using the perceptually uniform L*u*v* color space and basing the discrimination volume on known color confusion lines means that ICD-2 requires far fewer calibration samples than the old model. These changes show the value of building the model on principles that more completely characterize human color perception. The short calibration time of ICD-2 (just over two minutes) means that we can even consider taking additional samples to further improve accuracy (as discussed next).
Model Accuracy.
We tested the accuracy of the models' predictions by comparing them to the ground truth of the 540 evaluation trials collected from participants. The overall mean accuracy for ICD-1 was 76.1%, and for ICD-2 was 78.7% (see Figure 18) . ANOVA showed that model type had a significant main effect on accuracy (F 1,14 = 5.13, p < 0.05), with ICD-2 at approximately 2.6% higher accuracy. There was no interaction with CVD presence (F 1,14 = 1.15, p = 0.30).
The increase in accuracy for ICD-2 compared with ICD-1 was modest (2.5%), so it is difficult to conclusively determine the source of the improvement. However, we believe that the change from a discrimination box (in ICD-1) to a discrimination ellipsoid (in ICD-2) is the main reason for the better performance: previous research has shown that an ellipsoid better matches the way that humans perceive color [Poirson and Wandell 1990] and the way that individuals with CVD have difficulty with differentiation [Brettel et al. 1997] .
Error
Rates. The mean false positive rate for ICD-1 was 10.01%, and for ICD-2 was 16.02%. ANOVA shows that this difference is significant (F 1,14 = 64.19, p < 0.001); ICD-2 had approximately 6% more false positive errors. In addition, there was a significant interaction between model type and CVD presence (F 1,14 = 22.16, p < 0.001). As shown in Figure 18 , the false positive difference between the old and new models is larger for participants with normal color vision than for CVD participants. We discuss the implications of these differences shortly. Mean false negative rates were 14.18% for the old model and 4.75% for ICD-2. This difference is also significant (F 1,14 = 154.17, p < 0.001). There was no interaction with CVD presence (F 1,14 = 4.23, p = 0.059).
False positive errors are more serious for recoloring tools than false negatives, since false positives lead to situations where the recoloring algorithm is not able to identify problem colors (because two colors that are actually not differentiable are predicted to be). The seriousness of these situations is compounded further if the recoloring tool proposes replacement colors that are not in fact differentiable by the user.
The higher false positive rate of ICD-2 is directly caused by the model ellipsoid being smaller than it should be; the reasons why the model chose too-small ellipsoids, however, are not clear. One possibility is that the step between colors along the color confusion lines is too large. As these colors were precomputed (to save processing time), it is possible that the chosen step was too large. This could result in the calibration returning a differentiation limit that was on the "not differentiable" side of a step, even though the true differentiation limit was somewhere in the middle of the step. This would result in unnecessarily small differentiation limits, leading to a small ellipsoid.
A step size that is too large would also explain the difference in false positives between CVD and non-CVD participants. The error introduced by this problem would have an additive (not multiplicative) effect on the volume of the resulting model. Smaller volumes (e.g., for non-CVD users) would be more greatly affected by reducing their differentiation limits by a fixed amount than larger volumes (e.g., for CVD users).
Discussion of ICD-2 Evaluation
The study provides three main results about the performance of ICD-2.
(1) Calibration of ICD-2 is dramatically faster than the old model, requiring 1/24 the time of the old calibration; (2) ICD-2 is significantly more accurate than the old model, with a 2.6% improvement in overall accuracy; (3) ICD-2 does show a higher rate of false positives (although primarily for participants with normal color vision).
Here we consider three issues that were raised in the study: how the false positives can be addressed in a real recoloring tool, how the ellipsoid approach will generalize, and how the ellipsoid models can be improved.
Application to Recoloring Tools. The problem of false positives can be dealt with through an "offset factor" that arbitrarily increases the size of the ellipsoid (this factor was also needed for the ICD-1). The size of this offset differs per user, but can be easily calculated when the model is built. We note that the overall accuracy of the situation-specific modeling approach is such that even a liberal offset value will not greatly reduce the number of colors available to a recoloring algorithm. Limit offsets for ICD-2 can be implemented in a very similar manner as they were for ICD-1. As the differentiation limits are encoded as L*u*v* Euclidean distance between the base color and the differentiation point along each color confusion line, simply adding or subtracting from each distance value will result in a larger or smaller discrimination ellipsoid, achieving the desired limit offset effect.
Generalizing to Other Situations and Users. ICD-2 is able to generate different ellipses for different types of users; for example, Figure 16 shows ellipses for a normal user, a user with protan CVD, and a user with deutan CVD. This variation in generated models (and the associated accuracy results) presents a strong argument that this modeling approach is applicable to many individuals with a variety of color differentiation abilities. In the future, we plan to examine how ICD-2 generalizes to different environmental situations, as well as internal variations, such as those associated with aging. The evaluation did include two individuals with CVD who were older (63 and 67 years old, one diagnosed with cataracts), who both experienced gains in accuracy from the old model to ICD-2 (3% and 2%, respectively). These results suggest that the model will generalize well, at least with regard to internal variations such as age and illness.
Increasing the Number of Differentiation Limits. The three confusion lines introduced earlier give rise to six differentiation limits defining the discrimination ellipse. To improve the shape, location, and size of the ellipse, additional differentiation limits at different points can be collected. These would be along lines of a different rotational orientation. Each new line would introduce two additional discrimination limits, so the accuracy of the model can be balanced against calibration time.
ICD-3: IMPROVING THE MODEL'S PREDICTION TIME
ICD-2, as described before, addressed one of the real-world limitations of the original approach (i.e., that calibrations took a long time). The second limitation of ICD-1 is the time needed to make predictions, that is, the execution time of the areDifferentiable function. The time required for this function is important because most recoloring algorithms make a large number of these comparisons in order to find a suitable set of replacement colors. For example, an image with 128 quantized colors could take more than seven minutes to process; this is clearly longer than most users would be willing to wait for a recoloring; therefore, improving the speed of the model's predictions is critical for real-world applicability. In the following sections we describe the ICD-3 model, which addresses this problem. ICD-3 uses the same calibration technique and data as ICD-2, but substantially changes the core prediction functionality in order to make predictions much faster.
The key improvement of ICD-3 over ICD-2 is that it eliminates the necessity of recalculating the discrimination ellipsoid for each prediction by adapting a single global ellipsoid to each prediction. Constructing a new discrimination ellipsoid for each prediction requires a substantial amount of processing in ICD-2. By replacing this with a global ellipsoid that is generated once, the prediction time of ICD-3 is greatly reduced.
We now explore this improvement in greater depth, beginning with an exploration of the implications of these changes for recoloring tools.
Why Is Prediction Speed Important for Recoloring?
In Section 2.3, the basic three-step process for recoloring was described. The second step of this algorithm involves the fundamental aspect of recoloring, that of determining a map from the representative colors to replacement colors. To find this replacement set of colors, recoloring tools typically use iterative constraint optimization techniques. These generate an initial set of replacement colors, and then iteratively improve the set until an optimal or near-optimal set of replacement colors is found.
To improve a potential set of replacement colors, the colors need to be evaluated in some manner to determine whether one set is better than another. To perform this evaluation, color differentiation models are used. The goal of the recoloring tool is to make the differentiability between the colors in the replacement set (for the CVD user) as close to the differentiability of the colors in the original representative set (for the non-CVD user). The necessity of this goal can be seen in the situation of recoloring natural images; it is desirable to maintain the "naturalness" of the image by recreating for the individual with CVD the color differences apparent to someone without CVD. Alternatively, if the goal is to maximally enhance color differences, then natural images (e.g., landscapes, portraits) would take on a strong and possibly disturbing sense of artificiality.
To evaluate a set of replacement colors, the differentiability of all pairs of colors in the replacement set is determined. These pairwise differentiability values are then compared to the pairwise differentiability values for the original set of representative colors. If the pairwise differentiability of one set of replacement colors is closer to the representative set of colors than another set of replacement colors, then the first replacement set is better than the second.
To evaluate a single set of replacement colors, all pairs of colors in the replacement set must be compared using the color differentiation model (requiring O(n 2 ) comparisons).
Constraint optimizations (e.g., simulated annealing, genetic algorithms) use many iterations to determine an optimal or near-optimal solution. As a result, the O(n 2 ) predictions are performed a number of times in the process of finding the set of replacement colors. Assuming the number of iterations and the number of representative colors for an input image are fixed, then the time to find the replacement set of colors is directly proportional to the number of predictions performed. As an example, Kuhn et al.'s recoloring tool [2008] defaults to finding 128 representative colors. Assuming 50 iterations are made in the constraint optimization algorithm (Kuhn et al. use a mass-spring system to achieve this), the number of differentiability predictions will be (128 2 /2)*50 = 406400 predictions. If a prediction takes 1.0 ms to perform, then the constraint optimization process will take approximately 400 seconds to complete. Substantially reducing the time to perform a prediction will have direct implications for the time to perform a recoloring. For this reason, we make this the main goal of ICD-3.
Improving ICD-2 Model Prediction Time
To reduce the time to perform a prediction, we examined the algorithm used in ICD-2 to identify which steps take too much processing time. We found that generating a new discrimination ellipse for each prediction was the most time-consuming step.
As previously discussed in Section 6.4, when the "areDifferentiable(C1,C2)" function of ICD-2 is called, C1 and C2 are compared to the base color to determine which is closest in L*u*v* color space. The closest color is called the primary color, and the more distant color is called the secondary color. A discrimination ellipsoid is then generated for the primary color, and the secondary color is compared to this discrimination ellipsoid. If the secondary color is within the discrimination ellipsoid, then the colors are not differentiable, otherwise they are differentiable.
To determine the discrimination ellipsoid for the primary color in ICD-2, the ellipse that best fits the discrimination limits recorded in the calibration file is found. This best-fit ellipse is then coupled with the luminance discrimination limits (also recorded in the calibration file) to find the discrimination ellipsoid. To determine the six points necessary to find the best-fit ellipse, ICD-2 performs six iterative "walks" out from the primary color's u*v* coordinates, one along each confusion line. To identify the most precise points, very small steps are taken in this iterative walk. Although this results in precise points from which to define the best-fit ellipse, the walking algorithm is computationally intensive. To compound the problem, this sixfold walking process is repeated for each call to "areDifferentiable" (i.e., each prediction).
The improvement of ICD-3 is to determine a single ellipsoid with the first invocation of "areDifferentiable" and then to reuse this ellipsoid for all future predictions. This "global ellipsoid" is centered on the base color (L*u*v* = [50.0, 0.0, 0.0]), and has its major axis aligned with the confusion line for the user represented by the calibration file. For a given call to "areDifferentiable", the global ellipsoid is translated so that it is centered on the L*u*v* coordinates of the primary color, and is rotated in the u*v* plane so that the ellipsoid's major axis aligns with the dominant confusion line for the user. This is illustrated in Figure 19 , where the location, size, and orientation of the discrimination ellipsoid as determined by the calibration points is shown on the left; a translated and rotated discrimination ellipsoid is shown on the right. To generate the global ellipsoid, each differentiation limit in the calibration file is converted to L*u*v* coordinates by defining a polar coordinate representation of a color in L*u*v* space, then converting these polar coordinates to Cartesian L*u*v* to find a point for the best-fit ellipse algorithm. As described earlier in Section 6.1, the CIE L*u*v* color space is a color space defined by one luminance (relative perceived lightness -L*) axis, and two chromatic axes u* and v* that range in value from −100 to +100. Holding u* and v* both equal to 0.0 but varying L* gives the achromatic axis, which contains all greyscale colors from black (L* = 0) to white (L* = 100.0). Any straight line of constant L* radiating out from the achromatic axis defines a hue. The distance along this line is the chroma (colorfulness) of a color. Each sample in the calibration file contains both a hue angle and a distance. The hue angle specifies the hue of a color, and the distance specifies the chroma of a color. These values for hue and chroma for each calibration sample are converted to L*u*v* Cartesian coordinates by the following.
L*u*v* Cartesian coordinates are generated for each calibration sample, and the entries that specify chromatic entries (not luminance ones) are used to find the best-fit ellipse using the same library as used in ICD-2. The major axis radius, minor axis radius, and orientation angle of this best-fit ellipse are used to define the same values for the global ellipsoid (major axis = a, minor axis = b). The luminance data entries in the calibration file are used to define the c-axis radius for the ellipsoid. With the a, b, c, and angular orientation data, a complete ellipsoid is thereby defined.
To make a prediction, the global ellipsoid must be translated to the primary color's L*u*v* coordinates and then rotated to align with the user's confusion line at those coordinates. To translate the global ellipsoid to the primary color's location in L*u*v* color space, the global ellipsoid's L*u*v* coordinates are simply changed to match the primary color's coordinates. To rotate the global ellipsoid when making a prediction, an individual copunctal point is used. Ideally, the major axis of the global discrimination ellipsoid should be collinear with the predicted confusion line for one of the three types of dichromacy (protanopia, deuteranopia, or tritanopia), thereby intersecting the copunctal point for that particular type of dichromacy (see Section 6.2). In practice, we found that the major axis rarely intersects the copunctal point, but typically passes near it. To accommodate this, we developed the idea of an individual copunctal point in which a copunctal point for a particular user is created. To find this, it was identified that the three dichromatic copunctal points lie just outside the L*u*v* color space, and are somewhat uniformly spread around it. We used these three points to define a circle, and found the point of intersection between the major axis of the global ellipsoid and this circle using the JavaGeom library 1 . This intersection point defines the individual copunctal point. When the global ellipsoid is rotated, the rotation is performed about the center of the ellipsoid, and oriented so that the major axis intersects this individual copunctal point. As the individual copunctal point does not change once the ellipsoid is generated, it is calculated once when the global ellipsoid is generated to minimize processor load.
ICD-3 Limit Offset
One additional small change from ICD-2 to ICD-3 is how the limit offset is implemented. In Section 5.2, we describe a manner of tuning the color differentiation model to make it more or less likely to make type-I errors (false positives). To achieve this, we proposed adding a constant value to each differentiation limit that defines the discrimination ellipsoid (or the discrimination "box/volume" used in ICD-1). This results in a larger discrimination ellipsoid that will predict more colors as being "not differentiable" thereby reducing the occurrence of false positives. Upon examination, we found that adding a fixed value to each ellipsoid dimension does not result in the ellipsoid scaling proportionally as it grows or shrinks. To address this, we modified limit offset to be a multiplicative scale factor. As such, the default limit offset is no longer 0.0 in ICD-3, but 1.0 (to represent no discrimination ellipsoid scaling). To implement this, the a, b, and c values for the global discrimination ellipsoid are multiplied by the limit offset when these properties are determined, as well as whenever a new limit offset is set.
EVALUATION OF ICD-3: PREDICTION TIME, MODEL ACCURACY, AND LIMIT OFFSET
To evaluate ICD-3, we conducted three separate studies, all of which used the calibration and ground-truth data gathered for ICD-2 (see Section 7.1). First, we compared the prediction times of ICD-3 and ICD-2; second, we compared the models' prediction accuracy; third, we explored the behavior of the new limit offset implemented in ICD-3.
ICD-3 Prediction Time Study Design
This evaluation used a repeated-measures factorial design with two factors: model type (ICD-2 or ICD-3) and CVD presence (non-CVD or CVD). The CVD presence factor was included to determine if the models have different prediction times depending on the type of user. Average prediction time was the dependent measure.
To measure prediction time for each model, we used the eight CVD and eight non-CVD calibrations gathered during the evaluation of ICD-2. For each participant, we generated an ICD-3 model and an ICD-2 model according to the data specified in the participant's calibration files. Once the models were generated, one million pairs of random RGB colors were generated. Each model was then used to execute "areDifferentiable" on the entire set of pairs and the total time was recorded, and then averaged. The large set of random RGB samples was chosen because the ICD-3 model is very fast, requiring a large sample size to get representative timing results.
ICD-3 Prediction Time Results
On average, ICD-3 was 56.4 times faster at making predictions than ICD-2. RM-ANOVA showed main effects of model type (F 1,14 = 52.96, p < .001) and CVD presence (F 1,14 = 25.96, p < .001), as well as an interaction effect between these factors (F 1,14 = 25.96, p < .001). Post hoc Bonferroni-corrected (alpha = .05) paired t-tests showed significant differences between ICD-2 and ICD-3 for non-CVD (p < .001) and CVD participants (p < .001), as well as significant differences between CVD and non-CVD participants for ICD-2 (p < .001), but not for ICD-3 (p = .036). These results are summarized in Figure 20 . These prediction times were measured on a 2.0 GHz Intel Core 2 Duo MacBook with 4GB of RAM, running OS X Snow Leopard (10.6.8) .
The results show that not only is ICD-3 faster at making predictions than ICD-2, but it is also more consistent in the amount of time taken to make a prediction, regardless of whether the participant has CVD or not. This result is intuitive because ICD-2 performs six confusion line "walks" to find the best-fit ellipse data points. The farther the model has to walk down a confusion line (as is the case for participants with CVD), the longer the model will take to perform a prediction. As ICD-3 performs the same translations, rotations and calculations of intersections independent of the size of the global ellipsoid, the prediction time for ICD-3 is stable across all participants.
Returning to our motivation for improving prediction speed presented in Section 8.1, the example given there demonstrated that recoloring may require hundreds of thousands of differentiability predictions (406400 in that particular example). Using ICD-2 for a user with CVD, it is expected that this recoloring would take almost 200 seconds. With the prediction speed improvements incorporated into ICD-3, the time to perform this recoloring would fall to just over two seconds, which is much closer to near-real-time performance requirements.
Although ICD-3 makes significant gains in the time to perform a prediction, we must make sure that this does not come at the cost of decreased prediction accuracy. Therefore, we next compared the prediction accuracy of ICD-2 to ICD-3. 
ICD-3 Accuracy Study Design
This evaluation used a repeated-measures factorial design with two factors: model type (ICD-2 or ICD-3) and CVD presence (present or not). (CVD presence was included in the analysis only to check for interactions with model type). We collected error rates for the two models and compared them on five dependent measures: true positive rate (proportion of predictions that correctly suggested that colors were differentiable), true negative rate (proportion of predictions that correctly suggested that colors were not differentiable), false positive rate (proportion of predictions that incorrectly suggested that colors were differentiable), false negative rate (proportion of predictions that incorrectly suggested that colors were not differentiable), and overall accuracy (number of correct predictions over total trials).
To measure the raw values used to determine our dependent measures, we used the 540 ground-truth color differentiation responses gathered from each participant during the evaluation of ICD-2 presented earlier. For each participant, ICD-2 and ICD-3 models were generated using the participant's respective calibration data file. For each entry in the participant's ground-truth set of responses (540 color differentiation responses), each model performed a prediction of the entry's constituent colors. These predictions were compared to the ground-truth response from the participant, and the result (true positive, true negative, false positive, false negative) was recorded for each model.
ICD-3 Accuracy Results
RM-ANOVA found no significant main effect of model type on any of the dependent measures, and no significant interactions between model type and presence of CVD (all p > 0.05). The error rates are shown in Figure 21 .
The results show that the speed improvement of ICD-3 does not come at a cost in prediction accuracy. These results are not surprising considering that both models incorporate essentially identical internal ellipsoidal representations to represent a user's color differentiation abilities. The difference is in how each model constructs discrimination ellipsoids from calibration data and prediction parameters, not the resulting ellipsoids. As a result, their respective prediction accuracies are not significantly different. 
ICD-3 Limit Offset Analysis
Instead of performing a comparative analysis between ICD-2 and ICD-3 regarding the effect of limit offset on either prediction performance or prediction accuracy, we simply present data that describes the prediction accuracy of ICD-3 as the limit offset varies. This is for two reasons.
(1) The limit offset implemented in ICD-1 and ICD-2 was additive in nature (a constant value was added to each dimension of the discrimination volume). The result of this type of limit offset is that as the limit offset is increased, so the discrimination volume does not scale uniformly. To correct this, we implemented the limit offset as a multiplicative scaling factor in ICD-3. An outcome of this change is that the effect of limit offset is not directly comparable between the older versions of the model and ICD-3. (2) As shown in the prediction time analysis given before, the size of the ellipsoid does not influence the prediction time for ICD-3 (CVD ellipsoids are much larger than non-CVD ellipsoids, yet prediction time was not significantly different). ICD-2, however, does exhibit a dependency between ellipsoid size and prediction time, as shown before. Because these differences in performance are already known, repeating the prediction time performance analysis in terms of limit offset changes offers little additional value.
For these two reasons, we opted to present descriptive accuracy statistics to illustrate how the new limit offset affects prediction accuracy for ICD-3. These data are presented in Figures 22 and 23 and can be used to select a limit offset for use in ICD-3. If someone is to utilize ICD-3 in an application (not necessarily recoloring) that favors false negatives over false positives, then a small limit offset can be chosen. If, on the other hand, the application favors false positives over false negatives, then a larger limit offset can be chosen. These charts also identify the limit offset that optimizes the model prediction accuracy, if the application requires maximum accuracy. In this way, these charts can be used to select limit offsets when utilizing ICD-3 to make color differentiation predictions.
As can be seen in Figures 22 and 23 , a limit offset of 0.0 produces only true positives and false positives. This is because a limit offset of 0.0 causes the discrimination ellipsoid to have a volume of 0, so every prediction is predicted as completely differentiable (positives). It can also be seen that as the limit offset increases, the model makes increasingly more "not differentiable" (negative) predictions. This manifests as a longtail reduction in true positives and false positives, which stabilizes to 0 at the right end of each chart (12.5 for non-CVD participants, and 9.0 for CVD participants). Moving from left to right (increasing limit offset), the peak accuracy can be found (non-CVD: 1.4 = 80.9%; CVD: 1.2 = 82.6%), which suggests that to achieve maximum accuracy when using ICD-3, a small limit offset should be used. Following the analysis of ICD-1, we also present the "safe offset" value at which the model makes less than 5% false positive predictions (non-CVD: 2.0 = 95.0%; CVD: 1.5 = 95.8%).
As stated earlier, the non-CVD participant limit offsets stabilize at 12.5, but CVD participant limit offsets stabilize at 9.0. This is because CVD participants begin with a larger discrimination ellipsoid, so the ellipsoid grows more quickly with limit offset increases for CVD participants. As a result, the secondary color for every prediction falls within the discrimination ellipsoid at a lower limit offset for CVD participants, leading to earlier stabilization of all negative predictions.
ICD-4: PREDICTING DEGREE OF DIFFERENTIABILITY
The final problem found in the earlier ICD models is that the model's predictions are binary; that is, they only provide a yes/no prediction of one color's differentiability from another, corresponding to a simple step function that approximates the user's actual psychometric function (see Section 3). Here we describe our final version of the model, ICD-4, that uses a closer approximation of the actual sigmoid and is therefore able to provide the specific degree of differentiability between two colors when making a prediction.
Although the step function approximation works well in many settings (as shown in the preceding evaluations), it has two limitations. First, in situations where the recolorer has few colors left to work with (e.g., when many colors need to be changed), the model will be forced to consider colors that are closer to the user's ellipsoids; in these cases, it will be useful to have more information about the actual differentiability of the candidate replacement colors. Second, there are situations where degree of differentiation is a necessary part of the use of color, for example, gradients in false color visualizations require that colors for the changing variable move smoothly away from a starting color. To recolor these visualizations, the system must be able to predict the specific degree of differentiability.
To accomplish this, ICD-4 extends the boolean "areDifferentiable" function used in the previous models to a real-valued "howDifferentiable" function that returns values between 0 and 1. This range is mapped to the psychometric function described previously, in which 0 represents the situation where the user will never see the two colors as different, 1 represents the situation where he/she will always see them as different, and values in between represent the proportion of cases where the two colors will be seen as differentiable. A predicted value of 0.5 represents colors that are on the boundaries of the discrimination ellipse, and should be seen as different from the starting color in half of the time (this is the threshold definition of "just-noticeably different" [Booth and Freeman 1993] ).
To provide the maximum benefit for constraint-optimization-based recoloring tools, the "howDifferentiable" function should never actually return exactly 0 or 1, as these would represent plateaus in the solution space. Plateaus result in the recoloring tool having insufficient information available in order to determine where to look for more optimal solutions. As a result, ICD-4's "howDifferentiable" function returns values exclusively between 0 and 1.
Implementing "howDifferentiable" in ICD-4
The new version of the prediction function utilizes a sigmoid function at the boundary of the discrimination ellipsoid, instead of the step function used in previous versions. The value returned by "howDifferentiable" follows the psychometric function described in Section 3. This change is still an approximation to the true sigmoid curve for a particular user (i.e., we do not gather new calibration data to determine the exact curve), but is a much closer approximation to the shape of the psychometric function than a simple step function.
Sigmoid functions map any input value x to a value between 0.0 and 1.0 with the following equation. We have
where p50 is the value of x where the sigmoid should return 0.5 (the half-way point).
To determine a "howDifferentiable" value for any given pair of colors, a value for x and a value for p50 are needed. These can be found by generating a vector from the primary color's color space coordinates that passes through the color space coordinates of the secondary color. The point at which this vector intersects the primary color's ellipsoid represents the p50 value. The center of the secondary color represents the x value. To move these inherently 3D values to single-dimension values to be used in the sigmoid function given before, the distance from the origin along this vector can be used. The intersection will be at one distance, and the center of the secondary color will be at another (possible identical) distance. In our implementation, we determine the real-valued "howDifferentiable" value by translating the primary and secondary colors within L*u*v* space such that the primary color is centered on the origin with its ellipsoid's major axis collinear with the u* axis. This allows us to define the vector described before, which starts at the origin (0,0,0) and passes through the coordinates of the secondary color (x 2 , y 2 , z 2 ). This vector can be defined parametrically by
The point at which this vector intersects the ellipsoid for the primary color can be found by substituting this parametric definition into the equation for the primary color's ellipsoid, giving
Once t has been calculated, the coordinates for the intersection can be found by substituting the value for t into Eq. (4). This gives a 3D point that represents the intersection of the surface of the primary color's ellipsoid with the vector from the primary color's center (0,0,0) to the secondary color's center (x 2 , y 2 , z 2 ). The Euclidean distance from the origin to the intersection point is calculated and this serves as p50 in Eq. (3). The Euclidean distance from the origin to the secondary color's translated and rotated center is calculated, and this serves as x in Eq. (3).
EVALUATION OF ICD-4: GRADIENTS
As a simple demonstration of how real-valued predictions provide more power than binary predictions, we used ICD-3 and ICD-4 to recolor an image of a 12-step gradient color scheme that could be used in false-color images. The gradient (see Figure 24 , top left) contains a bipolar gradient that begins with blue, transitions through grey, and ends with a brownish green, and could be used to color code elevation in a topographic map.
We constructed a rudimentary recoloring tool and used it to recolor the gradient image using ICD-3, which uses the binary predictor, and ICD-4, which provides degree-of-differentiability values. Recoloring with ICD-3 was allowed to continue in an unconstrained fashion until 12 replacement colors were identified using the user's color differentiation model. For ICD-4 recoloring, we extended the recoloring tool to attempt to produce a replacement color set that has the same internal differentiability for the user with CVD as the original representative color set has for the users without CVD. This is only possible if the "howDifferentiable" function operates as intended.
The results of the recoloring are shown in Figure 24 , middle and bottom left, with tritanopic simulations on the right. ICD-4 provides a much smoother gradient in the replacement color set than ICD-3, since ICD-3 can only produce a set of colors that are all differentiable (rather than differentiable by specific amounts).
ICD-4 Prediction Speed and Accuracy
In terms of prediction speed and performance, the extensions proposed here were actually implemented before the prediction speed and accuracy evaluation of ICD-3 was competed. As a result, the results presented in Figures 20 and 21 hold for ICD-4. Incorporating the sigmoid function at the ellipsoid boundary to allow "howDifferentiable" predictions does not result in slow prediction speeds or reduced accuracy over previous versions of the model.
GENERAL DISCUSSION
The evaluations given earlier show the main benefits of the individual color differentiation model (in this section, we use "ICD" to describe the sum of the four different versions).
-ICD provides accurate differentiability predictions for a wide range of CVD types that are not handled by the existing dichromatic models, and also work well for genetically caused CVD; -ICD is responsive to environmental factors, but not inordinately sensitive to small changes in the physical setting; -ICD's current calibration time (about two minutes) means that the technique is feasible and that it can be used to generate multiple models for a user if necessary; -ICD's current model prediction time (0.005 ms per prediction) is low enough to make real-world constraint optimization recoloring possible without undue delays for the user; -ICD's revised prediction mechanism provides degree-of-differentiation information that increases the range of visualizations that can be recolored.
Although specific interpretation and generalization issues have already been discussed in the evaluations reported previously, there are also several broader issues that arise from our work on the ICD models and the SSM approach more generally. Here we consider three topics: integration of the ICD model into real-world recoloring tools, generalization of the model and approach to other situations and other color tasks, and ways in which the model can be extended in deployment.
Integration with Real-World Recoloring Tools
Although our studies performed recoloring with the ICD models, the model itself is not a complete recoloring tool, since there are other issues that real-world recoloring tools must take into account. Here we expand the three recoloring steps presented in Section 2.3-specifically, breaking the second step into two distinct steps-in order to make clear where the ICD model fits.
(1) Identify image colors. The colors of the source image must be identified, and if there are many colors (e.g., in a photograph), the image must be quantized to provide a smaller set of colors for consideration in the remainder of the process (e.g., the tool by Kuhn and colleagues [Kuhn et al. 2008] quantizes to 128 colors by default). (2) Determine problem colors. The system must determine the colors (within the set found in step 1) that need to be replaced for the user. This process can be carried out either with a simulation (as used in most recoloring tools) or using the ICD model as described before. Only those colors that are differentiable in the source image and not differentiable for the current user are selected. (3) Find replacement colors that meet a set of constraints. Most recolorers use a constraint optimization technique to find a set of replacement colors that are differentiable for the user. The model of CVD is used to make predictions in the evaluation and improvement of the replacement set (see Section 8.1). There are, however, other constraints that most recolorers attempt to meet in addition to differentiability. For example, many techniques attempt to maintain "naturalness" by minimizing the hue or luminance differences between the recolored and original images (e.g., Kuhn et al. [2008] ). (4) Switch the colors. The final step is to replace the problem colors with the chosen replacements; this may occur within the application (e.g., if the recolorer is implemented as a browser add-on), or could be carried out globally (e.g., through a shader program on the graphics hardware). In some techniques, the color variations that were lost through quantization can be recreated in the final image (e.g., the cluster of original-image colors around each quantized color can be recreated by adding back the color differences of the original cluster).
The ICD models fit into the overall recoloring process in steps 2 and 3, and ICD could easily be used with many existing recolorers, for example, the "howDifferentiable" function in the ICD API is all that is needed to carry out the model's role in the process described before. We note that calibration of an ICD model must occur outside the recolorer, and before this process begins. Last, we note that some recolorers are intended for use in real-time situations (e.g., video), and ICD could be used here as well; although the speed of prediction with ICD models is too slow for instantaneous recoloring, an initial recoloring could be carried out for an entire scene, and then color replacement could be carried out much more quickly using a lookup table.
Using ICD for Other Color Tasks
The situation-specific modeling approach also shows promise for other kinds of color problems experienced by users with CVD. Two problems in particular that can use similar techniques are color matching and communication using color as a referent.
-Color matching is the task of finding a color that has been identified in another part of a display (e.g., using a legend in a bar chart to look for a particular data category). Matching is directly based on differentiability, but with an added constraint that colors must also be salient and memorable between glances at one part of the image (e.g., the chart) and another (e.g., the legend). In practice this can be accomplished by increasing the differentiability within the color set, since colors that are farther apart are likely to be better remembered when looking at different parts of the image. -Color communication involves the use of color as a way to refer to objects in a scene when communicating verbally with another person. For example, it is common to say "the red one" to indicate a specific object. Recoloring an image makes this kind of communication difficult; although some recolorers attempt to minimize the number of colors that change from the original (e.g., Rasche et al. [2005a] ), the problem cannot be completely solved in this way. Instead, the SSM approach provides the possibility of a tool to allow non-CVD users to see an image in exactly the way that a collaborator with CVD sees it; although simulation tools based on the standard model exist, and SSM-based tool could provide a more specific model, and could also indicate how images have been recolored.
Extensions to ICD
Although we were able to find three substantial improvements to ICD as described previously, there are other possibilities for further adjustments that will improve the model's use in practice. Four that we are interested in pursuing are the public aggregation of models into a "community of models", environmental sensing to adjust models already in use, the effects of simultaneous color, and defining interface and visualization colors by their function.
-A community of models. Even with the reduced calibration time achieved with ICD-2, calibration is still a nonzero effort. This means that users will not recalibrate as often as might be useful. One method for increasing the number of available models is to share models with a community, and find ways of selecting others' models that fit well with the current user and the current environment. For example, if there is no ICD model that fits the user's current situation, a model could be retrieved from the community that closely matches the user and his/her environment, enabling more specific predictions without performing a calibration. In addition, it may be possible to interpolate between existing models to try and fit a particular environmental situation. It is not yet known whether there is too much interuser variation to prevent sharing another person's ICD model, but this approach has worked well in other individualization settings (e.g., movie recommendations) where there is a large database of users. -Environmental sensing and model adjustment. Another way of reducing calibration cost is to algorithmically adjust an existing model to better fit the current situation. For example, if we can determine general effects of particular factors on an ICD model (e.g., light level in the room), then these models could be automatically adjusted based on sensor data about the factor of interest. Even if model adjustment is difficult, environmental sensing could still be used as a way to tell the user that a new calibration would result in better performance. -Simultaneous color. Perception and differentiability issues arise when colors are affected by the presence of surrounding colors (e.g., colors on a dark background look lighter than they do on a light background). To accurately account for simultaneous color effects in differentiability predictions, the SSM approach would need additional calibration to determine the user's response to relationships between colors (for example, foreground/background relationships, relative size of the different areas of color, and different layouts of the color areas). This is potentially a substantial extension, since there are many potential ways in which one color can influence another, and it is not known whether these relationships can be reliably interpolated. -Defining colors in terms of differentiability. The capabilities of ICD lead to some ideas that could change the way in which color is used in information presentations. One possibility based on the approach of SmartColor [Wakita and Shimamura 2005] is the idea of letting designers specify a set of requirements for a color, rather than the color itself. These requirements would be specified in a description language (e.g., the way that XML-based languages such as XUL are used to specify interfaces), and would be related to the function of the color rather than its visual properties. For example, a color could have the requirement that it provide a certain degree of differentiability compared to another color used in the presentation. If a model such as ICD is used, the system could automatically choose colors that will satisfy the requirements, taking into consideration the user and the local environment. It is even possible to model other perceptual interactions with color and include these in the specification. For example, color-based "popout", which works when two colors are sufficiently different from one another, could potentially be defined as a particular amount of separation using the modeling architecture described earlier. A requirement for popout could then be constructed; and when the system encounters this requirement, it could calculate (based on the user's individual model) what color difference would provide popout, and choose colors accordingly.
CONCLUSIONS AND FUTURE WORK
Color differentiation is an important user capability when working with visualizations and interfaces in digital environments. Differentiation becomes difficult when users have color vision deficiencies, but current models of color vision deficiency only work well for a small subset of all the possible types of CVD. As a result, recoloring tools that have been developed to solve the differentiation problem do not work well in many situations.
We developed a new approach to modeling a user's color differentiation abilities called Situation-Specific Modeling (SSM). SSM empirically determines a user's differentiation abilities in a particular environment, and so it is able to capture all of the different types of CVD that may be affecting the user, including genetic, acquired, and environmental factors. We developed a series of models, based on the SSM approach, for individual color differentiation (ICD1-4). We carried out several evaluations of ICD, and showed that the approach is accurate, responsive to many kinds of CVD, fast enough to be feasible in real-world use, and applicable to many kinds of color use in visualization.
Our future work with ICD will follow four directions. First, we will integrate the ICD model into a full recoloring tool and compare its effectiveness to existing recoloring tools in real-world recoloring situations. Second, we will continue to refine the ICD tool and add improvements (e.g., a calibration procedure that gathers data for better modeling the psychometric function) to our publicly available software (see the following). Third, we will apply the ICD approach to other color tasks that build on differentiability, such as color matching and color communication. Fourth, we will investigate the extensions described before (development of community-based models, exploration of model adaptation and environmental sensing, investigation of simultaneous color effects, and development of a way to specify differentiability requirements in interfaces).
We will also explore the usefulness of the situation-specific modeling approach in other assistive technology domains. We believe that any domain where we can find a mechanism for determining the user's capabilities with digital information, and where we can make predictions about these capabilities by interpolating between calibration data, is well suited to the SSM approach. We plan to explore situations where users have hearing difficulties and low visual acuity; conditions that, like color-vision deficiencies, can arise from a variety of factors both in the user and in the environment. Situation-specific modeling holds substantial promise for improving the individualization capabilities of a wide variety of assistive technologies.
SOFTWARE AVAILABILITY
The most up-to-date version of all software used to generate and test the ICD models (including calibration, model building, and prediction) is freely available at http://hci.usask.ca/ICD/.
