ABSTRACT-This paper investigates the operations of the wavelet tree based quantization and proposes a constrained wavelet tree quantization for image watermarking. The wavelet coefficients of the cover image are grouped into super trees for watermark embedding where quantization is performed. The watermark bits are extracted based on a modulus approach and the minimum mean comparison of the super tree coefficients efficiently distinguishes which super tree is quantized. Without the needs of the requantization index at the decoder, the constrained quantization of the super trees reduces the uncertainty of the maximum likelihood detection. Therefore, the robustness of the proposed scheme can be effectively improved. This study has performed intensive comparison for the proposed scheme with the non-constrained tree quantization method under various geometric and nongeometric attacks. The experiment results demonstrate that the proposed technique yields better performance with higher degree of robustness.
INTRODUCTION
Digital image watermarking recently attracts many researchers' interest since the technique can provide useful schema to protect the author's copyright and legal users' possession [1, 2] . Among the approaches, wavelet tree quantization [1] based watermarking has shown strong capability in defying spatial and frequency domain based attacks. The wavelet coefficients of the cover image are grouped into super trees. As the tree marking technique spreads the watermark throughout the low to high frequency part of wavelet trees, it can resist frequency components removal and even geometric attacks in the spatial region [1] .
After intensive studies on the wavelet tree quantization approaches, we have nevertheless discovered that the decision based on the error accumulation for the location estimation of the requantization index at the decoder is not generally consistent with the encoder's. As a consequence, this mismatch aggravates the watermark distinction, especially while the watermarked data is under attacks. Therefore, this article proposes a constrained wavelet tree quantization algorithm where the distribution of the wavelet tree coefficients is analyzed before watermark embedding. With a novel extraction procedure based on the comparison of super trees, the proposed algorithm can overcome the weakness of the non-constrained quantization methods and effectively improve the performance of the wavelet tree based watermarking algorithm.
This paper is organized in the following order. In Section II, the proposed constrained wavelet tree quantization approach is introduced. The performance analysis and comparison are illustrated in Section III and the conclusion is given in Section IV.
THE ALGORITHM
The motivation of the proposed constrained wavelet tree quantization for watermarking algorithm is based on the fact: watermark must be embedded somewhere in the cover image with the trade-off between the image quality and the watermark payload [2, 3] . As the results, we consider the condition that even cover image is under the watermark embedding, the image quality should remain high fidelity with the original [1, 3] . Therefore, the proposed technique and [1] are wavelet tree based quantization mechanism while quantization operation is quite different. [1] will quantize the super tree according to the predefined reference error ε and it intends to quantize the whole super tree without considering the energy distribution of the super trees. The proposed technique will consider the energy distribution among super trees and it will only quantize a small portion of the super tree if necessary (i.e. several bit planes will be removed instead of the whole tree). Therefore, the image quality won't be affected significantly to cause apparent visual difference.
For the convenience of illustration, a 512×512 image with wavelet transform of four levels is used for explanation. The decomposition is shown in Fig. 1(a) and each wavelet tree has 21 coefficients as shown in Fig. 1(b) . A super tree T is obtained by combining two random selected wavelet trees with total 42 coefficients (L = 42 in Fig. 1(c) ). Therefore, there is a total of 1536 (=3×32 2 /2) super trees for this cover image. The watermark sequence is a binary PN (±1) sequence of watermark bits, and each watermark bit is embedded using two super trees; thus the maximum number of watermark bits that can be embedded is 768 (=1536/2). Let the watermark length be N w , the jth coefficient of the nth tree would be denoted by x n (j) for 1 ≤ j ≤ L and 1 ≤ n ≤ 2N w . To demonstrate how the quantization of super trees works, a bit plane representation of integer number in binary format is shown in Fig. 1(d) . The least significant bitplane (LSB) is denoted by 0 2 , and the most significant bitplane (MSB) is 2 p+1 while the sign bit plane is above the MSB plane.
Watermark embedding:
The embedding procedure of the proposed algorithm is similar to [1] but the major difference is the design of a minimum quantization step size ∆ min . As shown in Fig. 1(d) , the quantization step will be
if the quantization index q n is less than q min . Therefore, there are L(a n +1) bits quantized in the bit plane formation.
Quantization error of super tree coefficient
The total quantization error is
ε for super tree T n . The reference error ε is estimated before the watermark embedding. The index q n is found while (ε 2n-1 (q n ) ≥ ε or ε 2n (q n ) ≥ ε) and q n ≤ q max . However, the minimum quantization step ∆ min will be applied if the total energy of the super trees is less than the reference ε or . Such an approach guarantees every quantized super tree is at least ∆ min and no more than ∆ min for the super tree with low energy. Therefore, the energy distribution of the super trees is concerned during the implementation of the algorithm. In the similar fashion, ∆ max is also applied if q n = q max and is shown in Fig. 1(d) . The watermark embedding is according to the watermark sign bit. If w n = -1, then T 2n-1 is quantized, otherwise T 2n is quantized.
Watermark extraction: The advantage of ∆ min design is that we can guarantee the quantized area of the super tree will certainly be larger than or equal to ∆ min . Unlike non-constrained quantization approaches, the proposed method holds prior knowledge regarding the format of the quantizer, which due to its indication of certain bit plane values, will be fully removed. Since one tree is quantized and the other is not, they exhibit a large enough statistical difference which will be used for watermark extraction. Therefore, it is not crucial to find the exact location of the ∆′ n at the decoder but to seek the tree coefficient distributions, especially the bits within the planes below ∆ min . That is to say the constrained quantization operation at least removes all the bits located from the bit plane . Therefore, the decoder will perform a modularization process first for watermark extraction.
We define x′ 2n-1 (j) m and x′ 2n (j) m as the modularization results of x′ 2n-1 (j) and x′ 2n (j), where x′ 2n-1 (j) and x′ 2n (j) are coefficients of tree pair p′ n (T
) at the decoder where 1 ≤ n ≤ 2N w and 1 ≤ j ≤ L . Since the constrained quantization is performed for every quantized super tree, the goal of the decoder is to identify which tree within the tree pair p′ n ( T
) is quantized based on the distribution of the tree coefficients of x′ 2n-1 (j) and x′ 2n (j). Since the bits from the bit plane 0 2 to n a 2 are removed by the operation of constrained quantization for the super tree, the decoder can simplify the judgment by checking the distribution of the coefficients from x′ 2n-1 (j) m and x′ 2n (j) m . Therefore, there is an assumption at the decoder: the coefficient values x′ 2n-1 (j) m and x′ 2n (j) m which are close to 0 or close to ∆ min are probably quantized at the encoder.
The errors between │∆ min -x′ 2n-1 (j) m │ and │∆ minx′ 2n (j) m │are probably produced by the quantization, rounding errors or attacks and should be removed as much as possible in order not to interfere with the judgment. Under such condition, a mechanism is designed to remove the errors from │∆ min -x′ 2n-1 (j) m │ and │∆ min -x′ 2n (j) m │ where the scalar quantization with rounding operation is applied [4] . The detailed operation can be expressed as:
where Z l (j) = pow2( (int)[log(x′ l (j) m )/log 2]+1) and l = 2n-1, 2n, j = 1, 2,..., L. The ambiguous portion of x′ 2n-1 (j) m and x′ 2n (j) m values will be removed by this operation and the remaining values x′ 2n-1 (j) mq and x′ 2n (j) mq will be utilized to identify the watermark bit w′ n . In addition, if x′ l (j) mq =∆ min , x′ l (j) mq will be reset as 0 to remove the uncertainty of quantized coefficients. Fig. 2 is the example of the watermarking extraction from two super trees. Fig. 2(a) and Fig. 2(b) shows the coefficients values (x′ 2n-1 (j), x′ 2n (j), j = 1,2,...,42) of two super tree (T ′ 2n-1 , T ′ 2n ) respectively. Fig. 2(c) and Fig.  2(d) are the modularized values (x′ 2n-1 (j) m , x′ 2n (j) 
) where ∆ min = 8. Therefore, all the coefficients of (x′ 2n-1 (j) m , x′ 2n (j) m ) are between 0 and 8. Fig. 2(e) and Fig. 2(f) represents the scalar quantized coefficients (x′ 2n-1 (j) mq , x′ 2n (j) mq ) for the coefficient of (x′ 2i-1 (j) m , x′ 2i (j) m ) . In consequence, the decision of watermark bit w′ n is computed from Mean(
and Mean( T ′ mq 2n ). Since ( Mean(T ′ mq 2n-1 ) = 1.52 )＞ ( Mean(T ′ mq 2n ) = 0.81 ), w′ n will be extracted as the value = 1.
To quantify the existence of the watermark after all watermark bits are extracted from the decoder, the normalized correlation coefficient ρ(W,W′) [3] will be examined in order to identify the existence of the watermark. The coefficient value is within -1 and 1. The existence decision is "yes" if ρ(W,W′) ≥ ρ T and "no" if ρ(W,W′)＜ρ T . The threshold ρ T is chosen based on the probability of false positive error P fp which is computed by [5] :
In this study, the correlation threshold ρ T is chosen to be 0.23 for a false positive probability P fp of 1.03x10 -7 given N w =512 in order to have the performance 
EXPERIMENTS AND DISCUSSION
To test the robustness of the proposed algorithm, both nongeometric and geometric processing attacks are performed for the watermarked images of Lena, Goldhill and Peppers under the same condition as [1] did. The results of experiments are tabulated in Table I Within Table I , the attacks are listed as following: attack(A) is JPEG compression with quality factor (QF) of 30 and attack(B) is JPEG attack with QF=25. Attack(C) is SPIHT [6] compression at bit rate 0.3 bpp.
Attack(D) is the median filter attack with mask size of 4x4 and Attack(E) is the median filter attack with mask size of 5x5. Two types of pixel shifting of 9 pixels are for attack(F) and(G). Attack(F) is a circular shift operation and attack(G) is a deletion of lines followed by duplication of the adjacent lines. Attack(H) is 4 least significant bitplanes removal from the wavelet coefficients in the transform domain. Attack(I) is 4 multiple watermarking attack. The rotation and scaling attack is for (J) of -0.75 degree and (K) of 1 degree. Attack(L) is Gaussian filtering and attack(M) is sharpening attack.
From Table I , all correlation values under the proposed approach are higher than the threshold of 0.23 but data from [1] are not all above the threshold. In summary, we can clearly see that the proposed technique has superior or comparable performance in every aspect compared with data from [1] . 
CONCLUSION
This study has investigated the operations of the wavelet tree based quantization and proposes a constrained wavelet tree quantization algorithm for watermarking. The watermarked images by the proposed technique can resist high degree of wide range geometric and nongeometric attacks. Intensive studies and large image data set evaluations in this research have shown that the proposed technique provides superior performance to the published statistics from the non-constrained quantization based method. To conclude, the proposed algorithm effectively improves the robustness of the watermarking technique for the wavelet tree based approach.
