It is shown that the inhomogeneous chiral condensate in the Gross-Neveu (GN) model takes the chiral spiral form, even though the thermodynamic functional depends only on the chiral scalar density. It is the inhomogeneity of the chiral scalar condensate that drives the spatial modulations of the pseudoscalar one. The result has broader implications once we start to think of fundamental theories behind the effective models. In particular, some effective interactions-which may be omitted for descriptions of the homogeneous phases-can be dynamically enhanced due to the spatial modulations of the large mean fields. Implications for the four-dimensional counterparts of the GN model are discussed. In a quark matter context, proper forms of the effective models for the inhomogeneous phases are speculated, through considerations on the Fermi-Dirac sea coupling.
I. INTRODUCTION
Recently phases of the inhomongeneous chiral condensates (IChC) attract renewed attentions in quark matter context [1, 2] . A number of studies based on the NJL-type model [3, 4] as well as models with the infrared (IR) enhanced interactions [5, 6] have suggested that in some domain of moderate quark density the IChC phases are energetically more favored than the normal, chiral symmetric phase. In particular, the NJL-type model studies indicate that the phase of IChCs may mask the usual 1st order chiral phase transition line and its critical end point, and might change the conventional wisdom.
So far most of studies have been concentrated on the chiral condensates of the liquidcrystal type in which the condensates spatially modulate in one particular direction (say, z-direction) while are uniform in the other two directions. For the description of such phases, the model studies rely on the understanding of their two-dimensional counterparts: the GN model [7, 8] as a counterpart for the NJL 4 model [3] ; 't Hooft model (QCD 2 ) [9] for the confining model [5, 6] ; and the NJL 2 model [10] for the extended NJL 4 model with tensor 4-Fermi interactions [11] . In fact the solutions of two-dimensional models can be naturally embedded into the four-dimensional mean field Ansatz.
The inhomogeneous solutions for two-dimensional models are similar but not quite identical. The QCD 2 and NJL 2 models are known to have the chiral spiral ground states, ψ ψ 2D = ∆ cos (2p F z) , ψ iγ 0 γ z ψ 2D = ∆ sin (2p F z) , (γ appears because the condensed pairs of comoving particle-hole near the Fermi surface. On the other hand, for the GN model, the spiral solution is usually not considered because the 4-Fermi interaction takes the form (ψψ) 2 , so that its mean-field thermodynamic functional depends only on ψ ψ but not on ψ iγ 5 ψ . Therefore the above two classes of solutions are distinguished and sometimes regarded as contradictions.
In this paper we explain how to understand differences between them by revisiting inhomogeneous solutions of the GN model [7] . To avoid confusions, we emphasize that we will not attempt to modify the known analytic solution which was shown to achieve the ground state [8] . On the other hand, there are physical implications which cannot be observed from the expression of the thermodynamic functional. In fact, not all condensates manifestly appear in the energy minimization procedure.
Using the analytically known fermion eigenstates, we compute condensates explicitly to
show that the inhomogeneous condensate in the GN model actually takes the chiral spiral form. It is, however, not identical with those in QCD 2 (NJL 2 ). In the GN model, the net contribution to the chiral scalar density comes from the Dirac sea, while the chiral pseudoscalar denstiy does from the Fermi sea. This introduces disparity in amplitudes of two density.
This chiral spiral solution in the GN model can be elevated to the NJL 4 model. Like the GN model case, the corresponding chiral spiral-which is made of ψ ψ 4D and ψ iγ 0 γ z ψ 4D -cannot be observed from the thermodynamic functional in the NJL 4 model and it must be computed using the fermion bases in the scalar mean field of [3] . We will show the explicit mapping from two to four dimensions in another publication, but we think that the main features should be already clear from our two-dimensional analyses in this paper.
Actually, for the discussions of the QCD phase diagram, the derivation of the chiral spirals in NJL 4 model is not the end of the story. It leads to broader implications once we start to think of fundamental theories behind the effective models.
For the NJL 4 model up to dimension 6 operators, in principle we should include all possible 4-Fermi interactions that are compatible with symmetries of QCD, although many of them can be discarded based on another sort of arguments. For example, in vacuum, it does not matter whether or not we include tensor type interactions ∼ ψ σ µν ψ 2 + ψ iγ 5 σ µν τ a ψ 2 , simply because the tensor mean field is zero, not because the coupling constant is small (there are no reasons why the coupling is very small). The only important mean field comes from the scalar density, so that terms ∼ (ψψ) 2 + (ψiγ 5 τ a ψ) 2 is enough to take into account relevant dynamical effects and, at the same time, maintain the chiral symmetry.
The situation is different for inhomogeneous phases. As explained above, the spatially modulating scalar density drives the spatial modulation of the tensor mean field ψ iγ 0 γ z ψ whose amplitude is comparable to the scalar one. In this case, the relevance of the tensor type interactions is dynamically enhanced, so we have to reanalyze the mean field solutions in the presence of such interactions. If the new mean fields turn out to generate another mean field, again we have to include the corresponding 4-Fermi interactions and reanalyze dynamics from the beginning. This procedure should be repeated until we exhaust all possible dynamically enhanced 4-Fermi interactions and mean fields. After that we can pick out the effective models for the inhomogeneous phase.
This paper is organized as follows. In Sec.II, we review the inhomogeneous mean field solution for the GN model and reproduce a number of important results in Ref. [7] . We quickly summarize basics of the elliptic functions, to the extent necessary for converting the mathematical structure into physical terminology. In Sec.III, we calculate the expectation values of various operators, in particular, pseudoscalar density. By examining its relationship with the scalar density, we show that they form the chiral spirals with unequal amplitudes.
In Sec.IV, we compare the chiral spirals in the GN model to QCD 2 and the NJL 2 model.
Sec.V is devoted to summary.
In Sec.II and Appendix, we add a number of supplementary materials for Ref. [7] , because the descriptions in the original paper were rather dense and hard to access for non-experts.
We try to reduce the gaps between calculations in Ref. [7] . The relevant formula to be used can be found in handbook for mathematics [12] , and its derivation can be found in [13] .
Throughout this paper, we use the convention (x 0 , x 1 ) = (t, x) and g µν = diag.
(1, −1).
II. INHOMOGENEOUS MEAN FIELDS FOR THE GROSS-NEVEU MODEL
The Gross-Neveu model with N -colors is
where the sum over color indices is implicit. We consider N → ∞ for the mean field considerations. Using the auxiliary field method, we have
We are going to use the canonical approach to treat the system at finite density. The constraint will be treated in Sec.III, while in this section we just investigate properties of eigenstates.
In Sec.II A we first review the mean field Ansatz and some properties of the elliptic functions. In Sec.II B we summarize properties of the fermion eigenstates such as relations between the energy and quasimomentum. The density of states is given in Sec.II C. How to map the UV cutoff from the homogeneous to the inhomogeneous phase is explained in Sec.II D.
A. Field equations
We first analyze the Dirac equation. The field equation is
To proceed further, we choose the γ matrices and spinor bases as
Then the field equation takes the form
The reason to take the above bases is that the Dirac equation with a mean field can be brought into the Lame form, whose analytic properties have been investigated (Refs. [14] and [15] are very useful). From this set of equations, we can find
Now we consider the Ansatz proposed by Thies [7] . Its form is
where sn, cn, and dn are Jacobi's elliptic functions with the elliptic modulus λ. A and λ are variational parameters. To get feelings about the Ansatz, let us briefly look at basic properties of the elliptic functions:
(i) The elliptic functions interpolate the trigonometric functions and hyperbolic functions through the elliptic parameter λ [16] . In the λ → 0 limit,
and in λ → 1 limit: with which
The λ → 0 limit corresponds to the density wave solution at high density, and the λ → 1 limit does to solitonic solutions at low density. As an example, in Fig.1 we plot these functions for λ = 0.6. This asymptotic behavior motivates us to use the Ansatz interpolating these two solutions which are known to minimize the thermodynamic potential.
(ii) Like trigonometric functions, there are simple square relations,
(iii) Like trigonometric functions, we can define the quarter period. It is given by the Jacobi's complete elliptic integral of the first kind [17] , 
with which we can show
The first equality can be used to cast the equation for χ into the same form as for ϕ. For later convenience we rescale variables as
and using Eq.(15), we can rewrite Eq.(7) as
Note thatφ(ξ) andχ(ξ ±K) satisfy the same equations, so one of the solution can be related to the other by shifting the coordinate by K, modulo the relative phase factor.
(iv) The derivatives of the elliptic functions are given by [19] .
with which one gets
Finally we arrive at the Lame form of the eigenvalue equation:
The number 2 in front of sn 2 (ξ) is the special case of l(l + 1). For given l, the equation has 2l-gaps in the energy spectra [13] .
B. Eigenvalues and eigenfunctions
To study the eigenstates, let us first note that the period of the potential is 2K(λ).
Therefore the eigenfunction must take the Bloch form:
whereQ = Q/A is the (dimensionless) quasimomentum which is real, continuous variable.
On the other hand, the Fourier modes for v Q (ξ) can take only discrete values, nπ/K, where n is an integer. Note also that the equation is the second order differential one and its kernel is real, so that we have a pair of solutions (φ,χ), and (φ * ,χ * ).
Explicitly, the solution of the Lame equation for l = 1 is given by [13, 14] 
where θ a (u ξ , q) and Z(α|λ) are Jacobi's ellliptic theta and zeta functions with the modulus λ, and the variables u ξ and q (called "nome") are
, (23) where K = K (λ) = K(λ 1 ). Below we convert the abstract expressions into physical notions.
(i) The parameter α is directly related to the energy spectra by the following relation,
As we shall discuss below, there is restriction on the values of α, so dn 2 (α|λ) cannot take arbitrary values. Accordingly, there are forbidden regions forω which appear as the energy gaps in the spectra.
(ii) We can identify the Bloch periodic function and quasimomentum as
which satisfy the condition, v Q = v Q+2K . To understand this decomposition, we note that the series expansion for Jacobi's ellliptic theta functions are [20] ,
The dispersion relation between the energyω and quasimomentumQ (normalized by A).
λ is chosen to be 0.6. The gap is opened at the quasimomentum π/2K (η = 0) which should be assigned asp F . The energy at the band edge isω F = √ λ 1 (ω F = 1) for the first (second) energy branch. The plot is symmetric with respect toω → −ω and the Dirac sea also has the energy gap of the same size.
from which we can verify
The sign flipping in the first relation is the reason why we had to include e −iπξ/2K in v Q .
(iii) The quasimomentumQ must be a real variable, so Z(α|λ) must be pure imaginary.
This constrains the value of α. The series expansion of the zeta function takes the form [21],
which has periodicity 2K in α. Thus α must take the form [22],
Note that at η = 0 we have Z(0) = Z(K) = 0, meaning that the quasimomenta of two branches coincide. This is the momentum where the energy gap appears, see Fig.3 . As we will see later, to minimize the energy of the system, the quasimomentum at the gap should be taken to be p F /A,Q
so that the first positive energy branch is perfectly filled while the second positive energy branch is empty. This determines A as a function of λ.
(iv) The energy branches are determined as follows. We first examine α = iη (second energy branch). Using Jacobi's imaginary transformation [23] ,
(note that the modulus in the RHS is λ 1 = 1 − λ) then we arrive at an equation for the second energy branch,
Next we examine α = K + iη (first energy branch). Using the relation for the quarter period (14) and then Jacobi's imaginary transformation (31), we get
and then we arrive at an equation for the first energy branch,
Therefore we find the energy gap between edges of the two branches,ω (v) In the following calculations, we assign eigenfunctions forφ andφ * as
where N is the normalization factor. The relation between these two functions is like that between e ikx and e −ikx in a free fermion theory. On the other hand, they are related to χ ω and χ * ω through Eq. (6) . Actually the results in this paper do not require the expression of the relative phase factor. But we give the result for completeness, and it is given by (for the derivation, see Appendix.B)
where Φ is real and the function χ(ξ) is proportional to ϕ(ξ − K), as stated earlier. Note also that the phase factor changes the sign for ω → −ω, as we can see from Eq.(6).
(vi) Finally we fix the normalization. Since the wavefunction has periodicity of 2K, the normalization condition is
We will give the explicit form of N in Appendix.C. Instead, here we give only the normalized expression for |φ| 2 ,
where E = E(λ) is the complete elliptic integral of the second kind [24] ,
Note that
, so the spatial average of |φ| 2 is saturated by the first term in Eq.(38).
C. Density of states
In various computations we will use the density of states. We take a derivative for the quasimomentum,
The α andω are related through the relation (24) . Let us first note that
where either sn(α) or cn(α) becomes pure imaginary. Next we deal with dQ/dα. Taking a derivative of the dispersion relation (see Appendix.D), we find
Assembling all these pieces, we arrive at
Note thatω 2 = E/K is in the forbidden region between the first and second energy branches.
In fact there is an inequality λ 1 ≤ E/K ≤ 1 which can be derived by noting that λ 1 ≤ dn 2 x ≤ 1 and
Note that the density of states are enhanced near the band edges.
D. Mapping of the UV cutoff
Finally we relate the UV cutoff. Details will be given in Appendix.E, but we will give the outline here. First, we notice that dn(α) for α = iη approaches to +∞ as α → iK (λ).
Introducing an infinitesimal quantity , our energy cutoff for the inhomogenous phase, ω Λ , can be expressed as
On the other hand, the number of states in the Dirac sea is limited by k = Λ. Using the expression for the quasimomentum, we can write the momentum cutoff as
Expanding these equations by , we can eliminate and then relate the momentum cutoff to the energy cutoff,
The O(1) terms must be kept during the following calculations.
III. EXPECTATION VALUES
Now we have all ingredients to compute various quantities. We first write down expressions for the fermion number density and energy density, and then determine the variational varameters A and λ as functions of average density or p F . After that we compute the spatial modulations of various density operators: fermion number, energy, scalar and pseudoscalar density. In the end of this section, Sec.III E, we examine the high and low density limits of various quantities to get qualitative insights.
Using the bases found in the previous section, the fermion field operator can be written in terms of the creation and annihilation operators, .) The wavefunctions giving energy ω are
where for the conventionφ ω =φ −ω , the relative sign inχ ω for the positive and negative energy accompanies (−1).
A. Fermion number: Determination of A
The fermion number density is given by
where the sum over color indices is implicit. Considering the fermion number constraint and the fact that the Dirac sea does not contain any antiparticles, we may require
where F is the Fermi energy which will be fixed below. We arrive at
where we defined
whose spatial average over the period 2K is zero. Here we took into account the particles which fill the Dirac sea. The avergage part in the Dirac sea will be eliminated by the vacuum subtraction, while the spatial modulation is not and requires some cares.
(i) Average density: We first compute the constant part. In order to minimize the energy, the particle should fill the first valence band, leaving the upper energy branch empty.
Therefore we may set F = ω F = √ λ 1 A. After subtracting the vacuum contribution, we
Taking the variable ω = √ λ 1 At, the integral can be expressed as
where in the first step we used the integral expression for E and K , and in the last step we have used Legendre's relation. Now A is fixed to
Now the only remaining variational parameter is λ.
(ii) The spatially modulating part: Next we treat the spatially modulating part (whose spatial average is zero). It is given by [see Fig. 3 for the reminder]
The integral part from the first energy branches in the Fermi (Dirac) sea gives
where we have changed the variable as ω = √ λ 1 At. On the other hand, the second energy branch in the Dirac sea gives the contribution with the same size but opposite sign (ω F = A),
This can be checked by noting that the change of the variable ω → 1/ω converts the integral into the same form as that in Eq.(57). Note that the Dirac sea contributions from the first and the second energy branches cancel out, leaving only the net contribution from the Fermi sea.
Assembling the spatial average and modulating parts, the fermion number density is given by
where we have used A = 2p F K/π in Eq.(55). The behavior at λ = 0.9 is plotted in Fig. 4 .
B. Energy density: Determination of λ
Next we compute the energy density. The single particle energy contribution gives
where the integrand is an odd function of ω, so that Fermi and Dirac sea contributions from the first energy branches cancel, leaving the contribution from the second energy branch in the Dirac sea. (We have changed the variable as ω → −ω.) Writing the spatial average and spatial-fluctuation part asĒ 1 and ∆E, straightforward calculations lead tō
where we defined the regularized energyĒ
, and dropped off O(1/Λ) terms.
Next we consider the contribution from the condensation terms. We first note that
where the first bracket gives the spatial average, as we can see from the second bracket which is vanishing after averaging over the period 2K. These terms have coefficient 1/G whose renormalized value is determined through the renormalization condition,
where M 0 is the effective mass in vacuum. With this expression, we have the average and fluctuation parts of the condensation energy (
After combining E 1 and E 2 , we can erase Λ in the logarithms, and the energy depends on Λ only through the renormalized paramemeter. Now we can write down the average and fluctuating parts of total energy. The average part is
where A = 2p F K/π due to the fermion number constraints, see Eq.(55). We have to choose the value of λ so as to minimize the total average energy density. Using a relation
we can show that only terms with the logarithmic coefficient survives
Thus we get a transcendental equation from the vanishing logarithmic term,
which determines the optimal λ as a function of p F /M 0 . Note that the optimized λ makes the spatial modulating part of the energy density vanishing,
meaning that the energy density is uniform everywhere.
C. Scalar density: The self-consistency condition
The scalar density can be expressed as
Note that in contrast to the fermion number density, the integrand is an odd function of ω becauseφ ω =φ −ω andχ ω = −χ −ω . As a consequence, the contributions from the first energy branches in the Fermi and Dirac sea cancel, and only the third integral in (70) gives the net contribution. Therefore, in the GN model, the net contribution to the scalar density is dominated by the Dirac sea contribution. We will discuss this point in more details in Sec.IV.
Changing variable to make the integration domain in the positive values, we have
We can expressχ in terms ofφ, and arrive at
Using Eq.(38), straightforward calculations lead tõ
Note that the scalar density at any energy level is proportional to M. Finally we sum over all the levels for the second energy branch in the Dirac sea,
which yields ψ ψ(
Here we used the relation determined by energy minimization,
final expression proves the self-consistent condition. The behavior of the scalar density at λ = 0.9 is plotted in Fig. 4 .
D. Pseudoscalar density
Next we will investigate the pseudoscalar density. At energy ω, we have (
Note that the integrand is an even function of ω in contrast to the scalar density case. We did similar calculations for the spatially modulating part of the fermion number density, and found that the Dirac sea contributions in the first and second energy branches cancel out by themselves. The situation is similar here. The net contribution to pseudoscalar density comes only from the Fermi sea,
where we used the spectral weights which we have computed for the fermion number. Now we have verified that the pseudoscalar condensate exists in the GN model at finite density, as stated in the introduction. While its spatial average is zero, it is locally nonzero in space.
Actually it is more instructive to express the pseudoscalar density in another way. Note that we have a relation,
FIG. 4: (Left)
The "elliptic" chiral spirals at λ = 0.9. We plot the amplitude free parts of
(Right) The plots at λ = 0.9 for the (normalized) scalar (S), pseudoscalar (PS), and fermion number density (n). For the fermion number density, we divide it by N p F /π. The fermion number is stuck at the location of the domain wall where the scalar density passes zero.
Therefore at given ω, the pseudoscalar density is proportional to the spatial gradient of the scalar density. After integrating over ω with the spectral weight, we find
This expression clarifies that it is the inhomogeneity of the chiral scalar condensate that drives the formation of the pseudoscalar condensate. The typical behavior is shown in Fig. 4.
E. High and low density limits
We consider the high and low density limits and examine qualitative aspects of the quantities which we have computed so far. To begin with, we first express λ in terms of p F /M 0 . The transcendal equation (68) in the λ → 0 and λ → 1 becomes
from which we get
Next we look at the parameter A which appears in place of the coordinate, ξ = Ax. Its asymptotic behavior is given by
Now we shall consider the physical quantities of particular interest.
(i) The asymptotic behavior of the energy gap is
In particular, at high density the gap is proportional to 1/p F and tends to close rather quickly. Here it should be noticed that this quick decreasing behavior is not generic in other two-dimensional models. For instance, in the NJL 2 model the gap stays at the vacuum value, ∼ M 0 . We will discuss this issue more in Sec.IV.
(ii) The low density behaviors of the chiral scalar and pseudoscalar condensates are
This is the solution for widely separated kinks. When the scalar density becomes zero, the pseudoscalar density is maximized. On the other hand, the scalar density is maximized when the pseudoscalar density is zero. Therefore the combination of the scalar and pseudoscalar density forms the chiral spirals, as shown in Fig.4 .
(iii) The high density behaviors of the chiral scalar and pseudoscalar condensates are
where G 2p F is defined by substituting 2p F in place of Λ in the coupling constant G(Λ). This disparity of the effective coupling constants reflects the fact that the scalar and pseudoscalar density acquire contributions from different domains. We can construct an approximate invariant, The size of the gap is known to be ∼ M 0 , independently of the value of p F .
As p F becomes larger, the expression approaches the chiral spirals with equal amplitudes for the scalar and pseudoscalar density.
IV. DISCUSSIONS
In this section we examine the qualitative differences between the chiral spirals in the GN model and in the QCD 2 or NJL 2 models. First we compare results of the GN model and of QCD 2 by contrasting the short and long range interactions. Secondly we argue why results of the GN and NJL 2 models are qualitatively different, by emphasizing the structure of the
4-Fermi interactions.
A. Short-range vs long-range interactions 
The condensate includes the contributions up to ω ∼ −Λ. This is the reason why the scalar density is proportional to ∼ ln(2Λ/M 0 ).
On the other hand, in the chiral pseudoscalar density, the Dirac sea contributions from the first and second energy branches cancel, leaving only the Fermi sea contribution
The amplitude is proportional to ∼ ln(4p F /M 0 ). Due to the mismatch in the net contributions for the scalar and pseudoscalar density, their amplitudes are naturally different in the GN model.
When using this result as a guide for the QCD phase diagram, espcially when p F becomes larger than the vacuum quark effective mass, we should use the GN results with some cautions. The above result strongly depends on the fact that the gaps at the Fermi and Dirac sea have the same size at the edge of the first energy branches. Such large gap in the Dirac sea is rather specific to models of the contact interactions. In such models, although the condensation is initially driven by the low energy particle-hole pairs near the Fermi surface, the created condensate affects spectra all the way from the Fermi surface down to the Dirac sea. Then the resulting gapped fermions in the Dirac sea also contribute to the condensate, giving large feedback to the fermions near the Fermi surface. Therefore there is a tight connection between the structure of the Fermi sea and Dirac sea.
In contrast, for models of the long range interactions such as QCD, the physics near the Fermi surface does not strongly affect the structure of the Dirac sea. In fact, with momentum dependent forces, the gap functions in general become momentum dependent.
If we had used models of long range interactions such as 1/ p 2 force, the gap is large near the Fermi surface but is small otherwise. In particular, the chirality violating effective mass tends to disappear in the Dirac sea as fermion density becomes large [6] . Then the main contribution to both chiral scalar and pseudoscalar density comes from the Fermi sea and they tend to acquire the same amplitude. Actually this is what happens in models like QCD 2 .
B. The GN model vs NJL 2 model
In the NJL 2 model, the interaction is short range, like the GN model. Nevertheless qualtiative aspects of the chiral condensates are more similar to QCD 2 rather than the GN model. Moreover, in contrast to the GN model, models in the latter class have the energy gap of ∼ M 0 instead of the decreasing gap ∼ M 2 0 /p F (Fig.5) . The key observation to understand all these tendencies is that the combination of the 4-Fermi interactions can be arranged in such a way that physics near the Fermi surface tend to decouple from physics in the Dirac sea.
To explain this, first we project the fermion fields onto the right-and left-moving components,
For free fermions, the field equation is given by
from which we observe that the right components have positive energy for p z > 0 and negative energy for p z < 0. The relation is opposite for the left components.
Now we express the 4-Fermi interactions in terms of left and right components. For book keeping purpose, let
The Fourier transform of Φ is
Notice that for q z 2p F , both of fields ψ r and ψ l at small δp z describe the fermion fields near the Fermi points. If q z is very different from 2p F , either of fields ψ l or ψ r in Φ(q) must be in the region far away from the Fermi surface, costing more energy. This is the reason why the homogeneous condensation at q z = 0 tends to disappear at finite density while instead the inhomogeneous condensate of Φ(q z = 2p F ) develops due to the condensed particle-hole pairs near the Fermi surface.
Now we consider the 4-Fermi interaction in the NJL 2 . It can be written as
Note that the interaction couples Φ(q) with Φ * (q). When one of Φ(q) is replaced with the mean field Φ(q z = 2p F ) , it affects only Φ * (q z = 2p F ) in which left-and right-moving fermions can simultaneously stay at low energy for small δp z , and also simultaneously go to high energy for large δp z . Phrasing in another way, the mean field scatters low energy fields to low energy, and high energy fields to high energy, but does not strongly mix up fields belonging to different energy domains.
The meaning of the above statements become clearer if we consider the GN model. Its
where we find extra couplings, Φ(q)Φ(−q) and Φ * (q)Φ * (−q). Now imagine that we have a mean field, Φ(q z = 2p F ) . Then it couples to the composite field Φ(q z = −2p F ). But its content is . This is an approach persued in Ref. [11] .
We have also contrasted the GN model with NJL 2 model and QCD 2 . In the GN model, the specific form of the 4-Fermi interaction and its short-range properties together make the strong Fermi-Dirac sea coupling which deforms the Dirac sea, even producing the energy gap inside of the Dirac sea. If the interacton is replaced with the long-range one, such strong deformation of the Dirac sea tends to disappear. The similar results can be found if we arrange the 4-Fermi interactions in such a way that couplings between the Fermi and Dirac sea dynamics become weak, as happened in the NJL 2 model. We found it very interesting that simple arrangements of the 4-Fermi interactions can control the coupling between the Fermi and Dirac sea contributions. The freedom to choose the 4-Fermi interactions can be used to reduce the discrepancies between the models of the NJL 4 type and of the long-range interactions. We may even use the above kinematic considerations as a guide to restrict possible forms of the effective models at finite density, in addition to the ordinary symmetry considerations.
More implications from the GN model studies to the results of the NJL 4 model will be discussed elsewhere. The series expansion for the elliptic functions is useful for several purposes, such as numerical computations. We have already given the expansion for Jacobi's θ-function and Z-function in Eqs. (26) and (28). The expansion for the elliptic functions is (q ≡ e −πK /K ) [25] .
sn(x|λ) = 2π λ 1/2 K 
For small λ, the elliptic functions can be expanded as [26] , sn(x|λ) = x − (1 + λ) x To determineχ fromφ including the relative phase, we use Eqs.(6) and (35). We first compute the derivative. First we note that
To proceed further, we need to use the formulas [27] . .
The expanding the elliptic functions via Eq.(A2), we get
Next we treat our dispersion at quasimomenum Q = Λ,
Using the imaginary transformation formula [31],
The computation of the first term in RHS requires comments. Using Eq.(D1) and then formula [32], we get
The remaining calculations are straightforward. We can express the momentum cutoff Λ as a function of ,
Combining Eqs.(E2) and (E6) to erase , we arrive at Eq.(46) which expresses ω Λ as a function of Λ. 
