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sicuro  per  chi  le  acquista,  tuttavia  esse  differiscono  per  dimensione,  equipaggiamenti,  modello  e 
prestazioni. Queste differenze sono il risultato di progettazioni intenzionali che comprendono anche il tipo 


































La  carta  di  controllo  è  una  delle  principali  tecniche  adottate  per  il  controllo  statistico  di  un  processo. 





































































































La  resistività  spesso  varia  in  maniera  sistematica  a  seconda  della 
posizione del wafer nel tubo di diffusione. In particolare la resistività 
dei wafer vicini alla sorgente del gas è diversa dalla resistività dei wafer 









Supponiamo  che  la  caratteristica  di  interesse  X,  la  resistività,  abbia  una  media  fissa  con  una  varianza 
costante e che le misurazioni siano indipendenti una dall’altra. Un semplice modello di variazione è dato 
da: 
    μ                     1 ,…   














     μ      є                    (2.1) 
dove  
•    ~  0,  
   ;      1 ,…,   
•       ~  0,  
   ;   1 ,…,   










  e   
 . L’effetto dell’annidamento è che la varianza 
totale  di  una  singola  misurazione  è  data  dalla  somma  delle  componenti  di  varianza  di  ogni  livello 
dell’annidamento: 
  
  =   




    





dove con     si intende la media delle misurazioni per un particolare wafer. 
La varianza delle medie di X, per wafer,  può essere stimata da: 
      
 = 
 
      ∑       




•     i. rappresenta la media per il wafer i,      i = 
 
  ∑    
    ij 
•     .. rappresenta la media di tutte le osservazioni,     .. = 
 
   ∑∑   
   
 








          .  
   
 
   
 
                   (2.4) 
Riarrangiando l’equazione (2.2) si ottiene la stima della componente di varianza   
 : 
    
 =       
   
  





Un  quesito  da  porsi  durante  la  valutazione  di  un  modello  con  componenti  di  varianza  riguarda  la 
significatività  statistica  di  tali  componenti.  Per  il  modello  (2.1),  questo  equivale  a  saggiare  le  seguenti 
ipotesi: 
  :     0  











      μ              є                     (2.6) 
dove  
•    ~  0,  
   ;            1 ,…,   
•       ~  0,  
   ;       1 ,…,   
•        ~  0,  
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Ora, la componente di varianza dei wafer   
  è stimata tramite: 
    
         
   






      
  = ∑
     ..    ...  
   
 
     
Ora, la componente di varianza dei lotti è stimata tramite: 
    
         
   
    
 
   
















































































































































































































































































































•  Bi è l’effetto casuale dell’ i‐esima postazione, Bi ~ N(0,   
 ); 










Sia    ..  la media di tutte le osservazioni. In controllo      ..   μ , parametro del processo da sottoporre 
in controllo, e 
       ..    =     μ  +     
 
  ∑   
 
      +     
 
   ∑∑   
 
   
 
      
  = 
 
        
  + 
 




    
  + 
 
     
            (3.1) 
 
Assumendo la normalità delle osservazioni    ,  abbiamo: 
•  UCL   =    µ +     
 
      
  
 
    
  
 
             (3.2) 
•  CL   =  µ          (3.3) 
•  LCL   =    µ ‐     
 
      
  
 
    
  
 
           (3.4) 
Dove  µ,    
   e    






3.2.2  Carta di controllo Shewhart per la componente di varianza    
  
Per  la  sorveglianza  della  componente  di  varianza    
 ,  i  limiti  di  controllo  Shewhart  vengono  calcolati 
considerando la distribuzione del rapporto 





          
  
  




gradi  di  libertà.  I  limiti  di  controllo  per  la  carta  Shewhart  possono  essere  determinati  facilmente  e 
accuratamente per un dato tasso di falsi allarmi α come segue: 
•  UCL   =  
  
   
    
  ;       
 
                   (3.5) 
 
•  CL   =  
  
    , ;       
 
                  (3.6) 
 




  ;       
 
          (3.7) 
dove   
  è stimata usando dati provenienti dal processo in controllo con l’equazione (2.4). 
3.2.3  Carta di controllo Shewhart per la componente di varianza    
  
La componente 
     
  può essere espressa come la differenza tra due variabili casuali indipendenti, ognuna 
proporzionale ad una variabile casuale chi‐quadro. Dall’equazione (2.5) possiamo scrivere: 




      
    
   ~       
 
   ; 
       
  
2  ~        
 
               (3.8)               
Ponendo        
     
      e      
      




densità         
  si ottiene da: 
 
   P(Y   y) =       , 
 
       n (x+y)    ,  (nx) dx. 
Integrando la funzione di densità si ottiene la funzione di ripartizione di  : 
P(Y   y) =        , 
 
    
 





La  funzione  di  ripartizione  permette  di  ricavare  i  vari  percentili  della  distribuzione  di      
   .  Una  stima 
accurata  (somma  dei  quadrati  degli  errori  compresa  tra  4x10
‐7  e  5x10
‐4)  di  questi  percentili,  per  la 
determinazione dei limiti di controllo, è ricavata mediante modelli di regressione. Chang e Gan (2004) 
forniscono diverse tabelle con i coefficienti di regressione per determinare i limiti di controllo per valori di α 




compreso nel range (0,05-3).  
La costruzione della carta Shewhart per la sorveglianza di σB




  quando    e   sono in controllo; 
2)  Calcolare  il  limite  di  controllo  superiore  UCL,  corrispondente  al  quantile  (1 ‐  
 




      +    z +    z
2)                (3.9) 
 
dove i coefficienti   ,    e    possono essere ottenuti dalle tabelle in Chang e Gan (2004). 
Quando r è un numero pari i limiti di controllo esatti non possono essere ottenuti perché la formula 







Di  seguito  vengono  disegnate  le  tre  carte  Shewhart  per  50  campioni  ottenuti  tramite  simulazione.  Si 
suppone che,  per le misurazioni dello spessore della lega nel processo  descritto all’inizio del capitolo, siano 
selezionate  r  =  5  postazioni  casuali  della  basetta  e  in  ognuna  di  queste  vengano  effettuate  n  =  2 
misurazioni.  Si suppone inoltre che, basandosi su una collezione di campioni provenienti dal processo in 





•  UCL   =    µ +     
 
      
    
 
    
    
 
       4 0 2 . 8    
 ,    
    
 ,    
        50,8  
•  CL   =  μ 4 0       
•  LCL   =    µ ‐     
 
      
    
 
    
    
 
         40   2.8   
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  ;       
 
          = 
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 ,   
 ,    = 0,983 
 
2)   
•  UCL =   
      +    z +    z
2) = 50,908 (1,4865 - 0,093539*0,983 + 3,7335*0,983
2) = 254,7 
•  LCL = 0  
 
3)   
•  CL =   
     +    z +    z
2) = 50,908 (-0,0072305 – 0,05503*0,983 + 0,85025*0,983































•  schema  unilaterale  superiore  disegnato  per  l’individuazione  di  un  aumento  del  valore  di  µ.  Lo 
schema è denotato con    
   ed è calcolato usando la seguente formula: 
  
    0;           
              
               ,0    
•  schema unilaterale inferiore disegnato per l’individuazione di una diminuzione del valore di µ. Lo 
schema è denotato con     
   ed è calcolato usando la seguente formula: 
  
    0;            
              
                ,0    
Ogni volta che   
       oppure   
       la carta segnala un allarme. I valori     0  e     0  sono detti 
soglia superiore e inferiore. Il valore    è detto valore di riferimento superiore ed è tipicamente scelto tra il 
limite superiore della regione accettabile per µ e il limite inferiore della regione inaccettabile per µ.  
Analogamente il valore      è detto valore di riferimento inferiore ed è tipicamente scelto tra il limite 
inferiore della regione accettabile per µ e il limite superiore della regione inaccettabile per µ.  
Si determinano quindi le regioni accettabili e inaccettabili ricavando i valori di    e    a seconda del salto 
di livello in unità di σ.  
Dalla formula:           
              
               ,0     
      =          
           μ    
 μ1 μ0 
2  ,0     
Si ricavano:            μ    
 μ1 μ0 
2      e          μ    
 μ1 μ0 
2   
dove μ  rappresenta la media del processo in controllo e μ  rappresenta la media del processo fuori 
controllo; μ  in particolare è espresso in termini di salto di livello in unità di σ: μ    μ        dove 
          .. . 
Costruite le statistiche    
   e    








3.3.2  Carta di controllo CUSUM per la componente di varianza    
  
Se la regione accettabile per σ è       e la regione inaccettabile per σ è σ     , con          , lo schema 
di controllo CUSUM è implementato con un unico schema unilaterale superiore  definito come segue: 
     0;                              
      ,0        
dove il valore di riferimento k è calcolato come segue: 
       




       
   
La  soglia  approssimata  H=h*σ,  con             
    ,  può  essere  calcolata  tramite  simulazione  (vedi 
appendice) 
 








denotiamo con     il limite superiore della regione accettabile e con     il limite inferiore della regione 





stimatori non distorti        
   η   dove       
  è dato dalla (2.3). 
Lo schema di controllo CUSUM è  definito come segue: 
     0;                              
   η k     ,0    
      dove il valore di riferimento k     è calcolato come segue: 
k          
     1
2   
  0
2   
 
   0
2     
 1
     1
2     
 1 












  è data da     
           
   
    
 
      
  Lo schema di controllo CUSUM è  definito come segue: 
     0;                            
   k    ̂ ,0    
dove il valore di riferimento k     è calcolato come segue: 
k   ̂          
     1
2    ̂
  0
2    ̂
 
   0
2    ̂ 
 1
     1
2    ̂ 
 1 
La  soglia  approssimata  H=h*σ,  con            










di rifiuto sono |μ μ  |     . Dal paragrafo 3.3.2 abbiamo che: 
       ..    
1
    
2    
1
     
2   
 
  7,014    
 
    7,135  = 14,93 
Dunque            ..   3 , 8 6  , le aree di rifiuto sono |μ 4 0 |  3 , 8 6  e μ   μ          43,86 
A questo punto i valori di    e     sono pari a: 
      4 0 
 43,86 40 
2  =41,93 
      4 0 
 43,86 40 
2  =38,07 









Per  la  sorveglianza  della  componente  di  varianza    
 ,  considerando  accettabile  la  regione         ed 
inaccettabile un salto di livello pari a  1σ, l’area di rifiuto è σ     . Dal paragrafo 3.2.2 abbiamo che la 
variabile casuale  
           
 
  
    ~         
   da cui si ottiene     
   
     1 
2   
 
        
s.e.(     
 ) =          
          
       
    
 
            
  
                    
       
          
             
     
   ,      
         32,197  
Dunque      32,197;       
      
       . .       ;          7,135   1  32,197  = 9,116 
la regione inaccettabile per σ è σ   9,116 quindi il valore di riferimento k è pari a: 
    
    
 ,   
 ,    





Per  la  sorveglianza  della  componente  di  varianza    
 ,  considerando  accettabile  la  regione         ed 
inaccettabile un salto di livello pari a  1σ, l’area di rifiuto è σ     .  
Si ricordi che     





Dalla (3.8) abbiamo che     
  può essere espressa come la differenza tra due variabili casuali indipendenti, 
ognuna proporzionale ad una variabile casuale chi‐quadro, quindi: 
    
  = 
      
      
 
     Æ         
         
      
      
 
       
          
 
          
     
 
     
     
 = 
       
    
        Æ     
    
 
          
       
    
 
            
         
 
              
   
 
            
 . .     
              
              
         
    
 
 
     
2   74,65 
5 1
 
2   50,908 
 5 2   1  2    55,186 
Dunque    
       
        . .     










   2 5 , 4 5         k        25,45  
   
  ,       ,  
 ,       ,    



















             1           
dove 0   1  è una costante e il valore iniziale (richiesto con il primo campione per i=1) va fissato al 
valore di riferimento, ovvero     μ   
Secondo il modello (2.1) abbiamo che: 
     ) =    ..   ;           ..  =  
 
    
  + 
 
     
 ;       
 
     
    
 
      
  
i limiti di controllo per la carta EWMA per il monitoraggio di µ sono: 
•  UCL:     ..        
 
    1  1       
•  CL:       .. 
•  LCL:     ..        
 
    1  1       
dove       sarà  stimata  da  campioni  provenienti  dal  processo  in  controllo.  Il  termine  1  1       si 
approssima all’unità al crescere di t quindi dopo un periodo sufficientemente elevato si possono utilizzare i 
limiti di controllo asintotici: 
•  UCL:     ..        
 
    
•  CL:       .. 
•  LCL:     ..        
 



















































































































































































              q<‐q+((x[i,j]‐media_righe[i])^2)/(nosservazioni‐1)  } 

























































































































































































































































































































































































































































































































































































































































































































  ferma<‐0                #va a 1 se tutti gli stop sono a 1 (ciclo while) 
  j<‐j+1 
  c<‐1 
  #simulo il campione c=1 
  x<‐simula(media1,sigmab1,sigmaE1,ngruppi,nosservazioni)   
   
  mediax<‐x$mu 
  s2Ex  <‐x$sigma2e 
  s2bx  <‐x$  sigma2b 
  s2bmx <‐x$sigma2bmedio   
 
  #calcolo le statistiche delle carte CUSUM per il primo campione    
  spiu_cusum_medie[1] <‐max(0,mediax‐kpiu) 
  smeno_cusum_medie[1]<‐max(0,mediax‐kmeno) 
  s_cusum_s2E[1]      <‐max(0,s2Ex‐k_se) 
  s_cusum_s2b[1]      <‐max(0,s2bmx‐eta‐k_sb) 
 
  #carte Shewhart (primo campione) 
    if((mediax>UCLmu)|(mediax<LCLmu)){            
      stop[4]<‐1 
      RL[4,j]<‐1 
      } 
    if((s2Ex>UCLse)|(s2Ex<LCLse)){  
      stop[5]<‐1 
      RL[5,j]<‐1 
      } 
    if((s2bx>UCLsb)|(s2bx<LCLsb)){  
      stop[6]<‐1 
      RL[6,j]<‐1 
      }  
 
 
44 
 
     
#carta ewma 
  limite_inf_t[c]<‐media‐(L*std_err_media*sqrt((lambda/(2‐lambda))*(1‐(1‐lambda)^(2*c)))) 
  limite_sup_t[c]<‐media+(L*std_err_media*sqrt((lambda/(2‐lambda))*(1‐(1‐lambda)^(2*c)))) 
  ewma[1]<‐lambda*mediax+(1‐lambda)*media 
  if((ewma[1]>limite_sup_t[c])|(ewma[1]<limite_inf_t[c])) 
  { 
  stop[7]<‐1 
        RL[7,j]<‐1 
  } 
 
#PER I CAMPIONI DOPO IL PRIMO... 
  while(ferma==0)  #genero campioni finchè non ho trovato la j‐esima RL per tutte le carte 
  {   
    c     <‐ c+1          
    x      <‐ simula(media1,sigmab1,sigmaE1)   #simulo il campione c; c=2,...     
    mediax<‐ x$mu 
    s2Ex  <‐ x$sigma2e 
    s2bx  <‐ x$sigma2b 
    s2bmx <‐ x$sigma2bmedio 
    ###CUSUM SULLE MEDIE### 
    if(stop[1]==0) 
        { 
        spiu_cusum_medie[c]<‐max(0,spiu_cusum_medie[c‐1]+mediax‐kpiu) 
  smeno_cusum_medie[c]<‐max(0,smeno_cusum_medie[c‐1]‐mediax‐kmeno) 
          if((spiu_cusum_medie[c]>UCLcusum_mu)|(smeno_cusum_medie[c]<LCLcusum_mu)) 
          { 
          stop[1]<‐1 
          RL[1,j]<‐c 
          } 
  }       
    ###CUSUM SU SIGMA2E### 
    if(stop[2]==0) 
      { 
      s_cusum_s2E[c]<‐max(0,s_cusum_s2E[c‐1]+s2Ex‐k_se) 
      if(s_cusum_s2E[c]>soglia_se)  
        { 
        stop[2]<‐1 
        RL[2,j]<‐c 
        } 
      }     
    ###CUSUM SU SIGMA2B### 
    if(stop[3]==0) 
      { 
      s_cusum_s2b[c]<‐max(0,s_cusum_s2b[c‐1]+s2bmx‐eta‐k_sb) 
      if(s_cusum_s2b[c]>soglia_sb)  
        { 
        stop[3]<‐1 
        RL[3,j]<‐c 
        } 
      }  
 
 
45 
 
    ###SHEWHART PER LE MEDIE###    
    if(stop[4]==0){ 
     
      if((mediax>UCLmu)|(mediax<LCLmu)){    
        stop[4]<‐1 
        RL[4,j]<‐c 
        } 
    }     
    ###SHEWHART PER SIGMA2E###   
    if(stop[5]==0){ 
     
      if((s2Ex>UCLse)|(s2Ex<LCLse)){ 
        stop[5]<‐1 
        RL[5,j]<‐c 
        } 
       }      
    ###SHEWHART PER SIGMA2B###   
    if(stop[6]==0){ 
     
      if((s2bx>UCLsb)|(s2bx<LCLsb)){ 
        stop[6]<‐1 
        RL[6,j]<‐c 
        } 
     }    
    ###EWMA PER LE MEDIE###  
  if(stop[7]==0){ 
  limite_inf_t[c]<‐media‐(L*std_err_media*sqrt((lambda/(2‐lambda))*(1‐(1‐lambda)^(2*c)))) 
  limite_sup_t[c]<‐media+(L*std_err_media*sqrt((lambda/(2‐lambda))*(1‐(1‐lambda)^(2*c)))) 
  ewma[c]<‐lambda*mediax+(1‐lambda)*ewma[c‐1]     
  if((ewma[c]>limite_sup_t[c])|(ewma[c]<limite_inf_t[c])) 
  { 
  stop[7]<‐1 
        RL[7,j]<‐c 
  } 
  } 
    if(c>10000)ferma=1       
    if(mean(stop)==1)ferma<‐1      #tutte le RL sono state trovate 
   
  } #fine while 
 
}   #fine for (s arl) 
 
arl_carte[,i]<‐apply(RL,1,mean)     #matrice RL completa ‐‐> media su righe per ottenere gli ARL per le 
7 carte con delta j‐esimo 
 
}   #fine for salti delta 
 
z2<‐date()     #ora di fine 
list(arl_carte=arl_carte,salti=valori_salto,valore_parametri=valori_parametri,time_inizio=z1,time_fine=z2)   
}  
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