Abstract. We give an overview of the thermodynamic formalism for countable Markov shifts, and indicate applications to surface diffeomorphisms.
What is "thermodynamic formalism"?
1.1. Introduction. The ergodic properties of a dynamical system depend on the choice of invariant measure. If a dynamical system has several different ergodic invariant measures, which is often the case, then the question arises which measure to choose to analyze the system.
Physicists working in statistical mechanics encounter a similar problem. Thermodynamic quantities are weighted averages of microscopically defined quantities. Which weighting scheme to use?
Gibbs and Boltzmann found the weighting schemes ("ensembles") which reproduce empirical observations. Sinai and Ruelle imported these schemes to dynamics.
1 They showed that some of the most important invariant measures in smooth ergodic theory can be viewed as analogues of the Gibbs canonical ensemble, and that certain laws in statistical physics translate to mathematical theorems on the properties of these measures.
Sinai called such measures Gibbs measures, and Ruelle called the entire program thermodynamic formalism.
The word "formalism" is appropriate, since it is just the formal aspects of equilibrium statistical physics that is important. The physics itself does not play a role. True enough, thermodynamic formalism studies "Gibbs measures" associated to "interaction potentials." But the theory usually makes no assumptions on the functional form of the potential, which is where the physical content lies. As a result, the theory applies to many problems in geometric measure theory, Riemannian geometry, and number theory, whose natural "interaction potentials" have nothing to do with real physical interactions.
The beauty of thermodynamic formalism is that its language allows for making conjectures (which often turn out to be correct) in contexts far removed from physics, by following analogies with the physical world. In this section we will review some of the basic concepts of equilibrium statistical physics and explain how to translate them to language of ergodic theory.
1.2. The canonical ensemble. As a rough approximation, thermodynamics is a collection of empirical laws which govern the behavior of large systems (e.g. a litre of gas) on the large ("macroscopic") scale, and statistical physics is a theoretic attempt to derive these laws from the assumption that matter is made from molecules which follow the laws of mechanics (quantum or classical).
The basic idea is to model the thermodynamic quantities q of the system by functions q( x 1 (t), . . . , x N (t)) of the individual state x i (t) of the molecules which constitute it ("microscopic state"). Because of the enormous number of particles (N ∼ 10 24 ), the chaotic nature of their motion, and the fact that q(·) is usually not very sensitive to changes in an exponentially small fraction of its coordinates, one expects q( x 1 (t), . . . , x N (t)) to fluctuate near a constant. Statistical mechanics interprets this constant as the thermodynamic quantity q we measure in the lab.
To find q, we need to average q( x 1 (t), . . . , x N (t)) in time. A central working assumption (the "ergodic hypothesis") is that the average 1 T T 0 q( x 1 (t), . . . , x N (t))dt can be approximated as T → ∞ by the space average q( x 1 , . . . , x N )dµ( x 1 , . . . , x N ) over all possible microscopic states ( x 1 , . . . , x N ), with respect to some measure µ on the space of configurations. The question is which measure to use.
One of the important choices is called the canonical ensemble. Imagine a small closed non-thermally isolated gas container ("system A") sitting in a large open room ("system B"). We assume that A can exchange energy with B; A cannot exchange particles with B; B is at equilibrium; and B is so large that the energy it exchanges with A does not affect its thermodynamic properties.
Assume for simplicity that the list of possible microscopic states ξ = ( x 1 , . . . , x N ) of the container is finite. Gibbs's rule for the probabilistic weight of state ξ at equilibrium is where U (ξ) :=total energy of system A when in state ξ, β := 1 k B T where k B is a physical constant, T is the temperature of B, and Z(β) := ξ e −βU (ξ) is the normalizing constant, called the partition function. This probability distribution is called the canonical ensemble.
In more complicated situations, e.g. when the container is open and can also exchange particles with the room, the function U (ξ) is replaced by a more complicated expression which leads to another weighting scheme, called the grand canonical ensemble. The details are not important. What is important is the form where the choice of function and parameters depends on the physics of the problem.
If the space of all possible configurations ξ is uncountable, then (1.1) does not make sense, because we cannot perform the normalization. In such cases, we have to use other methods to define the canonical ensemble. Mathematical physicists have come up with several ways to do this, which we now review. For the sake of concreteness we limit ourselves to a particular example: the one-sided one-dimensional lattice gas model.
. The problems are immediately apparent: the expressions within quotation marks are not necessarily finite, and the sum in the denominator has uncountably many terms.
Mathematical physicists came up with several alternatives to (1.1) which do make sense. We will review these alternatives, paying special attention to the heuristics which motivate them.
1.4. Dobrushin-Lanford-Ruelle states. Instead of giving a formula for Pr directly, we will give formulas for the conditional probabilities of x 0 , . . . , x n−1 given (x n , x n+1 , . . .).
Write z . Now there is no problem to normalize, because (y 0 , . . . , y n−1 ) ranges over a finite set, with 2 n elements. To make this precise, let B denote the smallest σ-algebra which makes the coordinate functions X i (x 0 , x 1 , x 2 , . . .) = x i measurable. B is the Borel σ-algebra for the metric d(x, y) = exp[− min{i ≥ 0 : x i = y i }], and σ −n (B) is generated by X i , i ≥ n. Given a Borel probability measure m, we define The right hand side of (1.2) an L 1 element, not a function, and is only defined a.e. Definition 1.1. A Borel probability measure m on (X, B) is called a DobrushinLanford-Ruelle (DLR) state for the potential U at inverse temperature β, if
The equations for m(x 0 , . . . , x n−1 |x n , x n+1 , . . .) are called the DLR equations. It is not clear that they can be solved, or that if a solution exists then it is unique. We will discuss these questions later.
The DLR equations appear quite naturally in ergodic theory, even in situations which have nothing to do with physics. To explain how, we need the following definitions. We continue to work in the context of the left shift σ on X = {0, 1} N , postponing the discussion of the general case to later sections.
A Borel measure ν on X is called non-singular, if for every Borel set E,
, with strict inequality possible due to the non-invertibility of σ. It is easy to see that if ν is non-singular, then ν ν • σ, and therefore the Radon-Nikodym derivative dν dν•σ is well-defined. We call dν dν•σ the Jacobian of ν w.r.t. σ.
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Suppose φ : X → R is Borel. A Borel probability measure ν on X is called a conformal measure for φ if it is non-singular, and if there is a constant λ s.t.
Every non-singular measure ν is conformal for φ := ln dν dν•σ . The next theorem shows that every non-singular measure is a DLR states for some suitable (measurable) "interaction potential." Theorem 1.2. Any conformal measure for φ := −βU is a DLR state with potential U at inverse temperature β.
Proof. Given two a, b ∈ {0, 1} n , the holonomy map By the martingale convergence theorem, for all words a and b of length n, ν(b 0 , . . . , b n−1 |x n , x n+1 , . . .) ν(a 0 , . . . , a n−1 |x n , x n+1 , . . .
Treating a as a constant and b as a variable, we get ν(b|x
, whence the DLR equations.
1.5. Thermodynamic limits. Another approach for making sense of (1.1) is to "approximate" X from within by countable or finite X n ⊂ X, define the canonical ensembles for X n , and pass to the limit.
One popular approximation scheme is to impose "periodic boundary conditions": X per n := {x ∈ X : σ n (x) = x}. Another common approach is to impose a "fixed boundary condition":
We focus on the latter approach, because it leads more quickly to one of the basic tools of the trade, Ruelle's operator. If we apply (1.1) blindly to X n then we get the following formula (expressions within quotation marks are not well-defined):
The idea is now to let n → ∞ and look for weak-star limit points. The measures Pr Xn can be expressed very efficiently using Ruelle's operator
where φ := −βU . To do this, let
Definition 1.3. A thermodynamic limit with potential U , inverse temperature β and boundary condition x is a weak-star limit point of
To understand the weak-star limit points of Pr Xn , one needs to understand the asymptotic behavior of L n φ as n → ∞. Again we see the relevance to dynamics: Averaging operators of the form (1.3) appear naturally in dynamics as transfer operators, or dual operators for nonsingular measures. The asymptotic behavior of their powers contains information on the ergodic and stochastic properties of the dynamical system, and any general tool for determining this behavior has potential applications to dynamics.
Equilibrium measures.
A completely different approach to the canonical ensemble is to characterize the probability distribution (1.1) as a solution to a variational problem, and then hope that the variational problem is well-posed when the configuration space is uncountable.
This can be done. Let (U 1 , . . . , U N ) be a vector, representing the energies of a system which can only occupy a finite number of states (1 to N ). The canonical ensemble distribution of this system p = (p 1 , . . . , p N ), p i = e −βUi / e −βUi turns out to be the unique minimizer of the quantity
F is called the average Helmholtz free energy, p i U i is called the average energy of p, and H(p) is called the entropy.
3 The canonical ensemble can thus be thought of as the probability distribution which minimizes the average free energy. Ruelle had the idea of using a similar principle for the lattice gas model.
Worried by the fact that the total energy k≥0 U • σ k diverges at many configurations, we will replace the total free energy by the free energy per site, defined for a Borel probability measure µ by the following limit, when it exists:
If µ is shift invariant and U is absolutely integrable w.r.t µ, then the limit does exist, and it equals U dµ − 1 β h µ (σ) where h µ (σ) is the metric entropy of µ. Thus it makes sense to look for the shift invariant measures µ which minimize U dµ − 1 β h µ (σ). The custom in dynamics is to pull the negative constant − 1 β out, and look for measures which maximize h µ (σ) + φdµ, where φ := −βU . Definition 1.4. An equilibrium measure for U at inverse temperature β is a shift invariant measure µ which maximizes h µ (σ) + φdµ for φ = −βU , over all invariant Borel measures.
Notice that equilibrium measures are shift invariant by definition. This is not always the case for DLR states or thermodynamic limits. However, we shall see later that for countable Markov shifts, equilibrium measures only differ from DLR states or thermodynamic limits by a positive density function.
1.7. Gibbs measures in the sense of Bowen. This definition, due to Bowen, originated in dynamics rather than mathematical physics: Definition 1.5. Let φ := −βU . A Gibbs measure in the sense of Bowen is a shift invariant Borel probability measure m s.t. that for some M > 1 and P ∈ R, for every finite word a = (a 0 , . . . , a n−1 )
This is a strong uniform way of saying that m[a]
It can be shown that for the lattice gas model, if U is Hölder continuous, then every equilibrium measure is a Gibbs measure in the sense of Bowen. This extends to topological Markov shifts with a finite alphabet. But when the alphabet is infinite, Gibbs measures in the sense of Bowen cannot exist unless the underlying shift satisfies a very strong combinatorial property, called the big images and preimages property, see Theorem 5.9 below.
Therefore while this definition is central to the thermodynamic formalism of subshifts of finite type, it is less important to the thermodynamic formalism of countable Markov shifts.
1.8. Plan of the survey. We have given several non-equivalent definitions for the canonical ensemble in the case of the lattice gas model {0, 1} N : DLR states, thermodynamics limits, equilibrium measures, and Gibbs measures in the sense of Bowen. Do these measures exist? Are they unique? What are their ergodic properties? What are their stochastic properties? Do the different approaches to the canonical ensemble lead to the same measures? We will discuss these questions in the case when {0, 1}
N is replaced by a general topological Markov shift. The interest in such questions is that topological Markov shifts appear as symbolic models for smooth dynamical systems, and measures with smooth Jacobians (which as we saw above can be viewed to be DLR states for a smooth potentials) appear naturally in dynamical contexts. The interest in countable state topological Markov shifts is that they appear in the non-uniformly hyperbolic setup, see §8.1. At the end of the survey we will mention applications to surface diffeomorphisms.
1.9. Notes and references. The different approaches to the canonical ensemble originate in the mathematical theory of the foundations of equilibrium statistical physics. Equilibrium measures were introduced by Ruelle [Rue67] . DLR measures were introduced by Dobrushin [Dob68a] , [Dob68b] , [Dob68c] and Lanford & Ruelle [LR69] . What we call "thermodynamic limits" are called in the literature "Gibbs states" or "Gibbs measures." DLR measures are also called "Gibbsian random fields." We chose different terminology, to avoid confusion.
Ruelle gave a complete analysis of the one-dimensional lattice gas model in [Rue68] . Around the same time, Sinai constructed Markov partitions for Anosov diffeomorphisms [Sin68a] , [Sin68b] , and showed that the resulting symbolic models are simple generalizations of the lattice gas models of statistical physics. This discovery linked hyperbolic dynamics to mathematical statistical physics.
Sinai suggested to use the thermodynamic approach to study Anosov diffeomorphisms [Sin72] . He showed that some of the natural invariant measures in hyperbolic dynamics can be viewed as certain types of thermodynamic limits. Bowen [Bow75] and Ruelle [Rue76] explained how equilibrium measures appear naturally in the theory of Axiom A diffeomorphisms. Bowen showed that in this case, equilibrium measures are also what we call "Gibbs measures is the sense of Bowen" [Bow75] . Since then the thermodynamic formalism has been applied to a wide variety of dynamical problems.
Here is a partial list of excellent references to thermodynamic formalism, with indications of some of the applications they discuss: [Bow75] (Anosov diffeomorphisms), [Rue78] (equilibrium statistical physics), [PP90] (Anosov flows), [Zin96] (complex dynamics), [Kel98] (interval maps), [MU03] and [PU10] (geometric measure theory).
Topological Markov shifts (TMS)
2.1. One sided topological Markov shifts. Suppose G = G(V, E) is a directed graph with a finite or countable collection of vertices V and edges E ⊂ V × V . We always assume that every vertex v has at least one in-coming edge a → v and at least one out-going edge v → b. The notation a → b means that (a, b) ∈ E, and the notation a n − → b means that there are vertices ξ 1 , . . . , ξ n s.t. a → ξ 1 → · · · → ξ n−1 → b. In this case we say that a connects to b in n steps, and that (a, ξ 1 , . . . , ξ n−1 , b) is admissible.
for all i}, together with the metric d(x, y) := exp[− min{n : x n = y n }] and the action of the left shift map
V is called the alphabet, and elements of V are called states. The matrix (t ab ) V ×V , t ab = 1 when a → b and t ab = 0 when a → b, is called the transition matrix.
) is a complete and separable metric space. Its topology is generated by the cylinders [a 0 , . . . , a n−1 ] := {x ∈ Σ + (G) :
The cylinders are open and closed. Σ + (G) is compact iff V is finite. When V is infinite, Σ + (G) is not compact, and sometimes not even locally compact. It is easy to check that Σ + (G) is locally compact iff for every a ∈ V , #{b ∈ V : a → b} < ∞. Compact TMS are also called subshifts of finite type. Non-compact TMS are also called countable Markov shifts ("countable" relates to V , not to Σ + (G)). 
Remark 2.3. Let A denote the transition matrix of G. If |V | < ∞, then topological mixing is equivalent to the existence of N s.t. all the entries of A N are positive. But when V is infinite, topological mixing is strictly weaker than this.
The following two theorems allow in many cases to reduce the discussion of general TMS to the topologically transitive or even topologically mixing case:
Theorem 2.5 (Spectral decomposition). Let Σ + (G) denote a topologically transitive TMS. There exists a natural number p, called the the period, such that
, and s.t. σ p : X i → X i is topologically conjugate to a topologically mixing TMS for all i.
The period is given by p := gcd{n : a n − → a} for some (all) states a.
Regularity of functions.
The modulus of continuity of φ : Σ + (G) → R is captured by the decay of the variations of φ:
If in addition var 1 φ < ∞ then we say that φ is locally Hölder. If in addition φ is bounded, then we say that φ is Hölder. The number θ is called a Hölder exponent of φ.
(3) A function with summable variations, if n≥2 var n φ < ∞. Every Markovian function is weakly Hölder continuous, and every weakly Hölder continuous function has summable variations. Neither of these conditions implies that φ is bounded, and it could even happen that var 1 φ = ∞.
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The essence of the summable variations condition is the following estimate:
. For every n ≥ 1 and every admissible word a = (a 0 , . . . , a n−1 ), if x, y ∈ σ[a n−1 ] and x
In particular, if φ has summable variations, then sup n≥1 [var n+k φ n ] − −−− → k→∞ 0.
2.3. Two-sided topological Markov shifts. Suppose G = G(V, E) is a finite or countable directed graph, such that every vertex a has at least one outgoing edge and at least one in-coming edge.
Definition 2.7. The two-sided topological Markov shift associated to G is the set Σ(G) := {x ∈ V Z : x i → x i+1 for all i ∈ Z}, together with the metric d(x, y) := exp[− min{|n| : x n = y n }] and the action of the left-shift map σ(
The conditions for the compactness, topological transitivity, and topological mixing of Σ(G) are the same as for Σ + (G). Local compactness is different: a twosided TMS is locally compact iff for every a, #{(u, v) : u → a → v} < ∞. Cylinders are also slightly more complicated because of the need to keep track of the left-most coordinate of the constraint. We will use the notation m [a 0 , . . . , a n−1 ] := {x ∈ Σ(G) : x m+i = a i (i = 0, . . . , n − 1)}. 4 It is important to include unbounded functions in the discussion, because for non-compact TMS with infinite topological entropy, only unbounded functions can have finite pressure.
Every shift invariant Borel probability measure µ on Σ(G) defines a shift invariant Borel probability measure µ
) and the Carathéodory extension procedure. Conversely, every shift invariant Borel probability measure µ
. This is an instance of the "natural extension" procedure.
Every
The converse is not true, but the following is enough for most applications.
Theorem 2.8. Suppose φ : Σ(G) → R has summable variations, then there exists φ + : Σ + (G) → R with summable variations and a bounded continuous function
Most of the thermodynamic formalism is invariant under addition of coboundaries: what works for φ, works for φ + h − h • σ. Therefore this theorem allows to reduce problems on two-sided shifts to problems for one-sided shifts.
Henceforth, unless stated otherwise, all topological Markov shifts are one-sided.
Notes and references.
For the material in §2.1, see chapter 4 in [Aar97] . Theorem 2.8 was first proved for compact Markov shifts and Hölder continuous potentials by Sinai [Sin72] , see also [Bow75] . For functions with summable variations, see [CQ98] (compact TMS) and [Dao13] (non-compact TMS).
Conformal measures and their ergodic properties
3.1. Conformal measures and DLR states. Let X := Σ + (G) denote a topological Markov shift with set of states V . Given a non-singular σ-finite
It is easy to verify that for all non-negative Borel functions, f dν
Definition 3.1. The Jacobian of ν is g ν := dν dν•σ . Definition 3.2. A non-singular Borel measure ν, which is finite and positive on cylinders, is called conformal for a function φ, if there is a constant λ s.t.
There is a useful characterization of conformal measures in terms of Ruelle's operator L φ f = σ(y)=x e φ(y) f (y):
This follows immediately from the identity f dν
Every conformal measure ν s.t. ν(X) = 1 satisfies the DLR equations
where
The proof is the same as in the case X = {0, 1} N , which was discussed in the first section.
It follows that any non-singular Borel probability measure is a DLR state for some "potential" φ (equal to − log g ν ). What is special about the measures studied in the thermodynamic formalism, is that their "potential" is not just any Borel function, but a function with good regularity properties.
3.2. Ergodic properties when the log Jacobian is regular. Recall the following general properties of non-singular measurable maps T on a σ-finite standard measure space (Ω, F , ν):
(1) Conservativity: All wandering sets have measure zero. A wandering set is a measurable set W s.t.
An invariant set is a set E s.t.
set is a set which belongs to the tail σ-algebra n≥0 T −n F . This implies mixing.
For invertible probability preserving maps, we also have the following property:
(4) Bernoulli property: Measure theoretic isomorphism to a map of the form σ : S Z → S Z with |S| ≤ ℵ 0 and the measure m( m [a m , . . . , a n ]) = p am · · · p an , where p is a fixed probability vector.
Theorem 3.4. Let X be a topologically transitive TMS and suppose ν is a conformal measure with Jacobian g ν = λ
−1 e φ , where φ has summable variations. If X is compact (equivalently the number of states is finite), then
(1) ν is conservative and ergodic.
(2) There is a positive continuous function h s.t. dm = hdν is an invariant probability measure. (3) If X is topologically mixing, then ν and m are exact. (4) If X is topologically mixing, the natural extension of (X, m, σ) is Bernoulli.
When the number of states is infinite and X is not compact, the situation is more complicated. The simplest example of the new phenomena possible in this case is a transient countable Markov chain: The associated Markov measure is conformal with a Markovian potential, but the measure is not conservative.
Given a function φ : X → R and a state (vertex) a, let
Theorem 3.5. Let X denote a topologically transitive TMS and suppose ν is a conformal measure with Jacobian g ν = λ
−1 e φ , where φ has summable variations.
(1) If
(2) ν is conservative iff n≥0 λ −n Z n (φ, a) = ∞ for some a. In this case ν is ergodic, and in the topologically mixing case exact. (3) If n≥0 λ −n Z n (φ, a) = ∞ for some a, then there is a positive continuous function h s.t. dm = hdν is shift invariant. It is possible that hdν = ∞. (4) If n≥0 λ −n Z n (φ, a) = ∞, and the measure m in (3) is a probability measure, and X is topologically mixing, then the natural extension of (X, B, m, σ) is Bernoulli.
Existence of conformal measures.
Theorem 3.6. Suppose X is a topologically transitive TMS, and φ : X → R is continuous. If X is compact (equivalently, the number of states is finite), then φ has a finite conformal measure.
As noted by Ruelle, the theorem can be proved by considering the action of the continuous map T (ν) := (L * φ ν)/ L φ 1dν on the convex weak-star compact set P(X) := {shift invariant probability measures on X}. The Schauder-Tychonoff theorem provides a fixed point T (ν) = ν, this fixed point is an eigenmeasure of L φ , and eigenmeasures of L φ are conformal measures by Theorem 3.3.
This argument fails when X is not compact, because in this case P(X) may lose its compactness. The following theorem summarizes our knowledge on the non-compact case:
Theorem 3.7. Suppose X is a topologically transitive TMS, and φ : X → R has summable variations, then φ has a conservative (possibly infinite) conformal measure ν s.t.
(1) lim sup n→∞ 1 n ln Z n (φ, a) = ln λ for some (whence every) a, and
Infinite conformal measures do appear. To see how, suppose ν is a finite conformal measure with Jacobian λ −1 exp φ. For every positive h : X → R, dν := hdν has Jacobian λ −1 exp φ where
There is no problem to cook a continuous h s.t. log h − log h • σ has summable variations, but hdν = ∞. For such h, φ has an infinite conformal measure ν = hdν.
3.4. Uniqueness of conformal measures. This depends on the regularity of φ, as can be seen from the following theorems.
Theorem 3.8. Suppose X is a topologically transitive topological Markov shift and φ : X → R has summable variations, then φ can have at most one conservative conformal measure.
In the special case X = {0, 1} N , more is known. A g-function is a continuous g : X → (0, 1) s.t. σy=x g(y) = 1. It can be shown that a conformal measure with continuous Jacobian is shift invariant, iff its Jacobian is a g-function. Conformal measures for a g-function are also called g-measures.
Theorem 3.9. Suppose X = {0, 1} N and g : X → R is a g-function.
(1) If (var n ln g) 2 < ∞, then φ = ln g has a unique conformal measure. (2) For every > 0 there is a g-function g satisfying (var n ln g) 2+ < ∞, s.t. φ = ln g has more than one conformal measure.
3.5. Notes and references. Theorem 3.4 (1)-(3) is from [ADU93] , and part (4) is from [Sar11] , see also [Dao13] , [JÖP12] . In the compact case, these results are older: ergodicity, existence of acip (and whence conservativity) can be traced to [Rén57] , and the Bernoulli property of the natural extension of the acip (whence exactness) is due to Bowen [Bow75a] , see also [Gal73] .
The existence of conformal measures for compact topological Markov shifts is due to Ruelle [Rue68] , [Rue76] . Theorem 3.7 on the non-compact case follows from results in [Sar01b] (the proof there is stated for locally Hölder potentials, but works verbatim under summable variations).
The uniqueness of conformal measures with potentials with summable variations is due to Bowen [Bow75] and Ruelle [Rue76] in the finite alphabet case. In the infinite alphabet case, it can be deduced from the fact if such measures are conservative, then they are ergodic [ADU93] .
The concept of g-measures is due to Keane [Kea72] , and its importance to thermodynamic formalism is explained in [Led74] and [Wal75a] . Examples of continuous g-functions with several g-measures are given in [BK93] . Part (1) of Theorem 3.9 is due to Johansson &Öberg [JÖ03] , see [JÖP12] for generalizations. Part (2) is due to Berger, Hoffman, and Sidoravicius [BHS03] .
4. Ruelle's operator, thermodynamic limits, and modes of recurrence 4.1. Thermodynamic limits and Ruelle's operator. When we discussed the lattice gas model X = {0, 1}
N with the interaction U , we defined thermodynamic limits as a weak-star limit points of (1/Z n (x)) σ n (y)=x e φn(y) δ y , where φ = −βU , x is a boundary condition, and Z n (x) := σ n (y)=x e φn(y) .
This definition extends without change to general compact TMS. But in the non-compact case, the number of states is infinite, and Z n (x) may diverge. Is it tempting to restrict the discussion to φ = −βU for which Z n (x) < ∞, but this is too strong for some purposes. It is better to use the following weaker restriction:
Definition 4.1. Suppose X is a TMS. A continuous function φ : X → R is called admissible if σ n (y)=x e φn(y) 1 [a] (y) < ∞ for all n, a, and x. As always
Definition 4.2. Suppose X is a TMS and φ := −βU is admissible. A thermodynamic limit with potential U , inverse temperature β and boundary condition x ∈ X is any σ-finite ν which is finite on cylinders, such that for some n k ↑ ∞, for every finite union of partition sets F and for every cylinder [a]
We rewrite this in terms of Ruelle's operator
We are being intentionally vague as to the space on which this "operator" acts. As we shall see in later sections, it is useful to consider the action of L φ on different spaces, depending on the case at hand. A formal calculation shows that (L n φ f )(x) = σ n (y)=x e φn(y) f (y). Therefore, ν is a thermodynamic limit with boundary condition x iff there is a subsequence n k → ∞ s.t. for any cylinder [a] and every finite union of partition sets F , (L
The analysis of thermodynamic limits reduces to the study of the asymptotic behavior of L n φ f as n → ∞ for "sufficiently many" functions f . Suppose X is a topologically mixing TMS and φ : X → R has summable variations. Given a state a, let Z n (φ, a) :
Theorem 4.3. The limit P G (φ) := lim n→∞ 1 n ln Z n (φ, a) exists for all states a, and is independent of the choice of a.
Theorem 4.4. If P G (φ) < ∞ then φ is admissible, and for every f continuous, non-negative, not identically equal to zero, and supported inside a finite union of partition sets, lim
Definition 4.5. P G (φ) is called the Gurevich pressure of φ. P G (φ) plays a central role in the thermodynamic formalism. In section 5 we will see that P G (φ) = sup{h µ (σ) + φdµ} (sup over all shift invariant measures), and in sections 6 and 7 we'll see that behavior of the functions t → P G (φ+tψ) characterizes the equilibrium measure of φ, and some of its statistical properties.
The following theorems provide additional information on P G (φ):
Theorem 4.6. Let X be a topologically mixing TMS, and φ, ψ be functions with summable variations, then
(1)
Theorem 4.7. Let X = Σ + (G) be a topologically mixing TMS associated to a directed graph G. If φ has summable variations, then P G (φ) = sup{P G (φ| Σ + (G ) )}, where the supremum ranges over all finite subgraphs G ⊂ G.
4.3. Generalized Ruelle's Perron-Frobenius Theorem. Suppose X is a topologically mixing TMS associated to a graph G = G(V, E).
Before we tackle the asymptotic behavior of L n φ for general admissible functions with summable variations, we consider the special case when L φ 1 = 1 and φ is Markovian. This means that φ(x) = f (x 0 , x 1 ) for some function f : E → R.
Let G denote the graph obtained from G by reversing the direction of its edges:
otherwise is a stochastic matrix, compatible with G . Reversing the edges guarantees the following identity:
abm−1 is the (a, b m−1 )-entry of the matrix P n :
Equivalently, p aa := ξ1,...,ξn∈V \{a} p aξ1 p ξ1ξ2 · · · p ξn−2ξn−1 p ξn−1a (the probability that if the chain starts at a, then it will return to a for the first time at time n).
Positive recurrent behavior : p (n)
b∈V is a stationary probability vector (πP = π). If we start a positive recurrent Markov chain at some state a, then it will return to a infinitely many times with full probability, and the average time till the first return to a is finite. The frequency of visits to a is positive.
A Markov chain is positive recurrent iff
Null recurrent behavior : p
ab = ∞ and there is a sequence a n ↑ ∞, a n = o(n) s.t. for all states b,
If we start a null recurrent Markov chain at a state a, then it will return to a infinitely many times with full probability, but the average time till the first return to a is infinite. In this case the asymptotic frequency of visits to a is zero. Null recurrence happens Definition 4.8. Suppose X is a topologically mixing TMS, and φ : X → R is a function with summable variation and finite Gurevich pressure P G (φ). For every state a, let ϕ a (x) := 1 [a] (x) inf{n ≥ 1 : x n = a} and set
Let λ := exp P G (φ), and fix some state a. We say that (1) φ is positive recurrent, if
It can be shown that these definitions do not depend on the choice a.
Z n (φ, a) and Z * n (φ, a) generalize p (n) aa and a p (n)
aa : Summing over n-periodic x ∈ [a] is the same as summing over all paths a → x 1 → · · · → x n−1 → a, and summing over n-periodic x ∈ [ϕ a = n] is the same as summing over all paths a → ξ 1 → · · · → ξ n−1 → a such that ξ i = a for all i.
With this dictionary in mind, definition 4.8 is a translation of the characterization of the modes of recurrence of a Markov chain in terms of p (n) aa and a p (n) aa . Theorem 4.9 (Generalized Ruelle's Perron-Frobenius Theorem). Let X be a topologically mixing topological Markov shift, and let φ : X → R be a function with summable variations and finite Gurevich pressure.
(1) φ is positive recurrent iff there are λ > 0, a positive continuous function h, and a conservative measure ν which is finite and positive on cylinders, s.t. L φ h = λh , L * φ ν = λν , and hdν = 1. In this case λ = exp P G (φ) and for every cylinder
(2) φ is null recurrent iff there are λ > 0, a positive continuous function h, and a conservative measure ν which is finite and positive on cylinders, s.t. L φ h = λh , L * φ ν = λν , and hdν = ∞. In this case λ = exp P G (φ) and for every cylinder
There is a sequence a n ↑ ∞, a n = o(n) s.t. for all cylinders [a],
uniformly on compacts.
(3) φ is transient iff there is no conservative measure ν, which is finite and positive on cylinders, such that L * φ ν = λν for some λ > 0. In this case
If X has finitely many states, every φ with summable variations is positive recurrent.
Theorem 4.10. Under the assumptions of the previous theorem, if φ is positive recurrent, then there is a unique thermodynamic limit up to normalization, equal to ν. If in addition ν(X) < ∞, then ν/ν(X) is a DLR state.
Proof. That ν is the thermodynamic limit follows from the expression of this property in terms of the Ruelle operator. Now suppose ν(X) = 1. To see that ν is a DLR state for φ, we show that the Jacobian of φ equals λ −1 exp φ. For every non-negative measurable f : X → R,
e., and ν is conformal for φ. As we saw in section 3, conformal probability measures are DLR states. This is a shift invariant measure, because for every measurable non-negative
We will see in the next section that hdν is the solution to the variational problem, whenever such a solution exists.
Notes and references.
The Gurevich pressure first appeared in [Gur69] , in the special case φ ≡ 0. Gurevich extended the theory to general Markovian potentials in [Gur78] . In these works, the formula in Theorem 4.7 was used as the definition, and what we presented as a definition was proved as a theorem. The extension of the theory to non-Markovian potentials was done in [Sar99] . There, Theorems 4.3 and 4.7 are proved for locally Hölder potentials, but the same proof works for potentials with summable variations.
The Generalized Ruelle's Perron-Frobenius Theorem (Theorem 4.9) has a more complicated history.
When φ is Markovian, L φ preserves the space W = span{1 [a] : a ∈ V }, and L φ : W → W is encoded by a non-negative |V | × |V | matrix. If |V | < ∞, then Theorem 4.9 reduces to the classical Perron-Frobenius Theorem. If V is countable, then Theorem 4.9 follows from Vere-Jones's generalization of the Perron-Frobenius theorem to countable positive matrices [VJ67] , [VJ68] , see also [Gur78] , [GS98] . A central idea in Vere-Jones's papers is to model the analysis on the theory of countable state Markov chains, see e.g. [Chu60] .
When φ is not Markovian and X is a compact TMS, Theorem 4.9 is due to Ruelle in [Rue68] , [Rue76] under the assumption that φ is Hölder. Bowen extended the theorem to functions with summable variations, and gave it the name "Ruelle's Perron-Frobenius Theorem" [Bow75] . Walters extended the theorem to even larger classes of regularity [Wal01] , and Pollicott extended it to complex valued potentials [Pol86] . All these results are for compact TMS, where only positive recurrent behavior is possible.
The generalization of Ruelle's Perron-Frobenius Theorem to non-compact topological Markov shifts was done in [Sar01b] . The proof is written there for weakly Hölder functions, but works verbatim under the weaker summable variations condition. For even weaker regularity, see [Dao13] . Definition 5.1. The variational pressure of φ is sup{h µ (T ) + φdµ}, where the supremum ranges over all T -invariant Borel probability measures for which φdµ makes sense and h µ (T ) + φdµ = ∞ − ∞. The measures which attain the supremum are called equilibrium measures (for φ).
The variational problem is to find, for a given φ, the variational pressure of φ, and to determine its equilibrium measures. We will focus on TMS.
Remark 5.2. The word "pressure" is a relic of the first papers on the subject by Ruelle, which treated lattice gas models. Actually, the role of the "pressure" in thermodynamic formalism is much closer to the role of (minus) the free energy in thermodynamics, see Theorems 6.5, 7.4-7.6 and the discussion preceding them.
The variational pressure and the Gurevich pressure.
How to calculate the variational pressure? Recall that we defined the Gurevich pressure of a function φ with summable variations to be
Theorem 5.3 (Variational Principle). If X is a topologically mixing TMS and φ : X → R has summable variations, then
where the supremum ranges over all shift invariant Borel probability measures µ s.t. φ is µ-integrable, and (h µ (σ), φdµ) = (∞, −∞).
In particular, if P G (φ) < ∞ and φ is positive recurrent, then sup{h µ (σ) + φdµ} is an eigenvalue of Ruelle's operator.
Equilibrium measures.
Our next task is to find the equilibrium measures of φ: the measures which bring sup{h µ (σ) + φdµ} to a maximum.
Recall the definition of the Ruelle Perron Frobenius (RPF) measure: dm = hdν where L φ h = λh, L * φ ν = λν, hdν = 1. This measure exists whenever φ is a positive recurrent function with summable variations and finite Gurevich pressure.
Theorem 5.4. Suppose X is a topologically mixing TMS, and φ : X → R is positive recurrent, with summable variations, and finite Gurevich pressure. If the RPF measure of φ has finite entropy, then it is an equilibrium measure for φ. This is always the case when X has finitely many states.
For an example of an RPF measure with infinite entropy, take X = N N and φ(x) = ln p x0 , where p = (p k ) k∈N is a probability vector with infinite entropy. In this case P G (φ) = 0, h ≡ 1, ν =Bernoulli measure with probability vector p, so the RPF measure is ν, and h ν (σ) = − p i ln p i = ∞, φdν = p i ln p i = −∞. We see that h ν (σ) + φdν = ∞ − ∞, and is meaningless.
Theorem 5.5. Suppose X is a topologically mixing TMS, and φ : X → R has summable variations, sup φ < ∞, and P G (φ) < ∞, then
(1) φ has at most one equilibrium measure.
(2) This equilibrium measure, if it exists, is the RPF measure of φ.
(3) In particular, if φ has an equilibrium measure, then φ is positive recurrent, and the RPF measure of φ has finite entropy.
Theorem 5.6. If X is a topologically mixing TMS and φ : X → R has summable variations, sup φ < ∞ and P G (φ) < ∞, then every equilibrium measure m of φ is exact, h m (σ) = − log dm dm•σ dm, and the natural extension of m is Bernoulli. 5.4. Gibbs measures in the sense of Bowen. Recall that a shift invariant probability measure m is called a Gibbs measure (in the sense of Bowen) if there are constants M > 1 and P ∈ R s.t. for every cylinder
≤ M for all x ∈ [a 0 , . . . , a n−1 ].
Theorem 5.7. Suppose X is a topologically mixing TMS. If X is compact (i.e. the number of states is finite), then every φ : X → R has a unique Gibbs measure in the sense of Bowen. This measure is also the equilibrium measure of φ, and is equal to the RPF measure of φ. The P in (5.1) equals P G (φ).
When the number of states is infinite, the situation is more complicated: Gibbs measures can only exist on some TMS, but not on others. The combinatorial property which distinguishes the TMS which carry Gibbs measures is the following: Every compact topological Markov shift has the BIP property (take {b 1 , . . . , b N } to be the full collection of states), but many non-compact TMS do not.
Theorem 5.9. Let X be a topologically mixing TMS. A function φ : X → R with summable variations possesses a Gibbs measure in the sense of Bowen iff the following three conditions hold:
(1) P G (φ) < ∞ (2) var 1 φ < ∞ (3) X has the big images and pre-images property. In this case, φ is positive recurrent, the Gibbs measure m equals the RPF measure of φ, the P in (5.1) equals P G (φ), and the natural extension of m is Bernoulli.
Notes and references.
The variational principle for non-compact TMS (theorem 5.3) was proved in [Sar99] under the additional assumption that sup φ < ∞. This assumption was removed in [IJT13] . Theorems 5.4, 5.5 on equilibrium measures are from [BS03] . The following important cases were done before:
(1) Compact TMS, φ ≡ 0 (Parry [Par64] ). This was the first calculation of the measure of maximal entropy for a dynamical system. (2) Compact TMS, φ Hölder continuous (Ruelle [Rue67] , [Rue76] and Bowen [Bow75b] ). These were the first papers to define topological pressure and equilibrium measures for dynamical systems. (3) Non-compact TMS, φ Markovian (Gurevich [Gur69] , [Gur70] , [Gur78] , [Gur84] ). These were the first papers to treat the non-compact case. See also [MU01] , [FFY02] , [Yur03a] , [Zar85] and references therein.
The formula for the entropy of an equilibrium measure in Theorem 5.6 can be found in [Led74] for compact Markov shifts and in [BS03] for non-compact TMS (see also the appendix to [CS09] ). The rest of the theorem follows from the results for conformal measures in §3. See the end of that section for further references.
Bowen introduced his notion of a Gibbs measure in [Bow75] , and showed that such measures always exist for compact TMS. The ergodic and stochastic properties of Gibbs measures for non-compact TMS shifts were studied by Aaronson and Denker in [AD01] , and Aaronson, Denker & Urbanski in [ADU93] . The BIP condition and Theorem 5.9 are from [Sar03] . The direction "BIP⇒existence" in Theorem 5.9 follows from earlier work of Mauldin & Urbanski [MU01] . For generalizations of Bowen's definition, see [Yur00] , [Yur03b] and references therein.
Various authors considered the variational problem for general dynamical systems. Walters defined the topological pressure P top (·) for continuous maps on general compact metric spaces, and showed that P top (φ) = sup{h µ (T ) + φdµ} for general continuous functions φ [Wal75b] . Bowen gave an alternative formula for P top (φ) in terms of the metric structure of Y [Bow75] . For the special case φ ≡ 0, see the earlier works [AKM65] , [Goo69] , [Goo71] . The general non-compact case is still not understood, except when φ has a "nice" continuous extension to some "nice" compactification of X, see [Wal78] , [Zar85] , [GS98] . In the absence of such conditions, various possible definitions of P top (φ) have been suggested [Bow73] , [PP84] , which provide upper bounds for sup{h µ (T ) + φdµ}, see also [Tho11] . For definitions of pressure in complex dynamics, see [PRLS04] .
We turn to equilibrium measures. Upper-semi-continuous functions attain their maximum over compact sets. So, if a continuous map T on a compact metric space X has the property that the entropy map µ → h µ (T ) is upper-semi-continuous with respect to the weak-star topology, then every continuous potential on X has an equilibrium measure. Sufficient conditions for the upper-semi-continuity of the entropy map were given by Misiurewicz [Mis76] and Newhouse [New89] , see §8.1.
6. Strong positive recurrence and spectral gap
has played a central role in our discussion of the variational problem and the thermodynamic limit. In this section we discuss a technical property of L φ which provides detailed information on L n φ as n → ∞. Let X be a topologically mixing TMS, and let φ : X → R be a weakly Hölder continuous function with finite Gurevich pressure (recall that weak Hölder continuity means that for some 0 < θ < 1, var n φ ≤ Aθ n for all n ≥ 2). Let
σ(y)=x e φ(y) f (y) converges absolutely for all x}.
Definition 6.1. We say that φ has the spectral gap property (SGP), if there is a Banach space L of continuous functions on X s.t.:
( L → L is bounded, and z → L φ+zg is holomorphic on some complex neighborhood U of zero:
) exists in the operator norm.
Property (2)(b) is an algebraic way of saying that λ = e P G (φ) is a simple eigenvalue of L φ : L → L , and that the remainder of the spectrum lies in {z : |z| ≤ ρ} where ρ (the spectral radius of N ) is strictly smaller than λ. The relations N P = P N = 0 and P 2 = P imply that P is the eigenprojection of λ, and
Thus (2)(b) implies that λ −n L n φ converges exponentially fast in norm to P .
Property (3) is saying that L φ+zg is an "analytic perturbation" of L φ . Perturbation theory for linear operators says that isolated simple eigenvalues (such as λ) survive analytic perturbations, and vary analytically. Property (3) allows us to apply this theory to P G (φ + zg) = ln λ(L φ+zg ), for |z| small. 6.2. Implications of the spectral gap property. Throughout this section we make the following assumptions: X is a topologically mixing TMS, φ is weakly Hölder continuous, P G (φ) < ∞, and φ has the spectral gap property. Let L φ = λP + N be the decomposition given by the SGP.
Theorem 6.2 (Stable Positive Recurrence). φ is positive recurrent, and P takes the form P f = h f dν, where L φ h = λh, L * φ ν = λν, and hdν = 1. Moreover, for every weakly Hölder continuous bounded function g : X → R, there is an > 0 s.t. φ + tg is positive recurrent for all |t| < . Theorem 6.3 (Exponential decay of correlations). Let m denote the RPF measure of φ. There exists 0 < κ < 1 such that for every f : X → R bounded Hölder continuous and g ∈ L ∞ (m) there is a constant C(f, g) s.t.
Theorem 6.4 (Central Limit Theorem). Let m denote the RPF measure of φ, and suppose g : X → R is a bounded Hölder continuous function. If gdm = 0 and g cannot be put in the form ϕ − ϕ • σ with ϕ continuous, then there is a positive constant σ φ (g) s.t. for every t ∈ R m x ∈ X : 1
The identity P G (φ) = sup{h µ (σ) + φdµ} represents P G (φ) as a dynamical analogue of (minus) the Helmholtz free energy F . The next theorem is a translation of a well-known property of the free energy into the language of dynamics.
First some background from thermodynamics. The functional dependence of F on its natural parameters completely characterizes the thermodynamic state in equilibrium: All thermodynamic quantities can be written as first order partial derivatives of F with respect to a suitable parameter.
If first-order partial derivatives of F are thermodynamic quantities, then secondorder partial derivatives of F equal the rate of change of thermodynamic quantities when an external parameter is changed. Such quantities are called "linear response functions." The "linear response theorem" relates the linear response functions to the fluctuations of the corresponding microscopically defined quantities.
The following theorem shows that something similar happens in the world of dynamical systems:
Theorem 6.5 (Derivatives of Pressure). Let m denote the RPF measure of φ, and suppose g : X → R is a bounded Hölder continuous function, then t → P G (φ + tg) is analytic on a neighborhood of zero, and
where σ φ (g) is given by the previous theorem.
Thus the functional φ → P G (φ) completely characterizes the RPF measure m through its directional derivatives, and it relates the second order directional derivatives of P G (·) to the fluctuations of the Birkhoff sums with respect to this measure. We see that P G (·) behaves like a dynamical "free energy." 6.3. Strong positive recurrence. We give a necessary and sufficient condition for the spectral gap property, and then we discuss the prevalence of this condition.
The condition relies on the induction procedure, which we now explain. Suppose X is a topologically mixing TMS, and a is some state. The induced system on [a] is σ a : X a → X a , where X a := {x ∈ X : x 0 = a, x i = a infinitely often} and σ a (x) := σ ϕa(x) (x), where ϕ a (x) := min{n ≥ 1 : x n = a}. The resulting transformation can be given the structure of a TMS as follows: Let S := {[a, ξ 1 , . . . , ξ n−1 , a] : n ≥ 1, ξ 1 , . . . , ξ n−1 = a} \ {∅} and let σ : X → X denote the left shift on X = (S) N , then σ : X → X is topologically conjugate to σ a : X a → X a . The conjugacy π : X → X a is given by
Functions φ : X → R can also be induced: The induced potential φ : X → R is
If φ is weakly Hölder continuous, then φ is locally Hölder continuous (Lemma 2.6).
Notice that if we induce φ on [a], then for all p ∈ R, φ + p = φ + pϕ a ≥ φ + p.
Definition 6.6. Suppose X is a topologically mixing TMS, and φ : X → R is weakly Hölder continuous with finite Gurevich pressure. The a-discriminant of φ is ∆ a [φ] := sup{P G (φ + p) : p ∈ R s.t. P G (φ + p) < ∞}.
Theorem 6.7 (Discriminant Theorem). Let X be a topologically mixing TMS, and suppose φ : X → R is a weakly Hölder continuous function s.t. P G (φ) < ∞. For every state a,
(1) ∆ a [φ] > 0 iff φ is positive recurrent with the spectral gap property, (2) ∆ a [φ] = 0 iff φ is null recurrent or φ is positive recurrent without the spectral gap property,
In case (1) we call φ strongly positive recurrent.
Suppose φ is strongly positive recurrent. We will describe a Banach space L where L φ acts with spectral gap. We need the following observation:
Lemma 6.8. If φ is weakly Hölder continuous, positive recurrent, and with finite Gurevich pressure, then P G (φ) = 0 ⇔ P G (φ) = 0.
Let φ be a weakly Hölder continuous potential with finite Gurevich pressure. Assume without loss of generality that P G (φ) = 0 (otherwise work with φ − P G (φ)). By weak Hölder continuity, there is 0 < θ < 1 (which we now fix once and for all) s.t. var n φ ≤ const.θ n for all n ≥ 2. By strong positive recurrence, there is a state a s.t. ∆ a [φ] > 0, therefore there exists > 0 small s.t. 0 < P G (φ + 2 ) < ∞. By the lemma, P G (φ) = 0 ⇒ P G (φ) = 0. Since → P G (φ + ) is convex, it is continuous, and one can choose small enough so that 0 < θe p < 1 for p := P G (φ + ). h 0 for all states b. We will use these numbers to modulate the size and smoothness of the elements of our Banach space on the partition sets [b] . Given x, y ∈ X, let t(x, y) := min{n ≥ 0 : x n = y n }, and s a (x, y) := #{0 ≤ i ≤ t(x, y) − 1 :
Theorem 6.9. L φ acts with the spectral gap property on (L , · L ), where
We finish this section with two useful facts on the discriminant. The first is a consequence of the obvious fact that if ψ = 1 [a] , then the induced version of ψ on [a] is ψ ≡ 1. Using this observation it is easy to see that
In particular, if ∆ a [φ] < ∞, then the one parameter family of potentials φ + t1 [a] exhibits for some parameters transience, and for other parameters recurrence. The second fact we would like to mention is a useful estimate for
Theorem 6.10. Suppose X is a topologically mixing TMS and φ has summable variations and finite Gurevich pressure. For every a, either
where R is the radius of convergence of the series t n Z * n (φ, a). In particular, if
n (φ, a) diverges at its radius of convergence, then φ has the spectral gap property. Since it is rather common for a positive power series to diverge at its radius of convergence, it seems likely that the spectral gap property happens "often." In the next section we will investigate this further.
6.4. How common is spectral gap? We mention some particular cases when the spectral gap property holds, and then discuss the general case.
Theorem 6.11. Suppose X is a topologically mixing TMS with finitely many states, then every weakly Hölder continuous potential has the spectral gap property. In this case one can use the Banach space
where θ is a Hölder exponent of φ.
O. SARIG
Recall that a topologically mixing topological Markov shift has the big images and pre-images (BIP) property, if there is a finite collection of states b 1 , . . . , b N s.t. for every state a there are i, j s.t. b i → a and a → b j .
Theorem 6.12. Suppose X is a topologically mixing TMS with the BIP property, then every weakly Hölder continuous potential φ with finite Gurevich pressure and such that var 1 φ < ∞ has the spectral gap property. In this case one can use the Banach space
where θ is the Hölder exponent of φ and β is the smallest partition whose σ-algebra contains {σ[a] : a is a state}.
Next we characterize the topological Markov shifts for which every weakly Hölder continuous potential with finite Gurevich pressure has the spectral gap property (including potentials for which var 1 φ = ∞).
Definition 6.13. Let G = G(V, E) be a directed graph. A subset F ⊂ V is called a uniform Rome if every path of length N in G contains at least one vertex in F ("all roads lead to Rome, in less than N steps").
Theorem 6.14. A topologically mixing TMS X has the property that all weakly Hölder continuous potentials on X have the spectral gap property, iff its associated graph has a finite uniform Rome.
Notice that while every finite graph has a finite uniform Rome (equal to the full set of vertices), this property is rare for infinite graphs. Graphs with "infinite rays" a 1 → a 2 → a 3 → · · · with a i distinct do not have finite uniform Romes. Thus Theorem 6.14 says that while for all compact TMS all "reasonable" potentials have spectral gap, in the non-compact case, barring very pathological combinatorial scenarios, there will exist some potentials without the spectral gap property.
Next we try to determine the topological "size" of the set of strongly positive recurrent potentials within Φ := {φ : X → R : φ is weakly Hölder continuous, and P G (φ) < ∞}.
Several topologies come to mind. To define them efficiently, we fix ω = (ω n ) n≥1 , where 0 ≤ ω n ≤ ∞, and let f ω := sup |f | + ∞ n=2 ω n var n (f ), where 0 · ∞ := 0. Definition 6.15. The ω-topology on Φ is the topology generated by the basic ω-neighborhoods V (φ, ) := {φ ∈ Φ : φ − φ ω < }.
Theorem 6.16. The set of φ ∈ Φ with the spectral gap property is open and dense in Φ with respect to every ω-topology.
In particular, it is open in the sup-norm topology ω = (0, 0, 0, . . .), and dense in the θ-Hölder topology ω = (0, θ −1 , θ −2 , θ −3 , . . .), 0 < θ < 1. We see that "most" potentials has spectral gap. But, because of Theorem 6.14, except in very strange cases (finite uniform Rome), some potentials do not. We will see in the next section that breakdown of the spectral gap property opens the way to critical phenomena similar to what one observes in a thermodynamic system undergoing a phase transition. Viewed from this perspective, Theorems 6.14 and 6.16 are in the spirit of the physical intuition that thermodynamic systems exhibit critical behavior for some configuration of external parameters, but that the set of the "critical parameters" where this happens is small. 6.5. Notes and references. For references on spectral gaps and their dynamical implications, see [PP90] , [Aar97] , [Bal00] or [HH01] . Proofs and references to the results in §6.2 in the specific case of TMS can be found in [CS09] . For a discussion of the connection between the central limit theorem and the derivatives of the pressure, see [Rue78] . For other stochastic implications of spectral gap such as almost sure invariance principles and local limit theorems see [RE83] , [DP84] , [GH88] , [AD01] , [Gou10a] , [Gou10b] .
Gurevich and Savchenko characterized the stability of positive recurrence for Markovian potentials in [GS98] . The discriminant was introduced in [Sar01a] , as a tool for characterizing stable positive recurrence for potentials with summable variations. The discriminant theorem (Theorem 6.7) is taken from [Sar01a] , except for the equivalence ∆ > 0 ⇔Spectral Gap Property, which was shown in [CS09] . Lemma 6.8 and Theorem 6.10 are from [Sar01a] .
The construction of Banach spaces with spectral gap for averaging operators similar to L φ has a long history, starting with the paper of Doeblin & Fortet [DF37] . Theorem 6.11 is due to Ruelle [Rue67] , [Rue76] , see also [PP90] . Theorem 6.12 is due to Aaronson and Denker [AD01] . The Banach space which demonstrates the spectral gap property for general strongly positive recurrent potentials was constructed in [CS09] , and was motivated by Young [You98] .
The uniform Rome condition and Theorem 6.14 are due to Cyr [Cyr11] . Theorem 6.16 on the genericity of the spectral gap property is shown in [CS09] .
7. Absence of spectral gap and critical phenomena 7.1. Changes in mode of recurrence. Throughout this section we assume that X is a topologically mixing TMS, and φ : X → R is a positive recurrent weakly Hölder continuous function with finite Gurevich pressure but without the spectral gap property.
By the discriminant theorem, such potentials have zero discriminant, and by (6.1) ∆ a [φ + t1 [a] ] = t. It follows that φ + t1 [a] is transient for all t < 0, and positive recurrent (with the spectral gap property) for t > 0. Thus the one-parameter family φ + t1 [a] exhibits a change in the mode of recurrence.
There are examples of TMS X and potentials φ s.t. the one-parameter family {βφ} β>0 changes its mode of recurrence infinitely many times, or stay "stuck" in the "critical" phase ∆ a = 0 on a full interval of parameters. I am not aware of any restrictions on the possible behavior in the general case.
Changes in mode of recurrence can often result in non-analyticity for the pressure function. The following theorem gives the mechanism. Recall the definition and notation for the induced potential from the previous section.
Theorem 7.1. Suppose X is a topologically mixing TMS, φ has summable variations and finite Gurevich pressure, and fix some state a.
(1) The equation
Thus when a one-parameter family φ t changes its mode of recurrence from transient to recurrent, the formula for P G (φ t ) changes from −p(φ) to lim sup n→∞ 1 n log Z * n (φ t , a). This can result in lack of analyticity for t → P G (φ t ).
7.2. Statistical implications of non-analyticity of the pressure. Recall that the Gurevich pressure is an analogue of the free energy, and the free energy F is a "thermodynamic potential": Its first partial derivatives are thermodynamic quantities. If F is not differentiable in some direction, then some thermodynamic quantity (a partial derivative) is discontinuous. This is called a "first order phase transition." If the free energy is differentiable, but one of its second order partial derivatives blows up, then some linear response function explodes. This is called a "second order phase transition." In both cases, the precise type of singularity carries information on the behavior at the phase transition.
It is natural to look for a similar theory in the world of dynamical systems. First some preparations from probability theory. Let Y n denote a sequence of real random variables, possibly on different probability spaces (Ω n , F n , Pr n ). Theorem 7.3. Suppose E(e tYn ) < ∞ for all n ∈ N, t ∈ R, and assume that the limit F (t) := lim Here is an application to our context. Suppose X is topologically mixing, and φ : X → R has summable variations and finite Gurevich pressure. Fix a state a and consider the sequence of measures defining the thermodynamic limit with boundary condition x, conditioned on [a]:
)(x) Next we fix a bounded ψ : X → R with summable variations, and consider the distribution of Y n := ψ n = n−1 k=0 ψ • σ k with respect to Pr n . Observe that
, which is finite for all t because ψ is bounded and φ is admissible. By lemma 4.4,
We obtain the following interpretation of differentiability for the pressure function:
Theorem 7.4. If t → P G (φ + tψ) is differentiable at zero, then 1 n Y n converges exponentially in distribution to a constant c, and if t → P G (φ + tψ) is not differentiable at zero, then it doesn't. The value of c is d dt t=0
Next we consider a case when t → P G (φ + tψ) is differentiable at zero, but not twice differentiable there.
In the physics literature, it is often assumed that the singularity is a power law singularity, and we will discuss the implications of this assumption. We specify our assumptions more precisely. A positive Borel function L : (a, ∞)
We will consider the situation when P G (φ + tψ) = a + ct + t α L(1/t) with L(t) s.v. at infinity. We'll take α > 1 to guarantee differentiability at zero, and α < 2 to guarantee that the second derivative has a singularity at 0 + .
Our results are simplest to state in the special case when ψ := 1 [a] and P G (0) < ∞, although these assumptions can be significantly weakened. See the end of the section for references to more general results.
Let X a := {x ∈ [a] : x n = a infinitely often}, and define for every x ∈ X a , ϕ a (x) := 1 [a] (x) inf{n ≥ 1 : x n = a} and σ a (x) = σ ϕa(a) (x). By the Kac formula, ϕ a dµ = 1 for every ergodic shift invariant probability measure µ s.t. µ[a] = 0.
Theorem 7.5. Suppose X is topologically mixing TMS s.t. P G (0) < ∞ and let φ be a locally Hölder continuous function s.t. sup φ < ∞ and with an equilibrium measure µ φ . The following are equivalent for every state a and 1 < α < 2:
1 Bn
ϕ a dµ φ , and G α is the stable law s.t.
Thus the theorem expresses a power law singularity for P G (φ + t1 [a] ) in terms of abnormal fluctuations and heavy tails for the gaps between appearances of a.
Next we consider the effect of singular expansion on the decay of correlations. The covariance of two functions f, g ∈ L 2 (µ) is Cov µ (f, g) := f gdµ− f dµ gdµ.
Theorem 7.6. Under the assumptions of Theorem 7.5, if
for all f 1 , f 2 weakly Hölder continuous s.t. var 1 f i < ∞, f i are supported inside a finite union of cylinders, and f i dµ φ > 0.
The theorem follows from a general asymptotic formula for the decay of correlations, discussed in the following section.
7.3. Asymptotic behavior of L n φ in the absence of spectral gap. Suppose X is a general topologically mixing TMS, and φ : X → R is a positive recurrent weakly Hölder continuous with exponent θ and finite Gurevich pressure P G (φ) = ln λ. Let µ φ := hdν denote the RPF measure of φ. Fix a state a and define a Banach algebra of functions on [a] by
where s a (x, y) := #{0 ≤ i ≤ t(x, y) − 1 : x i = y i = a}, t(x, y) := min{i :
where n La = O(n −β ) when β > 2, n La = O(n −2 ln n) when β = 2, and
The following theorem follows immediately, once we recall that ln h is locally Hölder continuous and therefore
for some β > 1, then there exist θ ∈ (0, 1) such that for all f, g : X → R bounded, Hölder continuous with exponent θ , and supported inside [a] there is a constant C = C(f, g) s.t.
7.4. Notes and references. Theorem 7.1 is from [Sar01a] . There, one can also find examples of one-parameter families {βφ} β>0 with complicated changes in mode of recurrence. For other examples of dynamical systems undergoing a "phase transition", see [FF70] , [Hof77] , [Wan89] , [PS92] , [Lop93] , [BK98] , [Sar00] , [Hu08] , [PZ06] (this is a partial list). For a description of the critical phenomena encountered in thermodynamic systems, see e.g. [Sta71] .
For a discussion of exponential convergence in distribution and a proof of Theorem 7.3, see [Ell06] . For the theory of slowly varying functions see [BGT89] .
Theorem 7.5 is implicit in [Sar06] (see the discussion on pages 635-636). That paper also contains versions of Theorems 7.5 and 7.6 for a more general class of ψ and X. Theorems 7.7 and 7.8 are due to Gouëzel [Gou04] , and improve earlier results in [Sar02] . For other results on subexponential decay of correlations which apply to topological Markov shifts, see [You99] and [Pol00] .
We focused in this section of stochastic implications of singular pressure functions. For consequences in multifractal analysis and geometric measure theory, see [PW99] , [Iom05] , [Iom10] , [BI11] and references therein. (
(2) π(Σ) has full measure for every ergodic f -invariant µ s.t. h µ (f ) > δ.
(3) π : Σ # → M is finite-to-one (but perhaps not bounded-to-one), where
where x i = a for infinitely many i < 0 and
The theorem allows to reduce some questions on the thermodynamic formalism for f : M → M to questions on the thermodynamic formalism for σ : Σ → Σ. We explore some of the applications in the following sections.
Growth of periodic points. Let
Recall that the topological entropy of a surface diffeomorphism equals h = sup h µ (f ), where the supremum is taken over all f -invariant probability measures. By Kushnireko's Theorem, the supremum is finite. Measures which attain the maximum are called measures of maximal entropy. Proof of Theorem 8.2. Fix 0 < δ < h, and let Σ denote the two-sided topological Markov shift given by Theorem 8.1. Since every f -invariant probability measure on M with entropy larger than δ lifts to a shift invariant probability measure on Σ with the same entropy, sup{h µ (σ) : µ is shift a invariant probability measure on Σ} ≥ h.
Every shift invariant measure µ projects to an f -invariant measure µ := µ • π −1 . The factor map π : (Σ, µ) → (M, µ) is finite-to-one on Σ # . Since Σ # has full measure (Poincaré Recurrence Theorem), and finite-to-one factors preserve entropy, h µ (σ) = h µ (f ) ≤ h. It follows that sup{h µ (σ) : µ is shift a invariant probability measure on Σ} ≤ h.
Thus sup{h µ (σ) : µ is shift a invariant probability measure on Σ} = h. This argument also shows that f : M → M has a measure of maximal entropy iff σ : Σ → Σ has a measure of maximal entropy, and the entropy is the same. Now let Σ + denote the one-sided TMS corresponding to Σ:
Abusing notation, we denote the left shift map on Σ + by σ. Every shift-invariant measure on Σ defines a shift invariant measure on Σ + with the same entropy, and every shift invariant measure on Σ + arises this way (because of the natural extension construction). It follows that σ : Σ + → Σ + also possesses a measure of maximal entropy, with entropy h. Thus for some positive C and all n large, #{y ∈ Σ + 0 : y 0 = a, σ np (y) = y} ≥ Ce nph , whence also #{y ∈ Σ : y 0 = a, σ np (y) = y} ≥ Ce nph for the two-sided shift Σ. Every periodic sequence in Σ projects to a periodic point of f , and the map y → π(y) is at worst C aa -to-one on the collection of sequences which contains the symbol a infinitely many times in the past and in the future. It follows that Per np (f ) ≥ (C/C aa )e nph for all n large.
8.3. Ergodic properties of equilibrium measures. Let f : M → M denote a C 1+ surface diffeomorphism, and suppose φ : M → R is continuous. An equilibrium measure for φ is a measure that maximizes h µ (f ) + φdµ. Such measures always exist when f is C ∞ , because of Newhouse's Theorem 8.4. In this section we will determine the ergodic theoretic structure of ergodic equilibrium measures of Hölder continuous potentials, subject to the assumption that their entropy is positive.
Theorem 8.5. If φ : M → R is Hölder continuous, then every ergodic equilibrium measure of φ which has positive entropy is measure theoretically isomorphic to the product of a Bernoulli scheme and a finite rotation.
(A finite rotation is a map of the form x → x + 1 mod p on {0, 1, 2, . . . , p − 1}.) Sketch of proof. Suppose µ is an ergodic equilibrium measure for φ, and µ has positive entropy. Fix 0 < δ < h µ (f ), and construct the two-sided topological Markov shift Σ corresponding to δ. Let µ denote an ergodic lift of µ to Σ: µ = µ • π −1 . Arguing as in the previous section, one can see that µ is an ergodic equilibrium measure for the lifted potential φ := φ • π : Σ → R.
Since φ : M → R and π : Σ → R are Hölder, φ : Σ → R is Hölder. By theorem 2.8 there is a bounded continuous function h s.t. φ(x)+h(x)−h(σx) = ψ(x 0 , x 1 , . . .), where ψ is a function with summable variations on Σ + , the one-sided version of Σ (ψ can actually be chosen to be weakly Hölder and bounded). Since h is bounded, µ is also the equilibrium measure of φ + h − h • σ. So µ + , the measure µ induces on Σ + , is the equilibrium measure of ψ.
Since µ is ergodic, µ + is ergodic, and therefore µ + is carried by a topologically transitive topological Markov shift Σ + 0 . Assume for simplicity that Σ + 0 is actually topologically mixing. Since µ + is the equilibrium measure of ψ and ψ is Hölder, the natural extension of µ + is Bernoulli. So µ is Bernoulli. A theorem of Ornstein says that factors of Bernoulli schemes are Bernoulli, so µ = µ • π −1 has the Bernoulli property, and we proved the theorem with p = 1.
In general, Σ + 0 is not topologically mixing. In such cases one appeals to the spectral decomposition to show that Σ + 0 splits into a cycle of p mutually disjoint pieces so that the restriction of σ p to each piece is topologically mixing. Then one argues as above to show that σ p is Bernoulli on each piece. Once this is shown the theorem follows in a standard way.
8.4. Notes and references. Theorem 8.1 is proved in [Sar13] . Earlier examples of symbolic codings of diffeomorphisms by TMS include the Smale Horseshoe [Sma65] , hyperbolic automorphisms of T 2 [AW67], [AW70] , Anosov diffeomorphisms [Sin68a] , [Sin68b] , and Axiom A diffeomorphisms [Bow70] . Sinai's paper [Sin72], Bowen's monograph [Bow75] , and Ruelle's book [Rue78] were particularly influential in positioning symbolic dynamics and topological Markov shifts as central tools for studying smooth dynamical systems.
Theorem 8.2 is from [Sar13] . Earlier, Katok showed lim sup 1 n ln Per n (f ) ≥ h [Kat80]. Katok's bound does not require the existence of a measure of maximal entropy. In the case of uniformly hyperbolic diffeomorphisms, it is also true that Per n (f ) ≤ C e nh and much more can be said on the periodic points of f , see [Bow71] , [PP90] . But for general diffeomorphisms, Per n (f ) could grow superexponentially, see [Kal00] .
Theorem 8.4 is due to Newhouse [New89] . Theorem 8.5 is from [Sar11] . In the case of Anosov and Axiom A diffeomorphisms, the result is due to Ratner [Rat74] and Bowen [Bow75a] . Pesin proved the Bernoulli property for smooth invariant measures with positive entropy for general smooth surface diffeomorphisms [Pes77] , and Ledrappier did this for SRB measures [Led84] .
The thermodynamic formalism of countable Markov shifts has been used in a similar way to prove similar results for other dynamical systems, such as interval maps, multi-dimensional beta-transformations, and piecewise affine homeomorphisms, see [Buz97] , [Buz05] , [Buz09] , [Buz10] and references therein.
