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1CHAPTER 1. INTRODUCTION
1.1 Background
Nested data structures—observations organized in non-overlapping groups—arise naturally
from numerous data collection schemes. Examples resulting in such a data structure include
situations when individuals are observed over time (repeated measures); when a field is sub-
divided into smaller plots on which a treatment is applied (split plots); or when a stratified
sampling scheme is used, such as when sampling students within schools within districts (mul-
tilevel data). When data are organized in this manner observations are no longer independent.
Any statistical model used must accommodate for these dependencies by allowing for a more
general covariance structure, in which observations from the same group or individual can be
correlated.
Mixed models were developed to appropriately represent such data structures. They incor-
porate parameters that govern the dependence structure—the random effects—and parameters
that govern the global trend—fixed effects. With the additional flexibility provided by the
random effects comes additional complexity at each stage of statistical modeling. The prob-
lem of parameter estimation (i.e., model fitting) has been widely addressed in the literature,
with the most commonly used approaches being maximum likelihood (ML) estimation and re-
stricted maximum likelihood (REML) estimation (see Christensen, 2002; Demidenko, 2004, for
detailed overviews). We discuss existing approaches for exploratory and confirmatory analysis
in chapter 2.
In this dissertation we present developments allowing for more effective exploration of the
model space of mixed models including:
1. A unified framework for residual and influence analysis
22. An R package that calculates diagnostics and provides access to diagnostics at all levels
of the hierarchy
3. A discussion of the effect of confounding on distributions of random effects; an approach
based on generalized eigenvalue decomposition to decouple random effects from different
levels; and a simulation-based study of performance after varimax rotation
4. An illustration of using visual inference for model selection and diagnosis in situations
where conventional tests break down
To keep the covariance structure at a manageable complexity, we restrict attention to linear
mixed models with nested data structures, which are commonly referred to as either hierar-
chical linear models (HLMs) or multilevel linear models (MLMs) to reflect the data structure
(Goldstein, 2011; Raudenbush and Bryk, 2002).
In the remainder of this chapter we provide an overview of the papers comprising this
dissertation, and how they fit together. Additionally, chapter 7 provides a summary of the
dissertation and discussion of future plans.
1.2 Overview
1.2.1 Unified framework
Many diagnostics have been extended from the classic linear model to the HLM, however,
these developments are tailored closely to specific areas of application. Consequently, the
notation across the literature is heavily fragmented. This might be one of the reasons why
diagnostics are not as widely known and used as they should. Chapter 2 presents an overview
of the existing literature on diagnostics for HLMs, as well as a unified framework, notation, and
vocabulary for residual and influence analysis in order to make these topics more accessible, and
hopefully more widely used. This paper has been published in Wiley Interdisciplinary Reviews:
Computational Statistics.
31.2.2 Accessible model diagnostics
The development and extension of model diagnostics for HLMs has largely overlooked the
fact that unless the tools are made accessible in the statistical software packages the techniques
will not be implemented. West and Galecki (2011) show that very few statistical software
packages allow for full diagnosis of HLMs, and those packages that do are not open source. In
R (R Core Team, 2012), HLMs are often fit using the lme function in nlme (Pinheiro et al.,
2012) or the lmer function in lme4 (Bates and Maechler, 2010). Both packages facilitate
residual analysis, but influence diagnostics are absent. To fill this need, we developed the R
package HLMdiag (Loy, 2012), which enables diagnostic analysis for two-level HLMs fit by
lmer. HLMdiag was first submitted to the Comprehensive R Archive Network (CRAN) in
March 2011. Chapter 3 consists of the paper submitted to the Journal of Statistical Software
discussing the contributions of this R package.
1.2.3 Rotated random effects
Residual analysis is the most familiar and widely implemented technique used to explore the
model space; however, for HLMs the residuals are interrelated (Hilden-Minton, 1995; Verbeke
and Lesaffre, 1996). We define residuals to be both the random effects (higher-level residuals)
and the error terms (level-1 residuals). Due to this relationship between the residuals, analysis
of the predicted residuals may lead to erroneous conclusions due to the impact of the other
residual terms on the term in question. We have found this problem to be minimal when
assessing the error terms; however, this is not the case for the random effects. In chapter 4
we develop rotated random effects as a solution to assessing distributional model assumptions.
This paper has been submitted, along with its supplementary materials (see Chapter 5), to the
Journal of Computational and Graphical Statistics.
1.2.4 Visual inference for linear mixed-effects models
Graphics are commonly used to explore both data and fitted models, but are often viewed as
only exploratory due to the high degree of perceived subjectiveness. Recently, this concern has
4been addressed through the development of a rigorous protocol to test visual findings (Buja
et al., 2009). Using this protocol graphical exploration and diagnostics can now be cast as
formal tests. These graphical tests are a particularly attractive alternative to traditional infer-
ence in situations where asymptotic reference distributions perform poorly. Such situations are
encountered during model selection and validation for the linear-mixed effects model. In chap-
ter 6 we use visual inference as a framework to overcome common difficulties with conventional
hypothesis tests and statistical graphics that are encountered in the selection and validation
of linear mixed-effects models. Additionally, we compare three versions of Quantile-Quantile
plots with respect to power.
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6CHAPTER 2. DIAGNOSTIC TOOLS FOR HIERARCHICAL LINEAR
MODELS
A paper published in Wiley Interdisciplinary Reviews: Computational Statistics
Adam Loy and Heike Hofmann
Abstract
Hierarchical structures are omnipresent in today’s society—this is reflected in the data
that we collect on all aspects of this society. Hierarchical linear models allow a representation
of structural levels in a statistical modeling framework. Diagnostic tools are used to assess
the quality of model estimation and explore features of the data not well described by the
model. Residual and influence diagnostics are familiar tools for the classical regression model
with independent observations. For hierarchical linear models, these diagnostic tools must be
adjusted to reflect the dependence introduced by the nested data structure. Residual analysis
now includes the assessment of distributional assumptions at each level of the model. This
requires the use of level-dependent residual quantities. Similarly, the parameter estimates may
be influenced at each level of the model, requiring influence diagnostics that can pinpoint
specific levels of the model, as well as specific aspects of the model. We present an overview of
the diagnostic tools available for hierarchical linear models that are familiar from linear models.
Additionally, we discuss the utility of the lineup protocol for residual analysis with complex
models.
2.1 Introduction
Statistical modeling consists of three famous steps (Box and Jenkins, 1976; Tukey, 1977):
71. exploration – what is the main trend/relationship that we can see?
2. estimation – fit this trend/relationship,
3. and validation – are we done yet?
The process proceeds iteratively through these steps until an appropriate model is found. In
the model validation step, we verify model estimation, explore features of the data not well
described by the model, and assess the sensitivity of parameters to the observed data. Model
diagnostics form the basis to verify and explore the fitted model, and can be broken into two
types: residual analysis and influence analysis.
For the ordinary linear model diagnostics are well known and commonly used. The nested
error structure of hierarchical linear models makes diagnosing models a bit more complex:
diagnostics have to be adjusted to reflect dependencies within groups and between multiple
levels appropriately. An additional complication is the many banners under which hierarchical
linear models fly, making it more difficult to successfully look for a particular diagnostic. Based
on the fragmented nature of diagnostic developments, many analysts only have a partial idea of
the tools available for model diagnostics. Additionally, lack of a unified notation and vocabulary
make reading across areas of application difficult.
In this paper, we present a unified notation for residual and influence analysis accessible
to analysts across areas of application for the hierarchical linear model. We begin with a
brief overview of background and notation for the two-level model. We then present a unified
framework for residual analysis, outlier detection, and influence analysis. Throughout the paper
we illustrate these methods using a longitudinal data set.
2.2 Hierarchical linear models
Consider a linear model of the form
yi
(ni×1)
= Xi
(ni×p)
β
(p×1)
+ Zi
(ni×q)
bi
(q×1)
+ εi
(ni×1)
(2.1)
where i = 1, . . . ,m denotes the group, yi is a vector of responses, Xi and Zi are design matrices
for the fixed and random effects, respectively, β is a vector of fixed effects, bi is a vector of
8random effects, and εi is a vector of error terms. It is commonly assumed that εi ∼ N (0, Σi),
bi ∼ N (0, ∆) Cov (εi, bj) = 0 for all i and j, and Cov (bi, bj) = 0 for i 6= j, where Σ and ∆
are positive definite covariance matrices. For likelihood-based estimation it is convenient to use
the scaled covariance matrices Σi = σ
2Ri and ∆ = σ
2D. Notice that these assumptions imply
that yi ∼ N
(
Xiβ, σ
2Vi
)
where Vi = Ri + ZiDZ
′
i. In the case of nested data structures, that
is, when observations are organized into non-overlapping groups, model (2.1) is referred to as
a hierarchical linear model (HLM) (Bryk and Raudenbush, 1992), multilevel model (Goldstein,
1995), or multilevel linear mixed effects model (Pinheiro and Bates, 2000). We use the term
hierarchical linear model throughout this paper to reflect the hierarchical organization of the
data to which we apply model (2.1).
The plurality of potential names for these models highlights how common hierarchical data
are across many areas of application, such as longitudinal or repeated measures data (when indi-
viduals are observed across time), education data (when students are grouped within a school),
and survey data (depending on the sampling technique). The hierarchical data structure re-
sults in dependence between observations organized into the same group, which is represented
in model (2.1) by the random effects. It is this dependence structure that complicates the
modeling process, including model validation.
Validation of the two-level HLM consists of exploring the
• linearity of the explanatory variables included in Xi and Zi
• specification of the covariance structure of εi and bi
• homogeneity of variance between groups
• distributional assumptions of εi and bi
• outlying and influential individual observations, Xij , and impact/influence of group i
We will discuss the exploration of each assumption of the two-level HLM.
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Figure 2.1: Plot of serum bilirubin level by week for the placebo group (left) and the treatment
group (right).
2.3 Example: Methylprednisolone study
We use a study on patients with severe alcoholic hepatitis to highlight diagnostic tools for
HLMs throughout the paper. The data consists of 66 patients randomly assigned to receive
either methylprednisolone (35 patients) or a placebo (31 patients). Serum Bilirubin measure-
ments were taken at the beginning of the study and during every week of the study for a total
of four weeks. Figure 2.1 displays the subject-specific profiles of serum bilirubin levels for the
placebo group (left) and the treatment group (right). For a more detailed description of the
study and the data see Carithers et al. (1989) and Vonesh and Chinchilli (1997).
For the purpose of this paper, we will assume a two-level hierarchical model describing
patient i’s serum bilirubin level (µmol/L) in week j with linear and quadratic terms for the
week, modeled both as fixed and random effects, and a fixed effect for baseline serum bilirubin
level. Additionally, we assume, for simplicity, independence of observations over time—that
is, we assume Ri = I. For a discussion on modeling autocorrelation we direct the reader to
(Diggle et al., 2002, chapter 5).
We use this model throughout the remainder of this paper to illustrate the diagnostic
procedures.
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2.4 Residual analysis
The two-level HLM, as given in equation (2.1), incorporates uncertainty at both the indi-
vidual level, εi, and at the group level, bi. With the inclusion of multiple levels of uncertainty
the definition of what a residual means has to be defined carefully. In what we consider residual
analysis, a residual term should allow for the evaluation of distributional assumptions of the
model; thus, we consider
• the level-1 residuals, ε̂i, and
• the level-2 residuals, b̂i ,
to be fundamental as they allow access to the quantities on which the distributional assumptions
were made. Consequently, these residuals are of interest regardless of the form of the specific
form of the covariance matrix. Note that this set extends naturally by one level for each
additional level of complexity in the error structure of the corresponding HLM. All higher-level
residuals are actually best linear unbiased predictors (BLUPs) of the random effects. Here, the
residuals are named by the level at which they enter the model, following the convention of
Goldstein (1995) and Bryk and Raudenbush (1992) to specify the levels. This seems to be the
most accessible naming convention across disciplines and area of application.
It is important to note that while the level-1 and -2 residuals are fundamental to model
checking that their definitions are interrelated (see Hilden-Minton, 1995, section 4.1 for details).
Consequently, a deficiency at one level of the model may be seen in the analysis of residuals
at another level. In order to minimize the impact of confounding on residual analysis, we
recommend an upward residual analysis; that is, we begin validation with the least squares
level-1 residuals (defined below), and after concluding that an appropriate model has been
found at this level, move upward to level-2. While this is the approach described in this paper,
an alternative approach to residual analysis is to rotate the residuals so that they are minimally
confounded (Loy and Hofmann, tion).
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2.4.1 Level-1 residuals
In practice, the level-1 residuals depend on the estimate used for the fixed effects parameters.
Defining level-1 residuals directly from model (2.1) produces
ε̂i = ŷi −Xiβ̂ − Zb̂i (2.2)
where the fixed effects are estimated using the conditional maximum likelihood estimates
β̂ =
(
m∑
i
X′iV
−1
i X
)−1 m∑
i
X′iV
−1
i yi, (2.3)
found by maximizing the log-likelihood or restricted log-likelihood. When the covariance struc-
ture, Vi, is unknown, Vi is replaced by the estimated V̂i. Level-1 residuals found using this
estimate are often called empirical Bayes (EB) level-1 residuals. Note that these residuals are
confounded between levels.
Alternatively, and only if the sample size allows, we find estimates through individual least
squares (LS) regression models for each group. The resulting residuals, the LS level-1 residuals,
are not confounded by the residuals at level 2 (see Hilden-Minton, 1995, section 4.2). This is
intuitively true because by fitting separate LS regression models we treat the random effects
as fixed. Note that the when the level-1 covariance structure is diagonal ordinary least squares
(OLS) can be used. Otherwise, generalized least squares (GLS) should be used to obtain
estimated level-1 residuals.
We encourage the use residual plots to assess the validity of the assumptions associated
with different levels. Hypothesis tests are able to indicate whether an assumption is violated,
however, we must also determine how the assumption is violated. A residual plot not only
allows a trained analyst to detect a violation, but also to explore the nature of the violation
and decide upon appropriate remedial measures.
In the methylprednisolone study, plots of LS level-1 residuals against the explanatory vari-
ables exhibit random scatter, so the assumption of linearity is not called into question. There
is some indication of the presence of outliers, but we will not further investigate this issue at
this point. Instead, we want to further explore the residual structure. In order to determine
whether the within-group residual variance is constant across groups we make use of the lineup
12
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Figure 2.2: A lineup of 20 boxplots (ordered by IQR) of LS level-1 residuals. One of the plots
is constructed from the observed methylprednisolone study data while the others are simulated
residuals. Can you spot the observed residuals?
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protocol described by Buja et al. (2009). The lineup protocol uses a number of simulated data
sets from which null plots are constructed. The plot constructed from the observed data is
randomly (and blindly) injected into a grid of null plots. If the analyst can identify the true
plot from the null plots, this counts as evidence against the null hypothesis, and we can assume
that the data likely deviate from at least one assumption made under the null hypothesis. To
pinpoint the assumption of interest, careful selection of plots is required.
To illustrate the use of lineups, Figure 2.2 displays 20 sets of boxplots (ordered by IQR) of
the LS level-1 residuals, 19 of which were simulated from the proposed model. Ordered boxplots
of the level-1 residuals, irrespective of the estimation procedure, allow the analyst to focus on
the the comparison of the observed within-group variances to those expected under the fitted
HLM. These plots also enable the analyst to identify groups with strikingly different within-
group variability. Additionally, we could use color and other aesthetics to explore how other
variables may be related to the within-group variability. In this example, the observed residuals
from the data stand out in contrast to the other plots—can you spot the plot, too?—see the
next paragraph for an answer. This indicates that the assumption of constant within-group
variance may be violated and some remedial action is necessary.
As a remedial measure—to the fact, that the left most plot in the second row of figure 2.2,
which contains the data, exhibits a much more severe tapering in the IQR of the boxplots—we
log transform the dependent variable. This is further suggested by the normal quantile plot of
the standardized LS level-1 residuals (Figure 2.3), which indicates that the level-1 distributional
assumption is violated. The transformation improves the model to the point where questions
of outliers outweigh the distributional violations. Additionally, the log transformation of the
response stabilizes the within-group variance across groups. Looking again at the same type of
lineup (Figure 2.4), we can no longer distinguish between the observed and simulated residuals.
This plot further justifies the need for the lineup. Taken individually we believe many analysts
would suspect a violation based on the tapering observed in the boxplots, which is shown, by
the null plots, to be expected under the fitted model based on observed data.
It is important to notice that in this example the model assumes that the level-1 residuals
are independent and identically distributed; thus, if all other assumptions are upheld, we pool
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Figure 2.3: A normal quantile plot of the standardized LS level-1 residuals. The large deviations
from the reference line indicates that we are dealing with a very heavy-tailed distribution.
the level-1 residuals from all groups in the construction of the quantile plot. If heterogeneity
of the level-1 error variance has been discovered (as is seen in this example), we no longer have
identical normal distributions and either separate quantile plots are constructed for each group,
or the level-1 residuals are standardized by group and then pooled. As previously mentioned,
Figure 2.3 is an example of the latter.
For situations in which the level-1 covariance structure is not diagonal, such as in the case
of autocorrelation, the level-1 residuals are still of interest and allow for the assessment of the
assumed covariance structure; however, it is important to note that in this case the level-1
residuals will not be independent. We refer the reader to Fraccaro et al. (2000) for a discussion
of residuals plots useful in this situation. Additionally, we argue that the lineup is relevant
in this situation. For example, consider a lineup plot of the residuals against the time index.
Since the level-1 residuals will be correlated, an analyst may misinterpret patterns in this plot
due to the correlation structure rather than a model violation. The comparison of observed
and simulated data enabled by the lineup will clarify this, since the correlation structure would
also be observed in the simulated plots.
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Figure 2.4: A lineup of 20 boxplots (ordered by IQR) of LS level-1 residuals of the log trans-
formed model. One of the plots is constructed from the observed methylprednisolone study
data while the others are simulated residuals. Can you spot the observed residuals?
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2.4.2 Level-2 residuals
Once we have found an appropriate level-1 model, we begin to assess the model assumptions
made on the random effects (level 2). There may be multiple random effects at this level—such
as both a slope and an intercept—and each effect should be considered.
Empirical Bayes residuals at level 2 are estimates of the random effect, bi, obtained from
the HLM by finding the conditional expectation of bi given the data:
b̂i = D̂Z
′
iV̂
−1
i
(
yi −Xiβ̂
)
(2.4)
The LS residuals are obtained as differences between individual and population average regres-
sion coefficients found through LS, which should only be used in the case of sufficient sample size
within groups. EB residuals are BLUPs if the model is appropriate at all levels (Hilden-Minton,
1995).
In order to assess the appropriateness and completeness of the random effects structure,
Z, we investigate its components and its interactions with the systematic component, X. For
that, we use residual plots for each component of bi across all groups i. Any trend seen in
these plots suggests a misspecification of the between-group model. We must be careful in
interpreting observed heterogeneity between groups: EB variance of the level-2 residuals may
depend on the estimated fixed effects (Goldstein, 1995). Therefore, heterogeneity of variance
could be an artifact of this. To make an assessment of homogeneity possible using a single plot,
we use standardized residuals.
There are different suggestions in the literature on how to estimate the variance of the EB
level-2 residuals, Var
(
b̂i
)
. Based on Equation (2.4), the variance is given as
Var
(
b̂i
)
= D̂Zi
V̂−1i − V̂−1i Xi
(
m∑
i=1
X′iV̂
−1
i Xi
)−1
X′iV̂
−1
i
ZiD̂. (2.5)
Goldstein (1995) suggests using the marginal variance
Var
(
b̂i
)
= D̂Z′iV̂
−1
i ZiD̂ (2.6)
to standardize the residuals, based on the assumption that for large sample sizes the vari-
ation contributed by the fixed effects is small. This standardization is only recommended for
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model checking. For inference regarding the random effects, it is recommended to use, what
Goldstein (1995) terms the conditional covariance, Var
(
b̂i − bi
)
which is widely preferred in
the literature (cf. Laird and Ware, 1982). Using standardized EB level-2 residuals, residual
plots can then be used to detect heterogeneity.
As an alternative, we, again, suggest the use of lineups. The advantage here is that we
do not need to standardize residuals, but instead visualize and compare the model results
to null distribution plots. We can then assess both linearity and detect heterogeneity in the
level-2 residual plots. Since we simulate null data sets from the fitted model, the variability
associated with the fixed effects will be present in all plots. Consequently, the analyst is able to
gauge whether heterogeneity observed in the plot is an artifact of the variability from the fixed
effects—and thus, the observed plot will not be clearly different from the null plots—or due
to a model violation. Figure 4.4 displays a lineup of residual plots for the methylprednisolone
study plotting the EB level-2 residuals associated with the week plotted against each subject’s
baseline serum bilirubin measurement. The observed residual plot (panel
√
36 + 13; here we
obscure the answer to encourage you to search for the observed plot without knowing the
answer) stands out from the field of null plots indicating that the variance of the random slope
for week is not constant across baseline serum bilirubin levels and must be accounted for in the
model.
To assess the distributional assumptions made on the random effects we use normal quantile
plots for each random effect. In order to increase sensitivity to nonnormality and enable an
assessment of correlation between random effects we use weighted normal quantiles and also
allow linear combinations of effects. Lange and Ryan (1989) propose weights that are inversely
proportional to the marginal variance of the EB residuals, Var
(
b̂i
)
, (Equation 2.6). We rec-
ommend leaving this assessment of the distributional assumptions on the random effects for
the last step in residual analysis because the distribution of the residuals depends, as can be
seen in Equation (2.4), on the systematic component, Xi. Consequently, if there is any mis-
specification to the systematic component—be it a lack of linearity or an omitted variable—it
may be detected on the normal quantile plots, masking the distributional assessment (Eberly
and Thackeray, 2005). This is particularly true for the more sensitive weighted normal plots.
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Figure 2.5: A lineup of 20 plots of EB level-2 residuals against baseline serum bilirubin from the
log transformed model. One of the plots is constructed from the observed methylprednisolone
study data while the others are simulated residuals. Can you spot the observed residuals?
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For this reason we prefer unweighted normal plots for exploratory modeling. For the methyl-
prednisolone study the quantile plots for the random slopes revealed no violations in the model
assumptions, so we omit them for brevity.
2.4.3 Other residuals
In this section we highlight two additional residual quantities useful to model diagnostics.
Marginal residuals: The marginal residuals are simply a linear combination, ε̂i + Zib̂i,
of the level-1 and -2 residuals (Hilden-Minton, 1995; Haslett and Haslett, 2007). Notice
that the covariance structure of the marginal residuals is the same as the covariance
structure of the observed values y, as Var(yi −Xiβ) = Vi; thus, the marginal residuals
allow for the assessment of the marginal covariance structure. Additionally, the marginal
residuals can be used to assess the linearity of the fixed effects. If a violation is detected
using the marginal residuals, level-1 and -2 residuals plots are typically necessary to
better understand the violation, which is why we prefer beginning with the two previously
described residuals.
Full-conditional residuals: The full-conditional residuals are defined as e˜ = ê(i) = y −
Xiβ̂(i), for which we have the following equivalence (Haslett and Haslett, 2007):
e˜ = ∆Kb̂ = ∆ε̂,
where K is the Cholesky factor of V, and ∆−1 = diag(P) where P = V−1(I−X(X′V−1X)−1X′V−1).
This shows that the full-conditional residuals can be obtained as linear combinations of
either the level-1 or level-2 residuals. Interest in this type of residual focuses on the
computational aspects of deletion diagnostics (Haslett and Hayes, 1998; Haslett, 1999;
Haslett and Dillane, 2004; Dillane, 2005; Haslett and Haslett, 2007).
2.5 Influence analysis
Not all observations, or groups, have the same impact on model fit and parameter estima-
tion. During any model fitting process, there may be some observations, or groups, that are
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given excessive impact. We call these observations, or groups, influential. For the ordinary
linear regression model, there is a vast literature on influence analysis (Belsley et al., 1980;
Cook and Weisberg, 1982; Chatterjee and Hadi, 1986). More recently, influence analysis has
been studied for HLMs, often under the banner of the linear mixed model, resulting in gen-
eralizations of the influence measures for linear regression. In this section we discuss these
generalizations for the HLM. Specifically, we consider measures of the influence on the fitted
values, the fixed effects (estimates and precision), and the variance components. Additionally,
we illustrate the use of graphics that allow us to explore the results of influence analysis.
Throughout this section we will use the subscript (i) to denote the deletion of the ith
observation, or group. For example, if we delete an observation i, X(i) denotes X where the ith
row has been deleted, and β̂(i) is the estimated fixed effects parameter vector when the ith row
has been deleted. To help clarify the distinction between influence of observations and groups,
we define a level-1 unit to be an observation and a level-2 unit to be a group.
Note that we only investigate the influence of individual observations and the naturally
defined groups specified by model (2.1). The computational cost of these diagnostics is high
for individuals, and this cost grows exponentially in the number of elements under considera-
tion. Consequently, a systematic evaluation of the influence of any arbitrary k observations is
computationally inaccessible.
The high computational cost of influence diagnostics has also resulted in the absence of these
diagnostics from many statistical software environments; however, computational resources
and methods have reached a point where these diagnostics can be implemented. Currently,
residuals and at least some of the influence diagnostics discussed below are available as part
of PROC MIXED in SAS (Schabenberger, 2004), gllamm in Stata (Rabe-Hesketh and Skrondal,
2003), MLwiN (Rabash et al., 2012), and HLMdiag (Loy, 2012) in R (R Core Team, 2012). For
a broader overview of the availability of influence diagnostics for HLMs in statistical software
environments we refer the reader to West and Galecki (2011).
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2.5.1 Influence on fitted values
High leverage points are groups or observations that greatly influence the fitted values. In
the ordinary regression model, leverage is defined to be the diagonal entries of the hat matrix,
H = X (X′X)−1 X′. Large values indicate observations that are outliers in the factor space
(Chatterjee and Hadi, 1986). In the HLM, we have both fixed and random effects that can
influence the fitted values, so we must adjust the above derivation to reflect this.
Assume that the covariance structure, Vi, is fixed. Let Hi = ∂ŷi/∂yi denote the leverage
at level i. Following the definition, the leverage of group i is the sum of leverages for the fixed
and random effects, H1i + H2i, where
H1i = Xi
(
X′iV
−1
i Xi
)−1
X′iV
−1
i (2.7)
H2i = ZiDZ
′
iV
−1
i (I−H1i) , (2.8)
see Demidenko and Stukel (2005) for further details.
As was the case with residuals, we see confounding between the levels taking place for
influence diagnostics— the leverage of the random effects, Equation (3.16), depends on the
leverage of the fixed effects, Equation (2.7). Alternatively, we can define leverage for the
random effects as
H∗2i = ZiDZ
′
i, (2.9)
which resolves this confounding (Nobre and Singer, 2011). In the above definitions, the leverage
for observation j is obtained from the jth diagonal element of corresponding matrix, H1i or
H∗2i. A group or observation is considered to have high leverage if either of these quantities is
“large.” For an observation, the raw value is considered, while to assess the leverage of a group
i, it is necessary to consider the trace of the quantity divided by the size of the group. Notice
that in practice, we substitute the estimates V̂ and D̂ into Equations (2.7) through (2.9).
2.5.2 Influence on fixed effects estimates
A natural way to measure the influence of an observation, or group, on the fixed effects
estimates, is to observe the change in these estimates after the ith unit is deleted from that
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level. For the linear regression model, Cook’s distance (Cook, 1977) is often used. Cook’s
distance can be applied to the HLM to measure the influence of the ith unit on the fixed effects
estimates
Ci
(
β̂
)
=
(
β̂ − β̂(i)
)′ (
XV̂−1X′
)(
β̂ − β̂(i)
)
/p (2.10)
Large values of this statistic are indicative of an influential observation. Since we use an estimate
of V, there is no exact reference distribution for this statistic. Instead, we recommend using
a bootstrap distribution, or measures of relative standing to determine what values of Ci
(
β̂
)
are large. If an analyst prefers the use of a distributional cutoff, we recommend the use of the
parametric bootstrap to generate a reference distribution, which helps us around problems in
case asymptotic distributions do not fully apply. The parametric bootstrap has been applied
to outlier detection with this class of model (Longford, 2001) and can be extended to influence
diagnostics to avoid inappropriate or approximate distributional assumptions. This method
requires repeated simulation from the fitted HLM and calculation of Cook’s distance, so the
computational requirements may be overly prohibitive for complex models.
Cook’s distance gives equal weight to the entire fixed effects parameter vector, β. If it
is of interest to study the influence on one parameter, or a smaller subset of parameters,
then the idea of partial influence is used. Partial influence can be used with the HLM by
considering s independent linear combinations of β, which we will denote B = L′β. Modifying
Equation (2.10) results in the following
Ci
(
B̂
)
=
(
B̂− B̂(i)
)′(
L′
(
XV̂−1X′
)−1
L
)−1 (
B̂− B̂(i)
)
/s (2.11)
Equations (2.10) and (2.11) present the conceptual equations, however, computation using
these equations is very computationally intensive if observations are simply deleted and the
model is then refit. To overcome this burden, basic building blocks have been derived for level-
1 deletion by Christensen et al. (1992) and for level-2 deletion by Banerjee and Frees (1997).
Zewotir and Galpin (2005), and Zewotir (2008) built upon these ideas, creating computationally
more efficient building blocks that are computed only once from the full model. These building
blocks were also developed for the measures discussed in the following sections. Note that while
the building blocks were derived under the assumption that Ri = I, they can be extended to
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the more general case. Alternatively, the full-conditional residuals can be used for computation
(Haslett, 1999).
2.5.3 Influence on precision of fixed effects
An observation, or group, can also impact the precision of the fixed effects estimate,
Var
(
β̂
)
. For the ordinary regression model, the covariance ratio (COVRATIO) (Belsley et al.,
1980) or the traces of the covariance matrices (COVTRACE) are often used. Both statistics
compare the covariance matrix of β̂ with and without unit i.
COVTRACEi
(
β̂
)
=
∣∣∣∣∣trace
(
̂
Var
(
β̂
)−1 ̂
Var
(
β̂(i)
))
− p
∣∣∣∣∣
=
σ̂2(i)
σ̂2
·
∣∣∣∣trace((XV̂−1X′)(X(i)V̂−1(i)X′(i))−1)− p∣∣∣∣ (2.12)
COVRATIOi
(
β̂
)
= det
(
̂
Var
(
β̂(i)
))
· det
(
̂
Var
(
β̂
))−1
= det
(
σ̂2(i)
(
X(i)V̂
−1
(i)X
′
(i)
)−1) · det(σ̂2 (XV̂−1X′)−1)−1 (2.13)
Notice that COVTRACE compares the ratio of the covariance matrices to the p × p identity
matrix, so values of COVTRACE far from zero indicate an influential unit. COVRATIO
compares the determinants of the matrices—and thus their volumes—so values far from one
indicate an influential unit. As with Cook’s distance, we recommend the use of the parametric
bootstrap or measures of relative standing for calibration.
2.5.4 Influence on variance components
Another aspect of the model on which observations can exert influence is the estimation of
the variance components. Let θ denote the vector of variance components, that is, the vector
containing σ2 and the unique entries of D. Recall that the variance components are used in
the estimation of the fixed effects, since it is common practice to plug in an estimate, V̂, into
Equation (6.6). Consequently, even if estimates of the variance components are not of primary
interest to the researcher, it is critical to investigate this part of the model. Due to the fact
that the variance components impact the fixed part of the model, it is recommended to first
check the variance components, but the explanation was reversed for simplicity.
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Cook’s distance could, again, be applied to measure the change in the vector of variance
components, θ
Ci (θ) =
(
θ̂ − θ̂(i)
)′ ̂
Var
(
θ̂
)(
θ̂ − θ̂(i)
)
(2.14)
(Christensen et al., 1992). Alternatively, we can directly compare the relative change
RVCi (θ`) =
θ̂`(i)
θ̂`
− 1 (2.15)
for each variance component, θ`, (Dillane, 2005). Notice that the relative variance change
(RVC) will be close to zero when the ith unit is not influential on the variance component in
question. RVC does not require an estimate of the variance of the variance component vector—
thus, requiring less computation—and seems adequate to explore influence on the variance
components.
In either case, updating formulas for the variance components are needed to avoid a full
model refit when deleting unit i. One-step estimates can be used to achieve this (Christensen
et al., 1992; Zewotir and Galpin, 2005; Zewotir, 2008). An alternative approach is to apply
the “delete = replace” identity, which allows for the update of the variance components from
quantities available from the original model fit (Haslett and Dillane, 2004); however, Shi and
Chen (2012) show that this method is not equivalent to deletion for the linear mixed model
(and thus the HLM).
2.5.5 Methylprednisolone study: an analysis of influential units
We begin the process of identifying influential points by examining the effects the deletion
of a subject (i.e., level-2 deletion) has on the variance components and fixed effects. Figure 2.6
shows two dotplots of Cook’s distance for the variance components. We prefer to look at these
plots to interpret the results from Cook’s distance to a traditional index plot because we can
clearly identify gaps to help determine which units may be influential. Instead of only adhering
to some cutoff based on an approximation to a distribution, we find considering the empirical
distribution of the diagnostics to be most useful, as gaps and clusters can lead to insight into
the model and data that would otherwise be overlooked. With 66 subjects, the dotplot is hard
to read, so after choosing some cutoff—based on visual inspection or some measure of relative
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Figure 2.6: Dotplot (left) and modified dotplot (right) of Cook’s distance for the variance
components for the methylprednisolone study. The modified dotplot collapses all subjects
“within” a specified cutoff for the statistic. Here, the boxplot criterion for outliers was used
as a measure of internal standing to form the cutoff (vertical red line). The plots show that
subject 41 stands out from the rest, indicating this subject has a large effect on the variance
component estimates.
standing—we collapse the subjects that do not raise concern into one group, still displaying
the distribution of those statistics. Clearly, subject 41 stands out as having a large effect
on the variance component estimates. Upon further investigation this subject is one of the
few subjects in the study for which the serum bilirubin levels increased between week 0 (the
baseline measurement) and week 1. The drastic difference in overall pattern of serum bilirubin
measurements suggests that a data recording error may be the cause of this difference, so we
omit the subject in further analysis.
The values for Cook’s distance for fixed effects are shown using a modified dotplot in
Figure 2.7. Subject 55 stands out from the other subjects, indicating that this subject has
the largest effect on the fixed effects estimates. A closer look reveals that this subject has the
highest overall serum bilirubin levels in the treatment group but follows the global trend; thus,
this individual is retained in the analysis.
Interestingly, if the untransformed model is used, subject 22 becomes the most influential
according to Cook’s distance. When inspecting the changes in parameter estimates this subject
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Figure 2.7: Modified dotplot of Cook’s distance for the fixed effects for the methylprednisolone
study. The plot shows that subject 55 may have a large effect on the fixed effects estimates.
actually affects the random effects rather than the fixed effects. This shows how Cook’s distance
can erroneously detect a subject (or observation) as being influential—that is flag it for the
wrong reason—if the model is misspecified, indicating that influence analysis should be carried
out after checking model assumptions.
2.5.6 Approaches for influence analysis
The deletion diagnostics discussed above assume that the covariance matrix V is fixed, or
known, (Christensen et al., 1992). Following from this, one approach to influence analysis is—
as shown in the previous section—to first explore influence on the variance components. If we
encounter problems, we adjust models accordingly and use the new model to further investigate
effects of fixed effects.
Alternatively, we can conduct an analysis of the fixed effects and variance components si-
multaneously. Local influence—perturbing various aspects of the model and examining the
sensitivity of the model through the normal curvature of the likelihood displacement—is one
method for simultaneous assessment and has been applied to the mixed ANOVA model (Beck-
man et al., 1987), the linear mixed model (Lesaffre and Verbeke, 1998), and the HLM (Shi
and Ojeda, 2004). Another method, based on a Taylor series approximation of V(i), has been
27
proposed for the linear mixed model (Dillane, 2005; Schabenberger, 2004) and the HLM Shi
and Chen (2008a). In this approach, calculations of deletion diagnostics are based on a covari-
ance structure for fixed effects, with the ith observation or group deleted, i.e. V(i), rather than
using V, which is computationally much less intensive, but statistically the inferior method.
Unfortunately, these methods are not yet widely adopted in statistical software packages.
2.6 Outlier Detection
Formal procedures for the detection of outliers are available in the HLM literature (Langford
and Lewis, 1998; Longford, 1998, 2001; Shi and Chen, 2008b), however, we have found little
need for them. In our analyses, the combined use of residual analysis and influence analysis
successfully flags potential outliers for further consideration. We have found this to be true
when using dotplots of the influence diagnostics rather than only investigating units identified
as influential based on an approximation to some distribution. This has led naturally to our
preference of thinking of these tools as exploratory in nature, allowing us to explore the model
space.
2.7 Conclusion
Diagnostic tools for HLMs provide the analyst with many effective ways to improve and
better understand a fitted model; however, the developments are fragmented throughout differ-
ent areas of application. We have reviewed some of the key developments in model diagnostics
useful to analysts, putting them into a common notation and vocabulary. There is still room
to further developments to improve and extend these diagnostics, especially in developing af-
fordable computations, but one of the most pressing issues is to make these diagnostics widely
available through incorporation into more software packages. Increasing the availability of di-
agnostics for HLMs will increase their utilization and ultimately lead to better practices in
statistical modeling.
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CHAPTER 3. HLMDIAG: A SUITE OF DIAGNOSTICS FOR
HIERARCHICAL LINEAR MODELS IN R
A paper to be published in the Journal of Statistical Software
Adam Loy and Heike Hofmann
Abstract
Over the last twenty years there have been numerous developments in diagnostic procedures
for hierarchical linear models; however, these procedures are not widely implemented in statis-
tical software packages, and those packages that do contain a complete framework for model
assessment are not open source. The lack of availability of diagnostic procedures for hierarchi-
cal linear models has limited their adoption in statistical practice. The R package HLMdiag
provides diagnostic tools targeting all aspects and levels of continuous response hierarchical
linear models with strictly nested dependence structures fit using the lmer() function in the
lme4 package. In this paper we discuss the tools implemented in HLMdiag for both residual
and influence analysis.
3.1 Introduction
Nested data structures—observations organized in non-overlapping groups—arise naturally
from numerous data collection schemes. These structures occur when individuals are observed
over time (longitudinal repeated measures data); when a field is subdivided into smaller plots
on which a treatment is applied (split plots); or when a stratified sampling scheme is used,
such as when sampling students within schools within districts (multilevel data). When data
are organized in this manner it is clear that the observations are no longer independent, so any
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statistical model used must allow for a more general dependence structure where observations
belonging to the same group can be correlated. Hierarchical linear models (HLMs)—also re-
ferred to as mutlilevel models, mixed effects models, random coefficient models, and random
effects models—allow for such a dependence structure. HLMs incorporate parameters associ-
ated with the global trend—the fixed effects—and parameters associated with the individual
observations—the random effects—that govern the variance-covariance structure of the model.
Compared to the linear model, additional complexities are introduced in the process of both
model fitting and model checking due to the dependence structure and the incorporation of ex-
planatory variables from each level of the data hierarchy. For example, in the analysis of exam
scores, observations may have been collected on both the student (the individual or level-1
unit) and the school (the group or level-2 unit).
For the linear model fit by ordinary least squares, residual analysis and influence analysis
are well-established staples both in practice and in the literature (Belsley et al., 1980; Cook and
Weisberg, 1982). In the last twenty years there have been numerous developments in diagnostic
procedures for HLMs, which have primarily focused on the formulation of deletion diagnostics
(e.g., Cook’s distance), leverage, and outlier detection at each level of these models. We refer
the reader to Loy and Hofmann (2013) for a recent review of available diagnostics for HLMs.
While these developments greatly improve an analyst’s ability to check a fitted model, the
incorporation of diagnostics into statistical software has lagged behind.
As noted by West and Galecki (2011), there are many software programs and packages
capable of fitting HLMs: some are specialized programs dedicated only to this class of model
while others are add-ons to general statistical software packages. Examples of specialized
programs include HLM, MLwiN, and SuperMix (Raudenbush et al., 2011; Rasbash et al.,
2012; Hedeker et al., 2008), and examples of package add-ons include PROC MIXED in SAS
(SAS Institute Inc, 2008), xtmixed and gllamm in Stata (StataCorp, 2007; Rabe-Hesketh et al.,
2004), and nlme and lme4 in R (Pinheiro et al., 2012; Bates et al., 2012; R Core Team, 2012).
Residual analysis is well developed for all of the above programs and packages (Table 3.1),
however, influence analysis is strikingly underdeveloped (Table 3.2). Currently, SAS is the only
program to provide some tools to diagnose each aspect of the model.
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Table 3.1: Overview of readily available residuals for commonly used statistical software. Note
that HLM and HLMdiag can calculate both least squares and empirical Bayes residuals (we
denote this by ∗ in the above table). Also, HLMdiag cannot calculate least squares residuals
for cross-classified models, but can calculate empirical Bayes residuals (we denote this by c in
the above table).
Residual HLM MLwiN SuperMix PROC MIXED xtmixed gllamm nlme lme4 HLMdiag
Marginal X X
Level-1 X∗ X X X X X X X X∗c
Higher-level X∗ X X X X X X X X∗c
Deletion X X X
Table 3.2: Overview of readily available tools for influence analysis for commonly used statis-
tical software. FE denotes diagnostics for the fixed effects and VC denotes diagnostics for the
variance components. Note that a ‘∗’ indicates that the specified diagnostics are available for
higher-level units in gllamm, and a ‘c’ indicates that the specified diagnostics are also available
for cross-classified models in HLMdiag.
PROC
Diagnostic HLM MLwiN SuperMix MIXED xtmixed gllamm nlme lme4 HLMdiag
Parameter
estimates
Cook’s D FE, VC FE∗ FEc
MDFFITS FE, VC FEc
DFBETAS FE∗, VC∗
RVC VCc
Precision of
estimates
COVTRACE FE, VC FEc
COVRATIO FE, VC FEc
Fitted values
Leverage X X X
PRESS X
DFFITS X
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In R, there are packages that work toward an exhaustive diagnosis of a fitted model, but
none are complete. The LMERConvenienceFunctions package (Tremblay and Ransijn, 2012)
provides model criticism plots based on the level-1 residuals through the function mcp.fnc, and
the influence.ME package (Nieuwenhuis et al., 2012a,b) provides access to influence measures
for the fixed effects parameters for models fit using the lme4 package. As seen in Tables 3.1 and
3.2, HLMdiag fills the need for accessible diagnostics for HLMs in R, implementing a unified
and complete framework to access influence diagnostics and residuals. The package requires
that models have strictly nested dependence structure (for full functionality) and are fit using
lmer() in the package lme4.
Next, we introduce the notation for HLMs and the data example that is used throughout
the paper.
3.1.1 Hierarchical linear models
The discussion throughout this paper focuses on two-level HLMs for ease of explanation,
however, it should be noted that the tools provided by HLMdiag can be used with higher-
level models. The two-level hierarchical linear model can be formulated through two equations
specifying the within-group (level-1) and between-group (level-2) models
yi = Ziβi + εi (3.1)
βi = Wiγ + bi. (3.2)
In the above equations i = 1, . . . ,m denotes the group, yi is an ni × 1 vector of outcomes,
Zi is an ni × q design matrix of level-1 explanatory variables, βi is a q × 1 vector of un-
known fixed parameters, Wi is a q × p design matrix of level-2 explanatory variables, γ is
a p × 1 vector of fixed effects, and bi is a q × 1 vector of random effects. Additionally, we
will assume that errors are independent normal between groups and different levels, that is,
εi ∼ N(0, σ2Ii), bi ∼ N(0, σ2 D), and that COV(εi,bi) = 0. These assumptions imply that
yi ∼ N(ZiWiβ, σ2Vi) where Vi = Ii + ZiDZ>i . Combining the within- and between-group
models we obtain a form of the linear mixed model (cf., e.g., Pinheiro and Bates 2000):
yi = Xiβ + Zibi + εi (3.3)
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where Xi = ZiWi and β = γ from the two-level formulation. The HLM is extended to more
levels by incorporating additional random effects associated with the higher-level units.
For general references on HLMs we refer the reader to Kreft and de Leeuw (1998), Rau-
denbush and Bryk (2002), Goldstein (2011), Hox (2010), and Snijders and Bosker (2012) who
present these models in a social science framework. A more general treatment of these mod-
els can be found in Pinheiro and Bates (2000), McCulloch and Searle (2001), and Demidenko
(2004).
3.1.2 Exam data
For illustrative purposes we make use of data on exam scores of 4,059 students in 65 inner-
London schools. This data set is distributed as part of the R package mlmRev (Bates et al.,
2011), which makes well-known multilevel modeling data sets available in R, and is analyzed in
detail by Goldstein et al. (1993) and more recently by Leckie and Charlton (2013).
R> data(Exam, package = "mlmRev")
R> head(Exam)
school normexam schgend schavg vr intake standLRT sex type student
1 1 0.2613 mixed 0.1662 mid 50% bottom 25% 0.6191 F Mxd 143
2 1 0.1341 mixed 0.1662 mid 50% mid 50% 0.2058 F Mxd 145
3 1 -1.7239 mixed 0.1662 mid 50% top 25% -1.3646 M Mxd 142
4 1 0.9676 mixed 0.1662 mid 50% mid 50% 0.2058 F Mxd 141
5 1 0.5443 mixed 0.1662 mid 50% mid 50% 0.3711 F Mxd 138
6 1 1.7349 mixed 0.1662 mid 50% bottom 25% 2.1894 M Mxd 155
For each student, the data consist of their gender (sex) and two standardized exam scores—
an intake score on the London Reading Test (LRT) at age 11 (standLRT) and a score on
the General Certificate of Secondary Education (GCSE) examination at age 16 (normexam).
Additionally, the students’ LRT scores were used to segment students into three categories
(bottom 25%, middle 50%, and top 25%) based on their verbal reasoning subscore (vr) and
overall score (intake). At the school level, the data contain the average intake score for the
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school (schavg) and type based on school gender (schgend, coded as either mixed, boys, or
girls).
Throughout Sections 3.2 and 3.3 we explore the relationship between a student’s intake
score and their achievement on the GCSE examination. In Section 3.2 we focus on the use of
residuals for model selection and validation, and in Section 3.3 we search for influential students
and schools.
3.2 Residual analysis
The presence of multiple sources of variability in hierarchical linear models results in nu-
merous quantities defining residuals. For this paper we will follow the classification by Hilden-
Minton (1995) and define three types of residuals (for a more general discussion of the types of
residuals for linear models we refer the reader to Haslett and Haslett 2007):
1. level-1 (conditional) residuals, εi = yi −Xiβ − Zibi
2. level-2 (random effects) residuals, Zibi or, more commonly, bi
3. marginal (composite) residuals, ζi = yi −Xiβ = Zibi + εi.
Note that these residuals are by definition confounded as they are interrelated. This con-
founding of the residuals can lead to complications in the diagnosis of model deficiencies, since
a violation in one type of residual may manifest itself as an alleged violation in a different resid-
ual, so an analyst must be cautious. To cope with these confounded residuals Hilden-Minton
(1995) recommends an upward residual analysis, as it is possible to examine level-1 residuals
that are unconfounded by other residuals (details below) while this is impossible in a down-
ward residual analysis. This is the approach that we will follow in this section, starting with a
discussion of level-1 residuals, followed by a discussion of level-2 residuals.
3.2.1 Level-1 residuals
The definition of the level-1 residuals
εi = yi −Xiβ − Zibi
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leads to different residuals depending on how β and bi are estimated:
1. Least squares (LS):
Fitting separate linear models to each group and using least squares (LS) to estimate
β and bi leads us to a first set of residuals. The benefit of this estimation procedure
is that residuals depend only on the lowest level of the hierarchy (level 1); thus the LS
residual is unconfounded by other residuals (Hilden-Minton, 1995). While LS residuals
are unconfounded by the level-2 residuals, it is important to remember that for small
within-group sample sizes the LS residuals will be unreliable. In such cases empirical
Bayes residuals should be used.
The LS level-1 residuals are calculated by fitting separate LS regression models for each
group and obtaining the residuals. In HLMdiag, LS models are fit using lmList() in
lme4 if there are no categorical explanatory variables that take on constant values within
the grouping factor. When a categorical explanatory variable does take on a constant
value within the grouping factor, separate LS models can still be fit, where the intercept
simply absorbs the coefficient of the constant explanatory variable. HLMdiag automates
this process with the function adjust_lmList().
2. Empirical Bayes (EB):
The empirical Bayes (shrinkage) residuals are defined as the conditional modes of the
bis given the data and the estimated parameter values (which can be found either by
maximum likelihood or restricted maximum likelihood). The EB residuals at each level
are interrelated, which makes us prefer LS residuals over the EB residuals at level-1,
unless small within-group sample sizes prevent the use of LS residuals.
For higher levels of the models our preference will be reversed: once the assumptions at
the lower level are checked, and the issue of confounding is taken care of, we suggest the
use of EB residuals over LS residuals. This is discussed in more detail in Section 3.2.2.
For mer objects, resid() returns the raw residuals from the model, that is, yi− ŷi, where
ŷi = Xiβ̂−Zib̂i are the predicted conditional mean responses. The estimate b̂i calculated
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by lmer() is an EB estimate; thus, resid() is an object specific function to extract the
EB residuals from an mer object.
We will highlight some of the functionality in the HLMdiag package for model building and
validation using the exam data previously introduced. We fit an initial two-level hierarchical
linear model using a student’s standardized London Reading Test intake score (standLRT) to
explain their GCSE exam score allowing for a random intercept for each school:
R> (fm1 <- lmer(normexam ~ standLRT + (1 | school), Exam, REML = FALSE))
Linear mixed model fit by maximum likelihood
Formula: normexam ~ standLRT + (1 | school)
Data: Exam
AIC BIC logLik deviance REMLdev
9365 9390 -4679 9357 9369
Random effects:
Groups Name Variance Std.Dev.
school (Intercept) 0.0921 0.304
Residual 0.5657 0.752
Number of obs: 4059, groups: school, 65
Fixed effects:
Estimate Std. Error t value
(Intercept) 0.00239 0.04002 0.1
standLRT 0.56337 0.01247 45.2
Correlation of Fixed Effects:
(Intr)
standLRT 0.008
This model suggests that students with higher standLRT scores at age 11 generally scored
higher on the GCSE exam at age 16. But is this model appropriate? To assess the appropriate-
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ness of model fm1 we must examine the level-1 and -2 residuals. Below we demonstrate using
HLMresid() to calculate the LS level-1 residuals from the fitted model.
R> resid1_fm1 <- HLMresid(fm1, level = 1, type = "LS", standardize = TRUE)
R> head(resid1_fm1)
normexam standLRT school LS.resid fitted std.resid
1 0.2613 0.6191 1 -0.5611 0.8225 -0.6824
2 0.1341 0.2058 1 -0.3953 0.5293 -0.4801
3 -1.7239 -1.3646 1 -1.1393 -0.5846 -1.4045
4 0.9676 0.2058 1 0.4383 0.5293 0.5323
5 0.5443 0.3711 1 -0.1022 0.6466 -0.1242
6 1.7349 2.1894 1 -0.2015 1.9364 -0.2512
To do this we set level = 1 and type = "LS". The standardized level-1 residuals are given
by
ε̂∗i = ∆
−1/2
i ε̂i (3.4)
where ∆i is a diagonal matrix with elements equal to the diagonal of VAR(ε̂i). Specifying
standardize = TRUE indicates that the standardized residuals should also be returned. Al-
ternatively, we can specify standardize = "semi", which requests that the semi-standardized
residuals (explanation below) be returned. For LS level-1 residuals a data frame is returned
consisting of the model frame, LS residuals, fitted values, and, if requested, standardized resid-
uals.
A plot of the LS level-1 residuals against the fitted values (not shown) showed no signs
of model mispecification at level 1; however, a plot of the LS level-1 residuals against the
standardized LRT scores (Figure 3.1)
R> qplot(x = standLRT, y = LS.resid, data = resid1_fm1,
+ geom = c("point", "smooth")) +
+ ylab("LS level-1 residuals")
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Figure 3.1: Plot of the level-1 LS residuals vs. standardized LRT score. The smoother indicates
a potential nonlinear trend.
suggests that standardized LRT scores may not be linearly related to GCSE exam scores.
Likelihood ratio tests (not shown) confirm that quadratic and cubic terms for standLRT con-
tribute significantly in describing GCSE exam scores, so we incoporate these terms in the
updated model, fm2.
R> fm2 <- lmer(normexam ~ standLRT + I(standLRT^2) + I(standLRT^3) +
+ (1 | school), Exam, REML = FALSE)
To check for homoscedasticity of the level-1 residuals, one strategy is to plot residuals against
explanatory variables or any other potentially meaningful order of the points. For each group,
i, the LS level-1 residuals, ε̂i, have VAR(ε̂i) = σ
2
i (1 − hi) where hi is a vector containing the
diagonal elements of the hat matrix, Hi = Xi(X
>
i Xi)
−1Xi, from the LS model fit. In order to
target the assumption of homoscedastic level-1 residuals we make use of the semi-standardized
residuals (Snijders and Berkhof, 2008)
εˇi = σ̂iε̂
∗
i = σ̂i∆
−1/2ε̂i ∼ N(0, σ2I) (3.5)
The semi-standardized level-1 residuals are calculated from model fm2 below:
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R> resid1_fm2 <- HLMresid(fm2, level = 1, type = "LS", standardize = "semi")
R> head(resid1_fm2)
normexam standLRT I(standLRT^2) I(standLRT^3) school LS.resid
1 0.2613 0.6191 0.383234.... 0.237244.... 1 -0.65588
2 0.1341 0.2058 0.042354.... 0.008716.... 1 -0.39445
3 -1.7239 -1.3646 1.862067.... -2.54093.... 1 -1.06446
4 0.9676 0.2058 0.042354.... 0.008716.... 1 0.43907
5 0.5443 0.3711 0.137719.... 0.051108.... 1 -0.14143
6 1.7349 2.1894 4.793635.... 10.49536.... 1 -0.07961
fitted semi.std.resid
1 0.9172 -0.66523
2 0.5285 -0.39879
3 -0.6594 -1.09656
4 0.5285 0.44390
5 0.6858 -0.14311
6 1.8145 -0.08557
Figure 3.2 shows a plot of the semi-standardized residuals against standLRT2,
R> qplot(x = `I(standLRT^2)`, y = semi.std.resid, data = resid1_fm2) +
+ geom_smooth(method = "lm") +
+ ylab("semi-standardized residuals") +
+ xlab("standLRT2")
and indicates a potential problem with heteroscedasticity. To further investigate this issue,
we use visual inference through the use of the lineup protocol proposed by Buja et al. (2009)
(see Section 3.5 for additional details and code). Figure 3.3 displays this lineup. We find the
plot of the real data to be indistinguishable (refer to the appendix for the position of the data
plot) from the plots generated from the simulated data, indicating the perceived structure in
the residual plot is an artifact of the sparsity of data for large values of standLRT; thus, we
may proceed with the analysis without the need for remedial measures.
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Figure 3.2: LS level-1 semi-standardized residuals against standLRT2 for the model including
the quadratic and cubic terms. There is no indication of a violation of linearity; however, we
now see some evidence of heteroscedasticity.
An alternative way to check homoscedasticity of level-1 residuals is to use boxplots of
the level-1 residuals by group to assess within-group homoscedasticity. If the assumption of
within-group homoscedasticity is plausible, then the boxplots should exhibit roughly constant
interquartile ranges (IQRs). We omit this approach for brevity.
Figure 3.4 displays a normal quantile plot of the semi-standardized level-1 residuals
R> ssresid <- na.omit(resid1_fm2$semi.std.resid)
R> ggplot_qqnorm(x = ssresid, line = "rlm")
and shows that the semi-standardized residuals appear normal except for the very low values
where the values are larger in absolute value than expected; however, this discrepency is quite
small and does not offer much evidence against the assumption of normality.
In an exploratory setting we would go through this cycle of residual analysis, identification
of explanatory variables, and model fitting multiple times until a satisfactory level-1 model is
found (Tukey, 1977). Since LS level-1 residuals come from least squares fits, we can pair the
evaluation of the goodness-of-fit of a model with the regular tools we have in this situation;
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Figure 3.3: These twenty plots display the semi-standardized residuals from a hierarchical
model against one of the predictor variables. The plot of the real data is randomly embedded
among nineteen simulated plots. Which is the real plot?
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Figure 3.4: Normal quantile plot of the semi-standardized level-1 residuals, constructed with
the ggplot_qqnorm() function.
such as comparisons of nested models (through F tests or ANOVA) or stepwise regression
diagnostics.
Carrying out this iterative process for the Exam data (not shown) results in the inclusion
of student gender in the model. Additionally, including a random slope for standardized LRT,
allowing for the strength of relationship between the two exams to vary across schools, was
found to significantly improve the model.
R> fm3 <- lmer(normexam ~ standLRT + I(standLRT^2) + I(standLRT^3) + sex +
+ (standLRT | school), Exam, REML = FALSE)
3.2.2 Level-2 residuals
The level-2, or random effects, residuals are defined as Zibi or, more commonly, bi. Obvi-
ously, the method of estimation impacts the value of this residual. Again, LS and EB are the
two methods of estimation. We will discuss both briefly:
1. Least squares:
Rearranging Equation (3.2), we see that this estimate is of the form b̂i = β̂i −Wiγ̂,
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where β̂i is a vector of estimates from separate LS models and Wiγ̂ is the estimated
global trend. HLMresid() calculates these residuals using adjust_lmList() to fit the
separate LS models whose coefficients are then compared to the global trend.
2. Empirical Bayes:
bi is estimated using the conditional mode given the data and the estimated parameter
values. EB estimates of bi can be obtained directly from an mer object using ranef(),
or by using HLMresid().
As stated above, if an upward residual analysis is followed, then we prefer the use of EB
residuals at level 2. Our preference stems from the fact that the LS residuals are far more
variable than the corresponding residuals, so exploratory plots of omitted variables will
exhibit weaker associations than the corresponding plots of EB residuals, and that for
small sample sizes LS residuals are untrustworthy or unavailable.
The level-2 residuals are used to
• identify additional explanatory variables that contribute significantly to the model,
• check linearity of the level-2 explanatory variables, and
• investigate whether the level-2 residuals follow a normal distribution.
To obtain the level-2 EB residuals from model fm3, we use the following code:
R> resid2_fm3 <- HLMresid(object = fm3, level = "school")
R> head(resid2_fm3)
(Intercept) standLRT
1 0.40367 0.12718
2 0.40082 0.15932
3 0.49477 0.07799
4 0.05968 0.11968
5 0.25134 0.07108
6 0.44793 0.04823
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where the level refers to the name of the grouping factor contained in the data set. Notice
that we did not need to specify type = "EB" as it is the default setting. This returns a data
frame with columns corresponding to the EB estimates of the random intercept and slope.
Boxplots of the EB residuals for the intercept grouped by school gender (schgend, the left
side of Figure 3.5) show schgend is useful in explaining some of the between-school variability
and should be incorporated into the model. Similary, a scatterplot of the EB residuals for the
intercept against the average intake score (schavg, on the right side of Figure 3.5) exhibits
positive association, indicating that schavg should be incorporated into the model. Below, we
add the two variables as fixed effects.
R> fm4 <- lmer(normexam ~ standLRT + I(standLRT^2) + I(standLRT^3) + sex +
+ schgend + schavg + (standLRT | school),
+ data = Exam, REML = FALSE)
We will refer to this model throughout the remainder of the paper.
The assumption of normality of residuals is assessed by normal quantile plots for each of the
level-2 residual vectors. Figure 3.6 shows normal quantile plots of the level-2 EB residuals for
both the intercept (left side) and slope (right side) terms, neither of which show evidence of a
deviation from normality. One outlier is seen in the plot for the random slope and is determined
to be school 53. An inspection of the records for this school did not yield any immediately
apparent anomalies, but we will further investigate this school in the discussion on influential
data points.
3.2.3 Marginal residuals
Marginal residuals are obtained by plugging in the estimate of β, β̂, into the definition
ζi = yi −Xiβ
and are calculated from an mer object using HLMresid() specifying level = "marginal".
These residuals can be used for diagnostics as they would be in single-level linear models;
however, as these residuals are the sum of the level-1 and level-2 residuals, any problems
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Figure 3.5: Plots of the level-2 EB residuals for the intercept plotted against the omitted
explanatory variables schgend and schavg. We construct boxplots for schgend to appropriately
display a categorical variable and a scatterplot with a smoother to display a continuous variable.
The boxplots for schgend are not all centered around zero, indicating that the variable contains
information useful in describing the between-school variation in exam scores. Similarly, we
observe a positive association in the scatterplot for schavg.
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Figure 3.6: Normal quantile plots of the level-2 EB residuals for the intercept (left pane) and
slope (right pane). The normal quantile plot for the random slope indicates that school 53 is
an outlier.
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exhibited must be accompanied by analysis of the other types of residuals to pinpoint the
source of the problem. One situation in which the marginal residuals are uniquely valuable is
in assessing the marginal covariance structure, such as in repeated measures and longitudinal
data, as the marginal residuals, ζi, and observed values, yi, have the same covariance structure.
3.2.4 Addressing residual deficiencies
In the above example, we did not observe significant model deficiencies, but if any had been
observed remedial measures would have been necessary. In this section we briefly discuss such
measures available for the HLM.
To correct for nonlinearity, heteroscedasticity, or nonnormality, transformations of either the
response variable or explanatory variables may prove helpful (Snijders and Bosker, 2012, chapter
10). For example, as in classical regression, an appropriate transformation of an explanatory
variable may correct for a nonlinear relationship with the response. Similarly, appropriate
transformations of the response variable can help correct heteroscedasticity and skewed residual
distributions. For examples of this we refer the reader to Gurka et al. (2006) and Goldstein
et al. (2009), who discuss how to use the Box-Cox transformation to correct for nonnormal
distributions.
While transformations present a rather straight forward approach to addressing model defi-
ciencies it may be preferrable to reformulate the model with weaker distributional assumptions.
This approach has the advantage that the data will be represented in the original scale of the
problem, retaining greater interpretability. If heteroscedasticity in the residuals is discovered,
the model assumptions can be weakened to allow the residual variance to depend upon some
explanatory variable (Snijders and Bosker, 2012, chapter 8). Currently, it is not possible to
model the residual variance as a function of covariates using lmer(); however, this is possible
using lme() in the R package nlme (we refer the reader to Pinheiro and Bates, 2000, Sec-
tion 5.2 for details). If nonnormal residual distribtions are discovered, then the distributional
assumptions can be reformulated to more adequately represent the data, though model estima-
tion may become more challenging. Alternatively, strong distributional asssumptions on the
random effects can be avoided through the use of semiparametric or nonparametric methods
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(Shen and Louis, 1999; Zhang and Davidian, 2001; Ghidey et al., 2004), or mixtures of normal
distributions (Verbeke and Lesaffre, 1996). We refer the reader to Ghidey et al. (2010) for a
recent review of these methods.
Although model reformulation leads to a more accurate representation of the data gen-
erating mechanism, for analyses focused on estimation rather than prediction it may not be
necessary. An alternative approach useful when normality is violated is the use of robust ‘sand-
wich’ estimators of the standard errors (Verbeke and Lesaffre, 1997; Yuan and Bentler, 2002),
assuming sample sizes are large enough in the highest-level of the model.
3.3 Influence analysis
Influence analysis consists of systematically investigating whether some observation, or
group of observations, is given disproportionate importance in model estimation, and, conse-
quently, on the conclusions made from the analysis. Such observations are deemed influential,
and the analyst must understand what impact these influential points have on the fitted model.
The most straightforward way to assess this influence is through the use of deletion diagnos-
tics. Deletion diagnostics are statistics that quantify the change in a parameter estimate when
some subset of the data is deleted. These diagnostics are well documented in the literature
for regression models (Belsley et al., 1980; Cook and Weisberg, 1982) and are widely available
in statistical software; however, they are less established for hierarchical linear models (see
Table 3.2).
Compared to the classical regression model, an additional complication is introduced by the
hierarchical structure of the data for this class of models. Hierarchical data contain natural
clusters of observations, whereas the linear regression model assumes that observations are in-
dependent, resulting in the need for multiple deletions to assess the influence of both individual
observations and clusters of observations. Specifically, in the case of a two-level model, we refer
to the deletion of an individual observation as a level-1 deletion and the deletion of an entire
level-2 group as a level-2 deletion. Note that these definitions extend naturally upward for
models with additional levels in the hierarchy.
In this section we describe the implementation of diagnostics to assess changes in the esti-
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mation of the variance components using relative variance change, the estimation of the fixed
effects using Cook’s distance and a multivariate version of DFFITS, the precision of the fixed
effects estimates using the covariance ratio and trace, and the fitted values using leverage.
These quantities are used to assess the influence in both level-1 and level-2 units. First, we will
consider deletion diagnostics for the fixed effects of a hierarchical linear model, but note that
in an analysis we would begin with diagnostics for the variance components as the diagnostics
for fixed effects require a specified covariance matrix. We reverse the order here for ease of
explanation.
3.3.1 Diagnostics for fixed effects
Changes in parameter values. Two statistics that are commonly used for measuring
changes in fixed effects are Cook’s distance and MDFFITS, a multivariate version of the DF-
FITS statistic (Belsley et al., 1980). Both statistics measure the distance between the fixed
effects estimates obtained from the full data and those obtained from the reduced data, and
are generalized for the HLM as follows (see Christensen et al. 1992, and Schabenberger 2004):
Ci(β̂) =
1
p
(
β̂ − β̂(i)
)>
V̂AR(β̂)
−1 (
β̂ − β̂(i)
)
(3.6)
MDFFITSi(β̂) =
1
p
(
β̂ − β̂(i)
)> ̂
VAR(β̂(i))
−1 (
β̂ − β̂(i)
)
(3.7)
where p is the rank of X and β̂(i) is the estimate of β when the ith unit is deleted. Note
that these definitions are general enough to allow for deletion at any level—for example, for
a two-level model, in the case of level-1 deletion, i refers to an individual, whereas for level-2
deletion i refers to a group.
The difference between the two statistics is that Cook’s distance scales the change in the
parameter estimates by the estimated covariance matrix of the original parameter estimates,
while MDFFITS is scaled by the estimated covariance matrix of the deletion estimates. This
means that computation of Cook’s distance only requires the covariance from the original fitted
model while computation of MDFFITS requires the covariance structure to be reestimated in
the absence of the ith unit and the inverse to be recalculated.
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Regardless of the statistic used, larger values indicate higher levels of influence. In the
case of unknown covariance structure we do not have an exact reference distribution for these
statistics, so instead of relying on an approximation to a large sample asymptotic result, we
adhere to the use of measures of relative standing to determine which units should be considered
for further investigation. For example, we might consider units associated with statistics that
are more than 1.5× IQR or 3× IQR above the third quartile (Q3) as extreme for diagnostics
where large values are indicative of a problem. In practice we have found the more conservative
cutoff, Q3 + 3 × IQR, to be a more useful starting point for such an investigation, especially
for large sample sizes, as it identifies “extreme” values of the empirical distribution of these
diagnostics rather than all outlying values. An alternative strategy is to plot the statistic and
visually identify unusual values based on gaps in the empirical distribution.
HLMdiag implements both Cook’s distance and MDFFITS for mer objects. For our example
we compute the level-2 (school-level) deletion statistics of model fm4 using the below code.
R> cooksd_fm4 <- cooks.distance(fm4, group = "school")
R> mdffits_fm4 <- mdffits(fm4, group = "school")
Both functions return a vector of diagnostic values and a list of the differences between the
original and deleted fixed effects parameter vectors (beta_cdd), β̂ − β̂(i), as an attribute.
To evaluate diagnostic values, we use dotplots—or a modified version of them. The dotplot is
modified by grouping all “non-influential” units—as identified by the values of the diagnostic—
into one group and displaying the influential groups as single cases. For the modified version
of the dotplot, HLMdiag provides two types of modification for displaying the non-influential
units: a dotplot (the right panel of Figure 3.7) or a boxplot (Figure 3.8). This type of plot
allows us to see the overall distribution of the diagnostic while focusing on the influential points.
Since this should be a commonly used plot, we provide the function dotplot_diag() using the
plotting tools of ggplot2 (Wickham, 2009).
R> # Figure 7 - left panel
R> dotplot_diag(x = cooksd_fm4, cutoff = "internal",
+ name = "cooks.distance") +
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Figure 3.7: A dotplot (left) and modified dotplot (right) of the level-2 Cook’s distance. We
find no schools to be flagged as influential through internal scaling.
+ ylab("Cook's distance") + xlab("school")
R>
R> # Figure 7 - right panel
R> dotplot_diag(x = cooksd_fm4, cutoff = "internal", name = "cooks.distance",
+ modify = "dotplot") +
+ ylab("Cook's distance") + xlab("school")
Figure 3.7 displays a dotplot (left) and modified dotplot (right) of Cook’s distance for
level-2 deletion. To obtain the modified dotplot the argument modify = "dotplot" is added
to the above call and a cutoff must be specified. The boxplot modification of the dotplot
can be obtained by specifying modify = "boxplot" instead. Here, we use the cutoff previously
discussed by setting cutoff = "internal", but other numeric cutoffs can be manually specified
using this argument. When cutoff = "internal" is specified a name is required, which should
be one of the following: "cooks.distance", "mdffits", "covratio", "covtrace", "rvc",
or "leverage". Using measures of internal standing, no schools are identified as influential;
however, if a school had been flagged, then it is easy to examine the change in the parameter
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vector when the offending school has been deleted. Below, we show how to access the change
in the parameter vector when school 25 has been deleted.
R> beta_cdd25 <- as.numeric(attr(cooksd_fm4, "beta_cdd")[[25]])
R> names(beta_cdd25) <- names(fixef(fm4))
R> beta_cdd25
(Intercept) standLRT I(standLRT^2) I(standLRT^3) sexM
0.003980 -0.009745 -0.003259 0.003161 0.001040
schgendboys schgendgirls schavg
0.001882 -0.016269 0.023239
To obtain these diagnostics for level-1 units using cooks.distance() and mdffits() we
set group = NULL.
Precision of fixed parameters. The covariance matrix of β̂ gives insight into the preci-
sion of the parameter estimates. Both the covariance trace (COVTRACE) (Christensen et al.,
1992) and the covariance ratio (COVRATIO) are measures of how precision is effected by
the deletion of unit i. Again, we make use of a general definition that allows us to examine
level-specific dependencies at a later point:
COVTRACEi(β) =
∣∣∣∣trace(V̂AR(β̂)−1 · ̂VAR(β̂(i)))− p∣∣∣∣ (3.8)
COVRATIOi(β) = det
(
̂
VAR(β̂(i))
)(
det
(
V̂AR(β̂)
))−1
(3.9)
Both statistics compare the covariance matrices of β̂ where β̂ is estimated with and without
unit i. Taking the covariance matrix of β̂ with unit i as the baseline, COVTRACE compares
the ratio of the two matrices to the p× p identity matrix, which has a trace of p. COVRATIO
directly compares the volume of the matrices via their determinants. In the case that unit i is
not influential, the covariance trace will be close to zero, while the covariance ratio is close to
one. As with Cook’s distance and MDFFITS, we recommend the use of measures of relative
standing or the visual identification of gaps in the empirical distribution to evaluate how far
the statistics must deviate from zero or one to be considered influential.
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We calculate COVTRACE and COVRATIO for model fm4 by
R> covratio_fm4 <- covratio(fm4, group = "school")
R> covtrace_fm4 <- covtrace(fm4, group = "school")
An investigation of the results reveals that no schools are influential with respect to the
precision of the fixed effects estimates.
3.3.2 Diagnostics for variance components
Let θ denote the vector of variance components, that is, the vector containing the residual
variance, σ2, and the unique entries of D. The deletion diagnostics presented for fixed effects
can be adapted to the variance components by substituting θ̂ and θ̂(i) in place of β̂ and β̂(i).
Equations (3.10) through (3.13) display the analogs of the previously discussed diagnostics for
variance components.
Di(θ) =
(
θ̂ − θ̂(i)
)> ̂
VAR(θ̂)−1
(
θ̂ − θ̂(i)
)
(3.10)
MDFFITSi(θ) =
(
θ̂ − θ̂(i)
)> ̂
VAR(θ̂(i))−1
(
θ̂ − θ̂(i)
)
(3.11)
COVTRACEi(θ) =
∣∣∣∣trace(V̂AR(θ̂)−1 · ̂VAR(θ̂(i)))− q∣∣∣∣ (3.12)
COVRATIOi(θ) = det
(
̂
VAR(θ̂(i))
)(
det
(
V̂AR(θ̂)
))−1
(3.13)
Note that the formulas for Cook’s distance and MDFFITS (Equations 3.10 and 3.11) no longer
contain division by the rank of X, and in Equation (3.12) q denotes the rank of the covariance
matrix of Var(θ̂) (see Christensen et al. 1992 and Schabenberger 2004 for a discussion). Com-
putationally, these diagnostics are more challenging as they are based on an estimate of the
covariance matrix—such as the inverse Hessian matrix—for the variance components, which is
not readily available for mer objects. While it would be possible to get an estimate of the co-
variance matrix for variance components using a parametric bootstrap, this would significantly
increase the computational complexity. Instead, we focus on diagnostics that do not require an
estimate of the covariance matrix, allowing the direct use of output from lmer().
One diagnostic measure that meets this requirement is the relative variance change (RVC)
(Dillane, 2005), which measures the change in estimates of the `th variance component, θ`,
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with and without unit i. RVC is defined as
RVCi(θ̂`) =
θ̂`(i)
θ̂`
− 1, (3.14)
where θ̂`(i) is the estimate of the variance component when the ith unit is deleted, and θ̂` is the
estimate of the variance component obtained for the full data. RVC is close to zero when unit
i does not have a large influence on the variance component.
For model fm4, RVC is calculated for each school as
R> rvc_fm4 <- rvc(fm4, group = "school")
R> head(rvc_fm4)
sigma2 D11 D21 D22
1 -0.0029212 0.03881 -0.052681 0.038771
2 -0.0086459 0.08409 -0.037846 0.002690
3 -0.0025712 0.04303 0.058174 0.061977
4 -0.0001547 0.09394 0.004088 0.004325
5 0.0024721 0.07673 0.014415 0.039840
6 0.0026263 0.08399 0.065087 0.058835
The command rvc returns a matrix with named columns for each variance component,
where sigma2 is the residual variance, σ2, and D** denotes the unique entries of D where the
trailing digits denote the position in the matrix. In this example, D11 is the variance associated
with the random intercept for schools, D22 is the variance associated with the random slope
for standardized LRT score, and D21 is the covariance between the random slope and random
intercept.
Figure 3.8 displays a modified dotplot of the level-2 RVC for the random slope, standLRT.
Through the use of internal scaling, schools 7 and 53 are identified as influential and warrant
further investigation: school 53 appears to be a school with very good students (top verbal
reasoning intake scores and above median exam and standLRT scores), and school 7 appears to
“pull students up” (mediocre verbal reasoning intake scores and median standLRT below overall
median but exam scores higher than the overall median).
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Figure 3.8: Modified dotplot of the level-2 RVC for the slope, that is, standLRT. Schools 7 and
53 are flagged as influential by internal scaling.
3.3.3 Diagnostics for fitted values
In addition to exploring how subsets of observations directly impact the model parameters,
it is also of interest to explore whether these observations are unusual with regard to the fitted
values and explanatory variables. This is done by exploring the leverage of subsets of interest.
As with linear regression, leverage can be defined as the rate of change in the predicted response
with respect to the observed response (Demidenko and Stukel, 2005; Nobre and Singer, 2011).
Formally, assuming that VAR(yi) = σ
2Vi is fixed, the leverage at level i can be defined as
Hi =
∂ŷ∗i
∂yi
= Xi
(
X>i V
−1
i Xi
)−1
X>i V
−1
i + ZiDZ
>
i V
−1
i (I−H1i) (3.15)
= H1i + H2i
where ŷ∗i = Xiβ̂ + Zib̂i. In the above definition, leverage is described in two parts, which
we refer to as the leverage associated with the fixed effects, H1i, and the leverage associated
with the random effects, H2i. The leverage associated with the random effects depends on the
leverage associated with the fixed effects; thus, using H2i we are unable to separate the two
58
components. Alternatively, the random effects leverage can be defined as
H∗2i = ZiDZ
>
i (3.16)
which is unconfounded by the fixed effects (Nobre and Singer, 2011).
Using Equations (3.15) and (3.16), we define the leverage of observation j in group i to
be equal to the jth diagonal element of the leverage matrix of interest, and the leverage of
group i to be the mean of the diagonal elements of the leverage matrix of interest. To reflect
the plurality of statistics that can be defined as “leverage” in a hierarchical model, leverage()
in HLMdiag returns numerous quantities: the overall leverage (overall, H), the fixed effects
leverage (fixef, H1), the random effects leverage (ranef, H2), and the unconfounded random
effects leverage (ranef.uc, H∗2).
R> leverage_fm4 <- leverage(fm4, level = "school")
R> head(leverage_fm4)
overall fixef ranef ranef.uc
1 0.02171 0.001869 0.01984 0.1568
2 0.02667 0.002372 0.02430 0.1758
3 0.02573 0.002564 0.02316 0.1725
4 0.02011 0.001629 0.01848 0.1497
5 0.03134 0.001890 0.02945 0.1437
6 0.01790 0.001913 0.01599 0.1814
From an investigation of the resulting leverage for the fixed effects (fixef) we find that
schools 37, 48, and 54 have high leverage. Interestingly, no schools are flagged as having high
leverage on the random effects when using the unconfounded version (ranef.uc), while schools
48 and 54 are flagged when using the confounded version (ranef)—this supports our preference
for investigation of the unconfounded version of leverage. With a more thorough investigation
of the schools, we determine the schools are not influential. The flagged schools are near the
extremes of the average intake scores, explaining why they were flagged, but none of the schools
deviate much from the overall trend.
59
3.3.4 Addressing influential and outlying units
Having identified potential influential and outlying units, we consider modeling approaches
to appropriately represent these units. First, when an influential or outlying unit is identified it
is important to carefully explore the values of the response and explanatory variables for data
entry errors and other peculiarities. If the identified units appear to be different with respect
to some observed explanatory variable one approach is to include a dummy variable in the
model explaining the apparent difference (for an example of this approach we refer the reader
to Langford and Lewis, 1998). This can also be used to adjust the intercept when no such
explanatory variable is found. Occassionally, a unit may be detected that is from a population
other than that of interest, in which case deletion of this unit from the data set is a viable
option.
An alternative approach to address the issue of outlying and influential units is the use of
robust methods protecting against the influence of such units. The use of heavy-tailed distribu-
tions for the residuals, such as the t distribution, to protect against the impacts of outlying units
have been proposed by Pinheiro et al. (2001) and Staudenmayer et al. (2009). Additionally,
Demidenko (2004, section 4.4) discusses alternative approaches to robust modeling.
3.4 Package description
In this section we provide additional description of the functions provided by HLMdiag.
Tables 3.3 and 3.4 outline the main functions for residual and influence analysis included in the
package accompanied by brief descriptions.
Table 3.3: Summary of residual functions implemented in HLMdiag.
Function Description
HLMresid() Calculates/extracts LS and EB residuals at any level.
compare_eb_ls() Constructs plots comparing LS and EB residuals.
ggplot_qqnorm() Constructs normal quantile plots in the ggplot2 framework.
group_qqnorm() Overlays multiple normal quantile plots.
For residual analysis, HLMresid() provides a unified framework to calculate either LS or
EB residuals at any level of the model. While EB residuals were previously available from mer
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objects using resid() and ranef(), LS residuals required manual implementation by the user.
Additionally, HLMresid() provides the necessary framework to conduct an upward residual
analysis without the need for programming on the part of the user.
Table 3.4: Summary of influence functions implemented in HLMdiag.
Function Description
case_delete Calculates building blocks of case deletion for the fixed ef-
fects and variance components from an mer object.
cooks.distance() Calculates Cook’s distance for objects either of class
case_delete or mer.
covratio() Calculates the covariance ratio for objects either of class
case_delete or mer.
covtrace() Calculates the covariance trace for objects either of class
case_delete or mer.
diagnostics() Calculates Cook’s distance, MDFFITS, covariance ratio,
and covariance trace for fixed effects and relative variance
change for variance components from a case_delete object.
dotplot_diag() Constructs a (modified) dotplot for influence statistics.
leverage() Calculates the leverage from an mer object.
mdffits() Calculates MDFFITS for objects either of class
case_delete or mer.
rvc() Calculates the relative variance change for objects either of
class case_delete or mer.
HLMdiag also provides the most complete suite of tools for influence analysis available
in R, comparable to those available in SAS PROC MIXED. Among the functions outlined in Ta-
ble 3.4 it is important to note that HLMdiag provides two implementations of cooks.distance,
mdffits, covratio, and covtrace: one based on the full model refit, and the other based on
a one-step approximation. The example discussed in the above sections illustrated the “fast”
implementation based on one-step approximations for the fixed effects and associated covari-
ance matrices (for further details we refer the reader to Christensen et al., 1992; Shi and Chen,
2008; Zewotir, 2008). The implementation of these approximations utilizes smaller, dense sub-
matrices resulting in more efficient computation. Additional computational speed has been
achieved by combining the Armadillo C++ linear algebra library (Sanderson, 2010) with R via
the RcppArmadillo package (Francois et al., 2013).
While this one-step approximation is faster, it is less accurate than diagnostics based on the
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full refit. To obtain diagnostics from a full refit of the model for each deletion case_delete()
must first be run to extract all the necessary information from the models, after which the same
influence functions can be called on the result. While the results are accurate, the time required
to compute the full refit makes them prohibitive, as it greatly interrupts the user’s workflow.
A one-step approximation is not currently implemented for the variance components, but is an
area of future development.
3.5 Discussion
In this paper, we have demonstrated how to obtain different types of residuals and influence
diagnostics for HLMs fit using lmer() based on the functionality of the R package HLMdiag.
We have implemented functions in such a manner that once the desired residuals or deletion
influence diagnostics have been obtained, analysis proceeds largely as it would for an ordinary
linear model. Additionally, we have demonstrated an approach to model building that utilizes
the residuals at each level of the model.
While we have greatly increased the diagnostic tools available for HLMs in R, we did not
implement all possible types of residuals and influence diagnostics. For example, we did not
include the calculation of deletion residuals (cf., Haslett and Haslett, 2007), but the plotting
functions, such as dotplot_diag(), work regardless of specific residual estimation and can be
usefully employed for user-defined diagnostics. Additionally, we do not discuss generalizations
of residuals to models with crossed random effects (i.e., cross-classified models) due to decreased
interpretability based on the imposed covariance structure, but EB residuals can be extracted
from such models using HLMresid() (see Table 3.1). HLMdiag is only fully functional with
strictly nested dependence structures, however, only the LS residuals (type = "LS" when using
HLMresid()) and leverage() are unavailable for cross-classified models. For future versions
of HLMdiag, we plan to extend functionality, in particular, to allow user-defined residual func-
tions to be incorporated into HLMresid() and to provide full compatibility with cross-classified
models.
Additionally, the current version of HLMdiag is compatible with the version of lme4 on
the Comprehensive R Archive Network (CRAN) and the development version of lme4 available
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on R-Forge (http://lme4.r-forge.r-project.org/). Future development of HLMdiag will
include the implementation of methods for HLMs fit by nlme.
Up to now, a complete suite of tools for diagnosing HLMs was not available for an open
source statistical software package, resulting in reduced awareness and use of developed diag-
nostics. HLMdiag provides a complete, open source suite of tools for the assessment of HLMs,
which are comparable to those of SAS PROC MIXED (see Table 3.2). We believe the availability
of these tools will lead to increased utilization and better modeling practices.
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Appendix
Graphical inference for model diagnostics
In this paper we use the idea of the lineup protocol introduced by Buja et al. (2009) to
assess model assumptions for the hierarchical linear model. More specifically, we use this
protocol to judge whether the assumption of constant error variance of the level-1 residuals
across standLRT2 is valid. To conduct this visual test, we generate 19 null plots against which
the true data will be compared by simulating from the model and obtaining the residuals.
First, we simulate null data sets and calculate the residuals:
R> ## Simulating null data
R> sim_fm2 <- simulate(fm2, nsim = 19)
R>
R> ## Refit
R> refit_fm2 <- apply(sim_fm2, 2, refit, object = fm2)
R>
R> ## Extract level-1 residuals
R> sim_fm2_lev1_resid <- ldply(refit_fm2, function(x){
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+ HLMresid(object = x, level = 1, type = "LS", sim = x@y,
+ standardize = "semi")
+ })
R>
R> ## Labeling for nullabor
R> sim_fm2_lev1_resid$.n <- rep(1:19, each = 4059)
R> names(sim_fm2_lev1_resid)[4:5] <- c("standLRT2", "standLRT3")
In R the lineup is easily obtained using the nullabor package (Wickham, 2011).
R> ## Formatting for nullabor
R> lev1_resid_fm2 <- HLMresid(object = fm2, level = 1, type = "LS",
+ standardize = "semi")
R> names(lev1_resid_fm2)[3:4] <- c("standLRT2", "standLRT3")
R> class(lev1_resid_fm2[,3]) <- "numeric"
R>
R> ## Creating lineup
R> qplot(standLRT2, semi.std.resid, data = lev1_resid_fm2,
+ geom = "point", alpha = I(0.3)) %+%
+ lineup(true = lev1_resid_fm2, samples = sim_fm2_lev1_resid) +
+ facet_wrap(~ .sample, ncol = 4) +
+ geom_hline(aes(yintercept = 0), colour = I("red")) +
+ ylab("semi-standardized residuals")
Figure 3.3 displays the resulting lineup. The true plot is shown in panel 19.
Session information
The output presented in this paper was obtained using the following session:
R> sessionInfo()
R version 3.0.0 (2013-04-03)
Platform: x86_64-apple-darwin10.8.0 (64-bit)
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locale:
[1] en_US.UTF-8/en_US.UTF-8/en_US.UTF-8/C/en_US.UTF-8/en_US.UTF-8
attached base packages:
[1] stats graphics grDevices utils datasets methods
[7] base
other attached packages:
[1] plyr_1.8 nullabor_0.2.1 HLMdiag_0.2.2 ggplot2_0.9.3.1
[5] lme4_0.999999-2 Matrix_1.0-12 lattice_0.20-15 knitr_1.2
loaded via a namespace (and not attached):
[1] colorspace_1.2-2 dichromat_2.0-0 digest_0.6.3
[4] evaluate_0.4.3 formatR_0.7 grid_3.0.0
[7] gtable_0.1.2 labeling_0.1 MASS_7.3-26
[10] munsell_0.4 nlme_3.1-109 proto_0.3-10
[13] RColorBrewer_1.0-5 reshape2_1.2.2 scales_0.2.3
[16] stats4_3.0.0 stringr_0.6.2 tools_3.0.0
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CHAPTER 4. ARE YOU NORMAL? THE PROBLEM OF
CONFOUNDED RESIDUAL STRUCTURES IN HIERARCHICAL
LINEAR MODELS
A paper submitted to the Journal of Computational and Graphical Statistics
Adam Loy and Heike Hofmann
Abstract
We encounter hierarchical data structures in a wide range of applications. Regular lin-
ear models are extended by random effects to address correlation between observations in the
same group. Inference for random effects is sensitive to distributional mis-specifications of the
model, making checks for (distributional) assumptions particularly important. The investiga-
tion of residual structures is complicated by the presence of different levels and corresponding
dependencies. Ignoring these dependencies leads to erroneous conclusions using our familiar
tools, such as Q-Q plots or normal tests. We first show the extent of the problem, then we intro-
duce the fraction of confounding as a measure of the level of confounding in a model and finally
introduce rotated random effects as a solution to assessing distributional model assumptions.
This article has supplementary materials online.
4.1 Introduction
There are a wide range of application areas—from the biological and physical sciences
to the social sciences—in which we encounter nested data. Whether it is quality control in
a manufacturing process that involves the monitoring of a set of components over time or
students’ performances in different schools across the country, analysts have to account for the
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correlation between observations in the same group. Hierarchical linear models, or multilevel
models, allow us to do exactly that—but they also require us to make distributional assumptions
on both the error terms and the random effects. These assumptions must hold to ensure the
validity of the model and all of its resulting conclusions. Inference for the fixed effects in linear
mixed models is fairly robust against model mis-specification (Butler and Louis, 1992; Verbeke
and Lesaffre, 1997). This is different for random effects: they are sensitive to distributional
mis-specifications and therefore have to be checked carefully, especially when they are central
to the inferential goals, such as in the construction of a prediction interval for an unobserved
group.
One approach to address this sensitivity is to avoid the assumptions made on the random
effects distributions using semiparametric or nonparametric methods (Shen and Louis, 1999;
Zhang and Davidian, 2001; Ghidey et al., 2004), or using a finite mixture of normal distributions
for the random effects (Verbeke and Lesaffre, 1996). We refer the reader to Ghidey et al. (2010)
for a recent review comparing these methods. The cost of increased robustness is increased
computational complexity. These methods also have not been widely implemented in statistical
software, making them less accessible. Another approach is to check this assumption using
diagnostic tools. This is the approach on which we focus in this paper.
Quantile-quantile (Q-Q) plots (Wilk and Gnanadesikan, 1968) are our main graphical tool
for visually evaluating a specific distributional assumption. For that, we plot the empirical
distribution against the expected quantiles from the assumed distribution. In hierarchical
linear models the investigation of residual structures is complicated by the presence of different
levels. The nested structure of the data is reflected in the residual structure, and just as there is
dependence between different levels in the data, we can expect dependencies between different
levels in the residual structure. Q-Q plots, in their weighted (Dempster and Ryan, 1985;
Lange and Ryan, 1989) or unweighted form, do not account for this, which leads to erroneous
conclusions in evaluating normality when there is a relatively high degree of shrinkage. Such
situations are commonly encountered in practice, but are often overlooked in the literature.
For example, Eberly and Thackeray (2005) explored properties of Lange and Ryan’s weighted
Q-Q plots for a balanced longitudinal data set and found that, for a properly specified mean
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structure, the weighted Q-Q plots can target the random effect distribution. This cannot be
said for unbalanced data. Data imbalances lead to higher degrees of shrinkage, and in situations
with high degrees of shrinkage weighted Q-Q plots cannot accurately target the random effect
distribution, even if the mean structure is properly specified.
In this paper, we address the problem of distributional assessment due to confounding
in residual structures. Section 4.2 illustrates the inadequacy of existing methods based on
the predicted random effects. We introduce the concept of rotating the random effects into a
reduced-dimensional subspace that is less confounded in Section 4.3, and illustrate how to obtain
rotated random effects at all levels. In Section 4.4 we evaluate the sensitivity and specificity of
tests of normality for the rotated random effects in a simulation study to investigate the behavior
of Q-Q plots constructed from the rotated random effects. Finally, we demonstrate how this
enables an appropriate graphical assessment of the distributional assumptions in Section 4.5.
4.2 Motivating example
To illustrate the effect of confounding between different levels of residuals, we consider the
data set discussed by Gelman and Pardoe (2006). This data set consists of a stratified random
sample of 919 owner-occupied homes in 85 counties in Minnesota. Gelman and Pardoe (2006)
suggest a hierarchical model of the form
log(yij) = β0 + β1x1ij + β2x2i + b0i + b1ix1ij + εij (4.1)
where log(yij) denotes the radon measurement (in log pCi/L, i.e log picoCurie per liter) for
house j within county i (1 ≤ j ≤ ni, 1 ≤ i ≤ 85), x1ij is a binary variable describing the level at
which the measurement was taken (0 for the basement and 1 for a higher level), and x2i denotes
the average soil uranium content for county i. We assume i.i.d. normal errors εij ∼ N (0, σ2ε)
and bi ∼ N (0, D), where D allows for correlation between random effects within the same
county i, b0i and b1i. Further, we assume independence between random effects and error terms.
Figure 4.1 shows a map of counties in Minnesota. The color shading represents average
radon activity in a county. For two counties no data is available. Generally, more southern
locations exhibit higher levels of radon activity. Figure 4.2 focuses on Hennepin (home to
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Minneapolis) and Winona (home to the city of the same name) counties, plotting radon level
by floor level. Radon levels are usually the highest at the basement level of a house.
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radon activity
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Figure 4.1: Map of the counties in Minnesota. The color shading represents average radon
activity (in log pCi/L, i.e log picoCurie per liter).
The within-county sample sizes, ni, are extremely unbalanced, ranging from one house to
hennepin winona
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Figure 4.2: Activity of radon levels for Hennepin and Winona counties at basement (basement
= TRUE) or higher in the residence. The bigger points indicate the sample means with 95%
confidence intervals given by the error bars. Radon levels at the basement level are usually
higher.
116 houses, with 50% of the counties having between three and ten houses. Such unbalanced
designs are common in applications, and result in a high degree of pooling in the predicted
random effects, which results in quantities for many counties that are highly shrunken toward
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the global mean. It is this high degree of shrinkage that leads to dependence between predicted
random effects and error terms (cf. eqns. 4.3 and 4.4), which in turn can lead us to draw
erroneous conclusions for corresponding residual quantities.
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(b) Random intercepts
Figure 4.3: Q-Q plots of predicted residuals at different levels for model (4.1). Both plots
suggest a deviation of residuals from a normal distribution. Note that random slopes (see
figure 4.4) exhibit the largest deviation from normality.
In this example, Q-Q plots (Figure 4.3) for the residuals show that normality seems to be
violated for the error terms and both random effects. But is this cause for concern? As there
is little pooling at the observation level (level 1) we expect the distributional assessment of the
error terms to be reliable, but the high degree of pooling for the random effects casts doubt
on the reliability of their Q-Q plots. Next, we assess the reliability of the Q-Q plot for the
random slope by utilizing the lineup protocol (Buja et al., 2009): Figure 4.4 shows a lineup of
20 Q-Q plots for the predicted random slope. The Q-Q plot of the observed random slopes is
placed among 19 decoy plots of parametric bootstrap samples based on model (4.1) satisfying
the normal distribution assumptions. The simulation parameters were set to the maximum
likelihood estimates of model (4.1). If we can identify the real Q-Q plot in the lineup, this
provides evidence that the distribution of the observed random slopes is not normal. However,
the observed Q-Q plot (panel 12 + 22) is virtually indistinguishable from the field of null plots.
This suggests that the predicted random slopes from the data do not deviate significantly from
model (4.1). Note that in practice we must blind ourselves from the true plot for proper use of
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Figure 4.4: Lineup of normal Q-Q plots for the random slope term in model (4.1). The 19 null
plots are obtained by simulation from the model. Can you identify the observed Q-Q plot?
lineups. In order to not violate this, we did not show the Q-Q plot of random slopes earlier.
What becomes apparent from the lineup, is that, astonishingly, none of the null plots
conform to normality. To further investigate the apparent non-normal behavior of predicted
random effects we conduct a small simulation study: We generated 1000 parametric bootstrap
samples of model (4.1) assuming normal random effects and level-1 residuals generated as
normal (ε∗ij
iid∼ N (0, σ2ε)), heavy tailed (ε∗ij iid∼ (σε/
√
3) t3), and skewed (ε
∗
ij
iid∼ σε {Exp(1)−1}).
For each simulated data set, we evaluated the assumption of normality for both the error
terms and random effects using the Anderson-Darling (AD), Crame´r von Mises (CVM) and
Kolmogorov-Smirnov (KS) tests for normality. Table 4.1 shows the percentage of these tests
rejecting the null hypothesis of normality at the 5% significance level.
The type I error rates are hugely inflated for both random effects, making an assessment
of normality based on the empirical distribution impossible. For example, 84.1% of the AD
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Table 4.1: Percentage of tests rejecting the null hypothesis of normality of the predicted
random effects at the nominal 5% significance level when the error terms are normal, heavy
tailed, and skewed. The percentages are hugely inflated under each setting compared to the
nominal type I error rate.
Test
AD CVM KS
Normal 65.5 61.5 49.4
Heavy tailed 89.0 87.8 78.5
Skewed 84.1 83.0 71.5
(a) Random intercept
Test
AD CVM KS
Normal 87.4 86.9 81.5
Heavy tailed 96.5 96.7 92.7
Skewed 95.3 95.6 90.9
(b) Random slope
tests of the random intercept rejected the null hypothesis of normality when the error terms
were skewed. Use of standardized random effects and the weighted cumulative distribution
function proposed by Lange and Ryan (1989) reduce the type I errors to the nominal level
when the error terms are normal, but the type I errors remain inflated for non-normal error
terms. Similarly, tests of non-normal random effects often failed to reject if the error terms
were normally distributed. This inability to assess distributional assumptions correctly is a
symptom typical of confounding between levels of residuals.
In situations with a large amount of pooling, confounding also affects the error terms, which
in this particular example were the least affected and did not exhibit signs of deviation from
normality.
In the remainder of this paper we investigate the root of concern that leads to the distribu-
tional deviations, and derive residuals that address the issues introduced by pooling, allowing
again for a familiar graphical assessment of these distributions.
4.3 Assessing the distribution of the random effects
In this section we develop the rotated random effects and discuss computational and prac-
tical issues associated with their use. Before this discussion we present the model and notation
used throughout the paper. Additionally, we review the problem of confounding which can be
seen in the formulas for the residuals.
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4.3.1 Model notation and residuals
The general stacked representation of the hierarchical linear model is given by
y = Xβ +Zb+ ε, (4.2)
E
b
ε
 = 0, Cov
b
ε
 =
D 0
0 R

where y is an n× 1 vector of observed responses, X (n× p) and Z (n× q) are design matrices,
β is a p× 1 vector of unknown fixed effects, b is a q× 1 vector of unobserved random effects, ε
is an n× 1 vector of unobserved errors, and R and D are positive definite covariance matrices.
Using this specification, the predicted error terms and random effects are given by
ε̂ = RPy = RPZb+RPε (4.3)
b̂ = DZ ′Py = DZ ′PZb+DZ ′Pε (4.4)
where P = V −1(I − X(X ′V −1X)−1X ′V −1). This set of equations reveals the inherent
dependence between the residuals. Additionally, it is easily seen that both (4.3) and (4.4) lead
to the analysis of correlated and potentially heteroscedastic disturbances as Var(ε̂) = RPR
and Var(b̂) = DZ ′PZD. The use of standardized residuals can correct the latter issue, but
does not address the fact that the residuals are interrelated. While problems may be expected
at both levels of the model based on (4.3) and (4.4), we have found that the interpretation of
Q-Q plots of the standardized predicted error terms
zε = diag (RPR)
−1/2 ε̂
is unaffected by this interrelationship. This is not the case with the standardized random
effects. When the degree of pooling is high—as it is in the above radon example, and often
is in practice—interpretation of the predicted random effects cannot be separated from the
distribution of the error terms. Detailed simulation results documenting the utility of these
residuals are available in the supplementary material.
78
4.3.2 Rotating the random effects
To combat confounding between different levels of residuals, we derive a reduced set of
rotated residuals that are standardized, uncorrelated, and homoscedastic. We focus our discus-
sion (and notation) on a two-level model with a single random effect in this section for ease of
explanation, and describe how to extend this method at the end of this section.
First, we define the fraction of confounding for the random effects, which is minimized in the
result below. This definition generalizes the fraction of confounding proposed by Hilden-Minton
(1995).
Definition 1 (Fraction of confounding). Let b denote a vector of q random effects and b̂ its
predictions as defined in (4.4). For a full rank matrix W ∈ Rq×s, where s ≤ q, the fraction of
confounding in the s-dimensional space spanned by W is defined as
FC(W ; b̂) =
1
q
Trace
((
W ′BW
)− (
W ′AW
))
, (4.5)
where B is the covariance structure of b, B = Var(b̂), and A is the conditional covariance
structure of b̂ given b, i.e. A = Var(b̂|b).
Note that both A and B are positive semidefinite matrices by definition.
The fraction of confounding measures the contribution of the error terms to the variance
of the random effects. FC ∈ [0, 1], where 1 indicates that, due to confounding, the predicted
random effects contain no information in addition to that found in the error terms, while 0
indicates no confounding. Notice that if W is the identity, then (4.5) measures the fraction of
confounding in the original vector of predicted random effects.
In order to correct residuals for the impact of confounding, we propose using the linear
transformation of the predicted random effects that substantially reduces the amount of con-
founding. To do this, we must determine the s-dimensional space in which confounding is
substantially reduced and find the W that minimizes confounding within that space. To de-
termine the dimension of the subspace spanned by the rotated residuals we propose the use of
a visual tool similar to the scree plots used for selecting the number of principal components.
The construction of such plots depends on the linear transformation W , so we first discuss the
selection of W given a fixed dimension s.
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Selecting the optimal linear transformation. For a given s-dimensional space, the
linear combination W ∈ Rq×s that minimizes (4.5) also minimizes
J1(s) = Trace
((
W ′BW
)−1 (
W ′AW
))
(4.6)
Mathematically, this problem is solved using the generalized eigenvalue decomposition
Awk = γkBwk (4.7)
where γk and wk are the k-th smallest eigenvalues and eigenvectors, respectively (Fukunaga,
1990). Computationally, we solve this problem by simultaneous diagonalization of A and B
(McDonald et al., 1979; de Leeuw, 1982). Simultaneous diagonalization of A and B requires
W to be B-orthogonal, so the optimal W is found to be
W ∗(s) = arg min
W∈Rq×s, W ′BW=I
Trace
(
W ′AW
)
(4.8)
Below, we outline the procedure used to simultaneously diagonalize A and B for reference.
Algorithm 1 (Simultaneous diagonalization). Let A and B be two positive semidefinite ma-
trices. The transformation that simultaneously diagonalizes both matrices can be found through
the following procedure:
1. Find a transformation that whitens B. Such a transformation is given by TrΛ
−1/2
r , where
Tr and Λr are the first r eigenvectors and eigenvalues of B, where r = rank(B).
2. Transform A and B to
Λ
−1/2
r T
′
rATrΛ
−1/2
r = A
∗ (4.9)
Λ
−1/2
r T
′
rBTrΛ
−1/2
r = I (4.10)
3. Find an orthonormal transformation that diagonalizes A∗. Such a transformation is given
by the eigenvectors of A∗, which we denote U .
Based on the above three steps, the transformation that simultaneously diagonalizes A and B
is TrΛ
−1/2
r U .
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The above procedure can be used to find the general solution to (4.7). To find the more
specific transformation defined by (4.8), we focus on the s eigenvectors associated with s the
smallest eigenvalues of A∗, Us, making
W ∗ = TrΛ
−1/2
r Us (4.11)
The rotated random effects are then given by W ∗′b̂, which are standardized, uncorrelated, and
homoscedastic (see the appendix for a proof).
Selecting the dimension of the subspace. Selection of the dimension of the subspace
spanned by the rotated residuals is central to our proposed method. Ideally, we would select
the dimension such that the fraction of confounding is reduced to zero; however, this is not
realistic in practice. Alternatively, we propose choosing the dimension that provides a sub-
stantial reduction in the fraction of confounding. Since our ultimate objective is distributional
assessment, we must balance this reduction in the fraction of confounding with the loss in power
of a test of the empirical distribution function (e.g., the Anderson-Darling test for normality)
associated with dimension reduction. To guide this choice we suggest plotting the reduction
in the fraction of confounding against the reduction in dimension, which is similar to the scree
plot used to select the number of principal components. To illustrate the use of this plot we
simulate two simple random intercept models with a group-level predictor: model M1 has 40
groups of 30 observations and 10 groups of 5 observations; model M2 also has 50 groups, with
group sizes determined as random draws from either a Poisson(30) distribution (40 groups) or
a Poisson(5) distribution (10 groups). Figure 4.5 shows two examples of such plots constructed
for the simulated models. For both models, there is no decrease in the fraction of confounding
for a one-dimensional reduction because a one-dimensional reduction simply adjusts for that
rank deficiency of the covariance matrix, which can be thought of in terms of adjusting for
the effective degrees of freedom. Both figures have an “elbow” in the plot corresponding to a
reduction in the dimension of the subspace of 11; thus we would choose s = 39. Additionally,
we see that the elbow in the plot for model M2 is less pronounced. This occurs because the
groups sizes are more unbalanced so the difference between the large and small group sizes is
reduced.
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Figure 4.5: Plots of the fraction of confounding for each reduction in the dimension of subspace
spanned by the rotated random intercepts from two simulation models. Model M1 has 50
groups: 40 groups of size 30, and 10 groups of size 5. Model M2 has 50 groups with group sizes
determined as random draws from either a Poisson(30) distribution (40 groups) or a Poisson(5)
distribution (10 groups). Based on these plots we choose s = 39, corresponding to a dimension
reduction of 11.
Correcting for supernormality. The transformation of the random effects results in
a vector where each component is a linear combination of elements of b̂. Consequently, the
rotated residuals will appear more normal than the underlying distribution, if the underlying
distribution is not normal. This issue is often referred to as supernormality (Atkinson, 1985).
One approach to address supernormality in this context is to reduce the number of elements
in the linear combinations, which should reduce the extent of the problem. To do this, we
suggest using an orthogonal rotation of W ∗, which we denote Q, just as we rotate the factor
loadings in factor analysis. Using this approach, the rotated residuals are obtained by Q′W ∗′b̂.
One rotation that will produce rotated residuals comprised of a small number of raw residuals
is the raw varimax rotation (Johnson and Wichern, 2007). Figure 4.6 displays heat maps of
W ∗′ (left) and Q′W ∗′ (right) for a simulated random intercept model with 20 groups, and
demonstrates that the raw varimax rotation reduces the number of groups loading highly on
each rotated residual. Other orthogonal rotations could be used, but the varimax rotation is
familiar to a wide range of analysts and is widely implemented in statistical software packages.
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(b) Q′W ∗′
Figure 4.6: Heat map of W ∗′ and Q′W ∗′ calculated where Q for a simulated random intercept
model with 20 groups. Applying the raw varimax rotation, Q, reduces the number of groups
loading on a given rotated residual.
A similar approach was used by Jensen and Ramirez (1999), who used the raw varimax rotation
to produce recovered errors for distributional assessment in the ordinary regression model.
Extension to multiple random effects. Up to this point our discussion has ignored
that a model may (and often will) contain numerous random effects. In this case, the assump-
tions made on each random effect should be checked; thus, we propose assessing each random
effect separately. To this end we must define linear combinations Lk such that L
′
kb̂ produces
the kth marginal random effect. For example, in a model with a random intercept and random
slope, if Z is organized as a block diagonal matrix—that is Z =
⊕m
i=1Zi where
⊕
denotes the
direct sum (Gentle, 2007, page 47)—then L0 = Im
⊗
(1, 0) produces the random intercepts
and L1 = Im
⊗
(0, 1) produces the random slopes. The methodology presented in this section
can be generalized to models with numerous random effects by substituting L′kb̂ for b̂.
4.4 Simulation study
We conducted a simulation study to assess the specificity and sensitivity of tests of normality
based on the two rotated residuals proposed in the previous section.
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4.4.1 Design
We want to examine situations in which we correctly and incorrectly reject the null hypoth-
esis of normality—that is, power and type I error, respectively. We compute the percentage of
Anderson-Darling (AD), Crame´r von Mises (CVM), and Kolmogorov-Smirnov (KS) tests that
rejected the null hypothesis of normality. These test statistics each measure the discrepancy
between the empirical distribution of the rotated random effects and assumed distribution of
the random effects, which sheds light on the behavior of Q-Q plots constructed from the rotated
residuals.
The design matrices from model (4.1) were used as templates for realistic data generation;
for simplicity of the simulation design, only the 60 counties with full rank Z matrices were
included. Normal, heavy-tailed, and skewed distributions are used to generate the simulated
errors and random effects. We use a rescaled t distribution with 3 degrees of freedom to
generate heavy tailed residuals, and a centered and rescaled exponential distribution with a
rate parameter of 1 to generate skewed residuals. For simplicity we require the distributions of
the random slope and intercept to the be same and assume independence between the random
effects. The nine distributional settings considered in the simulation study are summarized in
Table 4.2.
Table 4.2: A summary of the nine distributional settings considered in the simulation study.
Distributions of Random effects, F2
N (0, σ2b ) (σb/
√
3) t3 σb {Exp(1)− 1}
Error terms, F1 N (0, σ2ε)
(σε/
√
3) t3 ε
∗
ij
iid∼ F1, b∗0i, b∗1i iid∼ F2
σε {Exp(1)− 1}
Additionally, the the fixed effects coefficients were set to the maximum likelihood estimates.
To investigate the effect that pooling has on the rotated random effects we considered three
variance structures to represent different degrees of confounding for the random effects:
high: σ2ε = 4 and σ
2
b0
= σ2b1 = 1
moderate: σ2ε = 1 and σ
2
b0
= σ2b1 = 1
low: σ2ε = 1 and σ
2
b0
= σ2b1 = 4
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Under each simulation setting 1000 data sets were generated for each model and the rotated
residuals were obtained using s = rank(B) (which is 58 and 59 for the random intercept and
slope, respectively) as well as s = 55, 50, 45, 40, 35, and 30.
4.4.2 Results
Figure 4.7 shows the average fraction of confounding for the rotated random intercept (left)
and random slope (right) over the different values for s for each variance structure. As s is
reduced, the fraction of confounding is reduced, which aligns with expectation as smaller choices
of s reduce the contributions of more highly confounded groups.
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Figure 4.7: Change in the fraction of confounding (FC) as the dimension of the rotated random
effects vector, s, is reduced for the three variance structures considered in the simulation study.
Table 4.3 and Figure 4.8 display the estimated type I error rates using the AD normality
test (α = 0.05) on the rotated and varimax rotated random intercepts and random slopes,
respectively, when σ2ε = 4 and σ
2
b0
= σ2b1 = 1. The CVM and KS tests performed similarly and
are omitted for brevity (full simulation results can be found in the supplementary material).
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Both figures show that the type I error rate is stabilized close to the nominal level with the
appropriate choice of s. For the random intercept most choices of s perform reasonably well,
with the type I error rate closest to the nominal level for all error distributions between 30 and
40. For the random slope, s must be chosen to be 30 for type I error to be near the nominal
level; however, s may need to be even smaller to achieve the nominal rate.
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Figure 4.8: Estimated type I error rate using the Anderson-Darling normality test (α = 0.05) on
the rotated random slopes (left) and varimax rotated random slopes (right) by the distribution
of the error terms and s.
Table 4.3 and Figure 4.9 show the estimated power of the AD test (α = 0.05) on the
rotated and varimax rotated random intercepts and random slopes, respectively, for the highly
confounded variance structure. The estimated power to detect non-normal random effects
distributions is amplified by the varimax rotation and larger choices of s. We also find that
the estimated power is lower than would be expected from randomly sampled values from an
exponential or t3 distribution (what we will refer to as the “gold standard”). For example,
when s = 30, simulations indicate the power of the AD test to detect a t3 distribution to be
approximately 0.4, whereas our simulations indicate nearly half the power, with the random
slope generally having lower power than the random intercept. Interestingly, there is higher
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Figure 4.9: Linear smoother of the estimated power using the Anderson-Darling normality test
(α = 0.05) on the rotated random slopes (left) and varimax rotated random slopes (right) by
s. The color denotes the distribution of the errors and the line type denotes the distribution of
the random slope.
power to detect a heavy tailed distribution than a skewed distribution. Additional simulations
(not shown) using a model with a continuous variable defining the random slope showed results
similar to the random intercept (Table 4.3).
While the estimated power is lower than the gold standard, the fact that the type I error
rate can be stabilized indicates that distributional problems detected using the rotated random
effects will truly be problems; thus, providing more diagnostic information than the (unrotated)
predicted random effects.
4.5 Radon data: Revisited
Recall that in Section 4.2 we determined that the error terms were not normally distributed.
Consequently, examination of Q-Q plots of the predicted random effects will likely lead to
erroneous conclusions due to the high degree of shrinkage.
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Table 4.3: Percentages of AD tests rejecting the null hypothesis of normality at the 5%
significance level for the rotated (a) and varimax rotated (b) random intercepts by s. The gray
shading indicates the situations where the random intercept is normal (i.e., type I error).
s
Random intercept Error term 58 55 50 45 40 35 30
Normal Normal 4.4 4.0 4.6 4.3 4.4 5.0 5.7
Heavy tailed 7.5 7.6 6.7 6.2 5.0 4.2 5.0
Skewed 5.1 4.7 5.7 5.8 5.6 5.5 5.6
Heavy tailed Normal 13.9 13.6 13.1 13.4 13.0 13.1 12.1
Heavy tailed 19.0 18.6 16.7 16.1 16.0 14.8 13.9
Skewed 15.5 15.1 14.2 13.6 13.2 12.7 11.9
Skewed Normal 9.6 8.7 9.5 9.7 10.0 11.0 10.0
Heavy tailed 12.6 12.5 12.0 11.3 10.1 11.3 11.0
Skewed 13.4 13.4 12.2 12.2 11.0 11.3 10.8
(a) Rotated random intercept.
s
Random intercept Error term 58 55 50 45 40 35 30
Normal Normal 4.9 5.3 5.2 5.3 5.3 5.2 5.5
Heavy tailed 9.0 9.1 8.0 7.1 6.0 5.1 5.2
Skewed 5.2 5.1 4.4 5.5 6.1 5.1 6.1
Heavy tailed Normal 22.1 22.3 23.3 22.9 23.3 22.3 21.6
Heavy tailed 34.4 33.3 32.1 31.6 30.1 27.0 26.6
Skewed 27.8 26.7 25.6 27.0 24.4 23.1 21.8
Skewed Normal 19.7 21.2 21.3 22.1 22.7 21.1 22.3
Heavy tailed 29.7 28.4 27.1 25.0 25.5 25.0 23.8
Skewed 22.2 23.5 21.7 23.1 21.1 22.9 21.1
(b) Varimax rotated random intercept.
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Figure 4.10: Plots of the fraction of confounding for each reduction in the dimension of subspace
spanned by the rotated random intercept (left) and random slope (right) for the radon example.
Filled points represent situations in which the AD test rejects normality of the varimax rotated
random effects.
In order to construct Q-Q plots of the rotated random effects we first consider the choice
of s. For model (4.1) the high degree of shrinkage leads to a large fraction of confounding for
each random term: 0.72 for the random intercept and 0.70 for the random slope. In choosing s
we wish to substantially reduce the fraction of confounding, but restrict attention to s ≥ 30 so
as not to decrease the maximum possible power of a normality test too severely. Figure 4.10
shows the fraction confounding for s ≥ 30.
We do not find elbows for either random effect in plots of the fraction of confounding against
the reduction in dimensionality (Figure 4.10) making the choice of the dimension more difficult;
however, because of the large number of counties with few observations, the smoothness of the
plots is not unexpected. For a decision on the distribution, the exact choice of the subspace
dimension s is also not particularly critical. The color (fill) of the points in figure 4.10 shows
the results of the AD test at the 5% significance level for each dimension. The red (solid)
points denote a rejection of the null hypothesis of normality. The results are stable until the
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dimensionality is reduced to the point where the AD test lacks power. To show an example of
the Q-Q plots produced from the rotated random effects Figure 4.11 shows Q-Q plots of the
rotated random effects for subspace s = 65. We see that the random intercept significantly
deviates from the assumption of normality while the random slope does not.
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(b) Random slope
Figure 4.11: Normal Q-Q plots with point-wise 95% confidence bands of the marginals rotated
random effects. The deviations from normality are much less pronounced than before resulting
in the failure to reject the null hypothesis of normality.
4.6 Discussion
In this paper we have discussed two graphical approaches to assess the distributional as-
sumptions made on the random effects in hierarchical linear models. The first approach used
the lineup protocol to compare the predicted random effects produced in estimating the ob-
served model to those produced when estimating a properly specified model. This method only
assumes a distributional specification for the random effects and does not directly compare the
predicted random effects to their hypothesized distribution. Consequently, the conclusions that
are drawn from this approach relate to evidence that the predicted random effects either are
or are not consistent with what is expected under a correctly specified random effects distribu-
tion. The second approach rotates the predicted random effects so as to compare them directly
to the hypothesized distribution using a Q-Q plot. We have shown that the rotated random
effects are standardized, uncorrelated, and homoscedastic, and that the rotation addresses the
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confounding present allowing for the random effects to be targeted separately from the error
terms.
Under either approach, a misspecified covariance structure may lead to erroneous rejection
of the null hypothesis. Therefore, in practice we recommend an assessment of the structure
of the within- and between-group covariance matrices prior to distributional assessment. An
alternative approach would be the use of robust covariance estimation techniques to protect
against such misspecification; however, it is not clear how this impacts the diagnostic tools.
We will leave this investigation for future study.
It is important to note that formal tests have been proposed to detect mixture distributions
in the random effects (Verbeke and Lesaffre, 1996) and for overall goodness-of-fit tests for
both the error terms and random effects (Jiang, 2001); however, these methods do not lend
themselves to graphical inspection and have not been implemented in statistical software. Our
method, on the other hand, requires only byproducts of the model fitting procedure and the
use of matrix decompositions for simultaneous diagonalization, which are widely accessible in
standard software. All of the methods and graphics discussed in this paper are implemented
in R (R Core Team, 2013). In particular, the rotated residuals are part of the package HLMdiag
(Loy, 2013; Loy and Hofmann, pted).
Simulation has revealed that tests of normality using the rotated random effects achieve
approximately nominal type I error rates with appropriate choice of the dimension, s. This
indicates that assessment of the rotated residuals can target the distribution of the random
effects in the presence of pooling, which the predicted random effects cannot. The power to
detect non-normal random effects distributions is lower than the gold standard, which is to
be expected as the rotated residuals consist of sums of predicted random effects, resulting in
a total distribution that is closer to a normal distribution than its individuals. The varimax
rotation reduces the impact of this supernormality effect. While we do think that the loss in
power is troubling, the inflated type I error rates resulting from high levels of confounding is of
a much bigger concern. Unlike before, any detection of a distributional deviation can now be
trusted even in situations with high amounts of confounding between the levels of residuals.
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4.7 Appendix: Additional technical details
We present the proof of the claim that the rotated residuals, W ∗′b̂, are standardized,
uncorrelated, and homoscedastic. Following the developments presented in Section 4.3.2, we
present this discussion for the random effects assuming that there is only a random intercept.
Generalization to the situation with multiple random effects follows as previously discussed.
Proof. Let A = Var(b̂|b), B = Var(b̂), r = rank(B), and q = the number of elements in b̂.
Note that by definition A and B are symmetric and positive semidefinite. Following from
above, Tr and Λr follow from the spectral (or eigenvalue) decomposition of B = TrΛrT
′
r, and
U follows from the spectral decomposition of A∗ = Λ−1/2r T ′rATrΛ
−1/2
r = UΓU
′. Then,
Var(W ∗′b̂) = Var(U ′Λ−1/2r T ′rb̂)
= (U ′Λ−1/2r T ′r)Var(b̂)(TrΛ
−1/2
r U)
= (U ′Λ−1/2r T ′r)B(TrΛ
−1/2
r U)
= I
proving that the rotated random effects are standardized, uncorrelated, and homoscedastic.
Supplementary Materials
The following supplemental materials can be obtained online:
Simulation results: The supplementary materials include the full simulation study discussed
in Section 4.4. Additionally, the results of a simulation supporting the small simulation
study discussed in Section 4.2 are presented and further show the need for alternative
procedures to assess the distribution of the random effects.
R script for figures and simulations: The R code and data used to generate results dis-
cussed in this paper are available in the file code_supplement.zip.
R package HLMdiag: We have included the function to calculate the rotated random effects in
the R package HLMdiag, which is available from the Comprehensive R Archive Network
(CRAN, http://cran.r-project.org/).
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CHAPTER 5. SUPPLEMENT TO “ARE YOU NORMAL? THE
PROBLEM OF CONFOUNDED RESIDUAL STRUCTURES IN
HIERARCHICAL LINEAR MODELS”
A paper submitted to the Journal of Computational and Graphical Statistics
Adam Loy and Heike Hofmann
The materials in this document supplement the information presented in “Are you Normal?
The Problem of Confounded Residual Structures in Hierarchical Linear Models”. Section 5.1
presents a simulation study evaluating the performance of existing proposals for residual anal-
ysis for hierarchical linear models. Section 5.2 presents the complete results for all simulation
settings considered in the paper.
5.1 Evaluations of existing proposals
5.1.1 Model notation
Recall that the stacked representation of the hierarchical linear model is given by
y
(n×1)
= X
(ni×p)
β
(p×1)
+ Z
(n×q)
b
(q×1)
+ ε
(n×1)
, (5.1)
ε
iid∼ N (0, R), b iid∼ N (0, D)
where y is a vector of responses, X and Z are design matrices for the fixed and random
effects, respectively, β is a vector of fixed effects, b is a vector of random effects, ε is a vector
of error terms, and R and D are positive definite covariance matrices. Further, we assume
that Cov(ε, b) = 0. The above assumptions imply that, marginally, y ∼ N (Xβ, V ) where
V = ZDZ ′.
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5.1.2 Residuals
In this section we consider residuals that are commonly used to check the distributional
assumptions in a hierarchical linear model. For more general discussions of residual analysis
for hierarchical linear models we refer the reader to Haslett and Haslett (2007) and Nobre and
Singer (2007).
Marginal residuals. The marginal distribution of y leads to the marginal residuals which
are defined as
ζ̂ = y −Xβ̂ = V Py (5.2)
where P = V −1 − V −1X (X′V −1X)X′V −1, which reveal how the observations deviate
from the global trend. The use of these residuals for distributional assessment provides an
omnibus assessment of goodness-of-fit as the marginal residuals are a linear combination of the
other residual quantities; however, this assessment requires the empirical distribution of the
marginal residuals to resemble true distribution. Asymptotically, the variance of the marginal
residuals is Var(ζ̂) = V leading to correlated residuals. To obtain asymptotically uncorrelated
residuals the marginal residuals can be scaled by the Cholesky root of V (Houseman et al.,
2004), C, yielding
zζ = C
−1ζ̂ (5.3)
Level-1 residuals. The distribution of y conditional on the random effects, b, is given
by
y|b ∼ N (Xβ +Zb, R), (5.4)
and leads to the level-1 residuals, commonly referred to as the error terms, which are defined
as
ε̂ = y −Xβ̂ +Zb̂ = RPy (5.5)
and reveal the deviations of the observations from the conditional model. The variance of the
level-1 residuals is given by Var(ε̂) = RPR, so studentized level-1 residuals can be obtained
by
zε = diag (RPR)
−1/2 ε̂ (5.6)
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which have been recommended for distributional assessment (Nobre and Singer, 2007). An
alternative approach is recommended by Pinheiro and Bates (2000, Section 4.3), who suggest
use of the Pearson residuals, which are obtained by dividing the predicted residuals by the
estimated within-group standard deviation, σ̂ε.
Level-2 residuals. The final type of residual we consider is the the best linear unbiased
predictor (BLUP) of the random effects (i.e., predicted random effects), providing insight into
the differences between the marginal (global) and conditional models. By definition, the BLUP
of b is
b̂ = DZ′V −1
(
y −Xβ̂
)
= DZ′Py (5.7)
which has variance Var(b̂) = DZ′PZD. For distributional assessment of the BLUPs it makes
sense to examine each random effect individually, though Lange and Ryan (1989) suggest the
examination of linear combinations of standardized BLUPs. Rewritting the definition of Var(b̂)
DZ′PZD = DZ′V −1
(
V −X (X′V −1X)X′)V −1ZD (5.8)
leads to two similar standardizations of the BLUPs. The first utilizes the fact that when the
number of groups is large X
(
X′V −1X
)
X ′ will be small (Goldstein, 2011), so for a large
number of groups standardized BLUPs can be calculated by
zb = diag
(
DZ′V −1ZD
)−1/2
b̂ (5.9)
This formulation is the same used by Lange and Ryan (1989) (discussed below). The second
standardization applies for all sample sizes and is given by
zb = diag
(
DZ′PZD
)−1/2
b̂ (5.10)
5.1.3 Weighted Q-Q plots
As an alternative to Q-Q plots constructed from the BLUPs Lange and Ryan (1989) propose
using weighted Q-Q plots of standardized linear combinations of the BLUPs, C′b̂,
zb = diag
(
C′DZ′V −1ZDC
)−1/2
C′b̂ (5.11)
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The specific form of C chosen highlights different departures from distributional assumptions—
for example, Cs can be chosen to extract the random slope and the random intercept terms
individually. When the random effects may be correlated, Lange and Ryan suggest examining
a range of additional linear combinations in-between the two marginal random effects either
through manual specification of C or projection pursuit. After choosing C a weighted Q-Q
plot is constructed by comparing the weighted empirical cumulative distribution function
F ∗m(x) =
m∑
i=1
I(x− zbi ≥ 0)wi
/ m∑
i=1
wi, (5.12)
to Φ−1 (F ∗m(zbi)). Here, wi is the ith element of C
′DZ′V −1ZDC. For balanced group sizes
this simplifies to the unweighted Q-Q plot of zb.
5.1.4 Simulation-based approaches
All of the above approaches to checking the distributional assumptions rely on the use
of interrelated residuals, which has been reported to be problematic (Hilden-Minton, 1995;
Verbeke and Lesaffre, 1996). One alternative that has been proposed to overcome this problem
is the use of the parametric bootstrap to develop point-wise and simultaneous confidence bands
for Q-Q plots. We evaluate the potential of this method using bootstrap tests of normality.
5.1.5 Simulation study
To evaluate the above proposals we carried out a simulation study under the same settings
as in the paper, with the only difference being that the original Z was used for data generation.
To evaluate the bootstrap tests of normality, a null distribution of 5000 simulated test statistics
for each situation was used.
Tables ??–?? present the results of using standard normality tests to assess the distribu-
tional assumptions of the residuals from a hierarchical model. The gray background on the
table indicates which simulation settings estimate type I error, with the other rows estimating
power. Tables ??–?? present the results of the bootstrap tests for normality. Table ?? presents
the results of using a weighted CDF to evaluate the normality of the random effects, in this
case the null distribution was obtained using the parametric bootstrap.
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Based on the simulation results it is clear that none of the residual-based diagnostics for
assessing distributional assumptions are appropriate in all situations. The error terms can be
targeted either by the use of studentized residuals or a parametric bootstrap; however, the
assessment of this assumption is less critical. The random effects, on which predictive inference
relies, cannot be targeted by the current methods when the residual variance is larger than
the variance component associated with the random effects—that is, situations with higher
degrees of shrinkage. Such situations are often encountered in practice. Additionally, use of the
parametric bootstrap—to construct simulation envelopes for Q-Q plots, for example—does not
appear to remedy this situation based on the performance of the bootstrap tests. Finally, we
have shown Lange and Ryan’s weighted Q-Q plots cannot target the random effects distribution
when the residual variance is large, as the distribution of the error terms overly influences tests
for the random slope, resulting in inflated type I error rates for both random effects.
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Table 5.4: Proportion of tests rejecting the null hypothesis of normality of the marginal
residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.06 0.06 0.06 0.06
0.10 0.12 0.12 0.13 0.11 0.11 0.12
Heavy tailed 0.05 0.20 0.19 0.14 0.09 0.08 0.05
0.10 0.28 0.24 0.22 0.14 0.13 0.12
Skewed 0.05 0.30 0.27 0.22 0.05 0.04 0.05
0.10 0.39 0.36 0.32 0.10 0.10 0.10
Heavy tailed Normal 0.05 1.00 1.00 0.99 1.00 1.00 1.00
0.10 1.00 1.00 0.99 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed Normal 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
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Table 5.4: (Continued)
Proportion of tests rejecting the null hypothesis of normality of the marginal residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.32 0.30 0.25 0.05 0.05 0.04
0.10 0.41 0.38 0.34 0.09 0.10 0.10
Heavy tailed 0.05 0.65 0.61 0.52 0.10 0.09 0.06
0.10 0.72 0.68 0.61 0.16 0.14 0.13
Skewed 0.05 0.93 0.90 0.87 0.11 0.10 0.09
0.10 0.94 0.93 0.91 0.18 0.17 0.16
Heavy tailed Normal 0.05 0.95 0.91 0.85 1.00 1.00 1.00
0.10 0.97 0.94 0.90 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 0.99 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed Normal 0.05 1.00 0.99 0.98 1.00 1.00 1.00
0.10 1.00 1.00 0.99 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
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Table 5.4: (Continued)
Proportion of tests rejecting the null hypothesis of normality of the marginal residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.82 0.80 0.71 0.05 0.05 0.04
0.10 0.87 0.85 0.80 0.10 0.09 0.08
Heavy tailed 0.05 0.96 0.94 0.91 0.16 0.14 0.10
0.10 0.97 0.95 0.93 0.26 0.23 0.20
Skewed 0.05 1.00 1.00 0.99 0.31 0.29 0.23
0.10 1.00 1.00 1.00 0.43 0.40 0.34
Heavy tailed Normal 0.05 0.98 0.96 0.92 1.00 1.00 1.00
0.10 0.99 0.97 0.96 1.00 1.00 1.00
Heavy tailed 0.05 1.00 0.99 0.98 1.00 1.00 1.00
0.10 1.00 0.99 0.99 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed Normal 0.05 0.98 0.97 0.95 1.00 1.00 1.00
0.10 0.99 0.98 0.98 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
112
T
ab
le
5.
5:
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
a
li
ty
o
f
th
e
er
ro
r
te
rm
s.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
E
rr
or
s
R
an
d
om
eff
ec
ts
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
4,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
05
0.
05
0.
05
0.
05
0
.0
5
0
.0
4
0
.0
4
0
.0
4
0.
10
0.
10
0.
10
0.
09
0.
10
0.
10
0
.0
9
0
.0
9
0
.0
9
0
.0
9
H
ea
v
y
ta
il
ed
0.
05
0.
05
0.
05
0.
05
0.
05
0.
05
0
.0
5
0
.0
5
0
.0
5
0
.0
5
0.
10
0.
11
0.
10
0.
11
0.
11
0.
10
0
.1
1
0
.1
1
0
.1
1
0
.0
9
S
k
ew
ed
0.
05
0.
05
0.
04
0.
05
0.
05
0.
04
0
.0
5
0
.0
4
0
.0
4
0
.0
5
0.
10
0.
10
0.
09
0.
09
0.
10
0.
09
0
. 0
9
0
. 0
9
0
. 0
9
0
. 1
0
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
113
T
ab
le
5.
5:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
er
ro
r
te
rm
s.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
E
rr
or
s
R
an
d
om
eff
ec
ts
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
04
0.
04
0.
05
0.
04
0
.0
4
0
.0
4
0
.0
4
0
.0
4
0.
10
0.
10
0.
09
0.
08
0.
10
0.
09
0
.0
8
0
.0
9
0
.0
9
0
.0
8
H
ea
v
y
ta
il
ed
0.
05
0.
06
0.
06
0.
06
0.
06
0.
06
0
.0
6
0
.0
6
0
.0
6
0
.0
5
0.
10
0.
12
0.
12
0.
11
0.
12
0.
12
0
.1
1
0
.1
1
0
.1
2
0
.0
9
S
k
ew
ed
0.
05
0.
04
0.
05
0.
05
0.
04
0.
05
0
.0
5
0
.0
4
0
.0
5
0
.0
4
0.
10
0.
09
0.
08
0.
09
0.
09
0.
08
0
.0
9
0
.0
8
0
.0
9
0
.0
9
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
114
T
ab
le
5.
5:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
er
ro
r
te
rm
s.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
E
rr
or
s
R
an
d
om
eff
ec
ts
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
4
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
05
0.
04
0.
05
0.
05
0
.0
4
0
.0
5
0
.0
5
0
.0
5
0.
10
0.
10
0.
10
0.
10
0.
10
0.
10
0
.1
0
0
.0
9
0
.0
9
0
.0
9
H
ea
v
y
ta
il
ed
0.
05
0.
07
0.
06
0.
07
0.
07
0.
06
0
.0
7
0
.0
6
0
.0
6
0
.0
5
0.
10
0.
12
0.
13
0.
14
0.
12
0.
13
0
.1
4
0
.1
3
0
.1
2
0
.1
1
S
k
ew
ed
0.
05
0.
06
0.
06
0.
06
0.
06
0.
06
0
.0
6
0
.0
6
0
.0
6
0
.0
6
0.
10
0.
11
0.
10
0.
12
0.
11
0.
10
0
.1
2
0
.1
1
0
.1
1
0
.1
1
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
N
or
m
al
0.
05
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
S
k
ew
ed
0.
05
1.
00
1.
00
1.
00
1.
00
1.
00
1
.0
0
1
.0
0
1
.0
0
1
.0
0
0.
10
1.
00
1.
00
1.
00
1.
00
1.
0
0
1
.0
0
1
.0
0
1
.0
0
1
.0
0
115
T
ab
le
5.
6:
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
a
li
ty
o
f
th
e
ra
n
d
o
m
in
te
rc
ep
t.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
4,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
05
0.
05
0.
05
0.
04
0
.0
5
0
.0
5
0
.0
4
0
.0
5
0.
10
0.
11
0.
10
0.
09
0.
10
0.
10
0
.1
1
0
.1
0
0
.1
0
0
.1
1
H
ea
v
y
ta
il
ed
0.
05
0.
15
0.
13
0.
11
0.
16
0.
14
0
.1
2
0
.1
6
0
.1
4
0
.1
2
0.
10
0.
22
0.
20
0.
18
0.
25
0.
23
0
.2
0
0
.2
4
0
.2
3
0
.1
9
S
k
ew
ed
0.
05
0.
16
0.
15
0.
13
0.
18
0.
16
0
.1
3
0
.1
8
0
.1
6
0
.1
3
0.
10
0.
26
0.
23
0.
20
0.
27
0.
24
0
. 2
0
0
. 2
7
0
. 2
4
0
. 2
1
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
27
0.
24
0.
19
0.
28
0.
2
5
0
.2
0
0
.2
8
0
.2
5
0
.2
0
0.
10
0.
36
0.
31
0.
26
0.
35
0.
3
3
0
.2
8
0
.3
5
0
.3
3
0
.2
7
H
ea
v
y
ta
il
ed
0.
05
0.
49
0.
45
0.
34
0.
50
0.
45
0
.3
5
0
.4
9
0
.4
5
0
.3
5
0.
10
0.
59
0.
54
0.
45
0.
59
0.
5
5
0
.4
5
0
.5
8
0
.5
5
0
.4
5
S
k
ew
ed
0.
05
0.
52
0.
48
0.
35
0.
54
0.
4
8
0
.3
8
0
.5
4
0
.4
8
0
.3
8
0.
10
0.
63
0.
59
0.
49
0.
64
0.
6
0
0
.5
1
0
.6
4
0
.6
0
0
.5
1
S
k
ew
ed
N
or
m
al
0.
05
0.
51
0.
48
0.
38
0.
51
0.
4
7
0
.3
7
0
.5
1
0
.4
7
0
.3
7
0.
10
0.
62
0.
59
0.
49
0.
59
0.
5
8
0
.5
0
0
.5
9
0
.5
8
0
.5
0
H
ea
v
y
ta
il
ed
0.
05
0.
73
0.
70
0.
57
0.
73
0.
69
0
.5
7
0
.7
3
0
.6
9
0
.5
7
0.
10
0.
80
0.
77
0.
67
0.
80
0.
7
7
0
.6
9
0
.8
0
0
.7
7
0
.6
9
S
k
ew
ed
0.
05
0.
87
0.
83
0.
68
0.
86
0.
8
1
0
.6
7
0
.8
6
0
.8
2
0
.6
7
0.
10
0.
92
0.
89
0.
79
0.
91
0.
8
7
0
.7
9
0
.9
0
0
.8
8
0
.8
0
116
T
ab
le
5.
6:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
ra
n
d
o
m
in
te
rc
ep
t.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
04
0.
04
0.
06
0.
05
0
.0
4
0
.0
5
0
.0
5
0
.0
4
0.
10
0.
09
0.
09
0.
08
0.
09
0.
09
0
.0
8
0
.0
9
0
.0
9
0
.0
8
H
ea
v
y
ta
il
ed
0.
05
0.
07
0.
07
0.
06
0.
07
0.
07
0
.0
6
0
.0
7
0
.0
7
0
.0
6
0.
10
0.
12
0.
11
0.
11
0.
13
0.
12
0
.1
0
0
.1
3
0
.1
2
0
.1
0
S
k
ew
ed
0.
05
0.
06
0.
06
0.
07
0.
07
0.
06
0
.0
6
0
.0
6
0
.0
6
0
.0
6
0.
10
0.
11
0.
11
0.
12
0.
12
0.
12
0
.1
2
0
.1
2
0
.1
2
0
.1
1
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
54
0.
49
0.
41
0.
52
0.
4
8
0
.4
0
0
.5
2
0
.4
8
0
.4
0
0.
10
0.
63
0.
59
0.
50
0.
61
0.
5
7
0
.5
1
0
.6
1
0
.5
6
0
.5
1
H
ea
v
y
ta
il
ed
0.
05
0.
62
0.
57
0.
48
0.
60
0.
55
0
.4
6
0
.6
0
0
.5
5
0
.4
7
0.
10
0.
70
0.
67
0.
59
0.
68
0.
6
4
0
.5
6
0
.6
8
0
.6
4
0
.5
5
S
k
ew
ed
0.
05
0.
61
0.
56
0.
46
0.
61
0.
5
5
0
.4
5
0
.6
1
0
.5
5
0
.4
5
0.
10
0.
71
0.
65
0.
57
0.
70
0.
6
5
0
.5
7
0
.7
0
0
.6
5
0
.5
6
S
k
ew
ed
N
or
m
al
0.
05
0.
92
0.
91
0.
85
0.
93
0.
9
1
0
.8
5
0
.9
3
0
.9
1
0
.8
5
0.
10
0.
95
0.
94
0.
91
0.
96
0.
9
4
0
.9
0
0
.9
6
0
.9
4
0
.9
0
H
ea
v
y
ta
il
ed
0.
05
0.
97
0.
95
0.
89
0.
97
0.
96
0
.8
8
0
.9
7
0
.9
6
0
.8
8
0.
10
0.
99
0.
98
0.
94
0.
99
0.
9
8
0
.9
4
0
.9
9
0
.9
8
0
.9
4
S
k
ew
ed
0.
05
0.
98
0.
96
0.
90
0.
98
0.
9
7
0
.9
0
0
.9
8
0
.9
7
0
.9
1
0.
10
0.
99
0.
97
0.
95
0.
99
0.
9
8
0
.9
4
0
.9
9
0
.9
8
0
.9
4
117
T
ab
le
5.
6:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
ra
n
d
o
m
in
te
rc
ep
t.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
4
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
05
0.
05
0.
05
0.
05
0
.0
5
0
.0
5
0
.0
6
0
.0
5
0.
10
0.
10
0.
10
0.
09
0.
10
0.
09
0
.0
9
0
.1
0
0
.0
9
0
.0
9
H
ea
v
y
ta
il
ed
0.
05
0.
04
0.
04
0.
05
0.
05
0.
05
0
.0
5
0
.0
5
0
.0
5
0
.0
5
0.
10
0.
09
0.
09
0.
08
0.
09
0.
09
0
.0
9
0
.0
9
0
.0
9
0
.0
9
S
k
ew
ed
0.
05
0.
04
0.
04
0.
03
0.
04
0.
04
0
.0
4
0
.0
4
0
.0
4
0
.0
3
0.
10
0.
09
0.
09
0.
08
0.
10
0.
09
0
.0
8
0
.1
0
0
.0
9
0
.0
8
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
68
0.
63
0.
55
0.
68
0.
6
3
0
.5
5
0
.6
8
0
.6
3
0
.5
5
0.
10
0.
76
0.
72
0.
63
0.
75
0.
7
1
0
.6
5
0
.7
5
0
.7
1
0
.6
4
H
ea
v
y
ta
il
ed
0.
05
0.
72
0.
67
0.
58
0.
71
0.
67
0
.5
8
0
.7
1
0
.6
7
0
.5
8
0.
10
0.
79
0.
77
0.
68
0.
79
0.
7
6
0
.6
7
0
.7
9
0
.7
6
0
.6
8
S
k
ew
ed
0.
05
0.
71
0.
68
0.
57
0.
70
0.
6
7
0
.5
7
0
.7
0
0
.6
8
0
.5
7
0.
10
0.
78
0.
75
0.
68
0.
78
0.
7
4
0
.6
8
0
.7
8
0
.7
4
0
.6
8
S
k
ew
ed
N
or
m
al
0.
05
1.
00
0.
99
0.
97
1.
00
0.
9
9
0
.9
7
1
.0
0
0
.9
9
0
.9
8
0.
10
1.
00
1.
00
0.
99
1.
00
1.
0
0
0
.9
9
1
.0
0
1
.0
0
0
.9
9
H
ea
v
y
ta
il
ed
0.
05
1.
00
1.
00
0.
98
1.
00
1.
00
0
.9
8
1
.0
0
1
.0
0
0
.9
8
0.
10
1.
00
1.
00
0.
99
1.
00
1.
0
0
0
.9
9
1
.0
0
1
.0
0
0
.9
9
S
k
ew
ed
0.
05
1.
00
1.
00
0.
98
1.
00
1.
0
0
0
.9
8
1
.0
0
1
.0
0
0
.9
8
0.
10
1.
00
1.
00
0.
99
1.
00
1.
0
0
0
.9
9
1
.0
0
1
.0
0
0
.9
9
118
T
ab
le
5.
7:
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
a
li
ty
o
f
th
e
ra
n
d
o
m
sl
o
p
e.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
4,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
06
0.
06
0.
06
0.
05
0.
06
0
.0
6
0
.0
6
0
.0
6
0
.0
6
0.
10
0.
10
0.
11
0.
10
0.
10
0.
10
0
.1
0
0
.1
0
0
.1
0
0
.1
0
H
ea
v
y
ta
il
ed
0.
05
0.
31
0.
29
0.
12
0.
27
0.
25
0
.1
9
0
.2
6
0
.2
5
0
.1
8
0.
10
0.
41
0.
38
0.
19
0.
35
0.
32
0
.2
7
0
.3
5
0
.3
2
0
.2
7
S
k
ew
ed
0.
05
0.
23
0.
20
0.
21
0.
33
0.
32
0
.2
4
0
.3
3
0
.3
1
0
.2
4
0.
10
0.
34
0.
32
0.
31
0.
41
0.
38
0
. 3
4
0
. 4
1
0
. 3
8
0
. 3
4
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
11
0.
10
0.
09
0.
13
0.
1
3
0
.0
9
0
.1
3
0
.1
3
0
.0
9
0.
10
0.
18
0.
17
0.
15
0.
18
0.
1
8
0
.1
6
0
.1
8
0
.1
8
0
.1
6
H
ea
v
y
ta
il
ed
0.
05
0.
49
0.
45
0.
20
0.
40
0.
37
0
.2
9
0
.4
0
0
.3
7
0
.2
9
0.
10
0.
61
0.
58
0.
28
0.
49
0.
4
4
0
.3
7
0
.4
9
0
.4
4
0
.3
7
S
k
ew
ed
0.
05
0.
41
0.
35
0.
31
0.
49
0.
4
8
0
.3
6
0
.4
9
0
.4
8
0
.3
6
0.
10
0.
54
0.
50
0.
44
0.
59
0.
5
5
0
.4
9
0
.5
9
0
.5
5
0
.4
9
S
k
ew
ed
N
or
m
al
0.
05
0.
10
0.
10
0.
10
0.
12
0.
1
2
0
.1
0
0
.1
2
0
.1
2
0
.1
0
0.
10
0.
18
0.
17
0.
16
0.
17
0.
1
6
0
.1
6
0
.1
7
0
.1
6
0
.1
6
H
ea
v
y
ta
il
ed
0.
05
0.
41
0.
38
0.
22
0.
41
0.
37
0
.3
0
0
.4
1
0
.3
7
0
.3
0
0.
10
0.
55
0.
50
0.
31
0.
51
0.
4
7
0
.3
8
0
.5
1
0
.4
7
0
.3
8
S
k
ew
ed
0.
05
0.
31
0.
25
0.
41
0.
59
0.
5
7
0
.4
6
0
.6
0
0
.5
7
0
.4
6
0.
10
0.
43
0.
38
0.
53
0.
70
0.
6
6
0
.5
7
0
.7
0
0
.6
5
0
.5
7
119
T
ab
le
5.
7:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
ra
n
d
o
m
sl
o
p
e.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
1
N
or
m
al
N
or
m
al
0.
05
0.
06
0.
06
0.
05
0.
06
0.
06
0
.0
6
0
.0
6
0
.0
6
0
.0
6
0.
10
0.
12
0.
12
0.
10
0.
12
0.
12
0
.1
1
0
.1
2
0
.1
2
0
.1
1
H
ea
v
y
ta
il
ed
0.
05
0.
17
0.
16
0.
08
0.
15
0.
14
0
.1
1
0
.1
5
0
.1
4
0
.1
2
0.
10
0.
25
0.
23
0.
14
0.
23
0.
20
0
.1
8
0
.2
3
0
.2
1
0
.1
8
S
k
ew
ed
0.
05
0.
12
0.
12
0.
10
0.
16
0.
14
0
.1
1
0
.1
6
0
.1
4
0
.1
1
0.
10
0.
20
0.
19
0.
16
0.
23
0.
21
0
.1
8
0
.2
3
0
.2
1
0
.1
8
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
28
0.
25
0.
13
0.
28
0.
2
4
0
.2
0
0
.2
8
0
.2
4
0
.2
0
0.
10
0.
36
0.
33
0.
20
0.
36
0.
3
2
0
.2
8
0
.3
6
0
.3
2
0
.2
8
H
ea
v
y
ta
il
ed
0.
05
0.
50
0.
47
0.
20
0.
45
0.
41
0
.3
4
0
.4
5
0
.4
1
0
.3
4
0.
10
0.
58
0.
56
0.
28
0.
51
0.
4
9
0
.4
3
0
.5
1
0
.4
9
0
.4
3
S
k
ew
ed
0.
05
0.
44
0.
40
0.
20
0.
43
0.
4
0
0
.3
2
0
.4
3
0
.4
0
0
.3
2
0.
10
0.
52
0.
50
0.
30
0.
53
0.
4
8
0
.4
3
0
.5
3
0
.4
8
0
.4
3
S
k
ew
ed
N
or
m
al
0.
05
0.
30
0.
25
0.
30
0.
48
0.
4
3
0
.3
5
0
.4
8
0
.4
3
0
.3
5
0.
10
0.
39
0.
35
0.
39
0.
58
0.
5
4
0
.4
7
0
.5
8
0
.5
4
0
.4
7
H
ea
v
y
ta
il
ed
0.
05
0.
46
0.
39
0.
45
0.
66
0.
61
0
.5
2
0
.6
6
0
.6
2
0
.5
2
0.
10
0.
53
0.
49
0.
56
0.
74
0.
7
1
0
.6
3
0
.7
4
0
.7
1
0
.6
3
S
k
ew
ed
0.
05
0.
35
0.
28
0.
51
0.
76
0.
7
1
0
.5
9
0
.7
6
0
.7
1
0
.5
9
0.
10
0.
45
0.
37
0.
63
0.
83
0.
7
9
0
.7
0
0
.8
3
0
.7
9
0
.7
0
120
T
ab
le
5.
7:
(C
on
ti
n
u
ed
)
P
ro
p
or
ti
on
of
b
o
ot
st
ra
p
te
st
s
re
je
ct
in
g
th
e
n
u
ll
h
y
p
ot
h
es
is
of
n
or
m
al
it
y
o
f
th
e
ra
n
d
o
m
sl
o
p
e.
D
is
tr
ib
u
ti
on
s
N
om
in
al
R
aw
re
si
d
u
al
s
P
ea
rs
on
re
si
d
u
a
ls
S
tu
d
en
ti
ze
d
re
si
d
u
a
ls
R
an
d
om
eff
ec
ts
E
rr
or
s
α
A
D
C
V
M
K
S
A
D
C
V
M
K
S
A
D
C
V
M
K
S
σ
2 ε
=
1,
σ
2 b 0
=
σ
2 b 1
=
4
N
or
m
al
N
or
m
al
0.
05
0.
05
0.
05
0.
05
0.
04
0.
05
0
.0
5
0
.0
4
0
.0
5
0
.0
5
0.
10
0.
11
0.
11
0.
11
0.
10
0.
10
0
.1
0
0
.1
0
0
.1
0
0
.1
0
H
ea
v
y
ta
il
ed
0.
05
0.
07
0.
07
0.
05
0.
07
0.
07
0
.0
7
0
.0
7
0
.0
7
0
.0
7
0.
10
0.
12
0.
12
0.
11
0.
11
0.
12
0
.1
3
0
.1
1
0
.1
2
0
.1
3
S
k
ew
ed
0.
05
0.
06
0.
06
0.
04
0.
06
0.
06
0
.0
5
0
.0
6
0
.0
6
0
.0
5
0.
10
0.
10
0.
11
0.
09
0.
11
0.
11
0
.1
1
0
.1
1
0
.1
1
0
.1
1
H
ea
v
y
ta
il
ed
N
or
m
al
0.
05
0.
49
0.
45
0.
18
0.
46
0.
4
1
0
.3
4
0
.4
6
0
.4
1
0
.3
4
0.
10
0.
58
0.
54
0.
28
0.
56
0.
5
1
0
.4
4
0
.5
6
0
.5
1
0
.4
4
H
ea
v
y
ta
il
ed
0.
05
0.
57
0.
54
0.
24
0.
54
0.
50
0
.4
3
0
.5
4
0
.5
0
0
.4
3
0.
10
0.
66
0.
62
0.
32
0.
63
0.
6
0
0
.5
2
0
.6
3
0
.6
0
0
.5
2
S
k
ew
ed
0.
05
0.
52
0.
48
0.
22
0.
49
0.
4
6
0
.3
7
0
.4
8
0
.4
6
0
.3
7
0.
10
0.
61
0.
57
0.
32
0.
56
0.
5
3
0
.4
7
0
.5
6
0
.5
3
0
.4
7
S
k
ew
ed
N
or
m
al
0.
05
0.
58
0.
49
0.
69
0.
90
0.
8
7
0
.7
4
0
.9
0
0
.8
7
0
.7
4
0.
10
0.
68
0.
59
0.
79
0.
94
0.
9
2
0
.8
3
0
.9
4
0
.9
2
0
.8
3
H
ea
v
y
ta
il
ed
0.
05
0.
61
0.
52
0.
76
0.
92
0.
91
0
.8
0
0
.9
3
0
.9
1
0
.8
0
0.
10
0.
71
0.
61
0.
84
0.
96
0.
9
5
0
.8
9
0
.9
6
0
.9
5
0
.8
9
S
k
ew
ed
0.
05
0.
59
0.
47
0.
72
0.
92
0.
9
0
0
.7
9
0
.9
2
0
.9
0
0
.7
9
0.
10
0.
69
0.
58
0.
83
0.
95
0.
9
3
0
.8
8
0
.9
5
0
.9
3
0
.8
8
121
Table 5.8: Bootstrap tests for normality of marginal residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.05 0.05 0.06 0.05
0.10 0.09 0.10 0.10 0.11 0.10 0.11
Heavy tailed 0.05 0.20 0.17 0.13 0.09 0.07 0.05
0.10 0.26 0.23 0.19 0.14 0.12 0.10
Skewed 0.05 0.28 0.25 0.21 0.04 0.04 0.05
0.10 0.36 0.34 0.30 0.09 0.09 0.09
Heavy tailed Normal 0.05 1.00 1.00 0.99 1.00 1.00 1.00
0.10 1.00 1.00 0.99 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed Normal 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Heavy tailed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
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Table 5.8: (Continued)
Bootstrap tests for normality of marginal residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.04
0.10 0.10 0.11 0.11 0.10 0.10 0.09
Heavy tailed 0.05 0.72 0.66 0.58 1.00 1.00 1.00
0.10 0.81 0.77 0.71 1.00 1.00 1.00
Skewed 0.05 0.94 0.90 0.86 1.00 1.00 1.00
0.10 0.97 0.95 0.94 1.00 1.00 1.00
Heavy tailed Normal 0.05 0.35 0.31 0.27 0.10 0.09 0.07
0.10 0.44 0.40 0.36 0.16 0.14 0.13
Heavy tailed 0.05 0.97 0.96 0.92 1.00 1.00 1.00
0.10 0.99 0.98 0.96 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
Skewed Normal 0.05 0.72 0.70 0.64 0.12 0.10 0.09
0.10 0.81 0.78 0.74 0.19 0.17 0.16
Heavy tailed 0.05 1.00 0.99 0.97 1.00 1.00 1.00
0.10 1.00 1.00 0.99 1.00 1.00 1.00
Skewed 0.05 1.00 1.00 1.00 1.00 1.00 1.00
0.10 1.00 1.00 1.00 1.00 1.00 1.00
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Table 5.8: (Continued)
Bootstrap tests for normality of marginal residuals.
Distributions Nominal Raw residuals Cholesky residuals
Errors Random effects α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.04
0.10 0.10 0.10 0.10 0.10 0.09 0.08
Heavy tailed 0.05 0.40 0.36 0.33 0.17 0.14 0.11
0.10 0.49 0.44 0.41 0.26 0.24 0.20
Skewed 0.05 0.81 0.79 0.74 0.33 0.29 0.24
0.10 0.88 0.86 0.83 0.44 0.40 0.34
Heavy tailed Normal 0.05 0.17 0.15 0.16 1.00 1.00 1.00
0.10 0.27 0.27 0.30 1.00 1.00 1.00
Heavy tailed 0.05 0.64 0.60 0.54 1.00 1.00 1.00
0.10 0.74 0.70 0.66 1.00 1.00 1.00
Skewed 0.05 0.93 0.91 0.89 1.00 1.00 1.00
0.10 0.96 0.95 0.94 1.00 1.00 1.00
Skewed Normal 0.05 0.15 0.16 0.18 1.00 1.00 1.00
0.10 0.26 0.27 0.30 1.00 1.00 1.00
Heavy tailed 0.05 0.66 0.62 0.61 1.00 1.00 1.00
0.10 0.77 0.75 0.74 1.00 1.00 1.00
Skewed 0.05 0.96 0.95 0.93 1.00 1.00 1.00
0.10 0.98 0.97 0.97 1.00 1.00 1.00
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Table 5.9: Bootstrap tests of the weighted Q-Q plots for the random effects.
Distributions Nominal
Random effects Errors α b0 b1
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.06 0.05
0.10 0.10 0.11
Heavy tailed 0.05 0.12 0.13
0.10 0.18 0.18
Skewed 0.05 0.15 0.14
0.10 0.23 0.22
Heavy tailed Normal 0.05 0.20 0.06
0.10 0.30 0.13
Heavy tailed 0.05 0.34 0.18
0.10 0.45 0.26
Skewed 0.05 0.41 0.22
0.10 0.53 0.32
Skewed Normal 0.05 0.46 0.07
0.10 0.59 0.14
Heavy tailed 0.05 0.64 0.15
0.10 0.73 0.26
Skewed 0.05 0.72 0.24
0.10 0.82 0.36
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Table 5.9: (Continued)
Bootstrap tests of the weighted Q-Q plots for the random effects.
Distributions Nominal
Random effects Errors α b0 b1
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04
0.10 0.09 0.10
Heavy tailed 0.05 0.06 0.07
0.10 0.10 0.12
Skewed 0.05 0.07 0.08
0.10 0.13 0.14
Heavy tailed Normal 0.05 0.40 0.12
0.10 0.48 0.19
Heavy tailed 0.05 0.46 0.18
0.10 0.55 0.27
Skewed 0.05 0.45 0.18
0.10 0.56 0.27
Skewed Normal 0.05 0.89 0.20
0.10 0.93 0.30
Heavy tailed 0.05 0.92 0.27
0.10 0.96 0.38
Skewed 0.05 0.93 0.31
0.10 0.96 0.41
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Table 5.9: (Continued)
Bootstrap tests of the weighted Q-Q plots for the random effects.
Distributions Nominal
Random effects Errors α b0 b1
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05
0.10 0.10 0.10
Heavy tailed 0.05 0.05 0.06
0.10 0.09 0.10
Skewed 0.05 0.04 0.06
0.10 0.09 0.10
Heavy tailed Normal 0.05 0.55 0.19
0.10 0.63 0.28
Heavy tailed 0.05 0.58 0.24
0.10 0.68 0.35
Skewed 0.05 0.58 0.23
0.10 0.66 0.33
Skewed Normal 0.05 0.99 0.46
0.10 1.00 0.59
Heavy tailed 0.05 0.99 0.49
0.10 1.00 0.64
Skewed 0.05 0.99 0.47
0.10 1.00 0.60
5.2 Full results from the simulation study
In the paper we described a simulation study and only presented results for the the Anderson-
Darling test under one variance structure (σ2ε = 4 and σ
2
b0
= σ2b1 = 1). In this section we present
the results from the full simulation study. Tables 5.10–5.16 present the results for the rotated
random intercept and Tables 5.17–5.23 present the results for the rotated random slope. We
use a gray background to highlight the simulation settings under which the tests should fail to
reject the null hypothesis of normality.
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Table 5.10: Proportion of tests rejecting normality of the random intercept using two rotations
and s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.06
0.10 0.10 0.10 0.10 0.11 0.11 0.11
Heavy tailed 0.05 0.07 0.07 0.07 0.09 0.08 0.07
0.10 0.13 0.13 0.13 0.16 0.15 0.14
Skewed 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.10 0.09 0.09 0.10 0.10 0.11
Heavy tailed Normal 0.05 0.14 0.13 0.10 0.22 0.20 0.17
0.10 0.20 0.19 0.18 0.31 0.28 0.24
Heavy tailed 0.05 0.19 0.17 0.15 0.34 0.32 0.26
0.10 0.26 0.24 0.21 0.44 0.41 0.35
Skewed 0.05 0.15 0.14 0.13 0.28 0.23 0.20
0.10 0.21 0.18 0.18 0.37 0.32 0.28
Skewed Normal 0.05 0.10 0.09 0.08 0.20 0.17 0.12
0.10 0.17 0.15 0.15 0.29 0.25 0.19
Heavy tailed 0.05 0.13 0.11 0.11 0.30 0.24 0.19
0.10 0.22 0.19 0.17 0.39 0.34 0.28
Skewed 0.05 0.13 0.12 0.09 0.22 0.19 0.15
0.10 0.19 0.17 0.16 0.33 0.28 0.25
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Table 5.10: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.04 0.05 0.06 0.05
0.10 0.09 0.09 0.09 0.11 0.11 0.12
Heavy tailed 0.05 0.06 0.07 0.06 0.06 0.06 0.05
0.10 0.11 0.10 0.11 0.11 0.11 0.11
Skewed 0.05 0.05 0.04 0.04 0.05 0.05 0.04
0.10 0.09 0.09 0.09 0.10 0.10 0.09
Heavy tailed Normal 0.05 0.21 0.20 0.16 0.40 0.35 0.28
0.10 0.29 0.27 0.23 0.49 0.45 0.39
Heavy tailed 0.05 0.25 0.22 0.17 0.47 0.42 0.34
0.10 0.32 0.30 0.25 0.54 0.50 0.44
Skewed 0.05 0.25 0.22 0.17 0.42 0.38 0.30
0.10 0.33 0.30 0.27 0.50 0.46 0.40
Skewed Normal 0.05 0.17 0.16 0.13 0.36 0.28 0.21
0.10 0.26 0.24 0.20 0.47 0.38 0.31
Heavy tailed 0.05 0.20 0.18 0.14 0.42 0.34 0.25
0.10 0.28 0.26 0.23 0.51 0.44 0.35
Skewed 0.05 0.18 0.17 0.12 0.40 0.30 0.21
0.10 0.26 0.23 0.22 0.51 0.39 0.33
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Table 5.10: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.04 0.05 0.05 0.04
0.10 0.10 0.09 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.06 0.05 0.06 0.05
0.10 0.12 0.12 0.11 0.10 0.10 0.10
Skewed 0.05 0.04 0.05 0.04 0.04 0.04 0.04
0.10 0.10 0.10 0.11 0.08 0.08 0.10
Heavy tailed Normal 0.05 0.28 0.25 0.21 0.43 0.38 0.29
0.10 0.34 0.32 0.29 0.53 0.49 0.41
Heavy tailed 0.05 0.30 0.28 0.21 0.44 0.40 0.33
0.10 0.37 0.34 0.29 0.54 0.50 0.42
Skewed 0.05 0.28 0.26 0.21 0.44 0.40 0.31
0.10 0.37 0.34 0.29 0.53 0.47 0.40
Skewed Normal 0.05 0.24 0.22 0.15 0.37 0.30 0.23
0.10 0.33 0.30 0.24 0.49 0.41 0.33
Heavy tailed 0.05 0.26 0.23 0.18 0.38 0.29 0.22
0.10 0.33 0.33 0.26 0.48 0.39 0.32
Skewed 0.05 0.24 0.21 0.15 0.38 0.29 0.23
0.10 0.33 0.31 0.26 0.50 0.39 0.33
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Table 5.11: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.06 0.05
0.10 0.09 0.09 0.10 0.10 0.10 0.11
Heavy tailed 0.05 0.08 0.08 0.06 0.09 0.08 0.08
0.10 0.13 0.14 0.12 0.17 0.15 0.13
Skewed 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.09 0.09 0.10 0.09 0.09 0.11
Heavy tailed Normal 0.05 0.14 0.12 0.11 0.22 0.20 0.17
0.10 0.20 0.20 0.18 0.30 0.27 0.23
Heavy tailed 0.05 0.19 0.17 0.14 0.33 0.32 0.25
0.10 0.25 0.23 0.21 0.45 0.40 0.34
Skewed 0.05 0.15 0.14 0.11 0.27 0.21 0.17
0.10 0.21 0.19 0.19 0.36 0.32 0.27
Skewed Normal 0.05 0.09 0.08 0.08 0.21 0.17 0.12
0.10 0.16 0.14 0.14 0.29 0.24 0.20
Heavy tailed 0.05 0.12 0.11 0.10 0.28 0.24 0.18
0.10 0.20 0.18 0.17 0.38 0.33 0.27
Skewed 0.05 0.13 0.12 0.10 0.23 0.19 0.15
0.10 0.18 0.17 0.15 0.32 0.28 0.24
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Table 5.11: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.05 0.04 0.04 0.05 0.05
0.10 0.10 0.09 0.09 0.10 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.05 0.06 0.05 0.04
0.10 0.10 0.10 0.11 0.11 0.10 0.10
Skewed 0.05 0.04 0.03 0.03 0.05 0.05 0.04
0.10 0.09 0.08 0.07 0.10 0.09 0.09
Heavy tailed Normal 0.05 0.19 0.18 0.15 0.39 0.36 0.30
0.10 0.28 0.25 0.23 0.49 0.45 0.39
Heavy tailed 0.05 0.24 0.23 0.18 0.44 0.40 0.33
0.10 0.31 0.30 0.26 0.53 0.49 0.42
Skewed 0.05 0.24 0.21 0.17 0.41 0.36 0.28
0.10 0.32 0.30 0.25 0.49 0.45 0.38
Skewed Normal 0.05 0.17 0.17 0.14 0.36 0.28 0.22
0.10 0.27 0.24 0.20 0.47 0.38 0.32
Heavy tailed 0.05 0.20 0.17 0.14 0.41 0.34 0.25
0.10 0.29 0.27 0.22 0.51 0.42 0.34
Skewed 0.05 0.18 0.16 0.12 0.40 0.30 0.21
0.10 0.24 0.22 0.21 0.52 0.40 0.33
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Table 5.11: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.03
0.10 0.10 0.11 0.11 0.09 0.10 0.10
Heavy tailed 0.05 0.07 0.07 0.06 0.05 0.05 0.06
0.10 0.13 0.12 0.11 0.10 0.10 0.10
Skewed 0.05 0.05 0.04 0.04 0.05 0.05 0.05
0.10 0.10 0.10 0.10 0.09 0.09 0.10
Heavy tailed Normal 0.05 0.27 0.24 0.20 0.42 0.37 0.29
0.10 0.33 0.31 0.28 0.51 0.47 0.39
Heavy tailed 0.05 0.28 0.25 0.22 0.43 0.39 0.31
0.10 0.37 0.35 0.28 0.52 0.48 0.42
Skewed 0.05 0.27 0.24 0.20 0.42 0.37 0.28
0.10 0.35 0.32 0.28 0.51 0.47 0.39
Skewed Normal 0.05 0.23 0.21 0.15 0.37 0.29 0.21
0.10 0.31 0.29 0.24 0.46 0.38 0.31
Heavy tailed 0.05 0.23 0.21 0.17 0.35 0.27 0.21
0.10 0.33 0.32 0.26 0.44 0.37 0.30
Skewed 0.05 0.23 0.21 0.16 0.38 0.28 0.21
0.10 0.32 0.30 0.26 0.47 0.38 0.31
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Table 5.12: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.06 0.06
0.10 0.11 0.10 0.10 0.11 0.11 0.11
Heavy tailed 0.05 0.07 0.07 0.07 0.08 0.08 0.07
0.10 0.12 0.13 0.12 0.14 0.13 0.13
Skewed 0.05 0.06 0.06 0.05 0.04 0.04 0.04
0.10 0.11 0.10 0.10 0.09 0.09 0.10
Heavy tailed Normal 0.05 0.13 0.12 0.10 0.23 0.20 0.15
0.10 0.20 0.18 0.17 0.31 0.27 0.24
Heavy tailed 0.05 0.17 0.16 0.13 0.32 0.28 0.22
0.10 0.24 0.23 0.20 0.41 0.38 0.32
Skewed 0.05 0.14 0.13 0.12 0.26 0.22 0.18
0.10 0.21 0.19 0.18 0.35 0.31 0.28
Skewed Normal 0.05 0.10 0.08 0.08 0.21 0.17 0.12
0.10 0.16 0.15 0.14 0.31 0.27 0.19
Heavy tailed 0.05 0.12 0.11 0.09 0.27 0.22 0.17
0.10 0.20 0.17 0.16 0.37 0.31 0.25
Skewed 0.05 0.12 0.11 0.09 0.22 0.18 0.14
0.10 0.19 0.17 0.15 0.31 0.26 0.23
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Table 5.12: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.05 0.04 0.04 0.05 0.05
0.10 0.09 0.09 0.08 0.10 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.05 0.06 0.06 0.06
0.10 0.10 0.11 0.11 0.12 0.12 0.10
Skewed 0.05 0.04 0.04 0.03 0.05 0.04 0.04
0.10 0.09 0.08 0.08 0.08 0.08 0.09
Heavy tailed Normal 0.05 0.18 0.17 0.14 0.39 0.36 0.30
0.10 0.27 0.24 0.23 0.47 0.43 0.40
Heavy tailed 0.05 0.23 0.21 0.17 0.43 0.38 0.31
0.10 0.31 0.28 0.25 0.52 0.48 0.41
Skewed 0.05 0.24 0.21 0.16 0.41 0.37 0.29
0.10 0.31 0.29 0.24 0.50 0.45 0.38
Skewed Normal 0.05 0.18 0.16 0.12 0.34 0.28 0.20
0.10 0.25 0.23 0.21 0.46 0.38 0.31
Heavy tailed 0.05 0.19 0.18 0.15 0.40 0.31 0.24
0.10 0.28 0.26 0.23 0.49 0.42 0.35
Skewed 0.05 0.17 0.15 0.11 0.37 0.27 0.22
0.10 0.24 0.22 0.19 0.47 0.38 0.33
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Table 5.12: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.06 0.06 0.06 0.04 0.04 0.04
0.10 0.10 0.10 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.06 0.05 0.05 0.04
0.10 0.11 0.11 0.10 0.11 0.10 0.10
Skewed 0.05 0.05 0.05 0.06 0.06 0.06 0.06
0.10 0.11 0.11 0.11 0.10 0.11 0.11
Heavy tailed Normal 0.05 0.25 0.23 0.20 0.38 0.34 0.26
0.10 0.33 0.31 0.26 0.47 0.43 0.37
Heavy tailed 0.05 0.27 0.25 0.19 0.42 0.39 0.31
0.10 0.35 0.33 0.28 0.51 0.46 0.41
Skewed 0.05 0.25 0.24 0.19 0.39 0.34 0.26
0.10 0.33 0.31 0.27 0.47 0.44 0.36
Skewed Normal 0.05 0.23 0.20 0.15 0.36 0.28 0.23
0.10 0.31 0.29 0.24 0.47 0.38 0.32
Heavy tailed 0.05 0.22 0.21 0.17 0.35 0.27 0.21
0.10 0.32 0.32 0.25 0.46 0.37 0.30
Skewed 0.05 0.23 0.21 0.16 0.36 0.27 0.21
0.10 0.31 0.29 0.26 0.46 0.37 0.30
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Table 5.13: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.06 0.05
0.10 0.10 0.10 0.10 0.11 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.06 0.07 0.07 0.06
0.10 0.12 0.12 0.12 0.13 0.12 0.10
Skewed 0.05 0.06 0.06 0.05 0.06 0.05 0.04
0.10 0.10 0.10 0.09 0.11 0.10 0.09
Heavy tailed Normal 0.05 0.13 0.12 0.10 0.23 0.21 0.15
0.10 0.20 0.18 0.18 0.30 0.27 0.24
Heavy tailed 0.05 0.16 0.15 0.13 0.32 0.27 0.22
0.10 0.23 0.22 0.19 0.40 0.37 0.32
Skewed 0.05 0.14 0.13 0.11 0.27 0.24 0.18
0.10 0.21 0.19 0.17 0.34 0.31 0.28
Skewed Normal 0.05 0.10 0.10 0.08 0.22 0.20 0.14
0.10 0.18 0.16 0.14 0.31 0.26 0.22
Heavy tailed 0.05 0.11 0.10 0.10 0.25 0.20 0.16
0.10 0.18 0.17 0.15 0.35 0.30 0.25
Skewed 0.05 0.12 0.11 0.10 0.23 0.20 0.14
0.10 0.19 0.18 0.16 0.32 0.27 0.20
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Table 5.13: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.04 0.05 0.05
0.10 0.09 0.09 0.09 0.10 0.10 0.11
Heavy tailed 0.05 0.06 0.06 0.05 0.05 0.06 0.05
0.10 0.10 0.10 0.10 0.12 0.11 0.10
Skewed 0.05 0.04 0.04 0.04 0.06 0.06 0.05
0.10 0.09 0.08 0.08 0.10 0.10 0.11
Heavy tailed Normal 0.05 0.18 0.17 0.14 0.37 0.33 0.28
0.10 0.26 0.24 0.22 0.45 0.41 0.37
Heavy tailed 0.05 0.21 0.20 0.14 0.40 0.36 0.27
0.10 0.28 0.26 0.23 0.49 0.45 0.38
Skewed 0.05 0.22 0.19 0.16 0.39 0.34 0.27
0.10 0.28 0.26 0.23 0.47 0.43 0.37
Skewed Normal 0.05 0.17 0.15 0.12 0.36 0.28 0.23
0.10 0.25 0.24 0.19 0.45 0.38 0.31
Heavy tailed 0.05 0.19 0.17 0.14 0.38 0.32 0.24
0.10 0.27 0.24 0.22 0.48 0.41 0.34
Skewed 0.05 0.15 0.13 0.10 0.34 0.26 0.20
0.10 0.22 0.20 0.16 0.47 0.38 0.30
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Table 5.13: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.06 0.06
0.10 0.11 0.11 0.09 0.11 0.10 0.11
Heavy tailed 0.05 0.06 0.06 0.06 0.05 0.05 0.04
0.10 0.12 0.12 0.11 0.09 0.09 0.09
Skewed 0.05 0.05 0.05 0.05 0.06 0.06 0.05
0.10 0.10 0.10 0.11 0.11 0.11 0.11
Heavy tailed Normal 0.05 0.22 0.20 0.18 0.36 0.32 0.25
0.10 0.30 0.28 0.24 0.48 0.43 0.35
Heavy tailed 0.05 0.24 0.23 0.17 0.37 0.35 0.29
0.10 0.32 0.31 0.26 0.46 0.43 0.37
Skewed 0.05 0.24 0.23 0.17 0.37 0.34 0.26
0.10 0.33 0.30 0.26 0.46 0.44 0.35
Skewed Normal 0.05 0.21 0.20 0.14 0.34 0.27 0.21
0.10 0.30 0.30 0.23 0.44 0.36 0.29
Heavy tailed 0.05 0.22 0.22 0.16 0.33 0.25 0.20
0.10 0.31 0.30 0.26 0.43 0.36 0.28
Skewed 0.05 0.21 0.21 0.17 0.33 0.24 0.19
0.10 0.29 0.27 0.25 0.43 0.34 0.28
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Table 5.14: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.05 0.04 0.05 0.05 0.06
0.10 0.11 0.10 0.09 0.12 0.12 0.11
Heavy tailed 0.05 0.05 0.05 0.06 0.06 0.06 0.04
0.10 0.11 0.11 0.12 0.12 0.12 0.10
Skewed 0.05 0.06 0.06 0.05 0.06 0.06 0.06
0.10 0.11 0.11 0.10 0.12 0.11 0.11
Heavy tailed Normal 0.05 0.13 0.12 0.10 0.23 0.20 0.17
0.10 0.21 0.19 0.18 0.31 0.29 0.25
Heavy tailed 0.05 0.16 0.15 0.11 0.30 0.27 0.22
0.10 0.23 0.21 0.20 0.38 0.35 0.30
Skewed 0.05 0.13 0.12 0.10 0.24 0.22 0.17
0.10 0.20 0.17 0.16 0.31 0.29 0.26
Skewed Normal 0.05 0.10 0.08 0.08 0.23 0.18 0.15
0.10 0.18 0.17 0.14 0.32 0.27 0.23
Heavy tailed 0.05 0.10 0.09 0.08 0.26 0.21 0.16
0.10 0.18 0.16 0.14 0.35 0.29 0.25
Skewed 0.05 0.11 0.11 0.10 0.21 0.17 0.11
0.10 0.18 0.17 0.16 0.31 0.25 0.19
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Table 5.14: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.05 0.04 0.07 0.06 0.05
0.10 0.09 0.11 0.09 0.11 0.11 0.10
Heavy tailed 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.10 0.10 0.10 0.12 0.10 0.10
Skewed 0.05 0.05 0.05 0.03 0.05 0.04 0.05
0.10 0.09 0.09 0.09 0.10 0.10 0.10
Heavy tailed Normal 0.05 0.17 0.16 0.14 0.36 0.33 0.26
0.10 0.24 0.22 0.21 0.45 0.41 0.35
Heavy tailed 0.05 0.19 0.17 0.14 0.38 0.34 0.28
0.10 0.26 0.24 0.20 0.46 0.42 0.37
Skewed 0.05 0.21 0.19 0.13 0.36 0.33 0.26
0.10 0.27 0.25 0.21 0.46 0.41 0.35
Skewed Normal 0.05 0.16 0.15 0.10 0.33 0.27 0.21
0.10 0.25 0.23 0.18 0.44 0.36 0.32
Heavy tailed 0.05 0.17 0.17 0.13 0.35 0.29 0.22
0.10 0.26 0.24 0.21 0.46 0.39 0.33
Skewed 0.05 0.15 0.14 0.10 0.35 0.28 0.20
0.10 0.22 0.20 0.17 0.43 0.37 0.30
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Table 5.14: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.06 0.06 0.06
0.10 0.10 0.10 0.10 0.12 0.12 0.10
Heavy tailed 0.05 0.06 0.05 0.05 0.05 0.05 0.05
0.10 0.11 0.11 0.11 0.11 0.11 0.10
Skewed 0.05 0.05 0.05 0.06 0.05 0.06 0.05
0.10 0.11 0.11 0.11 0.10 0.10 0.10
Heavy tailed Normal 0.05 0.20 0.18 0.16 0.33 0.29 0.24
0.10 0.28 0.26 0.23 0.42 0.39 0.33
Heavy tailed 0.05 0.23 0.20 0.16 0.36 0.34 0.26
0.10 0.31 0.27 0.24 0.45 0.41 0.36
Skewed 0.05 0.21 0.20 0.17 0.35 0.31 0.22
0.10 0.29 0.27 0.25 0.43 0.41 0.33
Skewed Normal 0.05 0.20 0.19 0.12 0.32 0.25 0.20
0.10 0.27 0.27 0.21 0.44 0.35 0.29
Heavy tailed 0.05 0.19 0.19 0.15 0.30 0.25 0.19
0.10 0.29 0.28 0.23 0.42 0.35 0.29
Skewed 0.05 0.21 0.19 0.17 0.29 0.21 0.19
0.10 0.29 0.27 0.25 0.38 0.31 0.27
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Table 5.15: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.06
0.10 0.11 0.11 0.10 0.11 0.11 0.11
Heavy tailed 0.05 0.04 0.04 0.06 0.05 0.06 0.05
0.10 0.10 0.10 0.10 0.11 0.11 0.10
Skewed 0.05 0.06 0.06 0.06 0.05 0.06 0.06
0.10 0.11 0.11 0.11 0.12 0.12 0.11
Heavy tailed Normal 0.05 0.13 0.11 0.10 0.22 0.20 0.17
0.10 0.21 0.19 0.17 0.30 0.27 0.23
Heavy tailed 0.05 0.15 0.14 0.12 0.27 0.24 0.19
0.10 0.21 0.20 0.18 0.35 0.31 0.28
Skewed 0.05 0.13 0.12 0.10 0.23 0.21 0.17
0.10 0.19 0.16 0.16 0.30 0.28 0.26
Skewed Normal 0.05 0.11 0.10 0.07 0.21 0.17 0.13
0.10 0.17 0.16 0.15 0.30 0.26 0.22
Heavy tailed 0.05 0.11 0.10 0.09 0.25 0.21 0.16
0.10 0.18 0.18 0.15 0.33 0.29 0.24
Skewed 0.05 0.11 0.11 0.09 0.23 0.19 0.14
0.10 0.18 0.17 0.17 0.31 0.26 0.21
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Table 5.15: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.05 0.04 0.06 0.06 0.05
0.10 0.10 0.10 0.09 0.11 0.11 0.10
Heavy tailed 0.05 0.05 0.05 0.04 0.04 0.04 0.05
0.10 0.09 0.10 0.08 0.09 0.09 0.09
Skewed 0.05 0.04 0.04 0.04 0.05 0.05 0.05
0.10 0.09 0.09 0.09 0.09 0.09 0.10
Heavy tailed Normal 0.05 0.15 0.15 0.13 0.33 0.30 0.26
0.10 0.23 0.21 0.19 0.41 0.38 0.34
Heavy tailed 0.05 0.19 0.17 0.13 0.34 0.31 0.25
0.10 0.25 0.23 0.19 0.43 0.39 0.33
Skewed 0.05 0.19 0.17 0.14 0.34 0.30 0.24
0.10 0.27 0.25 0.20 0.42 0.39 0.34
Skewed Normal 0.05 0.15 0.13 0.10 0.33 0.28 0.21
0.10 0.23 0.20 0.18 0.42 0.36 0.31
Heavy tailed 0.05 0.15 0.14 0.12 0.35 0.29 0.23
0.10 0.23 0.21 0.19 0.45 0.39 0.32
Skewed 0.05 0.14 0.12 0.10 0.31 0.26 0.19
0.10 0.20 0.19 0.15 0.41 0.34 0.29
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Table 5.15: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.06 0.05 0.05 0.04 0.05 0.06
0.10 0.11 0.11 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.06 0.05 0.05 0.04
0.10 0.11 0.11 0.12 0.10 0.11 0.11
Skewed 0.05 0.04 0.04 0.05 0.04 0.05 0.05
0.10 0.10 0.11 0.10 0.10 0.09 0.10
Heavy tailed Normal 0.05 0.17 0.16 0.13 0.32 0.28 0.21
0.10 0.26 0.24 0.22 0.41 0.38 0.33
Heavy tailed 0.05 0.21 0.19 0.14 0.35 0.31 0.24
0.10 0.29 0.27 0.22 0.43 0.41 0.36
Skewed 0.05 0.20 0.19 0.15 0.32 0.29 0.23
0.10 0.29 0.26 0.23 0.40 0.37 0.32
Skewed Normal 0.05 0.17 0.16 0.12 0.29 0.22 0.18
0.10 0.26 0.24 0.21 0.40 0.33 0.28
Heavy tailed 0.05 0.20 0.20 0.15 0.31 0.25 0.18
0.10 0.27 0.26 0.22 0.40 0.34 0.30
Skewed 0.05 0.18 0.16 0.14 0.29 0.22 0.17
0.10 0.26 0.25 0.22 0.39 0.32 0.27
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Table 5.16: Proportion of tests rejecting normality of the random intercept using two rotations
and s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.06 0.06 0.05 0.06 0.05 0.05
0.10 0.11 0.10 0.12 0.11 0.10 0.10
Heavy tailed 0.05 0.05 0.04 0.05 0.05 0.05 0.05
0.10 0.10 0.09 0.09 0.11 0.10 0.10
Skewed 0.05 0.06 0.06 0.06 0.06 0.06 0.06
0.10 0.12 0.11 0.11 0.11 0.11 0.11
Heavy tailed Normal 0.05 0.12 0.11 0.09 0.22 0.20 0.15
0.10 0.18 0.17 0.15 0.29 0.28 0.22
Heavy tailed 0.05 0.14 0.13 0.11 0.27 0.24 0.19
0.10 0.21 0.19 0.17 0.35 0.31 0.28
Skewed 0.05 0.12 0.11 0.09 0.22 0.20 0.16
0.10 0.19 0.16 0.15 0.29 0.27 0.24
Skewed Normal 0.05 0.10 0.09 0.08 0.22 0.18 0.12
0.10 0.17 0.15 0.14 0.30 0.27 0.21
Heavy tailed 0.05 0.11 0.09 0.09 0.24 0.21 0.16
0.10 0.17 0.17 0.16 0.32 0.29 0.24
Skewed 0.05 0.11 0.10 0.09 0.21 0.18 0.12
0.10 0.18 0.17 0.16 0.31 0.26 0.19
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Table 5.16: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.05 0.05 0.05 0.05
0.10 0.10 0.10 0.09 0.10 0.11 0.10
Heavy tailed 0.05 0.05 0.05 0.04 0.06 0.06 0.06
0.10 0.09 0.10 0.08 0.12 0.12 0.11
Skewed 0.05 0.04 0.04 0.04 0.04 0.04 0.04
0.10 0.09 0.09 0.10 0.08 0.10 0.08
Heavy tailed Normal 0.05 0.14 0.14 0.12 0.29 0.28 0.22
0.10 0.21 0.20 0.18 0.39 0.35 0.32
Heavy tailed 0.05 0.17 0.15 0.13 0.34 0.30 0.24
0.10 0.24 0.22 0.19 0.41 0.39 0.33
Skewed 0.05 0.17 0.15 0.12 0.31 0.29 0.23
0.10 0.25 0.23 0.20 0.39 0.36 0.31
Skewed Normal 0.05 0.14 0.12 0.09 0.30 0.25 0.20
0.10 0.22 0.21 0.17 0.39 0.33 0.28
Heavy tailed 0.05 0.14 0.13 0.12 0.32 0.26 0.21
0.10 0.22 0.21 0.18 0.44 0.36 0.32
Skewed 0.05 0.13 0.11 0.09 0.30 0.23 0.18
0.10 0.19 0.18 0.14 0.40 0.34 0.28
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Table 5.16: (Continued)
Proportion of tests rejecting normality of the random intercept using two rotations and
s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.05
0.10 0.11 0.10 0.09 0.10 0.10 0.10
Heavy tailed 0.05 0.05 0.05 0.06 0.05 0.05 0.05
0.10 0.10 0.11 0.11 0.10 0.11 0.11
Skewed 0.05 0.04 0.05 0.04 0.05 0.05 0.04
0.10 0.10 0.09 0.10 0.09 0.09 0.10
Heavy tailed Normal 0.05 0.17 0.17 0.14 0.28 0.26 0.19
0.10 0.24 0.23 0.21 0.37 0.33 0.30
Heavy tailed 0.05 0.19 0.17 0.13 0.31 0.28 0.23
0.10 0.28 0.25 0.20 0.40 0.38 0.34
Skewed 0.05 0.17 0.16 0.14 0.29 0.26 0.21
0.10 0.24 0.22 0.19 0.38 0.34 0.30
Skewed Normal 0.05 0.16 0.16 0.13 0.28 0.21 0.15
0.10 0.26 0.24 0.19 0.39 0.32 0.27
Heavy tailed 0.05 0.19 0.18 0.13 0.29 0.23 0.17
0.10 0.26 0.25 0.22 0.39 0.33 0.27
Skewed 0.05 0.16 0.14 0.12 0.26 0.21 0.16
0.10 0.25 0.23 0.21 0.36 0.30 0.26
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Table 5.17: Proportion of tests rejecting normality of the random slope using two rotations and
s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.03 0.03 0.04 0.05 0.05 0.05
0.10 0.08 0.08 0.10 0.09 0.10 0.10
Heavy tailed 0.05 0.13 0.12 0.11 0.22 0.20 0.16
0.10 0.20 0.19 0.17 0.29 0.27 0.23
Skewed 0.05 0.07 0.07 0.07 0.16 0.12 0.10
0.10 0.14 0.13 0.13 0.24 0.20 0.17
Heavy tailed Normal 0.05 0.07 0.07 0.07 0.11 0.09 0.08
0.10 0.12 0.12 0.13 0.17 0.15 0.15
Heavy tailed 0.05 0.20 0.19 0.14 0.39 0.35 0.27
0.10 0.28 0.27 0.22 0.47 0.44 0.38
Skewed 0.05 0.13 0.11 0.10 0.29 0.24 0.18
0.10 0.20 0.18 0.16 0.38 0.33 0.28
Skewed Normal 0.05 0.06 0.06 0.06 0.08 0.07 0.06
0.10 0.12 0.11 0.12 0.15 0.14 0.11
Heavy tailed 0.05 0.16 0.15 0.13 0.33 0.28 0.23
0.10 0.22 0.21 0.20 0.42 0.37 0.33
Skewed 0.05 0.11 0.10 0.08 0.23 0.18 0.13
0.10 0.19 0.16 0.16 0.34 0.28 0.22
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Table 5.17: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and
s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.04 0.04 0.04
0.10 0.10 0.10 0.11 0.08 0.09 0.09
Heavy tailed 0.05 0.09 0.09 0.09 0.14 0.12 0.10
0.10 0.16 0.15 0.14 0.20 0.18 0.16
Skewed 0.05 0.07 0.07 0.06 0.07 0.07 0.06
0.10 0.13 0.12 0.10 0.13 0.12 0.11
Heavy tailed Normal 0.05 0.12 0.11 0.11 0.21 0.19 0.15
0.10 0.19 0.18 0.16 0.28 0.26 0.21
Heavy tailed 0.05 0.21 0.21 0.15 0.39 0.36 0.30
0.10 0.31 0.29 0.25 0.47 0.45 0.40
Skewed 0.05 0.14 0.13 0.12 0.32 0.27 0.21
0.10 0.21 0.20 0.19 0.40 0.35 0.31
Skewed Normal 0.05 0.10 0.09 0.07 0.19 0.16 0.11
0.10 0.18 0.16 0.14 0.27 0.23 0.19
Heavy tailed 0.05 0.18 0.16 0.12 0.33 0.28 0.21
0.10 0.26 0.24 0.20 0.44 0.38 0.30
Skewed 0.05 0.13 0.11 0.09 0.25 0.20 0.14
0.10 0.21 0.19 0.16 0.35 0.29 0.23
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Table 5.17: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and
s = rank(B).
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.06 0.05 0.05 0.05 0.05 0.05
0.10 0.11 0.12 0.10 0.10 0.09 0.09
Heavy tailed 0.05 0.08 0.07 0.07 0.08 0.07 0.07
0.10 0.13 0.13 0.12 0.13 0.12 0.12
Skewed 0.05 0.06 0.05 0.05 0.05 0.05 0.04
0.10 0.09 0.10 0.10 0.09 0.09 0.09
Heavy tailed Normal 0.05 0.23 0.20 0.16 0.41 0.36 0.29
0.10 0.30 0.28 0.24 0.50 0.47 0.40
Heavy tailed 0.05 0.29 0.26 0.19 0.49 0.45 0.37
0.10 0.36 0.33 0.28 0.57 0.53 0.49
Skewed 0.05 0.21 0.20 0.16 0.47 0.44 0.34
0.10 0.31 0.28 0.25 0.56 0.51 0.45
Skewed Normal 0.05 0.20 0.17 0.12 0.38 0.29 0.22
0.10 0.30 0.26 0.21 0.49 0.39 0.32
Heavy tailed 0.05 0.25 0.22 0.17 0.45 0.36 0.26
0.10 0.36 0.33 0.27 0.55 0.46 0.39
Skewed 0.05 0.20 0.17 0.13 0.43 0.33 0.24
0.10 0.29 0.26 0.22 0.54 0.42 0.36
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Table 5.18: Proportion of tests rejecting normality of the random slope using two rotations and
s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.06
0.10 0.07 0.08 0.09 0.10 0.10 0.10
Heavy tailed 0.05 0.12 0.11 0.10 0.19 0.17 0.13
0.10 0.18 0.17 0.15 0.26 0.24 0.21
Skewed 0.05 0.08 0.07 0.07 0.14 0.12 0.09
0.10 0.14 0.14 0.13 0.22 0.19 0.16
Heavy tailed Normal 0.05 0.07 0.07 0.07 0.11 0.10 0.08
0.10 0.12 0.11 0.12 0.16 0.15 0.14
Heavy tailed 0.05 0.19 0.18 0.15 0.35 0.32 0.27
0.10 0.28 0.26 0.22 0.43 0.39 0.36
Skewed 0.05 0.12 0.11 0.08 0.26 0.22 0.17
0.10 0.19 0.17 0.14 0.34 0.30 0.25
Skewed Normal 0.05 0.06 0.06 0.05 0.07 0.07 0.06
0.10 0.10 0.10 0.10 0.15 0.14 0.12
Heavy tailed 0.05 0.15 0.14 0.12 0.30 0.26 0.23
0.10 0.22 0.21 0.19 0.40 0.36 0.32
Skewed 0.05 0.10 0.09 0.07 0.20 0.15 0.11
0.10 0.16 0.15 0.14 0.30 0.24 0.19
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Table 5.18: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.06 0.04 0.05 0.05
0.10 0.09 0.11 0.11 0.08 0.10 0.10
Heavy tailed 0.05 0.09 0.09 0.08 0.12 0.11 0.10
0.10 0.16 0.14 0.13 0.20 0.19 0.16
Skewed 0.05 0.06 0.06 0.06 0.08 0.07 0.06
0.10 0.12 0.11 0.12 0.14 0.12 0.12
Heavy tailed Normal 0.05 0.12 0.11 0.11 0.21 0.18 0.16
0.10 0.19 0.19 0.17 0.29 0.27 0.23
Heavy tailed 0.05 0.21 0.20 0.15 0.37 0.35 0.28
0.10 0.29 0.27 0.22 0.45 0.42 0.37
Skewed 0.05 0.14 0.13 0.11 0.28 0.26 0.20
0.10 0.22 0.20 0.18 0.39 0.34 0.29
Skewed Normal 0.05 0.10 0.09 0.07 0.18 0.15 0.12
0.10 0.18 0.16 0.13 0.26 0.23 0.22
Heavy tailed 0.05 0.17 0.16 0.13 0.32 0.27 0.20
0.10 0.24 0.22 0.20 0.42 0.36 0.30
Skewed 0.05 0.14 0.12 0.09 0.23 0.18 0.14
0.10 0.21 0.20 0.16 0.33 0.26 0.22
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Table 5.18: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 55.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.06 0.06 0.05 0.04 0.04 0.04
0.10 0.11 0.11 0.11 0.09 0.09 0.08
Heavy tailed 0.05 0.07 0.07 0.07 0.08 0.07 0.06
0.10 0.14 0.13 0.13 0.12 0.12 0.11
Skewed 0.05 0.06 0.06 0.06 0.05 0.05 0.05
0.10 0.10 0.12 0.11 0.09 0.09 0.10
Heavy tailed Normal 0.05 0.23 0.20 0.15 0.40 0.36 0.31
0.10 0.31 0.28 0.24 0.50 0.46 0.40
Heavy tailed 0.05 0.27 0.24 0.19 0.46 0.41 0.34
0.10 0.36 0.33 0.27 0.54 0.50 0.45
Skewed 0.05 0.22 0.20 0.17 0.44 0.40 0.31
0.10 0.31 0.28 0.24 0.54 0.49 0.42
Skewed Normal 0.05 0.18 0.16 0.11 0.37 0.29 0.22
0.10 0.29 0.25 0.21 0.47 0.38 0.32
Heavy tailed 0.05 0.23 0.20 0.15 0.45 0.35 0.26
0.10 0.33 0.30 0.25 0.54 0.45 0.35
Skewed 0.05 0.18 0.17 0.13 0.39 0.30 0.22
0.10 0.29 0.25 0.22 0.52 0.41 0.34
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Table 5.19: Proportion of tests rejecting normality of the random slope using two rotations and
s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.04 0.05 0.05 0.06
0.10 0.08 0.08 0.09 0.10 0.10 0.11
Heavy tailed 0.05 0.10 0.11 0.09 0.16 0.15 0.12
0.10 0.16 0.15 0.15 0.24 0.21 0.20
Skewed 0.05 0.07 0.06 0.05 0.13 0.11 0.09
0.10 0.12 0.12 0.12 0.20 0.18 0.15
Heavy tailed Normal 0.05 0.07 0.07 0.06 0.10 0.09 0.08
0.10 0.12 0.12 0.11 0.16 0.15 0.15
Heavy tailed 0.05 0.19 0.17 0.14 0.34 0.32 0.26
0.10 0.26 0.24 0.21 0.43 0.40 0.35
Skewed 0.05 0.11 0.11 0.08 0.23 0.19 0.15
0.10 0.19 0.17 0.14 0.29 0.26 0.23
Skewed Normal 0.05 0.06 0.06 0.06 0.08 0.08 0.07
0.10 0.11 0.12 0.11 0.14 0.13 0.13
Heavy tailed 0.05 0.14 0.12 0.11 0.29 0.25 0.19
0.10 0.19 0.19 0.17 0.37 0.33 0.29
Skewed 0.05 0.10 0.09 0.08 0.20 0.15 0.11
0.10 0.15 0.15 0.14 0.29 0.23 0.20
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Table 5.19: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.04 0.05
0.10 0.10 0.11 0.10 0.10 0.10 0.09
Heavy tailed 0.05 0.10 0.09 0.08 0.12 0.10 0.09
0.10 0.15 0.15 0.12 0.19 0.17 0.14
Skewed 0.05 0.06 0.05 0.05 0.06 0.05 0.05
0.10 0.12 0.11 0.10 0.13 0.12 0.10
Heavy tailed Normal 0.05 0.13 0.12 0.11 0.22 0.18 0.16
0.10 0.20 0.19 0.16 0.30 0.27 0.24
Heavy tailed 0.05 0.20 0.18 0.14 0.36 0.34 0.27
0.10 0.28 0.26 0.21 0.42 0.41 0.35
Skewed 0.05 0.14 0.12 0.11 0.27 0.24 0.19
0.10 0.21 0.20 0.17 0.37 0.33 0.29
Skewed Normal 0.05 0.10 0.08 0.07 0.19 0.15 0.10
0.10 0.17 0.15 0.14 0.27 0.23 0.18
Heavy tailed 0.05 0.17 0.15 0.13 0.30 0.26 0.19
0.10 0.24 0.23 0.19 0.40 0.35 0.28
Skewed 0.05 0.12 0.12 0.09 0.23 0.17 0.13
0.10 0.20 0.18 0.17 0.31 0.25 0.20
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Table 5.19: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 50.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.06 0.04 0.04 0.04
0.10 0.10 0.10 0.11 0.10 0.10 0.09
Heavy tailed 0.05 0.06 0.06 0.05 0.06 0.06 0.06
0.10 0.12 0.11 0.12 0.13 0.12 0.10
Skewed 0.05 0.06 0.06 0.06 0.05 0.05 0.05
0.10 0.10 0.11 0.10 0.10 0.09 0.09
Heavy tailed Normal 0.05 0.22 0.19 0.15 0.38 0.34 0.28
0.10 0.30 0.26 0.24 0.48 0.43 0.38
Heavy tailed 0.05 0.25 0.23 0.19 0.43 0.40 0.32
0.10 0.33 0.30 0.26 0.50 0.47 0.42
Skewed 0.05 0.20 0.19 0.15 0.42 0.38 0.30
0.10 0.29 0.27 0.23 0.49 0.46 0.39
Skewed Normal 0.05 0.18 0.15 0.13 0.36 0.30 0.22
0.10 0.29 0.25 0.21 0.48 0.39 0.32
Heavy tailed 0.05 0.22 0.19 0.15 0.41 0.33 0.26
0.10 0.33 0.30 0.24 0.53 0.43 0.36
Skewed 0.05 0.19 0.16 0.12 0.39 0.30 0.23
0.10 0.28 0.25 0.21 0.49 0.40 0.34
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Table 5.20: Proportion of tests rejecting normality of the random slope using two rotations and
s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.03 0.04 0.05 0.05 0.05
0.10 0.07 0.08 0.08 0.10 0.10 0.09
Heavy tailed 0.05 0.10 0.10 0.09 0.15 0.13 0.10
0.10 0.16 0.16 0.14 0.21 0.18 0.15
Skewed 0.05 0.07 0.07 0.05 0.09 0.09 0.06
0.10 0.13 0.12 0.11 0.17 0.14 0.13
Heavy tailed Normal 0.05 0.07 0.07 0.05 0.11 0.11 0.09
0.10 0.11 0.11 0.10 0.18 0.16 0.14
Heavy tailed 0.05 0.18 0.17 0.14 0.30 0.28 0.23
0.10 0.25 0.23 0.21 0.38 0.35 0.31
Skewed 0.05 0.10 0.10 0.07 0.20 0.17 0.14
0.10 0.19 0.16 0.14 0.28 0.25 0.20
Skewed Normal 0.05 0.07 0.06 0.06 0.08 0.07 0.07
0.10 0.12 0.12 0.11 0.14 0.13 0.12
Heavy tailed 0.05 0.12 0.11 0.10 0.24 0.21 0.16
0.10 0.19 0.18 0.17 0.33 0.30 0.25
Skewed 0.05 0.10 0.10 0.08 0.17 0.13 0.11
0.10 0.17 0.15 0.14 0.25 0.22 0.19
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Table 5.20: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.04 0.05 0.05
0.10 0.10 0.10 0.10 0.09 0.09 0.09
Heavy tailed 0.05 0.10 0.08 0.07 0.11 0.10 0.09
0.10 0.15 0.14 0.13 0.16 0.14 0.14
Skewed 0.05 0.06 0.06 0.05 0.06 0.06 0.06
0.10 0.11 0.11 0.10 0.13 0.12 0.11
Heavy tailed Normal 0.05 0.14 0.12 0.10 0.21 0.18 0.15
0.10 0.21 0.19 0.15 0.28 0.25 0.21
Heavy tailed 0.05 0.18 0.17 0.14 0.32 0.29 0.24
0.10 0.26 0.24 0.22 0.40 0.36 0.32
Skewed 0.05 0.14 0.13 0.12 0.25 0.23 0.19
0.10 0.20 0.18 0.18 0.35 0.31 0.28
Skewed Normal 0.05 0.10 0.09 0.07 0.18 0.15 0.13
0.10 0.17 0.15 0.14 0.27 0.23 0.19
Heavy tailed 0.05 0.16 0.15 0.13 0.28 0.23 0.17
0.10 0.23 0.22 0.19 0.37 0.33 0.25
Skewed 0.05 0.12 0.11 0.09 0.22 0.17 0.12
0.10 0.20 0.18 0.16 0.33 0.26 0.21
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Table 5.20: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 45.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.11 0.11 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.05 0.05 0.06 0.05 0.05 0.05
0.10 0.11 0.11 0.12 0.11 0.10 0.10
Skewed 0.05 0.05 0.06 0.05 0.06 0.05 0.05
0.10 0.09 0.09 0.10 0.10 0.10 0.09
Heavy tailed Normal 0.05 0.20 0.19 0.13 0.36 0.32 0.24
0.10 0.28 0.26 0.22 0.45 0.41 0.35
Heavy tailed 0.05 0.24 0.22 0.17 0.42 0.39 0.32
0.10 0.32 0.30 0.26 0.52 0.47 0.41
Skewed 0.05 0.19 0.17 0.14 0.40 0.37 0.28
0.10 0.28 0.26 0.24 0.48 0.44 0.38
Skewed Normal 0.05 0.18 0.15 0.12 0.35 0.29 0.21
0.10 0.27 0.24 0.21 0.47 0.37 0.32
Heavy tailed 0.05 0.20 0.18 0.15 0.40 0.32 0.24
0.10 0.29 0.27 0.22 0.48 0.41 0.33
Skewed 0.05 0.18 0.16 0.13 0.36 0.28 0.21
0.10 0.27 0.24 0.21 0.47 0.38 0.32
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Table 5.21: Proportion of tests rejecting normality of the random slope using two rotations and
s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.04 0.04 0.05 0.05 0.05 0.05
0.10 0.09 0.10 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.10 0.10 0.08 0.12 0.12 0.10
0.10 0.16 0.16 0.14 0.18 0.17 0.15
Skewed 0.05 0.06 0.06 0.05 0.07 0.06 0.05
0.10 0.12 0.11 0.10 0.14 0.13 0.10
Heavy tailed Normal 0.05 0.06 0.05 0.06 0.11 0.10 0.08
0.10 0.11 0.10 0.10 0.17 0.15 0.13
Heavy tailed 0.05 0.16 0.15 0.12 0.28 0.24 0.19
0.10 0.22 0.21 0.19 0.36 0.33 0.28
Skewed 0.05 0.09 0.08 0.07 0.18 0.16 0.13
0.10 0.15 0.14 0.12 0.27 0.23 0.19
Skewed Normal 0.05 0.05 0.06 0.05 0.08 0.08 0.07
0.10 0.10 0.09 0.10 0.15 0.14 0.12
Heavy tailed 0.05 0.12 0.11 0.08 0.22 0.18 0.15
0.10 0.17 0.17 0.15 0.30 0.27 0.23
Skewed 0.05 0.10 0.09 0.07 0.16 0.13 0.09
0.10 0.15 0.14 0.14 0.24 0.20 0.17
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Table 5.21: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.10 0.10 0.10 0.09 0.10 0.10
Heavy tailed 0.05 0.09 0.09 0.07 0.08 0.08 0.07
0.10 0.15 0.14 0.11 0.14 0.13 0.12
Skewed 0.05 0.06 0.06 0.05 0.06 0.05 0.05
0.10 0.12 0.12 0.11 0.11 0.12 0.11
Heavy tailed Normal 0.05 0.13 0.12 0.09 0.19 0.17 0.13
0.10 0.19 0.19 0.16 0.26 0.24 0.21
Heavy tailed 0.05 0.18 0.16 0.12 0.31 0.29 0.22
0.10 0.24 0.23 0.21 0.39 0.36 0.32
Skewed 0.05 0.13 0.12 0.09 0.24 0.22 0.18
0.10 0.18 0.17 0.17 0.34 0.30 0.27
Skewed Normal 0.05 0.10 0.09 0.08 0.18 0.14 0.12
0.10 0.18 0.16 0.14 0.27 0.24 0.19
Heavy tailed 0.05 0.14 0.14 0.11 0.26 0.22 0.18
0.10 0.22 0.20 0.17 0.36 0.32 0.26
Skewed 0.05 0.13 0.11 0.07 0.21 0.16 0.12
0.10 0.18 0.18 0.16 0.30 0.25 0.21
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Table 5.21: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 40.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.10 0.11 0.11 0.10 0.11 0.10 0.10
Heavy tailed 0.05 0.06 0.06 0.06 0.06 0.06 0.05
0.10 0.11 0.12 0.11 0.11 0.11 0.10
Skewed 0.05 0.04 0.05 0.05 0.04 0.04 0.04
0.10 0.09 0.09 0.08 0.09 0.10 0.10
Heavy tailed Normal 0.05 0.19 0.17 0.13 0.36 0.32 0.27
0.10 0.27 0.24 0.21 0.46 0.41 0.35
Heavy tailed 0.05 0.23 0.21 0.16 0.38 0.34 0.29
0.10 0.30 0.28 0.24 0.47 0.43 0.38
Skewed 0.05 0.19 0.17 0.12 0.37 0.34 0.28
0.10 0.26 0.23 0.22 0.45 0.43 0.36
Skewed Normal 0.05 0.17 0.15 0.11 0.34 0.28 0.21
0.10 0.26 0.24 0.20 0.44 0.37 0.31
Heavy tailed 0.05 0.20 0.19 0.15 0.36 0.27 0.21
0.10 0.28 0.26 0.23 0.47 0.38 0.31
Skewed 0.05 0.17 0.14 0.12 0.35 0.27 0.20
0.10 0.28 0.24 0.21 0.46 0.37 0.29
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Table 5.22: Proportion of tests rejecting normality of the random slope using two rotations and
s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.06 0.05 0.04 0.04 0.05
0.10 0.10 0.11 0.10 0.09 0.09 0.09
Heavy tailed 0.05 0.09 0.08 0.07 0.12 0.10 0.10
0.10 0.15 0.14 0.13 0.19 0.17 0.16
Skewed 0.05 0.06 0.05 0.04 0.07 0.07 0.05
0.10 0.10 0.11 0.10 0.12 0.11 0.10
Heavy tailed Normal 0.05 0.07 0.06 0.07 0.12 0.11 0.09
0.10 0.12 0.11 0.11 0.18 0.16 0.15
Heavy tailed 0.05 0.14 0.14 0.11 0.26 0.23 0.19
0.10 0.21 0.20 0.16 0.33 0.31 0.27
Skewed 0.05 0.07 0.07 0.06 0.16 0.13 0.12
0.10 0.15 0.13 0.12 0.23 0.21 0.19
Skewed Normal 0.05 0.06 0.06 0.06 0.08 0.07 0.07
0.10 0.10 0.11 0.11 0.14 0.13 0.12
Heavy tailed 0.05 0.11 0.10 0.08 0.20 0.18 0.14
0.10 0.19 0.17 0.14 0.28 0.26 0.22
Skewed 0.05 0.08 0.08 0.06 0.14 0.13 0.10
0.10 0.16 0.14 0.12 0.22 0.19 0.18
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Table 5.22: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.04 0.05 0.05 0.04
0.10 0.09 0.08 0.09 0.09 0.10 0.10
Heavy tailed 0.05 0.08 0.07 0.07 0.08 0.07 0.07
0.10 0.14 0.14 0.12 0.14 0.13 0.12
Skewed 0.05 0.06 0.06 0.05 0.04 0.05 0.04
0.10 0.11 0.10 0.10 0.10 0.11 0.10
Heavy tailed Normal 0.05 0.13 0.11 0.10 0.22 0.19 0.16
0.10 0.19 0.19 0.17 0.29 0.27 0.23
Heavy tailed 0.05 0.17 0.15 0.12 0.29 0.28 0.22
0.10 0.23 0.22 0.20 0.36 0.35 0.31
Skewed 0.05 0.10 0.10 0.09 0.24 0.21 0.18
0.10 0.17 0.15 0.15 0.33 0.30 0.26
Skewed Normal 0.05 0.12 0.10 0.08 0.19 0.15 0.12
0.10 0.18 0.16 0.15 0.28 0.24 0.20
Heavy tailed 0.05 0.12 0.10 0.09 0.22 0.20 0.16
0.10 0.18 0.17 0.14 0.31 0.27 0.23
Skewed 0.05 0.12 0.11 0.08 0.20 0.17 0.13
0.10 0.18 0.17 0.15 0.28 0.24 0.21
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Table 5.22: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 35.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.06 0.06 0.06 0.07 0.06
0.10 0.11 0.11 0.11 0.11 0.11 0.11
Heavy tailed 0.05 0.05 0.05 0.05 0.05 0.05 0.04
0.10 0.10 0.11 0.10 0.09 0.10 0.10
Skewed 0.05 0.04 0.04 0.04 0.04 0.04 0.05
0.10 0.08 0.08 0.09 0.11 0.11 0.10
Heavy tailed Normal 0.05 0.17 0.15 0.12 0.34 0.31 0.26
0.10 0.24 0.24 0.18 0.43 0.40 0.35
Heavy tailed 0.05 0.21 0.20 0.16 0.37 0.34 0.29
0.10 0.27 0.27 0.21 0.45 0.41 0.38
Skewed 0.05 0.17 0.16 0.12 0.35 0.32 0.25
0.10 0.25 0.23 0.20 0.43 0.39 0.34
Skewed Normal 0.05 0.17 0.16 0.12 0.32 0.26 0.20
0.10 0.25 0.23 0.20 0.42 0.35 0.29
Heavy tailed 0.05 0.17 0.16 0.12 0.35 0.27 0.19
0.10 0.26 0.25 0.20 0.44 0.38 0.30
Skewed 0.05 0.17 0.14 0.11 0.33 0.27 0.19
0.10 0.24 0.22 0.20 0.44 0.36 0.29
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Table 5.23: Proportion of tests rejecting normality of the random slope using two rotations and
s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 4, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.05 0.05 0.04 0.06 0.06 0.06
0.10 0.11 0.11 0.10 0.12 0.12 0.10
Heavy tailed 0.05 0.08 0.07 0.06 0.12 0.10 0.09
0.10 0.14 0.14 0.12 0.17 0.16 0.15
Skewed 0.05 0.06 0.05 0.04 0.06 0.06 0.06
0.10 0.10 0.10 0.10 0.12 0.12 0.10
Heavy tailed Normal 0.05 0.07 0.06 0.06 0.10 0.09 0.07
0.10 0.12 0.12 0.11 0.17 0.14 0.14
Heavy tailed 0.05 0.14 0.13 0.11 0.23 0.19 0.17
0.10 0.20 0.19 0.17 0.30 0.28 0.24
Skewed 0.05 0.07 0.06 0.06 0.14 0.13 0.11
0.10 0.13 0.13 0.12 0.25 0.21 0.19
Skewed Normal 0.05 0.06 0.06 0.05 0.09 0.08 0.08
0.10 0.12 0.11 0.10 0.15 0.14 0.13
Heavy tailed 0.05 0.12 0.11 0.08 0.18 0.15 0.11
0.10 0.17 0.18 0.15 0.27 0.23 0.19
Skewed 0.05 0.09 0.08 0.07 0.13 0.11 0.09
0.10 0.14 0.13 0.13 0.20 0.17 0.15
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Table 5.23: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 1
Normal Normal 0.05 0.06 0.06 0.05 0.05 0.05 0.05
0.10 0.10 0.10 0.10 0.09 0.09 0.10
Heavy tailed 0.05 0.07 0.07 0.06 0.07 0.07 0.06
0.10 0.13 0.13 0.12 0.14 0.13 0.12
Skewed 0.05 0.06 0.06 0.05 0.04 0.05 0.04
0.10 0.11 0.10 0.11 0.10 0.09 0.09
Heavy tailed Normal 0.05 0.13 0.12 0.10 0.22 0.19 0.15
0.10 0.18 0.18 0.16 0.28 0.26 0.23
Heavy tailed 0.05 0.14 0.14 0.11 0.27 0.24 0.21
0.10 0.21 0.19 0.17 0.35 0.33 0.28
Skewed 0.05 0.11 0.09 0.08 0.22 0.19 0.16
0.10 0.17 0.16 0.14 0.30 0.28 0.24
Skewed Normal 0.05 0.12 0.10 0.09 0.19 0.17 0.12
0.10 0.19 0.18 0.15 0.27 0.24 0.20
Heavy tailed 0.05 0.11 0.10 0.09 0.23 0.20 0.14
0.10 0.18 0.16 0.14 0.32 0.28 0.22
Skewed 0.05 0.12 0.10 0.08 0.20 0.16 0.12
0.10 0.19 0.17 0.13 0.28 0.24 0.20
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Table 5.23: (Continued)
Proportion of tests rejecting normality of the random slope using two rotations and s = 30.
Distributions Nominal Rotation Varimax rotation
Random effects Errors α AD CVM KS AD CVM KS
σ2ε = 1, σ
2
b0
= σ2b1 = 4
Normal Normal 0.05 0.05 0.05 0.05 0.05 0.05 0.04
0.10 0.10 0.10 0.10 0.10 0.10 0.10
Heavy tailed 0.05 0.04 0.04 0.04 0.05 0.06 0.06
0.10 0.10 0.09 0.09 0.11 0.10 0.10
Skewed 0.05 0.05 0.05 0.04 0.05 0.05 0.05
0.10 0.08 0.08 0.07 0.10 0.10 0.10
Heavy tailed Normal 0.05 0.17 0.16 0.12 0.30 0.28 0.23
0.10 0.24 0.23 0.18 0.40 0.36 0.33
Heavy tailed 0.05 0.19 0.17 0.14 0.34 0.31 0.25
0.10 0.26 0.24 0.22 0.43 0.40 0.33
Skewed 0.05 0.16 0.14 0.12 0.32 0.29 0.23
0.10 0.24 0.23 0.20 0.40 0.37 0.33
Skewed Normal 0.05 0.17 0.15 0.12 0.31 0.25 0.19
0.10 0.25 0.23 0.19 0.40 0.34 0.29
Heavy tailed 0.05 0.15 0.14 0.12 0.30 0.25 0.17
0.10 0.23 0.20 0.18 0.41 0.34 0.28
Skewed 0.05 0.15 0.14 0.13 0.30 0.22 0.17
0.10 0.24 0.22 0.20 0.40 0.33 0.28
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CHAPTER 6. VISUAL INFERENCE FOR LINEAR MIXED-EFFECTS
MODELS
A paper to be submitted to the Journal of the American Statistical Association
Adam Loy, Heike Hofmann, Dianne Cook
Abstract
Valid model-based statistical inference relies on proper specification of a model, making
diagnostic tools central to analysis. Graphical methods are commonly used for checking the as-
sumptions of a model; however, they are often criticized as being too subjective since decisions
are based on one plot. This has led to the reliance on conventional hypothesis tests to make
formal decisions. Recently, visual inference has been established, providing a rigorous frame-
work for graphical discovery that allows for the quantification of strength of evidence. In this
paper we use visual inference as a framework to overcome common difficulties with conventional
hypothesis tests and statistical graphics that are encountered in the selection and validation
of linear mixed-effects models. Additionally, we compare three versions of Quantile-Quantile
plots with respect to power.
6.1 Introduction
Statistical modeling involves a cyclical process consisting of exploration, estimation, and
validation. When a structure of interest is identified in the data we model this relationship and
look past this structure in search of additional structure that is unexplained by the model; thus,
exploratory and confirmatory methods in statistical modeling are inherently linked (Tukey,
1977). Valid model-based statistical inference relies on proper specification of a model, making
171
diagnostic tools central to analysis. Graphical methods are commonly used for checking the
assumptions of a model. Depending on methodology, different diagnostics are suggested for
assessing distributional assumptions and assessing model fits in detail. In the linear model
setting, Quantile-Quantile (Q-Q) plots and scatterplots with smoothers are often used (Cook
and Weisberg, 1999). Gelman (2004) proposes simulation from posteriors to assess goodness-
of-fit in Bayesian model frameworks. While the use of statistical graphics is wide-spread in
the exploration process and for informal validation, graphics are often considered to be too
subjective as the sole basis for model selection or validation. At the core of this criticism is
the fact that decisions are being made based on a single plot. When a single plot is used, the
detection of any unexpected structure leads to the conclusion that the model is inappropriate;
however, artificial structures are often observed in the residuals of properly specified complex
models (c.f., Morrell and Brant, 2000; Gelman et al., 2000). These drawbacks lead to an
over-reliance on conventional hypothesis tests in complex models where such procedures often
perform sub-optimally.
Recent developments in graphics methodology provide us with a rigorous framework for
graphical discovery: visual inference (Buja et al., 2009) allows for the quantification of strength
of graphical evidence and has been shown to perform similarly to classical tests in simulation-
based studies (Majumder et al., 2013). Using visual inference, we suggest and validate a
framework to overcome common difficulties with conventional hypothesis tests and statistical
graphics that are encountered in the selection and validation of linear mixed-effects (LME)
models. This approach is able to enhance familiar statistical graphics to avoid the detection of
artificial structures.
In order to develop such graphical tools as complements to conventional tests, we must first
define the inferential framework on which we rely.
Classical statistical inference consists of
1. formulating a null and alternative hypothesis,
2. calculating a test statistic,
3. comparing the test statistic to a reference (null) distribution,
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4. and calculating a p-value on which we base our conclusion.
Each of these steps has a direct analog in visual inference, as outlined by Buja et al. (2009).
As we will apply visual inference for model diagnostics, we want to highlight these parallels in
this framework: the null hypothesis corresponds to some assumption about the model, such
as, e.g., homogeneity of residual variance, while the alternative hypothesis encompasses any
violation of this model assumption. For visual inference, the test statistic corresponds to a plot
that displays the model assumption and allows the observer to distinguish between scenarios
under the null and alternate hypotheses. A plot of data generated consistently with the null
hypothesis is called a null plot. The set of all null plots makes the reference distribution. If
the model assumption holds, i.e. under the null hypothesis, the plot of the observed data is
indistinguishable from the null plots. In the lineup protocol the true plot is randomly embedded
among a number of null plots.
Figure 6.1 gives a first example of a lineup. Each panel shows line segments of different
lengths with varying slopes. Observers are asked to identify the plot that is the most different
from the other plots. What is your choice for the most different plot? Any additional informa-
tion is withheld on purpose to prevent observers from (subconsciously) introducing preconceived
notions and making decisions that are not purely based on the data display.
The lineup protocol allows for the estimation of a p-value associated with a lineup based
on an assessment by human observers. Let x be the number of observers, out of N , who chose
the data plot from the lineup. The p-value is then the probability that at least x observers
choose the true plot, given that the true plot is not any different from the other plots in the
lineup. Under the null hypothesis the probability for choosing the true plot is 1/m, and X, the
number of observers choosing the true plot, is distributed according to a Binomial distribution:
X ∼ BN,p. The p-value is then estimated as
p̂-value = P (X ≥ x) =
N∑
k=x
(
N
k
)
(1/m)k (1− 1/m)N−k . (6.1)
Based on 73 evaluations of Figure 6.1, 11 observers chose the true data from the lineup.
This leads us to reject the null hypothesis that the data plot is consistent with the null model
173
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
Figure 6.1: Which plot is the most different from the other plots? What makes your plot
different from the other plots?
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with a p-value of approximately 0.001. The actual model of the data and the null hypothesis
are explained in detail in Section 6.2. The data in this first lineup is shown in panel
√
144 + 4.
The lineup protocol also allows for an assessment of the power of a lineup (Majumder et al.,
2013). In N independent evaluations, the probability that observers choose the true plot more
than xα times is
P̂ower = PowerN = 1− FX(xα), (6.2)
where FX is the distribution of X and xα is the critical value for a given significance level of α,
i.e. P (X > xα) ≤ α. X is composed of the sum of N observers’ (binary) decisions Xi ∼ B1,pi ,
where pi is the probability that individual i chooses the true plot. This probability depends
both on the strength of the signal in the true plot and an individual’s visual ability. Assessing
ability requires that an individual evaluates multiple lineups. If that is not possible, we have to
assume that all individuals share the same ability, and the power calculation in Equation 6.2
simplifies to 1−BN,pˆ(xα), where p̂ is an estimate for the probability that an individual chooses
the true plot based on a specific lineup. Similar to classical inference, we can make use of power
to assess sensitivity of tests. This allows us to make decisions about designs for particular tasks
by evaluating lineups displaying different designs using the same data. An example of this is
given in Section 6.3.3.2, where we compare three variations of the familiar Quantile-Quantile
(Q-Q) plot (Wilk and Gnanadesikan, 1968).
Unlike classical hypothesis tests, visual inference allows us to also collect information on
what aspect of the display led each observer to their choice. This additional information helps
us to assess which part of the null hypothesis seems to be violated, something that we are not
able to extract from classical hypothesis tests.
Linear mixed-effects models are versatile models that allow for dependence that is expected
when data are organized in groups. Examples of such structures include when individuals
are naturally grouped by organization (e.g., students within schools), geography (e.g., voters
within states), and interviewer (e.g., respondents assigned to an interviewer). The additional
flexibility offered by these models to incorporate data at the observation-level and the group-
level while allowing for dependencies between individuals within the same group complicates
model exploration and validation. For example:
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• Test statistics used for model selection and validation rely on asymptotic reference dis-
tributions which often perform poorly in finite sample situations.
• Residual plots often display noticeable patterns that are artifacts of the model estimation
procedure rather than indications of lack of fit. This problem is especially pronounced
for plots of the predicted random effects (c.f., Morrell and Brant, 2000).
• The empirical distribution of the random effects often does not resemble the theoretical
distribution rendering conventional use of normality tests and Quantile-Quantile plots
ineffective for distributional assessment.
In this paper we consider the continuous response linear mixed-effects model
yi
(ni×1)
= Xi
(ni×p)
β
(p×1)
+ Zi
(ni×q)
bi
(q×1)
+ εi
(ni×1)
(6.3)
where yi is the vector of outcomes for the ni level-1 units in group i = 1, . . . , g, Xi and Zi
are design matrices for the fixed and random effects, respectively, β is a vector of fixed effects
governing the global mean structure, bi is a vector of random effects governing the between-
group covariance structure, and εi is a vector of level-1 error terms governing the within-group
covariance structure. We further assume that the random effects are a random sample from
N (0, D) and are independent from the level-1 error terms, which we assume are a random
sample from N (0, σ2I). Inference typically centers around either the marginal or conditional
distribution of yi, depending whether global or group-specific questions are of interest. Based
on model (6.3) the marginal distribution of yi is given by
yi ∼ N (Xiβ, Vi) (6.4)
where Vi = ZiDZ
′
i + σ
2Ii, and the conditional distribution of yi given bi is given by
yi|bi ∼ N
(
Xiβ +Zibi, σ
2Ii
)
(6.5)
As with the classical linear model with uncorrelated errors, residuals are central to the
exploration of a linear mixed-effects model. For linear mixed-effects models, residual analysis is
complicated by the fact that there are numerous quantities that can be defined as residuals, with
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each residual quantity being associated with different aspects of the model. Two fundamental
residuals for model checking include
• the level-1 residuals (i.e., the conditional residuals or error terms) ε̂i = yi −Xiβ̂ −Zib̂i,
• and the level-2 residuals (i.e., the predicted random effects) b̂i
where, assuming V is known,
β̂ =
(
g∑
i=1
X ′iV
−1
i Xi
)−1 g∑
i=1
X ′iV
−1
i yi, (6.6)
and
b̂i = DZ
′
iV
−1
i
(
yi −Xiβ̂
)
(6.7)
In practice V is unknown, so estimates for D and V are used in the above equations. These
estimates are commonly found through maximum likelihood (ML) or restricted maximum like-
lihood (REML). Lineups for visual inference heavily rely on the types of residuals defined
above.
Throughout this paper we discuss visual inference in the framework of linear mixed-effects
models and suggest graphical tests in situations where the assumptions of conventional inference
are violated. In Section 6.2 we focus on model building. In Section 6.3 we present graphical
tests for model validation. We also show results of a study investigating the power of three
different versions of the familiar Q-Q plot.
6.2 Model selection
One statistical model is nested within another when the larger model contains all compo-
nents included in the smaller model as well as some additional component(s). For example, the
larger model may include additional fixed effects, or include additional random effects. Two
models are not nested when one model cannot be viewed as a special case of the other. For
example, if two models contain different sets of fixed effects. Model selection for linear mixed-
effects models relies on the comparison of nested models for the selection of both the fixed and
random components of the model. To select fixed effects t- and F -tests are commonly used,
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while likelihood ratio tests are used to select the random effects. In this section we discuss how
to use visual inference as a unified testing framework for model selection for both nested and
non-nested models.
6.2.1 Comparing nested models
It is standard practice to use a t-test, F -test, or likelihood ratio test to determine whether a
fixed effect describes a significant portion of the unexplained variability in a linear mixed-effects
model. Likelihood ratio tests are more generally applicable in comparing nested models, but
are most commonly used in the selection of random effects. While statistical software has made
performing many of these tests easy, situations often arise that complicate such tests. Below
we outline such situations.
Fixed effects: Likelihood ratio tests based on REML estimation cannot be used to test differ-
ent fixed effects structures. Maximum likelihood estimation allows for such comparisons,
but is anti-conservative.
Random components: When the covariance parameter being tested lies on the boundary
of the parameter space the asymptotic distribution of the likelihood ratio is no longer a
χ2 distribution. Approximations have been suggested and shown to be useful in many
situations (Stram and Lee, 1994; Morrell, 1998), but no one approximation holds for all
situations leading to either conservative or anti-conservative decisions.
Visual inference provides an alternative to conventional hypothesis tests that does not re-
quire different rules based on the method of estimation or location of a parameter in the param-
eter space. Rather, visual inference depends on the choice of an appropriate plot highlighting
the aspect of the model in question, the number of null plots, and the number of independent
observers. Below we discuss how visual inference can be utilized to test the significance of fixed
and random effects.
Fixed effects. To test the significance of a fixed effect, we suggest using a plot comparing
a residual quantity from the model without the variable of interest with the values of that
178
variable. The residual used depends on the level at which the variable of interest enters the
model: if the variable enters at the observation-level (level-1), then the level-1 residuals are
used; if the variable enters at the group level, then both the level-1 and level-2 residuals are
explored as the variable has the potential to explain additional variation at either level of the
model. Additionally, the type of plot depends on the variable type—if a continuous variable is
targeted, a scatterplot with a smoother is suitable for testing; for a discrete covariate, we make
use of side-by-side boxplots. In this setting, the null plots are generated using the parametric
bootstrap with a model that omits the variable of interest. The true plot is constructed from
the same model but using the observed data.
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Figure 6.2: Which of the plots is the most different? Which feature led you to your choice?
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Figure 6.2 illustrates the use of this type of lineup. In our study, 74 observers were asked to
choose the plot that is the most different from the rest. Sixty five of them identified the data
plot (panel 23 + 2), with 40.3% pointing to the trend as the distinguishing feature. This lineup
is chosen to determine whether a child’s language development at age two (low, medium, or
high) helps explain the development of social skills from childhood to adolescence for children
diagnosed with autism spectrum disorder (see Appendix 6.5.2 for details). Displayed on the
y-axis are level-1 residuals from a longitudinal model. Clearly, language development at age
two accounts for a significant amount of the remaining residual variability.
Random effects. Tests of the random part of a hierarchical model focus on two questions:
(1) whether a marginal random effect improves the model and (2) whether allowing the random
effects to be correlated improves the model. Different plots must be used to answer each
question. To answer the first question, we suggest using plots comparing the response and
the explanatory variable of interest using appropriate (often linear) smoothers for each group.
Scatterplots comparing the predicted random effects can be used to answer the second question.
The lineup in Figure 6.1 is chosen to test the relationship between scores from the General
Certificate of Secondary Education Exam (GCSEE) and the standardized London Reading Test
(LRT) (see Appendix 6.5.1 for details). Each line segment represents one of 65 inner-London
schools. The slope of each line is determined by a linear regression relating the two test scores
for all students at a school. The question of interest is whether random slopes for LRT scores are
required to represent the relationship between GCSEE and LRT scores (H1). Correspondingly,
data for the null plots is created by simulating GCSEE scores from a model with only a single
random effect, the random intercept. The resulting scores for each school are regressed on LRT
results and shown as lines. If the model is appropriate, then the overall pattern of the lines
in the null plots should resemble the observed data. In this example, we find that the true
plot (panel
√
144 + 4) is identifiable, as 11 of the 73 observers pick the data plot. The main
comments for their choice were the spread and trend of the line segments in the plot. This is
consistent with a larger variance of slopes than the null model allows; thus, we find evidence
supporting the inclusion of a random slope for standardized LRT. This conclusion agrees with
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the results of the likelihood ratio test, and did not require the use of an asymptotic distribution
to calculate the p-value.
Having considered the value of a random slope in the model, we next consider whether the
model needs to allow the random effects to be correlated (H1). While this is an example of a
standard likelihood ratio test problem—a correlation of zero is not on the boundary of the pa-
rameter space—using a lineup keeps all tests of the random effects in a unified framework. The
lineup in Figure 6.3 shows scatterplots of the predicted random effects with overlaid regression
lines. The null plots in the lineup are created by simulation from the model that does not allow
for correlation between the random effects, and the true plot is created using the predicted
random effects from a model allowing for correlation between the random effects. The slopes
of the regression lines are indicative of the amount of correlation. If the correlation between
the random effects is not necessary, then the true plot will display little correlation and be
indistinguishable from the null plots. The lineup allows us to gauge the amount of correlation
between the random effects while accounting for the effect of shrinkage in the model, avoiding
the over-interpretation of structure in such plots discussed by Morrell and Brant (2000). In
Figure 6.3 the true plot (panel 10 +
√
25) was identified by 41 of the 69 observers, providing
very strong evidence supporting the inclusion of the additional parameter.
6.2.2 Comparing non-nested models
If two models are not nested, then the likelihood ratio test cannot be used to determine
the preferred model. In this case, it is conventional practice to use the Akaike Information
Criterion (AIC) as an index enabling model comparison, where the model with the smaller
AIC is preferred. While AIC provides a concise and convenient way to compare non-nested
models, it is only an index and does not address whether the model with the smaller AIC is
significantly “better” than the other. To do this, we propose using lineups to investigate the
goodness-of-fit of each model. If inadequacies are discovered in one model but not in the other,
then this supports the use of the properly specified model. This approach is similar in concept
to comparing the AIC from each model, but by focusing on an investigation of how the true
data depart from the assumptions made by the model we can see why a model is preferred.
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Figure 6.3: Lineup for testing correlation between random effects. Which plot is the most
different of the others? What feature in the panel led you to your choice?
182
6.3 Model checking
In the formulation of model (6.3) we make a number of assumptions that must be satisfied.
In this section we discuss how residual plots can be used with lineups to check the assumptions
of homogeneous residual variance, linearity, and normality of the random effects. While we
only focus on these assumptions, the discussion is general enough to reveal how visual inference
could be extended to check other aspects of the model.
6.3.1 Homogeneity of variance
Model (6.3) assumes homogeneity of the within-group variance. To check this assumption
we must verify the homogeneity of the within-group residual variance across the levels of all
explanatory variables and check that the within-group variance is also constant between groups.
Such investigations are often carried out using plots of the level-1 residuals; however, the inter-
pretation of these plots is error prone. For example, consider investigating the appropriateness
of this assumption for the GSCEE data. Figure 6.4 shows a lineup of 20 plots of the level-
1 residuals against (standardized LRT scores)3, one of the explanatory variables included in
the model. If any panel of this lineup is considered separately, an analyst may come to the
conclusion that the within-group variance decreases as (standardized LRT scores)3 increases;
however, inserting the true plot into the lineup forces the analyst to consider the features such
a plot will exhibit under the null hypothesis of homogenous variance. Based on the lineup,
is there a violation of this model assumption? If we identify the true plot (panel
√
121 − 8)
this provides evidence of a violation, but if we are unable to, this provides evidence that any
structure observed in the plot is artificial.
A second example of this type of lineup is given in Figure 6.5, which compares the level-1
residuals to pressure in the dialyzer study (see Section 6.5.4). In this example 29 of 85 observers
identified the true plot (panel 24 + 3), providing evidence of heteroscedasticity. Comparing the
two lineups reveals that the patterns that can be expected in any given residual plot differ
depending on the data set. The use of lineups incorporates the comparison of the data to what
is expected, eliminating the subjective interpretations we encounter with the use of single plots.
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Residual scatterplots are useful in checking that level-1 residuals are homoscedastic with
respect to the explanatory variables, but they do not investigate potential differences in vari-
ability between groups. To visualize this assumption, we suggest using side-by-side boxplots
of the level-1 residuals. When the plots are considered individually, unbalanced group sizes
will cause artificial structure in these plots. To overcome this difficulty, we create a lineup of
side-by-side boxplots for each group ordered by their interquartile range (IQR), which we have
come to call a “cyclone” plot. Figure 6.6 shows a lineup of cyclone plots for 66 patients in a
longitudinal study investigating the ability of methylprednisolone to treat patients with severe
alcoholic hepatitis (see Section 6.5.3 for details). The true plot (panel 23+5) is easily identified
from the field of null plots (by 50 of 75 observers) revealing heteroscedasticity across groups
that cannot be detected by other residual plots.
An alternative approach to detect homoscedasticity of the level-1 residuals across groups is
to use a test based on the standardized measure of dispersion given by
di =
log
(
s2i
)− [∑i(ni − ri) log (s2i ) /∑i(ni − ri)]
(2/(ni − ri))1/2
(6.8)
where s2i is the residual variance within each group based on separate ordinary least squares
regressions (Raudenbush and Bryk, 2002). The test statistic is then
H =
g∗∑
i=1
d2i (6.9)
which has an approximate χ2g∗−1 reference distribution when the data are normal and the
group sizes are “large enough”. Here we use g∗ because “small” groups may be excluded from
the calculation as small group sizes provide less reliable information about the residual variance,
but this is a subjective choice. A common rule of thumb is to exclude groups with samples sizes
smaller than 10. If the distributional assumptions are violated, or we do not have large enough
group sizes, the approximation to the χ2 distribution breaks down. In the methylprednisolone
study each subject was observed at most five times, with 19 subjects dropping out of the
study early. Due to the small group sizes the χ2 approximation is inappropriate, forcing the
analyst to rely on simulation to construct the sampling distribution of the test statistic, which
is computationally more demanding than the generation of 19 null plots.
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Figure 6.4: Lineup testing homogeneity of the level-1 residuals. Which of the plots is the most
different? Which feature led you to your choice?
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Figure 6.5: Lineup testing homogeneity of the level-1 residuals. Which of the plots is the most
different? Which feature led you to your choice?
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Figure 6.6: Lineup testing homogeneity of the level-1 residuals between groups. Which of the
plots is the most different? Which feature led you to your choice?
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6.3.2 Linearity
Scatterplots with smoothers can also be used to check that the relationship between the
explanatory variables and response variable is in fact linear. Figure 6.7 shows such a lineup
testing the linearity of an observation-level explanatory variable. Out of 63 observers, 60
identified the true plot (panel 23+2), providing evidence that the mean structure is misspecified.
This example comes from the dialyzer study and considers a model with only a linear and
quadratic terms for transmembrane pressure (see Appendix 6.5.4). It is clear that a higher-
order polynomial is required.
To extend checks of linearity to group-level variables we suggest the use of the level-2 resid-
uals. Additionally, when categorical predictors are investigated, side-by-side boxplots should
be used.
6.3.3 Normality
This section consists of two parts: we first discuss how to assess distributional assumptions
in linear mixed-effects models, which are complicated by confounding issues between levels of
residual structures; in the second part we assess power of visual normality tests based on three
different Q-Q plot designs.
6.3.3.1 Assessing normality of the random effects
Recall that in model (6.3) we assume that the random effects, bi, are a random sample from
N (0, D) and are independent from the error terms, εi, which are assumed to be a random
sample from N (0, σ2Ii). In many situations, however, the predicted random effects are highly
influenced (i.e., confounded) by the error terms. Consequently, traditional checks for normality
such as Q-Q plots and the Anderson-Darling test are not appropriate. Formally this is seen
by the strong assumptions that are required for the empirical distributions of the residuals
in the linear mixed-effects model to converge in probability to their true distributions (Jiang,
1998, Theorem 3.2 and Lemma 3.1). If these assumptions are not satisfied, then the empirical
distribution of the residuals may not resemble the hypothesized distribution under a properly
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Figure 6.7: Lineup testing for nonlinearity of a covariate. Which of the plots is the most
different? Which feature led you to your choice?
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specified model. When this occurs, individual Q-Q plots will often lead to erroneous conclusions
about the distributional assumptions which can be overcome, at least partially, using lineups.
Figures 6.8 and 6.9 illustrate the use of lineups to test the distributional assumptions in a
linear mixed-effects model. Figure 6.8 presents a lineup of the predicted random slopes from the
radon study (see Section 6.5.5 for details), in which group sizes are very unbalanced and there
is a high degree of shrinkage. Confidence bands based on the normal distribution were applied
to each lineup and reveal that the empirical distribution of the predicted random effects—
both for the null plots and true plot—does not align with a normal distribution. While such
confidence bands show the relationship of the predicted random effects to the hypothesized
distribution, it is known that this is an ill conceived comparison in many cases; however, the
lineups are not comparing the predicted random effects to the normal distribution, but rather
are comparing the empirical distribution of the random effects between the null and observed
plots. Consequently, the conclusions drawn from the lineups relate to evidence of consistency
between the true plot and what is expected under a properly specified model. For example, the
true plot in Figure 6.8 (panel 24−2) is indistinguishable from the null plots (none of 23 observers
identified this plot), providing no evidence of a violation of normality; however, when compared
only to the normal distribution, the observed Q-Q plot would be rejected by any standard test
for normality (e.g., the p-value of the Anderson-Darling test is .0004 for the panel of the data).
Panel #5 was identified most often from the lineup in Figure 6.8; it was picked by 13 out of
23 observers. All other panels were selected at most two times. Additionally, this example
shows that even the null plots that were generated from a normal distribution no longer look
normal after after model estimation—in fact, 16 of the null plots fail the Anderson-Darling test
of normality at a significance level of .05
To determine whether lineups can detect distributional violations we constructed another
lineup where the “true plot” was constructed from random effects simulated from a t3 distru-
bution. This lineup is show in Figure 6.9. Twenty nine out of 70 identified the true plot (panel
√
49 + 3 · 4), providing evidence against the null hypothesis of normality. The fact that we
can distinguish the true plot from the null plots in Figure 6.9 indicates that lineups of Q-Q
plots provide an avenue for distributional assessment where conventional methods fail. Further
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investigation is needed to explore limitations of this approach, as there are undoubtably sit-
uations where this approach will be unsuccessful, but this is outside the scope of the current
paper. The ability of a lineup to distinguish a t distribution for the random effects in the radon
study shows that the approach has fewer limitations than conventional approaches, justifying
our preference.
6.3.3.2 Investigating Q-Q plots visually
To further develop the assessment of normality using lineups, we conducted a study com-
paring three different versions of the Q-Q plot. Examples of the three versions are displayed in
Figure 6.10 and include (from left to right): a control Q-Q plot, a standard Q-Q plot with an
added grey band representing a 95% pointwise confidence region based on the estimated stan-
dard error of the order statistics for an independent sample from the theoretical distribution,
and a rotated (i.e., detrended) Q-Q plot. All Q-Q plots in Figure 6.10 are constructed from the
same data. To explore the results of this study we must first define some additional notation.
Let Xi ∼ B1,pii , 1 ≤ i ≤ n, where Xi is the binary decision on the ith evaluation and pii is
the probability with which the observer chooses the data plot. This probability is influenced
by a number of factors:
τ the design used in the lineup (Control, Standard, Rotated),
the specific parameters under which the data for the lineup were created:
δ degrees of freedom (2, 5, 10) of the t distribution and
ν sample size (10, 20, 50, 75),
d the level of difficulty based on the actual sample, and
u the users’ subjective abilities.
The above factors result in 12 different parameter settings. For each setting we created two
samples, along with two null data sets each, yielding 48 different lineups. Using Amazon
Mechanical Turk (MTurk), 417 participants were each asked to evaluate ten different lineups.
We model the probability of selecting the data plot from the lineup, pi, with the help of model
M1:
g(pii) = µ+ τj(i) + δk(i) + νs(i) + uu(i) + dd(i)
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Figure 6.8: Lineup testing for normality of the random slope for the radon data. Which of the
plots is the most different? Which feature led you to your choice?
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Figure 6.9: Lineup testing for normality of the random slope for the radon data. Which of the
plots is the most different? Which feature led you to your choice?
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Control Standard Rotated
Figure 6.10: Three versions of Q-Q plots: control, standard, and rotated.
where g is the logit link function, and j(.), k(.), s(.), u(.), and d(.) are all indexing functions
that relate evaluation i to the corresponding levels in the factor variables, to the observer,
or a particular data sample. More specifically, j(i) ∈ {Control, Standard, Rotated}; k(i) ∈
{2, 5, 10}; s(i) ∈ {20, 30, 50, 75}; u(i) maps to the participant’s id of the ith evaluation and d(i)
identifies the particular data sample used for it.
Both user ability, u, and sample difficulty, d, are modeled as independent, normally dis-
tributed random effects, i.e. uu(i) ∼ N(0, σ2u), dd(i) ∼ N(0, σ2d) with cov(u, d) = 0.
The estimated model coefficients for model M1 are shown in Table 6.1. Estimates of the
variance components are σ̂u = 0.71, σ̂d = 1.95, and σ̂ = 0.29. Variances of user ability and
data difficulty are large relative to residual variance, indicating that both random effects are
necessary. As expected, the task of identifying non-normality is easier with increased sample size
and more pronounced deviations from normality, as is the case with lower degrees of freedom.
The design of the Q-Q plot is of huge importance for the probability of choosing the data plot.
Interestingly, the rotated version of the Q-Q plot is significantly less suitable for the task of
assessing normality compared to the control. Additionally, adding confidence bands helps with
evaluation, but not significantly.
Note that none of the data plots in the lineups were actually created using data from
a normal distribution. This should lead to rejection of the null hypothesis in every single
instance. This is not quite true, as can be seen in Table 6.2, but what also becomes evident is
the high power of visual inference. Based on lineups we are able to reject non-normality much
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Table 6.1: Coefficients and significances corresponding to model M1. The type of design is
important for the power of a lineup. Rotated Q-Q plots lose a significant amount of power
compared to both the regular and the standard version of Q-Q plots.
Estimate Std. Error z value Pr(>|z|)
Intercept -5.04 0.769 -6.55 0.0000 ***
design
Control 0.00 —– —– —–
Rotated -0.38 0.128 -2.97 0.0030 **
Standard 0.11 0.127 0.88 0.3782
degrees of freedom
2 6.32 0.743 8.50 0.0000 ***
5 2.43 0.726 3.34 0.0008 ***
10 0.00 —– —– —–
sample size
20 0.00 —– —– —–
30 1.09 0.844 1.29 0.1970
50 2.98 0.844 3.54 0.0004 ***
75 2.31 0.845 2.73 0.0063 **
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
more often than with any of the classical tests.
Table 6.2: Out of the 48 non-normal samples, 24 get rejected at the 5% significance level based
on evaluation by observers. None of the classical tests come close to that rejection rate. From
left to right, we see the number of rejections from visual inference as well as the Anderson-
Darling, Shapiro-Wilk, Crame´r-von Mises and Kolmogorov-Smirnov tests for normality.
Result Visual AD SW CVM KS
reject 24 10 16 8 10
not reject 24 38 32 40 38
6.4 Conclusion
We have presented a graphical approach to model selection and diagnosis based on simu-
lating from the model fit to the true data. Use of the lineup protocol enables the creation of
graphical tests, which enable not only the testing of hypotheses but subsequent exploration of
the plots in the lineup to gain additional insight into the data structure. This approach relies
only on the simulation process, graphics created, and observers recruited, avoiding the need to
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rely on asymptotic reference distributions; thus avoiding the pitfalls of many commonly used
diagnostic tests.
As the results of visual inference rely on the choices of the observers, there is some concern
about the quality of their responses compared to those that could be obtained more tradi-
tionally, i.e. in the lab, but existing studies show promising results. Using Amazon MTurk,
Heer and Bostock (2010) replicated the study of Cleveland and McGill (1984) and achieved
similar results. Kosara and Ziemkiewicz (2010) found similar results between a lab study and
one performed using MTurk. The studies also discuss tactics that can be used to avoid people
“gaming the system,” which provide further protection from irrelevant responses.
Throughout this paper we have provided examples of graphical diagnostics that we have
found to be useful. Many situations, such as outlier detection, were not discussed in this
paper. This omission was not because we overlooked these diagnostic situations, but because
an exhaustive list is impossible. Based on the examples and discussion throughout this paper,
and its predecessors, we believe the approach can be easily adapted.
Additionally, we have presented a more detailed look at graphical diagnostics that can be
used to assess distributional assumptions. We found that, contrary to expectation, rotating the
Q-Q plot to emphasize the vertical comparisons does not improve the power of the graphical
test. In addition to supporting the use of the standard construction of Q-Q plots, this study
provides an example of how to select a graphical diagnostic based on its estimated power.
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6.5 Data sets
All of the data sets used in this paper are publicly available: the General Certificate of
Secondary Education Exam data set is available in the R package mlmRev (Bates et al., 2011);
the Dialyzer data set is available in the R package MEMSS (Bates et al., 2012); all other data
sets can be found in the R package HLMdiag (Loy, 2013).
6.5.1 General certificate of secondary education exam data
We make use of a subset of examination results of 4,065 students nested within 65 inner-
London schools discussed by Goldstein et al. (1993). The original analysis explored school
effectiveness as defined by students’ performance on the General Certificate of Secondary Ed-
ucation Exam (GCSEE) in both mathematics and English. This exam is taken at the end
of compulsory education, typically when students are 16 years old. To adjust for a student’s
ability when they began secondary education, the students’ scores on the standardized London
Reading Test (LRT) and verbal reasoning group (bottom 25%, middle 50%, or top 25%) at age
11. Additional information contained in the data set includes student gender, school gender,
and the average LRT intake score for each school.
6.5.2 Autism study
In an effort to better understand changes in verbal and social abilities from childhood to
adolescence Anderson et al. (2007, 2009) carried out a prospective longitudinal study following
214 children between the ages of 2 and 13 who had been diagnosed with either autism spectrum
disorder or non-spectrum developmental delays at age 2. The Vineland Adaptive Behavior
Interview survey was used to assess each child’s interpersonal relationships, play time activities,
and coping skills, from which the Vineland Socialization Age Equivalent (VSAE) was computed
as an overall measure of a child’s social skills. Additionally, expressive language development
at age 2 was assessed using the Sequenced Inventory of Communication Development (SICD)
and the children were classified into three groups (high, medium, or low). Assessments were
made on the children ages 2, 3, 5, 9, and 13, however, not all children were assessed at each age.
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Additional information collected on each child includes: gender, race (white or non-white), and
initial diagnosis at age 2 (autism, pervasive development disorder (pdd), or non-spectrum). We
restricted attention to models concerned with the changes in social skills for subjects diagnosed
with autism spectrum disorder having complete data. This results in a reduced data set of 155
children. For more detailed analyses we refer the reader to Anderson et al. (2007, 2009).
6.5.3 Methylprednisolone study
Carithers et al. (1989) conducted a four week longitudinal study to investigate the effective-
ness of methylprednisolone to treat patients with severe alcoholic hepatitis. The researchers
randomly assigned 66 patients to receive either methylprednisolone (35 patients) or a placebo
(31 patients). Over the study duration, each subject’s serum bilirubin levels (in µmol/L) were
measured each week, with the first measurement taken at the start of the study (week 0).
6.5.4 Dialyzer study
Vonesh and Carter (1992) describe a study characterizing the water transportation charac-
teristics of 20 high flux membrane dialyzers, which were introduced to reduce the time a patient
spends on hemodialysis. The 20 dialyzers were studied in vitro using bovine blood at flow rates
of either 200 or 300 ml/min, and the ultrafiltration rate (ml/hr) for each dialyzer was mea-
sured at seven transmembrane pressures (in mmHg). Vonesh and Carter (1992) use nonlinear
mixed-effects models to analyze these data; however, they can be modeled using polynomials
in the linear mixed-effects framework (Littell et al., 2006, Section 9.5).
6.5.5 Radon study
The data consist of a stratified random sample of 919 owner-occupied homes in 85 counties
in Minnesota. For each home, a radon measurement was recorded (in log pCi/L, i.e., log
picoCuries per liter) as well as a binary variable indicating whether the measurement was
taken in the basement (0) or a higher level (1). Additionally, the average soil uranium content
for each county was available. The number of homes within each county varies greatly between
counties ranging from one home to 116 homes, with 50% of counties having measurements
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from between 3 and 10 homes. Gelman and Pardoe (2006) suggest a simple hierarchical model
allowing for a random intercept for each county and a random slope for floor level. This is the
model from which we simulate predicted random effects.
6.6 Additional lineups included in the study
This section includes two lineups that were included in the Amazon MTurk study, but were
not discussed in the paper. Figure 6.11 displays another lineup testing the adequacy of the
random effects specification using data from the autism study. The null plots were generated
from a model containing only a linear random slope, so if the true plot (panel
√
16 + 12) is
identified it provides support for the inadequacy of this specification, and need for additional
random effects. Figure 6.12 shows the same lineup as Figure 6.2, and was included as an initial
example of how different versions of plots may lead to different power.
6.7 Discussion of study results
All of the lineups discussed in this paper (and the two presented in Appendix 6.6) were
evaluated using Amazon MTurk. The lineup in Figure 6.8 was evaluated as part of the study
described in Section 6.3.3.2. All other lineups were evaluated in the same study, which we
describe below.
For each of the ten lineups, five replications were constructed for a total of 50 lineups.
The replications for the lineup in Figure 6.9 were created by different simulations, while the
replications for the remaining lineups were created by shuﬄing the location of the true plot
and exchanging the null plots for additional simulations under the null model. For each lineup,
observers were instructed to identify the plot that is most different and asked what feature
led them to their choice. Overall the study was comprised of 334 participants who made 3441
evaluations.
The results of the evaluations for all lineups other than Figure 6.8 are displayed in Table 6.3
and the observers’ reasons for identifying plots are summarized in Table 6.5. The results show
that for all but the Q-Q plots of the random slopes, enough observers identified the true plot
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Figure 6.11: Which of the plots is the most different? Which feature led you to your choice?
200
so that we reject the null hypotheses that the data are consistent with what is expected under
the null model. For the Q-Q plot of the random slopes generated by a t distribution, three of
the five replicates resulted in a rejection of the null hypothesis of normality. The variability in
the results is explained by different “true” plots being simulated for each replicate.
Table 6.3: Overview of all lineup evaluations. Ratios comparing the number correct to the
total number of evaluations are shown. Significance was determined from the visual p-value
defined in Equation 6.1.
Replicate
Lineup 1 2 3 4 5
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.1 11/73 *** 7/70 . 9/65 ** 13/66 *** 7/72 .
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!
!
!
!
!
!
!
!
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!
!
!
 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
low
medium
high
fig. 6.2 65/74 *** 57/66 *** 62/68 *** 54/63 *** 66/76 ***
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.3 41/69 *** 62/73 *** 31/64 *** 57/75 *** 55/67 ***
 1  2  3  4
 5  6  7  8
 9 10 11 12
13 14 15 16
17 18 19 20
fig. 6.4 8/77 * 11/42 *** 22/70 *** 25/71 *** 3/67
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.5 29/85 *** 10/65 ** 24/64 *** 7/60 * 13/72 ***
!!
!!
!
! !
!!
!
!
!
!
!
!
!
! !
!!
!
!
!
!
!
!!
!
!
!
!
!!
!
!
! !!!
!
!!
! !
!!
!!
!
!
!! !
!!
! !!
! !
!
!
! !
!!
!
!
!!
!
!!
!! !
!
!!!
!
!
!
!!
!
!
!
!
!
!!
!!
! !!
!
!!
! !
! !
!
!
!
!
! ! !
!
!!
! !!
!!
!
!
!
! !
!
!
!
!!
!!
!!! !
!!!
! !
! !!
!
!
!
!
!
!
! !
!
! ! !
!
!
! !!
!
!
!
!
!
! !
!!!
! ! !
!
!! !
!! !
!!
!
!
!
!!
!
!
!
! !
! !
!! !
!!
!
! !
!
!
!!
!! !
!!
! !
!
!
!!! !
!
!
!!
!!
! !
!
!
!
!
!
!!
!
!
!!
!!! !
! !!
! !
! !!!
!
!!! !
!! !
!!
! !! !
! !! !
!
!
!!!
!
! !
! !
!!
! !
!
! !
!
!! !
!!
! !!
!
!
!!
! !!
!
!
! ! !!
! ! !!
! !
!!
!! !
!!
!
!!
!!
!
!!
!
! !
!!
!!
! !
!
!!
!
!
!
! !
!
!!!
!!
! !!
!!
!
!!
!
! !
! !!
! !
!
!
!
!
!! !!
!
! !
!!
!
!!
!!
!
!
!!
!
!
!
!!
!!
! !
!
!
!
!
!
! !
!
! ! !
! !!
! !!
!
!!!
!!
!! !
!
!!
!
!!
!
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.6 50/75 *** 44/64 *** 45/68 *** 46/76 *** 50/67 ***
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 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
fig. 6.7 60/63 *** 62/64 *** 57/60 *** 84/88 *** 66/69 ***
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 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.9 29/70 *** 52/79 *** 0/64 13/59 *** 6/74
1 2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.11 50/79 *** 26/59 *** 31/67 *** 32/72 *** 35/71 ***
!
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! !! !
!
!
!
!
!
!
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!
 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
low
medium
high
fig. 6.12 52/54 *** 63/76 *** 70/75 *** 59/64 *** 63/70 ***
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
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Table 6.4: Overview of the number of correct data picks compared to the number of evaluations
of each lineup. None of the three designs identified inconsistencies between the predicted
random slopes and those simulated from a normal distribution. The bold numbers are results
for the lineup shown in Figure 6.8.
Control Standard Rotated
Radon1 1/27 0/23 0/22
Radon2 0/30 0/18 0/31
ll
ll
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
low
medium
high
Figure 6.12: An alternative layout of Figure 6.2, where the boxplots are ordered as they are
for inference. Which of the plots is the most different? Which feature led you to your choice?
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Table 6.5: Overview of the reasoning by lineup, the table is in form of number of evaluations
(percent correct). Weighting was used to accommodate multiple reasons.
Reason
Lineup Outlier Spread Trend Asymmetry Other
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.1 24.5 ( 8.2) 21.8 ( 29.8) 15.3 ( 16.3) 6.3 ( 15.8) 5.0 ( 20.0)
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! !! !
!
!
!
!
!
!
!
!
!
!
!
!
!
 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
low
medium
high
fig. 6.2 9.0 ( 77.8) 8.3 (100.0) 29.8 ( 86.6) 15.3 (100.0) 11.5 ( 82.6)
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.3 8.0 ( 68.8) 16.5 ( 24.2) 28.5 ( 93.0) 14.0 ( 78.6) 2.0 ( 50.0)
 1  2  3  4
 5  6  7  8
 9 10 11 12
13 14 15 16
17 18 19 20
fig. 6.4 25.5 ( 7.8) 32.5 ( 10.8) 7.0 ( 28.6) 9.0 ( 0.0) 3.0 ( 16.7)
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.5 24.5 ( 24.5) 16.0 ( 15.6) 18.5 ( 59.5) 14.0 ( 60.7) 12.0 ( 25.0)
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 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.6 14.0 ( 35.7) 7.0 ( 28.6) 21.0 ( 81.0) 18.5 ( 73.0) 14.5 ( 86.2)
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! !
!
 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
fig. 6.7 6.5 ( 84.6) 7.0 ( 85.7) 38.5 ( 97.4) 11.0 (100.0) 0.0 ( NaN)
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!!
!!!!!!!!!!
!!!!
!!!!!
!!
!!
!
!
!
 1  2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.9 33.0 ( 59.1) 3.3 ( 75.0) 21.3 ( 39.8) 6.3 ( 0.0) 6.0 ( 41.7)
1 2  3  4  5
 6  7  8  9 10
11 12 13 14 15
16 17 18 19 20
fig. 6.11 15.8 ( 74.7) 22.3 ( 48.5) 23.8 ( 58.0) 12.0 ( 83.3) 5.0 ( 90.0)
!
!
!
! !! !
!
!
!
!
!
!
!
!
!
!
!
!
!
 1  2  3  4  5
 6  7  8  9 0
11 12 13 14 15
16 17 18 19 20
low
medium
high
fig. 6.12 4.5 ( 77.8) 10.5 (100.0) 16.5 (100.0) 17.0 ( 94.1) 5.5 (100.0)
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CHAPTER 7. GENERAL CONCLUSIONS
7.1 General discussion
Diagnostic tools for hierarchical linear models have long been underutilized due to a frag-
mented literature and lack of implementation, especially in open source software. In Chapters 2
and 3 we have addressed these issues. Chapter 2 reviews the existing tools for model diagnosis
and creates a unified vocabulary that we hope eliminates barriers when attempting to read
across disciplinary lines. The R package described in Chapter 3 provides open source diagnos-
tic tools for hierarchical linear models. By making these tools freely available we hope to see
increased use of diagnostics for this class of model, which will improve modeling practices.
In Chapters 4 and 5, we discussed the inadequacies of existing procedures to diagnose the
distribution of the random effects and propose reduced-dimension rotated random effects. The
rotation process provides access to diagnostic information contained in the predicted random
effects that is otherwise unaccessible when there are high degrees of shrinkage. This approach
only requires information that is readily available from the model fitting procedures, making
it more accessible to users. Additionally, the rotated random effects are used with familiar
diagnostic tools such as Q-Q plots. We believe our work with the rotated random effects has
uncovered additional avenues for distributional assessment, which we will discuss in the next
section.
In Chapter 6, we suggested and validated a unified framework that allows for visual inference
in model selection and validation of linear mixed-effects models. This approach does not rely
on asymptotic reference distributions that often perform poorly in finite sample situations.
Additionally, we demonstrated how to compare different designs of plots, so that visual inference
can be based on the most appropriate graphics.
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7.2 Recommendation for future research
In this dissertation we focused on creating accessible diagnostic tools for mixed/hierarchical
linear models. Below we outline some directions we see for future research in this field.
1. Recently, it has come to our attention that an alternative optimization problem than that
of Chapter 4 may achieve better results. The alternative optimization would minimize
Trace (W ′AW )
Trace (W ′BW )
as opposed to
Trace
((
W ′BW
)−1 (
W ′AW
))
There is no closed form solution to this optimization problem, however, there have been
recent results discussing algorithms to solve this problem (Wang et al., 2007; Jia et al.,
2009). Similarly, different orthogonal rotations, other than the varimax, can be explored.
2. In our discussion of rotated random effects in Chapter 4 we focused on using a single
subspace in order to judge normality. An extension of this approach is to consider multiple
subspaces and compare the results of such tests, which may be able to increase the power
of distributional tests. This procedure results in a multiple comparison problem, so it
must be determine how best to select a subset of subspaces.
3. Existing approaches for residual analysis and influence analysis rely on a properly specified
covariance structure. While we can first check the covariance structure, it would be
interesting to develop more robust procedures.
4. In this dissertation we have restricted attention to models with univariate continuous
response variables, and have assumed that both the error terms and random effects are
normally distributed. A natural extension of this work is to begin to relax these assump-
tions.
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