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1  Description générale   
 
 
 
L’objet de ce travail est l’étude d’un banc d’essai (dispositif 
électromécanique) et la conception de différentes méthodes de régulation 
permettant de rejeter les perturbations intervenant sur ce dispositif. Les 
perturbations choisies sont périodiques et le problème à résoudre consiste à les 
compenser. Cela est nécessaire dans nombreuses applications industrielles, par 
exemple lorsqu’on a des éléments tournants ayant une certaine excentricité ou des 
organes mécaniques suivant les mêmes trajectoires  de façon répétitive. Le pick & 
place, dans le domaine robotique, représente le cas typique d’un bras devant 
effectuer toujours le même mouvement, tandis qu’un exemple classique de 
compensation de perturbations périodiques est un lecteur Compact Disc, au sein 
duquel est généré un bruit périodique du aux excentricités inévitablement 
présentes sur le disque. Dans ce mémoire on va présenter  différentes méthodes de 
régulation permettant la compensation de perturbations périodiques. La première 
méthode, la plus classique,  est basée sur le résonateur, tandis que dans les autres 
méthodes, les régulateurs disposent tous d’une mémoire interne leur permettant 
d’améliorer leurs performances d’une itération à la suivante. Le banc d’essai 
permettra de valider les méthodes présentées au sein de ce travail. 
Dans ce premier chapitre on décrit d’abord la structure du dispositif sur lequel on 
a implémenté  différentes techniques de régulation et après on analyse la structure 
de la boucle constituée par le PC et le banc d’essai  avec laquelle on a fait des 
expériences de laboratoire. 
 
   
 
1.1 Le dispositif électromécanique 
 
Ce travail a pour objet l’étude et la régulation d’un dispositif électromécanique (banc 
d’essai) dont la structure modulaire est représentée dans la figure suivante : 
 
 
Figure 1.1 
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Le dispositif est constitué de 2 moteurs (M1 et M2), d’un réducteur (RED), d’un frein 
(F), d’un codeur digital (CD) et d’une génératrice (G). 
Dans le travail on a considéré actif seulement un de deux moteurs (M1) et l’autre 
(M2) a été vu comme une inertie supplémentaire de l’arbre moteur. 
D’un point de vue I/O on peut voir le banc d’essai comme un système SISO sujet à 
une perturbation générée par le frein : 
 
Figure 1.2 
 
L’entrée du système est le courant de commande de la figure 1.2 et elle est envoyée 
au boîtier d’alimentation  du moteur actif pour  le piloter ; le boîtier d’alimentation 
dispose d’une boucle de régulation de courant dont la structure est décrite dans le 
paragraphe suivant. 
La perturbation externe est produite par le frein : un certain courant est envoyé au 
frein et en résulte un couple résistant au niveau de l’arbre moteur. 
 
1.2  Le moteur 
 
 
Figure 1.3 [MAXON MOTOR] 
 
 
Le moteur utilisé sur le banc d’essai est un moteur à courant continu dont l’excitation 
est réalisée à l’aide d’aimants permanents. Le schéma équivalent d’un tel moteur se 
présente de la façon suivante (figure extraite de [REF1]) : 
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Figure 1.4 
 
Dans le cas qui nous occupe, l’excitation est obtenue grâce à un couple d’aimants 
permanents, donc la tension  ee de la figure 1.3 appliquée au circuit statorique  est 
constante. 
 
Les paramètres du moteur (fournis par le constructeur Maxon) sont les suivants : 
 
 Symbole Valeur  Unités 
Résistance d’induit R 1.11 Ohm 
Inductance d’induit L 0.0002 Henry 
Inertie du rotor J 6.77E-6 Kg.m2 
Constante de couple k1’ 0.0364 Nm/A 
Constante de vitesse k2’ 0.0363 V/(Rad/s) 
 
 
Les équations régissant le fonctionnement d’un tel moteur sont les suivantes [REF 1]: 
 
 
● Equation du circuit d’induit : 
 
)(')()()( tetRiti
dt
dLtu ++=    (1.1) 
 
avec e force contre-électromotrice =)(' t
 
 
●  Equation mécanique : 
 
)()()( tCt
dt
dJtCm r+= ω    (1.2) 
 
 avec =(C couple résistant, C couple moteur )tr =)(tm
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Comme l’excitation est constante on peut considérer le couple moteur C  comme 
proportionnel au courant d’induit i(t)  et la force contre-électromotrice comme 
proportionnelle à la vitesse de rotation ω(t) : 
)(tm
 
 
)('1)( tiktCm =    (1.3) 
 
)('2)(' tkte ω=    (1.4) 
 
On décompose le couple résistant en 2 termes : le couple correspondant aux 
frottements secs et le couple C  correspondant aux frottements visqueux : 
)(tCc
)(tv
 
)()()( tCtCtC vcr +=    (1.5) 
 
Le couple de frottement sec correspond au couple engendré par le frein placé sur 
l’arbre, le couple de frottement visqueux étant inhérent à la rotation du moteur ; on 
considère ce dernier comme proportionnel à la vitesse de rotation de l’arbre : 
 
 
)()()( tftCtC cr ω+=    (1.6) 
 
 
En couprocédé les équations (1.1) et (1.4) on obtient : 
 
 
)()('2)()( tutktRiti
dt
dL =++ ω  (1.7) 
 
 
En couprocédé les équations (1.2) (1.3) et (1.4) on obtient : 
 
 
)('1)()()( tiktftCt
dt
dJ c =++ ωω  (1.8) 
 
 
Enfin, dans le domaine de Laplace, on obtient les relations suivantes : 
 
 
LsR
sksUsI +
Ω−= )('2)()(   (1.9) 
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Jsf
CsIks c+
−=Ω )('1)(    (1.10) 
 
 
Le schéma Simulink auquel ces dernières équations conduisent est présenté dans la 
figure 1.5. 
 
 
Figure 1.5 
 
Pour le moment, on ne dispose pas encore de la valeur de f du frottement visqueux ; 
en outre la valeur de J considérée dans le schéma Simulink de la figure 1.5  est valable si 
on considère un système composé seulement par un moteur (inertie du rotor fournie par le 
constructeur) ; lorsqu’on considère le dispositif électromécanique de la figure 1.1, il faut 
en modifier la valeur  afin de considérer  l’inertie totale de l’arbre du dispositif (rotor du 
moteur actif et du moteur entraîné, réducteur, accouplement) : la première partie du 
chapitre 2  est dédiée  à l’identification de ces deux valeurs (f,J). 
Comme mentionné à la fin du paragraphe précédant, le moteur est alimenté à travers 
un boîtier d’alimentation, permettant une régulation du courant d’induit i(t) ; en ajoutant 
une boucle de régulation de courant au schéma de figure 1.5 on obtient la structure 
suivante pour l’ensemble boîtier-moteur : 
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Figure 1.6 
 
On peut voir dans la figure 1.6 que la partie relative au boîtier d’alimentation contient 
un régulateur et deux limitations. La typologie et les paramètres du régulateur et les 
valeurs des limitations seront objet d’étude du prochain chapitre. 
Le bloc d’entrée du boîtier a pour  but de traduire la consigne exprimée en volt et la  
consigne exprime en ampère ; la caractéristique I/O de ce bloc a été tracée sur la base des 
résultats des expériences de laboratoire et sera décrite dans le chapitre 2. 
 
 
1.3 Le frein 
 
 
Le frein utilisé est basé sur une technologie spécifique : il s’agit d’un frein à 
particules magnétiques dont le fonctionnement présente l’avantage de ne pas être  basé 
sur le mouvement de pièces mécanique : le processus de freinage s’effectue donc sans à-
coup et très rapidement. 
Le disque n’a aucun contact avec son logement, l’espace vide est rempli d’une fine 
poudre d’acier inoxydable ; cette poudre est libre de se déplacer jusqu’à ce que l’on 
applique un champ magnétique à partir de l’enroulement fixe situé dans le logement. 
Lors de l’apparition de ce champ les particules forment des chaînes  selon les lignes 
de champ, tendant ainsi à fixer le disque dans son logement. 
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Figure 1.7 [MAXON MOTOR] 
 
 
Le couple fourni par le frein est proportionnel au champ magnétique et, par 
conséquent, au courant continu (Idc) appliqué. Le constructeur  fournit la caractéristique 
suivante du couple en fonction du courant : 
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Figure 1.8 [MAXON MOTOR] 
 
 
On peut voir que la caractéristique est à peu près linéaire. 
 
1.4  Le réducteur  
 
 
 
Figure 1.9 [MAXON MOTOR] 
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Le réducteur a pour objet de transmettre à sa sortie le mouvement de rotation reçu à 
son entrée tout en modifiant la vitesse de rotation d’un facteur 1/111. 
Ce dispositif est placé entre le frein et le moteur et, si l’on veut modéliser avec 
précision l’ensemble frein-réducteur il faut considérer les pertes mécaniques introduites 
par le réducteur : le constructeur en déclare une valeur d’environ 70%. 
Pourtant dans ce travail l’ensemble frein-reducteur est considéré comme un système 
linéaire autour du point de fonctionnement et donc on l’a simulé tout simplement avec un 
gain, représentant la transmittance entre le courant envoyé au frein et le couple de 
frottement sec appliqué au niveau de l’arbre du moteur.   
 
1.5  La génératrice à courant continu (tachymètre) 
 
 
Figure 1.10 [MAXON MOTOR] 
 
Cette génératrice a pour objet la mesure de la vitesse. Elle se situe du coté des 
moteurs sur le banc d’essai (avant le réducteur). 
Son principe de fonctionnement est le suivant : elle fournit une tension de sortie  
proportionnelle à sa vitesse de rotation. Le constructeur annonce une quasi-linéarité entre 
500 et 5000 tr/min à vide et une tension de sortie de 0.52 V par 1000 tr/min. 
En étendant la linéarité jusqu’à l’origine on peut tout simplement modéliser la 
dynamo tachymetrique  avec un gain en remarquant que, lorsqu’on mesure la vitesse de 
rotation en rad/s (figure 1.4), la valeur du gain doit être . )2/60/()1000/52.0( π=tachg
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Figure 1.11 
 
 
 
1.6 Le codeur digital 
 
 
 
 
Figure 1.12 [MAXON MOTOR] 
 
Le codeur digital, placé en bout d’arbre du coté du frein, a pour objet la mesure de la 
position angulaire de l’arbre. 
Ce travail n’a pas eu pour objet une régulation de position, donc on n’a pas pris en 
considération la sortie de ce dispositif dans la boucle de régulation ; pourtant ses 
caractéristiques techniques  sont fournies en annexe à ce travail. 
  
 
1.7  Le PC et le banc d’essai 
 
 
Dans ce travail on a implémenté différentes techniques  de régulation de vitesse du 
banc d’essai ; après la conception du régulateur on a fait des simulations et des 
expériences réelles et on en a vérifié la cohérence. 
Pour ce qui concerne les simulations, on a employé le model Simulink décrit dans le 
chapitre 2 inclus dans une boucle de régulation de vitesse contenant un des régulateurs ; 
pour ce qui concerne les expériences réelles on a réalisé une boucle fermée constituée par 
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le procédé (banc d’essai) et une carte  en temps réel exécutant  le logiciel correspondant 
au schéma Simulink du régulateur. 
Il s’agit d’un DSP CONTROLLER BOARD produit par dSPACE  inc travaillant en 
connexion avec le PC et le procédé. 
L’interface carte-procédé est constituée par des convertisseurs A/D et vice 
versa travaillant à la fréquence d’échantillonnage 1/T, avec T fixé. 
      La figure suivante montre le niveau de communication entre l’opérateur externe, la 
carte dSPACE et le procédé: 
 
 
Figure 1.13 
 
 
Lorsqu’on dispose du schéma Simulink du régulateur, à travers le module   ‘’builder’’ 
du ‘’Real Time WorkShop’’ de ‘’Matlab’’ on produit un fichier appelé  ‘‘Target 
Language File’’ qui est exécuté par le processeur (RTP) de la carte. 
Pendant son exécution la carte interagit soit avec le procédé (I/O) soit avec 
l’utilisateur externe ; ce dernier généralement lui envoie les valeurs numériques des 
éléments constituant la boucle Simulink (valeur d’une consigne, valeur d’un gain, état 
d’un interrupteur,etc.). 
Le courant envoyé à la carte permet effectivement la régulation  de la vitesse. Sa 
valeur est calculée à chaque instant sur la base de l’algorithme chargé dans 
le processeur temps réel; T est la période à laquelle la carte travaille. 
,...2,1, =kkTs
s
  
La carte dSPACE est fournie avec le logiciel Basic ControlDesk [REF 2], une 
interface utilisateur graphique   permettant de gérer les applications temps réel tournant 
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sur le processeur;  les fonctions de Basic ControlDesk les plus communes sont les 
suivantes : 
 
●  charger le logiciel (déjà compilé et traduit) sur la carte ; 
●  démarrer/arrêter l’exécution du logiciel ;  
●  changer dynamiquement les paramètres de l’algorithme 
●  garder les données reçues dans des fichiers     
 
En observant la figure 1.13 on peut voir le Basic ControlDesk comme un logiciel  qui 
permet d’interfacer l’utilisateur externe au logiciel tournant dans la carte. 
Changer dynamiquement les paramètres de l’algorithme, par exemple, ça veut dire 
d’avoir la possibilité de changer l’état d’un interrupteur  pendant l’exécution du logiciel, 
c'est-à-dire de pouvoir modifier la structure du régulateur à un moment donné. 
Dans ce mémoire, afin de pouvoir négliger les non linéarités du système,  on a 
travaillé toujours autour d’un point de fonctionnement préfixé ; pour vérifier le bon 
fonctionnement d’un régulateur on a d’abord conduit le procédé autour de ce point de 
fonctionnement  (avec un régulateur standard) et après, en commutant un interrupteur par 
Basic  ControlDesk, on a changé la régulation.  
 
 
1.7 Echantillonnage et filtrage des signaux   
 
 
Les convertisseurs A/D et D/A de la carte dSPACE travaillent à la fréquence 
d’échantillonnage fixée 1/T. Cette fréquence doit être établie sur la base des constantes de 
temps du banc d’essai ; plus précisément la constante de temps du courant et de la 
vitesse. 
Les convertisseurs ayant pour but d’enregistrer avec un niveau de précision suffisant 
le données reçues par le banc d’essai, ils doivent être suffisamment rapides pour ne pas 
perdre le contenu informatif important du signal à l’entrée;  pourtant dans ce travail on 
n’a pas analysé le transitoire de la boucle de courant et on a choisi T=1000 s pour bien 
suivre le profil de la vitesse. 
La carte dSPACE travaille donc à 1000 Hz. 
 
Le signal enregistré par les convertisseurs est un signal fortement bruité ; il s’agit du 
bruit introduit par le dispositif de mesure de vitesse du banc d’essai (tachymètre). 
Dans ce travail on procède au filtrage des signaux obtenus pour réduire la composante 
de bruit : le filtrage a été effectué par la fonction Matlab ‘FILTFILT’. 
Il s’agit d’un filtrage non causal qui permet un déphasage nul entre l’entrée et la 
sortie ; plus précisément on filtre le signal deux fois par le même filtre, une fois dans une 
direction et une fois dans l’autre. 
Le filtre évidemment est un paramètre à fournir à la fonction FILTFILT. 
Dans ce travail on s’est intéressé à des signaux ayant un contenu fréquentiel inférieur 
à 5 Hz, donc le filtre choisi est un filtre numérique de type FIR (Annexe B)  avec une 
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fréquence de coupure de 5 Hz ; les coefficients du filtre ont été obtenus par la fonction 
Matlab FIR1.  
La figure suivante remarque la différence entre le filtrage causal et le filtrage non 
causal d’un signal bruité; le signal à filtrer est celui en céleste, tandis que le signal en 
rouge est obtenu par un filtrage classique (fonction FILTER de Matlab) et le signal en 
bleu est obtenu à travers la fonction FILTFILT : 
   
 
 
 
Figure 1.14 
 
On remarque dans la figure ci-dessus que le filtrage classique introduit un déphasage 
entre le signal à l’entrée et celui à la sortie ; le signal obtenu avec le filtrage non causal 
FILTFILT permet au contraire d’avoir un déphasage nul. 
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2 Identification des paramètres  
 
 
 
 
 
Il s’agit dans ce chapitre de identifier les valeurs numériques des paramètres 
du modèle décrit dans le premier chapitre ; on va analyser d’abord les aspects 
mécaniques et après ceux électriques du banc d’essai. Pour ce qui concerne la 
partie de régulation électrique  on procède d’abord à l’analyse du boîtier 
d’alimentation du moteur actif, en donnant  un schéma de sa boucle de régulation 
de courant compatible avec les informations données par le fabriquant et après on 
va décrire et appliquer le concept d’anti-emballement aux schéma obtenu aux 
étapes précédentes. Une comparaison entre le comportement du modèle et du 
système réel est fournie à la fin du chapitre. 
 
 
2.1 Mécanique 
 
 
Les éléments actifs  du  banc d’essai sont les 2 moteurs à courant continu à aimants 
permanents et le frein à particules magnétiques; dans les expériences qu’on a faites afin 
d’identifier les paramètres du modèle, on a coupé l’alimentation d’un des 2 moteurs et 
celle du frein. 
Dans cette configuration le modèle se réduit à un seul moteur à courant continu qui 
entraîne  l’arbre et les autres éléments du banc d’essai (l’autre moteur, le frein et le 
réducteur) 
 



+
−=Ω
+
Ω−=
Jsf
sCsIks
LsR
sksUsI
c )()('1)(
)('2)()(
      (2.1) 
 
 
Le fabriquant du moteur fournit les valeurs de R,L,k1’,k2’ et J pour le moteur à 
aimants permanents et le but de cette première partie du chapitre est d’identifier le 
coefficient de frottement visqueux (f) et l’inertie totale de l’arbre (J) que le moteur actif 
doit vaincre.  
 
Une modélisation classique de la mécanique du moteur est la suivante: 
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Figure 2.1 
 
 
Pour obtenir la valeur du frottement visqueux (f) on a fait en même temps une 
mesure de courant dans l’induit et une mesure de la vitesse de l’arbre a vide. 
En employant la relation  (2.1): 
 
f
Ik
Jsf
k
s
Ist
st
00
0
'1'1lim)(lim =+= >−∞>− ω     (2.2) 
 
  
A partir de différentes mesures de courant et de vitesse  on a obtenu une valeur 
f=1.6e-005 Js. 
C’est important d’observer qu’on peut employer la relation (2.2) seulement s’il n’y a 
pas de courant dans l’induit du moteur entraîné, autrement, suite à la  vitesse de l’induit et 
à la présence des aimants permanents, on observera un couple résistant qui s’opposera au 
couple introduit  par le moteur actif.  
Dans cette dernière configuration la transmittance mécanique du moteur deviendrait 
du deuxième ordre, puisqu’ il faudrait ajouter la dynamique du couple résistant qui naît 
suite à la  vitesse de l’arbre (transmittance Cm(s)/Ω(s)). 
Le modèle de la partie mécanique deviendrait: 
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Figure 2.2 
 
En modifiant la partie mécanique de la (2.1): 
 
'2'1)()(
'1
)(
)(
22
2
0 kkRLsfRLsJs
RLsk
sI
s
rotrot
rot
Cc
++++
+=Ω
=
  (2.3) 
 
d’ou’: 
 
'2'1
'11
)(
)(lim)(lim
2
2
000 kkfR
RIk
s
I
sI
sst
rot
rot
st +=
Ω= >−∞>− ω    (2.4) 
 
On peut observer que, lorsqu’on interdit le passage de courant dans l’induit du 
deuxième moteur, c’est à dire lorsque , on retrouve la relation (2.2). ∞→2rotR
 
En disposant des expériences de laboratoire, au lieu d’obtenir la valeur de J de façon 
physique, on a préféré  l’obtenir de façon expérimentale   afin de ne pas oublier l’inertie 
introduite par l’arbre et les autres composants tournants du banc d’essai (accouplement, 
tachymètre, etc.). 
Cependant on peut employer la valeur de J fournie par le fabriquant pour obtenir une 
limite inférieure que le résultat expérimental devra respecter. 
Pour l’identification de l’inertie des éléments tournant on a analysé les  
caractéristiques temporelles de deux dynamiques du système (électrique et mécanique). 
En les considérant bien séparées en fréquence, à partir de la (2.1) on peut observer un 
pole électrique à une fréquence ωe≈R/L≈5300 rad/s  et un pole mécanique  
ωm≈f/J, ou’ f =1.6e-005 Js et J ne peut pas être inférieur à la valeur de l’inertie d’un seul 
moteur (6.77e-006 Kg.m2). 
On peut  affirmer que ωm<2.6 rad/s et donc les deux dynamiques sont 
effectivement plutôt loin en fréquence. 
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La présence d’un régulateur de courant dans le boîtier d’alimentation, dont la bande 
passante est de 2.5 Khz, rend les deux dynamiques encore plus éloignées et, afin 
d’évaluer la valeur de J, on considérera la réponse indicielle obtenue par l’expérience de 
laboratoire comme la réponse indicielle d’un système du premier ordre dont l’unique pole 
mécanique détermine le temps de monté. 
 
 
 
 
Figure 2.3 
 
 
A partir de la réponse indicielle de la figure 2.3 on peut évaluer un temps de montée 
 à  environ 5.7 s, donc, puisque pour les systèmes du premier ordre on a 
, on obtient une bande passante de environ 0.07 Hz, c’est à dire un pole 
ω
MT
3−B 37.0≅MT
m≈f/J≈0.4079 rad/s, d’où enfin J≈3.923e-005 Kg.m2. 
La valeur de J obtenue est compatible avec la valeur fournie par le fabriquant du 
moteur  puisqu’elle vaut plus que deux fois l’inertie d’un routeur.  
 
 
2.2 Boîtier d’alimentation 
 
 
En ce qui concerne le boîtier d’alimentation on a fait des essais pour en identifier la 
dynamique, soit du point de vue de la bande passante, soit du point de vue du 
comportement en saturation. 
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Figure 2.4 
 
 
On a choisi de modéliser le régulateur avec un PI qui compense le pole électrique 
ωe≈R/L et qui permet d’avoir une bande passante de la boucle de courant d’environ 2.5 
Khz. 
 
RLTK
Ts
KsPI /,10.3),11()( ≅=+=       (2.5) 
 
La correspondance entre la tension appliquée au boîtier et le courant mesuré dans 
l’induit du moteur est linéaire jusqu’à une consigne de environ 1.35 V, après laquelle le 
courant d’induit reste proche à la valeur 0.265-0.27 mA. 
A partir du schéma2.4 on peut voir que le courant limite dépend de la tension limite 
V0 qu’on peut appliquer au routeur: 
 
 
'2'1)()(
)(
kkJsfR
Jsf
sU
sI
++
+=    (2.6) 
 
Puisque tout est stable, pour rejoindre le courant limite, il suffit d’appliquer à vide  
une tension V et d’augmenter lentement cette valeur jusqu’à ce que’ on ne remarque plus 
une augmentation du courant, donc si V  est cette valeur critique,par le théorème de la 
valeur final: 
0
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La relation (2.7) permet d’établir une valeur de la limitation qui rapproche le modèle 
de la dynamique de courant au système réel: on obtient V0≈21.7763 V. 
 
 
2.3  Anti-emballement  
  
Le schéma de la figure 2.4 ne peut pas fonctionner en pratique, puisqu’il est sujet  au 
phénomène qu’on appelle « emballement » dans la littérature. 
Sans vouloir traiter ce phénomène de manière spécifique, on va montrer d’abord les 
problèmes  qui se présenteraient en employant tout simplement le schéma 2.4 et   après 
une façon de résoudre ces problèmes. 
 
Figure 2.5 
 
 
 
On suppose que la boucle de la figure 2.5 est stable et donc qu’en l’absence de 
saturation et en régime stationnaire on obtient e=0. 
Puisque la valeur de  ne peux pas être plus grande que u (la limite de la 
saturation), la valeur de y(t) aura une valeur supérieure y
)(' tu 0'
0 ; lorsque la consigne r(t) 
devient temporairement plus grande que y0  la sortie du procédé se stabilise à cette valeur 
et à l’entrée du régulateur on mesurera la quantité constante   e=r- y0 ; si le régulateur est 
tout simplement un proportionnel ça ne va pas être cause de problèmes, mais s’il contient 
un intégrateur la sortie u(t) va devenir de plus en plus grande, c'est-à-dire on a 
l’emballement du régulateur. 
Lorsque le régulateur subit le phénomène d’emballement, on n’a plus un 
comportement fiable de la boucle et on observe souvent  un retard dans la 
boucle accompagné d’un déphasement indiciel; le retard est du au fait que la grandeur 
d’état de l’intégrateur (continue même en présence d’une discontinuité de l’entrée) doit 
regagner une valeur inférieure au niveau induit par la saturation. 
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La durée de ce retard est fonction du niveau auquel l’état interne était arrivé, donc est 
fonction de la durée du travail en saturation.       
Une façon de résoudre ce problème [REF 6] c’est d’imposer qu’on ait e=0  lors que 
e=r- y0, c'est-à-dire d’imposer que l’état interne de l’intégrateur n’augmente pas hors de 
la saturation. 
La figure suivante montre le schéma d’un système d’anti-emballement : 
 
 
 
Figure 2.6 
 
A partir de la figure ci-dessus on peut écrire : 
 
)(1
))(')()(()()))(')(()()(()(
sfC
sfUsEsCsUsUsUfsEsCsU +
+=⇒−−=  (2.8) 
 où C(s) est la transmittance du régulateur. 
 
Si on n’est pas en saturation on a u(t)=u’(t)  et on ne change point la dynamique du 
régulateur initial  tandis qu’un saturation une valeur de f  suffisamment grande permet 
d’avoir encore u(t)=u’(t) et donc e(t)=0. 
Lorsqu’on est en saturation, on impose donc que la valeur de u soit la même que la 
valeur maximale sortant du dispositif de limitation. 
 
 
2.4 Le schéma complet du banc d’essai 
 
 
En composant les schémas partiels obtenus jusqu’à présent on obtient enfin le schéma 
du banc d’essai qu’on a employé dans les simulations pendant le reste de ce travail :  
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Figure 2.7 
 
 
Dans les expériences de laboratoire on a envoyé un échelon de consigne de courant au 
moteur et on a fait des mesures de courant (dans l’induit) et de vitesse (sur l’arbre, avant 
le réducteur) ; pourtant l’échelon de courant envoyé par le PC au banc d’essai a été 
exprimé en Volt, donc un gain a (si on travail avec de petits signaux) doit encore être 
ajouté à l’entrée  du schéma de la figure 2.7. 
Grâce aux expériences de laboratoire on a établie a=0.4.  
La transmittance complète de la boucle de courant et de la mécanique du système est 
la suivante: 
 
))(('2'1)())()((
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+++++=
Ω  (2.9) 
 
où a indique la correspondance (linéaire si on fait de petits échelons) entre la tension 
appliquée au boîtier  et la consigne de courant effectivement imposée (environ 0.4) et 
sont respectivement le numérateur et le dénominateur de la fonction de 
transfert du régulateur P+I (boîtier d’alimentation ).  
)(),( sdsn pipi
 
 
A remarquer dans le schéma de la figure 2.7 que le boîtier présente  aussi une 
saturation de courant, limitant la valeur maximale du courant circulant dans l’induit; sa 
valeur a été établie sur la base de considérations électriques relatives au circuit d’induit 
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du moteur : le fabriquant fournit une valeur de 2.4 A pour le courant maximal supporté 
par le moteur et, pour ne jamais atteindre cette valeur on a choisi une valeur de 1.5 A 
pour la saturation. 
 
    
2.5 Freinage 
 
  
Jusqu’à présente on a modélisé l’ensemble alimentation-moteur-arbre et ça permet 
d’envoyer une consigne de courant au moteur et de simuler le profil du courant d’induit 
et de la vitesse de l’arbre (avant la réduction). 
Pourtant dans la figure 2.7 on remarque la présence de la grandeur  représentant  
le couple de freinage qui intervient sur l’arbre au niveau du moteur ; le but de ce 
paragraphe est de trouver la liaison entre la grandeur de commande du frein (courant lui 
envoyé, ) et le couple c  effectivement appliqué sur l’arbre moteur. 
)(tcc
)(ti f )(tc
Le schéma suivant remarque les étapes de la transformation de i   en  (  
représente le couple appliqué à l’arbre avant la réduction): 
)(tf )(tcc )(' tc c
 
 
Figure 2.8 
 
A partir des caractéristiques mécaniques du réducteur (par. 1.4) on connaît son facteur 
de réduction (1/111) et son rendement (70%) et, sans vouloir se préoccuper trop de son 
comportement dynamique, on peut considérer sa transmittance comme un simple gain; en 
outre à partir des caractéristiques mécaniques du frein (par. 1.3) on sait qu’il y a 
correspondance presque linéaire entre le courant lui envoyé et le couple appliqué. 
En couplant ces deux affirmation on peut simuler le parcours de i  en figure 2.8 
avec un gain dont la valeur a été déterminé à partir des expériences pratiques. 
)(tf
fk
On a  envoyé une consigne de courant au moteur et au schéma de la figure 2.7 en 
attendant le régime stationnaire;  ensuite on a envoyé le même courant i  au frein et )(tf
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au gain k  qui simule la caractéristique I/O de l’ensemble frein-réducteur de la figure 
2.8. 
f
On a enfin ajusté la valeur du gain pour avoir un profil de vitesse similaire : la valeur 
choisie est k   et la figure 2.11 au bout de ce chapitre  montre une comparaison 
entre le système réel et le modèle. 
3.0=f
   
 
2.6 Validation du modèle 
 
 
La figure suivante montre la réponse du système et du modèle à un échelon  de 
1300mV à vide. 
 
 
 
 
 
Figure 2.9 
 
 
On peut remarquer dans la figure en haut que la mesure de vitesse est assez bruitée, 
pourtant dans ce cas on peut encore bien en apercevoir le profil est on n’a pas procédé au 
filtrage de la même.   
  
Une autre expérience de laboratoire a permis de tracer la réponse indicielle du 
système en pleine saturation : on a imposé une consigne de courant de 1500mV et on a 
attendu le régime : voilà la comparaison entre le profil du système réel (en bleu)  et celui 
du modèle (en rouge) : 
 28 
 
 
 
Figure 2.10 
 
 
On peut voir dans la figure 2.10 qu’il y a un certain retard du modèle et ça peut 
s’expliquer par l’amplitude de l’échelon (les non linéarités commencent devenir 
évidentes). 
A remarquer le fait que, lorsqu’on est en saturation , le temps de montée n’est plus 
fixé par la valeur de J et f mais devient fonction du point travail ; dans ce cas plus la 
valeur du courant est élevée plus le temps de montée est bref.  
 
La dernière expérience de ce chapitre permet de comparer le profil du modèle et du 
système réel dans le cas où une perturbation périodique intervient sur l’arbre moteur. 
On a choisi d’envoyer  au frein un courant périodique du type : 
 
))3sin()2sin()(sin()( tttati f ωωω ++=      (2.10) 
 
où a=0.025,  et où on a interdit au courant du frein de prendre des valeurs 
négatives. 
πω 2=
 
Dans la figure suivante on donne les profils du système réel (bleu) et du modèle 
(rouge) ;  le courant envoyé au moteur a une valeur de 1.5 V et le frein commence 
travailler vers l’instant t=11 s:  
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Figure. 2.11 
 
  
Dans cette dernière figure on a filtré le signal reçu par le convertisseur A/D de la carte 
dSPACE en coupant toutes les fréquences hors la bande passante du signal (2.10). 
Pour ce qui concerne le filtrage on a procédé à un filtrage offline sans déphasage, 
c'est-à-dire on filtré le signal deux fois : d’abord directement, après dans l’autre direction. 
Ce type de filtrage digitale permet de ne pas avoir déphasage entre la suite à l’entrée 
et celle à la sortie et donc permet un comparaison raisonnable entre un signal filtré 
(mesure de vitesse) dans lequel on a rejeté la composante de bruit et un signal qui n’est 
pas bruité (simulation). 
La fonction ‘’FILTFILT’’ de ‘’Matlab’’ permet ce type de filtrage. 
 
2.7  Conclusions 
 
Dans ce chapitre on a fourni un schéma Simulink du banc d’essai lorsqu’il y a un seul 
moteur actif entraînant l’arbre ;  bien qu’il s’agit d’un système du deuxième ordre, on a 
remarqué que les constantes de temps des boucles (courant et vitesse) ont des valeurs tout 
à fait  différentes : cela a permis dans le reste du travail d’analyser la stabilité de la boucle 
de vitesse en considérant le banc d’essai tout simplement comme un premier ordre, bien 
que dans les simulations on a employé le schéma complet obtenu dans ce chapitre. 
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3 Régulation avec résonateur  
 
  
 
Il s’agit dans ce paragraphe d’effectuer une régulation de vitesse permettant 
au système de suivre une consigne de vitesse en compensant une perturbation 
externe  qui est supposée être périodique et dont la période est connue aussi. On 
va effectuer une compensation  classique, avec un résonateur  dont la pulsation de 
résonance est  supposé être le même que la pulsation fondamentale de la 
perturbation. Après avoir décrit l’idée de base d’une régulation avec résonateur, 
on va décrire le dispositif et on va l’introduire dans la boucle de vitesse. Sur la 
base des résultats de simulation et des expériences de laboratoire on va enfin 
évaluer les performances d’une telle régulation. Une comparaison entre la 
simulation et l’expérience réelle avec le banc d’essai est aussi fournie. 
 
3.1 Le principe du modèle interne 
 
L’idée de base d’une régulation avec résonateur est le principe du modèle interne qui 
affirme que, pour que la sortie de la boucle de régulation puisse poursuivre 
asymptotiquement l’entrée de consigne en présence d’une perturbation externe, il faut 
introduire dans la boucle un régulateur contenant les modes de la perturbation et de la 
consigne. 
Pour rester dans les mêmes conditions de travail que les expériences  de laboratoire 
on va considérer le cas où la grandeur de consigne de la boucle est un échelon et la 
perturbation  à compenser est introduite au niveau de la sortie du régulateur, comme 
représenté à la figure suivante : 
 
 
Figure 3.1 
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On considère la boucle de la figure 3.1 où C(s) et P(s) représentent respectivement le 
modèle continu du régulateur et du procédé. 
 
En supposant nulle la valeur de la consigne et en considérant la perturbation d(t) 
comme la sortie d’un système autonome avec transmittance 
)(
)(
sD
sN
d
d  initialisé à des 
conditions initiales précises, on peut écrire : 
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En introduisant dans le dénominateur du régulateur les modes instables contenus dans 
 et en supposant qu’ils ne s’effacent pas avec les zéros du procédé on obtient la 
rejection des modes de la perturbation. 
)(sDd
Lorsqu’on introduit du bruit de mesure (en ajoutant du bruit à la sortie ) modélisé par 
la transmittance   
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sD
sN
m
m , on obtient : 
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La relation 3.2 incite à introduire dans le numérateur du régulateur les modes du bruit 
de mesure. 
Lorsque cette grandeur et la perturbation D(s) ont la même nature on ne peut plus 
atteindre en même temps  la complète rejection de la perturbation et la complète 
insensibilité au bruit de mesure et un compromis doit être choisi. 
 
 
3.2 Le résonateur  
 
Le schéma d’un résonateur synchronisé à la pulsation ω0  est le suivant : 
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Figure 3.2 
 
 
Lorsque l’entrée du résonateur est u(t)=a sin(ω0t) on peut écrire : 
 
 
)2sin(
2
1)cos()sin()(2
))2cos(1(
2
1)sin()sin()(1
000
000
tattate
tattate
ωωω
ωωω
==
−==
 (3.3) 
 
d’où : 
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et  enfin : 
 
)sin(
2
1)( 0tatty ω=     (3.5) 
 
 
On peut voir de (3.5) que le résonateur permet d’avoir un gain illimité à la pulsation 
ω0.  Pour en obtenir la transmittance il suffit d’écrire la relation entrée-sortie dans le 
domaine  temporel, de la dériver deux fois et de passer enfin au domaine de Laplace ; on 
obtient : 
 
 33 
2
0
2)(
)(
ω+= s
s
sU
sY    (3.6) 
 
 
La relation (3.6) montre  le fait qu’un régulateur à résonance introduit dans la boucle 
du système le mode oscillatoire qu’on cherche à compenser ; comme un intégrateur, 
ayant un gain illimité en « DC », permet de compenser une perturbation à pulsation zéro, 
ainsi le résonateur, ayant un gain illimité à pulsation ω0  sur laquelle est synchronisé, 
permet de compenser une  perturbation à la même pulsation. 
La figure suivante montre le diagramme de Bode d’un résonateur conçu pour la 
pulsation ω0=2π : 
 
 
 
 
Figure 3.3  
 
3.3 Le régulateur complet  et la boucle fermée 
 
Dans les lignes qui suivent on considère l’introduction d’un échelon de consigne de 
vitesse et d’une perturbation (couple) appliquée directement à l’arbre par le frein. 
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Figure 3.4 
 
 
Le moteur est décrit par une dynamique du premier ordre et le régulateur doit à la fois 
permettre de suivre l’échelon de vitesse et compenser l’effet du frein. 
Pour le  moment la boucle ne permet pas de suivre une consigne de vitesse, puisque le 
régulateur ne possède pas encore d’action par intégration et en outre, bien qu’on suppose 
périodique la perturbation intervenant sur l’arbre, elle aura sûrement plusieurs 
harmoniques. 
Il faut donc ajouter dans le régulateur un intégrateur et au moins un résonateur 
correspondant aux deux premières harmoniques de la perturbation. 
Un régulateur raisonnable devient donc :     
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Figure 3.5 
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A partir de la structure de la  figure 3.4 et de la relation 3.7 on peut obtenir le lien 
entre l’erreur E(s) et les deux grandeurs agissant sur le système : 
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La figure suivante montre le diagramme de Bode de la transmittance E(s)/D(s) 
lorsqu’on emploie le régulateur 3.7 et Lorsqu’on considère dans le modèle P(s) l’unique 
pôle mécanique avec pulsation ω=J/f: 
 
 
 
Figure 3.6 
 
 
A remarquer dans la figure en haut la rejection des pulsations ω et 
 ; en outre l’intégrateur inclus dans la transmittance 3.7 rejette les pulsations 
proches de zéro, bien qu’elle ne soient pas représentées dans la figure. 
π20 =
πω 2*21 =
Le lieu des racines pour la boucle fermée constituée par le moteur et par le 
régulateur 3.7 est le suivant: 
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Figure 3.7 
 
On peut voir dans la figure 3.7 que tous les pôles de la boucle fermée sont à partie 
réelle mineure de zéro, la boucle fermée obtenue est stable.  
La bande passante de la boucle est fortement limitée par le pôle mécanique du moteur 
donc, en introduisant un compensateur qui simplifie le pôle à la pulsation ω=J/f et rajoute 
un autre à la pulsation 10 rad/sec, on obtient une dynamique un peu plus rapide: 
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Figure 3.8 
 
Avec un k tous les pôles de la boucle fermée sont stables ; la valeur de k  peut 
être choisie pour satisfaire les critères de bande passante, de marge de stabilité etc.;  dans 
notre cas, puisqu’on va comparer deux  types de compensateurs on va choisir  de 
façon à obtenir environ la même bande passante pour la fonction de sensitivité du 
système vis-à-vis de la perturbation. 
0>fb fb
k fb
Dans les simulations suivantes on a choisi .  9=fbk
 
 
   
 
3.4 Discrétisation du régulateur 
 
L’analyse en temps continu de la boucle fermée a permis d’assurer la stabilité du 
système de régulation. Cependant, comme on va mettre en œuvre le régulateur sur une 
carte DSPACE qui travaille à une fréquence d’échantillonnage établie (1000 Hz), on va 
obtenir le schéma Simulink du résonateur discret à partir du schéma de figure 3.2. 
Entre plusieurs possibilités on a choisi d’effectuer une discrétisation du type « Sample 
& Hold » qui équivaut aussi à une approximation d’Euler dans ce cas-ci ; aux intégrateurs 
présents dans le schéma de figure 3.2 il suffit de substituer la transmittance discrète 
 
1
)( −= z
TzH     (3.9) 
où T=0.001 sec. 
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Aux sinusoïdes et cosinusoïdes continues il faut évidemment substituer des blocs 
discrets qui en donnent une approximation suffisamment précise. 
      
 
3.5 Simulations 
 
3.5.1 Procédure de simulation 
 
Après ces considérations théoriques, un ensemble de simulations permet d’évaluer les 
performances du résonateur et de les comparer aux performances du régulateur  répétitif 
présenté dans le chapitre 5. 
On va employer la même procédure de simulation pour les deux méthodes.  
Dans la situation présentée il est demandé au moteur d’atteindre une vitesse constante 
correspondante à 2.5 V sur le tachymètre en présence de la perturbation de couple 
introduite par le frein au niveau de l’arbre moteur. 
Le schéma employé pendant les simulations est le suivant : 
 
 
Figure 3.9 
 
La simulation est composée de 2 phases : d’abord on envoie une consigne de vitesse 
(2.5 V) à la boucle réglée par un PI et on attend le régime : dans cette première phase la 
perturbation est déjà présente, donc en régime périodique établi on remarque son effet 
dans le signal de sortie. 
La deuxième phase commence à l’instant t0 où  on change le type de régulation : le 
signal sortant du bloc ‘resonator enable’  active les deux résonateurs qui ajoutent leur 
sortie au signal sortant de l’intégrateur.  
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A la fin de la simulation on procède à l’évaluation de la performance du régulateur 
totale (celui qui est actif pendant toute la deuxième phase)  sur la base de critères 
spécifiques. 
 
3.5.2 Perturbations   
  
La perturbation de couple est obtenue en envoyant au frein à particules magnétiques 
un courant if(t) ; ce courant, avant d’entrer dans le frein, traverse un bloc de limitation 
(fig. 3.9) qui lui empêche d’atteindre des valeurs négatives, mal supportées par le 
dispositif de freinage ; suite à l’application de ce courant un couple résistant  va 
apparaître sur l’arbre moteur. 
)(tcc
Pendant les simulations on a choisi les signaux périodiques suivants pour générer le 
couple c  : )(tc
 
1. Le signal i  avec période fondamentale T  s et trois fréquences 
importantes (DC,
)(1 tf 1=p
p
p T
π2=ω ,  : pω2 )
 
)2sin(010.0)sin(020.0025.0)(1 ttti ppf ωω ++=   (3.10) 
 
 
2.    Le signal i  avec période fondamentale T  s et quatre fréquences 
importantes (DC,
)(2 tf 1=p
pT
π2
p =ω , 3 ) : pω2 , pω
 
)3sin(005.0)2sin(010.0)sin(020.0025.0)(2 tttti pppf ωωω +++=   (3.11) 
 
 
3.   Le signal  avec période fondamentale T  s  et quatre fréquences 
importantes (DC,
)(3 ti f 95.0≅p
p
p T
π2=ω , 3 ) : pω2 , pω
 
)3sin(005.0)2sin(010.0)sin(020.0025.0)(3 tttti pppf ωωω +++=  (3.12) 
 
 
La figure suivante illustre le profil du couple c  généré après l’application au frein 
du correspondant  i  : 
)(t
ic
)(t
if
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Figure. 3.9 
 
 
On remarque dans la figure ci-dessus que les signaux de couple générés par 
l’application de i  et ont une richesse harmonique majeure que le signal de 
couple généré par l’application de : ce choix permet de évaluer la performance du 
régulateur lorsque le nombre de harmoniques augmente. 
)(2 tf )(3 ti f
)(1 ti f
D’ailleurs le signal de couple généré par  a une période de 0.95 s, et sa choix 
permet d’évaluer la performance du régulateur lorsqu’il n’est pas parfaitement ajusté à la 
fréquence de la perturbation ; en fait le résonateur qu’on va employer est ajusté sur une 
période de 1 s. 
)(3 ti f
 
3.5.3 Critères d’évaluation  
 
Les critères pris un considération dans ce travail sont au nombre de deux : le temps 
de compensation de la composante oscillante de la perturbation et le facteur 
d’atténuation de cette perturbation. 
On définit la première grandeur comme le temps nécessaire à la sortie (vitesse) pour 
passer d’une oscillation d’amplitude a0 à une oscillation d’amplitude a=0.1 a0, où a0 est 
l’amplitude de l’oscillation qu’on enregistre à la fin de la première phase de simulation.   
 41 
Le facteur d’atténuation est le rapport entre l’amplitude de l’oscillation à la fin de la 
phase 2 et a0, on établit la fin de la deuxième phase (et donc de la simulation) à l’instant 
T=50 s. 
 
3.5.4  Résultats de la simulation 
  
   
La figure suivante montre le profil de la vitesse pendant la première simulation ; 
dans cette simulation on à compensée la perturbation obtenu par l’application de i  
au dispositif de freinage : 
)(1 tf
 
 
 
 
Fig. 3.10 
 
 
Dans la première phase de la simulation (comprise entre les instants 0 et 25 s) on 
remarque l’effet de l’intégrateur présent dans la boucle  permettant d’obtenir une 
oscillation autour de la valeur de consigne 2.5 V; l’amplitude de l’oscillation est environ 
0.27 V. 
On peut voir  dans la figure 3.10 que le profil change après l’instant de commutation 
pour se stabiliser avec  une oscillation dont l’amplitude est environ  0.0010 V: on calcule 
facteur d’atténuation G=0.0037, c'est-à-dire environ  0.4 %. 
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Pour ce qui concerne le temps de compensation on observe une valeur d’environ 4 s, 
c'est-à-dire après l’instant t=29 s l’oscillation reste comprise dans la région déterminée 
par les deux droites en rouge de la figure 3.10.  
 
Dans la deuxième simulation on envoie au frein le courant i , présentant le cas 
dans lequel le résonateur n’a pas autant de fréquences de résonance que les harmoniques 
du signal à rejeter . 
)(2 tf
Le résultat qu’on obtient est illustré dans la figure suivante : 
 
 
 
 
Figure 3.11 
 
 
En observant la figure ci-dessus on remarque que la boucle se stabilise avec une 
oscillation permanente due à la composante du couple à pulsation  ; l’amplitude de 
l’oscillation est 0.0214 V est le facteur d’atténuation est environ 7.6 %. 
pω3
Pour ce qui concerne le temps de compensation on observe une valeur d’environ 5 s, 
c'est-à-dire après l’instant t=30 s l’oscillation reste comprise dans la région déterminée 
par les deux droites en rouge de la figure 3.11. 
Cette simulation illustre clairement comme l’introduction dans la perturbation  d’une 
harmonique à laquelle ne correspond pas un pic de résonance du résonateur a rendu la 
boucle beaucoup moins performante que dans le cas précédant.  
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Une troisième simulation  prend en considération le cas plus vraisemblable où la 
période de la perturbation n’est pas connue avec précision : on a supposé une imprécision 
de 5% sur la période ; le signal envoyé au frein est  : )(3 ti f
 
 
 
 
Figure 3.12 
 
 
L’oscillation finale se stabilise avec une amplitude de 0.179 V et le facteur 
d’atténuation est devenu 63.2 %. 
Cette dernière simulation remarque une perte de performance sensible de la boucle 
lorsque il y a une incertitude sur la période de la perturbation à rejeter ; avec une 
incertitude du 5 % la capacité de rejection de la boucle est devenue presque 10 fois 
inférieure. 
 
3.6  Modèle et système réel 
 
Jusqu’à présent on a analysé les performances du régulateur  sur la base des réponses 
obtenues en simulation ; on va  maintenant montrer une comparaison entre les résultats 
obtenus avec le modèle décrit dans le chapitre précédant et ceux obtenus en travaillant sur 
le banc d’essai. 
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Le schéma Simulink implémenté en temps réel est le suivant : 
 
 
Fig. 3.13 
    
 
Les blocs en gras représentent respectivement le convertisseur A/D et le convertisseur 
D/A qui interfacent la carte dSPACE au procédé. 
Ceux-ci fonctionnent à une cadence d’échantillonnage de1000 Hz et on a choisi la 
même fréquence pour les autres blocs discrets.  
La figure suivante montre une comparaison entre la simulation (rouge) et l’expérience 
de laboratoire (bleu) ; le courant envoyé au frein est i . )(2 tf
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Figure 3.14 
 
 
L’expérience réelle dont la figure ci-dessus illustre le résultat a été géré à travers 
le logiciel Basic Controldesk [REF 2] ; on a crée une interface graphique à travers 
laquelle on a établi les valeurs du schéma en temps réel de la figure 3.13. 
Une description détaillée d’une telle interface est fournie dans le chapitre 5, où on 
emploie un régulateur de type répétitif. 
      
3.7 Conclusions 
  
La méthode du résonateur impose au concepteur d’introduire dans le système à régler 
un intégrateur et un nombre de résonateurs croissant avec le nombre d’harmoniques de la 
perturbation ; la performance d’un tel régulateur donc est beaucoup influencée par  la 
richesse harmonique de la perturbation à rejeter ou, lorsque il s’agit un problème de 
poursuite, de la consigne à poursuivre. 
Le régulateur  conçu dans ce chapitre contient un intégrateur et deux fréquence de 
résonance ; on a choisi un amortissement nul   et ça démontre sa faiblesse lorsqu’ il s’agit 
de rejeter des perturbations dont la période est connue avec un certain niveau 
d’incertitude.  
Le tableau suivant résume les résultats obtenus avec un tel régulateur : 
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Courant envoyé au 
frein 
Incertitude sur la 
période 
Facteur 
d’atténuation 
Temps de 
compensation  
)(1 ti f  0 % 0.4 % 4 s 
)(2 ti f  0 % 7.6 % 5 s 
)(3 ti f  5 % 63.2 % - 
 
 
Dans le prochain chapitre on va exposer les concepts théoriques de la régulation 
répétitive qui seront appliqués, au cours du chapitre 5, au cas du banc d’essai. 
Un tableau similaire contenant les résultats obtenus en terme de facteur d’atténuation  
et temps de compensation et permettant une comparaison entre les deux méthodes est 
fourni à la fin du chapitre 5. 
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   4  Régulation répétitive 
 
 
 
 
Un système de régulation sujet à une perturbation périodique  peut devenir 
plus performant en employant un type de régulation qu’en littérature on appelle 
‘répétitive’ : un régulateur de cette typologie permet la rejection de la perturbation 
lorsqu’elle est périodique et la période est compatible avec la fréquence 
d’ajustement du régulateur. Un filtre employable avec succès dans les problèmes 
de control répétitif est le filtre ‘boucle à mémoire’ et dans les paragraphes 
suivants on va en décrire la structure et les propriétés. Après avoir étudié les 
principes du filtrage par ‘boucle à mémoire’ on va considérer trois types de 
boucles à mémoires : la boucle à mémoire standard, sa version robuste et, enfin, 
sa version adaptative.  L’application pratique de ce filtre au banc d’essai est 
présentée dans le chapitre 5. 
    
 
 
4.1 Principes du filtrage par ‘boucle à mémoire’  
 
Un filtre numérique incorporant une ligne de retards fermée avec une boucle à      
rétroaction positive s’appelle une ‘boucle à mémoire’. 
Le schéma suivant en représente une structure générale : 
 
 
Figure 4.1 
 
Le scalaire kr  est appelé ‘gain répétitif’ et détermine l’influence que le régulateur 
répétitif va avoir dans la boucle. 
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Le principe du filtrage par ‘boucle à mémoire’ est une combinaison de deux idées de 
base : 
 ●  Le principe du modèle interne (3.1), qui affirme que le modèle de la 
perturbation doit être présent dans la boucle de régulation afin de permettre sa réjection 
complète   
 ●  Le fait que la ‘boucle à mémoire’ peut être vue comme un générateur de signal 
dont la période est imposée arbitrairement par sa structure. 
 
      Le paragraphe qui suit va approfondir cette dernière idée.     
 
4.2 Signaux périodiques 
 
Chaque suite périodique x(k) de période fondamentale NT peut être générée par une 
ligne de retard introduite dans une boucle à rétroaction positive (fig. 4.2) : 
 
     
 
Figure 4.2 
 
 
Lorsqu’on charge le dispositif de la figure 4.2 avec la suite  
 
....0,0,0),1(),....,1(),0()(0 −= Nxxxkx   (4.1) 
 
la suite périodique x(k) formée de la répétition des N premiers éléments de va 
apparaître à la sortie. 
)(0 kx  
La transmittance du dispositif de la figure 4.2, qui en littérature s’appelle ‘boucle à 
mémoire standard’, est donc la suivante : 
 
N
N
z
z
zX
zX
−
−
−
−
−= 1)(
)(
1
0
1
  (4.2) 
  
En analysant le contenu modal de la  ‘boucle à mémoire standard’ on remarque la 
présence de N pôles uniformément distribués à la limite de la région de stabilité ; chaque 
suite périodique peut donc être obtenue à partir d’un système autonome avec le polynôme 
 au dénominateur et chargé avec des conditions initiales adéquates. Nz−−1
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Le principe du modèle interne exposé dans le paragraphe 3.1 suggère alors 
d’introduire un tel dispositif dans la boucle de régulation afin de rejeter l’effet de la 
perturbation dans la boucle. 
 
 
4.3 Structure du filtre ‘boucle à mémoire’ 
       
Dans ce paragraphe on va analyser avec précision la structure et les propriétés du 
filtre ‘boucle à mémoire’ de la figure 4.1. 
Le bloc  de retard est en pratique un registre avec une certain nombre (N) de cellules  
de mémoire; les cellules sont  mises en cascade (fig. 4.3) est travaillent à la fréquence 
d’échantillonnage 1/T. 
 
 
Figure 4.2 
     
 
La transmittance du régulateur répétitif de la figure 4.2 est la suivante : 
 
N
N
r
z
zkzC −
−
−
−
−−=
1
)1(1)( 1   (4.3) 
 
où . ]1,0[∈rk
 
Le régulateur a N pôles à la limite de la région de stabilité et les zéros se trouvent aux 
mêmes angles mais à une distance N rk−1 de l’origine; la figure suivante en indique la 
disposition pour N=5 et =0.5 : rk
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Figure 4.3 
 
Les effets de la valeur de  sur la régulation  seront  étudiés avec plus de précision 
au bout de ce chapitre. 
rk
 
La figure 4.3 a été obtenue par la fonction Matlab ‘rlocus’ à partir de la transmittance discrète (4.3). 
Lorsque N augmente il peut valoir mieux d’effectuer une analyse en temps continue pour éviter des 
problèmes de calcul et de mémoire. Pourtant la boucle à mémoire, contenant un retard dans sa ligne directe, 
ne peut pas être analyse à travers les fonctions Matlab gérant les systèmes continus (ex. rlocus). 
Une solution employée au cours de ce mémoire a été de substituer au retard l’approximation de Padé 
[Annexe A], permettant d’avoir une transmittance polynomiale au numérateur et au dénominateur. 
    
A partir de  la structure du filtre ‘boucle à mémoire’ on peut voir le lien avec un filtre 
contenant  un  intégrateur : la ‘boucle à mémoire’ en représente une généralisation, 
puisque pour N=1 on obtient tout à fait le schéma d’un régulateur PI discret  qu’on 
emploie évidemment pour rejeter la composante continue d’une perturbation. 
La correspondance  entre les deux régulateurs devient encore plus claire lorsqu’on 
analyse le gain du diagramme de Bode de la ‘boucle à mémoire’ :  
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Figure 4.4 
 
 
Le gain du régulateur répétitif présente des valeurs illimitées aux pulsations 
NT
lπ2 , où 
l=0,1…N/2 ; donc sans perdre l’objectif de base d’un intégrateur (gain illimité en DC) on 
ajoute au régulateur la capacité d’avoir des gains également élevés à toutes les fréquences 
harmoniques de 1/ NT. 
C’est bien en accord avec le principe consistant à réduire la sensibilité de la boucle à 
une perturbation en augmentant  le gain de boucle à la fréquence correspondante.  
 
 
4.4 Stabilité de la boucle fermée 
 
Dans ce paragraphe on analyse la stabilité d’une boucle comprenant le filtre ‘boucle à 
mémoire’ de la figure 4.2 avec  : 1=rk
 
Nz
zC −
−
−= 1
1)( 1    (4.4) 
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La boucle fermée est constituée par le régulateur ‘boucle à mémoire’ et le modèle 
discret d’un procédé générique P(z). 
 
 
Figure 4.5 
 
A partir du schéma de la figure 4.5 on peut écrire l’erreur E( ) quand R( )=0 
comme : 
1−z 1−z
 
))(1(1
1)1)(()(
)(1
)()1()())()()()(()(
1
11
1
1
111111
−−
−−−
−−
−−
−−−−−−
−−−−=
=+−
−−=+−=
zPz
zzPzD
zPz
zPzzDzEzCzDzPzE
c
N
N
c
N
N
 (4.5) 
 
 où 
)(1
)() 1
1
1
−
−
−
+= zP
zPzc (P  
 
 
La relation 4.5 implique que le système de la figure 4.5 peut être transformé dans le 
schéma équivalent  de la figure 4.6 : 
 
 
Figure 4.6 
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Si la transmittance Pc( ) est stable, en régime stationnaire le signal d’entrée du 
schéma de la figure 4.6 est périodique, donc la sortie du deuxième bloc est nulle ; la 
stabilité est donc liée à la boucle d’erreur : celle-ci est stable si la norme du gain de la 
boucle est inférieure à 1, c’est à dire si 
1−z
 
]/,0[,,1)(1 1 TezzP Tjc πωω ∈=<− −   (4.6) 
  
La condition suffisante (4.6) est une application directe du Théorème du Petit Gain à 
la boucle d’erreur ; cette condition va devenir aussi nécessaire lorsque le retard  NT 
devient ‘assez’ grand. 
En effet en évaluant le gain de boucle 
 
))(1()( 11 −−− −−= zPzzL cN   (4.7) 
 
on observe qu’ il y a un déphasage de 2π  (et donc une révolution complète autour de 
l’origine) chaque fois que la fréquence change de 2π/NT; si pour certaines fréquences on 
a 1)(1 1 ≥− −zPc  et si NT est ‘assez’ grand, il devient donc assez probable d’entourer le 
point critique (-1,j0). 
 
La condition (4.6), qui donc souvent est suffisante et nécessaire, peut ne pas être 
satisfaite en pratique, surtout aux fréquences plus élevées ; une manière de résoudre ce 
problème est d’introduire un compensateur dynamique en cascade avec la boucle à 
rétroaction positive de la boucle à mémoire: 
 
 
Figure 4.7 
 
 
En évaluant la dynamique de l’erreur dans cette nouvelle configuration on obtient : 
 
))()(1(1
1)1)(()()( 1
111
−−
−−−−
−−−−= zPzbkzzzPzDzE crN
N
c   (4.8) 
 
La condition suffisante à la stabilité 4.6 devient : 
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]/,0[,,1)()(1 1 TezzPzbk Tjcr πωω ∈=<− −   (4.9) 
 
En choisissant b  la condition suffisante 4.9 est satisfaite pour 
. 
11)()( −−= zPz c
]2,0[∈rk
Jusqu’à présent  on a analysé la stabilité d’une régulation par ‘boucle à mémoire’ en 
employant un compensateur qui explicite  la connaissance de la transmittance du 
procédé ; dans les cas pratiques cette transmittance ne contient pas les dynamiques aux 
fréquences élevées, donc le filtre b(z) ne compense qu’ une partie de la dynamique de Pc 
et la condition de stabilité ne peut plus être garantie. 
Dans le paragraphe suivant, on introduit un autre filtre qui a le but de maintenir  le 
gain de boucle à des valeurs faibles aux fréquences pour lesquelles la connaissance du 
procédé n’est plus connue avec précision.    
 
 
4.5 Régulateur répétitif avec filtrage FIR 
 
Le schéma du régulateur employé dans ce qu’on appelle ‘régulation répétitive 
modifiée’ est le suivant : 
 
 
Figure 4.8 
   
 
En ajoutant le filtre Q(z) la transmittance du régulateur devient  
 
N
N
r
zzQ
zzbkzQzC −
−
−
−
−−=
)(1
))(1)((1)( 1   (4.10) 
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En suivant les mêmes passages algébriques que pour l’obtention de (4.5) la condition 
de stabilité devient : 
 
]/,0[,,1)()(1)(( 1 TezzPzbkzQ Tjcr πωω ∈=<− −   (4.11) 
 
 
La fonction du filtre Q(z) devient évidente en observant 4.11 : lorsqu’on connaît avec 
précision la dynamique de  (et donc de ) le filtre b(z) peut garantir tout seul 
la stabilité de la boucle et donc c’est bien d’avoir 
)( 1−zP )( 1−zPc
1) ≅(zQ ; aux fréquences plus élevées, 
là où la connaissance du procédé devient moins précise, c’est le devoir du filtre Q(z) de 
réduire le gain de boucle pour vérifier la condition de stabilité du théorème du petit gain. 
Evidemment Q(z) est un filtre passe bas dont la bande passante doit être choisie a 
partir de l’évaluation de la qualité du modèle (jusqu’à quelle fréquence il est fiable) et du 
contenu fréquentiel de la perturbation à rejeter. 
 
En regardant (4.10) on observe l’absence du terme 1  au dénominateur et toutes 
les considérations à propos du principe du modèle interne sembleraient ne plus être 
valables;  en réalité jusqu’aux fréquence où le gain du filtre q(z)  est proche à 1 cela se 
traduit simplement dans une petite perte de précision et on peut considérer le principe du 
modèle interne ‘presque’ respecté ; au contraire aux fréquences au-delà la fréquence de 
coupure du filtre  on observe  une perte de précision sensible nécessaire à garantir la 
stabilité de la boucle.  
Nz−−
Si on suppose connaître avec précision le procédé jusqu’à la pulsation ωa et  que l’on 
souhaite rejeter une perturbation dans la bande des pulsations [  avec ],0 bω
],[ ab ωω
 ab ωω < , il 
faut donc choisir un filtre q(z)  avec pulsation de coupure ω ∈  : ce choix permet 
d’avoir une bonne rejection de la perturbation (gain de boucle encore très élevé aux 
fréquences significatives de la perturbation) et de résoudre les problèmes de stabilité aux 
fréquences élevées. 
c
 
En observant le schéma de la figure 4.2 on peut remarquer que l’idée de base d’un 
filtrage par ‘boucle à mémoire’ est  d’employer un générateur de signaux périodiques 
avec une période T établie (la même que la perturbation dans ce cas) ; pour qu’une boucle 
à mémoire puisse générer un tel signal il faut  qu’elle introduise un retard de la même 
valeur T. 
Un tel retard, dans le domaine de la variable z, est décrit par la transmittance 
, c'est-à-dire par un système avec gain unitaire et déphasage linéaire. NTjN ez ω−− =
En observant   le schéma de la figure 4.8 on peut voir que la ligne de retards (registre 
FIFO) est précédée par le filtre q(z) introduisant un certain déphasage. 
Pour que le déphasage de la ligne directe du memory loop soit encore linéaire il faut 
donc que le déphasage introduit par q(z) soit lui-même linéaire : dans ce cas on peut 
voir la ligne directe de la boucle de la figure (4.8) comme un gain (indépendant de la 
fréquence si on est dans la bande passante de q(z )) suivi d’un retard T   qui résulte du 
déphasage (linéaire) du filtre et  du registre FIFO. 
p
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Une façon d’obtenir  un filtre passe bas à déphasage linéaire c’est de le choisir de 
type FIR avec des coefficients symétriques (Annexe B). 
Lorsque T   est le retard introduit par le filtre Q(z) il faut choisir le retard T  introduit 
par le registre de façon que T ,  où T est la période de la perturbation à rejeter. 
q b
pqp TT =+ p
 
4.6 Choix du gain répétitif  
 
Jusqu’à présent on n’a pas bien investigué l’effet du gain répétitif  sur la boucle de 
régulation ; pourtant  si on emploie le filtre b  de la relation (4.9) on  assure la stabilité 
pour k . 
rk
)(z
]2,0[∈r
Des choix différents de la valeur de k  déterminent des comportements différents du 
régulateur et donc de la boucle fermée. 
r
 
 
Figure 4.9 
 
 
En considérant la boucle  de la figure 4.9 et en choisissant pour C  la transmittance 
fournie par la relation (4.10), on  obtient : 
)(z
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où  
P
P
+1  représente la sensibilité de la boucle (sans régulateur dynamique) à la 
perturbation et 
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 est le terme responsable de la correction  du profil de 
P
P
+1 . 
Aux basses fréquences, là où q  et  1)( ≅z 1
1
)( ≅+ P
Pzb , la relation (4.13) se simplifie 
en : 
)1(1
1
r
N
N
S kz
zM −−
−= −
−
  (4.14) 
 
Cette dernière relation permet d’investiguer l’effet que  a sur le profil de la 
sensibilité à la perturbation (on a déjà déterminé les valeurs limites de   assurant la 
stabilité de la boucle lorsqu’ on emploie le filtre b(z)). 
rk
rk
Evidemment  lorsque  il n’y a point correction du profil (la partie répétitive du 
régulateur ne travaille pas) ;  d’ailleurs si =1 on obtient : 
0=rk
rk
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En regardant cette dernière relation d’un point de vue entrée-sortie on peut tracer le 
schéma équivalent suivant : 
 
 
Figure 4.10 
 
Lorsque la boucle contenant P(z) est stable et le signal d(nT) est périodique de 
période NT , le signal h(nT) sera lui-même périodique de la même période et à la sortie 
(Y) on obtiendra enfin : 
 
))(()()( TNnhnThnTy −−=   (4.16) 
 
La relation (4.16) étant nulle en régime, on a encore une fois mis en évidence l’ 
insensibilité complète de la boucle de la figure 4.9 à la perturbation périodique d ; 
évidemment on a la même insensibilité à une perturbation constante. 
Le diagramme de Bode de  pour  est le suivant : SM 1=rk
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Figure 4.11 
 
En regardant la figure 4.11 on remarque évidemment  la présence des zéros aux 
pulsations pour lesquelles le régulateur est ajusté ; d’ailleurs dans la partie en évidence on 
remarque aussi une amplification aux fréquences entre deux pics : cette amplification à 
priori n’est pas souhaitée, étant la cause d’une augmentation de sensibilité de la boucle 
aux perturbations ayant des composantes à ces fréquences là. 
Pour mieux comprendre la façon de gérer cette situation on va tracer le diagramme de 
Bode de  lorsque k  et on va le comparer au précédent: SM 5.1=r
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Figure 4.12 
 
 
On peut voir dans la figure 4.12 que soit dans le cas  soit dans le cas k  
on a des pics aux fréquences multiples de la fréquence d’ajustement  du régulateur ; le 
changement significatif se passe aux fréquences intermédiaires  et on remarque une 
amplification de plus en plus grande lorsque la valeur de  augmente. 
1=rk
rk
5.1=r
Jusqu’à présent on aurait envie de dire qu’une valeur petite de k  est toujours à 
préférer puisqu’ elle améliore l’insensibilité de la boucle aux fréquences intermédiaires; 
en réalité il faut chercher un compromis, ayant une valeur de  plutôt grande un 
avantage significatif : la figure suivante montre une comparaison entre une valeur de k  
assez petite ( k  ) et une valeur assez grande ( ): 
r
rk
r
2.0=r 5.1=rk
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Figure 4.13 
 
Dans la figure 4.13 on remarque que dans le cas   petit (bleu) l’intervalle de 
réjection est plus petit que dans le cas   grand (vert) : ça se traduit pour une meilleure 
robustesse de la boucle face à un mauvais ajustement fréquentiel de la boucle à mémoire 
dans le cas k  grand. 
rk
rk
r
Le choix du gain répétitif détermine donc soit la sensibilité de la boucle aux 
fréquences intérmediaires, soit sa robustesse face à une erreur d’ évaluation de la période 
de la perturbation; un compromis doit donc être cherché entre ces deux  comportements 
du régulateur. 
Le paragraphe suivant présente pourtant un autre type de boucle à mémoire ayant une 
meilleure robustesse face à une erreur d’ajustement fréquentiel. 
 
 
 
4.7 Boucle à mémoire robuste    
 
On va présenter ici une généralisation du filtre ‘boucle à mémoire’ présenté jusqu’à 
présent. Celle-ci a pour but d’améliorer la robustesse du filtre lorsqu’il y a un certain 
niveau d’imprécision sur la mesure de la période de la perturbation à rejeter. 
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L’idée de base est d’employer dans le filtre plusieurs registres contenant chacun une 
période entière du signal à l’entrée et de générer  la sortie du filtre comme  une 
combinaison linéaire des sorties des registres FIFO. 
Lorsqu’on emploie un nombre X de registre de longueur N, on démontre [REF 3] 
qu’on peut annuler les dérivées d’ordre 0,1,2,…X-1 de la norme du gain aux  fréquences 
multiples de  la fréquence d’ajustement du filtre (1/NT) ; lorsque X augmente, donc, la 
région fréquentielle de rejection devient de plus en plus large : dans le cas  X=2 ça veut 
dire que le gain du filtre est illimité et a une pente nulle à ces fréquences là. 
Dans la figure suivante on trace l’amplitude de la transmittance de trois types de 
boucles à mémoire (ajustées à 1 Hz) contenant  respectivement 1,2 et trois registres 
FIFO : on peut remarquer une amélioration de la robustesse lors que le nombre X  des 
registres augmente  
 
 
 
 
Figure 4.14 
 
La structure d’une boucle à mémoire robuste est la suivante : 
 
Figure 4.15 
 
 62 
 
En regardant la figure 4.14  on peut observer que la région dans laquelle le gain du 
filtre devient « très élevé » s’élargit lorsque X augmente. Ce-ci est tout à fait cohérent 
avec le principe consistant à rejeter une perturbation en augmentant le gain de boucle aux 
fréquences importantes de la perturbation ; pourtant un nombre X de registre élevé va être 
la cause d’une atténuation des fréquences intermédiaires et ça se traduit dans une plus 
grande sensibilité de la boucle face aux perturbations  ayant un contenu  fréquentiel 
important à ces fréquences là. 
La figure suivante trace le  gain de la figure 4.14 aux fréquences intermédiaires  
( =1) : rk
 
 
 
 
Figure 4.16 
 
 
Le compromis choisi dans ce travail est X=2 et les lignes qui suivent analysent le 
schéma suivant: 
 
 
Figure 4.17 
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La transmittance du schéma de la figure 4.17 lorsque =1 est : rk
 
NN bzazzE
zUzC 21
1
)(
)()( −− −−==   (4.17) 
 
Pour que le filtre 4.17 ait un gain illimité aux fréquences k/NT il faut que 
 
 
01 2 =−− −− NN bzaz    pour ,   (4.18) fTjez π2−= NTkf /=
 
 
et pour que le diagramme de l’amplitude ait une pente nulle aux mêmes fréquences il 
faut que soit vérifié : 
 
 
0)1( 2 =−− −− NN bzaz
df
d  pour z = ,   (4.19) fTje π2− NTkf /=
 
 
En développant 4.18 et 4.19 et en coupant  les résultats on obtient : 
 
1,2
12
1 −==⇒


=+
=+
ba
ba
ba
  (4.20) 
 
La transmittance du filtre devient enfin: 
 
 
NN zzzE
zUzC 221
1
)(
)()( −− +−==   (4.21) 
 
 
La figure suivante montre une comparaison entre le gain  de la boucle à mémoire de 
la figure 4.2 et la boucle à mémoire robuste 4.21 (pour tous les  deux on a =1 et 
NT=1) : 
rk
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Figure 4.18 
 
 
Les deux fréquences rejetées dans la figure 4.18 sont à 1 et 2 Hz (2π et 2π rad/s) ; à 
ces fréquences là le gain est également illimité, tandis que le profil de la boucle à 
mémoire robuste est plus doux. 
 
 
4.8 Régulateur répétitif adaptatif 
 
Jusqu’à présent on a étudié le comportement de la boucle à mémoire ‘classique’, 
c'est-à-dire avec un registre FIFO seulement (avec ou sans le filtre b(z)), et de la boucle à 
mémoire robuste. 
Celle-ci présente l’avantage de mieux rejeter les perturbations ayant des composantes 
fréquentielles importantes  proches à la fréquence d’ajustement de la boucle, mais en 
même temps présente le désavantage d’amplifier les perturbations aux fréquences 
intermédiaires. 
Dans ce paragraphe on va présenter une boucle à mémoire de type adaptatif et dont le 
principe de fonctionnement peut-être  appliqué soit dans les structures avec un registre 
FIFO seulement, soit dans les structures à plusieurs registres.   
L’idée de base de ce type de régulation adaptative est de donner au régulateur  la 
capacité de poursuivre la fréquence fondamentale de la perturbation à rejeter afin d’être 
toujours suffisamment ajusté sur cette fréquence; la figure suivante illustre la façon 
d’introduire un  tel régulateur dans la boucle fermée de la figure 4.5 : 
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Figure 4.19 
 
  
Le régulateur adaptatif de la figure ci-dessus est composé par deux parties : le 
détecteur de fréquence et la boucle à mémoire adaptative. Le détecteur de fréquence a 
pour but d’évaluer la fréquence fondamentale (f) du signal e(t)  et de l’envoyer à la 
boucle à mémoire adaptative ; celle-ci adapte sa structure interne sur la base de cette  
valeur. 
Les fonctions importantes de cette régulation adaptative sont au nombre de deux : 
obtenir une estimée suffisamment précise de f et modifier la structure du filtre. 
Une fois que le détecteur a évalué la fréquence f il suffit de modifier la structure de la 
boucle à mémoire de sorte que le retard introduit par la ligne directe de ce filtre soit égal 
à 1/f ; de cette façon la régulateur est ajusté sur la fréquence fondamentale de la 
perturbation à rejeter.  
 
4.8.1 Détecteur de fréquence 
 
 
Le but du détecteur de fréquence est d’évaluer la fréquence fondamentale (f) du signal 
e(t)  et de l’envoyer à la boucle à mémoire adaptative. 
L’idée de base pour le calcule de cette fréquence est la suivante : lorsque j’ai un 
signal x(t) qui traverse un retard T , le signal y(t) à la sortie du retard sera en phase avec 
x(t) seulement si la fréquence de x(t) est 
p
,...2,1,0, == k
T
kf
p
.  
En général, si la fréquence fondamentale de x(t) est  les signaux x(t) et y(t) ff ≠'
(,[ p hhT
1(,p h +
 
auront une forme d’onde similaire dans l’intervalle t , mais il seront 
déphasés l’un pour rapport à l’autre. Soient X et Y deux registres ayant le but de contenir 
les échantillons de x(t) et y(t) dans l’intervalle , avec h fixé. En 
calculant la fonction de corrélation mutuelle  entre le signal contenu dans le 
registre X et celui contenu dans Y on obtient donc un profil qui est tout à fait  similaire à 
la fonction d’autocorrélation du signal contenu dans X décalée de la quantité 
])1 pT+∈
])[ pThT∈t
)(τxyr
'
1
fp
−T . 
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Puisque l’autocorrélation est symétrique par rapport à 0, le profil de  est  
symétrique respect la valeur 
)(τxyr
'
1
fp
−T  . A partir de la connaissance de l’axe de symétrie de 
cette fonction on peut donc estimer la période fondamentale de x(t). 
L’exemple suivant illustre ce qu’on vient d’expliquer. 
 
Dans le schéma Simulink de la figure ci-dessous la sinusoïde x(t) a une période de 
secondes, tandis que la valeur du retard est T =1 s. 05.1=xT p
 
 
Figure 4.20 
 
Les signaux x(t) et y(t)  sont sujets à un déphasage de p
x
T
T
π2  rad et ils sont chargés 
dans les deux registres  ‘x’ et ‘y’ : la longueur de ces registres est T , où T est leur 
période d’échantillonnage. En traçant la fonction de corrélation mutuelle (rouge) en 
régime établi entre le signal contenu dans le bloc ‘x’ et celui contenu dans le bloc ‘y’ et 
en traçant sur les mêmes axes la fonction d’autocorrélation (bleu) du signal contenu en 
‘x’ on obtient la figure suivante : 
Tp /
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Figure 4.21 
 
On observe dans la figure 4.21 deux choses importantes : 
 
1. Le profil en rouge n’est pas tout à fait pareil au profil en bleu, puisque les deux 
registres ne contiennent pas une période entière de x(t) et de y(t), mais seulement une 
partie, donc on obtient un profil qui est pareil à une autocorrélation décalée, mais n’est 
pas tout à fait le même. 
 
2. L’axe de symétrie de r  (la symétrie de  est approximative) est décalé 
par rapport à l’axe de symétrie de  d’une quantité 0.05, qui est la différence entre la 
période du signal x(t) et la valeur du retard T . 
)(τxy
r
)(τxyr
)(τx
p
 
Une fois qu’on dispose de la corrélation mutuelle entre les deux signaux (profil en 
rouge), le détecteur de fréquence peut choisir entre deux philosophies de travail 
différentes : une méthode ‘directe’ et une méthode ‘itérative’. 
Dans la méthode directe à partir de r il peut évaluer le centre de symétrie de son 
profil, en obtenant ainsi T , et donc, puisque T  est connu, T . 
)(τxy
px T− p x
Dans la méthode indirecte,  il suffit de faire une analyse superficielle du profil de 
 pour établir seulement s’il est décalé en avance ou en retard : à partir de cette 
information on augmente ou on réduit respectivement la valeur du retard T  d’une unité 
et, lorsque le régime est rétabli, on répète l’opération entière (calcul de r , analyse du 
décalage, modification de T  ). 
)(τxyr
p
)(τxy
p
La méthode indirecte amène la valeur finale de T  à s’approcher à la valeur . p xT
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4.8.2 Boucle à mémoire adaptative 
 
La structure de base d’une boucle à mémoire adaptative est la suivante : 
 
 
Figure 4.22 
 
 
En comparant le schéma ci-dessus avec le schéma de la boucle à mémoire de la figure 
4.8 on observe une différence seulement au niveau du registre  FIFO : ici la dimension du 
registre (et donc le retard introduit, si on suppose la période d’échantillonnage fixée) peut 
changer au cours du temps. 
Le changement peut être un nombre quelconque, lorsque le détecteur de fréquence 
travaille en évaluant directement l’écart  entre T et T , ou il peut être de type incrémental, 
lorsque le détecteur de fréquence se limite à évaluer la direction du décalage.  
x
Dans ce travail on a conçu ce dernier type de détecteur de fréquence, donc la longueur 
du registre se modifie avec continuité pour que le retard introduit dans la ligne directe 
attrape la période fondamentale de e(t) .  
D’un point de vue global la boucle de régulation contenant le régulateur de la figure 
4.22 est un système non permanent et l’analyse de la stabilité d’une telle boucle n’est pas 
présentée dans ce travail; pourtant le filtre Q(z) est toujours inséré, avec l’objectif de 
rendre plus faible le signal qui sort de la partie ‘répétitive’ du régulateur aux fréquences 
élevées. 
Comme dans les cas précédents le filtre Q(z) doit être choisi de type FIR et la 
longueur du registre doit être dimensionnée sur la base du déphasage (linéaire) de ce 
filtre.      
La présence du filtre b(z) augmentant la marge de stabilité de la boucle (relation  
(4.9))  est encore souhaitée, et le choix de  doit être fait sur la base d’un compromis à 
rechercher entre la longueur du transitoire de la boucle à mémoire et l’amplification 
introduite aux fréquences intermédiaires. 
rk
Il est important enfin d’observer qu’on peut concevoir une boucle à mémoire 
adaptative contenant plusieurs registres FIFO,  tous ayant la capacité d’adapter leur 
longueur sur la base du paramètre qui leur est envoyé par le détecteur de fréquence. 
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Dans le chapitre suivant on va mettre en œuvre sur le banc d’essai  tous les types de 
régulation répétitive dont on a parlé : une boucle à mémoire avec un seul registre FIFO, 
une boucle à mémoire robuste avec 2 registres et, enfin, une boucle à mémoire 
adaptative. 
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5 La régulation répétitive appliquée 
au banc d’essai 
 
 
 
 
Dans ce chapitre on procède à l’application pratique des concepts théoriques 
de la régulation répétitive exposés dans le chapitre précédent. On va décrire le cas 
spécifique où le système est le banc d’essai décrit dans le premier chapitre et, sur 
ce système, on va implémenter les différents  types de régulateurs répétitifs : avec 
un registre, avec deux registres et enfin une version adaptative de la boucle à 
mémoire. Après avoir analysé la stabilité de la boucle on procède à l’évaluation 
des performances des régulateurs sur la base des résultats fournis par les 
simulations ; une comparaison entre le comportement du modèle et du système 
réel est aussi fournie.  
 
 
 
5.1 Le filtre ‘boucle à mémoire’ et la boucle de vitesse 
 
  
La structure de base du filtre implémenté est la suivante : 
 
 
Figure 5.1 
 
  
Il s’agit tout simplement de la structure de figure 4.1 où on a choisi et g=1 ; la 
transmittance d’un tel régulateur  est : 
1=rk
 
Tj
N ezz
zC ω=−= − ,1
1)(   (5.1) 
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Les paramètres du régulateur (N et T) ont été choisis à partir des conditions réelles de 
travail et des caractéristiques de la perturbation. 
En utilisant la carte dSPACE à une fréquence d’échantillonnage de 1000 Hz on a 
choisi la même fréquence de travail pour le registre FIFO et pour  ce qui concerne les 
perturbations elles sont les mêmes utilisées dans le cas du résonateur, toutes ayant  une 
période estimée T  s : la longueur N du registre est donc de 1000 unités. 1=p
La figure suivante montre le filtre ‘boucle à mémoire’ dans la boucle de vitesse 
constituée par le régulateur répétitif, le compensateur et le banc d’essai : 
 
 
 
 
Figure 5.2 
 
 
On remarque dans la figure ci-dessus la présence du compensateur 
10
/)( +
+=
s
JfssK  ; 
il est identique à celui employé dans le cas du résonateur ; le gain  représente le gain 
de rétroaction et le gain   représente l’ensemble boîtier-induit du banc d’essai. 
fbk
h
Plus précisément, on peut substituer à la caractéristique I/O du bloc d’entrée du 
boîtier (voir figure 1.6) un gain a  correspondant à la pente de la droite relative au point 
de fonctionnement; en outre si i est  la valeur du courant circulant dans le moteur, le 
couple effectivement appliqué à l’arbre est , où  est la constante de couple du 
moteur. Pour simuler ces deux gains on introduit dans le schéma de la figure 5.2 le 
bloc . 
ikcm '1= '1k
'1* kah =
 
Comme dans le cas du résonateur, on considère le banc d’essai décrit par un modèle 
linéaire du premier ordre avec l’unique pôle  mécanique de pulsation J/f : sa 
transmittance continue est donc  
fJs
tachsP +=)(  , où tach= est le gain introduit par le 
tachymètre. 
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Pour ce qui concerne les perturbations, elles sont générées par un courant i  
envoyé au frein ; le couple de frottement sec  est proportionnel à i , sauf une 
distorsion introduite par la saturation précédent l’alimentation du frein (par. (3.5.2)).  
)(tf
)(tcc )(tf
 
5.2 Analyse de la stabilité 
 
 
Pour l’analyse de la stabilité on va appliquer  les résultats théoriques du chapitre 
précédent au schéma de la figure 5.2. 
Lorsque R=0 et Nz
zC −−= 1
1)( , on peut écrire : 
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1
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−
=
  (5.2) 
 
Par le théorème du petit gain la stabilité est garantie lorsque 
hKPk
P
fb+1
est stable et : 
11
1
1 <−=+ cfb
P
hKPk
  (5.3) 
 
 
où on a appelé  la transmittance en boucle fermée du schéma de la figure 5.2 
lorsque il n’ y a pas la boucle à mémoire. Le facteur 
cP
hKPk
P
fb+1
 est stable, ayant toujours 
des racines réelles et négatives au dénominateur pour n’importe quelle valeur de k  (h,K 
et P sont fixés); pour ce qui concerne le facteur 
fb
cP−1  la figure suivante en illustre  le 
profil: 
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Figure 5.3 
 
 
En regardant la figure ci-dessus on peut voir que la norme de 1  se maintient 
toujours inférieure à 1 et donc la condition (5.3) est satisfaite. 
cP−
Pourtant lorsque la fréquence augmente, la norme de 1  devient très proche à 1 et 
ça peut donner des problèmes de stabilité lorsque on va effectuer la régulation sur 
procédé réel qui, évidemment, n’est pas décrit parfaitement par le modèle pris en 
considération dans les simulations; en employant un filtreb , comme décrit dans le 
chapitre précédent, la condition de stabilité devient : 
cP−
/1= cP
 
11
1
)1(1 <−=+
−−
c
fb
fb bP
hKPk
KPbhk
  (5.4) 
 
Le filtre  étant un  filtre non causal, on a choisi de lui ajouter un pôle aux 
fréquences élevées (100 rad/sec): le profil de 1 est le suivant : 
cPb /1=
cbP−
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Figure 5.4 
 
 
La figure 5.4 met en évidence la fonction du filtre b : à une fréquence quelquonque f 
la condition suffisante de  stabilité de la boucle est ‘beaucoup mieux’ vérifiée lorsque b 
est présent : ça se traduit par une meilleure marge de stabilité de la boucle fermée. 
A cause de l’introduction du  pôle à 100 rad/sec dans le filtre b la norme de 1  se 
rapproche à 1 aux fréquences élevées et sa peut causer des problèmes lorsque il y a des 
signaux aux hautes fréquences dans la boucle. 
cbP−
En suivant les résultats théoriques obtenus au chapitre précédent, un filtre passe-bas 
Q  permet de résoudre ce problème : celui-ci a été choisi de façon de couper l’action 
répétitive du régulateur aux fréquences supérieures aux harmoniques importantes du 
signal de frottement sec . )(tcc
L’introduction du filtre FIR induit un allongement du retard de la ligne directe de la 
‘boucle à mémoire’; ce retard est Tpq 2
=T (Annexe B), où p est l’ordre du filtre et T = 
1/1000 s. 
 
Pour ce qui concerne la conception du filtre on n’a pas de contraintes sur le choix de 
l’ordre p et, en général, plus celui-ci est élevé plus la pente du filtre après la fréquence de 
coupure est importante ; un ordre trop élevé peut pourtant apporter des problèmes de 
temps de calcul et de mémoire. 
Le compromis choisi dans ce travail a été de prendre un FIR d’ordre p=20; le retard 
introduit (T s) doit donc être extrait du registre FIFO ; celui-ci finalement 
introduit un retard de 0.99 s. 
01.0=q
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L’effet que le filtre Q a sur la boucle est de réduire la norme de aux 
fréquences   élevées ; lorsque sa fréquence de coupure  est  assez  basse il permet  de 
respecter la condition de stabilité de la boucle soit avec, soit sans  le filtre b. 
)1( cPQ −
 Celui-ci devient indispensable lorsque les fréquences de la perturbation à rejeter sont 
dans la région où la quantité cP−1  est très proche ou supérieure (dans le cas réel) à 1. 
Dans notre cas la perturbation à rejeter a ses composantes importantes à 1,2 et 3 Hz, 
et dans cette région la quantité cP−1  est déjà assez inférieure à 1 ; le filtre Q tout seul 
suffit donc à la stabilité de la boucle. 
Les deux figures suivantes montrent respectivement l’effet du filtre Q sur la condition 
de stabilité lorsque on utilise ou pas le filtre b : 
 
 
 
 
Figure 5.5 
 
 
 
 
Figure 5.6 
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En comparant les figures 5.5 et 5.6 on observe que l’utilisation du filtre b permet 
d’obtenir un profil qui est plus éloigné du niveau d’amplitude critique (0 dB) que celui 
obtenu sans ce filtre ; pourtant dans les deux cas la boucle fermée nominale est stable. 
 
.  
5.3 La boucle à mémoire robuste 
 
 
Dans le chapitre précédent on a observé qu’on peut employer une version robuste de 
la boucle à mémoire afin d’améliorer  le comportement de la boucle de régulation lorsqu’ 
il y a une incertitude sur la période de la perturbation à rejeter ; la version robuste de la 
boucle à mémoire qu’on va présenter contient 2 registres FIFO mises en cascade et son 
schéma Simulink est représentée dans la figure suivante : 
 
 
Figure 5.7 
    
 
On observe dans la figure ci-dessus qu’on a choisi les gains à la sortie de chaque 
registre de façon à obtenir un gain illimité et une pente nulle du profil de l’amplitude à la 
fréquence d’ajustement du filtre et  à ses multiples (relation  4.21). 
Le filtre passe-bas Q(z)  et le filtre de stabilisation b(z) sont les mêmes que ceux 
employés dans le cas de la boucle à mémoire avec un seul registre FIFO; en outre le 
régulateur est encore ajusté à la fréquence de 1 Hz et cela implique que le retard introduit 
par la ligne directe doit être   s, où s est la période de la 
perturbation  et T  s est le retard introduit par un filtre FIR à déphasage linéaire 
avec 20 coefficients et travaillant à 1000 Hz [appendiix..]. 
22 21 =++= bbqp TTTT 1=pT
01.0=q
A priori  on ne sait pas encore si la quantité T  doit être extraite du premier ou du 
deuxième registre ; on peut pourtant observer la figure suivante pour mieux analyser la 
situation : 
q
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Figure 5.8 
 
On peut voir dans  la figure ci-dessus  que le  chemin  suivi par s2 lui apporte  un retard 
total de , tandis que le retard de s1 est T  ; puisque le retard relatif de 
s2 par rapport à  s1 est T , pour que le fonctionnement du filtre soit correct il faut qu’ en 
régime le signal h soit obtenu en sommant deux signaux en phase,  donc l’unique choix 
possible est  T  s et T  s . 
21 bbq TTT ++
2 = pb T
1bq T+
2b
1= 990.01 =b
Le résultat qu’on vient d’obtenir pour une boucle à mémoire avec 2 registres est tout 
à fait généralisable au cas d’un nombre X de registres : lorsqu’on on emploie une boucle 
à mémoire avec n’importe quel nombre de registres et avec un filtre Q(z) au 
commencement de la ligne directe , il faut compenser le retard introduit par ce filtre en 
réduisant seulement la longueur du  premier registre. 
   
 
5.4 Le régulateur répétitif adaptatif 
 
Le dernier type de boucle à mémoire présenté dans ce travail est la boucle à mémoire 
adaptative, qui base son principe de fonctionnement sur les idées exposées dans le 
paragraphe 4.8. 
Elle est composée par deux modules : un qui s’occupe de la détection de la fréquence 
fondamentale du signal e(t), un autre qui réalise la boucle à mémoire avec un registre à 
longueur variable. 
Bien qu’on n’a réalisé qu’une boucle à mémoire avec un registre seulement, 
l’implémentation du détecteur de fréquence est toujours la même et est applicable avec 
succès au cas de plusieurs registres. 
Le schéma Simulink de ce régulateur adaptatif est le suivant : 
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Figure 5.9 
  
 
A partir du signal entrant dans la ligne de retard de la boucle à mémoire et du signal 
qui en sort, le détecteur de fréquence établit, à travers la S-function appelée 
‘ADAPT_LENGTH’ s’il faut augmenter ou réduire la valeur du retard introduit par cette 
ligne ; les détails de la fonction ‘ADAPT_LENGTH’ sont décrits dans le paragraphe 
suivant. 
La valeur du retard est modifiée tout simplement à travers le paramètre entrant dans le 
bloc Simulink  appelé ‘variable length buffer’ : donc la structure de ce qu’on a appelé 
‘boucle à mémoire adaptative’ est la même que la boucle à mémoire ‘classique’, sauf 
qu’on lui donne la capacité de modifier la longueur du registre FIFO.   
  
5.4.1 La S-function ‘ADAPT_LENGTH’ 
 
On va  décrire dans ce paragraphe la façon de fonctionner de la fonction Matlab ayant 
pour but d’adapter la longueur du registre de la boucle à mémoire adaptative à la 
perturbation présente dans le signal e(t). 
Les paramètres dont elle a besoin pour fonctionner sont au nombre de deux : la 
fréquence de travail T  et la valeur N  de la longueur initiale du registre FIFO de la boucle 
à mémoire. . 
La S-function implémente à l’intérieur deux registres parallèles R1 et R2  de longueur 
N dans lesquels elle charge respectivement  N  échantillons du signal x(t) et du signal y(t). 
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L’insertion de ces échantillons est gérée grâce à un pointeur p qui parcourt 
cycliquement toute la longueur des deux registres ; le registre R3 garde la valeur de p à 
chaque itération. 
La valeur de N change à chaque cycle complet de p et elle est mémorisée dans le 
registre R4. 
La sortie du bloc contenant la S-function est la valeur NT  qui va modifier le retard de 
la boucle à mémoire adaptative. 
La figure suivant illustre la structure implémentée par la S-function 
‘ADAPT_LENGTH’: 
 
 
Figure 5.10 
   
 
A partir de la figure ci-dessus on peut décrire le fonctionnement de la S-function 
‘ADAPT_LENGTH’ à travers les pas suivants : 
 
1. La fonction, travaillant à la période d’échantillonnage T, initialise le registre R4 
(indiquant la longueur effective actuelle de R1 et R2) avec la valeur du paramètre N. La 
longueur effective des  registres R1 et R2 est destinée à changer à chaque cycle complet 
du pointeur p, tout en restant inférieure à la valeur limite et préfixée ; le registre R3 
est initialisé avec la valeur 1. 
maxN
2.   La fonction commence charger R1 et R2 incrémentant p (R3) à chaque instant de 
travail (kT,k=1,2,…) ; la sortie du bloc pendant cette période est constante et vaut NT. 
3. A l’instant où le bloc reçoit l’échantillon numéro N  de x et de y il envoie le 
contenu de R1 et R2 au module qui va en analyser la fonction de corrélation mutuelle ; à 
la fin de cette itération le module va établir la nouvelle valeur de N qui doit être chargée 
dans le registre R4 (au commencement de la nouvelle itération). Le contenu de R3 (p) est 
mis à 1 et la fonction repart du point 2. 
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La fonction ‘ADAPT_LENGTH’, bien qu’implémentée à travers  une S-function avec 
une seule période échantillonnage, en possède en réalité deux : une pour le chargement 
des signaux à l’entrée et une autre pour la sortie. 
Celle-ci en particulier à une valeur variable (NT)  qui est calculée à la fin de chaque 
cycle complet du pointeur p. 
 
En réalité, afin de travailler toujours avec des données raisonnables, à la fin du point 
2 on a introduit un temps mort nécessaire à décharger le signal x de la figure 5.9 des 
données relatives au cycle précédent: la valeur de ce temps mort vaut chaque fois le 
maximum entre le contenu de R4 qu’on va changer et la nouvelle valeur qu’on vient de 
calculer. 
 
Pour compléter la description du détecteur de fréquence il faut décrire le critère utilisé 
pour établir la nouvelle valeur de N.  
On a déjà dit dans le paragraphe 4.8 qu’on a mis en œuvre un détecteur de fréquence 
de type incrémental qui, au lieu de calculer l’axe de symétrie de la fonction de corrélation 
mutuelle , en analyse seulement le décalage (en avance ou en retard par rapport à 
l’origine) : lorsque le décalage est en retard on réduit d’une unité la valeur de N , le 
contraire est réalisé si le décalage est en avance. 
)(τxyr
Une méthode pratique pour déterminer le décalage d’une fonction qui devrait être, en 
absence de décalage, symétrique par rapport à l’axe vertical et illustrée dans la figure 
5.11. Il s’agit de l’idée de base de l’algorithme employée dans la partie de 
‘ADAPT_LENGTH’ qui s’occupe de réduire ou d’ augmenter la valeur de N :   
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Figure 5.11 
 
A partir de la connaissance de r  on calcule l’intégrale de cette fonction 
respectivement dans la région − τ  et 0 pour obtenir  et  ; si 
 on peut affirmer que le décalage de  est en retard, dans le cas contraire il 
est en avance. 
)(τxy
0≤≤d d≤≤ τ
)τ
1A 2A
12 AA > (xyr
 
Le code Matlab de la S-function ‘ADAPT_LENGTH’  est fourni en annexe à ce travail 
(Annexe C). 
 
 
 
 
5.5 Simulations  
 
5.5.1 Procédure de simulation 
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Jusqu’à présent on a décrit les différents types de boucle à mémoire insérés dans la 
boucle de régulation de vitesse ; on va maintenant présenter les résultats obtenus en 
simulation. 
Le schéma employé dans les simulations suivantes est représenté  dans la figure 5.12 : 
 
 
 
Figure 5.12 
 
 
Comme dans le cas du résonateur on a d’abord  réglé la vitesse de l’arbre avec un 
régulateur P+I en attendant le régime périodique (la perturbation périodique est déjà 
présente). 
La valeur de la consigne de vitesse est fixée à 2.5 V et . 9=fbk
A l’instant t on change le type de régulation en envoyant à la boucle un signal 
(sortant du bloc ‘mem loop enable’ de la figure 5.12) qui active la boucle à mémoire et 
désactive le régulateur P+I.  
0
A l’instant t  donc le transitoire du filtre ‘boucle à mémoire’  commence et une fois 
que le nouveau régime s’établit on procède à l’ évaluation de la grandeur qu’on  appelle 
‘facteur d’atténuation’. 
0
Le bloc ‘mem loop’  de la figure 5.12 contient évidemment la boucle à mémoire : il 
s’agit d’un des différents types décrits dans ce chapitre. Pour chaque type de boucle à 
mémoire, on procède à la simulation de trois cas différents  relatifs à aux trois 
perturbations i  et i  illustrées dans le paragraphe 3.5.2. )(),( 21 tit ff )(3 tf
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5.5.2 La boucle à mémoire avec un seul registre 
 
Dans ce paragraphe on illustre le cas où le bloc ‘mem loop’ de la figure 5.12 contient 
une boucle à mémoire avec un seul registre FIFO ; elle emploie dans sa ligne directe un 
filtre FIR Q(z) à 20 coefficients et à déphasage linéaire (travaillant à la période 
d’échantillonnage T s) et un registre FIFO avec le même temps d’échantillonnage 
et une longueur N=990 échantillons.  
001.0=
Le retard introduit finalement par la ligne directe de cette boucle à mémoire est donc 
 s, où T s est le retard introduit par le filtre Q(z). 1==+ pq TNTT 01.0=q
 
Ayant remarqué à la fin du paragraphe 5.2 que dans le cas spécifique du banc d’essai 
soit la configuration avec b(z) soit celle sans b(z) sont stables, on va illustrer les 
performances obtenues en simulation pour les deux cas. 
Dans la première simulation le couple de freinage sur l’arbre est obtenu en envoyant 
au frein le courant i  (par. 3.5.2) et comme dans le cas du résonateur on a interdit au 
courant envoyé au frein d’atteindre des valeurs négatives. 
)(1 tf
La figure suivante montre une comparaison (vitesse) entre le résultat obtenu avec le 
filtre b et celui obtenu sans ce filtre (le filtre Q est toujours présent) : 
 
 
Figure 5.13  (bleu: sans filtre b(z) ; rouge : avec filtre b(z) ) 
 
 
Avant l’activation de la ‘boucle à mémoire’  ( t s) l’amplitude de l’oscillation 
vaut 0.27 V ; à l’instant on observe dans la figure 5.13 le changement du profil de la 
250 =
0t
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vitesse : l’amplitude de l’oscillation commence à se réduire pour se stabiliser finalement 
à une valeur de  0.0027 V (sans filtre b) et 0.0015  V (avec filtre b). 
Le facteur d’atténuation dans les deux cas vaut respectivement 1 % et 0.6 %. 
Le temps de compensation est 2.2  s et 1.1 s.  
 
Dans la deuxième simulation le couple de freinage sur l’arbre est obtenu en 
envoyant au frein le courant : 
 
πωωωω 2),3sin(005.0)2sin(010.0)sin(020.0025.0)(2 =+++= ppppf tttti   (5.5) 
 
A nouveau, on empêche au courant d’atteindre des valeurs négatives. 
La figure suivante montre une comparaison (vitesse) entre le résultat obtenu avec le 
filtre b et celui obtenu sans ce filtre (le filtre Q est toujours présent) dans le cas où le 
courant  i  est envoyé au frein: )(2 tf
 
 
 
 
Figure 5.14 (bleu: sans filtre b(z) ; rouge : avec filtre b(z) ) 
 
 
Après l’activation de la ‘boucle à mémoire’ ( t  s) l’amplitude de l’oscillation 
commence à se réduire, pour atteindre finalement une valeur d’environ 0.0032 V sans le 
filtre b et  0.0016 V avec ce filtre. 
250 =
 85 
On observe qu’on a la même amplitude finale qu’on envoie au frein i  ou qu’on 
lui envoie i ; c'est-à-dire que l’amplitude de l’oscillation finale ne dépend pas de la 
richesse harmonique de la perturbation. 
)(1 tf
)(2 tf
Lorsque on a introduit une composante à 3 Hz dans le courant envoyé au frein (5.5) 
avant l’activation de la boucle à mémoire on registre une oscillation dont l’amplitude 
vaut 0.28 V ; cette valeur étant légèrement supérieure à celle enregistrée lorsque on 
envoie au frein  i  (0.27 V), on observe dans ce cas  une amélioration du facteur 
d’atténuation qui devient respectivement 1.15 % et 0.6 %. 
)(1 tf
Le temps de compensation est presque le même que le cas précédant.   
L’insensibilité de la boucle de régulation à la richesse harmonique de la perturbation 
est effective lorsque le filtre Q a une pulsation de coupure au-delà  des composantes 
importantes  du signal de perturbation ; en fait au-delà de la pulsation de coupure de Q  le 
gain introduit par la ‘boucle à mémoire’ aux pulsations multiples de 
p
p T
π2=ω   se réduit 
sensiblement et par conséquence la boucle perd sa capacité de rejeter ces composantes 
fréquentielles.   
 
Le but de la troisième simulation est d’évaluer les performances de la ‘boucle à 
mémoire’  face à une incertitude sur la période de la perturbation. On envoie au frein  le 
courant: 
 
ππω
ωωω
2*05.02
),3sin(005.0)2sin(010.0)sin(020.0025.0)(3
+=
+++=
p
pppf tttti        (5.6)  
 
 
La figure suivante montre le profil de la vitesse lorsqu’on envoie au frein le courant 
 (bleu : sans b, rouge : avec b): )(3 ti f
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Figure 5.15 
 
 
Cette fois la boucle à mémoire ne permet plus une bonne rejection de la perturbation 
et on observe, après l’activation du régulateur répétitif, , en régime oscillatoire, une 
oscillation dont l’amplitude vaut  respectivement 0.094 V (sans b) et 0.047 V (avec b). 
Le facteur d’atténuation est devenu respectivement 33.1 % et  16.9%, c'est-à-dire plus 
de 30 fois le cas où il n’y avait pas incertitude sur la période de la perturbation. 
 
 
 5.5.3 La boucle à mémoire robuste (2 registres FIFO) 
 
Dans ce paragraphe on illustre le cas où le bloc ‘mem loop’ de la figure 5.12 contient 
la boucle à mémoire de la figure 5.7 avec les paramètres ajustés comme expliqué dans le 
paragraphe 5.3. 
 
La figure suivante résume les résultats de la première simulation, lorsque on a 
envoyé au frein le courant i  : )(1 tf
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Figure 5.16 
 
 
L’amplitude de l’oscillation finale est 0.0040 V et le facteur d’atténuation est 1.5 % ; 
en terme de facteur d’atténuation pour une perturbation parfaitement ajustée sur la 
période du régulateur, la boucle à mémoire robuste ne se révèle pas  moins performante 
que la boucle à mémoire avec un seul registre FIFO. 
Le transitoire aussi devient plus long et le temps de compensation est 11 s. 
On remarque en outre dans la figure 5.12 que le transitoire devient plus long; 
évidemment ce type de boucle à mémoire est moins rapide, puisqu’un retard plus 
important est introduit dans sa ligne directe. 
 
Lorsqu’on envoie au frein le courant i  (deuxième simulation) on obtient le 
profil de  vitesse suivant: 
)(2 tf
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Figure 5.17 
 
 
Après l’activation de la boucle à mémoire robuste l’amplitude de l’oscillation 
commence à se réduire pour se stabiliser à une amplitude de 0.0038 V, correspondant à 
un facteur d’atténuation de 1.4 %. Cette valeur étant très proche à celle obtenue dans la 
simulation précédente, encore une fois on remarque l’insensibilité de la boucle à mémoire 
à la richesse harmonique de la perturbation. 
Le temps de compensation est environ 12 s. 
 
 
Le but de la troisième simulation est d’évaluer les performances de la ‘boucle à 
mémoire’  robuste face à une incertitude sur la période de la perturbation ; l’incertitude 
est de 5 %, c'est-à-dire le couple (généré par i ) est un signal périodique avec période 
fondamentale T  s. Le régulateur est toujours ajusté à 1 Hz.  
)(3 tf
9524.0=p
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Figure 5.18 
 
 
L’amplitude de l’oscillation finale est 0.033 V et le facteur d’atténuation est 11.7 % ; 
en comparant ce résultat avec celui obtenu avec la boucle à mémoire à un seul registre on 
observe une amélioration de la performance : pour une incertitude de 5 % sur la période 
la capacité de la boucle fermée à rejeter la perturbation devient presque deux fois 
meilleure. 
 
 
5.5.4 Le régulateur répétitif adaptatif 
 
 
Dans ce paragraphe on examine le comportement en simulation du régulateur 
adaptatif décrit dans le paragraphe 5.4 ; le bloc ‘mem loop’ du schéma Simulink employé 
dans les simulations  (fig. 5.12) contient donc le schéma de la figure 5.9.  
Pour ce qui concerne la S-function ‘ADAPT_LENGTH’  on a choisi les paramètres 
 s et . Cette dernière valeur représentant une estimée initiale du nombres 
d’échantillons contenus dans une période de la perturbation. Elle fournit donc une 
estimée initiale de la période de la perturbation : comme dans le cas précédent on a 
estimé une période de 1 s. 
1=T 1000=N
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Ayant déjà remarqué le fait que la boucle à mémoire ne change pas beaucoup sa 
performance lorsque la richesse harmonique du signal augmente, on va illustrer dans les 
simulations suivantes surtout la capacité de ce type de régulateur à s’ajuster de façon 
automatique à la période de la perturbation. 
On va d’abord présenter le cas ou l’on envoie au frein le courant i  (dans ce cas 
l’estimée dont on dispose pour N est parfaite), et après le cas où on envoie le courant 
 (même contenu harmonique que  sauf une incertitude de 5 % sur la période). 
)(2 tf
)(3 ti f )(2 ti f
La figure suivante montre le profil de la vitesse dans le premier cas : 
 
 
 
 
Figure 5.19 
 
 
Dans ce cas, au moment de la commutation du régulateur, celui-ci est déjà ajusté sur 
la période de la perturbation, donc à priori la longueur du registre FIFO ne devrait pas 
changer. 
En réalité, puisque le détecteur travaille de façon approximative (par. 4.8.1), la 
convergence de la sortie du détecteur n’est pas asymptotique, puisque à la fin elle oscille 
autour de la valeur réelle de la période. Dans la figure suivante on illustre le profil de la 
sortie du détecteur de fréquence : 
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Figure 5.20 
   
 
Etant initialisé avec les paramètres T , le retard imposée au registre 
est 0.99 s, c'est-à-dire la valeur  (Annexe C). 
1000,001.0 == N
qTNT −
L’amplitude de l’oscillation de la sortie du détecteur (et donc sa précision) dépend de 
la quantité ∆n  avec laquelle on modifie la valeur actuelle de N à chaque cycle ; dans le 
cas de la  figure 5.20 on a choisi de modifier N de 5 unités par cycle (∆n=5), donc 
l’amplitude de l’oscillation est 5*T. 
En introduisant une valeur de tolérance dans l’algorithme exécuté par le détecteur de 
fréquence on peut éviter d’avoir une sortie oscillante. 
En évaluant la performance de ce type de régulateur, on remarque dans la figure 5.20, 
en régime périodique, une oscillation de vitesse dont l’amplitude est 0.0050 V. Ceci 
correspond à un facteur d’atténuation de 1.8 %. 
La performance dans ce cas est presque équivalente au cas du régulateur robuste, et la 
perte de performance par rapport au cas du régulateur avec 1 seul registre et sans 
adaptation est due à l’oscillation de la longueur du registre de la boucle à mémoire. 
 
Le cas suivant est plus explicite et illustre le cas plus vraisemblable où le régulateur 
doit effectivement s’ajuster à la période de la perturbation ; en envoyant au frein le 
courant , on suppose une incertitude de 5 % (la période estimée est 1 s, la période 
réelle est 0.952 s). 
)(3 ti f
Avant de présenter le profil de la vitesse on illustre dans la figure suivante le 
comportement du registre (∆n=5) :  
 
 92 
 
 
Figure 5.21 
 
 
A l’instant  s on active le régulateur répétitif adaptatif ; la valeur initiale de sa 
sortie est  et à chaque cycle on change la valeur de N ; on observe dans la figure 
5.16 la diminution de NT par le mécanisme d’adaptation qui conduit la longueur du 
registre à osciller entre les valeurs 940 et 945.; le retard de la ligne directe de la boucle à 
mémoire oscille par conséquence entre les valeurs 0.940+ = 0.950 s et 0.945+T = 
0.955 s. : cet intervalle contient T  
150 =t
qT−NT
qT q
.952.0=p
Le profil de la vitesse est illustré dans la figure suivante : 
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Figure 5.22 
 
 
L’amplitude de l’oscillation finale de la vitesse est 0.0051 V, c'est-à-dire encore 1.8 
% de l’amplitude enregistrée avec le régulateur P+I. 
 
Le résultat de cette simulation est très important, puisqu’on remarque le fait que la 
performance du régulateur (en terme de facteur d’atténuation) ne dépend plus de la 
qualité de l’estimée de la période de la perturbation. 
L’amplitude finale de l’oscillation dépend seulement des caractéristiques d’une 
boucle à mémoire dont la longueur du registre oscille autour de la valeur lui permettant 
de contenir parfaitement les échantillons inclus dans une période de la perturbation.  
Evidemment plus la quantité ∆n est petite, plus l’amplitude de l’oscillation du registre  
est petite ;  à priori en réduisant ∆n  on va se rapprocher (en terme de facteur 
d’atténuation) des résultats obtenus avec une boucle à mémoire parfaitement ajustée sur 
la période de la perturbation. 
En fait, en choisissant ∆n=2  et attendant l’ajustement du régulateur on a atteint un 
facteur d’atténuation finale de 0.6 %, c'est-à-dire le même qu’on avait obtenu dans le cas 
du régulateur avec un seul registre de longueur fixe et parfaitement ajustée sur la période 
de la perturbation.  
Pour ce qu’on a dit dans les lignes ci-dessus la valeur de ce facteur d’atténuation ne 
dépend pas de la qualité de l’estimée initiale de la période. 
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Pour ce qui concerne les régulateurs adaptatifs, un facteur important qui en détermine 
la performance est le temps d’adaptation. Dans le cas de ce paragraphe, il s’agit du temps 
nécessaire pour obtenir une oscillation de la longueur du registre autour à la valeur 
souhaitée ; ce temps dépend, une fois qu’on accepte d’effectuer l’ajustement avec la 
fonction ‘ADAPT_LENGTH’ (par. 5.4.1) de deux facteur : 
 
1 la qualité de l’estimée initiale de la période (fournie à la S-function 
‘ADAPT_LENGTH’  par le paramètre d’entrée N) 
 
2. la valeur de la quantité ∆n qu’on utilise à chaque cycle pour s’approcher à la 
longueur finale.  
   
 Cette dernière détermine la vitesse avec laquelle on s’approche à la valeur finale, 
aussi que l’amplitude de l’oscillation finale et, finalement, la précision du régulateur ; 
pour obtenir des performances satisfaisantes il faut choisir une solution de compromis 
permettant à la fois une  ‘vitesse d’adaptation’ du régulateur raisonnable et une bonne 
précision. 
  
   
5.6 Simulations et expériences réelles 
 
 
Jusqu’à présent on a illustré le comportement du filtre boucle à mémoire dans une 
boucle contenant le modèle du banc d’essai obtenu dans les premiers deux chapitres. On 
va maintenant illustrer le résultat obtenu dans l’expérience réelle dans laquelle le procédé 
est le banc d’essai réel et la boucle de régulation de vitesse est fermée grâce à la carte 
dSPACE sur laquelle est implémenté  le régulateur ‘boucle à mémoire’ (avec un registre 
FIFO, le filtre Q(z) et sans le filtre b(z)). 
Le schéma Simulink implémenté en temps réel est le suivant : 
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Figure 5.23 
 
 
Les blocs en gras représentent le convertisseur A/D et le convertisseur D/A qui 
interfacent la carte dSPACE au procédé. 
Les blocs discrets travaillent à 1000 Hz. 
En disposant du schéma en temps réel de la figure 5.18, à travers le module ‘builder’ 
du ‘Real Time WorkShop de Matlab’ on obtient le fichier  appelé ‘Target Language File’ 
qui est exécuté par le processeur de la carte.  
 Au cours de l’exécution on a changé les paramètres du schéma Simulink 
correspondant (et donc du logiciel tournant) pour : 
 
1. Démarrer le moteur en imposant une consigne de vitesse de 2.5 V ; 
2. Activer la boucle à mémoire ; 
3. Desactiver la boucle à mémoire ; 
4. Arrêter le moteur en imposant une consigne de vitesse nulle. 
 
 
Les action 1..4 ont étés effectuées à travers le logiciel Basic ControlDesk [REF 2] ; 
d’abord on a crée une interface graphique (par l’éditeur d’interfaces graphiques du 
logiciel), après on a crée des liens entre les éléments de l’interface et les paramètre du 
logiciel tournant en temps réel. 
L’interface relative à l’expérience avec boucle à mémoire est la suivante : 
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Figure 5.24 
  
 
La valeur numérique contenue dans le panneau ‘Speed’ détermine la consigne de 
vitesse envoyée à la boucle ;  la valeur binaire de ‘ML enable’ détermine l’état de la 
boucle à mémoire (actif/pas actif). 
 Dans le diagramme ‘Speed (Volt)’ il est possible de lire et mémoriser les données 
provenant du convertisseur A/D de la figure 5.18.  
 Le bloc STOP a pour but de forcer l’arrêt de l’arbre, en coupant le courant envoyé 
au moteur.  
 La figure suivante montre une comparaison entre le profil de vitesse obtenu en 
simulation (rouge) et le résultat obtenu sur le banc d’essai (bleu) lorsque la perturbation 
est générée par le courant : )(2 ti f
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Figure 5.25 
 
       
5.7 Conclusions 
 
Dans ce chapitre on a appliqué au banc d’essai les concepts théoriques exposés dans 
le chapitre 4. On a décrit trois types différents de boucles à mémoire  et pour chacun, on a 
procédé à l’évaluation des performances en terme de facteur d’atténuation et de temps de 
compensation.  
Le tableau suivant résume les résultats obtenus pour les trois boucles à mémoire et 
pour le résonateur du chapitre 3 : 
 
 
Facteur d’atténuation/Temps de compensation 
  
Courant 
envoyé au 
frein 
Incertitude 
sur la 
période RES BM BMrob BMadap 
)(1 ti f  0 % 0.4 %  4 s 0.6 % 1.1 s 1.5 % 11 s 1.8 % 
)(2 ti f  0 % 7.6 %   5 s 0.6 % 1.1 s 1.4 % 12 s - 
)(3 ti f  5 % 63.2 %  - 17 % - 12 % - 1.8 % 
 
 
Dans le tableau ci-dessus, pour ce qui concerne le régulateur adaptatif (BMadap), on 
a introduit le résultat obtenu avec un détecteur de fréquence dont la  précision est ∆n=5 
(par. 5.5.4). Il est important de remarquer que le facteur d’atténuation obtenu peut être 
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amélioré en choisissant une valeur de ∆n plus petite. Dans le paragraphe 5.5.4, on a 
obtenu pour ∆n=2 une amplitude finale qui est égale à 0.6 % de l’amplitude avant 
l’activation de la boucle à mémoire. 
Les résultats obtenus ont mis en évidence deux aspects très souhaitables de la 
régulation avec boucle à mémoire : 
 
1. L’insensibilité de la boucle à mémoire au contenu harmonique de la perturbation à 
rejeter (lorsque le filtre Q est bien dimensionné) ; 
2. L’insensibilité à une incertitude sur la période de la perturbation à rejeter (lorsque 
l’on emploie la version adaptative de la boucle à mémoire). 
 
La combinaison  de ces deux résultats remarque l’avantage d’employer la boucle 
mémoire adaptative présentée dans ce travail lorsque l’on veut une boucle de régulation 
robuste aux incertitudes sur le profil et sur la période de la perturbation à rejeter. 
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6 Régulation itérative à 
apprentissage 
 
 
 
 
Après avoir décrit la régulation avec résonateur et la régulation avec boucle à 
mémoire, on va présenter une méthodologie de régulation différente qui s’éloigne 
du concept classique de filtre de régulation. Il s’agit de la ‘régulation itérative à 
apprentissage’ (ILC), qui est largement employée dans le domaine robotique et 
industriel en général. Ce type de régulation présente des analogies avec la 
régulation répétitive et, plus précisément, en  représente  un cas particulier. L’idée 
de base est de garder les informations relatives aux expériences précédentes pour 
améliorer la performance de l’expérience  actuelle. Dans ce chapitre on présente, 
à l’aide d’un simple exemple, les concepts de base de la régulation itérative à 
apprentissage. 
 
 
6.1 Régulation itérative à apprentissage et régulation 
répétitive       
 
 
Les racines de la régulation itérative à apprentissage sont à rechercher dans la 
robotique ; l’idée d’employer l’histoire passée d’un essai de mouvement pour améliorer 
la performance du prochain est due  à  Uchyama, mais c’est seulement vers  1984 
Arimoto et  ses collègues [REF 5] ont développé une analyse rigoureuse des 
améliorations qu’une régulation de ce type peut apporter. 
Cette analyse se base sur les axiomes suivants [REF 5] définissant les hypothèses de 
base qu’on suppose vérifiées lors de la résolution d’un problème de régulation à 
apprentissage : 
 
1. Chaque essai se termine a une durée fixe T . 0>e
2. Une sortie désirée  est fournie dans tout l’intervalle [  )(tyd ],0 eT
3. A l’instant 0 de chaque essai le système part de la même condition initiale , 
c'est-à-dire  
0x
,...2,1,0,)0( 0 == kxxk
4. La dynamique du système est invariante pour les essais successifs. 
5. On dispose de la différence  pour construire l’entrée suivante 
 à présenter au système. 
)()( tytyy dkk −=∆
)(1 tuk+
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6. La dynamique du système est inversible, c'est-à-dire pour un  quelconque il 
est possible de trouver un seul u  permettant au système de poursuivre 
parfaitement la trajectoire désirée. 
)(tyd
)(td
 
Finalement le problème est d’établir une loi récursive (loi d’apprentissage) 
 
))(),(()(1 tytuFtu kkk ∆=+   (6.1) 
 
et une norme fonctionnelle ⋅   telles qu’on ait 0lim =∆∞→ kk y . 
 
Lorsque l’axiome 3 n’est pas satisfait on parle de régulation répétitive et non plus de 
régulation itérative à apprentissage. Dans ce cas la sortie désirée (ou la perturbation à 
rejeter) est une fonction périodique de période T  et, au début de chaque essai, le système 
part d’une condition initiale  différente. 
e
)0(kx
Dans la relation (6.1) on ne donne pas encore un critère pour choisir la loi 
d’apprentissage ; les deux choix les plus communs sont d’ajouter à l’entrée fournie au 
procédé pendant l’essai précédant ( ) une quantité qui dépend soit de ∆  soit de sa  
dérivée temporelle, ou une quantité dépendant seulement de la dérivée de .  Ces deux 
choix pour la loi d’apprentissage sont appelés respectivement le type PD et  le type D et 
dans les prochains paragraphes on va en illustrer les propriétés principales. 
ku ky
ky∆
   
6.2 Convergence de la loi d’apprentissage de type D 
    
Dans cette première  partie on s’intéresse  aux propriétés de l’ILC en effectuant la 
régulation d’un système du premier ordre représentant la partie mécanique d’un moteur à 
courant continu  à aimants permanents. 
Il s’agit d’un système linéaire permanent auquel il est demandé de suivre ou de 
compenser respectivement une consigne yd(t) ou une perturbation p(t) : 
 


=
+=
)()(
)()()(
tcxty
tbutaxtx&
   (6.2) 
 
avec condition initiale   . 0)0( xx =
Avant d’exposer le premier théorème de convergence on introduit la notion de norme 
λ d’une fonction ; la norme λ  est la norme avec laquelle, dans la 
littérature, on étudie les propriétés de convergence des lois d’apprentissage proposées. 
]),0([)( TCtf ∈
 
∞
−
∈
=⋅ )(max)(
],0[
tfef t
Tt
λ
λ   (6.3) 
 
Puisque le système considéré au début du paragraphe est du premier ordre, les signaux considérés dans les 
lignes qui suivent sont des scalaires et la norme infinie se ramène à la valeur absolue. 
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Soit yd(t) la consigne à suivre, supposée  continue et à dérivée continue dans 
l’intervalle [0,T] ; soit ud(t) le signal reglant (unique) qui permet au système de suivre la 
trajectoire yd(t), c'est-à-dire : 
 
∫ −+= t dtaatd dbuececxty
0
)(
0 )()( τττ    (6.4) 
 
Soit enfin 
 
))()(()()(1 tytydt
dltutu kdkk −+=+                 (6.5) 
 
la loi d’apprentissage de type D permettant d’obtenir, à la fin de la k-ème itération,  le 
control u  à appliquer au système pendant l’itération suivante. )(1 tk+
 
Théorème 6.1  [REF 5] 
 
Si à chaque itération on a  et si on choisi ‘l’ de façon que )0()0( dk yy =
  
11 <≤− ρlcb    (6.6) 
 
on peut affirmer qu’il y a convergence monotone de u  vers u , )(tk )(td
c’est à dire: 
 
0)()(lim =−∞>− λtutu kdk   (6.7) 
 
Démonstration : 
 
On ne perd pas de généralité en choisissant y0=0. 
On va montrer que si  (6.6) est vérifiée on peut toujours trouver un  λ pour lequel :  
 
,1 λλ δρδ kk uu ≤+  avec ρ<1  (6.8) 
 
où δ . )()()( tututu kdk −=
 
A partir de la relation  (6.5) on peut écrire : 
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))()1(
))(()(
0
)(
0
)(
11
∫
∫
−
−
++
−−=
=+−=−−−=−=
t
k
ta
k
t
k
ta
kkkdkdkdk
duelcabulcb
duecabucbluyyluuuuu
ττδδ
ττδδδδ
τ
τ&&
 
 
En employant l’inégalité triangulaire des normes et multipliant par la quantité 
positive e : tλ−
 
 
∫
∫
−−−−
−−−
+
−
+−
=+−≤
t
k
ta
k
t
t
k
tta
k
t
k
t
dueelcabuelcb
dueelcabuelcbue
0
))((
0
)(
1
)(1
)(1
ττδδ
ττδδδ
λττλλ
λτλλ
 
 
En considérant la  norme λ  on a enfin : 
 
λ
λ
λλ δλρδρδ k
Ta
kk ua
ehuu )1(
)(
01 −
−+=≤
−
+   (6.9) 
 
où lcabhlcb =−= ,1ρ . 
 
  
Si  on peut toujours choisir une valeur de λ assez grande pour que la 
quantité  reste inférieure à 1 et cela suffit à démontrer la convergence 
monotone de la  norme λ. 
1≤ρ
0ρ
□ 
 
 
C’est important de souligner que la relation (6.6) assure la convergence monotone 
dans le sens de la norme λ, qui est une généralisation mathématique employée dans la 
démonstration des théorèmes de convergence des régulateurs ILC. 
Une norme qui possède une meilleure signification physique est la norme sup ainsi 
définie :  
 ∞∈=⋅ )(max)( ],0[sup tff Tt  . 
 
A partir de la (6.3) on peut évidemment écrire : 
 
 
λ
λ
λ )()()( sup ⋅≤⋅≤⋅ feff T   (6.10) 
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Cette dernière relation  (6.10) garantit  la convergence de la norme sup suite à la 
convergence de la norme λ ; pourtant on n’a plus aucune garantie de convergence 
monotone de la norme sup. 
L’inégalité  (6.10) montre encore qu’ en réduisant la valeur de λ on rapproche les  
deux normes, jusqu’ à les rendre pareilles pour λ=0. 
Au contraire, la convergence monotone de f(t) par rapport à une norme λ avec λ 
élevée ne donne pas beaucoup de chance d’avoir une norme sup  qui se réduit de façon 
monotone. 
Dans la conception  du régulateur IOC il  sera donc important de maintenir la valeur 
de λ suffisamment petite pour éviter des  pics  des grandeurs employées dans le système. 
Une fois établi l’intervalle [0,T] et le coefficient d’apprentissage “l”, on peut déduire  
la valeur de λ  a partir de la relation  (6.9).  
La valeur de λ correspondante à la limite de convergence est la plus petite  valeur qui 
permet d’avoir <1 et au dessous duquel la convergence monotone n’est plus garantie ; 
si on a <1 pour λ=0 alors on a convergence monotone dans le sens de la norme sup. 
0ρ
0ρ
Une hypothèse importante du théorème (6.1) c’est d’avoir la même valeur de la 
sortie du système et de la trajectoire à  suivre au début de chaque itération et c’est une des 
différences les plus considérables entre ce qui dans la  littérature s’appelle ILC et ce qui 
s’appelle “Régulation répétitive”. 
Afin de respecter cette hypothèse, dans la simulation  qui suit on a imposé la 
réinitialisation forcée du système à chaque itérations; les coefficients du système sont a=-
0.9601, b=1,  c=5.3767e+003 et ont été obtenu à partir de la transmittance  la mécanique 
du banc d’essai identifiée dans le chapitre précédant. 
La trajectoire à suivre  est la suivante: ])1,0([)( 1Ctyd ∈
 
 
 
 
Figure 6.1 : la trajectoire yd(t) à apprendre 
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En choisissant l=1/5000 on obtient: 
 
10.07531 <=− lcb     
 
Donc on a la garantie de la convergence de  vers ; en évaluant la relation (6.9) 
on obtient le profil suivant: 
)(tuk )(tud
 
 
 
Figure 6.2  
 
 
La figure ci-dessus a été tracée avec la fonction Matlab ‘lambda_ro0’ fournie en annexe à ce mémoire 
(Annexe D). 
 
On peut voir dans la figure ci-dessus qu’on a convergence monotone déjà pour λ=2 ; 
les résultats de la simulation sont les suivants: 
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Figure 6.3 : apprentissage au cours de 4 itérations 
 
La figure 6.3 montre les sorties du système (rouge) et la référence (bleu) aux  4 
premières  itérations ; la figure a été tracée grâce au schéma Simulink implémenté pour 
simuler chaque essai et grâce à la procédure Matlab ‘iteration’ [Annexe E] ayant pour but 
de gérer l’apprentissage (exécuter les essais, modifier u , illustrer les sorties). )(tk
La procédure ‘iteration’ et le schéma Simulink sont décrits dans le paragraphe 6.4.  
   
La figure suivante montre l’évolution de la norme sup et de la lambda-norm (λ=2):    
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Figure 6.4 : profil de l’erreur au cours de 4 itérations 
 
Puisque  λ=2 et T=1, (6.9) devient: 
 
λλ )()()(
2
sup
⋅≤⋅≤⋅ feff  
 
et on peut voir dans la figure 6.4 que la norme sup se maintient très proche de la 
lambda-norm. 
Si on choisi  l=1/2690 on obtient  la valeur 0.99881 =− lcb  qui est très proche de la 
limite 1; on est à la limite de la région de convergence, pourtant la relation (6.9) évaluée 
avec λ=1700 nous donne encore une valeur  au dessous de 1, nous assurant ainsi la 
convergence monotone de la lambda-norm. 
La convergence de la norme sup n’est plus monotone. 
 
 
 
 
Figure 6.5 : profil de l’erreur au cours des itérations 
 107 
Dans les simulations précédentes on a imposé à chaque itération la parfaite égalité  à 
l’instant initial entre  et  ; le théorème suivant montre ce qui se passe si on a 
un écart constant entre les deux fonctions au début de chaque itération. 
)(tyd )(tyk
 
 
 Théorème 6.2 [REF 5]  
 
 Sous les mêmes hypothèses que le théorème 6.1, sauf que : 
 
constyy dk =∆=− )0()0(    (6.11) 
   
 on obtient : 
 
      (6.12) ∆+=∞>− )()(lim tyty dkk
  
La démonstration de ce théorème est la même que celle du théorème  précédant, où 
cette fois  est la valeur du réglage  qui permet au système de suivre la trajectoire 
 . 
)(tud
∆+)(tyd
 
 
La figure suivante montre la trajectoire apprise par le régulateur (en rouge) quand il y 
a un écart constant    au début de chaque itération : 01.0=∆
 
 
 
Figure 6.6 : l’apprentissage au cours de 16 itérations 
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6.3 Convergence de la loi d’apprentissage de type PD 
 
 
Dans ce paragraphe on va introduire la loi d’apprentissage de type PD [REF 5] : 
 
 


 −−−+=+ ))()(())()(()()(1 tytyrtytydt
dltutu kdkdkk           (6.13) 
 
 
La condition de convergence est la même que celle du théorème 6.1 et la 
démonstration aussi, sauf qu’au lieu de  (6.9) on obtient la relation suivante : 
 
    
λ
λ
λλ δλρδρδ k
Ta
kk ua
ehuu )1(
)(
01 −
−+=≤
−
+   (6.14) 
 
où  cette fois brccalhlcb )(,1 −=−=ρ . 
 
  
Si  on peut encore choisir une valeur de λ assez grande pour que la quantité  
reste inférieure à 1 et cela suffit à démontrer [REF 5] la convergence monotone de la  
norme λ pour la loi d’apprentissage (6.13). 
1≤ρ 0ρ
On déduit de la relation (6.14) que, en choisissant r=a, si  < 1 on a convergence 
monotone de l’erreur de réglage pour n’importe quelle valeur de λ, en particulier pour 
λ=0, c'est-à-dire pour la norme sup. 
ρ
Donc sans changer la valeur de l  la loi d’apprentissage de type PD  permet d’obtenir 
convergence monotone de la norme sup. 
Dans les expériences pratiques on peut profiter de la connaissance des paramètres du 
système (la matrice dynamique A ou le scalaire a) pour choisir une valeur intelligente de 
r ; si on ne connais pas parfaitement la valeur de A on peut quand même  se rapprocher de 
sa valeur réelle pour améliorer la convergence de la régulation. 
Si on considère le système du paragraphe précédant et on trace les valeurs de   0ρ
pour différentes valeurs de r et la même valeur de l=1/3500 on obtient : 
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Figure 6.7 : effet du choix de r sur le λ de convergence 
   
 
En observant la figure ci dessus on remarque qu’avec un régulateur de type D  (r=0) 
on obtient convergence à partir de  la norme 5 et  avec un gain proportionnel r=-0.4 on 
obtient  λ=3 ; quand r devient très proche à la valeur de a  la valeur  reste toujours 
dessous 1 et donc on a convergence de n’importe quelle norme λ. 
0ρ
Le théorème suivant est une généralisation du théorème 6.2 et montre dans quelle 
mesure la présence du terme proportionnel  r améliore la capacité du système à suivre 
une trajectoire assignée : 
 
Théorème 6.3  [REF 5] 
 
Sous les mêmes hypothèses que pour le théorème 3.2, en employant la loi 
d’apprentissage de type PD (6.13) 
   
 on obtient : 
 
      (4.3) ∆+=∞>−
rt
dkk
etyty )()(lim
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La démonstration de ce théorème est la même que les autres, si l’on considère pour    
le signal réglant  qui permet au système de suivre la trajectoire  
)(tud
∆+ rtd ety )(  .
  
Avec une valeur de r négative on donne au système la capacité de récupérer l’écart 
initial le long de la trajectoire ; la durée de chaque itération joue un rôle important. 
     
La simulation suivante montre ce qui se passe avec un écart initial constant de 0.01 et 
une valeur de r plutôt proche de la valeur de a  (r=-0.8) : 
 
 
 
 
Figure 6.8 apprentissage au cours de 16 itérations 
 
 
A la fin de la 16-ème itération on peut effectivement mesurer un erreur de sotie de  
0.01e-0.8=0.0045; en choisissant une valeur très élevée de r on peut réduire à volonté le 
écart à la fin de l’essai, jusqu'à  imposer que la trajectoire du système de se confonde avec 
yd(t). 
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Figure 6.9 : apprentissage au cours de 100 itérations  
 
 
 
On peut voir dans la figure 6.9 que le signal réglant final est capable d’assurer que la 
sortie regagne  la trajectoire imposée, pourtant une valeur de r trop élevée rend élevée 
aussi la valeur de λ et donc la monotonicité de convergence devient tout à fait 
improbable. 
La figure suivante montre le profil de  pour r=-5 et l=1/3500 : 0ρ
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Figure 6.10 : profil de  en fonction de λ 0ρ
 
 
On a encore convergence, mais la valeur de λ permettant à de descendre sous le 
niveau critique ( ) est environ de 16 et  le profil de l’erreur présente des 
«overshots » très grands qui rendent beaucoup plus longue la période d’apprentissage. 
0ρ
10 =ρ
On peut voir dans la figure 6.11 qu’on rejoint un niveau satisfaisant du réglage après 
la 60-ème itération environ. 
En effet cette figure suivante montre le profil de la norme de  l’erreur pendant cette 
dernière simulation : 
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Figure 6.11 : profil de l’erreur au cours de 100 itérations   
 
 
    
     Jusqu’à présent on a présenté le cas où à chaque itération l’erreur initiale est nulle 
(théorème 6.1) ou constante (théorème 6.2). Dans les cas pratiques il est possible de 
démontrer [REF 5] que lorsque l’erreur ∆ change au cours des itérations dans un 
intervalle plus ou moins large, la quantité λδ )(tyk  reste aussi limitée dans un intervalle 
dont la largueur peut être ajustée grâce à r. 
Sans vouloir approfondir la façon dont r  influence la largeur de cet intervalle, cela 
donne une garantie sur la capacité d’apprendre du régulateur itératif lorsque  la quantité ∆ 
reste comprise dans un intervalle limité. 
Ce résultat est important puisqu’il permet de gérer le cas où  on ne peut pas imposer  
un reset forcé du système à chaque essai et donc l’erreur initiale qu’on mesure au premier 
instant  de chaque itération est toujours différente. 
Avec cette dernière observation on remarque ce qu’on avait déjà annoncé au 
commencement du chapitre, c'est-à-dire le fait que la régulation itérative à apprentissage 
est un cas particulier de la régulation répétitive. 
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6.4 La procédure d’apprentissage implémentée 
 
 
Au cours de ce chapitre on a introduit des résultats théoriques à propos de la 
régulation itérative à apprentissage  et en même temps on en a fourni une illustration 
basée sur l’exemple d’un système du premier ordre. 
Il s’agit du système (6.2) dont les coefficients ont été indiqués dans le paragraphe  
6.2. Le schéma Simulink employé pour chaque essai est le suivant : 
 
 
Figure 6.12 : schéma Simulink utilisé pour l’apprentissage 
 
 
On peut voir dans la figure 6.12 le procédé (le bloc State-Space) qui est réglé par le 
signal u0 provenant du Workspace de Matlab.  
Celui-ci représente le signal actuel relatif à la h-ème itération et c’est lui qui 
détermine le profil de la sortie du procède à la même itération. 
Le signal sortant du bloc yd(t) est la sortie désirée et il est le même au cours de toute 
la période d’apprentissage. 
Le signal qui va se sommer à u0 à l’itération h+1 est chargé, au cours de l’itération h, 
dans la variable delta du Workspace.  
L’ensemble L,R et Derivative  implémentent la loi d’apprentissage de type D (R=0) 
ou PD . 0≠R
La durée de chaque itération (T)  est fixée et vaut 1 s. 
 
La procédure Matlab ‘iteration’ a pour but de gérer l’apprentissage et d’en visualiser 
les résultats obtenus; elle travaille sur la base des paramètres suivant à configurer avant 
son exécution : 
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PARAMETRE SIGNIFICATION 
sample Période d’échantillonnage des signaux 
obtenu au cours de la simulation  
tfin Durée de chaque simulation (la même que 
celle imposé dans Simulink-simulation 
parameters) 
n_trials Nombre d’essais après lesquels on 
considère la période d’apprentissage 
terminée 
lambda Choix de la norme λ pour visualiser le 
profil au cours des essais  
 
 
Les pas de l’algorithme sont les suivants : 
    
1. Initialisation des signaux u0 et delta avec un vecteur nul dont la longueur est 
déterminée par la durée de chaque essai (tfin) et par la période d’échantillonnage 
(sample) choisie.  
 
2. Exécution de la simulation, à la fin de laquelle on substitue à u0 le signal 
u0+delta. Les données relatives à la sortie et à l’erreur sont gardées dans des 
variables appropriées. Si l’apprentissage est fini on va au pas 3, sinon on répète le  
pas 2.  
 
3. Visualisation des résultats obtenus. Dans une figure on trace les profils des sorties 
et dans une autre le profil de l’erreur (norme λ et norme sup) au cours de la 
période d’apprentissage. 
 
Le code de cette procédure est fourni en annexe à ce mémoire (Annexe E). 
 
 
6.5 Conclusions 
 
On a présenté dans ce chapitre les principes de la régulation itérative à apprentissage ;  
on a illustré les théorèmes de convergence à l’aide d’un simple exemple représentant un 
modèle simplifié du banc d’essai et on a finalement décrit la procédure gérant 
l’apprentissage. 
Contrairement au cas des autres chapitres, on a présenté la situation où la périodicité 
est caractéristique de la consigne de la boucle et pas de la perturbation ; pourtant la nature 
du problème est la même et avec les changements nécessaires on peut employer de la 
même manière  même les  résultats obtenus ici. 
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La procédure gérant l’apprentissage permet d’obtenir à chaque itération un nouveau 
signal réglant; celui-ci est le signal réglant effectivement employé à l’itération suivante. Il 
s’agit évidemment d’une procédure en boucle ouverte qui est difficilement applicable en 
pratique, impliquant la parfaite reproductibilité de chaque essai. 
Pourtant, avec la composante ‘proportionnelle’ de la loi d’apprentissage de type PD, 
il est possible d’obtenir une convergence satisfaisante lorsque les essais ne sont pas 
identiques : cela permet la mise en œuvre d’un tel régulateur sur des procédés réels en 
fermant la boucle de régulation avec un régulateur itératif à apprentissage calculant à 
chaque ‘période d’apprentissage’ la nouvelle composante ‘itérative’ de la commande à 
envoyer au procédé. 
Il faut pourtant souligner que, bien qu’on ferme la boucle avec un tel régulateur, une 
composante du signal du commande est déterminée seulement par les données  reçues 
pendant la période d’apprentissage précédente et cela rend la boucle plutôt sensible aux 
événements qui échappent à la périodicité des conditions. 
Lorsqu’ un changement arrive, le régulateur  (avec sa composante ‘itérative’) ne peut 
que réagir en retard et ce retard dépend évidemment de la longueur établie pour chaque 
itération. Ce retard a la même nature que le retard introduit par la boucle à mémoire 
présentée dans les chapitres 4 et 5 : il est pourtant nécessaire à l’apprentissage, permettant 
d’améliorer la performance après chaque itération.    
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Annexe A 
  Approximation de la boucle à mémoire avec un 
système linéaire et continu    
 
 
En étudiant les systèmes avec retard il est utile souvent d’employer 
l’approximation de Padé. Il s’agit d’une méthode permettant de substituer à l’expression 
  la fonction P(s)/Q(s), où P(s) et Q(s) sont deux polynômes de dégrée p et q 
respectivement.   
se−
L’idée de base est d’obtenir les premiers p+q+1 échantillons du développement  
en série de Maclaurin du retard  : se−
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on peut obtenir les approximants  de Padé en choisissant [REF 1] : 
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Lorsque il faut approximer le retard , il suffit de substituer t à la variable s 
des relations (A.2) et (A.3). Pour assurer la stabilité de P(s)/Q(s) on a choisi p=q=n, où n 
représente l’ordre de l’approximation.  
0ste− s0
La fonction Matlab pade (dont le code est fourni ci-dessous) retourne les 
coefficients de P(s) et Q(s) : 
 
 
 
 
 
 
 
 
function [p,q]=pade(n,t0) 
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p=zeros(1,n+1); 
q=zeros(1,n+1); 
for k=0:n 
p(n-k+1)=(-1)^k*t0^k*(factorial(2*n k)*     
*factorial(n))/(factorial(2*n)*factorial(k)*factorial(n-k)); 
end 
q=abs(p); 
return; 
 
 
Après qu’on dispose des p et q, pour approximer  une boucle à mémoire avec 
 et g=1 (chap. 4) il suffit d’effectuer les opérations suivantes (ex. p=9, t0=1): 1=rk
 
  >> [p,q]=pade(9,1); 
>> ret=tf(p,q); 
>> boucle_mem=1/(1-ret) ; 
 
 La figure ci-dessous illustre la réponse indicielle de la transmittance rationnelle 
ret(s) :   
 
 
 
Figure A.1 
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Annexe B 
  conception d’un filtre FIR à phase linéaire  
 
 
Un filtre à réponse impulsive finie (FIR) produit une sortie qui est la somme 
pondérée de l’échantillon courant et des échantillons précédents du signal en entrée. 
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Le schème classique d’un filtre FIR est le suivant : 
 
 
Figure B.1 
 
 
La fonction de tranfert d’un tel filtre est la suivante : 
 
NzNhzhzhh
zX
zYzH −−− ++++== ][...]2[]1[]0[
)(
)()( 21  (B.2) 
 
Sans perdre de généralité on va considérer le cas ou N est paire et on va 
démontrer [REF 7] que, si on choisit les coefficients h[k] de façon que h , le 
filtre obtenu a un déphasage linéaire. 
][][ nNhn −=
En employant cette dernière hypothèse la relation (B.2) devient : 
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Pour la réponse harmonique, on obtient enfin : 
 [ ]]2/[...))12/cos((]1[2))2/cos((]0[2)( )2/( NhNhNheeH Njj ++−+= − ωωωω  (B.4) 
 
La quantité entre parenthèses est une fonction réelle de la pulsation ω et elle peut 
avoir des valeurs positives et négatives pour les valeurs de la pulsation comprises  dans 
l’intervalle [0,π]. 
Le terme exponentiel est responsable du déphasage et celui-ci est  linéaire 
lorsqu’on choisit les coefficients  selon la relation de symétrie   ; le 
déphasage linéaire se traduit dans un retard de la sortie dont la valeur est N/2*T
][][ nNhnh −=
s, où Ts est 
la période d’échantillonnage du filtre.    
 
Si N est impaire on va retrouver le même résultat, sauf qu’il n’y a pas de terme 
h(N/2) dans la  relation (B.4). 
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Annexe C 
La S-function  ADAPT_LENGTH 
 
 
 
Le code de la S-function adapt_length décrite dans le chapitre 5 est le suivant : 
 
  
%------------------------------------------------------------------------------------------------ 
 %---------------S-FUNCTION ADAPT_LENGTH (/mem loop/adapt_length.m)---- 
 
 
function [sys,x0,str,ts] = sfuntmpl(t,x,u,flag,sample,buf) 
 
switch flag, 
 
  %%%%%%%%%%%%%%%%%% 
  % Initialization % 
  %%%%%%%%%%%%%%%%%% 
  case 0, 
    [sys,x0,str,ts]=mdlInitializeSizes(sample,buf); 
 
  %%%%%%%%%%%%%%% 
  % Derivatives % 
  %%%%%%%%%%%%%%% 
  case 1, 
    sys=mdlDerivatives(t,x,u); 
 
  %%%%%%%%%% 
  % Update % 
  %%%%%%%%%% 
  case 2, 
    sys=mdlUpdate(t,x,u); 
 
  %%%%%%%%%%% 
  % Outputs % 
  %%%%%%%%%%% 
  case 3, 
    sys=mdlOutputs(t,x,u,sample); 
 
  %%%%%%%%%%%%%%%%%%%%%%% 
  % GetTimeOfNextVarHit % 
  %%%%%%%%%%%%%%%%%%%%%%% 
  case 4, 
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    sys=mdlGetTimeOfNextVarHit(t,x,u); 
 
  %%%%%%%%%%%%% 
  % Terminate % 
  %%%%%%%%%%%%% 
  case 9, 
    sys=mdlTerminate(t,x,u); 
 
  %%%%%%%%%%%%%%%%%%%% 
  % Unexpected flags % 
  %%%%%%%%%%%%%%%%%%%% 
  otherwise 
    error(['Unhandled flag = ',num2str(flag)]); 
 
end 
 
% end sfuntmpl 
 
% 
%========================================================= 
% mdlInitializeSizes 
% Return the sizes, initial conditions, and sample times for the S-function. 
%========================================================= 
% 
 
function [sys,x0,str,ts]=mdlInitializeSizes(sample,buf) 
 
max_states=3000; 
sizes = simsizes; 
 
sizes.NumContStates  = 0; 
sizes.NumDiscStates  = max_states; 
sizes.NumOutputs     = 1; 
sizes.NumInputs      = 2; 
sizes.DirFeedthrough = 1; 
sizes.NumSampleTimes = 1;   % at least one sample time is needed 
 
sys = simsizes(sizes); 
 
% 
% initialize the initial conditions 
% 
x0  = [zeros(1,max_states-2) 0 buf]; 
% 
% str is always an empty matrix 
% 
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str = []; 
 
% 
% initialize the array of sample times 
% 
ts  = sample; 
 
% end mdlInitializeSizes 
 
function sys=mdlDerivatives(t,x,u) 
 
sys = []; 
 
% end mdlDerivatives 
 
 
%========================================================= 
% mdlUpdate 
% Handle discrete state updates, sample time hits, and major time step 
% requirements. 
%========================================================= 
 
function sys=mdlUpdate(t,x,u) 
sys=x; 
soglia=0; 
max_states=3000; 
buf_at=x(max_states); 
pun=x(max_states-1)+1; 
if pun<=0 
    sys(max_states-1)=pun; 
end 
if pun>0 
    if pun==buf_at 
        c=xcorr([x(1:buf_at-1)' u(1)],[x(buf_at+1:2*buf_at-1)' u(2)] ); 
        medio=buf_at; 
        next_buf_at=buf_at; 
        area_destra=0; 
        area_sinistra=0; 
        for i=1:round(buf_at/10) 
            area_destra=area_destra+abs(c(medio+i)); 
            area_sinistra=area_sinistra+abs(c(medio-i)); 
        end 
if sum(abs([x(1:buf_at-1)' u(1)]))>0 & sum(abs([x(buf_at+1:2*buf_at-1)' 
u(2)]))>0 
            if (area_destra-area_sinistra)<-soglia 
                next_buf_at=buf_at+5; 
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            end 
            if (area_destra-area_sinistra)>soglia 
                next_buf_at=buf_at-5; 
            end 
            sys(max_states)=next_buf_at; 
        end 
        sys(max_states-1)=-2*max(buf_at,next_buf_at); 
        sys(1:next_buf_at)=0; 
    else 
        sys(pun)=u(1); 
        sys(pun+buf_at)=u(2); 
        sys(max_states-1)=x(max_states-1)+1; 
    end 
end 
 
% end mdlUpdate 
 
 
%========================================================= 
% mdlOutputs 
% Return the block outputs. 
%========================================================= 
 
function sys=mdlOutputs(t,x,u,sample) 
max_states=3000; 
buf_at=x(max_states); 
sys=buf_at*sample; 
  
function sys=mdlGetTimeOfNextVarHit(t,x,u) 
 
sampleTime = 1;    %  Example, set the next hit to be one second later. 
sys = t + sampleTime; 
 
function sys=mdlTerminate(t,x,u) 
 
sys = []; 
 
% end mdlTerminate  
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Annexe D 
La Matlab function Lambda_Ro0 
 
 
La Matlab function Lambda_Ro0 est utilisée dans le chapitre 6 (régulation itérative à 
apprentissage). Elle a pour but de tracer le profil de  pour un ensemble de valeurs de λ. 
La fonction implémentée est la suivante (par. 6.3): 
0ρ
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Les valeurs numériques fournies à la fonction sont respectivement les paramètres du 
système linéaire (a,b,c), les paramètres d’apprentissage (l,r) et la durée de chaque essai 
(t) : 
 
%------------------------------------------------------------------------------------------------ 
 %----------------MATLAB FONCTION LAMBDA_RO0 (/ilc/lambda_ro0.m) ----- 
 
% lambda_ro0(a,b,c,l,r,t) 
 
function lambda_ro0(a,b,c,l,r,t) 
close all; 
hold on; 
grid; 
title('Valeur de "ro0" pour la relative norme λ’); 
xlabel(‘lambda’) ; 
ylabel(‘ro0’) ; 
 
ro=abs(1-l*c*b); 
h=abs(l*(c*a-r*c))*abs(b); 
 
for lambda=0:0.1:25 
ro0=ro+h*(1-exp((abs(a)-lambda)*t))/(lambda-abs(a)); 
plot(lambda,ro0,'.-'); 
end 
 
%------------------------------------------------------------------------------------------------ 
 %------------------------------------------------------------------------------------------------ 
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Annexe E 
La procédure Iterations 
 
 
 
La procédure Iterations  est employée dans tout le chapitre 6 pour gérer l’apprentissage 
au cours des essais. Elle est employée avec le schéma Silulink de la figure 6.12. 
 
%------------------------------------------------------------------------------------------------ 
 %-----------------PROCEDURE ITERATION (/ilc/iterations.m) ---------------------- 
 
close all; 
 
proc=0.0364*tf(1,[6.7700e-006  6.5000e-006]); 
[a,b,c,d]=tf2ss(proc.num{1},proc.den{1}); 
 
tfin=1; 
sample=0.001; 
n_trials=50; 
lambda=5; 
 
u0.time=0:sample:tfin; 
u0.signals.values=zeros(length(u0.time),1); 
u0.signals.dimension=1; 
 
delta.time=0:sample:tfin; 
delta.signals.values=zeros(length(u1.time),1); 
delta.signals.dimension=1; 
 
norma_sup=zeros(n_trials,1); 
norma_lambda=zeros(n_trials,1); 
for i=1:n_trials 
    sim(gcs); 
    disp(n_trials-i) 
    % learning............ 
    u0.signals.values=u0.signals.values+delta.signals.values; 
    % norm................ 
    norma_sup(i)=max(abs(errore)); 
    for j=1:tfin/sample+1 
        errore(j)=exp(-lambda*(j-1)*sample)*errore(j); 
    end 
    norma_lambda(i)=max(abs(errore)); 
    %   
    if i==floor(n_trials/4)+1 
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        times=yk.time; 
        output1_4=yk.signals.values; 
    end 
    if i==floor(2*n_trials/4) 
        output2_4=yk.signals.values; 
    end 
    if i==floor(3*n_trials/4) 
        output3_4=yk.signals.values; 
    end 
    if i==floor(4*n_trials/4) 
        output4_4=yk.signals.values; 
    end 
end 
 
% norm plotting.................... 
figure; 
h=subplot(1,2,1); 
plot(1:n_trials,norma_sup);grid; 
t=get(h,'title'); set(t,'string','Sup-norm'); 
 
h=subplot(1,2,2);  
plot(1:n_trials,norma_lambda);grid; 
t=get(h,'title'); set(t,'string','Lambda-norm'); 
 
% output plotting.................. 
figure; 
h=subplot(2,2,1);hold on;grid; 
plot(times,yd.signals.values,'b'); 
plot(times,output1_4,'r'); 
t=get(h,'title'); set(t,'string',num2str(floor(n_trials/4))); 
h=subplot(2,2,2);hold on;grid; 
plot(times,yd.signals.values,'b'); 
plot(times,output2_4,'r'); 
t=get(h,'title'); set(t,'string',num2str(floor(2*n_trials/4))); 
h=subplot(2,2,3);hold on;grid; 
plot(times,yd.signals.values,'b'); 
plot(times,output3_4,'r'); 
t=get(h,'title'); set(t,'string',num2str(floor(3*n_trials/4))); 
h=subplot(2,2,4);hold on;grid; 
plot(times,yd.signals.values,'b'); 
plot(times,output4_4,'r'); 
t=get(h,'title'); set(t,'string',num2str(floor(4*n_trials/4))); 
 
%------------------------------------------------------------------------------------------------  
 %------------------------------------------------------------------------------------------------ 
 
