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CANONICAL DIFFUSIONS ON PATTERN SPACES OF APERIODIC
DELONE SETS
PATRICIA ALONSO-RUIZ1, MICHAEL HINZ2, ALEXANDER TEPLYAEV3,
AND RODRIGO TREVIN˜O4
Abstract. We consider pattern spaces of aperiodic and repetitive Delone sets of finite
local complexity. These spaces are compact metric spaces and constitute a special class
of foliated spaces. We define new Sobolev spaces with respect to the unique invariant
measure and prove the existence of the unitary Schro¨dinger semigroup, which in physics
terms describe the evolution of phasons. We define and study natural leafwise diffusion
processes on these pattern spaces. These processes have Feller, but lack strong Feller and
hypercontractivity properties, and heat kernels do not exist. The associated Dirichlet forms
are regular, strongly local, irreducible and recurrent, but not strictly local. For harmonic
functions we prove new Liouville and Helmholtz-Hodge type theorems.
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Table 1. Summary of notation used throughout the paper.
ΩΛ0 = Ω the pattern space of a Delone set Λ0 Definition 2.2
̺ metric on Ω Definition 2.1
orb(Λ) orbit of Λ Remark 2.4
̺orb orbit metric Definition 2.10
hΛ orbit homeomorphism (2.1)
CΛ,ε a transversal ε-cylinder set Definition 2.5
OΛ,ε translated ε-cylinder set (2.4)
µ unique Rd-invariant probability measure on Ω (2.8)
pRd(t, ~s, ) Gaussian heat kernel on Rd Definition 3.1
(Tt)t≥0 Feller semigroup of Xt Definition 3.2
Xt canonical diffusion process on Ω Theorem 1
λdΩ not σ-finite pushforward of the Lebesgue measure λ
d (2.10)
pΩ(t, ·, ·) heat kernel with respect to the measure λdΩ (3.5)
Ck(Ω) Ck-functions on Ω Definition A.1
Ckorb(Ω) ̺orb-continuous functions that are orbit-wise C
k Definition 4.7
Cktlc(Ω) transversally locally constant C
k-functions on Ω Definition A.4
CkΛ(R
d) Λ-equivariant Ck-functions on Rd Definition A.5
∇ canonical gradient operator on Ω (A.2)
∆ canonical Laplacian on Ω (A.3)
LC(Ω) Feller generator of Xt (4.7)
(Pt)t>0 extension of (Tt)t>0 to a semigroup on L
2(Ω, µ) Notation 3.8
L Generator of (Pt)t>0 (6.4)
E Dirichlet form of (Pt)t>0 on Ω (6.3)
B(Ω),B(Rd) Borel measurable functions on Ω, Rd
bS subspace of bounded elements of a function space S
Wk,2(Ω, µ) canonical Sobolev spaces on Ω Definition 3.7
1. Introduction
Pattern spaces of aperiodic and repetitive Delone sets of finite local complexity are fo-
liated spaces that are important in mathematics and mathematical physics, see for in-
stance [7,87,99,108]. Our work is the first to define and study the natural symmetric diffusion
processes on such spaces, and to define the unique self-adjoint extension L of the Laplacian
∆. This allows to define the unitary Schro¨dinger semigroup eiL that, under natural physical
assumptions, describes the evolution of phasons, quasiparticles existing in quasicrystals. In
physical literature this is a well studied object, see [10, 36, 40] and references therein, but
previously there have not been a mathematical proof of existence of such particles. Besides
the functional analysis, our probabilistic construction allows to use the tools of stochastic
analysis to obtain the Feynman-Kac formulas for phasons, including the Feynman-Kac for-
mulas with a magnetic field [75,76]. In some sense our study is dual to the study of aperiodic
discrete Schro¨dinger operators, see [6, 35, 80, and references therein]. Technically our work
is difficult because classical methods do not apply, as we comment throughout the article.
There exist many studies of various properties of pattern spaces, specific examples, and
their physical relevance. However, at present, the literature dealing with the relation between
diffusion processes and their semigroups, and the related functional analysis, is not well
developed. Our work aims to bridge this gap, and has three goals. The first is to begin with
a simple definition and, based on it, to give rather straightforward arguments to prove some
basic important facts: the presence of the Feller property and the absence of the strong
Feller property. The second goal is to investigate the situation when the existence and
uniqueness of an invariant ergodic probability measure is known. In this case, the diffusion
is symmetric with respect to this measure and exploiting this fact, we can prove new results
about Sobolev spaces, quadratic (Dirichlet) forms, self-adjoint Laplacians, and harmonic
functions. Third, in the one dimensional case of Delone sets on the real line, we obtain the
Helmholtz-Hodge decomposition for L2 vector fields. This Helmholtz-Hodge decomposition
is new and substantially different from the more well established results dealing with the de
Rham type cohomology.
Delone sets arise from various models such as tilings or quasicrystals, see for example
[1–4, 7, 8, 10, 18–20, 58, 87, 88, 95, 112]. One can introduce a certain metric on all Delone sets
(Definition 2.1), and consider the closure of the Rd-orbit of a given Delone set with respect
to this metric. In this way, a Delone set of finite local complexity produces a compact
metric space, called the pattern space or continuous hull. Delone sets that in addition are
aperiodic and repetitive lead to pattern spaces with an interesting topological structure,
as they are not manifolds or foliated manifolds, but examples of more complicated foliated
spaces, [16, 25, 99]. More specifically, they are locally homeomorphic to products of Cantor
sets and Euclidean balls. Therefore, although they are neither a manifold nor a fractal, such
pattern spaces have in some sense aspects of both.
Diffusions on foliated manifolds were introduced in [59] and defined using (truncated)
heat kernels of Brownian motion on the leaves of the foliation. The existence of invariant
measures for the diffusion was also verified. Further properties of such invariant measures
can be found in [82]. The paper [24] studied diffusions in the more general setup of foliated
spaces, see [24, Definition 2.1] or [25, 99], which covers the pattern spaces considered here.
These papers dealt with elliptic operators on smooth functions on foliated spaces and used
the Hille-Yosida theorem to verify the existence of associated Feller semigroups. Correcting a
gap in [59], the paper [24] also proved the existence of invariant measures for these semigroups
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and used Kolmogorov’s theorem to actually construct related Feller diffusion processes on
the foliated spaces (see also [26, Chapter 2]). A complementary approach to diffusions on
foliated spaces using stochastic differential equations was recently provided in [117], where
the Feller property of the diffusions was verified.
Pseudodifferential operators acting in the transversal (‘Cantor-set’) direction of pattern
spaces have been investigated in [103] using tools from noncommutative geometry. Physical
applications are discussed in [87].
In the present paper we give a different, probably the most robust, definition of diffusions
on pattern spaces in comparison to [24] and [117], although all natural approaches are related
to the canonical differentiation along the orbits considered in [86,89], see Definitions 3.2 and
A.1 and formula (3.2). Starting with our definition of the diffusion, we first give a short
alternative proof of the Feller property, now based on the metric on the pattern space. We
verify in Theorem 1 that the diffusion does not possess the strong Feller property, a simple
result that we could not find in the existing literature. Afterwards, we assume that the action
of Rd on the pattern space is uniquely ergodic, a situation that covers many typical examples
of pattern spaces, see Remark 2.7. This adds a new perspective and leads to new results
not previously covered in [24–26, 59], because in this case the unique invariant and ergodic
probability measure µ provides a volume measure on the pattern space with respect to which
the diffusion is easily seen to be symmetric. Moreover, µ is invariant with respect to the
Feller semigroup and convergence to equilibrium holds in the weak sense. As a consequence
of the symmetry, we can consider the L2-generator of the diffusion, which is a self-adjoint
extension of the natural Laplacian defined on smooth functions, Theorem 4. We observe
that the L2-semigroup does not admit a heat kernel with respect to µ. The corresponding
Dirichlet form is regular strongly local, irreducible and recurrent, but the regularity in this
case is not enough to consider the natural regularization of the generalized eigenfunctions,
see [97] and references therein.
It is important to note that the spectrum of the Laplacian is connected with the spectrum
of the Koopman operators associated with the action of Rd on the pattern space, see Theo-
rem 4 (2) and Corollary 3.12. This provides a connection to recent results on spectral notions
of aperiodic order [8, 9]. A Liouville theorem for measurable harmonic functions is proved
in Theorem 2. For pattern spaces of Delone sets in dimension one, we provide in Theorem
5 a Helmholtz-Hodge decomposition and verify that the orthogonal complement of gradient
fields consists only of constants. This result can be rephrased by saying that the space of
harmonic vector fields is one-dimensional, in contrast to topological results such as the fact
that for the Fibonacci-tiling in dimension one, the first Cˇech cohomology is two-dimensional
see [108, 109] and Remark 3.13.
In Section 4 we consider the properties of the Feller semigroup and its generator. Sec-
tion 6 deals with the L2-semigroup with respect to the unique ergodic invariant measure,
the generator of this semigroup and associated quadratic forms. In Section 7 we discuss har-
monic functions and prove the Liouville theorem. Section 8 deals with the Helmholtz-Hodge
decomposition in the one-dimensional case. Basic facts on differentiable functions and the
Hodge star operators for Dirichlet forms are collected in the appendix. This is connected to
the tangential, dynamical, weakly patterned equivariant cohomologies, but different from the
Cech, strongly patterned equivariant, transversally locally constant dynamical cohomologies
(see Theorems 20 and 23 in [89] and also [99]).
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We would like to mention two aspects which make analysis on a pattern space difficult.
One aspect is that we have to consider two metrics, ̺ from Definition 2.1 and ̺orb from
Definition 2.10. The pattern space is compact in the non-geodesic metric ̺, but the topology
induced by the geodesic metric ̺orb is non-compact and non-separable. Moreover, in most
of the paper, we have to deal with two measures: a unique ergodic probability measure µ
from (2.8), and a non σ-finite measure λdΩ, which is the pushforward of the d-dimensional
Lebesgue measure λd under the orbit homeomorphisms (2.1). Thus, even though µ ≪ λdΩ,
the Radon-Nikodym theorem does not apply. Note also that, by continuity, the natural
diffusion process almost surely has to be confined to the orbit of its starting point, implying
that the diffusion is not strong Feller and there is no heat kernel with respect to µ. As a
deep consequence of this aspect of stochastic analysis, the classical theory of Carlen-Kusuoka-
Stroock [27] does not apply in our case. The Dirichlet form is not strictly local because the
intrinsic metric does not generate the topology of the space, unlike in more well studied
geometric analysis situations [29,70,92,93,115,116] (see [16,21,66–69] for related functional
analysis and probabilistic discussion).
Acknowledgements. We thank Eric Akkermans, Jean Bellissard, Lucian Beznea, David
Damanik, Jozef Dodziuk, Dmitry Dolgopyat, Maria Gordina, Daniel Lenz, Luke Rogers, and
Claude Schochet for helpful and inspiring discussions.
2. Definitions and Notation
2.1. Definitions of Delone sets and pattern spaces. A subset Λ ⊂ Rd is called uniformly
discrete if there exists a number ε > 0 such that for any two distinct ~x, ~y ∈ Λ we have that
|~x − ~y| > ε. It is called relatively dense if there exists R > 0 such that Λ ∩ BR(~x) 6= ∅ for
any ~x ∈ Rd. The set Λ is a Delone set if it is both relatively dense and uniformly discrete.
A finite subset P ⊂ Λ is called a cluster of Λ. A Delone set has finite local complexity if
for every R > 0 there exist finitely many clusters P1, . . . , PnR such that for any ~x ∈ R
d there
is an i such that the set BR(~x)∩Λ is translation-equivalent to Pi. A Delone set Λ is aperiodic
if Λ−~t = Λ implies ~t = ~0. It is repetitive if for any cluster P ⊂ Λ there exists RP > 0 such
that for any ~x ∈ Rd the cluster BRP (~x)∩Λ contains a cluster which is translation-equivalent
to P .
Definition 2.1. Let Λ0 ⊂ Rd be a Delone set and denote by ϕ~t (Λ0) = Λ0−~t its translation
by the vector ~t ∈ Rd. For any two translates Λ1 and Λ2 of Λ0 define
̺(Λ1,Λ2) = min{ ¯̺(Λ1,Λ2), 2
−1/2},
where
¯̺(Λ1,Λ2) = inf{ε > 0 : ∃ ~s,~t ∈ Bε(~0) such that B 1
ε
(~0) ∩ ϕ~s(Λ1) = B 1
ε
(~0) ∩ ϕ~t(Λ2)}.
A proof that ̺ is a metric on the set of Delone sets in Rd can be found in [96]. Replacing
2−1/2 by any positive number less than 2−1/2 the function ̺ would still be a metric and so
would the pullback of the Hausdorff metric on the set of closed subsets of Sd under the
stereographic projection Πd : Rd → Sd. Different choices of this number lead to different
metrics, but they all generate the same topology. For convenience we stick to the formulation
in Definition 2.1.
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Definition 2.2. Let Λ0 ⊂ Rd be a Delone set. The pattern space (hull) of Λ0 is the closure
of the set of translates of Λ0 with respect to the metric ̺, i.e.
Ω = ΩΛ0 =
{
ϕ~t (Λ0) : ~t ∈ Rd
}
.
Remark 2.3. Pattern spaces are examples of inverse limit spaces. Examples of these types
of spaces are solenoids, although pattern spaces are not solenoids. We refer the reader
to [108, §2] for further details. Connections to Dirichlet structures (see [22, §2.3]) will be
discussed in a follow-up paper.
Remark 2.4. Given an aperiodic and repetitive Delone set Λ0 of finite local complexity,
every Λ ∈ ΩΛ0 is also an aperiodic and repetitive Delone set of finite local complexity.
Moreover, the path connected component of a point Λ ∈ ΩΛ0 coincides with its orbit
orb(Λ) = {ϕ~t (Λ) : ~t ∈ R
d},
that is homeomorphic to Rd via
hΛ : Rd −→ orb(Λ)(2.1)
~t 7−→ ϕ~t (Λ).
In fact, orb(Λ) is naturally isometric to Rd in a certain metric ̺orb, see Definition 2.10 and
Lemma 2.11 below. For any f : Ω→ R and Λ ∈ Ω we consider the function h∗Λf defined on
Rd by
(2.2) h∗Λf(~t ) := f ◦ hΛ(~t ), ~t ∈ R
d.
A period of Λ ⊂ Rd is any vector ~v ∈ Rd such that ϕ~v(Λ) = Λ. The set of periods
Per(Λ) forms a discrete subgroup of Rd. As such, being aperiodic is therefore equivalent to
Per(Λ) = {~0}. If the rank of the group is maximal (i.e. d), then Per(Λ) is a complete lattice
in Rd and the pattern space is the flat torus Rd/Per(Λ).
From now on, we will work under the following assumption.
Assumption 1. The underlying Delone set Λ0 ⊂ Rd has finite local complexity, is aperiodic
and repetitive.
Under this assumption, (ΩΛ0 , ̺) is a compact metric space that is connected but not path
connected. Moreover, repetitivity implies that
(2.3) for any Λ ∈ ΩΛ0 we have ΩΛ = ΩΛ0 .
Since the set Λ0 is fixed, to simplify notation we write
Ω := ΩΛ0
and only refer explicitly to the underlying Delone set when confusion may occur.
2.2. Local product structure of pattern spaces. A more detailed look at the geometry
of Ω allows to consider a useful a local product structure.
Definition 2.5. For each Λ ∈ Ω and ε > 0 a set of the form
CΛ,ε :=
{
Λ′ ∈ Ω : B 1
ε
(~0) ∩ Λ′ = B 1
ε
(~0) ∩ Λ
}
is called a transversal ε-cylinder set or ε-transversal at Λ.
5
The canonical transversal of Ω is defined as ℧ := {Λ ∈ Ω : ~0 ∈ Λ}. For any Λ ∈ ℧ the set
CΛ,ε is a clopen subset of ℧, and the topology of ℧ is generated by clopen sets of that type.
Moreover, the canonical transversal ℧ and the cylinder sets {CΛ,ε : Λ ∈ Ω} are Cantor sets,
see [88].
Due to the aperiodicity of Λ0, the pattern space (Ω, ̺) is not a manifold, yet it has a useful
local (product) structure. The following notation will be important throughout the paper
(see [86, 88] for the background).
Notation 2.6. For any Λ ∈ Ω and sufficiently small ε > 0 the translations of cylinder sets
(2.4) OΛ,ε = {ϕ~t (Λ
′) : Λ′ ∈ CΛ,ε,~t ∈ Bε(~0)}
form a base of the topology of Ω, see e.g. [55, Theorem 8]. In addition, for any Λ ∈ Ω, the
translated cylinder set OΛ,ε ⊂ Ω is the homeomorphic image under
(Λ′, t) 7→ ϕ~t (Λ
′)
of the product CΛ,ε × Bε(~0) of a Cantor set CΛ,ε as in Definition 2.5 and a ball Bε(~0) ⊂ Rd.
We denote the inverse of this homeomorphism by
φΛ,ε : OΛ,ε −→ CΛ,ε ×Bε(~0)
Λ¯ = ϕ~t (Λ
′) 7−→ (Λ′,~t ),(2.5)
which may be considered a foliated chart map [99].
The local product structure of (Ω, ρ) allows to identify locally any function f : Ω → R
with a function of two variables. Let OΛ,ε be a translated cylinder set as in (2.4) with Λ ∈ Ω
that is mapped homeomorphically onto the product C × B, where C = CΛ,ε is given by
Definition 2.5 and B = Bε(~0). Thus, for any f : Ω→ R we define f ◦ φ−1 : C ×B → R as
(2.6) f ◦ φ−1(Λ′,~t ) := f(Λ¯), Λ¯ = ϕ~t (Λ
′) ∈ OΛ,ε.
Note that sometimes the notation fOΛ,ε = f◦φ
−1 = (φ−1)∗f on C×B, where (φ−1)∗f := f◦φ−1,
also can be used.
Given an open set OΛ,ε = φ
−1(C × B) as in (2.4) we write (φ−1)∗(bB(C) ⊗ bB(B)) for the
space of finite linear combinations of functions defined as products
(2.7) f(Λ¯) := f0(Λ
′)F0(~t ), (Λ
′,~t ) = φ(Λ),
with f0 ∈ bB(C) and bB(B). If in this product F0 is compactly supported in B, then f is
compactly supported in OΛ,ε. We can extend it by zero to a bounded Borel function on all
of Ω and denote this extension by the same symbol f .
2.3. Unique ergodicity and invariant measures. The translative action of Rd makes Ω
into a dynamical system (Ω,Rd). Most of our results will be formulated under the assumption
that this action is uniquely ergodic.
One characterization of unique ergodicity is that there exists a unique Rd-invariant proba-
bility measure µ on Ω such that for any Følner sequence (An)n and any continuous function
f ∈ C(Ω) we have
(2.8) lim
n→∞
1
λd(An)
∫
An
f ◦ ϕ~t (Λ)d~t =
∫
Ω
f dµ,
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uniformly for every Λ ∈ Ω. Here, λd denotes the d-dimensional Lebesgue measure. The con-
vergence in (2.8) even holds in L1(Ω, µ) for Følner sequences and pointwise for L1-functions
as long as the Følner sets are Euclidean balls, see [51, §8.5-6].
Remark 2.7. Unique ergodicity is a natural assumption since all well-known examples of
aperiodic, repetitive Delone sets of finite local complexity define a uniquely ergodic action
of Rd on their pattern space. In fact, it is hard to be aperiodic, repetitive, have finite local
complexity and not be uniquely ergodic. There are several criteria which will guarantee
unique ergodicity: if the Delone set is linearly repetitive [4, §4.2]; if the aperiodic Delone
set comes from a self-affine tiling (e.g. Penrose tiling [12, 47, 52, 98, 104, 113]); generic cut
and project sets also define uniquely ergodic systems. Thus, unique ergodicity is in a sense
a typical property.
However, there are known examples of repetitive Delone sets of finite local complexity
which do not define uniquely ergodic actions: there is a construction in [33] which for any
d > 1 and Choquet simplex K, will produce a repetitive Delone set of finite local complexity
for which the Rd action on its pattern space has a set of invariant probability measures
isomorphic to K.
Unique ergodicity has a description in terms of clusters of patterns, which we now describe.
For a Delone set Λ of finite local complexity, let P ⊂ Λ be a cluster and A ⊂ Rd. We denote
by
[P : A] = #{~t ∈ Rd : ϕ~t(P ) ⊂ A ∩ Λ},
i.e., the number of translates of P contained in A.
A Delone set has uniform cluster frequencies relative to a Følner sequence {An}n if for
any non-empty cluster P the limit
freq(P,Λ) = lim
n→∞
[P : ϕ~t(An)]
Vol(An)
exists uniformly in ~t ∈ Rd.
Theorem ( [96, Theorem 2.7]). A Delone set Λ has uniform cluster frequencies if and only
if the action of Rd on its pattern space of Λ is uniquely ergodic.
Moreover, the unique Rd-invariant measure µ on the pattern space of a Delone set with
uniform cluster frequencies has a local product structure described as follows. Recall that
OΛ′,ε denotes a translated cylinder set, the types of which form the basis of the topology of
Ω (see (2.4)). Denote by Λε := Λ ∩ Bε−1(~0). The following comes from [96, Corollary 2.8].
Corollary 2.8. Let Λ be a Delone set of finite local complexity and uniform cluster frequen-
cies. For any Λ′ ∈ Ω and ε > 0 small enough,
µ(OΛ′,ε) = freq(Λ
′
ε,Λ) ·Vol(Bε(~0)).
As such, in the local foliated charts from (2.4), the push forward µ ◦ φ−1 under the chart
map φ of the unique Rd-invariant probability measure µ equals the product measure
(2.9) µ ◦ φ−1 = νC × λ
d|B,
where νC is the frequency measure on the Cantor set ℧ defined through ν(CΛ,ε) = freq(Λε,Λ).
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Remark 2.9. On each orbit OΛ := orb(Λ), the homeomorphism (2.1) also induces a measure
given by the pushforward of the Lebesgue measure λd. As a result, another measure on Ω
can be defined as
(2.10) λdΩ(A) :=
∑
OΛ orbit of Ω
λd(h−1Λ (A ∩OΛ)), A ∈ B(Ω).
Notice that µ is absolutely continuous with respect to λdΩ. However, λ
d
Ω is not σ-finite and
thus the Radon-Nikodym theorem does not apply. This fact will become specially relevant
when discussing the existence of heat kernels, see Remark 3.9.
2.4. Orbit-wise metric. As mentioned in Remark 2.4, the pattern space Ω can also be con-
sidered with a different topology than the one induced by the metric ̺ given in Definition 2.1.
This different topology is induced by the following metric.
Definition 2.10. The orbit-wise metric ̺orb on Ω is defined as
̺orb(Λ1,Λ2) =
{
inf{ ‖~t ‖ : Λ1−~t = Λ2} if Λ1,Λ2 ∈ orb(Λ) for some Λ ∈ Ω,
+∞ otherwise.
Since the underlying lattice Λ0 is aperiodic, for each Λ ∈ Ω = ΩΛ0 its orbit (orb(Λ), ̺orb)
is naturally isometric to Rd. The next lemma is obvious.
Lemma 2.11. For any Λ ∈ Ω, the space (orb(Λ), ̺orb) is the image of Rd under the isometry
(with respect to ̺orb) given by hΛ in (2.1).
The orbit-wise topology is drastically different from the one induced by the original metric
̺: The space (Ω, ̺orb) is not compact, not connected, and not separable. It is easy to see
that
̺(Λ1,Λ2) 6 2̺orb(Λ1,Λ2),
which implies that any continuous function on Ω is orbit-wise continuous with respect to
the topology generated by ̺orb. In particular, if f ∈ C(Ω), then for any Λ ∈ Ω we have
f ◦ hΛ ∈ C(Rd). An orbit-wise continuous function is not necessarily continuous on Ω.
Similarly, any Borel measurable function on Ω is orbit-wise Borel measurable. In particular,
if f ∈ B(Ω), then for any Λ ∈ Ω we have f ◦ hΛ ∈ C(Rd). An orbit-wise Borel measurable
function is not necessarily Borel measurable on Ω.
3. Main results
In this section we state the main results of this paper, namely the existence of a natural
diffusion, heat semigroup, Sobolev spaces, Dirichlet form on the pattern space (Ω, ρ) along
with their most important properties: Feller but not strong Feller properties, commutativity
with the Koopman operators, and the identification of the domains of the generators with
analogs of the Sobolev spaces.
For a locally compact metric space E, a semigroup of linear operators (Tt)t>0 acting on the
space bB(E) is called a Markov semigroup if all Tt are positive and contractive with respect
to the supremum norm. Let C0(E) denote the space of continuous functions vanishing at
infinity, i.e. the space of all f ∈ C(E) such that for any ε > 0 there exists some compact
K ⊂ E with supx∈Kc |f(x)| < ε. A Markov semigroup (Tt)t>0 is said to be a Feller semigroup
(or to have the Feller property) if it defines a strongly continuous contraction semigroup on
C0(E). It is said to have the strong Feller property if each Tt is bounded from bB(E) into
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bC(E). It is said to be conservative if Tt1 = 1 for any t > 0. For a Markov process
(Xxt )t≥0 over some probability space (S,Σ,P) with state space E and starting point x ∈ E,
the Markov transition semigroup is Ttf(x) = E[f(Xxt )], f ∈ bB(E), t > 0. If its transition
semigroup is Feller and in addition its paths are P-a.s. continuous, then the process (Xxt )t≥0
is called a Feller diffusion.
Definition 3.1. The standard Gaussian density on Rd is given by
pRd(t, ~s ) :=
1
(2πt)d/2
exp
{
−
‖~s ‖2
2t
}
, t > 0, ~s ∈ Rd.
We introduce next the linear operators that will form the transition semigroup of the
diffusion. Our definition is similar to the one used in [59] for foliated manifolds.
Definition 3.2. For any t > 0 and f ∈ bB(Ω) define
(3.1) Ttf(Λ) =
∫
Rd
pRd(t, ~s )f(ϕ~s (Λ)) d~s, Λ ∈ Ω.
By the discussion of Borel measurability in the preceding section there are no measurability
issues in (3.1), so that for any f ∈ bB(Ω) and t > 0 we have Ttf ∈ bB(Ω). The semigroup
property TtTsf = Tt+sf for bB(Ω) is immediate from formula (3.1) together with the group
property ϕ~t ◦ϕ~s = ϕ~s+~t of the action of R
d and the Chapman-Kolmogorov equations for the
Gaussian density pRd(t, ~s). It is also obvious from (3.1) that (Tt)t>0 is a Markov semigroup
and that Tt1 = 1 for any t > 0.
The proof of the following theorem and more details are given in Section 4.
Theorem 1. Under Assumption 1 the following statements hold.
(1) Let ~W = ( ~Wt)t≥0 be a standard Brownian motion on Rd over a probability space
(S,Σ,P), started at zero. For any Λ ∈ Ω, the process
(3.2) XΛt := ϕ ~Wt(Λ) = Λ−
~Wt, t ≥ 0, Λ ∈ Ω,
is a Feller diffusion in (Ω, ̺) with transition semigroup (Tt)t>0.
(2) The semigroup (Tt)t>0 is conservative and the Koopman operators U~t defined on C(Ω)
by
(3.3) U~t f = f ◦ ϕ~t , ~t ∈ R
d,
commute with the semigroup (Tt)t>0, i.e.
(3.4) U~tTt = TtU~t , ~t ∈ R
d, t > 0,
and hence commute with its generator.
(3) For any f ∈ Ck(Ω), Ttf ∈ Ck(Ω). The infinitesimal generator LC(Ω) of (Tt)t>0 is a
local operator whose domain D(LC(Ω)) contains C2(Ω). Moreover, for f ∈ C2(Ω) we
have
LC(Ω)f =
1
2
∆f
and the space C∞tlc(Ω) defined in Definition A.4 is a core for LC(Ω). In particular,
LC(Ω) is an extension of ∆, defined in (A.3).
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(4) The semigroup (Tt)t>0 is not strong Feller. It does admit a symmetric heat kernel
pΩ : (0,∞)× Ω× Ω→ R
with respect to the not σ-finite pushforward measure λΩ,
(3.5) pΩ(t,Λ1,Λ2) =
 pRd(t, h
−1
Λ1
(Λ2)) if Λ2 ∈ orb(Λ1),
0 otherwise.
The derivatives Dα that we consider in this paper are in some sense (i.e. under the action
of the Koopman operators U~t ) isomorphic to the usual R
d derivatives, and it is natural
to call them “horizontal derivatives”. In particular, we can refer to ∆ as the “horizontal
Laplacian”.
Remark 3.3.
(i) As mentioned in the introduction, (Ω, ̺) is an example of a foliated topological space.
Therefore, the existence statement of a Feller diffusion in Theorem 1 is a special
case of [24, Theorem 4.14], also obtained in [117] by means of stochastic differential
equations. Formula (3.1) was stated as a result in [24, Proposition 4.16].
(ii) Our proof that (Tt)t>0 is a Feller semigroup uses only Definition 2.1 and (3.1).
(iii) The existence of a Feller diffusion with transition semigroup (Tt)t>0 on some under-
lying probability space (a space of Ω-valued paths) follows from Kolmogorov’s exten-
sion theorem. However, Theorem 1 allows to start from a given Euclidean Brownian
motion over a given probability space and yields a Markov process associated with
(Tt)t>0 defined by the simple formula (3.2).
(vi) The diffusion (XΛt )t≥0 started at Λ on Ω is not Gaussian nor a semimartingale, but
its definition (3.2) permits to use some of the structural properties of the standard
Brownian motion on Rd. For instance, it satisfies a classical Itoˆ-formula: For any
f ∈ C2(Ω) we have P-a.s. that
f(XΛ) = f(Λ) +
d∑
i=1
∫ t
0
∂f
∂~ei
(XΛs )dW
i
s +
1
2
∫ t
0
∆f(XΛs )ds, 0 ≤ t < +∞,
where ~Wt = (W
1
t , ...,W
d
t ). This follows from an application of the usual Itoˆ formula
to h∗Λf . It is possible to consider strong solutions to stochastic differential equations
and stochastic flows.
(v) In a similar way one can observe the Feller property of Markov processes on Ω ob-
tained by (3.2) with a more general Le´vy process in place of the Brownian motion.
(vi) Although we will not use it, we point out that by (2.2) it is trivial to see that 3.1)
also defines a semigroup on the bounded Borel functions if Ω is equipped with the
metric ̺orb. With respect to this topology, the semigroup is both Feller and strong
Feller but the metric space (Ω, ̺orb) is not compact and not even separable.
The next results are valid under the following standing assumption.
Assumption 2. The action of Rd on Ω is uniquely ergodic. If this assumption is satisfied,
we denote by µ the unique ergodic probability measure in (2.8).
A consequence of Assumptions 1 and 2 is the following Liouville-type theorem, which is
proved in Section 7 together with related regularity results, a discussion of finite energy
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harmonic functions, and the irreducibility of the Dirichlet form. The following definition is
an adaptation of the classical one for an open subset O ⊂ Ω.
Definition 3.4. A Borel measurable function f : Ω→ R is called harmonic in O ⊂ Ω if for
each Λ ∈ O, the function ~t 7→ h∗Λf(~t ) is harmonic in the R
d-sense on an open neighborhood
of ~0.
Theorem 2. Under Assumptions 1 and 2, let f : Ω→ R be a harmonic function. If either
d = 1, or inf f > −∞, or sup f <∞, or f ∈ L1(Ω, µ), then f is µ-a.e. constant.
Recall that µ is said to be an invariant measure for (Tt)t>0 if
∫
Ω
Ttfdµ =
∫
Ω
fdµ for any
f ∈ C(Ω) and t > 0. We use the notation Tt(Λ, A) := Tt1A(Λ) for t > 0, Λ ∈ Ω and A ⊂ Ω
Borel (see notation in [31, 57]). Note that
Tt(Λ, A) = T
∗
t δΛ(A),
where T ∗t δΛ denotes the adjoint semigroup acting on finite measures, applied to the delta
measure δΛ.
Proposition 3.5. Under Assumptions 1 and 2 the measure µ is invariant for (Tt)t>0, and
for any Λ ∈ Ω we have
(3.6) lim
t→∞
Tt(Λ, ·) = lim
t→∞
T ∗t δΛ = µ
in the sense of weak convergence of measures (see Lemma 6.1).
Remark 3.6. The invariance of µ also follows from [24, Proposition 5.2], which general-
izes [59, Theorem 1(b)]. There are many works in dynamical systems connected with this
particular proposition and our work in general (see, for instance, [23,39,44,61–65,90,91,111])
and we hope that these connections will be explored in the future research.
The introduction of the measure µ allows us to consider natural Sobolev spaces on Ω and
develop the main elements of the general theory of such spaces on Ω. Note that particularly
important in relation to Dirichlet forms are
• W1,2(Ω, µ), the space of all f ∈ L2(Ω, µ) with |∇f | ∈ L2(Ω, µ) in the distributional
sense, and
• W2,2(Ω, µ), the space of all f ∈ W1,2(Ω, µ) such that ∆f , defined also in distributional
sense, is in L2(Ω, µ),
see Lemma 5.9 and Section 6. By this reason we restrict our attention to spaces Wk,2 in the
present paper. Another reason why we restrict our attention to spaces Wk,2 is that typical
Sobolev embeddings involving Sobolev (Banach) spaces Wk,p with p 6= 2 do not hold in our
situation.
Definition 3.7. The Sobolev (Hilbert) spaces Wk,2(Ω, µ) are defined as
Wk,2(Ω, µ) :=
{
f ∈ L2(Ω, µ) : Dαf ∈ L2(Ω, µ) for all |α| ≤ k
}
,
where Dαf is the distributional derivative from Definition 5.1, with the Sobolev norm defined
by
(3.7) ‖f‖Wk,2(Ω,µ) :=
∑
|α|≤k
‖Dαf‖2L2(Ω,µ)
1/2 .
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Note that one can localize Definitions 3.7, 5.1, and5.2 for any open O ⊂ Ω and define the
Sobolev spaces Wk,2(O, µ).
Given a measurable function f : Ω → R, we write f ∈ Wk,2(Ω, µ) if the µ-class of f is
an element of Wk,2(Ω, µ). If f is a measurable function with f ∈ Wk,2(Ω, µ) then, as a
consequence of this notational agreement and Definition 5.1, we have f = 0 µ-a.e. in Ω if
and only if f = 0 as an element of Wk,2(Ω).
The proof of the following theorem and more details are given in Section 5.
Theorem 3. Under Assumptions 1 and 2 and for each k = 0, 1, 2 . . .,
(1) the Sobolev space Wk,2(Ω, µ) is a Hilbert space equipped with the norm (3.7);
(2) for any |α| ≤ k, the distributional derivative Dα is a bounded local linear operator
Dα :Wk,2(Ω, µ)→Wk−|α|,2(Ω, µ)
which can be intertwined with the orbit homeomorphisms hΛ as follows: for every
f ∈ Wk,2(Ω, µ) and µ-almost every Λ ∈ Ω,
(3.8) (h∗ΛD
αf) (~t) = (DαRdh
∗
Λf) (~t) for λ
d-a.e. ~t ∈ Rd
in the sense of distributional derivatives in both sides of (3.8);
(3) the space C∞tlc(Ω) is dense in W
k,2(Ω, µ) with respect to the norm (3.7).
Notation 3.8. By (Pt)t>0 we denote the unique extension of (Tt)t>0 to L
2(Ω, µ).
Recall that a strongly continuous semigroup (Pt)t>0 of bounded linear operators on L
2(Ω, µ)
is called a Markov semigroup if 0 ≤ f ≤ 1 µ-a.e. implies 0 ≤ Ptf ≤ 1 µ-a.e. It is called
conservative if for any t > 0 we have Pt1 = 1 µ-a.e. on Ω.
The proof of the following theorem and more details are given in Section 6.
Theorem 4. Under Assumptions 1 and 2 the following results hold.
(1) The semigroup (Pt)t>0 is a conservative Markov semigroup of self-adjoint operators on
L2(Ω, µ). Its generator L is a self-adjoint extension of the Laplacian 1
2
∆ on smooth
functions and its domain is W2,2(Ω, µ).
(2) The unitary Koopman operators U~t , defined on L
2(Ω, µ) by (3.3), commute with the
semigroup (Pt)t>0, i.e.
(3.9) U~tPt = PtU~t , ~t ∈ R
d, t > 0,
and hence commute with the Laplacian L.
(3) The associated Dirichlet form of L is
E(f, g) =
∫
Ω
〈∇f,∇g〉 dµ, f, g ∈ W1,2(Ω, µ).
The Dirichlet form E is regular, strongly local, irreducible, recurrent, and has pointwise
Kusuoka-Hino index d µ-a.e.
(4) The semigroup (Pt)t>0 does not admit a heat kernel with respect to µ. Moreover, it does
not improve integrability: There exist no 2 < q ≤ +∞ and t > 0 such that Pt is a
bounded operator from L2(Ω, µ) into Lq(Ω, µ).
Remark 3.9.
(i) As already mentioned Remark 2.9, there is no Radon-Nikodym derivative of µ with
respect to the non-σ-finite measure λdΩ, which explains why the existence of the heat
kernel pΩ(t,Λ1,Λ2) does not provide a kernel with respect to µ.
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(ii) Recall that a Markov semigroup (Pt)t>0 of self-adjoint operators on L
2(Ω, µ) always
induces positivity preserving and contractive semigroups on the spaces Lp(Ω, µ), 1 ≤
p ≤ +∞, strongly continuous for 1 ≤ p < +∞, see for instance [27, formula (1.1)]
or [37, Theorem 1.4.1]. A Markov semigroup (Pt)t>0 on Ω is called hypercontractive if
there exists some t > 0 such that Pt is bounded from L
2(Ω, µ) into L4(Ω, µ), see [37,
Section 2.1] and also [68,101]. It is called ultracontractive if for any t > 0 the operator
Pt is bounded from L
2(Ω, µ) into L∞(Ω, µ), see [37, Section 2.1] and also [27,34,38].
Obviously ultracontractivity implies hypercontractivity. According to Theorem 4
the semigroup (Pt)t>0 is not hypercontractive and in particular, not ultracontractive.
The absence of ultracontractivity also follows from the non-existence of a heat kernel,
because an extension to a Markov semigroup of self-adjoint operators of a Feller
semigroup which is ultracontractive is known to admit (a preliminary form of) heat
kernel, see [27, Section 3]. For further details see Lemma 6.4 and Corollary 6.11.
Remark 3.10. The semigroup (Pt)t>0 satisfies the L
2-form of the mixing property (3.6):
For any f ∈ L2(Ω, µ) we have limt→∞ Ptf =
∫
Ω
fdµ in L2(Ω, µ). Using the contractivity and
conservativity of (Pt)t>0 together with µ(X) = 1 this is straightforward from 3.6. It can also
be deduced from [11, Proposition 3.1.13] together with the irreducibility and recurrence of
(E ,D(E)), see Corollary 7.10 below.
Remark 3.11. Theorem 4(2) implies that the spectral theory of the semigroup (Pt)t>0 and
the Laplacian L follow from the spectral theory of the dynamical system (Ω,Rd) coded in
the operators U~t . It is known that there exists an orthonormal basis of eigenfunctions for the
operators U~t (and therefore for L) if and only if the ergodic dynamical system (Ω,R
d, µ) has
pure point diffraction, see for instance [8,9]. Recall that two self-adjoint operators commute if
and only if their spectral projections commute for every Borel set. Consequently, all spectral
operators, as for instance the Schro¨dinger Hamiltonian, also commute with the operators
U~t . The standard spectral theory (see e.g. [105, 107]) implies the following corollary.
Corollary 3.12. Under Assumptions 1 and 2:
(1) zero is a simple eigenvalue (with the constant eigenfunction) of the Laplacian L and
one is a simple eigenvalue (with the constant eigenfunction) of the heat semigroup
Pt;
(2) if the spectrum of the family of the Koopman operators U~t consists of eigenvalues of
finite multiplicity, then the spectra of Pt and L are pure point;
(3) if the family of the Koopman operators U~t has no nonzero eigenvalues (see Appen-
dix C for the definition and more details), then L does not have nonzero eigenvalues
of finite multiplicity.
Finally, in the one dimensional case, we obtain a new Helmholtz-Hodge decomposition,
which is stated in more detail and proved in Section 8.
Theorem 5. Under Assumptions 1 and 2, and if d = 1, the space L2(Ω, µ) of square
integrable vector fields admits the Helmholtz-Hodge decomposition
(3.10) L2(Ω, µ) = Im∇⊕ (Im∇)⊥ ≃ Im∇⊕ R,
that is, (Im∇)⊥ is one-dimensional. More precisely,
(Im∇)⊥ = ⋆{constant functions on Ω},
where ⋆ is the Hodge star operator defined in Appendix B.
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Remark 3.13.
(i) On a one-dimensional compact Riemannian manifold M the identity (3.10), up to
the duality between L2-vector fields and L2-differential 1-forms, is referred to as
Hodge decomposition and (Im∇)⊥ corresponds to the space of harmonic 1-forms.
By Hodge’s theorem, there exists an isomorphism between the space of harmonic 1-
forms and the first deRham cohomology ofM , connecting elliptic and smooth theory,
see for instance [81]. In [78], a decomposition of type (3.10) was obtained for certain
(non-smooth) compact topologically one-dimensional spaces endowed with a local
regular Dirichlet form. It was also proved that locally harmonic forms are dense in
the space of harmonic forms. A theory of differential forms associated with Dirichlet
forms is a generalization of elliptic theory. In general it cannot be expected to produce
topological information but is rather linked to L2-cohomology, see e.g. [28, 42, 43].
(ii) For the Fibonacci tiling in dimension one it is known that the first Cˇech cohomology
with integer coefficients of its pattern space has rank two, see [108, p. 39] or [109,
Example 1]. Consequently, its first Cˇech cohomology with real coefficients is two-
dimensional. However, it is also isomorphic to the first pattern equivariant cohomol-
ogy, see [88] or [108, Theorem 5.1], which may be thought of as a replacement of the
first deRham cohomology. More generally, this holds for any proper, primitive and
aperiodic one-dimensional substitution with substitution matrix of rank greater than
one [108, §6.1]. By Theorem 5, (Im∇)⊥ is one-dimensional so that a Hodge theorem
as for compact Riemannian manifolds cannot hold.
4. Proof of Theorem 1: Feller semigroups and generators
4.1. Existence and Feller property. In this subsection we show that (Tt)t>0 is a Feller
semigropup on (Ω, ̺). It suffices to prove the strong continuity and the Feller property, that
is Ttf is continuous for any continuous function f . We start by showing that
(4.1) lim
t→0
‖Ttf − f‖∞ = 0, f ∈ C(Ω).
First, note that for any ~s ∈ Rd and any Λ ∈ Ω,
(4.2) ̺(Λ, ϕ~s (Λ)) ≤ 2̺orb(Λ, ϕ~s (Λ)) ≤ 2|~s|.
Given a function f ∈ C(Ω) and ε > 0, by the uniform continuity of f on (Ω, ̺) we can find
sε > 0 such that supΛ∈Ω |f(ϕ~s (Λ)) − f(Λ)| <
ε
2
, provided |~s | < sε. For t > 0 sufficiently
small we have
(4.3)
∫
|~s |≥sε
pRd(t, ~s )d~s <
ε
4 ‖f‖∞
and consequently
|Ttf(Λ)− f(Λ)| ≤
∫
Rd
pRd(t, ~s )|f(ϕ~s (Λ))− f(Λ)|d~s
≤
ε
2
∫
|~s |<sε
pRd(t, ~s )d~s+ 2 ‖f‖∞
∫
|~s |≥sε
pRd(t, ~s )d~s ≤ ε
uniformly in Λ ∈ Ω, proving (4.1). The next lemma will be used in order to show that
continuous functions are continuous under Tt.
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Lemma 4.1. Let δ > 0. For all Λ ∈ Ω and all ~s ∈ Rd with |~s | < 1
2δ
we have
sup
Λ∈OΛ,δ
̺(ϕ~s (Λ), ϕ~s (Λ)) < 4δ.
Proof. We first show that
(4.4) ̺(ϕ~s (Λ
′), ϕ~s (Λ)) < 2δ
for any Λ′ ∈ CΛ,δ. Since B 1
δ
(~0 )∩Λ′ = B 1
δ
(~0 )∩Λ implies B 1
2δ
(~s )∩Λ′ = B 1
2δ
(~s )∩Λ, translating
by −~s we obtain ϕ~s (Λ′) ∈ Cϕ~s (Λ),2δ and in particular (4.4).
Consider now the translation Λ = ϕ~t (Λ
′) of a given point Λ′ with |~t | < δ. By (4.2) we
have that
̺(ϕ~s (Λ), ϕ~s (Λ
′)) = ̺(ϕ~t (ϕ~s (Λ
′)), ϕ~s (Λ
′)) ≤ 2δ.
According to (2.5), an arbitrary point Λ ∈ OΛ,δ can be uniquely written as such a translation
of some Λ′ ∈ CΛ,δ and therefore
̺(ϕ~s (Λ), ϕ~s (Λ)) ≤ ̺(ϕ~s (Λ), ϕ~s (Λ
′)) + ̺(ϕ~s (Λ
′), ϕ~s (Λ)) ≤ 4δ.

Finally, in order to prove that each Tt maps C(Ω) into itself, we consider f ∈ C(Ω), t > 0
and Λ ∈ Ω. Given ε > 0, let sε > 0 be large enough so that (4.3) is satisfied. Applying
Lemma 4.1 and the uniform continuity of f on Ω, we can find 0 < δ < 1
2sε
such that for any
Λ ∈ OΛ,δ and any ~s ∈ Rd with |~s | < sε we have |f(ϕ~s (Λ))− f(ϕ~s (Λ))| < ε2 . Consequently,
|Ttf(Λ)− Ttf(Λ)| ≤
∫
Rd
pRd(t, ~s )|f(ϕ~s (Λ))− f(ϕ~s (Λ))|d~s
≤ 2 ‖f‖∞
∫
|~s |≥sε
pRd(t, ~s ) d~s+
ε
2
∫
|~s |<sε
pRd(t, ~s)d~s < ε(4.5)
and hence Ttf is continuous at each point Λ ∈ Ω, as desired.
Mass conservation and commutativity with Koopman operators are direct consequences
of Definition 3.2.
4.2. Smoothness preservation and infinitesimal generator. In this paragraph we an-
alyze the infinitesimal generator of the Feller semigroup (Tt)t>0 on C(Ω) which we denote
by (LC(Ω),D(LC(Ω))), where
(4.6) D(LC(Ω)) :=
{
f ∈ C(Ω) : lim
t→0
1
t
(Ttf − f) exists strongly in C(Ω)
}
and
(4.7) LC(Ω)f := lim
t→0
1
t
(Ttf − f), f ∈ D(LC(Ω)).
As we will see in Lemma 4.3, on a suitable subspace of its domain, LC(Ω) coincides with
the Laplacian ∆ defined in (A.3).
Proposition 4.2. For any 1 ≤ k ≤ ∞ and t > 0 it holds that
Ttf ∈ C
k(Ω) for all f ∈ Ck(Ω).
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Proof. Let f ∈ Ck(Ω) and ~v ∈ Rd. By dominated convergence,
∂
∂~v
Ttf(Λ) =
∫
Rd
pRd(t, ~s )
∂f
∂~v
(ϕ~s (Λ)) d~s ∀ Λ ∈ Ω,
hence ∂
∂~v
Ttf ∈ Ck−1(Ω). Iterating, we obtain the desired fact. 
Recall that a subspace of the domain of a closed operator is called a core if the operator
equals the closure of its restriction to that subspace.
Lemma 4.3. We have that C2(Ω) ⊆ D(LC(Ω)) and
(4.8) LC(Ω)f =
1
2
∆f, f ∈ C2(Ω).
Moreover, the space C∞tlc(Ω) is a core for LC(Ω) and LC(Ω) is a local operator.
Proof. By Lemma A.11, C2tlc(Ω) is dense in C
2(Ω), hence it suffices to prove (4.8) for f ∈
C2tlc(Ω), in which case we have ∆f ∈ C(Ω). Applying Lemma A.6, Corollary A.9 and
integration by parts on Rd yields
(4.9) Tt
(1
2
∆f
)
(Λ) =
∫
Rd
pRd(t, ~s )
(1
2
∆f
)
(ϕ~s (Λ))d~s =
∫
Rd
1
2
∆RdpRd(t, ~s )h
∗
Λf(~s)d~s
for any t > 0 and all Λ ∈ Ω. By the heat equation on Rd and dominated convergence the
latter equals
(4.10)
∫
Rd
∂
∂t
pRd(t, ~s )f(ϕ~s (Λ))d~s =
d
dt
Ttf(Λ).
Integrating the left hand side of (4.9) and the right hand side of (4.10) we obtain
1
t
(Ttf − f) =
1
t
∫ t
0
Ts(
1
2
∆f)ds,
as an equality in C(Ω). Letting t→ 0 we get f ∈ D(LC(Ω)) with LC(Ω)f =
1
2
∆f .
To prove that C∞tlc(Ω) is a core, it suffices by Lemma A.11 to show that C
∞(Ω) is a core.
This follows from Proposition 4.2 and the standard Hille-Yosida theory (see for instance [53,
Chapter 1, Proposition 3.3]).
Finally, by virtue of Corollary A.2, for any open O ⊂ Ω and f ∈ D(LC(Ω)) ∩ C
∞(Ω) with
supp f ⊂ O we also have suppLC(Ω)f ⊂ O. Due to the density of C
∞(Ω) in D(LC(Ω)), the
same is true for general f ∈ D(LC(Ω)). 
Remark 4.4. The Hille-Yosida theory (see e.g. [53, Chapter 1] for a concise introduction),
connects resolvents and semigroups. Let R1 : C(Ω)→ C(Ω) denote the 1-resolvent operator
associated with (Tt)t>0, that is, R1f(x) =
∫∞
0
e−tTtf(x)dt, f ∈ C(Ω). It follows from the
latter proof that R1f ∈ C∞(Ω) for any f ∈ C∞(Ω).
As a consequence of the preceding and the next lemma, Corollary A.8 in the Appendix
implies that the domain D(LC(Ω)) contains smooth partitions of unity.
Lemma 4.5. For any finite open cover of Ω by open sets O1, . . . , On of type (2.4) there exists
a subordinate partition of unity χ1, ..., χn, where χi ∈ C∞tlc(Ω).
Remark 4.6. For the gradient operator ∇ defined in (A.2), we have that ∇Ttf = Tt∇f for
any t > 0 and f ∈ C1tlc(Ω).
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4.3. Absence of the strong Feller property. If f is the indicator function of an orbit,
then Ttf = f , which gives the shortest proof of the absence of the strong Feller property
stated in Theorem 1. The local product structure of Ω discussed in section 2.2, and especially
(2.7), is important in order to understand how the semigroup acts on other functions. On
OΛ,ε = φ
−1(C×B) as in (2.4) we can consider a function f(Λ¯) := f0(Λ′)F0(~t ), (Λ′,~t ) = φ(Λ),
as in (2.7), defined as follows. We assume that F0 = 1B′ is an indicator of an open nonempty
ball whose closure is contained in the ball B, and f0 = 1E , where E is subset of C such that
∂CE 6= ∅. Here, ∂CE means the boundary of E in the induced (i.e. intrinsic) topology of C.
Then it is easy to see that for any δ > 0 there is a small enough t > 0 such that Ttf(Λ1) > 1/3
if Λ1 ∈ E × B′ and Ttf(Λ2) < 1/9 if ̺orb(Λ2, E × B′) > δ. For small enough δ this implies
that Ttf(Λ2) < 1/9 if Λ2 ∈ Ec ×B′, which implies that Ttf is not continuous. In fact, using
more delicate arguments one can show that Ttf is discontinuous is f is supported in OΛ,ε
and has the structure f(Λ¯) := f0(Λ
′)F0(~t ) where F0 > 0 on a set of positive Rd-Lebesgue
measure, and f0 is discontinuous in the induced (i.e. intrinsic) topology of ∂CE.
The fact that (Tt)t>0 admits a heat kernel with respect to the measure λΩ is immediate
from (3.1).
Notation 4.7. We write f ∈ Corb(O) if f is ̺orb-continuous in O ⊂ Ω. If O ⊂ Ω is ̺orb-open,
then we write f ∈ Ckorb(O) if f is Borel measurable and k-times differentiable, in the sense
of Appendix A, and Dαf ∈ Corb(O) for all |α| ≤ k.
Note that Ck(O) $ Ckorb(O) if O is open and non-empty.
Remark 4.8. The corresponding Feller properties of (Tt)t>0 on the metric space (Ω, ̺orb) are
satisfied. In view of Definition 3.2, the process XΛ is also a diffusion along the orbit orb(Λ),
and by the isomorphism in Lemma 2.11, it can naturally be identified with a Brownian
motion on Rd by formula (3.2). It makes sense to call the family of processes XΛ as in (3.2)
“orbit-wise Brownian motion” on Ω. As already noted in Remark 3.3 (iii), Definition 3.2
and formula (3.2) show that the family (Tt)t≥0 is a Feller semigroup with respect to ̺orb.
It also follows that (Tt)t>0 is a strongly continuous contraction semigroup on bCorb(Ω), the
domain of its generator contains bC2orb(Ω), and on this space it agrees with
1
2
∆. Finally, the
corresponding result on Rd imply that (Tt)t>0 is strong Feller with respect to ̺orb, and XΛ
is a strong Feller process with respect to ̺orb started at Λ. Note also that if the lattice Λ0
would be periodic so that Ω would be a flat torus, we would just recover the usual diffusion
process on this flat torus.
5. Proof of Theorem 3: Sobolev spaces
5.1. Weak derivatives and Sobolev spaces. In this section we introduce weak derivatives
of functions on Ω and characterize the Sobolev spaces Wk,2(Ω, µ) defined in Theorem 3. We
refer to Appendix A for further specific notation, definitions and technical results.
Definition 5.1. For any f ∈ L1(Ω, µ) and any multiindex α, the distributional (generalized)
derivative Dαf is defined as the element of the topological dual (C∞(Ω))∗ of C∞(Ω) given
by
(5.1) Dαf(ϕ) := (−1)|α|
∫
Ω
fDαϕ dµ, ϕ ∈ C∞(Ω).
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Definition 5.2. If f ∈ L2(Ω, µ), Dαf ∈ L2(Ω, µ), then Dα is called a weak L2(Ω, µ) deriv-
ative and
(5.2) 〈Dαf, ϕ〉L2(Ω,µ) = (−1)
|α|
∫
Ω
fDαϕ dµ, ∀ ϕ ∈ C∞(Ω).
Remark 5.3. Definitions 5.1 and 5.2 can be localized for any open O ⊂ Ω.
The following integration by parts formula for functions in the space Cktlc(Ω), c.f. Defini-
tion A.4, will be heavily used in many of the subsequent proofs.
Lemma 5.4. For any f, g ∈ Cktlc(Ω) and |α| ≤ k,
〈Dαf, g〉L2(Ω,µ) = (−1)
|α| 〈f,Dαg〉L2(Ω,µ) .
Proof. By Lemma 4.5 there exists a smooth partition of unity {χi}
n
i=1, hence we may assume
that g is supported in an open set O = φ−1(C × B) as in (2.4). In view of (2.6) and (A.5),
the result follows from its Euclidean counterpart since
−
∫
C
∫
B
DαRd(f ◦ φ
−1)(Λ,~t )g ◦ φ−1(Λ,~t ) d~t νC(dΛ)
= (−1)|α|
∫
C
∫
B
f ◦ φ−1(Λ,~t )DαRd(g ◦ φ
−1)(Λ,~t )d~t νC(dΛ),
where the differential operator DαRd is understood in the usual Euclidean sense. 
Remark 5.5. This result and Lemma A.11 imply that for f ∈ Ck(Ω), the weak derivative
Dαf from (5.1) coincides with the classical derivative Dαf in (A.4).
The main properties of weak derivatives in the classical case, see e.g. [54, Theorem 1, Sec-
tion 5.2.3], can be obtained in the same fashion for Dαf with f ∈ Wk,2(Ω, µ). In particular,
the Leibniz rule applies and for any χ ∈ C∞(Ω) and f ∈ Wk,2(Ω, µ), also χf ∈ Wk,2(Ω, µ).
With these properties on hand, the next lemma characterizes the function spaceWk,2(Ω, µ).
The proof is straightforward after observing the crucial fact that Ω admits a finite open cov-
ering and a subordinated smooth partition of unity, see Lemma 4.5. For any O ⊂ Ω open,
the space Wk,2(O, µ) is defined analogously as for Ω. Abusing notation, µ denotes in this
case its restriction to O.
Lemma 5.6. For any k ≥ 0 we have that Wk,2(O, µ) is a Hilbert space. Moreover, f ∈
Wk,2(O, µ) if and only if
(5.3) f =
n∑
i=1
χif and χif ∈ W
k,2(Oi ∩O, µ) ∀ i ≥ 0,
where {χi}ni=1 ⊆ C
∞
tlc(Ω) is a smooth partition of unity subordinated to a cover {Oi}
n
i=1 ⊆ Ω
of translated cylinder sets (2.4).
Proof. The proof of this lemma is the same as in the classical case, see e.g. [54, Theorem 2,
Section 5.2.3, p. 249]. 
This completes the proof of Theorem 3(1).
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5.2. Localization in Sobolev spaces. In the special case when O = OΛ,ε ⊂ Ω is a transver-
sal ε-cylinder set, the product structure of this set and the definitions yield the following
useful result for any k > 1. Its proof is an application of the standard measure theory, es-
pecially the analysis on product spaces and the basic properties of distributional derivatives
and Sobolev spaces, seee.g. [106, Chapter 8] and [54, Chapter 5].
Lemma 5.7. If f ∈ Wk,2(OΛ,ε, µ), then h∗Λ′f ∈ W
k,2(B) for νC-a.e. Λ
′ ∈ C, and
(5.4)
∫
C
∥∥∥h∗Λ′f(~t )∥∥∥2
W k,2
Rd
(B)
νC(dΛ
′) = ‖f‖2Wk,2(OΛ,ε,µ) .
Here, h∗Λ′ is the orbit homeomorphism defined in (2.2), and OΛ,ε = φ
−1(C×B) is of type (2.4).
Moreover, if f ∈ L2(OΛ,ε, µ), then h∗Λ′f ∈ W
k,2(B) for νC-a.e. Λ
′ ∈ C, and if the left hand
side in (5.4) is finite, then f ∈ Wk,2(OΛ,ε, µ).
If f, g ∈ Wk,2(OΛ,ε, µ) then
(5.5)
〈
f, g
〉
Wk,2(OΛ,ε,µ)
=
∫
C
〈
h∗Λ′f(~t ), h
∗
Λ′g(~t )
〉
Wk,2(OΛ,ε,µ)
νC(dΛ
′).
On Rd we consider the spaces
W k,2loc (R
d) :=
{
f ∈ L2loc(R
d) : Dαf ∈ L2loc(R
d) for all |α| ≤ k
}
.
The next lemma follows from Lemma 5.6 and is important for understanding the local
structure of Sobolev functions on ΩI˙t completes the proof of Theorem 3(2).
Lemma 5.8. If a measurable function f on Ω is in Wk,2(Ω, µ) then h∗Λf ∈ W
k,2
loc (R
d) for
µ-a.e. Λ ∈ Ω. Here h∗Λ is the orbit homeomorphism defined in (2.2). If in addition supp f ⊂
O = OΛ,ε = φ
−1(C × B) of type (2.4), then (5.4) holds.
Proof. Suppose f ∈ W k,2(Ω, µ). Taking a smooth partition of unity we may again assume
that supp f ⊂ OΛ,ε. With the notation from Subsection 2.2 and following the results in
Subsection 5.1, it is easy to see that for |α| ≤ k and µ-a.e. Λ¯ ∈ C × B we have
φΛ,ε(Λ¯) = φΛ,ε(ϕ~t (Λ
′)) = (Λ′,~t ),
and
(5.6) Dαf ◦ φ−1(Λ′,~t ) = DαRdh
∗
Λ′f(~t ).
Therefore,
(5.7)
∥∥Dαf∥∥2
L2(Ω,µ)
=
∫
C
∫
B
∣∣∣DαRdh∗Λ′f(~t )∣∣∣2d~t νC(dΛ′) < +∞
and by Fubini’s theorem there exists a Borel set N ⊂ C of νC-measure zero such that for any
Λ′ ∈ C \ N we have
(5.8) max
|α|≤k
∫
B
∣∣∣DαRdh∗Λ′f(~t )∣∣∣2d~t < +∞.
Since each φ is continuous from O onto C ×Bε(~0 ), the set⋃
~t∈Bε(~0 )
ϕ~t (N ) = φ
−1(Ni × Bε(~0 ))
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is a measurable subset of Ω and so are its translates
⋃
~t∈Bε(~x )
ϕ~t (N ) by a given vector ~x ∈ R
d.
Since we can write Rd as the union Rd =
⋃
~x∈ ε
2
Zd Bε(~x ) of countably many balls Bε(~x ) with
centers ~x ∈ ε
2
Zd, the union O of all orbits that hit N , defined by
(5.9) O :=
⋃
~t∈Rd
ϕ~t (N ) =
⋃
~x∈ ε
2
Zd
⋃
~t∈Bε(~x )
ϕ~t (N ),
is a countable union of measurable subsets of Ω and therefore measurable. By the local
product structure of µ and its Rd-invariance we have µ◦φ−1(N ×Bε(~x)) = 0 for any ~x ∈ Rd,
so that the set O in (5.9) is seen to have µ-measure zero. Suppose now that Λ ∈ Oc i.e. that
orb(Λ) does not hit N . If K ⊂ Rd is compact, then the set hΛ(K)∩O can only have finitely
many connected components. By (5.8) together with the fact that within each connected
component, h∗Λf is compactly supported in a ball B and we obtain h
∗
Λf ∈ W
2,2
loc (R
d). 
The cases k = 1, 2 will be of special interest later on, and the following lemma will be
used in the proof of Lemma 6.13.
Lemma 5.9. In the case k = 2, we have
W2,2(Ω, µ) =
{
f ∈ W1,2(Ω, µ) : ∆f ∈ L2(Ω, µ)
}
,
where ∆ is the operator defined in (A.3), and
‖f‖′W2,2(Ω,µ) :=
(
‖f‖2L2(Ω,µ) + ‖|∇|‖
2
L2(Ω,µ) + ‖∆f‖
2
L2(Ω,µ)
)1/2
defines an equivalent norm on W2,2(Ω, µ).
Proof. The mixed partial derivatives of type ∂
2f
∂~ei∂~ej
are square integrable by Lemmas 5.6
and 5.8 because multiplication with cut-off functions allows to assume that f is supported
within a translated cylinder set OΛ,ε. The functions h
∗
Λf are then compactly supported in
a Euclidean ball, and on this ball we can use the integration by parts for distributional
derivatives, which can be proved using approximation by smooth functions, to shift around
partial derivative operators. The latter commute by Schwarz’ theorem, and Cauchy-Schwarz
and elementary Fourier analysis yield the desired integrability. 
5.3. Approximation in Sobolev spaces. In this subsection we provide local approxi-
mations of functions in Wk,2(Ω, µ) by smooth functions in C∞tlc(Ω). At the same time, we
describe the spectrum of the Dirichlet Laplacian on the translated ε-cylinder subsets OΛ,ε of
Ω in terms of the Dirichlet Laplacian on Euclidean balls.
Let {bCi }
∞
i=1 be an orthonormal basis of the separable Hilbert space L
2(C, νC) which satisfies
the following property: for each i there is ǫi > 0 such that b
C
i is constant on every clopen
subset of C of diameter at most ǫi > 0. It is easy to see that such a basis exists and that
limi→∞ ǫi = 0. Moreover, one can show that such a basis naturally defines C and O as
projective limits, which allows to use many elements of the analysis presented in [5,14,114].
For any function f : OΛ,ε → R we define Φif by projecting in the transversal direction to
the first i terms of the basis {bCi }
∞
i=1, i.e.
(5.10) Φif(Λ) = f
O,i(Λ′,~t ),
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with fO,i as in Lemma A.11. If f : Ω→ R is supported in OΛ,ε, the function Φif is extended
by zero outside of OΛ,ε. It is clear that Φi projects functions localized on OΛ,ε on tlc functions.
This is because the function 1
C
(i)
l
(Λ′) in (A.7) is locally constant.
The following lemma is evident from our construction and, together with the character-
ization from Lemma 5.6, it provides a procedure to approximate functions in the Sobolev
space Wk,2(Ω, µ) by smooth functions in C∞tlc(Ω).
Lemma 5.10. If f ∈ Wk,2(Ω, µ) has its support in OΛ,ε, then Φif ∈ W
k,2(Ω, µ),
(5.11) ‖Φif‖Wk,2(Ω,µ) 6 ‖f‖Wk,2(Ω,µ)
and
(5.12) lim
i→∞
‖Φif − f‖Wk,2(Ω,µ) = 0.
The limit in (5.12) is monotone non-increasing.
Proof. Inequality (5.11) follows from the proof of Lemma A.11. The monotonicity and the
limit (5.12) is also an elementary property of averages, and the zero value of this limit follows,
by contradiction, from Lemma 5.8 and elementary measure theory. The last assertion follows
from Lemma 5.6. 
In the following corollary we somewhat abuse notion by considering the maps Φi on dif-
ferent functional spaces. However, in each case the natural domain of definition of Φi is
evident.
Corollary 5.11. With the notation convention given above, for each i, k > 1, the map Φi
is:
(1) a contractive projection from C(OΛ,ε) onto a proper subspace of Ctlc(OΛ,ε);
(2) a contractive projection from Ck(OΛ,ε) onto a proper subspace of C
k
tlc(OΛ,ε);
(3) an orthogonal projection from the Hilbert space Wk,2(OΛ,ε, µ) onto a proper subspace
of Wk,2tlc (OΛ,ε, µ);
(4) an orthogonal projection from the Hilbert space Wk,20 (OΛ,ε, µ) onto a proper subspace
ofWk,20,tlc(OΛ,ε, µ), whereW
k,2
0 (OΛ,ε, µ) is defined as the closure inW
k,2(OΛ,ε, µ) of the
space of smooth functions compactly supported in OΛ,ε.
Moreover, C∞tlc(OΛ,ε) is dense inW
k,2(OΛ,ε, µ); C
∞
0,tlc(OΛ,ε) is dense inW
k,2
0 (Ω, µ) and C
∞
tlc(Ω)
is dense in Wk,2(Ω, µ).
6. Proof of Theorem 4: L2-semigroup, Dirichlet form and spectral
properties
In this section we work under Assumptions 1 and 2 and take the unique ergodic measure µ
into account everywhere, even if this is not mentioned explicitly. The results of this section
prove Theorem 4.
6.1. Invariance and symmetry. We begin with the most basic properties of the semigroup
Pt that are needed in Theorem 4.
Lemma 6.1.
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(1) The measure µ is invariant for (Tt)t>0, and we have limt→∞ Tt(Λ, ·) = µ in the weak
sense for any Λ ∈ Ω. The Feller semigroup (Tt)t>0 is µ-symmetric, that is, we have
〈Ttf, g〉L2(Ω,µ) = 〈f, Ttg〉L2(Ω,µ) , f, g ∈ C(Ω).
It extends uniquely to a conservative Markov semigroup (Pt)t>0 of self-adjoint oper-
ators on L2(Ω, µ).
(2) If f > 0 is a Borel function such that
∫
Ω
|f |2dµ < +∞, then we have
Ptf(Λ) =
∫
Rd
pRd(t, ~s )f(ϕ~s (Λ)) d~s
for µ-a.e. Λ ∈ Ω in the sense that the Borel function on the right hand side is in the
L2(Ω, µ)-class on the left hand side.
Proof. The invariance of µ with respect to the action of Rd and Fubini’s theorem imply that
µ is (Tt)t>0-invariant. Using the symmetry of pRd(t, ~s ) we can similarly see that (Tt)t>0 is
µ-symmetric. The existence, uniqueness and conservativity of the extension are clear from
the density of C(Ω) and contractivity. For any Λ ∈ Ω the family of probability measures
(Tt)t>0 is tight on the compact space Ω so that by Prohorov’s theorem each sequence of times
going to infinity has a subsequence tk ↑ ∞ for which µ˜ = limk→∞ Ttk(Λ, ·) in the weak sense.
However, any probability measure µ˜ appearing as such a limit point is also invariant under
Rd action, and so µ˜ = µ, since µ is the unique Rd-invariant probability measure on Ω.
To show the invariance of µ˜ under the translation by ~t, one can either apply standard
tools from dynamical systems, or in our case use the fact that for any ~t, ~s ∈ Rd we have
p
Rd
(tk ,~s+~t )
p
Rd
(tk ,~s )
= exp
{
−2〈~s,~t〉−|~t |2
2tk
}
−−−→
k→∞
1. By the dominated convergence, for any f ∈ C(Ω) we
have
lim
k→∞
∫
Rd
pRd(tk, ~s )f(ϕ~t+~s (Λ))d~s = lim
k→∞
∫
Rd
pRd(tk, ~s )f(ϕ~s (Λ))d~s.
To prove item (2) of this lemma, we can apply the usual nondecreasing approximation of
f by the functions fn = min{n, f} and the monotone convergence theorem. 
Remark 6.2. The extension of (Tt)t>0 to an L
p-contractive semigroup was considered in
higher generality in [24, Proposition 7.1], but symmetry in L2 was not discussed.
The commutativity relation (3.9) is a direct consequence of the definitions of U~t and Pt
and (3.4).
A peculiar feature of the semigroup (Pt)t>0 is that, as stated in Theorem 4, it does not
admit a heat kernel with respect to µ.
Lemma 6.3. The semigroup (Pt)t>0 does not admit a heat kernel with respect to the unique
invariant measure µ. More precisely, there is no measurable function pµ : (0,+∞)×Ω×Ω→
R such that
Ptf(Λ1) =
∫
Ω
pµ(t,Λ1,Λ2)f(Λ2)µ(dΛ2)
µ-a.e. Λ1 ∈ Ω for any f ∈ bB(Ω) and t > 0.
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Proof. Otherwise, since µ(orb(Λ1)) = 0, one would obtain that
1 = Pt1(Λ1) =
∫
Ω
pµ(t,Λ1,Λ2)µ(dΛ2)
=
∫
(orb(Λ))c
pµ(t,Λ1,Λ2)µ(dΛ2) = P(X
Λ1
t /∈ orb(Λ1)),
a contradiction. 
A closely related fact is that, as stated in Theorem 4, the semigroup does not improve
integrability. This fact can be deduced from the following lemma.
Lemma 6.4. For every 2 < q < +∞ there exists a function f ∈ L2(Ω, µ) such that for all
t > 0 we have ‖Ptf‖Lq(Ω,µ) = +∞.
Proof. LetO = φ−1(C×B) be an open set as in (2.4) and let (Ek)∞k=1 be a sequence of pairwise
disjoint subsets Ek of C of positive measure 0 < ν(Ek) < 1 such that
∑∞
k=1 ν(Ek)
s+ < +∞ for
some 0 < s+ < 1. Since, because of the unique ergodicity, there are subsets of C of nonzero
but arbitrarily small ν-measure, such a sequence can be found (otherwise we could find an or-
bit with positive µ-measure, a contradiction). Let s− := inf {0 < s ≤ s+ :
∑∞
k=1 ν(Ek)
s < +∞},
choose a number s such that s− < s < 1 and 1 + q(s− 1)/2 < s−. Then the function
f0 =
∞∑
k=1
ν(Ek)
(s−1)/21Ek
is in L2(C, ν) but ‖f0‖Lq(C,ν) = +∞. Now F0 = 1B′ , where B
′ is a nonempty open Euclidean
ball whose closure is contained in B, and consider the function f(Λ) = f0(Λ
′)F0(~t ), (Λ
′,~t ) =
φ(Λ) on O as in (2.7). Clearly f ∈ L2(Ω, µ). However, for any t > 0 we have
‖Ptf‖
q
Lq(Ω,µ) ≥ ‖f0‖
q
Lq(C,ν)
(∫
B
∣∣∣∣∫
Rd
pRd(t, ~s )1B′(~t+ ~s )d~s
∣∣∣∣q d~t) = +∞,
note that the second factor on the right hand side is strictly positive. 
6.2. L2-generator and quadratic forms. Let (L,D(L)) be the L2(Ω, µ)-generator of
(Pt)t>0, i.e. the unique non-positive definite self-adjoint operator in L
2(Ω, µ) defined by
D(L) :=
{
f ∈ L2(Ω, µ) : lim
t→0
1
t
(Ptf − f) exists strongly in L
2(Ω, µ)
}
and
Lf := lim
t→0
1
t
(Ptf − f), f ∈ D(L).
The following lemma is implied by (4.6), Lemma 4.3, and the density of C∞tlc(Ω) in C(Ω).
Lemma 6.5. We have C2(Ω) ⊂ D(LC(Ω)) ⊂ D(L), and for f ∈ C2(Ω) the identity
(6.1) Lf =
1
2
∆f
holds in L2(Ω, µ). The space C∞tlc(Ω) is dense in D(L) and L is a local operator.
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Remark 6.6. Given an open set O = φ−1(C×B) as in (2.4) we write (φ−1)∗L2(C, νC)⊗C2c (B))
for the space of finite linear combinations of functions f of product form (2.7) with f0 ∈
L2(C, νC) and F0 ∈ C2c (B). Extending it by zero, we consider such a function f as a function
on all of Ω. For any open set O = φ−1(C×B) as in (2.4) the space (φ−1)∗(L2(C, νC)⊗C2c (B))
is contained in D(L), and on this space (6.1) holds. This is related to Lemmas 6.15 and 6.17.
From the general theory of semigroups, see for instance [105, Section VIII.6], there is a
unique closed quadratic form (E ,D(E)) on L2(Ω, µ) associated with the Markovian semigroup
(Pt)t>0, which is defined by
(6.2) D(E) :=
{
f ∈ L2(Ω, µ) : sup
t>0
1
t
〈f − Ptf, f〉L2(Ω,µ) < +∞
}
and
(6.3) E(f) := lim
t→0
1
t
〈f − Ptf, g〉L2(Ω,µ) , f, g ∈ D(E).
To the operator (L,D(L)) the form (E ,D(E)) is uniquely related by the identity
(6.4) E(f, g) = −〈Lf, g〉L2(Ω,µ)
for all f ∈ D(L) and g ∈ D(E). Moreover, it is a Dirichlet form, see e.g. [57, Theorems 1.3.1
and 1.4.1].
The following lemma should be considered together with Lemma 6.13 below.
Lemma 6.7. The Dirichlet form (E ,D(E)) is regular and strongly local. The space C∞tlc(Ω)
is dense in D(E). The gradient operator ∇ extends to a closed unbounded operator ∇ :
L2(Ω, µ)→ L2(Ω,Rd, µ) with dense domain D(E), and the identity
(6.5) E(f, g) =
1
2
∫
Ω
〈∇f,∇g〉 dµ
holds for any f, g ∈ D(E). Moreover, (E ,D(E)) admits a carre´ du champ given by Γ(f, g) :=
〈∇f,∇g〉 dµ.
Proof. The regularity follows from Lemma 6.1 and the arguments in [13, Lemma 2.8], which
are classical, but not widely available. The strong locality follows from Lemma 6.5 due to
the conservativeness of (Pt)t>0 and the locality of L. The latter lemma also implies the
density of C∞tlc(Ω). For functions from C
∞
tlc(Ω) identity (6.5) follows from (6.4) and Lemma
5.4. By density, the gradient operator ∇ and formula (6.5) extend to D(E) as stated. The
last statement is a direct application of [22, Definition I.4.1.2 and Theorem I.4.2.1]. 
Remark 6.8. From (2.8) it is immediate that for any Følner sequence (An)n and any f, g ∈
C1tlc(Ω) we have
E(f, g) = lim
n→∞
1
2λd(An)
∫
An
〈
∇Rdh
∗
Λf(~t ),∇Rdh
∗
Λg(~t )
〉
d~t
uniformly for every Λ ∈ Ω, where the orbit homeomorphism h∗Λ is defined in (2.2).
We record another simple property of (E ,D(E)). Given an open subset G ⊂ Rd, we write
(6.6) EGRd(f, g) =
1
2
∫
G
〈∇Rdf,∇Rdg〉 dx
whenever f and g are functions on G such that the expression makes sense. For functions
with the product form (2.7) we can characterize whether they are in D(E) or not.
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Lemma 6.9. Let O = φ−1(C × B) be an open set of type (2.4) and let f ∈ bB(Ω) with
supp f ⊂ O be a function of the product form (2.7) for some f0 ∈ bB(C) and F0 ∈ bB(B)
compactly supported. Then, f ∈ D(E) if and only if EBRd(F0, F0) <∞. In particular, D(E) 6⊂
C(Ω) for any d > 1.
Proof. If F0 ∈ bB(B) has compact support in B and finite EBRd-energy, Lemma 6.1(2), formula
(6.3) and the corresponding semigroup approximation for EBRd yield f ∈ D(E). 
Remark 6.10. Many typical functional inequalities fail to hold for (E ,D(E)). We follow [34,
Proposition II.1 (and the Remark following it)] and say that a Dirichlet form (Q,D(Q)) on
L2(Ω, µ) satisfies a Nash type inequality if there exist a continuous function θ : (0,+∞) →
(0,+∞) with
∫ +∞
0
ds
θ(s)
< +∞ and positive constants c1 and c2 such that
θ
(
c1 ‖f‖
2
L2(Ω,µ)
)
≤ c2 Q(f, f)
for all f ∈ D(Q) with ‖f‖L1(Ω,µ) = 1. For more classical formulations of this inequality see
[27] or [100]. By [34, Proposition II.1 and its proof] it follows that if a Dirichlet form satisfies
a Nash type inequality then the associated Markov semigroup of self-adjoint operators is
ultracontractive (see also [27, (2.1) Theorem]). Therefore Theorem 4 (respectively Lemma
6.4 and Remark 3.9) imply the following.
Corollary 6.11. The Dirichlet form (E ,D(E)) does not satisfy a Nash type inequality.
Remark 6.12. Notice also that (E ,D(E)) does not satisfy a local Poincare´ inequality. More
precisely, there are open sets O ⊂ Ω of type (2.4) and functions f ∈ D(E) such that∫
O
|∇f |2dµ = 0 but
∫
O
|f − fO|
2dµ > 0.
To see this, let V and O = φ−1(C × B) be open sets of type (2.4) with O ⊂ V , and let
χ ∈ C∞tlc(Ω) be a function with suppχ ⊂ V and χ ≡ 1 on O, cf. Corollary A.8. If C = CΛ,ε,
consider the function f(Λ) := 1CΛ,ε′ (Λ
′)χ(~t ) with 0 < ε′ < ε such that νCΛ,ε′ < νCΛ,ε . By
Lemma 6.9, f ∈ D(E), and by locality we have
∫
O
|∇f |2dµ = 0, but ‖f − fO‖
2
L2(O,µ) > 0.
6.3. Caracterization of domains. We can give the following descriptions of the domains
D(L) and D(E) in terms of Sobolev spaces. They are to be understood as equalities of vector
spaces with equivalent norms.
Lemma 6.13. We have D(L) =W2,2(Ω, µ) and D(E) =W1,2(Ω, µ).
Proof. We prove the first statement, and the second follows similarly. For any f ∈ C∞tlc(Ω)
we have
‖f‖W2,2(Ω,µ) ≤ c(‖f‖L2(Ω,µ) + ‖∆f‖L2(Ω,µ))
by (6.4) and Lemmas 6.5 and 5.9. Therefore, any sequence (fn)n ⊂ C∞tlc(Ω) that is Cauchy
in D(L) with respect to the norm
(6.7) ‖f‖D(L) =
(
‖f‖2L2(Ω,µ) + ‖Lf‖
2
L2(Ω,µ)
) 1
2
is also Cauchy inW2,2(Ω, µ). The density of C∞tlc(Ω) in D(L) implies that D(L) ⊂ W
2,2(Ω, µ).
To prove the equality of these two spaces we use the equivalent norm ‖·‖′W2,2(Ω,µ) inW
2,2(Ω, µ)
from Lemma 5.9, denoting the associated scalar product inW2,2(Ω, µ) by [·, ·]. We will show
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that if a function g ∈ W2,2(Ω, µ) satisfies [g, f ] = 0 for all f ∈ D(L) then g = 0 in
W2,2(Ω, µ). This entails D(L) = W2,2(Ω, µ). Using C∞tlc(Ω) a partition from Lemma 4.5
we may assume that g is supported in an open set O = φ−1(C × B) of type (2.4). Then,
for any Λ′ ∈ C, the function g ◦ φ−1(Λ′, ·) has compact support in B. It suffices to test
g with functions f ∈ φ−1(L2(C, νC) ⊗ C2c (B)) of product form (2.7), for which we have
−〈∆g, f〉L2(O,µ) = 〈∇g,∇f〉L2(O,µ) = −〈g,∆f〉L2(O,µ). The latter follows from the fact that
−
∫
C
f0(Λ
′)
∫
B
∆Rdg ◦ φ
−1(Λ′,~t )F0(~t ) d~tνC(dΛ
′)
=
∫
C
f0(Λ
′)
∫
B
∇Rdg ◦ φ
−1(Λ′,~t )∇RdF0(~t )(dΛ
′) d~tνC(dΛ
′),
which can be verified by approximating F0 ∈ C2c (B) with C
∞
c (B)-functions. This implies
that [f, g] = 〈(1−∆)g, (1−∆)f〉L2(O,µ) and therefore
0 =
∫
C
f0(Λ
′)
∫
B
(1−∆Rd)g ◦ φ
−1(Λ′,~t )(1−∆Rd)F0(~t ) d~t νC(dΛ
′).
Varying f0 we can deduce that
(6.8) 0 =
∫
B
(1−∆Rd)g ◦ φ
−1(Λ′,~t )(1−∆Rd)F0(~t ) d~t
holds a priori for all Λ′ ∈ C outside some νC-null set that a priori may depend on F0. Due
to the separability of C2c (B) we can find a Borel set N ⊂ C of zero νC-measure such that
(6.8) holds for all Λ′ ∈ C \ N and all F0 ∈ C2c (B). For any such Λ
′, let χΛ′ ∈ C∞c (B) be
a cut-off function such that 0 ≤ χΛ′ ≤ 1 and χΛ′ ≡ 1 on a neighbourhood of the support
of (1 − ∆Rd)g ◦ φ
−1(Λ′, ·). Such a function exists because of the locality of ∆Rd . Defining
F0 := χΛ′(1−∆BRd)
−1ψ, where ψ ∈ Cc(B) and (1−∆BRd)
−1 is the 1-resolvent of the Dirichlet
Laplacian ∆BRd on B, we have F0 ∈ C
2
c (B) by classical elliptic regularity [60, Chapter 6], and
can conclude
0 =
∫
B
(1−∆Rd)g ◦ φ
−1(Λ′,~t )ψ(~t ) d~t.
Since this is true for any Λ′ ∈ C \ N and ψ ∈ Cc(B), we obtain (1 − ∆Rd)g = 0 in L
2(B),
which implies g = 0 in W2,2(Ω, µ). 
The next Corollary follows from Lemma 5.8.
Corollary 6.14.
(1) If a measurable function f on Ω is in D(E) then h∗Λf ∈ W
1,2
loc (R
d) for µ-a.e. Λ ∈ Ω.
(2) If a measurable function f on Ω is in D(L) then h∗Λf ∈ W
2,2
loc (R
d) for µ-a.e. Λ ∈ Ω.
(3) If f ∈ bB(Ω) is compactly supported in O = φ−1(C × B) and f ∈ D(L ◦ φ−1) then for
µ-a.e. Λ ∈ Ω the restriction of h∗Λf to any connected component of O ∩ orb(Λ) is a
member of W˚ 1,2(B) ∩W 2,2(B).
6.4. Recurrence and Kusuoka-Hino index. Recall that the semigroup (Pt)t>0 is said to
be recurrent if for any nonnegative f ∈ L1(Ω, µ) we have Gf = +∞ or Gf = 0 µ-a.e. where
Gf =
∫∞
0
Ptfdt. Following [57, p.48] we say that a Dirichlet form is recurrent if its semigroup
is recurrent. An application of [57, Theorem 1.6.3] (see also [31, p.45 and Theorem Theorem
2.1.8]) immediately yields that the Dirichlet form (E ,D(E)) is recurrent.
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The the concept of pointwise Kusuoka-Hino index (or briefly, pointwise index) for strongly
local regular Dirichlet forms was studied in [71], based on the martingale dimension of
Dirichlet forms introduced by Kusuoka (see [94]). By definition, the pointwise index p of
(E ,D(E)) is a Borel measurable function p : Ω → N ∪ {+∞} such that for any N and any
f1, ..., fN ∈ D(E) we have rank (〈∇fi,∇fj〉)
N
i,j=1 ≤ p µ-a.e. on Ω, and if p˜ is another such
function that satisfies (i) in place of p, then p ≤ p˜ µ-a.e. on Ω. See [71, Definition 2.9]
(or [72, Definition 2.2]). The martingale dimension of (E ,D(E)) is defined as the essential
supremum of the pointwise index. Using the arguments of [71, Proposition 2.12] and [71,
Example 2.15] together with Lemma A.13 we can see that the pointwise index of (E ,D(E))
equals d µ-a.e. and therefore its martingale dimension equals d.
6.5. Spectrum in the product neighborhood OΛ,ε. Let D
α
Rd denote the distributional
derivative of order α in the Euclidean sense, see e.g. [54, Section 5.2.1] or [60, Section 7.3].
For any open set G ⊂ Rd and any k = 1, 2, . . . the Sobolev space W k,2(G) is defined as
W k,2(G) :=
{
f ∈ L2(G) : DαRdf ∈ L
2(G) for all |α| ≤ k
}
,
endowed with the norm
‖f‖W k,2(G) :=
∑
|α|≤k
‖DαRdf‖
2
L2(G)
1/2 .
Moreover, W k,20 (G) denotes the closure of C
∞
c (G) in W
k,2(G). Both W k,2(G) and W k,20 (G)
are Hilbert spaces and we refer to [54, Section 5] or [60, Section 7.5] for further definitions
and basic results about these spaces.
If G is bounded and its boundary ∂G is smooth, the self-adjoint Laplacian ∆GRd on G with
Dirichlet boundary conditions is obtained as the Friedrichs extension of (∆Rd, C
∞
c (G)) in
L2(G). This operator has domain W 1,20 (G) ∩ W
2,2(G), see e.g. [60, Theorem 8.12] or [50,
Chapter VI, Remark 1.7] and it is a non-positive definite self-adjoint operator on L2(G) with
pure point spectrum.
In this subsection, we consider an open subset of Ω of type (2.4), i.e. O = OΛ,ε = φ
−1(C ×
B), and on the open ballB ⊂ Rd consider the Dirichlet Laplacian
(
1
2
∆BRd ,W
1,2
0 (B) ∩W
2,2(B)
)
.
Let 0 < λB1 ≤ λ
B
2 ≤ . . . denote the eigenvalues of −∆
B
Rd , ordered with multiplicities taken
into account and let {bBj }
∞
j=1 be an orthonormal basis in L
2(B) of eigenfunctions of ∆BRd ,
where bBj is the eigenfunction corresponding to λ
B
j . By classical theory, b
B
j ∈ C
∞(B).
For each i, j ≥ 1, we define the function bOij ∈ (φ
−1)∗(L2(C, νC)⊗W
1,2
0 (B) ∩W
2,2(B)) by
(6.9) bOij(Λ) := b
C
i (Λ
′)bBj (~t ), Λ = ϕ~t (Λ
′) ∈ O.
The collection {bOij}
∞
i,j=1 is an orthonormal basis of L
2(O, µ) and
(6.10) D(LO) :=W1,20 (O, µ) ∩W
2,2(O, µ) ={
f ∈ L2(O, µ) :
∞∑
i,j=1
(
λBj
)2
|
〈
f, bOij
〉
L2(O,µ)
|2 < +∞
}
as well as
(6.11) LOf :=
∞∑
i,j=1
λBk
〈
f, bOij
〉
L2(O,µ)
bOij , f ∈ D(L
O).
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In view of the next lemma, the operator (LO,D(LO)) may be regarded as the natural Dirichlet
Laplacian on O.
Lemma 6.15. The operator (LO,D(LO)) is a non-positive definite self-adjoint operator on
L2(O, µ). It has pure point spectrum and each of its eigenvalues has an infinite dimensional
eigenspace. The domain D(LO) contains (φ−1)∗(L2(C, νC)⊗W
1,2
0 (B)∩W
2,2(B)) and for any
function f in this space with the product form (2.7) we have
LOf(Λ) = f0(Λ
′)∆BRdF0(~t ), Λ = ϕ~t (Λ
′) ∈ O.
Moreover, for any f ∈ (φ−1)∗(L2(C, νC)⊗ C2c (B)) we have L
Of = ∆f .
Proof. The first two statements are clear from the construction of (LO,D(LO)). If a function
f ∈ (φ−1)∗(L2(C, νC)⊗W
1,2
0 (B) ∩W
2,2(B)) has the product form (2.7), then〈
f, bOij
〉
L2(O,µ)
=
〈
f0, b
C
i
〉
L2(C,νC)
〈
F0, b
B
j
〉
L2(B)
holds for any eigenfunction bOij . By virtue of (6.10) it follows that f ∈ D(L) because F0 ∈
W 1,20 (B) ∩W
2,2(B). The remaining statements follow similarly. 
Remark 6.16. In a similar manner one can study operators on open neighborhoods of the
form φ−1(C × Q) where C is a Cantor set and Q is a regular enough set in Rd. The above
arguments also allow to consider differential operators more general than the Laplacian ∆.
We can also localize the quadratic form E . Given an open subset O of Ω let D(EO) :=
clos(D(E) ∩ Cc(O)) with the closure taken in D(E). Writing
EO(f, g) := E(f, g), f, g ∈ D(EO),
we obtain a strongly local regular Dirichlet form (EO,D(EO)) in L2(O, µ). If O is of type
(2.4), this is the Dirichlet form uniquely associated with the operator LO.
The following lemma is a version of the main result in [22, Section 5.2.1].
Lemma 6.17. Assume O is an open set of type (2.4). Then (EO,D(EO)) is the Dirichlet
form generated by (LO,D(LO)), that is,
EO(f, g) = −
〈
LOf, g
〉
L2(O,µ)
for all f ∈ D(LO) and g ∈ D(EO). The operator (LO,D(LO)) is the Friedrichs extension of
∆ with domain (φ−1)∗(L2(C, νC)⊗ C2c (B)). In addition,
∫
O
f 2dµ ≤ λ−11 E
O(f), f ∈ D(EO).
Proof. We first claim that the space (φ−1)∗(L2(C, νC)⊗C
2
c (B)) is a dense subspace of D(E
O)).
Approximating with continuous functions compactly supported on C in the first tensor com-
ponent, we can see that it is contained in D(EO). Now, let LE
O
denote the generator of EO
and suppose that g ∈ D(LE
O
) is such that〈
(1− LE
O
)g, f
〉
L2(O,µ)
= 〈g, f〉L2(O,µ) + E
O(g, f) = 0
for all f of product form (2.7) with f0 ∈ L2(C, νC) and F0 ∈ C2c (B). Then, for each F0 ∈
C2c (B), the finite signed measure
∫
B
(1−LE
O
)g(Λ′,~t )F0(~t )d~t νC(dΛ
′) is the zero measure on
C. Using the separability of C2c (B) we can find a νC-null set N such that for all Λ
′ ∈ C \ N
the function (1−LE
O
)g(Λ′, ·, ) is zero d~t -a.e. on B. This implies that g ∈ ker(1−LE
O
) and
therefore f = 0 in D(EO), proving the claimed density.
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For g ∈ (φ−1)∗(L2(C, νC) ⊗ C
2
c (B)) we have g ∈ D(L
EO) and LE
O
g = 1
2
∆g by (6.4) and
Remark 6.6. Consequently, both LO and LE
O
are self-adjoint extensions of 1
2
∆ endowed with
(φ−1)∗(L2(C, νC)⊗ C2c (B)). Since L
EO is the smallest extension, we have D(LE
O
) ⊂ D(LO).
Finally, we claim that (φ−1)∗(L2(C, νC)⊗W
1,2
0 (B)∩W
2,2(B)) is contained in D(LE
O
) and
for all its elements f we have LE
O
f = LOf . Then, D(LO) ⊂ D(LE
O
) follows from (6.11). To
see this claim note that if f is as above and of product form (2.7), and g ∈ (φ−1)∗(L2(C, νC)⊗
C2c (B)), then by Lemma 6.15 and the Gauss-Green identity for the Dirichlet Laplacian ∆
B
Rd
on B we have EO(f, g) = −
〈
LOf, g
〉
L2(O,µ)
. By approximation in D(EO), this is true for all
g ∈ D(E) and the claim is proved. 
7. Proof of Theorem 2: harmonic functions and irreducibility of the
Dirichlet form
In this section we discuss harmonic functions and prove Theorem 2. We begin with the
classical non-probabilistic approach. After that, we present regularity results for measurable
harmonic functions and connections to the probabilistic interpretation. In the end we con-
sider finite energy L2(Ω, µ) harmonic functions and prove the irreducibility of the Dirichlet
form.
7.1. Proof of Theorem 2. First, assume that a harmonic function f is bounded from above
or below up to a set of µ-measure zero. By the classical Liouville theorem, f is constant on
µ-almost every orbit and therefore f is equal to a constant on a set of full µ-measure because
of the unique ergodicity. To show this, assume that the union U of all orbits on which the
given harmonic function f is not bounded from above (or below) has zero µ-measure. For
any Λ ∈ U c the function h∗Λf is harmonic on R
d and bounded from above (or below), so
that by the classical Liouville theorem, h∗Λf is constant on R
d, see for instance [60, Problem
I.2.14]. This means f is constant on µ-almost every orbit. By unique ergodicity f must then
be equal to a constant on a set of full µ-measure.
Now let f be harmonic and integrable. Assume, for a moment, that µ(U) > 0, which by
unique ergodicity implies µ(U) = 1. For each Λ ∈ U , h∗Λf must have an unbounded growth
at infinity. Then h∗Λf must have an unbounded growth at infinity in the following sense:
(7.1) lim
R→∞
∫
Ω
 1
λd(BR(~0 ))
∫
BR(~0 )
∣∣f ◦ ϕ~t (Λ)∣∣d~t
 dµ(Λ) =∞.
This is because if u : Rd → R is a harmonic function, then the following average
(7.2) R 7→
1
λd(BR(~0 ))
∫
BR(~0 )
∣∣u(~t)∣∣d~t
is a nondecreasing function of R, see for instance [46, Section 1.VIII.10] (applied to −|u|).
This grows to infinity as R → ∞ if u is unbounded. However, for any measurable function
u : Ω→ [0,∞) we have
(7.3)
1
λd(BR(~0 ))
∫
BR(~0 )
(∫
Ω
v ◦ ϕ~t (Λ)dµ(Λ)
)
d~t =
∫
Ω
v(Λ)dµ(Λ)
because of the fact that
∫
Ω
v ◦ϕ~t (Λ)dµ(Λ) does not depend on ~t. Thus (7.1) contradicts the
assumption that f is integrable, which completes the proof of Theorem 2 in this case.
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If d = 1 and O is an open subset of Ω, then a measurable function f is harmonic in O
if and only if it is a linear function of ~t on every orbit in O. This follows directly from
Definition 3.4. Hence we have
lim
R→∞
∫
Ω
λd
(
BR(~0 ) ∩ {~t :
∣∣f ◦ ϕ~t (Λ)∣∣ > c})
λd
(
BR(~0 )
)
 dµ(Λ) = 1.
for any number c. Therefore by (2.8), adapted for bounded measurable functions for µ-a.e.
Λ ∈ Ω,
µ({Λ′ : |f(Λ′)| > c}) = 1,
which contradicts the assumption that f is a measurable real valued function and completes
the proof of Theorem 2.
7.2. Mean value properties, regularity results and the probabilistic interpreta-
tion. Definition 3.4 is based on the classical definition of harmonicity for functions on open
sets in Rd.
Definition 7.1. Let D ⊂ Rd be a nonempty open set. A function f : D → R is harmonic
in D if f ∈ C2(D) and ∆Rdf(~x) = 0 for all ~x ∈ D.
Recall that classical characterizations for harmonicity in Euclidean domains include the
Weyl’s lemma, and the ball and sphere averaging properties, see [46, Sections 1.I.3 and
1.I.3], [15, Section II.1, Definition 1.1 and Propositions 1.2 and 1.3].
Proposition 7.2. Let D ⊂ Rd be a nonempty open set.
(1) If a function f : D → R is harmonic in D, then f ∈ C∞(D), it satisfies (7.6), and
it is real analytic.
(2) [Sphere averaging property] A locally bounded Borel measurable function f : D → R
is harmonic in D if and only if for any open ball Br(~x ) with center ~x ∈ D and radius
r > 0 such that Br(~x) ⊂ D we have
(7.4) f(~x ) =
1
ωd rd−1
∫
∂Br(~x )
f(~y )σ(d~y ),
where σ denotes the surface measure on ∂Br(~x ) and ωd denotes the surface area of
the unit sphere in Rd.
(3) [Ball averaging property] A Borel measurable function f : D → R is harmonic in D
if and only if it is locally integrable on D and for any open ball Br(~x ) with center
~x ∈ D and radius r > 0 such that Br(~x) ⊂ D we have
(7.5) f(~x ) =
1
vd rd
∫
Br(~x )
f(~y )d~y,
where vd denotes the volume of the unit ball in Rd.
(4) [Weyl’s lemma] If a Borel measurable locally integrable function f : D → R satisfies
(7.6)
∫
D
f(~y )∆ϕ(~y)d~y = 0 for all ϕ ∈ C∞0 (D)
then there is a harmonic function f˜ : D → R such that f(x) = f˜(x) for λd-a.e.
x ∈ D. In other words, a Borel measurable locally integrable function f : D → R has
a harmonic λd-version if and only if ∆f = 0 in D in the distributional sense.
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Note that items (2) and (3) in Proposition 7.2 also have λd-a.e. versions similar to item
(4), but we omit them for the sake of brevity.
Lemma 7.3. Let O ⊂ Ω be open and let f : Ω→ R be a measurable function.
(1) If f is harmonic in O then we have f ∈ C∞orb(O) and ∆f(Λ) = 0 for any Λ ∈ O.
(2) If for each Λ ∈ O the function h∗Λf is locally bounded on an open neighborhood of ~0,
then f is harmonic in O if and only if for each Λ ∈ O the function h∗Λf satisfies the
sphere averaging property (7.4) in an open neighborhood of ~0.
(3) The function f is harmonic in O if and only if for each Λ ∈ O the function h∗Λf is
locally integrable on an open neighborhood of ~0 and satisfies the ball averaging property
(7.5) there.
(4) If a Borel measurable locally integrable function f : O → R satisfies
(7.7)
∫
O
f(Λ)∆ϕ(Λ)dµ(Λ) = 0 for all ϕ ∈ C∞0 (O)
then there is a harmonic function f˜ : O → R such that f(Λ) = f˜(Λ) for µ-a.e. Λ ∈ O.
In other words, a measurable locally integrable function f : O → R has a harmonic
µ-version if and only if ∆f = 0 in O in the distributional sense.
Proof. The first three statements of the lemma are immediate consequences of Definition 3.4
and Proposition 7.2.
The last assertion follows from Section 5 and Proposition 7.2(4) as follows. Without loss
of generality we can assume that O = OΛ,ε. Suppose, for a moment, that f is distributionally
harmonic inO but does not have a harmonic µ-version. Then there is a set of orbits of positive
ν measure and a countable set of smooth test functions compactly supported in B such that
on this set h∗Λ′f is not R
d-orthogonal to the Rd-Laplacian of one of these test functions. Then
there is a possibly smaller set of orbits of positive ν measure and φ ∈ C∞0 (B) such that h
∗
Λ′f
is not Rd-orthogonal to ∆Rdφ. This contradicts the assumption that f is µ-distributionally
harmonic and proves the lemma. 
Another well known definition of harmonicity for functions on open subsets of Rd is the
probabilistic one, it goes back to [45] and is based on a probabilistic interpretation of (7.4)
by [84, 85]. We write ~W ~x to denote the Brownian motion on Rd started at ~x ∈ R. For any
open set D ⊂ Rd and any ~x ∈ Rd let τ~xD := inf{t ≥ 0 : ~W
~x
t ∈ R
d \D} denote the first exit
time of ~W ~x from D.
Definition 7.4. Let D ⊂ Rd be a nonempty open set. A Borel measurable function f :
D → R is said to be harmonic in D in the probabilistic sense if for any bounded open set
D′ ⊂ D with D′ ⊂ D and any ~x ∈ D the family (f( ~W ~x
t∧τ~x
D′
)t≥0 is a P-martingale.
The following fact was first proved in [45] (see also [46, Sections 2.IX.6 and 2.IX.8] or [48,
Theorem 13.9]). For more recent expositions, see [15, Proposition II.1.3 and Proposition
II.1.5 and its proof] or [102, Definition 9.2.2 and Lemma 9.2.3].
Proposition 7.5. Let D ⊂ Rd be open and let f : D → R be Borel measurable and locally
bounded. Then f is harmonic in D if and only if f is harmonic in D in the probabilistic
sense.
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A probabilistic definition of harmonicity for more general continuous Markov processes
has been given in [48, Section XII.5, in particular 12.18 and Theorem 12.12]. A probabilistic
definition of harmonicity for functions on open subsets O ⊂ Ω arises as a special case. For
any open set O ⊂ Ω and any point Λ ∈ Ω let τΛO := inf
{
t ≥ 0 : XΛt ∈ Ω \O
}
be the first
exit time of XΛ from O.
Definition 7.6. We say that a measurable function f : Ω → R is harmonic on O in the
probabilistic sense if for any open set O′ ⊂ O with O′ ⊂ O and every Λ ∈ O the family
(f(XΛ
t∧τΛ
O′
))t≥0 is a P-martingale.
Proposition 7.7. Let O ⊂ Ω be open and let f : Ω → R be a measurable function that is
locally bounded on O. Then f is harmonic in O if and only if it is harmonic in O in the
probabilistic sense.
Proof. The diffusion moves in a single orbit, and this orbit is isometric to Rd, as under the
orbit homeomorphism the orbit metric is the Euclidean Rd. 
The same arguments that were used to show the absence of the strong Feller property in
Subsection 4.3 also show the following.
Corollary 7.8. Let O ⊂ Ω be open. There exist bounded and measurable functions f : Ω→ R
that are harmonic in O but not continuous in O, f /∈ C(O).
7.3. Finite energy harmonic functions. We discuss the connection between harmonic
functions in the sense of Definition 3.4 and finite energy L2(Ω, µ) harmonic functions (see
[31, 57]).
Let O be an open subset of (Ω, ̺). We say that a measurable function f : Ω → R is
E-harmonic in O if f ∈ D(E) =W1,2(Ω, µ) and E(f, g) = 0 for all g ∈ D(E) ∩ Cc(O).
Note that in the context of our paper it is enough to consider g ∈ C1tlc(Ω) ∩ ∩Cc(O).
It is known that the notion of harmonicity can be localized, and in our case the following
lemma can be easily obtained from a partition of unity as in Lemmas 4.5 and 5.6 together
with Lemma 7.3. In our situation, the E-harmonicity in the above sense is connected to
harmonicity on subsets of Rd. Given an open subset D ⊂ Rd, we say that a measurable
function f : D → R is ERd-harmonic in D if f ∈ L2(O, µ), EDRd(f) < +∞ and E
D
Rd(f, g) = 0
for all g ∈ C∞0 (D).
The second part of the Lemma can be seen using Lemmas 5.9 and 6.9.
Lemma 7.9. Let O be an open subset of Ω and O1, ..., On be a finite open cover of O with
open subsets Oi ⊂ O. A measurable function f is E-harmonic in O if and only if it is
E-harmonic in Oi for all i.
Suppose O = φ−1(C×B) is an open subset of Ω of form (2.4). Then, a measurable function
f ∈ D(E) = W1,2(Ω, µ) is E-harmonic in O if and only if for νC-a.e. Λ′ ∈ C, the function
h∗Λ′f is ERd-harmonic in B. In this case, f can be modified on a set of measure zero so that
h∗Λ′f ∈ C
∞(B) for νC-a.e. Λ
′ ∈ C.
The notion of E-harmonicity can be characterized by a version of the probabilistic defi-
nition of harmonicity, modified for Dirichlet forms (compare to Definition 7.6, Proposition
7.7). A bounded measurable function f on Ω is E-harmonic in an open set O ⊂ Ω if and
only if (f(XΛt∧τO′ ))t≥0 is a uniformly integrable P-martingale for E-quasi every Λ ∈ Ω when-
ever O′ ⊂ O is a relatively compact open subset of O. This has been stated and proved
in [13, Proposition 2.5] and [30, Theorem 2.11]).
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There is also a Liouville theorem for E-harmonic functions.
Corollary 7.10. If a measurable function f : Ω→ R is E-harmonic in Ω, then f is constant
µ-a.e.
Proof. This follows from Theorem 2 combined with Lemma 7.3 (4). 
7.4. Irreducibility. From the preceding discussion we can infer the irreducibility of the
Dirichlet form (E ,D(E)) stated in Theorem 4. Recall that (Pt)t>0 denotes the symmetric
Markovian semigroup on L2(Ω, µ) associated with (E ,D(E)). We follow the terminology
of [57, Section 1.6] and call a Borel subset A of (Ω, ̺) (Pt)t>0-invariant if Pt(1Af) = 1APtf
for any f ∈ L2(Ω, µ) and t > 0. The Markov semigroup (Pt)t>0 or the Dirichlet form
(E ,D(E)) is called irreducible if any (Pt)t≥0-invariant subset A satisfies either µ(A) = 0 or
µ(Ω \ A) = 0. The irreducibility of (E ,D(E)) can be verified as follows.
Proof. Let A be a (Pt)t>0-invariant Borel subset of Ω. If µ(A) = 0 there is nothing to prove,
so we may assume µ(A) > 0. By invariance we have Pt1A = 1A µ-a.e. so that 1A ∈ D(E)
by (6.2) and according to (6.3), E(1A) = 0. Cauchy-Schwarz now implies that 1A is E-
harmonic in Ω, and since it is bounded, constant µ-a.e. on Ω by Corollary 7.10. Since∫
Ω
1A dµ = µ(A) > 0 we must have 1A = 1 µ-a.e. on Ω, which means µ(A) = 1. 
Remark 7.11. Alternatively, one can prove the irreducibility of (E ,D(E)) more directly,
without using Corollary 7.10. This can be done using similar arguments as in Lemma 5.8
and Lemma 8.1 below. If one proceeds this way, then Corollary 7.10 becomes a simple
consequence of [83, Theorem 1], together with irreducibility and recurrence. Also, a known
probabilistic argument could be applied: By [31, Lemma 6.7.3] we have f(XΛt ) = f(Λ) for
all t ≥ 0 P-a.s. for E-quasi every Λ ∈ Ω, which implies that for any c ∈ R the level set
{Λ ∈ Ω : f(Λ) = c} is (Pt)t>0-invariant. By irreducibility, µ({Λ ∈ Ω : f(Λ) = c}) = 0 or 1
for any c ∈ R, which is possible only if f is constant µ-a.e. A more general result is stated
in [56, Proposition 1.1.(i)].
8. Proof of Theorem 5: Helmholtz-Hodge decomposition for
one-dimensional patterns
In this section we discuss L2-vector fields associated with the Dirichlet form (E ,D(E)).
Motivated by earlier results in [78], Theorem 5 provides a Hodge decomposition for the
one-dimensional case.
The proof Theorem 5 requires the combination of several concepts. First, recall from the
proof of Lemma 6.7 that the gradient
∇ : W 1,2(Ω, µ) ⊂ L2(Ω, µ)→ L2(Ω, µ)
is a densely defined, closed, unbounded operator with domain D(E) = W 1,2(Ω, µ). The
image Im∇ of ∇ is a closed subspace of L2(Ω, µ), see e.g. [73, Section 4]. Therefore, we have
the orthogonal decomposition (3.10) where (Im∇)⊥ denotes the orthogonal complement of
Im∇. By [74, Theorem 2.1], the space H of L2-differential 1-forms associated with (E ,D(E))
can be seen as a direct integral over a measurable field of Hilbert spaces HΛ, which are
isometrically isomorphic to Rd via
ιΛ : HΛ → Rd,
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c.f. [74, Remark 2.6 (iii)] and [17, Proposition 4.2]. Consequently, there is an isometric
isomorphism
ι : L2(Ω,Rd, µ)→ H,
where H denotes the space of L2-differential 1-forms associated with (E ,D(E)). In the one-
dimensional case, the Hodge-star operator
⋆ω0 : L
2(Ω, µ)→H,
c.f. Proposition B.5, where ω0 = ι
−1
Λ (1) for a fixed Λ ∈ Ω, gives an isometric isomorphism,
see [17, Proposition 4.5]. Therefore, defining
⋆ : L2(Ω, µ)
ι−1
−−→ H
⋆−1ω0−−→ L2(Ω, µ)
we obtain an isometric isomorphism of L2(Ω, µ) onto itself. In particular, by (B.5) we have
⋆∇f = f ′ for any f ∈ D(E). Finally, the following Lemma 8.1 yields
(Im∇)⊥ ≃ ⋆(Im∇)⊥ = {constant functions} ≃ R.
To prove Theorem 5 we take a closer look at the structure of ker d∗ by following the
arguments used to establish Theorem 2.
Lemma 8.1. Assume d = 1 and v ∈ (Im∇)⊥. Then, there is a Borel set O ⊂ Ω of µ-
measure zero, such that for any Λ ∈ Oc, the function ⋆v is d~t-a.e. constant on orb(Λ). As
a consequence, ⋆v is constant µ-a.e. on Ω.
Proof. We have 〈⋆v, f ′〉L2(Ω,µ) = 〈⋆v, ⋆∇f〉L2(Ω,µ) = 〈v,∇f〉L2(Ω,µ) = 0 for all f ∈ D(E). If
O = φ−1(C × (−ε, ε)) is a neighborhood of type (2.4) then for all f ∈ (φ−1)∗(L2(C, νC) ⊗
C1c (−ε, ε)) of product form (2.7) we observe∫
C
∫
(−ε,ε)
h∗Λ′(⋆v)(~t )f0(Λ
′)F ′0(~t ) d~tdνC(Λ
′) = 0
by (A.6) and therefore∫
(−ε,ε)
(h∗Λ′(⋆v))
′(~t )F0(~t ) d~t = −
∫
(−ε,ε)
h∗Λ′(⋆v)(~t )F
′
0(~t ) d~t = 0
for νC-a.e. Λ
′ ∈ C. Testing with F0 from a countable dense subspace of C1c (−ε, ε) we can see
that for νC-a.e. Λ
′ ∈ C the function h∗Λ′(⋆v) must be d~t-a.e. constant on (−ε, ε).
Now, let O1, ..., On be open sets φ(Oi) = Ci × (−εi, εi) of type (2.4) covering Ω. By the
preceding there exists a Borel set Ni ⊂ Ci such that for any Λ
′ ∈ Ci \ Ni the function
h∗Λ′(⋆v) is d~t-a.e. constant on (−εi, εi). Similarly as in the proof of Lemma 5.8, let O :=⋃N
i=1
⋃
~t∈Rd ϕ~t (Ni) denote the union of orbits that hit some Ni. As discussed there, O is
measurable and we have µ(O) = 0. If Λ ∈ Ω is such that its orb(Λ) is not contained in O,
then ⋆v is d~t-a.e. constant on each Oi∩orb(Λ), so that by Lemma 7.9, ⋆v is d~t-a.e. constant
on orb(Λ). The second statement is a consequence of the ergodicity of µ. 
Remark 8.2. For an arbitrary dimension d, let L2(Ω,Rd, µ) denote the space of L2-vector
fields on Ω. For v ∈ L2(Ω,Rd, µ) we have v =
∑d
i=1 vi~ei with suitable vi ∈ L
2(ΩΛ0 , µ), where
~e1, ...~ed denote the standard unit vectors in Rd. Given f ∈ bB(Ω), we define a vector field
fv ∈ L2(Ω,Rd, µ) by fv :=
∑d
i=1(fvi)~ei. Again, the gradient ∇ is considered as a densely
defined closed unbounded operator ∇ : L2(Ω, µ)→ L2(Ω,Rd, µ) with domain D(E).
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The space C∞tlc(Ω,R
d) of smooth vector fields on Ω is dense in L2(Ω,Rd, µ). Any element v
of C∞tlc(Ω,R
d) can be written in the form v =
∑d
i=1 vi~ei with suitable functions vi ∈ C
∞
tlc(Ω),
and given a function f ∈ C∞tlc(Ω), we have fv ∈ C
∞
tlc(Ω,R
d). The gradient operator satisfies
the Leibniz rule ∇(fg) = f∇g + g∇f , f, g ∈ C∞tlc(Ω). By duality, a smooth vector field
v =
∑d
i=1 vi~ei may be identified with a smooth differential 1-form
∑d
i=1 vidx
i. Interpreting
h∗Λ0 from (2.2) as a map
∑
i fidx
i 7→
∑
i h
∗
Λ0
fidx
i, it provides a bijection of C∞tlc(Ω,R
d) onto
the space ∆1Λ0 of smooth Λ0-equivariant 1-forms on R
d, i.e. differential 1-forms on Rd with
coefficients in C∞Λ0(R
d). See for instance [86] or [110, Section 3] and the references cited there.
The space L2(Ω,Rd, µ) is isometrically isomorphic to the space H of L2-differential 1-
forms asociated with (E ,D(E)) as in Definition B.1: The space H can be written as the
direct integral over a measurable field of Hilbert spaces HΛ, see the Appendix for details.
Since the pointwise index of (E ,D(E)) is d µ-a.e. we know that for µ-a.e. Λ ∈ Ω the fiber
HΛ of H is a vector space of dimension d so that there exists an isometric isomorphism
ιΛ : HΛ → Rd. This implies the existence of an isometric isomorphism ι : H → L2(Ω,Rd, µ).
The gradient operator ∇ is related to the abstract derivation ∂ in Definition B.2 by ∇ = ι◦∂.
Remark 8.3. We conjecture that also for pattern spaces originating from Delone sets in Rd
with arbitrary d ≥ 1 a Hodge type decomposition can be proved that generalizes (3.10) and
a meaning can be given to the summands involved.
Remark 8.4. An alternative proof of Theorem 5 can be given using the notion of local
harmonicity from [78, Definition 4.1]. One can show that [78, Theorem 4.2] applies in the
present situation and combine it with Theorem 2 to verify Theorem 5.
Appendix A. Derivatives, smoothness and partitions of unity
We consider canonical differential operators on Ω.
Definition A.1. Let O ⊂ Ω be open. A function f : O → R is called differentiable in O if
for any Λ ∈ O and ~t ∈ Rd the limit
(A.1)
∂f
∂~t
(Λ) = lim
s→0
f ◦ ϕs~t (Λ)− f(Λ)
s
exists. As usual we say f is k-times differentiable in O if the (k-1)-th derivative of f in the
sense of (A.1) exists and is differentiable in O.
Note that for any function f which is differentiable on all of Ω and any ~v ∈ Rd we have
∂
∂~t
(f ◦ ϕ~v) =
∂f
∂~t
◦ ϕ~v.
Let O ⊂ Ω be open. For a function f differentiable in O we define the gradient ∇f of f
as the vector field
(A.2) ∇g =
d∑
i=1
∂g
∂~ei
~ei,
where ~e1, ..., ~ed are the standard unit base vectors in Rd. For a function f twice differentiable
in O we define the Laplacian ∆f of f by
(A.3) ∆f :=
d∑
i=1
∂2f
∂~ei 2
,
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where ∂
2f
∂~ei 2
:= ∂
∂~ei
(
∂f
∂~ei
)
. If f is k-times differentiable in O and α = (α1, ..., αd) is a multiindex
with |α| ≤ k then we can similarly introduce general mixed derivatives
(A.4) Dαf =
∂|α|f
∂~e1 α1 · · ·∂~ed αd
.
If O = φ−1(C × B) is an open set of type (2.4) and f is k-times differentiable in O, then,
using the notation (2.6), we have
(A.5) Dαf(Λ) = DαRdf ◦ φ
−1(Λ′,~t ), Λ = ϕ~t (Λ
′) ∈ O,
provided |α| ≤ k. The differential operators DαRd on the right hand side are considered in
the usual Euclidean sense with respect to ~t. Using (A.5) we can also verify the locality of
the operators Dα.
Corollary A.2. The operators Dα are local, i.e. if f, g are k-times differentiable and satisfy
f = g in an open set O then for any α with |α| ≤ k and any Λ ∈ O we have Dαf(Λ) =
Dαg(Λ).
If O = φ−1(C × B) is an open set of type (2.4) and, similarly as in (2.7), f ∈ bB(O) is a
function defined as the product f(Λ¯) := f0(Λ
′)F0(~t ) of some f0 ∈ bB(O) and F0 ∈ Ck(B),
whose supports are contained in C and B, respectively, then
(A.6) Dαf(Λ¯) = f0(Λ
′)DαRdF0(~t ), Λ¯ = ϕ~t (Λ
′) ∈ O,
|α| ≤ k, reducing derivatives on the fractal-like space Ω to ordinary calculus derivatives.
Notation A.3. We write Ck(O) (k = 1, 2, ... or k =∞) for the space of k-times continuously
differentiable functions, that is, the space of continuous functions f on O whose derivatives
up to the order k in the sense of (A.1) are all continuous functions on O.
We endow the space Ck(O) with the norm
‖f‖Ck := sup
Λ∈O
|f(Λ)|+
∑
0<|α|≤k
sup
Λ∈O
|Dαf(Λ)|.
We recall the definition of transversally locally constant functions and collect some known
results for later use.
Definition A.4. A function f ∈ C(Ω) is called transversally locally constant if for any
Λ ∈ Ω there exists ε > 0 such that
B 1
ε
(~0) ∩ Λ′ = B 1
ε
(~0) ∩ Λ implies f(Λ′) = f(Λ),
i.e. if for any Λ ∈ Ω there exists ε > 0 such that f is constant on CΛ,ε. We write Ctlc(Ω) to
denote the space of transversally locally constant functions and Cktlc(Ω) to denote the space
of functions f ∈ Ck(Ω), k = 1, 2, ... or k =∞, that are locally transversally constant.
Note that if f ∈ Cktlc(Ω) then also f ◦ ϕ~t ∈ C
k
tlc(Ω) for any fixed ~t ∈ R
d. Transversally
locally constant functions on Ω are linked to the following specific type of functions on Rd.
Definition A.5. A function F ∈ C(Rd) is (strongly) Λ-equivariant if there exists R > 0
such that if for two ~x, ~y ∈ Rd we have that
BR(~x) ∩ Λ = BR(~y) ∩ Λ implies f(~x) = f(~y).
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We write CΛ(Rd) for the space of all Λ-equivariant functions on Rd, and by CkΛ(R
d) (for
k = 1, 2, ... or k =∞) we denote the spaces of functions f ∈ Ck(Rd) that are Λ-equivariant.
See [86, Definition 2.1]. The space C∞Λ (R
d) is uniformly dense in CΛ(Rd). Let CΛ(Rd)
denote the uniform closure of CΛ(Rd).
Recall the notation (2.2). We summarize some well known statements from [86, Lemma
4.2] and [89, Proposition 22], see also [110, Theorem 6]. Because we assume repetitivity and
therefore have (2.3) they read as follows.
Lemma A.6. Let Λ ∈ Ω. The restriction of h∗Λ to continuous functions defines an iso-
morphism of Banach algebras h∗Λ : C(Ω) → CΛ(R
d). The algebras Ctlc(Ω) and C
k
tlc(Ω) are
uniformly dense in C(Ω) and their images under h∗Λ are CΛ(R
d) and CkΛ(R
d), respectively.
We recall a useful localization argument from [86, Lemma 4.2 and its proof].
Proposition A.7. Let Λ ∈ Ω and let η ∈ C(Rd) be a function supported in a ball Bε(~0 ).
Then there is a function f ∈ Ctlc(Ω) that is supported in OΛ,ε, and satisfies h∗Λ′f(~t ) = η(~t )
for all Λ′ ∈ CΛ,ε and ~t ∈ Bε(~0). Moreover, if η ∈ Ck(Rd) then f ∈ Cktlc(Ω).
Proof. In our notation this proposition immediately follows from (2.7), and in some sense
is equivalent to the local product structure of pattern spaces in subsection 2.2. For the
convenience of the reader we provide the part of the proof essentially taken from [86, Lemma
4.2]. Let ε < 1
ε0
∧ ε0
2
, where ε0 is the minimal Euclidean distance between points in Λ. Then
the distance of two different points in
SΛ,ε :=
{
~s ∈ Rd : B 1
ε
(~0) ∩ Λ ⊂ ϕ~s (Λ)
}
is at least ε0. Let δΛ,ε be a Dirac comb on SΛ,ε. Then for any ~s ∈ SΛ,ε the function δΛ,ε∗η(~s+·)
is continuous on Rd and its restriction to Bε0/2(~0 ) is supported in Bε(~0 ) and equals η on
Bε(~0 ). The function δΛ,ε ∗ η is Λ-equivariant: Suppose ~x1, ~x2 ∈ Rd. Then we can can write
~xi = ~si+~ti, where ~si is a point in SΛ,ε minimizing the distance between ~xi and SΛ,ε. Suppose
that the sets B 8
ε
(~xi) ∩ Λ agree. Then, since |~t | < ε0 <
1
ε
, both sets B 4
ε
(~si) ∩ Λ agree with
B 4
ε
(~0 ) ∩ Λ. Consequently we have B 2
ε
(~0 ) ∩ ϕ~t1(Λ) = B 2ε (
~0 ) ∩ ϕ~t2(Λ), which implies that
~t1−~t2 ∈ SΛ,ε and therefore δΛ,ε∗η(~x1) = δΛ,ε∗η(~x2). This shows that δΛ,ε∗η is Λ-equivariant.
By Lemma A.6 the function f(Λ) := (δΛ,ε ∗ η)(h
−1
Λ )(Λ)), Λ = hΛ(~t ), ~t ∈ R
d, is in Ctlc(Rd).
The stated properties are immediate. 
Formula (2.7) allows to construct smooth bump functions.
Corollary A.8. Let O = OΛ,ε be an open set of type (2.4) with φΛ,ε(O) = CΛ,ε×Bε(~0 ). Let
K ⊂ Rd be compact and such that K ⊂ Bε(~0 ). Then, writing V := φ−1Λ,ε(CΛ,ε ×K), we can
find a function χ ∈ C∞tlc(Ω) such that 0 ≤ χ ≤ 1, supp χ ⊂ O, χ ≡ 1 on V , and χ ◦ φ
−1
depends only on the second argument.
We can obtain C∞tlc-partitions of unity by a variant of the standard construction, this yields
Lemma 4.5.
For transversally locally constant functions we can also use (2.2) connect the operators
Dα to differential operators DαRd on R
d.
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Corollary A.9. Let Λ ∈ Ω. For any multiindex α with |α| ≤ k and any f ∈ Cktlc(Ω) we
have
h∗ΛD
αf = DαRdh
∗
Λf.
Proof. If f ∈ Cktlc(Ω) has compact support contained in an open set O of type (2.4), h
∗
Λf is
in CkΛ(R
d) and of form δΛ,ε ∗ η. Also Dαf is supported in O, we have h∗ΛD
αf ∈ CΛ(Rd) and
h∗Λ(D
αf)(~t ) = δΛ,ε ∗D
α
Rdη(~t ) = D
α
Rd(δΛ,ε ∗ η)(~t ) = D
α
Rdh
∗
Λ(f)(~t).
The general case follows using Lemma 4.5. 
Another useful consequence of Proposition A.7 is the following, which can be seen by
localizing to functions supported in sets of type (2.4) and using standard mollification in Rd.
Corollary A.10. For any l ≥ k the space C ltlc(Ω) is a dense subspace of C
k
tlc(Ω).
The following lemma is used to approximate smooth functions by the tlc functions, and is
also used to define approximations in Sobolev spaces in Subsection 5.3.
Lemma A.11. The space C∞tlc(Ω) is dense in C
k(Ω) for any k ≥ 1.
Proof. By Lemma 4.5 and Corollary A.10 it suffices to show that any f ∈ Ck(Ω) supported
in an open set O = φ−1(C × B) can be approximated in the Ck-norm by functions from
Cktlc(Ω). We consider the function f ◦ φ
−1(Λ′,~t ) = f(Λ) on C × B. Since C is a Cantor set,
we can find a finite Borel measure ν on C and for every i ≥ 1 a partition C(i)1 , ..., C
(i)
Ni
of C into
sets C(i)l of positive ν-measure and such that limimaxl=1,...,Ni diam̺(C
(i)
l ) = 0. Note that in
most cases we consider ν = νC from (2.9), but in this particular lemma ν can be any finite
measure with full support.
We define the functions
(A.7) fO,i(Λ′,~t ) :=
Ni∑
l=1
c
(i)
l (~t )1C(i)l
(Λ′), (Λ′,~t ) ∈ C × B,
where
c
(i)
l (~t ) :=
1
ν(C(i)l )
∫
C
(i)
l
f ◦ φ−1(Λ′,~t ) ν(dΛ′).
Clearly, limi f
O,i = f ◦ φ−1 uniformly on C ×B. Moreover, for any |α| ≤ k we have
DαRdf
O,i(Λ′,~t ) =
Ni∑
l=1
DαRdc
(i)
l (~t )1C(i)
l
(Λ′)
and by dominated convergence
DαRdc
(i)
l (~t ) =
1
ν(C(i)l )
∫
C
(i)
l
DαRdf ◦ φ
−1(Λ′,~t ) ν(dΛ′).
Since DαRdf ◦φ
−1 is uniformly continuous, we also have limiD
α
Rdf
O,i = DαRdf ◦φ
−1 uniformly
on C × B. 
Remark A.12. In the uniquely ergodic case we can use νC in place of ν.
The following lemma follows easily from Corollary A.8. We use the notation ~t = (t1, ..., td)
for a vector ~t ∈ Rd.
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Lemma A.13. Assume O and V are sets of type (2.4) such that O = φ−1(C × B) and
O ⊂⊂ V . Then for any i = 1, ..., d there exists a function fi ∈ C∞tlc(Ω) supported in V and
such that on O we have h∗Λ′fi = ti~ei for all Λ
′ ∈ C and ~t ∈ B. Moreover, for all Λ ∈ O we
have
∂fi
∂~ej
(Λ) =
{
1 if j = i
0 if j 6= i.
Appendix B. Hodge star operators for Dirichlet forms
We discuss the definition of Hodge star operators in a general setup. Let X be a locally
compact separable metric space, µ a Radon measure on X with full support and (E ,D(E)) a
regular Dirichlet form on L2(X, µ). There are several articles concerned with L2-differential
1-forms associated with Dirichlet forms, see for instance [32, 74, 77–79]. A brief description
is as follows.
The space D(E) ∩ Cc(X) is an algebra, and on the space D(E) ∩ Cc(X) ⊗ D(E) ∩ Cc(X)
we can introduce a non-negative definite symmetric bilinear form by extending
〈a⊗ b, c⊗ d〉H := E(abd, c) + E(a, bcd)− E(ac, bd).
Let ‖·‖H =
√
〈·, ·〉H be the associated Hilbert seminorm.
Definition B.1. The Hilbert space H of L2-differential 1-forms associated with (E ,D(E))
is defined as the completion of the quotient space (D(E)∩Cc(X)⊗D(E)∩Cc(X))/ ker ‖·‖H
obtained by factoring out zero seminorm elements.
One can then introduce an abstract derivation operator associated with (E ,D(E)).
Definition B.2. We define the abstract derivation ∂ : D(E) ∩ Cc(X)→ H associated with
(E ,D(E)) by
∂f := f ⊗ 1, f ∈ D(E) ∩ Cc(X).
One can define uniformly bounded actions of the algebra D(E)∩Cc(X) on H and then see
that ∂ satisfies a Leibniz rule. The operator ∂ extends to a closed operator ∂ : L2(X, µ)→H
with domain D(E). For these facts and further details see for instance [74, Section 2].
Lemma B.3. Let (E ,D(E)) be a regular Dirichlet form on L2(X, µ) that admits a carre´ du
champ. Then, there exists some ω ∈ H such that
(B.1)
∫
X
f dµ = 〈f ω, ω〉H
for any f ∈ bB(X).
Following [49, Chapter 3] it was shown in [74, Section 2] that since (E ,D(E)) admits a carre´
du champ, the space H is isometrically isomorphic to the direct integral with respect to µ of
a certain measurable field of Hilbert spaces (Hx)x∈X , see [74, Theorem 2.1]. These ‘fibers’ Hx
play the role of (co-)tangent spaces. For f, g ∈ D(E) it holds that 〈∂f, ∂g〉Hx = Γ(f, g)(x)
for µ-a.e. x ∈ X , where Γ denotes the carre´ du champ operator. If (E ,D(E)) is strongly
local, then for µ-a.e. x ∈ X the dimension of Hx equals the pointwise Kusuoka-Hino index
p(x) of (E ,D(E)) at x. See [71, Definition 2.9] and [17, Proposition 4.2].
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Proof. There is a 1-form ω˜ ∈ H such that 0 < ‖ω˜‖Hx < +∞ for all x ∈ M , where M ⊂ X
is a Borel set with µ(M c) = 0. For instance, we can use ω˜ =
∑∞
i=1 2
−iηi, where (ηi)i
is a measurable field of orthonormal bases, see [41, Proposition II.4.1], [118, Lemma 8.12]
or [74, Remark 2.4]. Now consider ω := 1M(‖ω˜‖H·)
−1ω˜. 
Also the following definition makes sense in this general setup.
Definition B.4. Let (E ,D(E)) be a regular Dirichlet form on L2(X, µ) admitting a carre´
du champ. For each ω ∈ H such that ‖ω‖Hx = 1 µ-a.e. ∈ X define
⋆ω : L
2(X, µ)×H −→ L2(X, µ)×H
(f, η) 7−→ (〈η, ω〉H·, f · ω).(B.2)
If the pointwise Kusuoka-Hino index of (E ,D(E)) is one µ-a.e., then we have dimHx = 1
µ-a.e. If ω ∈ H is such that ‖ω‖Hx = 1 for µ-a.e. x ∈ X , then each η ∈ H has the form g ω
with some uniquely defined g ∈ L2(X, µ). In this case, (B.2) rewrites (f, g ω) 7→ (g, f ω).
This motivates the following observation made in [17, Proposition 4.5].
Proposition B.5. Let (E ,D(E)) be a regular Dirichlet form on L2(X, µ) admitting a carre´
du champ and having pointwise index one µ-a.e. Then, for each ω ∈ H such that ‖ω‖Hx = 1
µ-a.e. x ∈ X, the linear operator defined by
⋆ω : L
2(X, µ) −→ H
f 7−→ f · ω(B.3)
is an isometry, both fiberwise and globally, i.e. |f(x)| = ‖⋆ωf‖Hx µ-a.e. x ∈ X and
‖f‖L2(X,µ) = ‖⋆ωf‖H.
If ω ∈ H as in Proposition B.5 is fixed, and η ∈ H, according to the above we have η = g ω
with a uniquely defined function g ∈ L2(X, µ). This shows that ⋆ω is a bijection. As in the
classical theory we denote its inverse (⋆ω)
−1 again by the symbol ⋆ω, so that
⋆ω : H −→ L
2(X, µ)
η = g ω 7−→ g.(B.4)
Definition B.6. Assume that the pointwise Kusuoka-Hino index of (E ,D(E)) is one µ-a.e.
Let ω ∈ H be such that ‖ω‖Hx = 1 for µ-a.e. x ∈ X . To the operator ⋆ω as in (B.3) and to
its inverse in (B.4) we refer as the Hodge star operator with respect to ω.
It follows immediately from the definition that for η ∈ H and f ∈ bB(Ω) it holds that
(B.5) ⋆ω (fη) = f ⋆ω η.
Appendix C. Dynamical spectrum and invariant sets
This section is presented here in connection to Corollary 3.12. It opens the possibility to
study spectral analysis of the heat semigroup and the Laplacian, which will be the subject
of future work.
Recall that in the present setting the Koopman operators {U~t}~t∈Rd provide a family of
unitary operators on L2(Ω, µ) defined by (3.9) for ~t ∈ Rd. An eigenfunction of U~t with
eigenvalue ~α ∈ Rd is a nonzero function f ∈ L2 satisfying
(C.1) U~tf = e
2πi〈~t,~α〉f
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for all ~t ∈ Rd. The collection of all eigenvalues is called the dynamical spectrum. This
spectral approach allows us to characterize ergodicity by the action of the Koopman operator
on L2(Ω, µ).
In the particular case of Ω being the pattern space of an aperiodic Delone set of finite
local complexity, the dynamical spectrum carries a great amount of information about the
structure of the canonical transversal. In addition, the dynamical spectrum is related to
the so-called diffraction spectrum of the quasicrystal modeled by the Delone set. Thus, the
spectrum is very important from a dynamics point of view as well as from a mathemati-
cal physics point of view. We refer the reader to [8, 9] for up-to-date perspectives on the
dynamical spectrum and its role in aperiodic order.
Definition C.1. The Koopman family of operators has pure point spectrum if L2(Ω, µ)
admits a basis of eigenfunctions.
Proposition C.2. Let ϕ~t : Ω → Ω be a minimal and uniquely ergodic action of R
d on a
compact metric space Ω with pure discrete spectrum and denote by µ the unique Rd-invariant
probability measure for this action. If, for ~τ ∈ Rd, we have that 〈~τ, ~α〉 6∈ Z for all eigenvalues
~α corresponding to f ∈ L2(Ω, µ) which are non-constant µ-almost everywhere, then for any
µ-measurable set A ⊂ Ω with the property that ϕ~τ (A) = A it is true that µ(A) ∈ {0, 1}.
Proof. Recall that an action on a compact metric space Ω is ergodic with respect to an
invariant probability measure µ if there are no non-constant invariant functions in L2(Ω, µ)
[51, §2]. As such, for a fixed ~τ ∈ Rd, the map ϕ~τ : Ω→ Ω is ergodic if and only if 〈~τ , ~α〉 6∈ Z.
Indeed, if 〈~τ, ~α〉 ∈ Z for an eigenvalue ~α corresponding to a non-constant function, then
by (C.1) and the fact that L2(Ω, µ) is generated by eigenfunctions, we have an invariant
function in L2(Ω, µ) which is not constant µ-almost everywhere, which is equivalent to the
map ϕ~τ not being ergodic with respect to µ.
Thus, if 〈~τ , ~α〉 6∈ Z for all eigenvalues ~α associated with non-constant functions in L2(Ω, µ),
then the map ϕ~τ is ergodic with respect to µ. As such, every µ-measurable set A which is
invariant under ϕ~τ either has full or null measure. 
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