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Abstract
In practical massive MIMO systems, a substantial portion of system resources are consumed to
acquire channel state information (CSI), leading to a drastically lower system capacity compared with
the ideal case where perfect CSI is available. In this paper, we show that the overhead for CSI acquisition
can be largely compensated by the potential gain due to the sparsity of the massive MIMO channel in a
certain transformed domain. To this end, we propose a novel blind detection scheme that simultaneously
estimates the channel and data by factorizing the received signal matrix. We show that by exploiting
the channel sparsity, our proposed scheme can achieve a DoF very close to the ideal case, provided that
the channel is sufficiently sparse. Specifically, the achievable degree of freedom (DoF) has a fractional
gap of only 1/T from the ideal DoF, where T is the channel coherence time. This is a remarkable
advance for understanding the performance limit of the massive MIMO system. We further show that
the performance advantage of our proposed scheme in the asymptotic SNR regime carries over to the
practical SNR regime. Numerical results demonstrate that our proposed scheme significantly outperforms
its counterpart schemes in the practical SNR regime under various system configurations.
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2I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) systems have been extensively studied in the
past decade for its advantages on boosting the system throughput, improving the link reliability,
and enhancing the energy efficiency [1]–[6]. Consider a massive MIMO system consisting of
K single-antenna transmit terminals and a receive terminal with N antennas, under the massive
MIMO assumption of N  K  1. This setting arises in machine type communication scenarios
as specified by 5G system requirements [7], [8], where many low-complexity terminals (devices)
with a single antenna need to communicate with a powerful base station with an array of multiple
antennas. A fundamental problem for massive MIMO is to determine the system capacity. It is
well known that ideally, when the MIMO channel matrix is perfectly known to the receiver, the
capacity of the system scales as K log(SNR) at high SNR, i.e., the degrees of freedom (DoF)
of the system is K. However, in practical systems, the acquisition of channel state information
(CSI) consumes a substantial amount of system resource. The system capacity of the ideal case is
therefore difficult to achieve from a practical viewpoint. In fact, as the MIMO size becomes large,
the system overhead spent on CSI acquisition increases and eventually becomes the bottleneck
to increase the system capacity.
There are two canonical research directions for channel acquisition. The first direction is
referred to as the training-based approach, in which each transmission frame is divided into two
phases, namely, the training phase and the data transmission phase [9], [10]. In the training phase,
the transmitters transmit pilot signals and the receiver estimates the channel coefficients based on
the knowledge of the pilot signals. In the data transmission phase, the transmitters transmit data,
and the receiver detects the data based on the estimated channel. In the training-based approach,
a pilot length of no less than K is required to probe the channel with a vanishing estimation
error [10], [11]. This leads to a DoF of K(1− K
T
), where T is the channel coherence time, and
the DoF loss compared to the ideal case is due to the fact that no information is carried by the
pilot signals. To avoid the training overhead, another line of research works on blind detection,
in which the receiver estimates the channel and detects data without any prior knowledge of the
signals from the transmitters [12]–[14]. However, as the gain from no training overhead is largely
compromised by the reduction of detection accuracy due to channel uncertainty, blind detection
achieves the same DoF as the training-based approaches, i.e., the DoF for blind detection is still
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3given by K(1− K
T
) [14].
The aforementioned approaches assume a rich-scattering multipath environment and so the
channel coefficients can be modelled as random variables satisfying a certain continuous distri-
bution. This assumption, however, is questionable in massive MIMO systems. More and more
analyses and experimental evidences demonstrate that the physical channel of a massive MIMO
system exhibits a sparse structure in the angular domain of the receive antenna array [15]–[19],
i.e., the channel coefficient matrix has many zero or near-zero elements. The reason is two-
fold. On one hand, a growing demand for bandwidth increases radio frequency and reduces
wavelength, while an electromagnetic wave with a shorter wavelength is more likely to be
blocked by obstructions. As a result, there will be fewer propagation paths in the channel for
next-generation wireless communications. On the other hand, with the deployment of large-scale
antenna arrays, the resolution bin in the angular domain becomes much finer than ever before.
This enables the receiver to distinguish the angles of arrival for different paths with a much
higher resolution.
The channel sparsity can be exploited to enhance the performance of a massive MIMO system
[20]–[25]. For example, in training-based massive MIMO systems, compressed sensing was
used to reduce the number of required pilot signals by exploiting the channel sparsity [21]–
[23]. It has been shown that compressed-sensing based training schemes can achieve a DoF of
K(1− cK
T
), where c is usually a coefficient between 0 and 1 depending on the channel sparsity
level. Moreover, the channel sparsity has been utilized in blind channel estimation [24], [25].
The basic idea is to approximately calculate the receive covariance matrix using the received
signal, and then to estimate the channel matrix by factorizing the approximate covariance matrix
based on the sparsity of the channel matrix. Afterwards, the data is detected based on the
estimated channel. The above blind channel estimation scheme has the benefit of avoiding the
pilot overhead. However, to obtain a relatively accurate estimate of the receive covariance matrix,
the coherence time T of the channel is required to satisfy T  N , which is unfortunately difficult
to realize in a massive MIMO system. Thus, the performance of the blind channel estimation
scheme is quite poor for a massive MIMO system, especially in a block-fading environment
with a relatively short coherence time T .
In this paper, we investigate the impact of the channel sparsity on the fundamental performance
limit of a massive MIMO system. Specifically, we propose a novel blind massive MIMO detection
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4scheme that simultaneously estimates the channel and detect the signal from the received signal
by exploiting the channel sparsity. Unlike the blind channel estimation scheme in [25], our
proposed blind detection scheme does not rely on an accurate estimation of the receive covariance
matrix, and can work well even when T < N . We show that, with the channel sparsity and under
some regularity conditions, our scheme can achieve a DoF arbitrarily close to K(1 − 1
T
) for
a sufficiently large N and the channel is sufficiently sparse. This implies a huge throughput
improvement of the massive MIMO system over the existing approaches [21]–[25] in the high
SNR regime. In addition, the DoF of our scheme is very close to the ideal DoF of K, implying
that the adverse effect of channel uncertainty can be largely compensated by the potential gain
due to the channel sparsity.
We further consider the algorithm design for the blind detection scheme to achieve the
potential gain of the channel sparsity in the practical SNR regime. We point out that the blind
signal detection problem under concern is related to dictionary learning [26] and sparse matrix
factorization [27]. Specifically, the joint estimation of the channel and the data based on the
received signal can be formulated as a sparse matrix factorization problem. This problem is
non-convex and so is difficult to find an optimal solution. There exist a number of approximate
solutions in the literature, such as the K-SVD algorithm [28], the SPAMS algorithm [29], the
ER-SpUD algorithm [30], and the bilinear generalized approximate message passing (BiG-AMP)
algorithm [31]. Among these algorithms, BiG-AMP is known to have the best performance
in general. However, we show that BiG-AMP does not work well for T > K, which is a
typical setting in a massive MIMO system, when BiG-AMP is directly applied to our blind
detection problem. To address this issue, we propose a projection-based BiG-AMP (P-BiG-AMP)
algorithm, in which the subspace occupied by the signal is estimated in the first place, and then
BiG-AMP is applied to factorize the image of the received signal projected onto the estimated
signal subspace. Numerical results demonstrate that our proposed blind detection scheme with
P-BiG-AMP significantly outperforms the counterpart schemes in the practical SNR regime under
various configurations of N , K, and T .
A. Organization
The remainder of this paper is organized as follows. In Section II, we introduce a sparse
channel model for the massive MIMO system. In Section III, we present upper and lower bounds
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5of the capacity of the massive MIMO system. In Section IV, we analyze the DoF of the proposed
scheme. In Section V, we develop a message-passing based detection algorithm to jointly detect
the data of users and the channel matrix. Numerical results are presented in Section VI to verify
the effectiveness of our proposed scheme. Finally, we conclude the paper in Section VII.
B. Notation
Regular letters, lowercase bold letters, and capital bold letters represent scalars, vectors, and
matrices, respectively. C denotes the complex field; the superscripts (·)H, (·)∗, (·)T, and (·)−1
represent the conjugate transpose, conjugate, transpose, and the inverse of a matrix, respectively;
| · |, ‖ · ‖1, ‖ · ‖2, and ‖ · ‖F represent the absolute value, the `1-norm, the `2-norm, and the
Frobenius norm, respectively; E[·], det(·), and log(·) represents the expectation, the determinant,
and the logarithm function; diag{a} represents the diagonal matrix with the diagonal specified
by a; dae represents the minimum integer larger than a. For an integer N , IN denotes the set
of integers from 1 to N . The notation ∝ denotes equality up to a constant scaling factor. The
notation a . b means lim supb→∞ ab ≤ c, where c > 0 is a constant. Similarly, a & b means
lim supa→∞
b
a
≤ c.
II. SYSTEM MODEL
A. Sparse Channel Modeling
We now present a sparse channel model for massive MIMO systems by following the approach
in [21]. Consider a massive MIMO channel with K single-antenna transmitters and a receiver
deployed with uniform linear array (ULA) of N antennas. By massive MIMO, we assume
N  K  1. This setting arises in practical scenarios, e.g., when a base station that deploys
an array of a few hundred antennas communicates with tens of users. Let Lr be the normalized
length of the ULA.1 Then, the normalized interval between any two adjacent receive antennas is
∆r = Lr/N . Denote by Lk the number of physical paths between transmitter k and the receiver,
by αl,k the path gain of the lth path of transmit k, and by θl,k the AoA of the lth path of
transmitter k. Then, the physical channel of a nonselective MIMO channel from transmitter k
1This means, the actual length of the ULA is λcLr , where λc is the wavelength.
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6to the receiver can be modeled by
h˜k =
Lk∑
l=1
αl,kar(θl,k), (1)
where
ar(θl,k) =
1√
N

1
exp(−j2pi∆r cos θl,k)
...
exp(−j2pi(N − 1)∆r cos θl,k)
 (2)
represents the array steering vector for receiving a signal from transmitter k in the direction
given by θk,l, and j =
√−1. By using the virtual representation method in [21], we can rewrite
(1) as
h˜k =
N−1∑
n=0
hn,kar
(
arccos
n
Lr
)
= Arhk, (3)
where Ar =
[
ar
(
arccos 0
Lr
)
, . . . , ar
(
arccos N−1
Lr
)]
∈ CN×N is a unitary matrix, and hk is
the kth column of H in (8). From (3), hk = [h1,k, · · · , hN,k]T can be treated as an equivalent
channel of user k in the angular domain, where hn,k is the aggregated gain of the physical paths
of user k within the resolution bin centered around arccos n
Lr
in the angular domain. Denote by
H˜ = [h˜1, · · · , h˜K ] the overall channel matrix. Then
H˜ = ArH, (4)
where H = [h1, · · · ,hK ] is the projection of the channel in the angular domain.
We now describe the sparsity of H for massive MIMO systems. Recall that each hn,k is the
aggregated channel gain of the physical paths of transmit terminal k whose AoAs are within
the nth resolution bin in the angular domain. It has been previously discussed in [15], [16],
[18], [19] that a large portion of the elements of H are very close to zero, since the number of
resolution bins of a massive antenna array usually far exceeds the number of physical paths of
each user k, i.e., N  Lk. An example is illustrated in Fig. 1. These near-zero elements of H
correspond to weak channel links, and can be essentially ignored in the transceiver design of a
massive MIMO system.
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Fig. 1. An example to illustrate the channel sparsity of transmitter 1 in the angular domain. The number of re-
ceived antenna is N = 128. Half-wavelength separation is assumed between any two of the receive antennas, i.e.,
∆r = 0.5. The number of physical paths is L1 = 6. The path gains {αl,k} are drawn from the circularly sym-
metric complex Gaussian distribution with zero mean and unit variance. The AoAs {θl,k} are randomly and uniformly
distributed between 0 and pi. Particularly, in the figure, [α1,1, α2,1, α3,1, α4,1, α5,1, α6,1] = [0.2963 + j0.5249, −0.1011 −
j1.5287, −0.4555+j1.0179, −0.5989+j0.0405, 0.4550−j0.4741, −0.0022+j0.2496], and [θ1,1, θ2,1, θ3,1, θ4,1, θ5,1, θ6,1] =
[0.3123pi, 0.5227pi, 0.4086pi, 0.8929pi, 0.5738pi, 0.5679pi]. The maximum value of |h1j | is normalized to 1.
Based on the above discussions, we henceforth assume that the massive MIMO channel is
sparse, i.e., the sparsity level ρ satisfies
ρ =
|S|
NK
< 1, (5)
where S is the support of the non-zero elements of H, i.e.
hn,k = 0, for (n, k) /∈ S, (6)
and |S| represents the cardinality of the set S.
B. Signal Model
The signal model of the massive MIMO system is presented as follows. The channel is assumed
to be block-fading, i.e., the channel remains unchanged within the coherence time T . Then, for
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8each transmission block of duration T , the received signal matrix is represented by
Y˜ = H˜X + W˜ = ArHX + W˜, (7)
where Y˜ ∈ CN×T is the received signal over T time slots, X ∈ CK×T is the transmitted signal
from all the K transmit terminals, and W˜ ∈ CN×T is the additive white Gaussian noise with
each element independently drawn from CN (0, σ2).
By left-multiplying Y˜ with AHr , we obtain the projection of the received signal in the angular
domain as
Y = HX + W, (8)
where Y = Y˜AHr ∈ CN×T , and W = W˜AHr ∈ CN×T . Note that the elements of W are still
independent and identically distributed Gaussian random variables with zero mean and variance
σ2. Let xk ∈ CT×1 be the transpose of the kth row of X. We assume that the average transmission
power of each transmit terminal is given by αkP , i.e.
1
T
E[xHkxk] ≤ αkP, for all k ∈ IK , {1, 2, · · · , K}, (9)
where αk ≥ 0 for k ∈ IK satisfy
∑K
k=1 αk = 1, and P is the total power budget.
The system capacity of a massive MIMO system is given by
C(SNR) =
1
T
max
pX(X):
1
T
E[xHkxk]≤αkP,k∈IK
I(X; Y), (10)
where the signal-to-noise ratio (SNR) is defined by SNR = P
σ2
and the maximization is taken
over the distribution of X, denoted by pX(X), subject to the power constraint in (9).
III. CAPACITY BOUNDS
The system capacity in (10) is a very difficult problem and the exact solution is still unknown,
especially in the circumstance with channel sparsity. In this section, we present upper and lower
bounds to describe the system capacity. As seen later, the main contribution of this paper is to
propose a blind detection scheme that provides a tight lower bound for the system capacity.
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9A. Capacity Upper Bound
We start with a capacity upper bound. Ideally, when the CSI is perfectly known at the receiver,
the capacity of the channel (8) is given by the following theorem [32].
Lemma 1. Assume that the channel matrix H is known at the receive terminal. Then, the channel
capacity of the system in (8) is given by
Cideal(SNR) = E
[
log det(IK + SNR ·ΛHHH)
]
, (11)
where Λ = diag{α} with α = [α1, α2, · · · , αK ]T. The corresponding DoF is given by
DoFideal = lim
SNR→∞
Cideal(SNR)
log (SNR)
= K. (12)
Lemma 1 gives a performance upper bound for the considered massive MIMO system. We
will show that, with channel sparsity, the ideal capacity can be closely approached, especially
in the high SNR regime.
B. Capacity Lower Bounds
We now introduce lower bounds to the system capacity in (10). In general, every realizable
detection scheme for the system in (8) provides a lower bound to the system capacity in (10).
As aforementioned, all the existing schemes for massive MIMO perform very far away from
the ideal capacity given in Lemma 1, or in other words, the lower bounds provided by these
schemes are very loose.
In this paper, we propose a blind detection scheme to directly estimate H and X from the
observed signal matrix Y following the maximum a posteriori probability (MAP) principle.
From the probability theory, the joint posterior probability density of H and X given Y is given
by
pH,X|Y(H,X|Y) (a)= 1
pY(Y)
pY|H,X(Y|H,X)pX(X)pH(H)
(b)∝ pY|H,X(Y|HX)pX(X)pH(H)
(c)
= pW(Y −HX)pX(X)pH(H)
(d)∝ exp
(
− 1
σ2
‖Y −HX‖22
)
pX(X)pH(H) (13)
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where step (a) follows from the Bayes’ rule and the fact that H and X are independent; the
notation ∝ in step (b) denotes equality up to a constant scaling factor; pW(·) in step (c) denotes
the probability density function (PDF) of noise W; step (d) follows from the fact that the
elements of W are independently drawn from CN (0, σ2). Then, the MAP estimates of H and
X, denoted respectively by Hˆ and Xˆ, are given by
(Hˆ, Xˆ) = arg max
H,X: 1
T
E[xHkxk]≤αkP,k∈IK
pH,X|Y(H,X|Y)
= arg max
H,X: 1
T
E[xHkxk]≤αkP,k∈IK
exp
(
− 1
σ2
‖Y −HX‖22
)
pX(X)pH(H). (14)
The mutual information between Xˆ and X, denoted by I(Xˆ; X), provides a lower bound to the
capacity in (10). The corresponding DoF lower bound is given by
DoF = lim
SNR→∞
I(Xˆ; X)
log (SNR)
. (15)
The problem in (14) is in general difficult to solve, since the observed signal Y is a bilinear
function of H and X. Later, we will present a message-passing based algorithm to approximately
solve (14), and will show that the lower bound provided by (14) is much tighter than the existing
bounds.
To reveal the fundamental impact of channel sparsity on the DoF of a massive MIMO channel,
we simplify (14) by ignoring pX(X) (which is irrelevant to the channel sparsity) and replacing
pH(H) with a Laplace distribution exp
(
− λ
σ2
‖H‖1
)
(by following [26], [33], [35]), yielding2
(Hˆ, Xˆ) = arg max
H,X: 1
T
E[xHkxk]≤αkP,k∈IK
exp
(
− 1
σ2
‖Y −HX‖22
)
exp
(
− λ
σ2
‖H‖1
)
(16a)
= arg min
H,X: 1
T
E[xHkxk]≤αkP,k∈IK
‖Y −HX‖22 + λ‖H‖1 (16b)
where λ is a regularization parameter that controls the tradeoff between the channel sparsity and
the signal detection quality. Note that l1-norm minimization is a common practice to deal with
signal sparsity in the area of sparse signal recovery [26], [30], [33], [34].
Similarly to (14), I(Xˆ; X) with Xˆ given by (16) gives a lower bound to the capacity in (10)
2In (16), the `1-norm of H is used as the penalty term in the optimization problem. This is widely used in the area of machine
learning to find a sparse solution [35]. Note that λ‖H‖1 in (16b) implies a Laplace prior of H. This explains why we choose
a Laplace distribution for pH(H) in (16a).
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with corresponding achievable DoF given by (15). In the next section, we will analyze the DoF
of the massive MIMO system based on the simplified problem in (16).
C. Ambiguities in Blind Decection
Note that whether a detection method is blind solely depends on the choice of the prior
distribution pX(X). For example, if a portion of the entries of X are perfectly known to the
receiver, these entries are called pilot symbols and the corresponding scheme is training-based.
Otherwise, X is said to be partially known to the receiver if X follows a certain distribution
with a non-zero mean. In this paper, we focus on blind detection, in which X is unknown to
the receiver. In other words, X is a random matrix following a zero-mean distribution.
The blind detection problem formulated in (16) suffers from ambiguities in signal estimation.
Specifically, the objective function in (16) is invariant to phase shifts and permutations of the
rows of X. Denote by Σ a diagonal matrix with phase shifts in the diagonal and by Π a
permutation matrix. Then, the ambiguities are caused by the fact that if (Hˆ, Xˆ) is a solution to
(16), then (Hˆ′ = HˆΠ−1Σ−1, Xˆ′ = ΣΠXˆ) is also a valid solution to (16). These ambiguities
need to be appropriately handled in the transceiver design, as detailed in the subsequent sections.
Besides the above ambiguities, there is another ambiguity inherent to blind detection. Denote
by Sk and Sk′ the supports of the non-zero elements of hk and hk′ , respectively. We refer to Sk
as the sparsity pattern of transmitter k. We now describe the sparsity-pattern collision problem
by assuming Sk = Sk′ . Denote by H{k,k′} = [hk,hk′ ] and by X{k,k′} = [xk,xk′ ]T the channel
matrix and the signal matrix of transmitters k and k′, respectively. Then, the noise-free received
signal, denoted by Y{k,k′}, is given by
Y{k,k′} = H{k,k′}X{k,k′} =
[
hk hk′
]xTk
xTk′
 . (17)
We construct an alternative factorization of Y{k,k′} as
Y{k,k′} = H˜{k,k′}X˜{k,k′}, (18)
where
H˜{k,k′} =
1
a+ b− 1
[
ahk + (1− b)hk′ (1− a)hk + bhk′
]
(19a)
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X˜{k,k′} =
 bxTk − (1− a)xTk′
−(1− b)xTk + axTk′
 (19b)
and a and b are numbers with a + b 6= 1. Since the two users have a common support, i.e.,
Sk = Sk′ , we have ‖H˜{k,k′}‖1 = ‖H{k,k′}‖1 in general. Together with (18), we conclude that
the solution of (16) is not unique in the sense that if H{k,k′} and X{k,k′} is a solution to (16),
then H˜{k,k′} and X˜{k,k′} is also a solution to (16). This problem is referred to as sparsity-pattern
collision. In practice, sparsity-pattern collision arises when the sparsity patterns of two or more
users are close to each other, resulting in a non-zero probability of detection failure. We will see
in the next section that, the failure probability can be made arbitrarily small in the high SNR
regime if N is sufficiently large and the channel is sufficiently sparse.
IV. DOF ANALYSIS
A. Heuristics
In this section, we analyze the achievable DoF of the proposed blind detection scheme for
the massive MIMO system. As aforementioned, the DoF of the massive MIMO system without
exploiting the channel sparsity is given by K(1− K
T
) [11], [14]. Intuitively, each receive antenna
receives a signal mixture from K transmit terminals, and therefore needs to use K time slots
to identify K channel coefficients, which contributes to the fractional DoF gap of K
T
from the
ideal DoF. The compressed-sensing based training schemes [21] can reduce the fractional DoF
gap to cK
T
, where c is a constant coefficient between zero and one determined by the channel
sparsity level ρ. In the following, we will show that the proposed blind detection scheme can
further reduce the fractional DoF gap to 1
T
, which brings forward a significant step towards the
understanding of the fundamental capacity of the massive MIMO system with channel sparsity.
Our analysis is based on the problem formulation in (16). The DoF characterizes the behaviour
of the minimizer (Hˆ, Xˆ) when the SNR goes to infinity, or equivalently, when the noise level
σ2 goes to zero. This means that we need to understand how a small perturbation of the additive
noise W affects the minimizer Hˆ and Xˆ, and how the system parameters, such as N , K, T ,
and ρ, interact with each other to guarantee the existence of the minimizer (Hˆ, Xˆ) around the
ground truth of (H,X). Moreover, in the analysis, we need to appropriately handle the phase and
permutation ambiguities as well as the sparsity pattern collision problem described in Section
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III-C.
B. Assumptions
We start with some regularity conditions.
Assumption 1 (Coefficient independence):
E[hn,kh
∗
m,l] = 0, for any (n, k), (m, l) ∈ S with n 6= m or k 6= l. (20)
Assumption 2 (Coefficient boundedness):
P(|hn,k| > ) = 1, for some  > 0 and (n, k) ∈ S (21a)
and P(‖hk‖2 < Mh) = 1, for some Mh and k ∈ IK (21b)
where P(·) represents the probability function.
The assumption in (21a) is reasonable since in practical systems the channel coefficients with
|hn,k| <  can be ignored without compromising the system performance, provided that  is
sufficiently small. As for the assumption in (21b), the length of the channel vector hk for each
transmitter k is uniformly bounded since the received signal power from each transmitter is
always bounded due to channel attenuation.
Assumption 3 (Noise boundedness):
P (‖wn‖2 > Mw) = 0, for some Mw and n ∈ IN (22)
where wn denotes the transpose of the nth row of W.
This assumption can be approximately satisfied by the Gaussian noise drawn from CN (0, σ2).
For example, for Mw =
√
3Tσ2, P (‖wn‖2 > Mw) is only 0.00135. In fact, with an appropriately
chosen Mw, P (‖wn‖2 > Mw) can be made arbitrarily small and thus can be ignored from a
practical point of view.
C. Main Result
The main results of the paper are presented here and their proofs are given in the next
subsection.
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Theorem 1. Assume ρ . 1
K
√
T
logK
and K . T 2. Then, for any η > 0 and N & TK3 + ηK2,
the DoF of the system given in (8) is lower bounded by
DoFblind = (1− e−η)K
(
1− 1
T
)
. (23)
Remark 1: In (23), e−η can be understood as the detection failure probability. The sparsity-
pattern collision discussed in Section III-C is one factor to cause detection failure. Intuitively,
in practical massive MIMO systems, the sparsity-pattern collision arises when users are geo-
graphically close to each other. Signals from co-located users undergo similar scattering, leading
to similar AoAs at the receive antenna array and hence similar sparsity patterns in the angular
domain. Increasing the number of antennas improves the AoA resolution of an antenna array,
and therefore reduces the probability of sparsity-pattern collision as well as the detection failure
probability e−η. This explains why in Theorem 1 a larger N allows a larger η (and hence a
smaller detection failure probability e−η). The DoF lower bound in (23) can approach K
(
1− 1
T
)
arbitrarily closely provided that N is sufficiently large.
Remark 2: From Theorem 1, our scheme achieves a DoF arbitrarily close to K(1 − 1/T ),
provided that N is sufficiently large and the channel is sufficiently sparse. Compared with the
ideal case in (12), our scheme has a fractional DoF loss of 1/T . This loss is caused by the
phase ambiguity of H and X discussed in Section III-C. In other words, a fraction 1/T of
DoF is required to eliminate the ambiguity. We emphasize that the fractional DoF loss 1/T is
independent of K, which is the key advantage of the proposed blind detection scheme compared
with other existing counterparts.
D. Proof of Theorem 1
For simplicity, we assume that α1 = α2 = · · · = αK = 1/K, and that the elements of X are
independently drawn from CN (0, P/K). The optimization of the power coefficients {αk} and
the distribution of X may lead to a better performance, but is out of the scope of this paper.
We focus on the lower bound in (16). From (16), we see that, if (Hˆ, Xˆ) is a solution to (16),
then any (HˆΠ−1Σ−1,ΣΠXˆ) is also a valid solution to (16) with Σ being a diagonal matrix for
phase ambiguity and Π being a permutation matrix for permutation ambiguity. By considering
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these inherent ambiguities, an estimate Xˆ for (16) can be modeled by
Xˆ = ΣΠ(X + ∆), (24)
where the estimation error ∆ is zero-mean and uncorrelated with X. Note that Σ and Π are
regarded as deterministic parameters unknown to the receiver. We have the following result.
Lemma 2. Assume that ρ . 1
K
√
T
logK
and K . T 2. Then, in the high SNR regime, for any
η > 0 and δ > 0, if N & (TK3 + ηK2)
(
1
δ
· Mw
Mh
)2
, there admits a solution Xˆ for the problem
in (16) such that ‖∆‖2F < δ2 in a probability at least 1− e−η.
Proof: The proof of Lemma 2 is mainly based on the result of [36, Theorem 2]. Recall that
the elements of X are independently drawn from CN (0, P/K). Then, X satisfies the conditions
[36, eqn. (17)] and [36, eqn. (18)] provided ρ . 1
K
√
T
logK
. With Assumptions 1-3, condition
[36, eqn. (19)] is satisfied, provided K . T 2. In the high SNR regime, as the noise level σ2
tends to zero, we can always find appropriate parameters λ and δ to satisfy the conditions [36,
eqn. (22)-(25)]. Therefore, from [36, Theorem 2], the problem in (16) admits a local minimum
within radius δ centered around X (i.e., ‖∆‖2F < δ2) with probability at least 1− e−η, provided
that N & (TK3 + ηK2)
(
1
δ
· Mw
Mh
)2
. This completes the proof of Lemma 2.
From Lemma 2, we have N & (TK3 + ηK2)
(
1
δ
· Mw
Mh
)2
and ‖∆‖2F < δ2, yielding
‖∆‖2F .
c1(TK
3 + ηK2)
N
M2w
M2h
. (25)
We now describe how to determine the diagonal matrix Σ in (24). We use one symbol in each
xk to estimate Σ.3 Without loss of generality, we assume that xk,1 =
√
P
K
, k ∈ IK is known to
the receiver, where xk,1 is the first entry of xk. Denote by δk the transpose of the kth row of
∆. Then, from (24), we obtain
xˆk,1 = Σk
(√P
K
+ δpi(k),1
)
, (26)
where xˆk,1 denotes the (k, 1)th element of Xˆ, Σk represents the kth diagonal element of Σ, pi(·)
3For ease of analysis, we assume coherent detection for each xk in the proof. That is, one symbol in each xk is used to
estimate Σk, and the estimated Σk is then used to detect the rest of xk. We emphasize that non-coherent detection can also
be used here. For example, differential coding can be used to remove the phase uncertainty caused by Σk. We conjecture that
coherent and non-coherent detections achieve the same DoF, as motivated by the result in [14].
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is the permutation function corresponding to Π, and δpi(k),1 is the first entry of δpi(k). Then, an
estimate of Σk, denoted by Σˆk, is given by
Σˆk =
√
K
P
xˆk,1 = Σk +
√
K
P
Σkδpi(k),1. (27)
The corresponding estimation error is given by
Σk − Σˆk = −
√
K
P
Σkδpi(k),1. (28)
Denote by x˜k , [xk,2, · · · , xk,T ]T ∈ C(T−1)×1, ˆ˜xk , [xˆk,2, · · · , xˆk,T ]T ∈ C(T−1)×1, and δ˜k =
[δk,2, · · · , δk,T ]T ∈ C(T−1)×1. From (24), we have
ˆ˜xk = Σˆkx˜pi(k) + (Σk − Σˆk)x˜pi(k) + Σkδ˜pi(k) = Σˆkx˜pi(k) + vk, (29)
where vk , (Σk − Σˆk)x˜pi(k) + Σkδ˜pi(k). The average variance of the entries of vk is given by
σ2vk =
1
T − 1E[v
H
kvk] =
1
T − 1E
[(
(Σk − Σˆk)x˜pi(k) + Σkδ˜pi(k)
)H(
(Σk − Σˆk)x˜pi(k) + Σkδ˜pi(k)
)]
(a)
=
1
T − 1E
[
|Σk − Σˆk|2x˜Hpi(k)x˜pi(k)
]
+
1
T − 1E
[
|Σk|2δ˜Hpi(k)δ˜pi(k)
]
(b)
=
P
K
E
[
|Σk − Σˆk|2
]
+ σ2δpi(k)|Σk|2
(c)
= σ2δpi(k)|Σk|2 + σ2δpi(k) |Σk|2
= 2σ2δpi(k)|Σk|2 (30)
where σ2δk is the average variance of the entries of δk, defined by
σ2δk ,
1
T
E[δHkδk]. (31)
In (30), step (a) follows from the fact that X and ∆ are zero-mean and uncorrelated; step (b)
follows from (31); step (c) follows from (28). In general, vk is correlated with the signal Σˆkx˜pi(k),
and is not necessarily Gaussian. From [37], the mutual information between ˆ˜xk and x˜k is lower
bounded by the case when vk is independent and Gaussian. Then
I(ˆ˜xk; x˜k)
(a)
= (T − 1)E
log
1 + PK |Σk|2
(
1 + K
P
σ2δpi(k)
)
σ2vk

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(b)
= (T − 1)E
[
log
(
1 +
P
2Kσ2δpi(k)
(
1 +
K
P
σ2δpi(k)
))]
(c)
= (T − 1) log
(
P
σ2δpi(k)
)
+ o(T ) (32)
where step (a) follows from (27) and (29); step (b) follows from (30); and step (c) follows from
the high SNR approximation. Then, we have
K∑
k=1
I(ˆ˜xk; x˜k) = (T − 1)
K∑
k=1
log
(
P
σ2δpi(k)
)
+ o(T )
(a)
≥ (T − 1)K log
(
P
E[‖∆‖2F ]
KT
)
+ o(T ) (33)
where step (a) follows from
∏K
k=1 σ
2
δpi(k)
≤
(
E[‖∆‖2F ]
KT
)K
for
∑K
k=1 σ
2
δpi(k)
=
E[‖∆‖2F ]
T
, with the
equality holds for σ2δ1 = · · · = σ2δK =
E[‖∆‖2F ]
KT
.
We now consider the impact of permutation Π in (24). From (29), we see that the receiver
decodes each x˜pi(k) from ˆ˜xpi(k). Since Π is unknown, the receiver needs to associate each decoded
codeword to the corresponding transmitter. This can be done by inserting a transmitter label into
each codeword. To identify K transmitters, each label costs dlogKe bits. Thus, an achievable
rate of the system in (8) is given by
Rblind =
1
T
K∑
k=1
I(ˆ˜xk; x˜k)− KdlogKe
T
=
T − 1
T
K log
(
P
E[‖∆‖2F ]
KT
)
+ o(1)− KdlogKe
T
. (34)
From (25), with a probability of at least 1− e−η, we obtain
‖∆‖2F
KT
. (TK
2 + ηK)
NT
M2w
M2h
. (35)
Thus, we have
Rblind ≥ (1− e−η)K
(
1− 1
T
)
log
PM2h
M2w
+ c˜+ o(1), (36)
where
c˜ = (1− e−η)K
(
1− 1
T
)
log
NT
TK2 + ηK
− KdlogKe
T
. (37)
Since M2h is a constant and M
2
w is proportional to σ
2 (from Assumption 3 and the discussions
therein), the DoF of the proposed scheme is bounded by
DoFblind = lim
SNR→∞
Rblind
log SNR
= (1− e−η)K
(
1− 1
T
)
, (38)
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which completes the proof of Theorem 1.
V. BLIND DETECTION ALGORITHM
A. Preliminaries
In this section, we present a blind detection algorithm to realize the DoF advantage promised
by our analysis in practical system settings. We focus on the problem in (14), which is in
general difficult to solve optimally. As aforementioned, the blind detection problem under concern
is very similar to the matrix factorization problem in sparse dictionary learning [26]. In the
context of dictionary learning, the blind detection problem can be rephrased as to learn the
dictionary X and the corresponding sparse representation H. Dictionary learning algorithms,
such as the K-SVD algorithm [28], the SPAMS algorithm [29], and the BiG-AMP algorithm [31],
can be potentially applied to approximately solve (14). However, there is a notable difference in
the system configuration between the massive MIMO system and a typical dictionary learning
problem. In dictionary learning, the dictionary X is usually overcomplete, i.e., T ≤ K, so as to
allow more flexible dictionaries and richer data representation. However, in massive MIMO, the
setting of T > K is of more relevance since the coherence time T is usually in hundreds and
the number of users is usually in tens.
It is known that BiG-AMP is a state-of-the-art dictionary learning algorithm. However, when
applied to solve (14), BiG-AMP does not perform well in practical systems where T > K. To
address this issue, we propose to preprocess the observed signal matrix Y by projecting it onto the
signal space X and then apply BiG-AMP to the image of the projection. In addition, we describe
how to eliminate the phase and permutation ambiguities. The resulting algorithm, referred to as
P-BiG-AMP, is presented in the following subsections. Note that we always assume T > K
in the subsequent discussions. For the case of T ≤ K, we simply skip the signal projection
operation and directly apply BiG-AMP to solve (14).
B. Signal Projection
From (8), the noise-free received signal HX has the same row space as X does. Thus, the
row space of X can be estimated based on Y as follows.
Let the singular value decomposition (SVD) of Y be
Y = UDVH, (39)
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where U ∈ CN×N and V ∈ CT×T are unitary matrices, and D ∈ RN×T is a diagonal matrix
with diagonal elements arranged in a descend order. Then, we partition V as
V = [V1,V2], (40)
where V1 ∈ CT×K corresponds to the largest K singular values, and V2 ∈ CT×(T−K) corresponds
to the other singular values. Note that the column space of V1 gives an estimate of the row
space of X.
We then project the observed signal Y onto the column space of V1, yielding
Y′ = YV1 = HXV1 + WV1 = HX′ + W′, (41)
where X′ , XV1 ∈ CK×K and W′ , WV1 ∈ CN×K . After projection, the average transmission
power constraint for X′ is given by
1
K
E[(x′k)
Hx′k] ≤ αkP, for all k ∈ IK , {1, 2, · · · , K}, (42)
where x′k ∈ CK×1 is the transpose of the kth row of X′.
The next step is to factorize Y′ to obtain H and X′. Denote by pX′(X′) the prior distribution
of X′. Then, similar to (14), the blind detection problem can be written as
(Hˆ, Xˆ′) = arg max
H,X′: 1
K
E[(x′k)Hx
′
k]≤αkP,k∈IK
exp
(
− 1
σ2
‖Y −HX′‖22
)
pX′(X
′)pH(H). (43)
The BiG-AMP algorithm can then be directly used to solve the problem in (43).
C. BiG-AMP Algorithm
For completeness, we describe the BiG-AMP algorithm as follows. We start with the factor
graph representation associated with the problem in (43). Denote by y′n,t the (n, t)th element of
Y′. Then, the system model (41) can be equivalently written as
y′n,t =
K∑
k=1
zn,k,t + w
′
n,t, for all n ∈ IN and t ∈ IK (44)
where
zn,k,t = hn,kx
′
k,t, for all k ∈ IK (45)
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Fig. 2. The factor graph representation for the problem in (14).
with x′k,t and w
′
n,t are the (k, t)th and (n, t)th element of X
′ and W′, respectively. With (44)
and (45), we construct a factor graph illustrated in Fig. 2. The factor graph consists of two
types of nodes: variable nodes and check nodes. Variable nodes include {hn,k}, {x′k,t}, {zn,k,t},
and {y′n,t}; check nodes include the (n, t)th equation in (44) (denoted by cn,t) for all n ∈ IN
and t ∈ IK , the (n, k, t)th equation in (45) (denoted by cn,k,t) for all n ∈ IN , k ∈ IK , and
t ∈ IK , and also the prior distributions pH(H) and pX′(X′). In Fig. 2, all variable nodes appear
as white circles and all check nodes appear as black boxes. There is an edge connection between
a variable node and a check node when the variable node appears in the equation corresponding
to the check node.
The BiG-AMP algorithm is given in Table I. The details of the algorithm are explained based
on the factor graph in Fig. 2 as follows. In (A1)-(A2) of Table I, messages from variable nodes
{zn,k,t} to check nodes {cn,t} are cumulated to obtain an estimate of HX′ with means {p¯n,t(l)}
and variances {v¯pn,t(l)}. In (A3)-(A4), “Onsager” correction is applied to generate means {pˆn,t(l)}
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TABLE I
ALGORITHM 1: THE BIG-AMP ALGORITHM
Input: Y′, prior distributions pH(H) and pX′(X′).
Initialization: hˆn,k(1) = 0, vhn,k = 1, xˆ′k,t(1) is randomly drawn from px′k,t(x
′
k,t),
vxk,t(1) = αkP , and sˆn,t(0) = 0.
for m = 1, · · · ,Mmax
for l = 1, · · · , Lmax
∀n, t : v¯pn,t(l) =
∑K
k=1 |hˆn,k(l)|2vxk,t(l) + vhn,k(l)|xˆ′k,t(l)|2 (A1)
∀n, t : p¯n,t(l) =
∑K
k=1 hˆn,k(l)xˆ
′
k,t(l) (A2)
∀n, t : vpn,t(l) = v¯pn,t +
∑K
k=1 v
h
n,k(l)v
x
k,t(l) (A3)
∀n, t : pˆn,t(l) = p¯n,t(l)− sˆn,t(l − 1)v¯pn,t(l) (A4)
∀n, t : vzn,t(l) = v
p
n,t(l)σ
2
vpn,t(l)+σ
2 (A5)
∀n, t : zˆn,t(l) = v
p
n,t(l)
vpn,t(l)+σ
2 (yn,t − pˆn,t(l)) + pˆn,t(l) (A6)
∀n, t : vsn,t(l) = (1− vzn,t(l)/vpn,t(l))/vpn,t(l) (A7)
∀n, t : sˆn,t(l) = (zˆn,t(l)− pˆn,t(l))/vpn,t(l) (A8)
∀n, k : vqn,k(l) =
(∑T
t=1 |xˆ′k,t(l)|2vsn,t(l)
)−1
(A9)
∀n, k : qˆn,k(l) = hˆn,k(l)
(
1− vqn,k(l)
∑T
t=1 v
x
k,t(l)v
s
n,t(l)
)
+ vqn,k(l)
∑T
t=1(xˆ
′
k,t(l))
∗sˆn,t(l) (A10)
∀k, t : vrk,t(l) =
(∑N
n=1 |hˆn,k(l)|2vsn,t(l)
)−1
(A11)
∀k, t : rˆk,t(l) = xˆ′k,t(l)
(
1− vrk,t(l)
∑N
n=1 v
h
n,k(l)v
s
n,t(l)
)
+ vrk,t(l)
∑N
n=1 hˆ
∗
n,k(l)sˆn,t(l) (A12)
∀n, k : hˆn,k(l + 1) = E[hn,k|qˆn,k(l), vqn,k(l)] (A13)
∀n, k : vhn,k(l + 1) = E[|hn,k − hˆn,k(l + 1)|2|qˆn,k(l), vqn,k(l)] (A14)
∀k, t : xˆ′k,t(l + 1) = E[x′k,t|rˆk,t(l), vrk,t(l)] (A15)
∀k, t : vxk,t(l + 1) = E[|x′k,t − xˆ′k,t(l + 1)|2|rˆk,t(l), vrk,t(l)] (A16)
if
∑
n,t |p¯n,t(l)− p¯n,t(l − 1)|2 < 
∑
n,t |p¯n,t(l)|2, stop
end
xˆ′k,t(1) = xˆ
′
k,t(l + 1); v
x
k,t(1) = v
x
k,t(l + 1); hˆn,k(1) = 0; v
h
n,k = 1.
end
and variances {vpn,t(l)}. More discussions on “Onsager” terms can be found in [33]. In (A5)-
(A6), the means {zˆn,t(l)} and variances {vzn,t(l)} are calculated based on {pˆn,t(l)}, {vpn,t(l)}, and
the channel observations {y′n,t}. In (A7)-(A8), the scaled residual {sˆn,t(l)} and a set of inverse-
residual-variances {vsn,t(l)} are computed. Then, each pair of (sˆn,t(l), vsn,t(l)) is sent from check
node cn,t to variable nodes {zn,k,t|∀k} and then passed to the check nodes {cn,k,t|∀k}. In (A9)-
(A10), messages from check nodes {cn,k,t} to variable node hn,k are combined to compute an
estimate of hn,k, denoted by qˆn,k(l), and the corresponding variance v
q
n,k(l). Then, each pair of
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TABLE II
ALGORITHM 2: THE P-BIG-AMP ALGORITHM
Input: Received signal Y, prior distributions pH(H) and pX(X).
step 1: Perform SVD on Y to estimate the signal subspace: Y = UDVH with V = [V1,V2];
step 2: Project Y onto V1: Y′ = YV1;
step 3: Factorize Y′ to obtain (Hˆ, Xˆ′) based on the BiG-AMP algorithm;
step 4: Calculate Xˆ = Xˆ′VH1 ;
step 5: Calculate Σˆk =
xk,1
|xk,1|2+σ2δpi(k)
xˆk,1, k ∈ IK ;
step 6: Output the estimate of the kth column of X as x¯k = Σˆ−1k xˆk, k ∈ IK .
(qˆn,k(l), v
q
n,k(l)) is merged with the prior distribution phn,k(hn,k) to produce the posterior mean
hˆn,k(l + 1) in (A13) and the variance vhn,k(l + 1) in (A14). A similar process is performed for
{x′k,t} in (A15)-(A16). Note that though not included in Table I, damping is required to guarantee
the convergence of BiG-AMP. We refer the interested readers to [31] for details.
D. Ambiguity Elimination
With the BiG-AMP output Xˆ′, we obtain an estimate of X as Xˆ = Xˆ′VH1 . As aforementioned,
we still need to eliminate the intrinsic ambiguities in Xˆ. The details are as follows.
Recall from (24) that Xˆ can be modelled as Xˆ = ΣΠ(X+∆). The permutation ambiguity Π
can be resolved by inserting a label of dlogKe bits for user identification. The phase ambiguity
Σ can be resolved by using one element of each xk to estimate Σk. To be specific, we assume
without loss of generality that {xk,1, k ∈ IK} are known to the receiver. Recall that xˆk,1 can be
expressed by
xˆk,1 = Σk(xk,1 + δpi(k),1). (46)
Then, an estimate of Σk is given by
Σˆk =
xk,1
|xk,1|2 + σ2δpi(k)
xˆk,1, (47)
where σ2δk is the average variance of δk. Denote by x˜k = [xk,2, · · · , xk,T ]T and ˆ˜xk = [xˆk,2, · · · , xˆk,T ]T.
Then, the estimate of each x˜k is given by
x¯k = Σˆ
−1
k
ˆ˜xk. (48)
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The overall P-BiG-AMP algorithm is summarized in Table II. The corresponding normalized
mean-square-error (MSE) of X is given by
MSEX =
1
K
K∑
k=1
E[‖x˜k − x¯k‖22]
E[‖x˜k‖22]
. (49)
Likewise, an achievable rate of the massive MIMO system is given by
Rblind =
K∑
k=1
(
1− 1
T
)
log(1 + SNRk,out)− KdlogKe
T
, (50)
where the output SNR for each transmit terminal k is given by
SNRk,out =
E[‖x˜k‖22]
E[‖x˜k − x¯k‖22]
, (51)
and the rate loss KdlogKe
T
is caused by the permutation ambiguity.
VI. NUMERICAL RESULTS
In simulation, we set αk = 1/K, ∀k ∈ IK , and P = K, i.e., each element of X is inde-
pendently and identically drawn from the standard Gaussian distribution. The SNR is given by
K
σ2
. Following [38], we assume that the channel matrix H in the angular domain follows the
Bernoulli-Gaussian (BG) distribution
phn,k(h) = (1− ρ)δ(h) + ρCN (h; 0, 1), for all n ∈ IN , k ∈ IK . (52)
For the BiG-AMP algorithm, the maximum number of inner iteration Lmax = 100, and the
maximum number of outer iteration Mmax = 10.
We first consider the normalized MSE of both X and H of the proposed blind detection in
Fig. 3 with N = 64, 128, and 256, K = 8, T = 50, and ρ = 0.2. The normalized MSE of X is
defined in (49) and the normalized MSE of H is defined as ‖H−Hˆ‖
2
F
‖H‖2F
for any estimate Hˆ. Clearly,
the normalized MSE of both X and H decreases as N increases. From Fig. 3, we see that our
proposed blind detection scheme works well under practical antenna setups.
As stated in Theorem 1, the blind signal detection scheme can achieve a DoF close to the ideal
one with perfect channel knowledge, provided that N is sufficiently large and ρ is sufficiently
small. However, the requirements on N and ρ to ensure successful detection in Theorem 1 are
given in the form of asymptotic functions of K and T , and are difficult to evaluate for finite
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values of K and T . Here, we examine through numerical simulations the tradeoff between N and
ρ to guarantee detection success when K and T are finite. In particular, we say that the detection
is successful and the corresponding values of N and ρ are feasible if MSEX < 10−3. Fig. 4
shows the feasible region of (ρ,N/K) for K = 20 and T = 100. The SNR is set to 40dB in the
left subgraph and 50dB in the right, and the simulation is take over 104 channel realizations.
We see that the feasible region becomes larger as the SNR increases. This is reasonable since a
higher SNR implies a better channel quality, and hence a less stringent requirement on N and
ρ to guarantee successful detection. We also see that the boundary curve is not a monotonic
function of the sparsity level ρ. Intuitively, the smaller the sparsity level ρ, the more sparse the
channel, the less the channel randomness, and so the less stringent the requirement on N to
achieve successful detection. However, when ρ is very close to zero, the probability of sparsity
pattern collision increases, leading to an increase in the required N to guarantee successful
detection.
Fig. 5 plots the success probability of our proposed blind detection against the number of
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Fig. 4. The phase transition of blind detection with sparsity level ρ and the ratio N/K. The other system parameters are set
as K = 20, T = 100, SNR = 40dB in (a) and SNR = 50dB in (b).
receive terminals N with K = 10, 15, and 20, respectively. The other system settings are T =
100, ρ = 0.2, and SNR = 40dB. The success probability is calculated based on 105 channel
realizations. From Fig. 5, we see that the success probability increases with N , and approaches
one for a sufficiently large N . This is because the probability of sparsity pattern collision is
non-zero for finite values of N,K, T, ρ, and vanishes as N goes to infinity, as stated in Theorem
1.
Fig. 6 shows the achievable rate of the blind detection scheme with the proposed P-BiG-AMP
scheme for different values of T . The coherence time slot T is set to 50, 75, and 100. Moreover,
N = 500, K = 50, and ρ = 0.3. The simulation is taken over 200 channel realizations. From
Fig. 6, we see that the achievable rate of P-BiG-AMP monotonically increases in both T and
SNR. For comparison, the achievable rate of the blind detection scheme with BiG-AMP in [31]
is also included. We see that the achievable rate of BiG-AMP monotonically increases in both
T and SNR in the relatively low SNR regime, while for T > K (i.e., T = 75 and 100), the
performance of BiG-AMP deteriorates as SNR further increases. This demonstrates the advantage
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Fig. 5. The success probability of blind detection versus the number of antennas N at the receiver with the number of transmit
terminals K = 10, 15, and 20, respectively. The other system settings are T = 100, ρ = 0.2, and SNR = 40dB.
of the proposed P-BiG-AMP algorithm.
In Fig. 7, we compare the achievable rate of the blind detection with various dictionary learning
algorithms, including the K-SVD algorithm [28], the SPAMS algorithm [29], the BiG-AMP
algorithm [31], and the P-BiG-AMP algorithm. The system settings are N = 500, K = 50, T =
100, and ρ = 0.3. The maximum iteration number for K-SVD is 100, and that for SPAMS is
1000. We see that the P-BiG-AMP algorithm significantly outperforms its counterparts especially
in the high SNR regime.
We are now ready to compare the achievable rate of the proposed P-BiG-AMP based blind
detection scheme with other approaches for massive MIMO, as listed below.
i). Training-based MIMO coherence detection [10], [11]: Each transmission frame consists
of two phases, namely, the training phase for channel estimation based on the pilot signals
and the data transmission phase for data detection based on the estimated channel and the
received signals. Channel sparsity is not taken into consideration.
ii). Blind detection without exploiting channel sparsity [14]: No pilots are required and the
data is detected by sphere packing in the Grassmann manifold.
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Fig. 6. The performance of the proposed blind detection scheme with various T . The system settings are given by N =
500,K = 50, and ρ = 0.3.
iii). Compressed-sensing based MIMO coherence detection [21]: Channel sparsity is exploited
to reduce the number of required pilots. Compressed sensing algorithms are used to
estimate channel coefficients based on pilots. In our simulation, approximate message
passing (AMP) algorithm [33] is used to solve the compressed sensing problem.
iv). Blind channel estimation based on channel sparsity [25]: H is estimated based on the
covariance of Y and the channel sparsity, and then X is detected based on the estimated
channel. The channel estimation and the data detection are separated from each other.
v). Blind detection by exploiting channel sparsity: We jointly estimate the channel and the
data from the received signal based on the P-BiG-AMP algorithm.
Fig. 8 gives the performance comparison of the above mentioned schemes. The ideal case
with perfect channel knowledge at the receiver is also included for comparison. In Fig. 8, we
set N = 500, K = 50, T = 100, and ρ = 0.3. The simulation results are taken over 200 channel
samples. From Fig. 8, we see that the proposed blind detection scheme significantly outperforms
the other existing schemes, and performs close to the ideal case with perfect channel knowledge
in the high SNR regime. This is in agreement with the DoF result in Section IV. We note that
August 31, 2017 DRAFT
28
SNR (dB)
5 10 15 20 25 30 35 40 45 50
Th
ro
ug
hp
ut
 (b
it/c
ha
nn
el 
us
e)
0
100
200
300
400
500
600
700
800
900
1000
SNR (dB)
5 10 15 20 25 30 35 40 45 50
Th
ro
ug
hp
ut
 (b
it/c
ha
nn
el 
us
e)
0
100
200
300
400
500
600
700
800
900
1000
10
0
20
30
40
50
60
70
800
900
10
5 10 15 20 25 30 35 40 45 50
 (dB)
Th
ro
ug
hp
ut
 (b
it/
ch
an
ne
l u
se
)
T = 100, 75, 50 from 
top to the bottom
T = 75
Perfect channel knowledge
Blind detection by P-BiG-AMP
Blind detection by K-SVD
Blind detection by BiG-AMP
Blind detection by SPAMS
T = 100
T = 50
SNR (dB)
5 10 15 20 25 30 35 40 45 50
Th
ro
ug
hp
ut
 (b
it/c
ha
nn
el 
us
e)
0
100
200
300
400
500
600
700
800
900
1000
10
0
20
30
40
50
600
700
800
90
10
5 10 15 20 25 30 35 40 45 50
 (dB)
Th
ro
ug
hp
ut
 (b
it/
ch
an
ne
l u
se
)
Perfect channel knowledge
Blind detection by P-BiG-AMP
Blind detection by K-SVD
Blind detection by BiG-AMP
Blind detection by SPAMS
100
0
200
300
400
500
600
700
800
900
1000
5 10 15 20 25 30 35 40 45 50
 (dB)
Th
ro
ug
hp
ut
 (b
it/
ch
an
ne
l u
se
)
Blind detection by P-BiG-AMP with T = 50
Blind detection by BiG-AMP with T = 100
Blind detection by P-BiG-AMP with T = 75
Blind detection by P-BiG-AMP with T = 100
Blind detection by BiG-AMP with T = 75
Blind detection by BiG-AMP with T = 50
SNR (dB)
5 10 15 20 25 30 35 40 45 50
Th
ro
ug
hp
ut
 (b
it/c
ha
nn
el 
us
e)
0
100
200
300
400
500
600
700
800
900
1000
100
0
200
300
400
500
600
700
800
900
1000
50
 (dB)
A
ch
ie
va
bl
e 
ra
te
 (b
it/
ch
an
ne
l u
se
)
Blind detection by P-BiG-AMP with T = 50
Blind detection by BiG-AMP with T = 100
Blind detection by P-BiG-AMP with T = 75
Blind detection by P-BiG-AMP with T = 100
Blind detection by BiG-AMP with T = 75
Blind detection by BiG-AMP with T = 50
SNR (dB)
5 10 15 20 25 30 35 40 45 50
Th
ro
ug
hp
ut
 (b
it/c
ha
nn
el 
us
e)
0
100
200
300
400
500
600
700
800
900
100
0
200
300
400
500
600
700
800
900
 (dB)
A
ch
ie
va
bl
e 
ra
te
 (b
it/
ch
an
ne
l u
se
)
Blind detection by P-BiG-AMP
Blind detection by K-SVD
Blind detection by BiG-AMP
Blind detection by SPAMS
Fig. 7. The performance of the blind detection scheme with various detection algorithms. The system settings are given by
N = 500,K = 50, and ρ = 0.3.
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Fig. 8. Performance comparison among various schemes with N = 500,K = 50, T = 100, and ρ = 0.3.
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Fig. 9. Performance comparison among various schemes with N = 128 and 256, K = 16, T = 50, and ρ = 0.2.
the achievable rate of the blind channel estimation scheme does not increase with SNR. The
reason is that T = 100 is too small and the covariance matrix of Y is poorly estimated.
Fig. 9 shows the simulation results for a more practical antenna configuration of N = 128
and 256. For comparison, the performance of the ideal case with perfect channel knowledge and
the blind detection scheme without exploiting channel sparsity in [14] are also included. From
Fig. 9, we see that the proposed blind detection scheme still performs close to the ideal case
and outperforms the blind detection scheme without exploiting channel sparsity with practical
N .
VII. CONCLUSIONS
In this paper, we investigated the impact of the channel sparsity on the fundamental perfor-
mance limit of the massive MIMO system. We developed a novel blind detection scheme to
efficiently exploit the channel sparsity inherent in massive MIMO systems. The proposed blind
detection scheme simultaneously estimates the channel and the signal by directly factorizing the
received signal matrix. We showed that the proposed scheme achieves a DoF arbitrarily close to
K(1− 1/T ) provided that N is sufficiently large and ρ is sufficiently small. Such an achievable
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DoF is very close to the ideal DoF with perfect CSI at the receiver. Moreover, we proposed
the P-BiG-AMP algorithm to study the performance of the blind detection scheme in the finite
SNR regime. Numerical results show that, in the medium to high SNR regime, the proposed
scheme achieves a much higher throughput than the counterpart schemes under various system
configurations.
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