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Abstract
We modify and generalize the idea of covariance kernels for Borel probability measures on
Rd ; and study the relation between the central limit theorem in the total variation distance and
the convergence of covariance kernels.
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1. Introduction
Cacoullos and Papathanasiou introduced a function, called a covariance kernel or
o-function oðxÞ; for a probability density function f ðxÞ on R to study the
characterization of probability distributions (see [1]). It is known that f ðxÞ is normal
if and only if oðxÞ  1 (see [3]). Cacoullos, Papathanasiou and Utev proved that the
convergence, as n-N in L1ðR; dxÞ; of a sequence of probability density functions
ffngNn¼1 with interval supports on R to g1ðxÞ  ð2pÞ1=2expðx2=2Þ is equivalent to
that of fon fn  fngNn¼1 to 0; where on denotes a o-function of fn (see [4]).
We generalized their result, by a different method, to the case where probability
measures under consideration are Borel probability measures on R (see [5]).
Cacoullos and Papathanasiou introduced a covariance kernel for a probability
density function f ðxÞ on Rd for dX2 (see [2]). Papathanasiou used it to show that
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L1ðRd ; dxÞ-norm of f  gd ðgdðxÞ  Pdi¼1g1ðxiÞ for x ¼ ðxiÞdi¼1ARdÞ is dominated by
that of ðoif f  f Þdi¼1; where ðoif Þdi¼1 denotes a covariance kernel (vector) of f (see [7]).
Papadatos and Papathanasiou studied the relation between L1ðRd ; dxÞ-norm of
f1  f2 and covariance kernels of f1 and f2 and of their marginals for two
probability density functions f1 and f2 on R
d (see [6]).
In these papers they assumed that
sk 
Z
Rd
yiyj fkðyÞ dy 
Z
Rd
yi fkðyÞ dy
Z
Rd
yj fkðyÞ dy
 d
i; j¼1
ð1Þ
is positive deﬁnite for k ¼ 1; 2; and that the following holds:Z
Rd
ðs1k yÞi fkðyÞ dy
  Z
R
fkðxÞdxi
 
¼
Z
R
ðs1k xÞi fkðxÞdxi ð2Þ
for all i ¼ 1;y; d and k ¼ 1; 2; and that f1 and f2 have convex supports since they
used an identity in [2]. They also considered the discrete case under a similar
condition.
In this paper we modify and generalize the idea of a covariance kernel for any
Borel probability measure on Rd : We also show, without such a restriction as above,
that the convergence, as n-N in the total variation distance, of a sequence of Borel
probability measures fPngnX1 on Rd to a standard normal distribution is equivalent
to that of WðPnÞ  Id  Pn to 0 (see Section 2 for deﬁnition), where Id denotes an
d  d-identity matrix. Our proof is different from that of [5], and our result in this
paper generalizes it to a multi-dimensional case.
In Section 2 we state our main result which will be proved in Section 3. In Section
4 we give a typical example.
2. Main result
First we give some notations.
For a Borel probability measure P on ðRd ;BðRdÞÞ and any set S and
S0Cf1;y; dg for which S-S0 ¼ | and for which S0af1;y; dg; put
PSðxjÞjAS0
Y
iAS
dxi
 !

R
fðxjÞjeS,S0ARd#ðS,S
0 Þg PðxjÞjAS0
Q
ieS0
dxi
 !
if S,S0af1;y; dg
and if Sa|;
PðxjÞjAS0
Q
ieS0
dxi
 !
if S,S0 ¼ f1;y; dg;
1 if S ¼ |;
8>>>>><
>>>>>:
ð3Þ
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PS
Y
iAS
dxi
 !

R
fðxjÞjeSARd#ðSÞg P
Qd
j¼1
dxj
 !
if 1p#ðSÞod;
P
Qd
j¼1
dxj
 !
if #ðSÞ ¼ d;
1 if #ðSÞ ¼ 0;
8>>>>><
>>>>:
ð4Þ
Here #ðSÞ denotes a cardinal number of the set S; and PðxjÞjAS0 ð
Q
ieS0 dxiÞ denotes a
regular conditional probability of P given ðxjÞjAS0 (see [8]). When it is not confusing,
we write fig  i; ðxjÞf j:joig  ðxjÞjoi; ðxjÞf j:jaig  ðxjÞjai; etc. for the sake of
simplicity.
The following deﬁnition is a modiﬁcation and a generalization of the idea of
covariance kernels in [2], and generalizes that in [5] to a multi-dimensional case.
Deﬁnition 2.1. For a Borel probability measure P on ðRd ;BðRdÞÞ such thatR
Rd jyj2PðdyÞoN; put for i ¼ 1;y; d;
WiðPÞðdxÞ P ðjÞjai
Y
jai
dxj
 !
dxi

Z xi
N
Z
R
zPðxjÞjaiðdzÞ  y
 
PðxjÞjaiðdyÞ; ð5Þ
WðPÞðdxÞ  ðdijWiðPÞðdxÞÞdi; j¼1: ð6Þ
Here we put dij ¼ 1 if i ¼ j; and ¼ 0 if iaj ð1pi; jpdÞ: When WiðPÞðdxÞ is
absolutely continuous with respect to dx; we put WiðPÞðdxÞ=dx  W iðPÞðxÞ and
WðPÞðdxÞ=dx  WðPÞðxÞ:
Remark 2.1. Suppose that
R
Rd
xiPðdxÞ ¼ 0 and
R
Rd
jxij2PðdxÞ ¼ 1 for i ¼ 1;y; d:
Then WiðPÞ is a probability measure when d ¼ 1 (see (22)). Suppose also that
PðdxÞ=dx  pðxÞ exists and that PðdxÞ is a product measure. Then the covariance
kernel oipðxÞ in [2] is equal to W iðPÞðxÞ=pðxÞ:
For two ﬁnite measures P and Q on ðRd ;BðRdÞÞ; let
rðPðdxÞ; QðdxÞÞ  sup
Z
Rd
jðxÞðPðdxÞ  QðdxÞÞ



: j is Borel measurable from Rd to ½1; 1 ð7Þ
denote the total variation distance between them.
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Remark 2.2. For two probability measures P and Q on ðRd ;BðRdÞÞ;
rðPðdxÞ; QðdxÞÞ ¼ 2 sup
AABðRd Þ
jPðAÞ  QðAÞj ð8Þ
(see [8, Lemma 1, p. 360]).
The following is our main result.
Theorem 2.1. Suppose that fPngnX1 is a sequence of Borel probability measures on
ðRd ;BðRdÞÞ such that RRd jyij2PnðdyÞ ¼ 1 ð1pipd; 1pnÞ: Then the following (I) and
(II) are equivalent:
lim
n-N
rðPnðdxÞ; gdðxÞdxÞ ¼ 0; ðIÞ
lim
n-N
Xd
i¼1
rðPnðdxÞ; W iðPnÞðdxÞÞ ¼ 0: ðIIÞ
Roughly speaking, Theorem 2.1 means that the central limit theorem in the total
variation distance is equivalent to the convergence of nonnegative deﬁnite matrices,
to an identity matrix, which are coefﬁcients of the second order differential operators
of the second order PDEs that are satisﬁed by probability measures under
consideration.
In fact, when PðdxÞ=dx  pðxÞ exists, WðPÞðxÞ is a nonnegative deﬁnite matrix
and the following holds: for any jACNo ðRd ;RÞ;Z
Rd
Xd
i; j¼1
ðdijW iðPÞðxÞ=pðxÞÞð@2jðxÞ=@xi@xjÞpðxÞ dx
¼ 
Z
Rd
Xd
i¼1
Z
R
zPðxjÞjaiðdzÞ  xi
 
ð@jðxÞ=@xiÞpðxÞ dx: ð9Þ
If (I) or (II) in Theorem 2.1 holds, then
lim
n-N
Xd
i¼1
Z
Rd

Z
R
zðPnÞðxjÞjaiðdzÞj
2
PnðdxÞ ¼ 0 ð10Þ
(see Lemmas 3.2 and 3.3).
3. Proof
Before we prove Theorem 2.1, we state and prove technical lemmas.
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Lemma 3.1. For any Borel probability measure P on ðRd ;BðRdÞÞ;
rðPðdxÞ; gdðxÞdxÞ
p
Xd
i¼1
r PðdxÞ; g1ðxiÞdxiP ðjÞjai
Y
jai
dxj
 ! !
p2drðPðdxÞ; gdðxÞdxÞ: ð11Þ
Proof. When d ¼ 1; (11) is true (see (3)). Suppose that d41: Then one can show the
following by induction in d:
PðdxÞ  gdðxÞ dx
¼
Xd
i¼1
Y
1pkpi1
g1ðxkÞ dxk P ðjÞjXi
Y
jXi
dxj
 !
 g1ðxiÞ dxiP ðjÞj4i
Y
j4i
dxj
 ! !
;
where we put
Q
1pkp0 g1ðxkÞdxk  1: This together with the following proves the
ﬁrst inequality in (11): for i ¼ 2;y; d;
P ðjÞjXi
Y
jXi
dxj
 !
 g1ðxiÞ dxiP ðjÞj4i
Y
j4i
dxj
 !
¼
Z
fðxjÞjoiARi1g
PðdxÞ  g1ðxiÞdxiP ðjÞjai
Y
jai
dxj
 ! !
:
The second inequality in (11) can be shown by the following: for i ¼ 1;y; d;
PðdxÞ  g1ðxiÞdxiP ðjÞjai
Y
jai
dxj
 !
¼ PðdxÞ  gdðxÞdx þ g1ðxiÞdxi
Z
fxiARg
ðgdðxÞdx  PðdxÞÞ: &
Lemma 3.2. Suppose that d41; and that a sequence of Borel probability measures
fPngnX1 on ðRd ;BðRdÞÞ satisfies the following: for some iAf1;y; dg;
lim
n-N
r PnðdxÞ; g1ðxiÞdxiðPnÞ ðjÞjai
Y
jai
dxj
 ! !
¼ 0; ð12Þ
and
R
Rd jxij2PnðdxÞ ¼ 1 for all nX1: Then the following holds:
lim
n-N
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
xiðPnÞiðxjÞjaiðdxiÞ

2¼ 0: ð13Þ
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Proof. For R40;Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
xiðPnÞiðxjÞjaiðdxiÞ

2
p2
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z R
R
xiðPnÞiðxjÞjaiðdxiÞ


2
þ 2
Z
fxARd :jxi jXRg
jxij2PnðdxÞ: ð14Þ
The ﬁrst part of the right-hand side of (14) can be shown to converge to zero as
n-N; by the following:Z R
R
xiðPnÞiðxjÞjaiðdxiÞ

pR; ðPnÞ ðjÞjai Y
jai
dxj
 !
 a:s: ð15Þ
and Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z R
R
xiðPnÞiðxjÞjaiðdxiÞ


¼
X2
k¼1
ð1Þk
Z
An;k
ðPnÞ ðjÞjai
Y
jai
dxj
 !
 RððPnÞiðxjÞjaiððN; RÞ 
Z R
N
g1ðxiÞ dxi

þ ðPnÞiðxjÞjaiððN;RÞ 
Z R
N
g1ðxiÞ dxiÞ

Z R
R
ððPnÞiðxjÞjaiððN; xiÞ 
Z xi
N
g1ðyÞ dyÞ dxi

p4Rr PnðdxÞ; g1ðxiÞdxiðPnÞ ðjÞjai
Y
jai
dxj
 ! !
; ð16Þ
where we put
An;1  ðxjÞjaiARd1 :
Z R
R
xiðPnÞiðxjÞjaiðdxiÞo0
 
;
An;2  ðxjÞjaiARd1 :
Z R
R
xiðPnÞiðxjÞjaiðdxiÞX0
 
(see Remark 2.2). In (16) we used the following:Z R
R
xig1ðxiÞ dxi ¼ 0:
The second part of the right-hand side of (14) can be shown to converge to zero as
n-N; by the following: by (12),Z
fxARd :jxi jXRg
jxij2PnðdxÞ !n-N 1 Z R
R
jyj2g1ðyÞ dy !R-N 0: & ð17Þ
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Lemma 3.3. Suppose that d41; and that a sequence of Borel probability measures
fPngnX1 on ðRd ;BðRdÞÞ satisfies the following: for some iAf1;y; dg;
lim
n-N
rðW iðPnÞðdxÞ; PnðdxÞÞ ¼ 0; ð18Þ
and that
R
Rd
jxij2PnðxÞ dx ¼ 1 for all nX1: Then the following holds:
lim
n-N
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
yðPnÞiðxjÞjaiðdyÞ

2¼ 0; ð19Þ
and for any R40;
lim
n-N
sup
AABðRd Þ
Z
fððxjÞjai ;yÞAA:jyjpRg
ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðyÞ dy


Z y
N
zðPnÞiðxjÞjaiðdzÞ=g1ðyÞ 
Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ
 
¼ 0 ð20Þ
and
lim
n-N
sup
AABðRd1Þ
Z
A
ðPnÞ ðjÞjai
Y
jai
dxj
 !

Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ  1
  ¼ 0: ð21Þ
Proof. Eq. (19) can be proved by (18) and by the following:Z
Rd
W iðPnÞðdxÞ
¼
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 !

Z 0
N
ðyÞ
Z
R
zðPnÞiðxjÞjaiðdzÞ  y
 
ðPnÞiðxjÞjaiðdyÞ


Z N
0
y
Z
R
zðPnÞiðxjÞjaiðdzÞ  y
 
ðPnÞiðxjÞjaiðdyÞ

¼ 
Z
Rd1
ðPnÞ ðjÞjaiððxjÞjaiÞ
Y
jai
dxj
Z
R
zðPnÞiðxjÞjaiðdzÞ

2þ1; ð22Þ
where we used the following:Z
R
Z
R
zðPnÞiðxjÞjaiðdzÞ  y
 
ðPnÞiðxjÞjaiðdyÞ ¼ 0: ð23Þ
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Eq. (20) can be proved by (18) and (19) and by the following: for yA½R; R;Z y
N
zðPnÞiðxjÞjaiðdzÞ=g1ðyÞ 
Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ
¼
Z y
0
xig1ðxiÞ1
Z xi
N
zðPnÞiðxjÞjaiðdzÞdxi  ðPnÞ
i
ðxjÞjaiðdxiÞ
 
ð24Þ
and
ðPnÞ ðjÞjai
Y
jai
dxj
 !Z xi
N
zðPnÞiðxjÞjaiðdzÞ dxi  PnðdxÞ
¼ ðPnÞ ðjÞjai
Y
jai
dxj
 !Z
R
zðPnÞiðxjÞjaiðdzÞðPnÞ
i
ðxjÞjaiððN; xiÞdxi
þ W iðPnÞðdxÞ  PnðdxÞ: ð25Þ
Eq. (21) can be proved by (17)–(20) and by the following: for R40;
ðPnÞ ðjÞjai
Y
jai
dxj
 !
1
Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ
 
¼ ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
fxiAR:jxi j4Rg
ðPnÞiðxjÞjaiðdxiÞ
(

Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ
 
g1ðxiÞ dxi

þ
Z
R
zðPnÞiðxjÞjaiðdzÞ
Z R
R
ðPnÞiðxjÞjaiððN; xiÞ dxi
þ
Z R
R
Z y
N
zðPnÞiðxjÞjaiðdzÞ=g1ðyÞ


Z 0
N
zðPnÞiðxjÞjaiðdzÞ=g1ð0Þ

g1ðyÞdy
)
þ
Z
fxiAR:jxi jpRg
ðPnðdxÞ  W iðPnÞðdxÞÞ: & ð26Þ
Finally we prove Theorem 2.1.
Proof of Theorem 2.1. We only have to prove the case where d41: In fact, when
d ¼ 1; the proof is done from the case where d41; by considering probability
measures fPnðdxÞ  g1ðyÞdygnX1 on ðR2;BðR2ÞÞ:
We assume that d41 from here on.
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Suppose that (I) in Theorem 2.1 holds. Then the following which will be proved
later holds: for any iAf1;y; dg
lim
n-N
r W iðPnÞðdxÞ; ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
 !
¼ 0; ð27Þ
which implies (II) by Lemma 3.1.
Eq. (27) is true. Indeed, by (23),
W iðPnÞðdxÞ  ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
¼ ðPnÞ ðjÞjai
Y
jai
dxj
 !
dxi
 1ðN;0ðxiÞ
Z
R
zðPnÞiðxjÞjaiðdzÞðPnÞ
i
ðxjÞjaiðN; xi
 

Z
ðN;xi 
yððPnÞiðxjÞjaiðdyÞ  g1ðyÞ dyÞÞ
 1ð0;NÞðxiÞ
Z
R
zðPnÞiðxjÞjaiðdzÞðPnÞ
i
ðxjÞjaiðxi;NÞ
 

Z
ðxi ;NÞ
yððPnÞiðxjÞjaiðdyÞ  g1ðyÞdyÞÞ
)
; ð28Þ
where 1AðxÞ denotes an indicator function of the set A: We also have
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
zðPnÞiðxjÞjaiðdzÞ



Z 0
N
dxiðPnÞiðxjÞjaiððN; xiÞ þ
Z N
0
dxiðPnÞiðxjÞjaiðxi;NÞÞ
 
¼
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
zðPnÞiðxjÞjaiðdzÞ


Z
R
jyjðPnÞiðxjÞjaiðdyÞ
p
Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 ! Z
R
zðPnÞiðxjÞjaiðdzÞ

2
 !1=2
-0 ð29Þ
as n-N by Lemma 3.2. For R40;
fðxi; yÞ : Noypxip0g
¼fðxi; yÞ : Noypxip Rg,fðxi; yÞ : Noyp Roxip0g
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,fðxi; yÞ : Roypxip0g;
fðxi; yÞ : 0oxioyoNg
¼fðxi; yÞ : RpxioyoNg,fðxi; yÞ : 0oxioRpyoNg
,fðxi; yÞ : 0oxioyoRg:
Hence the following (30) and (31) completes the proof of (27).Z
Rd1
ðPnÞ ðjÞjai
Y
jai
dxj
 !

Z R
N
dxi
Z xi
N
jyjððPnÞiðxjÞjaiðdyÞ þ g1ðyÞdyÞ

þ
Z N
R
dxi
Z N
xi
jyjððPnÞiðxjÞjaiðdyÞ þ g1ðyÞ dyÞ
þ R
Z R
N
jyjððPnÞiðxjÞjaiðdyÞ þ g1ðyÞdy
 
þ
Z N
R
jyjððPnÞiðxjÞjaiðdyÞ þ g1ðyÞdyÞÞ

¼
Z
fxARd :jxi jXRg
jxij2PnðdxÞ þ
Z
fyAR:jyjXRg
jyj2g1ðyÞ dy-0 ð30Þ
as n-N and then R-N (see (17)), and for any Borel measurable
j : Rd/½1; 1;
Z
Rd
jðxÞðPnÞ ðjÞjai
Y
jai
dxj
 !
dxi

 1ðR;0ðxiÞ
Z
ðR;xi 
yððPnÞiðxjÞjaiðdyÞ þ g1ðyÞdyÞ
(
þ1ð0;RÞðxiÞ
Z
ðxi ;RÞ
yððPnÞiðxjÞjaiðdyÞ  g1ðyÞdyÞ
)
p2R2r PnðdxÞ; ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
 !
: ð31Þ
Suppose that (II) in Theorem 2.1 holds. Then the following which will be proved
later holds: for all iAf1;y; dg;
lim
n-N
r PnðdxÞ; ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
 !
¼ 0; ð32Þ
which implies (I) in Theorem 2.1 by Lemma 3.1.
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We prove (32) to complete the proof. For any R40; by Chebychev’s inequality,Z
fxARd :jxi jXRg
PnðdxÞ þ ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
 !
pR2
Z
fxARd :jxi jXRg
jxij2PnðdxÞ þ
Z
fyAR:jyjXRg
jyj2g1ðyÞdy
 !
o2=R2; ð33Þ
and for any AABðRdÞZ
fððxjÞjai ;xiÞAA:jxi jpRg
PnðdxÞ  ðPnÞ ðjÞjai
Y
jai
dxj
 !
g1ðxiÞdxi
 !
¼
Z
fððxjÞjai ;xiÞAA:jxi jpRg
ðPnðdxÞ  W iðPnÞðdxÞÞ
þ
Z
fððxjÞjai ;xiÞAA:jxi jpRg
ðPnÞ ðjÞjai
Y
jai
dxj
 !
dxi

Z
R
zðPnÞiðxjÞjaiðdzÞ
Z xi
N
ðPnÞiðxjÞjaiðdzÞ

þ
Z xi
N
zðPnÞiðxjÞjaiðdzÞ=g1ðxiÞ  1
 
g1ðxiÞ

; ð34Þ
which completes the proof of (32) by Lemma 3.3. &
4. A typical example
In this section we give a typical example.
Let fXngnX1 be a sequence of independent and identically distributed random
variables such that
PðX1AdxÞ ¼ 1
8p
1fyAR2j1ojyjo3gðxÞ dx: ð35Þ
Put
Sn :¼
ﬃﬃﬃﬃﬃ
2
5n
r Xn
k¼1
Xk;
Sn;1
Sn;2
 
:¼ Sn; PnðdxÞ :¼ PðSnAdxÞ: ð36Þ
Then the dispersion matrix of Sn is an identity matrix, and pnðxÞ :¼ PnðdxÞ=dx exists,
and for any nX2;
pnðxÞ40 if and only if jxjo3n
ﬃﬃﬃﬃﬃ
2
5n
r
: ð37Þ
ARTICLE IN PRESS
T. Mikami / Journal of Multivariate Analysis 90 (2004) 257–268 267
For i ¼ 1; 2;
W iðPnÞðxÞ dx ¼ PðSn; jAdxjÞ dxi
Z xi
N
yPðSn;iAdyjSn; j ¼ xjÞ ð38Þ
ð j ¼ 1; 2; jaiÞ; where ðx1; x2Þ :¼ x:
Replace E½wi1ðX1ÞgiðSnÞ in [2, (3.1)] and E½w1ðT1ÞgiðSnÞ in [2, (3.2)] byZ
R2
W iðP1ÞðxÞ dxE gi
ﬃﬃﬃ
1
n
r
x þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n  1
n
r
Sn1
 !" #
:
Then one can show, in the same way as in [2, Theorem 3.1], that the following holds:
for nX2 and i ¼ 1; 2;
rðW iðPnÞðxÞdx; pnðxÞdxÞ ¼
Z
R2
W iðPnÞðxÞ
pnðxÞ  1

pnðxÞ dx
p
Z
R2
W iðPnÞðxÞ
pnðxÞ  1

2pnðxÞ dx ¼
Z
R2
W iðPnÞðxÞ
pnðxÞ

2pnðxÞdx  1
-0 ðas n-NÞ: ð39Þ
This together with Theorem 2.1 implies that the following holds:
lim
n-N
rðPnðdxÞ; gdðxÞ dxÞ ¼ 0: ð40Þ
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