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In this paper, we consider backward errors in the eigenproblem of symmetric
centrosymmetric and symmetric skew-centrosymmetric matrices. By making use of the
properties of symmetric centrosymmetric and symmetric skew-centrosymmetricmatrices,
we derive explicit formulae for the backward errors of approximate eigenpairs.
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1. Introduction
In this paper, we consider a special class of centrosymmetric matrices and skew-centrosymmetric matrices,
i.e., symmetric centrosymmetric and symmetric skew centrosymmetric matrices. Centrosymmetric matrices and
skew-centrosymmetric matrices arise in many real world applications, see for instance [1–3]. Moreover, symmetric
centrosymmetric and symmetric skew-centrosymmetric matrices belong to a special kind of centrosymmetric matrices and
skew-centrosymmetric and have practical applications in information theory, linear system theory, linear estimate theory,
and numerical analysis, see for instance [1–4]. There have been many papers studying the numerical methods for matrix
equations and eigenproblems of thesematrices (see [5–9]). As we know, structured eigenvalue problems occur in numerous
applications, see for instance [10–16]. A backward error of an approximate eigenpair (x, λ) of a matrix A is a measure of the
smallest perturbation E such that
(A+ E)x = λx.
The backward error can be used to determine if the pair (x, λ) solves a perturbed problem by comparing the backward error
with the size of any uncertainties in the data matrix A.
To facilitate our discussion, we define the following symbols. Let C and Cm×n be the sets of complex numbers andm× n
complex matrices, respectively. Let N and N+ be the sets of natural numbers and positive natural numbers, respectively.
We abbreviate Cm×1 as Cm. We denote the trace, the conjugate, the transpose, the conjugate transformation and the
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Moore–Penrose generalized inverse of a matrix A by tr(A), A¯, AT , A∗ and A+ respectively, and the identity matrix of orderm
by Im. Without specification, the matrix norm used here is the Frobenius norm and is defined by
‖A‖F =
√
tr(A∗A).
We denote PA and P⊥A by the orthogonal projection ontoR(A) and the projection complementary to PA, respectively. Let ei
be the ith column of Im. We denote
Jm = (em, em−1, . . . , e1),
which is called anm-step sub-identity matrix. We note that
Jm = JTm and JTm Jm = Im.
Definition 1.1. AmatrixA ∈ Cm×m is called a centrosymmetric matrix if JmAJm = A. The set of allm×m centrosymmetric
matrices is denoted by CSm.
Definition 1.2. A matrix B ∈ Cm×m is called a skew-centrosymmetric matrix if JmBJm = −B. The set of all m × m skew-
centrosymmetric matrices is denoted by C˜Sm.
Property 1.1. Let A ∈ CSm andB ∈ C˜Sm. ThenA andB have the following block forms when m = 2r and r ∈ N+:
A =
(
A B Jr
JrB JrA Jr
)
and B =
(
A B Jr
−JrB −JrA Jr
)
and when m = 2r + 1 and r ∈ N:
A =
 A µ B JrνT β νT Jr
JrB Jrµ JrA Jr
 and B =
 A µ B Jr−νT 0 νT Jr
−JrB −Jrµ −JrA Jr

where A, B ∈ Cr×r , β ∈ C and µ, ν ∈ Cr .
The sets of m × m symmetric centrosymmetric and symmetric skew-centrosymmetric matrices are denoted by SCSm
and SC˜Sm respectively. A natural definition of the normwise backward error of an eigenpair (x, λ) is given by
η(x, λ) = min{α−1‖E‖F : (A+ E)x = λx}, (1.1)
where α is a positive parameter that allows freedom in measuring the perturbations. It is well-known that the backward
errors are very important for assessing the stability and quality of numerical algorithms.
Let
Xk = (x1, x2, . . . , xk) and Λk = diag(λ1, λ2, . . . , λk)
and let the set of approximate eigenpairs be
{(xj, λj), j = 1, 2, . . . , k}.
In order to measure the backward error the following definition is given in [12], which is a natural generalization of (1.1),
η(Xk,Λk) = min{α−1‖E‖F : (A+ E)Xk = XkΛk}. (1.2)
Further definition for the backward error of eigenproblems for structured matrices is given below. LetK be the set of
some classes of structured matrices, and let
ηK(Xk,Λk) = min{α−1‖E‖F : (A+ E)Xk = XkΛk, A, A+ E ∈ K}. (1.3)
Obviously,
η(Xk,Λk) ≤ ηK(Xk,Λk).
WhenK is a special class as follows:
• K is the set of unitary matrices [10];
• K is the set of Hermitian unitary matrices [17];
• K is the set of symplectic unitary matrices [17];
• K is the set of symmetric orthogonal matrices [17],
an explicit formula of the structured backward error ηK(Xk,Λk) for eachK was given. However, whenK = SCSm, SC˜Sm
the backward errors for eigenproblem of these structured matrices have never been considered so far. By this motivation,
we will consider this problem and present explicit formulae for ηSCSm(Xk,Λk) and ηSC˜Sm(Xk,Λk) in this paper.
The rest of this paper is organized as follows. In Section 2, we give some lemmas, which are useful to deduce our main
results. Since we consider two structured backward errors, then in Section 3, we derive the expression of the backward
error ηSCSm(Xk,Λk). In Section 4, we obtain an explicit formula for the backward error ηSC˜Sm(Xk,Λk). A numerical example
is given in Section 5 to illustrate our results. Finally concluding remarks are given in Section 6.
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2. Preliminaries
In this section we give some lemmas, which are useful to deduce the computable backward errors ηSCSm(Xk,Λk) and
ηSC˜Sm(Xk,Λk).
Lemma 2.1 ([18]). Let Y , B ∈ Cm×n, C ∈ Cn×p,D ∈ Cm×p be given and let
G = {A ∈ Cm×n : AC = D}
and
L = {X ∈ Cm×m : XY = B, XT = X}.
Then
(i) G 6= ∅ if and only if DPC∗ = D and if G 6= ∅, then
G = {DC+ + HP⊥C |H ∈ Cm×n};
(ii) L 6= ∅ if and only if BPY∗ = B and PY¯BY+ = (PY¯BY+)T and if L 6= ∅, then
L = {BY+ + (BY+)TP⊥Y + P⊥Y¯ HP⊥Y |H = HT }
and
‖Xopt‖F = min
X∈L ‖X‖F ,
where Xopt = BY+ + (BY+)TP⊥Y .
Lemma 2.2. Let X, B ∈ Cm×k, Y , C ∈ Cn×k be given and let
Sk = {A ∈ Cm×n : AY = B, ATX = C}.
Then
(i) Sk 6= ∅ if and only if BPY∗ = B, CPX∗ = C and CTY = XTB;
(ii) if Sk 6= ∅, then
Sk = {BY+ + (CX+)TP⊥Y + P⊥X¯ HP⊥Y |H ∈ Cm×n},
‖Aopt‖F = minA∈Sk ‖A‖F , where Aopt = BY+ + (CX+)TP⊥Y .
Proof. (i) Assume that Sk 6= ∅, then suppose that A0 ∈ Cm×n satisfies A0Y = B, AT0X = C . Then
CTY = XTA0Y = XTB.
By Lemma 2.1(i), we have
BPY∗ = B, CPX∗ = C .
Conversely, if
BPY∗ = B, CPX∗ = C and CTY = XTB,
then we let
A′ = BY+ + (CX+)TP⊥Y .
It is easy to see that
A′Y = BPY∗ = B
and
A
′TX = Y+TBTX + P⊥Y¯ CX+X = Y+TY TC + P⊥Y¯ CX+X = C .
It follows that A′ ∈ Sk, then Sk 6= ∅. Hence, the assertion (i) holds.
(ii) Let
S1k = {BY+ + (CX+)TP⊥Y + P⊥X¯ HP⊥Y |H ∈ Cm×n}.
Now let us show that Sk = S1k . Suppose X and Y have the singular value decompositions (SVDs):
Y = U · diag(ΣY , 0) · V ∗ = U1ΣYV ∗1
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and
X = W · diag(ΣX , 0) · Z∗ = W1ΣXZ∗1 ,
where
U = (U1,U2) ∈ Cn×n, W = (W1,W2) ∈ Cm×m
and
V = (V1, V2), Z = (Z1, Z2) ∈ Ck×k
are unitary, and
ΣX = diag(σ X1 , . . . , σ XrX ) and ΣY = diag(σ Y1 , . . . , σ YrY )
with
σ X1 ≥ · · · ≥ σ XrX > 0 and σ Y1 ≥ · · · ≥ σ YrY > 0.
Assume that A ∈ Sk. It is easy to see that
A = AUU∗ = AU1U∗1 + AU2U∗2 .
Since
U1U∗1 = YY+, U2U∗2 = I − U1U∗1 = P⊥Y , AY = B,
then
AU1U∗1 = BY+ and AU2U∗2 = AP⊥Y .
Hence,
A = BY+ + AP⊥Y . (2.1)
From ATX = C and by Lemma 2.1(i) we have
A = (CX+)T + P⊥X¯ H, (2.2)
where H ∈ Cm×n.
Substituting (2.2) into (2.1) yields
A = BY+ + (CX+)TP⊥Y + P⊥X¯ HP⊥Y .
Hence,
Sk ⊆ S1k . (2.3)
It is easy to verify that if CTY = XTB, then for any A ∈ S1k we have
AY = B and ATX = C
so that
S1k ⊆ Sk. (2.4)
Combining (2.3) with (2.4) we have Sk = S1k .
For any A ∈ Sk, we have
tr[(BY+ + (CX+)TP⊥Y )∗(P⊥X¯ HP⊥Y )] = tr[(BY+)∗(P⊥X¯ HP⊥Y )+ ((CX+)TP⊥Y )∗(P⊥X¯ HP⊥Y )]
= 0.
It follows that
‖A‖2F = ‖BY+ + (CX+)TP⊥Y ‖2F + ‖P⊥X¯ HP⊥Y ‖2F .
Hence, minH∈Cm×n ‖A‖F can be arrived if and only if H = 0. We can obtain the expressions for Aopt and this completes the
proof. 
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Lemma 2.3. Let Ω ⊆ Cm×m be{(
C1 D1 Jr
JrD1 JrC1 Jr
)
: m = 2r, r ∈ N+
}
∪

 C1 µ D1 JrµT β µT Jr
JrD1 Jrµ JrC1 Jr
 : m = 2r + 1, r ∈ N
 ,
where C1,D1 ∈ Cr×r , C1 = CT1 ,D1 = DT1, µ ∈ Cr , β ∈ C. Then SCSm = Ω .
Proof. Assume that A ∈ SCSm, then A ∈ CSm. By Property 1.1 we know that A can be expressed as follows
A =
(
C1 D1 Jr
JrD1 JrC1 Jr
)
form = 2r, r ∈ N+
or
A =
 C1 µ D1 JrνT β νT Jr
JrD1 Jrµ JrC1 Jr
 form = 2r + 1, r ∈ N.
Here C1,D1 ∈ Cr×r , µ, ν ∈ Cr , β ∈ C.
Since A = AT , then it is easy to get µ = ν, C1 = CT1 ,D1 = DT1 . Then A ∈ Ω . Hence,
SCSm ⊆ Ω. (2.5)
Conversely, we assume that A ∈ Ω , then it follows that A ∈ CSm and A = AT . Then A ∈ SCSm. Therefore,
Ω ⊆ SCSm. (2.6)
Combining (2.5) and (2.6) we have SCSm = Ω . 
Lemma 2.4. Let Ψ ⊆ Cm×m be{(
C1 D1 Jr
−JrD1 −JrC1 Jr
)
: m = 2r, r ∈ N+
}
∪

 C1 µ D1 JrµT 0 µT Jr
−JrD1 Jrµ −JrC1 Jr
 : m = 2r + 1, r ∈ N
 ,
where C1,D1 ∈ Cr×r , C1 = CT1 ,D1 = −DT1, µ ∈ Cr . Then SC˜Sm = Ψ .
Proof. Assume that A ∈ SC˜Sm, then A ∈ C˜Sm. By Property 1.1, A has the following block forms:
A =
(
C1 D1 Jr
−JrD1 −JrC1 Jr
)
form = 2r, r ∈ N+
or
A =
 C1 µ D1 Jr−νT 0 νT Jr
−JrD1 −Jrµ −JrC1 Jr
 form = 2r + 1, r ∈ N
where C1,D1 ∈ Cr×r , µ, ν ∈ Cr .
Since A = AT , then it is easy to get
µ = −ν, C1 = CT1 and D1 = −DT1 .
Then A ∈ Ψ . Hence
SC˜Sm ⊆ Ψ . (2.7)
Conversely, we assume that A ∈ Ψ , then it follows that A ∈ C˜Sm and A = AT . Then A ∈ SC˜Sm. Therefore,
Ψ ⊆ SC˜Sm. (2.8)
Combining (2.7) and (2.8) we have SC˜Sm = Ψ . 
Lemma 2.5. Let A1, B1 ∈ SCSm, A2, B2 ∈ SC˜Sm. Then A1 ± B1 ∈ SCSm and A2 ± B2 ∈ SC˜Sm.
Proof. The desired result follows from Lemmas 2.3 and 2.4 immediately. 
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3. The expression of the backward error ηSCSm(Xk,Λk)
In this section we provide the explicit formula for the structured backward error ηSCSm(Xk,Λk). Now let A ∈ SCSm, Xk ∈
Cm×k,Λk = diag(λ1, . . . , λk),m ≥ k.
For any matrices Y , B ∈ Cm×n, we let
QY =
(
Y1
Y2
)
, QB =
(
B1
B2
)
m = 2r, r ∈ N+, (3.1)
and
Q˜ Y =
(
Y1
Y2
)
, Q˜ B =
(
B1
B2
)
m = 2r + 1, r ∈ N, (3.2)
where Y1, B1 ∈ Cr×n and
Q = 1√
2
(
Ir −Jr
Ir Jr
)
, Q˜ = 1√
2
Ir 0 −Jr0 √2 0
Ir 0 Jr
 . (3.3)
Lemma 3.1. Let Y , B ∈ Cm×n be given and Y1, Y2, B1, B2 be given in (3.1) and (3.2) and let
SK1 = {A ∈ SCSm : AY = B},
S˜K1 = {A ∈ Cr×r : AY1 = B1, AT = A},
and
S′K1 = {A ∈ C(m−r)×(m−r) : AY2 = B2, AT = A}.
Then SK1 6= ∅ if and only if S˜K1 6= ∅ and S′K1 6= ∅.
Proof. By Lemma 2.3, for any A ∈ SCSm we have
A =
(
C1 D1Jr
JrD1 JrC1 Jr
)
form = 2r, r ∈ N+
or
A =
 C1 µ D1 JrµT β µT Jr
JrD1 Jrµ JrC1 Jr
 form = 2r + 1, r ∈ N,
where
C1,D1 ∈ Cr×r , C1 = CT1 ,D1 = DT1, µ ∈ Cr , β ∈ C.
It follows that
QAQ T =
(
C1 − D1 O
O C1 + D1
)
form = 2r, r ∈ N+ (3.4)
and
Q˜ AQ˜ T =
C1 − D1 0 O0T β √2µT
O
√
2µ C1 + D1
 form = 2r + 1, r ∈ N, (3.5)
where Q and Q˜ are given in (3.3).
It is easy to see that the equality AY = B is equivalent to
QAQ TQY = QB form = 2r, r ∈ N+
and
Q˜ AQ˜ T Q˜ Y = Q˜ B form = 2r + 1, r ∈ N. (3.6)
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Now we assume that SK1 6= ∅ and A0 ∈ SK1 . Then A0 ∈ SCSm, it follows from Lemma 2.3 that A0 has the following block
forms
A0 =
(
C10 D10 Jr
JrD10 JrC10 Jr
)
form = 2r, r ∈ N+
or
A0 =
 C10 µ0 D10 JrµT0 β0 µT0 Jr
JrD10 Jrµ0 JrC10 Jr
 form = 2r + 1, r ∈ N,
where
C10 ,D10 ∈ Cr×r , C10 = CT10 ,D10 = DT10 , µ0 ∈ Cr , β0 ∈ C.
From (3.4)–(3.9) we have that form = 2r(r ∈ N+),
C10 − D10 ∈ S˜K1 and C10 + D10 ∈ S′K1 ,
form = 2r + 1(r ∈ N),
C10 − D10 ∈ S˜K1 and
(
β0
√
2µT0√
2µ0 C10 + D10
)
∈ S′K1 .
It follows that
S˜K1 6= ∅ and S′K1 6= ∅.
Conversely, we assume that S˜K1 6= ∅, S′K1 6= ∅ and H0 ∈ S˜K1 , Z0 ∈ S′K1 , then form = 2r(r ∈ N+) it is easy to verify that
A˜0 =
 (H0 + Z0)2 (Z0 − H0)2 Jr
Jr
(Z0 − H0)
2
Jr
(H0 + Z0)
2
Jr
 ∈ SK1 .
Form = 2r + 1(r ∈ N), let
Z0 =
(
z ZT01
Z01 Z02
)
,
where
z ∈ C, Z01 ∈ Cr , Z02 ∈ Cr×r and ZT02 = Z02.
It follows that
A˜0 =

(H0 + Z02)
2
√
2
2
Z01
(Z02 − H0)
2
Jr√
2
2
ZT01 z
√
2
2
ZT01Jr
Jr
(Z02 − H0)
2
√
2
2
JrZ01 Jr
(H0 + Z02)
2
Jr
 ∈ SK1 .
Hence we have
SK1 6= ∅.
The proof is then complete. 
Lemma 3.2. Let SK1 , Yi, Bi be given in Lemma 3.1. Then SK1 6= ∅ if and only if BiPY∗i = Bi and PY¯iBiY+i = (PY¯iBiY+i )T , i = 1, 2.
Proof. The results follow immediately from Lemmas 2.1 and 3.1. 
Let
CK1 = {A+ E ∈ SCSm : (A+ E)Xk = XkΛk}
and
SK1 = {E ∈ SCSm : EXk = XkΛk − AXk}.
It is straightforward to have the following lemma.
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Lemma 3.3. CK1 6= ∅ if and only if SK1 6= ∅.
Let D = Q or Q˜ , where Q and Q˜ are given by (3.3) and let
DXk =
(
T1
T2
)
, (3.7)
and
D(XkΛk − AXk) =
(
F1
F2
)
, (3.8)
where T1, F1 ∈ Cr×k.
To obtain ηSCSm(Xk,Λk), we need to assume that CK1 6= ∅. By Lemma 3.3 we only need to assume that SK1 6= ∅. By
Lemma 3.2 it is easy to obtain the following result.
Lemma 3.4. SK1 6= ∅ if and only if the following equalities
FiPT∗i = Fi, (3.9)
PT¯iFiT
+
i = (PT¯iFiT+i )T , i = 1, 2 (3.10)
hold, where Ti and Fi are given in (3.7) and (3.8), respectively.
The following theorem is an explicit formula of ηSCSm(Xk,Λk).
Theorem 3.1. Let A ∈ SCSm, Xk ∈ Cm×k,Λk ∈ Ck×k,m ≥ k. Assume that (3.9) and (3.10) are satisfied, then for any α > 0
ηSCSm(Xk,Λk) = α−1
[∑
i=1,2
‖FiT+i + (FiT+i )TP⊥Ti ‖2F
] 1
2
. (3.11)
Proof. By Lemma 3.4 we have
SK1 = {E ∈ SCSm : EXk = XkΛk − AXk} 6= ∅.
By Lemma 2.3, E has the following form:
E =
(
E1 E2 Jr
JrE2 JrE1 Jr
)
form = 2r, r ∈ N+
or
E =
 E1 µ E2 JrµT β µT Jr
JrE2 Jrµ JrE1 Jr
 form = 2r + 1, r ∈ N,
where E1, E2 ∈ Cr×r , µ ∈ Cr , β ∈ C, E1 = ET1 , E2 = ET2 .
Ifm = 2r, r ∈ N+, then
QEQ T =
(
E1 − E2 O
O E1 + E2
)
. (3.12)
Ifm = 2r + 1, r ∈ N, then
Q˜ EQ˜ T =
E1 − E2 0 O0T β √2µT
O
√
2µ E1 + E2
 := (E1 − E2 OO G
)
, (3.13)
where
G =
(
β
√
2µT√
2µ E1 + E2
)
,
Q and Q˜ are given in (3.3).
Since EXk = XkΛk − AXk is equivalent to
QEQ TQXk = Q (XkΛk − AXk) form = 2r, r ∈ N+
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and
Q˜ EQ˜ T Q˜ Xk = Q˜ (XkΛk − AXk) form = 2r + 1, r ∈ N,
then it follows from (3.12) and (3.13) that
(E1 − E2)T1 = F1, (E1 + E2)T2 = F2 form = 2r, r ∈ N+
and
(E1 − E2)T1 = F1, GT2 = F2 form = 2r + 1, r ∈ N.
Note that
E1 − E2, E1 + E2, G ∈ L,
whereL is given by Lemma 2.1.
Hence, by Lemma 2.1(ii) we know when
E1 − E2 = F1T+1 + (F1T+1 )TP⊥T1 ,
‖E1 − E2‖F is minimized.
Form = 2r(r ∈ N+), when
E1 + E2 = F2T+2 + (F2T+2 )TP⊥T2 ,
‖E1 + E2‖F is minimized. Form = 2r + 1(r ∈ N), when
P = F2T+2 + (F2T+2 )TP⊥T2 ,
‖P‖F is minimized. In this case,
‖E‖F = ‖QEQ T‖F
= (‖E1 − E2‖2F + ‖E1 + E2‖2F )
1
2
=
[∑
i=1,2
‖FiT+i + (FiT+i )TP⊥Ti ‖2F
] 1
2
form = 2r, r ∈ N+
or
‖E‖F = ‖Q˜ EQ˜ T‖F
= (‖E1 − E2‖2F + ‖P‖2F )
1
2
=
[∑
i=1,2
‖FiT+i + (FiT+i )TP⊥Ti ‖2F
] 1
2
form = 2r + 1, r ∈ N
is minimized. Hence, by the definition (1.3) we have
ηSCSm(Xk,Λk) = α−1
[∑
i=1,2
‖FiT+i + (FiT+i )TP⊥Ti ‖2F
] 1
2
. 
4. The expression of the backward error ηSC˜Sm(Xk,Λk)
In this section we provide the explicit formula for the structured backward error ηSC˜Sm(Xk,Λk). Now let A ∈ SC˜Sm, Xk ∈
Cm×k,Λk = diag(λ1, . . . , λk),m ≥ k. Let Ti, Fi, i = 1, 2 be given in Section 3. We denote
CK2 = {A+ E ∈ SC˜Sm : (A+ E)Xk = XkΛk}
and
SK2 = {E ∈ SC˜Sm : EXk = XkΛk − AXk}.
Lemma 4.1. Let Y , B ∈ Cm×n be given and Y1, Y2, B1, B2 be given in (3.1) and (3.2) and let
SK2 = {A ∈ SC˜Sm : AY = B},
S˜K2 = {A ∈ Cr×(m−r) : AY2 = B1, ATY1 = B2}.
Then SK2 6= ∅ if and only if S˜K2 6= ∅.
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Proof. By Lemma 2.4 we have for any A ∈ SC˜Sm,
A =
(
C1 D1 Jr
−JrD1 −JrC1 Jr
)
form = 2r, r ∈ N+,
or
A =
 C1 µ D1 JrµT 0 µT Jr
−JrD1 Jrµ −JrC1 Jr
 form = 2r + 1, r ∈ N,
where C1,D1 ∈ Cr×r , C1 = CT1 ,D1 = −DT1, µ ∈ Cr .
Let Q , Q˜ be given by (3.3). Then it follows that
QAQ T =
(
O C1 + D1
(C1 + D1)T O
)
:=
(
O L
LT O
)
, m = 2r, r ∈ N+ (4.1)
or
Q˜ AQ˜ T =
 O √2µ C1 + D1√2µT 0 0T
C1 − D1 0 O
 := (O L˜
L˜T O
)
, m = 2r + 1, r ∈ N, (4.2)
where L = C1 + D1 and L˜ = (
√
2µ, C1 + D1).
Moreover, the equality AY = B is equivalent to
QAQ TQY = QB, m = 2r, r ∈ N+,
and
Q˜ AQ˜ T Q˜ Y = Q˜ B, m = 2r + 1, r ∈ N. (4.3)
Assume that SK2 6= ∅ and A0 ∈ SK2 . Since A0 ∈ SC˜Sm, by Lemma 2.4 A0 has the following block forms
A0 =
(
C10 D10 Jr−JrD10 −JrC10 Jr
)
form = 2r, r ∈ N+,
or
A0 =
 C10 µ0 D10 JrµT0 0 µT0 Jr−JrD10 Jrµ0 −JrC10 Jr
 form = 2r + 1, r ∈ N,
where C10 ,D10 ∈ Cr×r , C10 = CT10 ,D10 = −DT10 , µ0 ∈ Cr .
From (4.1)–(4.3) we have that form = 2r(r ∈ N+)
C10 + D10 ∈ S˜K2 ,
form = 2r + 1(r ∈ N),
(
√
2µ0, C10 + D10) ∈ S˜K2 ,
which implies that S˜K2 6= ∅.
Conversely, assume that S˜K2 6= ∅ and H0 ∈ S˜K2 , then form = 2r(r ∈ N+) it is easy to verify that
A˜0 =
 (H0 + H
T
0 )
2
(H0 − HT0 )
2
Jr
−Jr (H0 − H
T
0 )
2
−Jr (H0 + H
T
0 )
2
Jr
 ∈ SK2 .
Form = 2r + 1(r ∈ N), we let
H0 =
(
h H01
)
,
where h ∈ Cr ,H01 ∈ Cr×r .
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Then we have
A˜0 =

(H01 + HT01)
2
√
2
2
h
(H01 − HT01)
2
Jr√
2
2
hT 0
√
2
2
hT Jr
−Jr (H01 − H
T
01)
2
√
2
2
Jrh −Jr (H01 + H
T
01)
2
Jr
 ∈ SK2 .
Hence, SK2 6= ∅, which implies the desired result. The proof is then complete. 
Lemma 4.2. Let SK2 , Yi, Bi, i = 1, 2 be given in Lemma 4.1. Then SK2 6= ∅ if and only if B1PY∗2 = B1, B2PY∗1 = B2 and
BT1Y1 = Y T2 B2.
Proof. By Lemmas 2.2 and 4.1 we can deduce the desired result. 
By a similar technique to Lemma 3.3 we can obtain the following result.
Lemma 4.3. CK2 6= ∅ if and only if SK2 6= ∅.
To obtain ηSC˜Sm(Xk,Λk) we need to assume that CK2 6= ∅. By Lemma 4.3 it only needs to assume that SK2 6= ∅. Then
we will present the necessary and sufficient conditions for SK2 6= ∅ as follows. The desired result follows from Lemma 4.2
immediately.
Lemma 4.4. SK2 6= ∅ if and only if the following equalities
F1PT∗2 = F1, F2PT∗1 = F2, F T1 T1 = T T2 F2 (4.4)
hold.
The following theorem gives an explicit formula for ηSC˜Sm(Xk,Λk).
Theorem 4.1. Let A ∈ SC˜Sm, Xk ∈ Cm×k,Λk ∈ Ck×k,m ≥ k. Assume that (4.4) is satisfied, then for any α > 0
ηSC˜Sm(Xk,Λk) =
√
2
α
‖F1T+2 + (F2T+1 )TP⊥T2‖F . (4.5)
Proof. By Lemma 4.4 we have
SK2 = {E ∈ SC˜Sm : EXk = XkΛk − AXk} 6= ∅.
By Lemma 2.4 E has the block form as follows:
E =
(
E1 E2 Jr
−JrE2 −JrE1 Jr
)
form = 2r, r ∈ N+,
or
E =
 E1 µ E2 JrµT 0 µT Jr
−JrE2 Jrµ −JrE1 Jr
 form = 2r + 1, r ∈ N,
where E1, E2 ∈ Cr×r , µ ∈ Cr , ET1 = E1, ET2 = −E2.
Ifm = 2r, r ∈ N+, then
QEQ T =
(
O E1 + E2
E1 − E2 O
)
=
(
O E1 + E2
(E1 + E2)T O
)
. (4.6)
Ifm = 2r + 1, r ∈ N, then
Q˜ EQ˜ T =
 O √2µ E1 + E2√2µT 0 0T
E1 − E2 0 O
 := ( O NNT O
)
, (4.7)
where N = (√2µ, E1 + E2),Q and Q˜ are given in (3.3).
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Since
QEQ TQXk = Q (XkΛk − AXk) form = 2r, r ∈ N+,
and
Q˜ EQ˜ T Q˜ Xk = Q˜ (XkΛk − AXk) form = 2r + 1, r ∈ N.
Then it follows from (4.6) and (4.7) that
(E1 + E2)T2 = F1, (E1 + E2)TT1 = F2 form = 2r, r ∈ N+
and
NT2 = F1, NTT1 = F2 form = 2r + 1, r ∈ N.
By Lemma 2.2 we have when
E1 + E2 = F1T+2 + (F2T+1 )TP⊥T2 ,
‖E1 + E2‖F is minimized. When
N = F1T+2 + (F2T+1 )TP⊥T2 ,
‖N‖F is minimized. In this case,
‖E‖F = ‖QEQ T‖F =
√
2‖E1 + E2‖F =
√
2‖F1T+2 + (F2T+1 )TP⊥T2‖F
form = 2r, r ∈ N+ or
‖E‖F = ‖Q˜ EQ˜ T‖F =
√
2‖N‖F =
√
2‖F1T+2 + (F2T+1 )TP⊥T2‖F
form = 2r + 1, r ∈ N is minimized. Hence we have
ηSC˜Sm(Xk,Λk) =
√
2
α
‖F1T+2 + (F2T+1 )TP⊥T2‖F . 
Remark 4.1. Theorems 3.1 and 4.1 provide the explicit formulae of backward errors for approximate eigenpairs of
symmetric centrosymmetric and symmetric skew-centrosymmetric matrices. The unstructured backward error η˜(Xk,Λk)
for eigenpairs is given by
η˜(Xk,Λk) = α−1‖RkX+k ‖F ,
where Rk = XkΛk − A Xk is the residual matrix. In general,
η˜(Xk,Λk) ≤ ηK(Xk,Λk),
where ηK(Xk,Λk) denotes the structured backward error.
If ηK(Xk,Λk) is small, then the approximate solution (Xk,Λk) derived by the numerical algorithm is structured stable.
We hope to find a small constant c such that ηK(Xk,Λk) ≤ cη˜(Xk,Λk). In this case, the approximate solution (Xk,Λk) is
also backward stable. This will be explained by a numerical example in the following section.
5. Numerical examples
In this section we will take the numerical example given in [9] to assess the stability of Numerical Algorithm 2 in [9] by
comparing the backward error ηSCSm(Xk,Λk)with the unstructured backward error η˜(Xk,Λk). Throughout this section we
let
J4 =
0 0 0 10 0 1 00 1 0 0
1 0 0 0
 ,
then in (3.3)
Q = 1√
2

1 0 0 0 0 0 0 −1
0 1 0 0 0 0 −1 0
0 0 1 0 0 −1 0 0
0 0 0 1 −1 0 0 0
1 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0
0 0 1 0 0 1 0 0
0 0 0 1 1 0 0 0

.
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Example 5.1. Let
A =

0.1135 1.0197 0.9641 0.6391 0.6192 0.5817 0.5438 0.5375
1.0197 0.0579 0.6948 0.9441 0.6017 0.5813 0.5754 0.5438
0.9641 0.6948 0.0379 0.6573 0.9062 0.5954 0.5813 0.5817
0.6391 0.9441 0.6573 0.0000 0.6510 0.9062 0.6017 0.6192
0.6192 0.6017 0.9062 0.6510 0.0000 0.6573 0.9441 0.6391
0.5817 0.5813 0.5954 0.9062 0.6573 0.0379 0.6948 0.9641
0.5438 0.5754 0.5813 0.6017 0.9441 0.6948 0.0579 1.0197
0.5375 0.5438 0.5817 0.6192 0.6391 0.9641 1.0197 0.1135

∈ SCS8.
By Algorithm 2 in [9], we have
Λ8 = diag(−1.2000,−1.1001,−1.0000,−0.6500,−0.6000,−0.2495, 0.2000, 5.0186)
and
X8 =

−0.3536 −0.2779 −0.4157 0.1910 0.4621 0.0975 −0.4904 0.3536
0.3536 0.4904 0.0974 −0.4621 0.1910 −0.2778 −0.4157 0.3536
0.3536 −0.0975 0.4904 0.4621 −0.1910 0.4157 −0.2778 0.3536
−0.3536 −0.4157 0.2778 −0.1910 −0.4621 −0.4904 −0.0975 0.3536
−0.3536 0.4157 −0.2778 −0.1910 −0.4621 0.4904 0.0975 0.3536
0.3536 0.0975 −0.4904 0.4621 −0.1910 −0.4157 0.2778 0.3536
0.3536 −0.4904 −0.0974 −0.4621 0.1910 0.2778 0.4157 0.3536
−0.3536 0.2779 0.4157 0.1910 0.4621 −0.0975 0.4904 0.3536

.
By a simple calculation we get
QX8 :=
(
T1
T2
)
.
Here
T1 =
 0.0000 −0.3930 −0.5878 0.0000 −0.0000 0.1379 −0.6935 0.0000−0.0000 0.6935 0.1378 −0.0000 0.0000 −0.3929 −0.5879 −0.00000.0000 −0.1378 0.6936 −0.0000 −0.0000 0.5879 −0.3929 −0.0000
0.0000 −0.5879 0.3929 −0.0000 0.0000 −0.6935 −0.1379 0.0000
 ,
T2 =
−0.5000 −0.0000 −0.0000 0.2701 0.6535 0.0000 −0.0000 0.50000.5000 0.0000 −0.0000 −0.6535 0.2701 0.0000 −0.0000 0.50000.5000 0.0000 0.0000 0.6535 −0.2701 0.0000 0.0000 0.5000
−0.5000 −0.0000 0.0000 −0.2701 −0.6535 −0.0000 −0.0000 0.5000
 ,
and
Q (X8Λ8 − AX8) :=
(
F1
F2
)
,
where
F1 = 10−3
 0.0000 0.0506 −0.0299 0.0000 −0.0000 0.0687 0.0138 0.00000.0000 −0.0894 0.0070 −0.0000 0.0000 −0.1956 0.0117 −0.00000.0000 0.0178 0.0353 −0.0000 0.0000 0.2927 0.0078 −0.0000
−0.0000 0.0757 0.0200 0.0000 −0.0000 −0.3453 0.0027 0.0000

and
F2 = 10−4
 0.2500 −0.0000 0.0000 0.3160 −0.1108 −0.0000 0.0000 −0.2500−0.2500 0.0000 0.0000 −0.7643 −0.0458 −0.0000 0.0000 −0.2500−0.2500 0.0000 0.0000 0.7643 0.0458 −0.0000 0.0000 −0.2500
0.2500 −0.0000 0.0000 −0.3160 0.1108 −0.0000 0.0000 −0.2500
 .
It is easy to compute that
F1PT∗1 = 10−3
−0.0000 0.0506 −0.0299 0.0000 −0.0000 0.0687 0.0138 0.00000.0000 −0.0894 0.0070 0.0000 0.0000 −0.1956 0.0117 0.0000−0.0000 0.0178 0.0353 −0.0000 −0.0000 0.2927 0.0078 0.0000
−0.0000 0.0757 0.0200 −0.0000 0.0000 −0.3453 0.0027 −0.0000

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and
F2PT∗2 = 10−4
 0.2500 0.0000 0.0000 0.3160 −0.1108 −0.0000 0.0000 −0.2500−0.2500 −0.0000 −0.0000 −0.7643 −0.0458 −0.0000 −0.0000 −0.2500−0.2500 −0.0000 0.0000 0.7643 0.0458 0.0000 0.0000 −0.2500
0.2500 0.0000 −0.0000 −0.3160 0.1108 0.0000 0.0000 −0.2500
 ,
PT¯1F1T
+
1 = 10−3
−0.0024 −0.0041 0.0072 −0.0910−0.0041 0.0090 −0.1024 0.18940.0072 −0.1024 0.1910 −0.2006
−0.0910 0.1894 −0.2006 0.2024

and
PT¯2F2T
+
2 = 10−4
−0.2371 −0.2364 0.2364 −0.2629−0.2364 0.2371 −0.7371 0.23640.2364 −0.7371 0.2371 −0.2364
−0.2629 0.2364 −0.2364 −0.2371
 .
This implies (3.9) and (3.10) are satisfied.
By Theorem 3.1 we compute that
ηSCS8(X8,Λ8) =
5.351788551241509× 10−4
α
.
Also, it is easy to compute
η˜(X8,Λ8) = 5.351788551241506× 10
−4
α
.
It follows that
η˜(X8,Λ8) ≤ ηSCS8(X8,Λ8) ≤
√
2η˜(X8,Λ8).
Also, when we take A to be some stochastic symmetric centrosymmetric matrices by Algorithm 2 in [9] and a simple
calculation we see that the above inequalities still hold. This implies the structured stability and stability of the numerical
algorithm.
All the runs were done in MATLAB 7.0 on a 1.86 GHZ CPU and 1022 MB memory computer. All computations were done
in floating-point arithmetic with the machine precision 10−16.
6. Concluding remarks
In this paper we derive the explicit formulae of backward errors for approximate eigenpairs of symmetric
centrosymmetric and symmetric skew-centrosymmetric matrices. As we know, in general
η˜(Xk,Λk) ≤ ηK(Xk,Λk),
where ηK(Xk,Λk) and η˜(Xk,Λk) denote the structured backward error and the unstructured backward error, respectively.
If ηK(Xk,Λk) is small, then the approximate solution (Xk,Λk) derived by the numerical algorithm is structured stable. If
there exists a small constant c such that ηK(Xk,Λk) ≤ cη˜(Xk,Λk), then this implies the backward stability. However, when
K = SCSm and SC˜Sm it is difficult to find a constant c such that ηK(Xk,Λk) ≤ cη˜(Xk,Λk) in theory (see Expressions (3.8)
and (4.5)), which will be further studied. Hence, when we assess the backward stability of the approximate solutions of a
specific numerical algorithm we need to compare ηK(Xk,Λk)with η˜(Xk,Λk).
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