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We develop algorithms to construct rank-1 lattice rules in weighted Korobov
spaces of periodic functions and shifted rank-1 lattice rules in weighted Sobolev
spaces of non-periodic functions. Analyses are given which show that the rules so
constructed achieve strong QMC tractability error bounds. Unlike earlier analyses,
there is no assumption that n; the number of quadrature points, be a prime number.
However, we do assume that there is an upper bound on the number of distinct prime
factors of n: The generating vectors and shifts characterizing the rules are constructed
‘component-by-component,’ that is, the ðd þ 1Þth components of the generating
vectors and shifts are obtained using one-dimensional searches, with the previous d
components kept unchanged. # 2002 Elsevier Science (USA)1. INTRODUCTION
Quasi-Monte Carlo (QMC) rules are equal-weight quadrature rules of the
form
Qn;d ðf Þ ¼
1
n
Xn
i¼1
f ðxiÞ; ð1Þ
and may be used to approximate the d-dimensional integral
Id ðf Þ ¼
Z
½0;1d
f ðxÞ dx:
Here x1; . . . ; xn are n quadrature points in ½0; 1d chosen in some
deterministic way.
The integration problem is said to be ‘QMC tractable’ if the minimal
number n0ðe; dÞ of quadrature points xi needed in (1) to reduce the worst-
case error from its initial value by a factor e > 0 is bounded by a polynomial943
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KUO AND JOE944in e1 and d: The problem is said to be ‘strongly QMC tractable’ if that
bound is independent of d: In this situation, the least possible value (or the
inﬁmum) of the power of e1 is called the e-exponent.
Sloan and Wo!zniakowski [9] studied worst-case errors of QMC rules in
both weighted Korobov and weighted Sobolev spaces. In weighted Korobov
spaces, they proved that strong tractability error bounds can be achieved by
rank-1 lattice rules, a class of QMC rules of the form
Qn;d ðf Þ ¼
1
n
Xn
i¼1
f
iz
n
  
; ð2Þ
where z 2 Zd is the ‘generating vector’ with no factor in common with n; and
the braces around a vector indicate that we take the fractional part of each
component of the vector. Similarly in weighted Sobolev spaces, they proved
that strong tractability error bounds can be achieved by shifted rank-1
lattice rules, which are rules of the form
Qn;d ðf Þ ¼
1
n
Xn
i¼1
f
iz
n
þ D
  
; ð3Þ
where z 2 Zd is the ‘generating vector’ as before and D 2 Rd is the ‘shift’. In
both proofs, they made the assumption that n was a prime number. Also,
these proofs were non-constructive and thus gave no clues as to how to
actually ﬁnd these good QMC rules.
In a recent paper Sloan and Reztsov [8] developed an algorithm to
construct rank-1 lattice rules with a prime number of points in unweighted
Korobov spaces. The generating vector was constructed component-
by-component. Each one-dimensional search was done over the ﬁnite set
f1; 2; . . . ; n 1g:
In a later paper Sloan et al. [6] extended the idea from [8] and developed
an algorithm to construct shifted rank-1 lattice rules with a prime number of
points that achieve strong tractability error bounds in weighted Sobolev
spaces. Both the generating vector and the shift were constructed
component-by-component. In each dimension, a search was carried out
over the ﬁnite set f1; 2; . . . ; n 1g for the generating vector and one was
carried out over f1=ð2nÞ; 3=ð2nÞ; . . . ; ð2n 1Þ=ð2nÞg for the shift.
Our present paper extends the theories and the algorithms from [6, 8] to
lattice rules with a composite number of quadrature points. The proofs use
techniques similar to those of [2] in which Disney studied the error bounds
for rank-1 lattice rules with a composite number of points in unweighted
Korobov spaces.
CONSTRUCTION OF GOOD LATTICE RULES 9452. RANK-1 LATTICE RULES IN WEIGHTED KOROBOV SPACES
Let Pn;d ¼ fx1; . . . ; xng be the set of points for the QMC rule (1). Also, let
Hd be a reproducing kernel Hilbert space with reproducing kernel Kd ðx; yÞ:
(More details about such spaces may be found in [1]; for our purposes it
sufﬁces to say that the space has the property that f ðxÞ ¼ hf ;Kd ð; xÞi for
f 2 Hd ; where h; i is the inner product in Hd :) Then we may deﬁne the
worst-case error en;d ðPn;d ;Kd Þ by
en;d ðPn;d ;Kd Þ :¼ supfjId ðf Þ  Qn;dðf Þj: f 2 Hd ; jjf jjd41g:
We also deﬁne the initial approximation Q0;d ðf Þ to be 0; so that the initial
worst-case error is
e0;d ðKd Þ :¼ supfjIdðf Þj: f 2 Hd ; jjf jjd41g:
Now let b and c be two sequences of positive numbers. Then we
are interested in the d-dimensional weighted Korobov spaces Hd ¼ Hd;b;c
which are reproducing kernel Hilbert spaces having a reproducing kernel
given by
Kd ðx; yÞ ¼ Kd;b;cðx; yÞ ¼
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pihðxjyjÞ
jhja
 !
; ð4Þ
where the 0 on the sum indicates that we omit the h ¼ 0 term. Here a > 1 is a
ﬁxed parameter. These function spaces are spaces of periodic functions.
Such spaces have been considered previously in [3, 6]. With these spaces, it is
not hard to show that the initial worst-case error is given by
e0;d ðKd;b;cÞ ¼
Yd
j¼1
b1=2j : ð5Þ
Now we consider rank-1 lattice rules which we recall (see (2)) are QMC
rules with quadrature points in the set
Pn;d ðzÞ :¼
iz
n
 
: i ¼ 1; . . . ; n
 
;
where z 2 Zd is the ‘generating vector’ with no factor in common with n: It is
usual to restrict z to the set Zdn where
Zn :¼ f14z4n 1: gcdðz; nÞ ¼ 1g: ð6Þ
KUO AND JOE946The set Zn has fðnÞ elements where f is Euler’s function. With a slight
generalization of (12) in [9], we have
e2n;d ðPn;dðzÞ;Kd;b;cÞ ¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !
: ð7Þ
In practice, it is usual to take a52 to be an even integer, since then the
Fourier expansion of Ba; the Bernoulli polynomial of degree a; is given by
(see [5])
BaðxÞ ¼
ð1Þa=2þ1a!
ð2pÞa
X1
h¼1
0 e2pihx
jhja
; x 2 ½0; 1: ð8Þ
Hence, we can express the inﬁnite sum in the last term of the square worst-
case error as
X1
h¼1
0 e2pikhzj=n
jhja
¼
ð2pÞa
ð1Þa=2þ1a!
Ba
kzj
n
  
: ð9Þ
This expression allows e2n;dðPn;d ðzÞ;Kd;b;cÞ to be calculated in OðndÞ
operations.
2.1. Mean Square Worst-Case Error
We deﬁne the mean square worst-case error over all values of z 2Zdn by
Mn;d ðKd;b;cÞ :¼
1
½fðnÞd
X
z2Zdn
e2n;d ðPn;d ðzÞ;Kd;b;cÞ:
To obtain an expression forMn;d ðKd;b;cÞ; we need the following deﬁnition and
Lemma 2.1, which are both taken from [2].
Definition 2.1. For a > 1 and 14k4n; deﬁne Saðk; nÞ by
Saðk; nÞ :¼
1
fðnÞna1
X
ajn
mðaÞaa1½gcdðn=a; kÞa;
where f is Euler’s function and m is the Mobius function deﬁned by
mðaÞ :¼
1 if a ¼ 1;
ð1Þi if a is a product of i distinct primes;
0 otherwise:
8><
>:
CONSTRUCTION OF GOOD LATTICE RULES 947Lemma 2.1. For a > 1 and 14k4n; we have
1
fðnÞ
Xn1
z¼1
gcdðz;nÞ¼1
X1
h¼1
0 e2pikhz=n
jhja
¼ 2zðaÞSaðk; nÞ;
where
zðaÞ ¼
X1
h¼1
ha
is the Riemann zeta function and Saðk; nÞ is as given in Definition 2.1.
This allows us to obtain the following result which gives an expression for
Mn;d ðKd;b;cÞ:
Theorem 2.1.
Mn;d ðKd;b;cÞ ¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
ðbj þ 2gjzðaÞSaðk; nÞÞ;
where Saðk; nÞ is as given in Definition 2.1.
Proof. Recall that the worst-case error is given by (7). By the deﬁnition
of the mean, we have
Mn;dðKd;b;cÞ
¼
1
½fðnÞd
X
z2Zdn

Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !" #
¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ gj 
1
fðnÞ
Xn1
z¼1
gcdðz;nÞ¼1
X1
h¼1
0 e2pikhz=n
jhja
2
64
3
75:
The result now follows from Lemma 2.1. ]
2.2. Upper Bound on the Mean Square Worst-Case Error
In this subsection, we obtain an upper bound on the mean square worst-
case error. The idea is that if the mean satisﬁes the bound, then there must
exist a rank-1 lattice rule which also satisﬁes the bound. We start off with the
following lemma.
KUO AND JOE948Lemma 2.2. Let Saðk; nÞ be as given in Definition 2.1. Then for l 2 Zþ;
Xn
k¼1
½Saðk; nÞl4
n
fðnÞ
42c;
where c is the number of distinct prime factors of n.
Proof. Given a > 1 and l 2 Zþ; let
Fa;lðnÞ :¼
Xn
k¼1
½Saðk; nÞl:
It follows from the proof of Theorem 1 in [2] that Fa;l is a multiplicative
arithmetic function, that is, if n ¼ pq11 p
q2
2   p
qc
c ; where p1; . . . ;pc are distinct
primes, then
Fa;lðnÞ ¼
Yc
m¼1
Fa;lðpqmm Þ:
For p a prime number and q51; it follows from Lemma 2 in [2] that
Fa;lðpqÞ41þ
1
p  1
¼
p
p  1
;
which leads to
Fa;lðnÞ4
Yc
m¼1
pm
pm  1
¼
n
fðnÞ
4
Yc
m¼1
2 ¼ 2c:
This completes the proof. ]
The previous lemma then allows us to obtain the following bound on
Mn;d ðKd;b;cÞ:
Theorem 2.2. We have
Mn;dðKd;b;cÞ4min
1
fðnÞ
Yd
j¼1
ðbj þ 2gjzðaÞÞ;
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ
 !
;
where c is the number of distinct prime factors of n.
Proof. Let D ¼ f1; 2; . . . ; dg: Since for all aj; bj 2 R;
Yd
j¼1
ðbj þ ajÞ ¼
X
uD
Y
j =2 u
bj
Y
j2u
aj
0
@
1
A ¼Yd
j¼1
bj þ
X
|=uD
Y
j =2 u
bj
Y
j2u
aj
0
@
1
A;
CONSTRUCTION OF GOOD LATTICE RULES 949we have from Theorem 2.1 that
Mn;dðKd;b;cÞ
¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
ðbj þ 2gjzðaÞSaðk; nÞÞ
¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ
X
|=uD
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞSaðk; nÞÞ
2
4
3
5
0
@
1
A
¼
1
n
Xn
k¼1
X
|=uD
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞSaðk; nÞÞ
2
4
3
5
¼
1
n
X
|=uD
Xn
k¼1
½Saðk; nÞjuj
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞÞ
2
4
3
5: ð10Þ
Since 14juj4d; we have from Lemma 2.2 that
Xn
k¼1
½Saðk; nÞjuj4
n
fðnÞ
42c: ð11Þ
Thus we can obtain the ﬁrst bound as follows:
Mn;d ðKd;b;cÞ4
1
n
X
|=uD
n
fðnÞ
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞÞ
2
4
3
5
¼
1
fðnÞ
X
|=uD
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞÞ
2
4
3
5
¼
1
fðnÞ
X
uD
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞÞ
2
4
3
5Yd
j¼1
bj
0
@
1
A
4
1
fðnÞ
Yd
j¼1
ðbj þ 2gjzðaÞÞ:
KUO AND JOE950To obtain the second bound, we use (10) and (11) to proceed as follows:
Mn;dðKd;b;cÞ4
1
n
X
|=uD
2c
Y
j =2 u
bj
Y
j2u
ð2gjzðaÞÞ
2
4
3
5
4
1
n
X
|=uD
Y
j =2 u
bj
Y
j2u
ð2cþ1gjzðaÞÞ
2
4
3
5
4
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ:
Hence we have
Mn;d ðKd;b;cÞ4min
1
fðnÞ
Yd
j¼1
ðbj þ 2gjzðaÞÞ;
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ
 !
:
Though this second bound is generally larger than the ﬁrst bound (but not
always as is shown by the case d ¼ 1 and n ¼ 2q for q51), and seems to be
of no apparent use, it will be required later on when we consider
construction of the generating vector z a component at a time. ]
2.3. Existence of Good Rank-1 Lattice Rules
Clearly, there must exist at least one vector z such that the square worst-
case error is as good as the mean. Theorem 2.2 leads to the following
corollary.
Corollary 2.1. There exists a choice of z 2Zdn such that
e2n;d ðPn;dðzÞ;Kd;b;cÞ
4min
1
fðnÞ
Yd
j¼1
ðbj þ 2gjzðaÞÞ;
1
n
Yd
j¼1
ðbj þ 2
cþ1gjðaÞÞ
 !
;
where c is the number of distinct prime factors of n.
The following theorem gives sufﬁcient conditions for QMC rules to
achieve strong tractability in weighted Korobov spaces. The e-exponent of
strong tractability is at most 2.
Theorem 2.3. Suppose that
X1
j¼1
gj
bj
51:
CONSTRUCTION OF GOOD LATTICE RULES 951Further, suppose for all d51 there exists a set of quadrature points Pn;d such
that
e2n;dðPn;d ;Kd;b;cÞ4
b
n
Yd
j¼1
ðbj þ agjÞ;
where a; b > 0 are bounded independently of d. Then for all d51 we have
en;d ðPn;d ;Kd;b;cÞ4Cn1=2e0;d ðKd;b;cÞ;
with
C ¼ b1=2
Y1
j¼1
1þ
agj
bj
 !1=2
4b1=2 exp
a
2
X1
j¼1
gj
bj
 !
51:
Proof. Recall that the initial worst-case error is given by (5). We have
e2n;d ðPn;d ;Kd;b;cÞ4
b
n
Yd
j¼1
ðbj þ agjÞ
¼
b
n
Yd
j¼1
1þ
agj
bj
 !Yd
j¼1
bj
4
b
n
Y1
j¼1
1þ
agj
bj
 !
e20;d ðKd;b;cÞ:
Thus en;dðPn;d ;Kd;b;cÞ4Cn1=2e0;d ðKd;b;cÞ; where
C ¼ b1=2
Y1
j¼1
1þ
agj
bj
 !1=2
¼ b1=2 exp
1
2
X1
j¼1
log 1þ
agj
bj
 ! !
:
Since for all x > 0;
logð1þ xÞ4x:
we have
C4b1=2 exp
1
2
X1
j¼1
agj
bj
 !
¼ b1=2 exp
a
2
X1
j¼1
gj
bj
 !
:
Since
P1
j¼1
gj
bj
51; C is bounded. ]
KUO AND JOE952Let us now restrict n to have a ﬁnite number of distinct prime factors, that
is, we assume that c4cmax51; where cmax is some chosen value. Thus
n
fðnÞ
42c42cmax51:
Remark 2.1. It follows from Corollary 2.1 and Theorem 2.3 with either
a ¼ 2zðaÞ and b ¼ n=fðnÞ or a ¼ 2cþ1zðaÞ and b ¼ 1 that with n restricted to
having no more than cmax distinct prime factors, rank-1 lattice rules achieve
strong QMC tractability in weighted Korobov spaces.
2.4. Component-By-Component Search
Now, suppose for some particular d we happen to know a d-dimensional
rank-1 lattice rule whose generating vector z satisﬁes the bound
e2n;d ðPn;d ðzÞ;Kd;b;cÞ4
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ
(see Corollary 2.1). Then Theorem 2.4 will show that it is possible to
construct a (d þ 1)-dimensional rank-1 lattice rule whose generating vector
satisﬁes the same bound, but with d replaced by d þ 1: The proof of
Theorem 2.4 makes use of the following result which is very similar to
Lemma 2.2.
Lemma 2.3. Let Saðk; nÞ be as given in Definition 2.1. Then
Xn
k¼1
jSaðk; nÞj42c;
where c is the number of distinct prime factors of n.
Proof. Given a > 1; let
*FaðnÞ :¼
Xn
k¼1
jSaðk; nÞj:
Following the argument given in [2], we deduce that *Fa is a multiplicative
arithmetic function and thus for n ¼ pq11 p
q2
2   p
qc
c ; where p1; . . . ;pc are
distinct primes, we have
*FaðnÞ ¼
Yc
m¼1
*F aðpqmm Þ:
CONSTRUCTION OF GOOD LATTICE RULES 953For p a prime number and q51; the value of Euler’s function for pq is
given by
fðpqÞ ¼ pq  pq1 ¼ pq1ðp  1Þ;
and the divisors of pq are 1;p;p2; . . . ;pq: By the deﬁnition of the Mobius
function,
mð1Þ ¼ 1; mðpÞ ¼ 1; and mðpiÞ ¼ 0 for 24i4q:
It follows from Deﬁnition 2.1 that
Saðk;pqÞ ¼
1
pq1ðp  1ÞðpqÞa1
X
ajpq
mðaÞaa1½gcdðpq=a; kÞa
¼
1
pq1ðp  1ÞðpqÞa1
ð½gcdðpq; kÞa  pa1½gcdðpq1; kÞaÞ
¼
1
paq1ðp  1Þ
T ðkÞ;
where
T ðkÞ :¼ ½gcdðpq; kÞa  pa1½gcdðpq1; kÞa
¼
paq1ðp  1Þ if k ¼ pq;
1 pa1 if gcdðpq; kÞ ¼ 1;
paið1 pa1Þ if gcdðpq; kÞ ¼ pi; 14i4q 1:
8><
>:
Thus,
*F aðpqÞ ¼
Xpq
k¼1
jSaðk;pqÞj ¼
1
paq1ðp  1Þ
Xpq
k¼1
jT ðkÞj
¼
1
paq1ðp  1Þ
jT ðpqÞj þ
Xpq1
k¼1
gcdðpq;kÞ¼1
jT ðkÞj þ
Xq1
i¼1
Xpq1
k¼1
gcdðpq;kÞ¼pi
jT ðkÞj
2
664
3
775:
Now jT ðpqÞj ¼ paq1ðp  1Þ and
Xpq1
k¼1
gcdðpq;kÞ¼1
jT ðkÞj ¼
Xpq1
k¼1
gcdðpq;kÞ¼1
j1 pa1j
¼ ðpq  pq1Þðpa1  1Þ
¼pq1ðp  1Þðpa1  1Þ;
KUO AND JOE954while
Xq1
i¼1
Xpq1
k¼1
gcdðpq;kÞ¼pi
jT ðkÞj ¼
Xq1
i¼1
Xpq1
k¼1
gcdðpq;kÞ¼pi
jpaið1 pa1Þj
¼
Xq1
i¼1
ðpqi  pqi1Þpaiðpa1  1Þ
¼pq1ðp  1Þðpa1  1Þ
Xq1
i¼1
paii
¼pq1ðp  1Þðpa1  1Þ
Xq1
i¼1
ðpa1Þi
¼pq1ðp  1Þðpa1  1Þ
pða1Þq  pa1
pa1  1
:
Upon combining these expressions together and doing some algebraic
manipulations, we ﬁnally obtain
*FaðpqÞ ¼ 2
1
pða1Þq
42:
Hence
*FaðnÞ ¼
Yc
m¼1
*F aðpqmm Þ4
Yc
m¼1
2 ¼ 2c:
This completes the proof. We see from the exact expression for *FaðpqÞ given
above that this bound on *FaðnÞ cannot be signiﬁcantly improved. ]
We now introduce the simpler notation en;d ðzÞ to stand for the worst-case
error en;dðPn;d ðzÞ;Kd;b;cÞ in the weighted Korobov space setting.
Theorem 2.4. For any integer z1 2Zn ¼ f14z4n 1: gcdðz; nÞ ¼ 1g;
we have for a > 1;
e2n;1ðz1Þ ¼
2g1zðaÞ
na
4
1
n
ðb1 þ 2
cþ1g1zðaÞÞ;
where c is the number of distinct prime factors of n. Moreover, suppose for
fixed d there exists an integer vector z 2Zdn such that
e2n;d ðzÞ4
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ:
CONSTRUCTION OF GOOD LATTICE RULES 955Then there exists zdþ1 2Zn such that
e2n;dþ1ððz; zdþ1ÞÞ4
1
n
Ydþ1
j¼1
ðbj þ 2
cþ1gjzðaÞÞ:
Such a zdþ1 can be found by minimizing e2n;dþ1ððz; zdþ1ÞÞ over the set Zn:
Proof. In one dimension, it is known that there is only one n-point
lattice rule, namely, the n-point rectangle rule. Thus to prove the ﬁrst part of
the theorem, we may take z1 ¼ 1: We have from (7) that
e2n;1ð1Þ ¼  b1 þ
1
n
Xn
k¼1
b1 þ g1
X1
h¼1
0 e2pikh=n
jhja
 !
¼
g1
n
Xn
k¼1
X1
h¼1
0 e2pikh=n
jhja
¼
g1
n
X1
h¼1
0 1
jhja
þ
X1
h¼1
0 1
jhja
Xn1
k¼1
ðe2pih=nÞk
 !" #
;
where we have separated out the k ¼ n term. Since
Xn1
k¼1
ðe2pih=nÞk ¼
n 1 if h is a multiple of n;
1 if h is not a multiple of n;
(
we have
X1
h¼1
0 1
jhja
Xn1
k¼1
ðe2pih=nÞk
 !
¼ ðn 1Þ
X
h0 ðmod nÞ
0 1
jhja

X
hc0 ðmod nÞ
0 1
jhja
¼ ðn 1Þ
X1
m¼1
0 1
jmnja

X1
h¼1
0 1
jhja

X1
m¼1
0 1
jmnja
 !
¼
2zðaÞðn 1Þ
na
 2zðaÞ þ
2zðaÞ
na
:
KUO AND JOE956Thus
e2n;1ð1Þ ¼
g1
n
2zðaÞ þ
2zðaÞðn 1Þ
na
 2zðaÞ þ
2zðaÞ
na
 
¼
2g1zðaÞ
na
4
1
n
ðb1 þ 2
cþ1g1zðaÞÞ:
We now prove the second part of the theorem. For any zdþ1 2Zn; we
have from (7) that
e2n;dþ1ððz; zdþ1ÞÞ ¼ 
Ydþ1
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !"
 bdþ1 þ gdþ1
X1
h¼1
0 e2pikhzdþ1=n
jhja
 !#
¼ bdþ1e
2
n;d ðzÞ þ
gdþ1
n
Xn
k¼1

Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 ! X1
h¼1
0 e2pikhzdþ1=n
jhja
" #
:
We average this over the possible values of zdþ1 2Zn; forming
Yn;dþ1 :¼
1
fðnÞ
X
zdþ12Zn
e2n;dþ1ððz; zdþ1ÞÞ
¼ bdþ1e
2
n;d ðzÞ þ
gdþ1
n
Xn
k¼1
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !"

1
fðnÞ
Xn1
z¼1
gcdðz;nÞ¼1
X1
h¼1
0 e2pikhz=n
jhja
3
75:
CONSTRUCTION OF GOOD LATTICE RULES 957By using Lemma 2.1, we have
Yn;dþ1 ¼ bdþ1e
2
n;d ðzÞ
þ
2gdþ1zðaÞ
n
Xn
k¼1
Saðk; nÞ
Yd
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !" #
4bdþ1e
2
n;d ðzÞ
þ
2gdþ1zðaÞ
n
Xn
k¼1
jSaðk; nÞj
Yd
j¼1
bj þ gj
X1
h¼1
0 1
jhja
 !" #
¼ bdþ1e
2
n;d ðzÞ þ
2gdþ1zðaÞ
n
Xn
k¼1
jSaðk; nÞj
Yd
j¼1
ðbj þ 2gjzðaÞÞ:
Now we have from Lemma 2.3 that
Xn
k¼1
jSaðk; nÞj42c:
Thus
Yn;dþ14bdþ1e
2
n;d ðzÞ þ
2gdþ1zðaÞ
n
 2c
Yd
j¼1
ðbj þ 2gjzðaÞÞ
4bdþ1 
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ
þ 2cþ1gdþ1zðaÞ 
1
n
Yd
j¼1
ðbj þ 2
cþ1gjzðaÞÞ
¼
1
n
Ydþ1
j¼1
ðbj þ 2
cþ1gjzðaÞÞ:
Now since Yn;dþ1 is the average over all zdþ1 of e2n;dþ1ððz; zdþ1ÞÞ; if we
choose zdþ1 2Zn to minimize e2n;dþ1ððz; zdþ1ÞÞ; then this choice of zdþ1 will
satisfy
e2n;dþ1ððz; zdþ1ÞÞ4Yn;dþ14
1
n
Ydþ1
j¼1
ðbj þ 2
cþ1gjzðaÞÞ:
This completes the proof. ]
KUO AND JOE958We see from the theorem that the lattice rules obtained are such that
en;d ðzÞ ¼ Oðn1=2Þ: This is not the best rate of convergence possible for lattice
rules as it follows from [9] that under a more restrictive condition on the
weights, namely
X1
j¼1
gj
bj
 !1=a
51;
there exist lattice rules (at least for prime n) that satisfy en;dðzÞ ¼ Oðna=2þdÞ
independently of the dimension for arbitrary d > 0: Moreover, this is the
optimal rate of convergence possible which leads to the optimal value of the
e-exponent being 2=a: It has been shown very recently in [4] that such lattice
rules can also be constructed component-by-component (under the
assumption that n is prime). One might expect that a similar result would
hold for general composite n:
2.5. The Search Algorithm
Given n and d; Theorem 2.4 leads to the following algorithm for ﬁnding a
generating vector z ¼ ðz1; z2; . . . ; zd Þ such that
e2n;sððz1; z2; . . . ; zsÞÞ4
1
n
Ys
j¼1
ðbj þ 2
cþ1gjzðaÞÞ;
for all s ¼ 1; . . . ; d: If at a later time further dimensions are needed, the
algorithm can be restarted in an obvious way. It follows from Theorem 2.3
that with n restricted to having no more than cmax distinct prime factors, the
rank-1 lattice rule constructed achieves strong QMC tractability.
ALGORITHM 2.1.
1. Set z1; the ﬁrst component of z; to 1.
2. For s ¼ 2; 3; . . . ; d  1; d; ﬁnd zs 2Zn ¼ f14z4n 1:
gcdðz; nÞ ¼ 1g such that
e2n;sððz1; z2; . . . ; zsÞÞ ¼ 
Ys
j¼1
bj þ
1
n
Xn
k¼1
Ys
j¼1
bj þ gj
X1
h¼1
0 e2pikhzj=n
jhja
 !
is minimized.
We see from the algorithm that the cost of constructing a rank-1 lattice
rule for all dimensions up to d is approximately OðnfðnÞd2Þ operations. This
can be reduced to OðnfðnÞdÞ operations if we store the products during the
search, but this would be at the expense of OðnÞ storage.
CONSTRUCTION OF GOOD LATTICE RULES 9592.6. Numerical Searches for Rank-1 Lattice Rules
First of all, we take a ¼ 2 in our searches. It follows from (9) with a ¼ 2
that
X1
h¼1
0 e2pikhzj=n
jhj2
¼ 2p2B2
kzj
n
  
;
where for x 2 ½0; 1; B2ðxÞ ¼ x2  xþ 16 is the Bernoulli polynomial of degree
2. Substituting this into (7), we obtain
e2n;d ðzÞ ¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj þ 2p
2gjB2
kzj
n
   
:
We consider the weighted Korobov spaces with b ¼ 1 and four different
sequences of c:
gj ¼
1
j2
; gj ¼ 0:5
j; gj ¼ 0:9
j; gj ¼
1
j
:
Some preliminary numerical searches for the generating vector were carried
out using Algorithm 2.1 with n taking the values from 1004 to 1014 and
from 1998 to 2008: In the implementation of Step 2 of Algorithm 2.1 we
only considered values of zs in f14z4ðn 1Þ=2: gcdðz; nÞ ¼ 1g; since if
gcdðzs; nÞ ¼ 1 then gcdðn zs; nÞ ¼ 1; and also
B2
kzs
n
  
¼ B2 1
kðn zsÞ
n
  
¼ B2
kðn zsÞ
n
  
:
We compare the worst-case error for each n when d ¼ 40: The results are
presented in Tables A1 and A3 with entries n; c (number of distinct prime
factors of n), en;40ðzÞ when gj ¼ 1=j
2; en;40ðzÞ when gj ¼ 0:5
j; en;40ðzÞ when
gj ¼ 0:9
j; and en;40ðzÞ when gj ¼ 1=j:
We also compare our results with the square worst-case error for average
sample points (see the proof of Theorem 1 in [9] with a ¼ 2):
En;d ¼
1
n
Yd
j¼1
bj þ
p2
3
gj
 

Yd
j¼1
bj
" #
:
The values of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
are given in Tables A2 and A4.
We can see from our results that in general, the higher the number of
distinct prime factors, the larger the worst-case error. But even then, the
differences are not signiﬁcant. Also, in all cases the worst-case errors en;40 are
smaller than
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
: A comparison of the results in Tables A1 and A3
KUO AND JOE960indicates that the rate of convergence is approximately Oðn1=2Þ for the cases
gj ¼ 0:9
j and 1=j: For the other two choices of the gj; the rate of convergence
appears to be somewhat better than Oðn1=2Þ:
Now we take a to be 4. In this case, the worst-case error is given by
e2n;d ðzÞ ¼ 
Yd
j¼1
bj þ
1
n
Xn
k¼1
Yd
j¼1
bj 
2p4gj
3
B4
kzj
n
   !
;
where for x 2 ½0; 1; B4ðxÞ ¼ x4  2x3 þ x2  130 is the Bernoulli polynomial of
degree 4, and the QMC mean is
En;d ¼
1
n
Yd
j¼1
bj þ
p4
45
gj
 

Yd
j¼1
bj
" #
:
As before, numerical searches of the generating vectors were carried out
for the same set of weights and the same values of n: The numerical
results are presented in Tables A6–A8. Upon comparing the results of a ¼ 4
with those of a ¼ 2; we see that the rate of convergence gets better as a
increases, though the improvement is not all that great for the cases gj ¼ 0:9
j
and 1=j:
3. SHIFTED RANK-1 LATTICE RULES IN WEIGHTED SOBOLEV
SPACES
Now, we change our function spaces from weighted Korobov spaces
containing periodic functions to d-dimensional weighted Sobolev spaces
containing non-periodic functions. These reproducing kernel Hilbert spaces
Hd ¼ Hd;b;c are also parameterized by two sequences b and c: The
reproducing kernel is of the form
Kd ðx; yÞ ¼ Kd;b;cðx; yÞ ¼
Yd
j¼1
ðbj þ gj½1maxðxj; yjÞÞ: ð12Þ
Similar spaces have been considered previously in [6, 9].
Now we consider shifted rank-1 lattice rules which we recall (see (3)) are
QMC rules with quadrature points given by the set
Pn;d ðz;DÞ :¼
iz
n
þ D
 
: i ¼ 1; . . . ; n
 
;
where z is the ‘generating vector’ which we restrict to the set Zdn with Zn
given by (6), and D is the ‘shift’ which can be restricted to the set ½0; 1Þd : It
CONSTRUCTION OF GOOD LATTICE RULES 961follows from [6] that
e2n;dðPn;d ðz;DÞ;Kd;b;cÞ
¼
Yd
j¼1
bj þ
gj
3
 

2
n
Xn
i¼1
Yd
j¼1
bj þ
gj
2
1
izj
n
þ Dj
 2 !" #
þ
1
n2
Xn
i¼1
Xn
k¼1
Yd
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
    !
;
ð13Þ
and the initial worst-case error is given by
e0;d ðKd;b;cÞ ¼
Yd
j¼1
bj þ
gj
3
 1=2
: ð14Þ
A shift-invariant kernel associated with any reproducing kernel Kd ðx; yÞ is
deﬁned by (see [3])
Knd ðx; yÞ :¼
Z
½0;1d
Kd ðfx þ Dg; fy þ DgÞ dD:
It is said to be shift-invariant because
Knd ðx; yÞ ¼ K
n
d ðfx þ Dg; fy þ DgÞ; x; y;D 2 ½0; 1
d :
From [6] the shift-invariant kernel Knd;b;c associated with the reproducing
kernel Kd;b;c in (12) can be written as
Knd;b;cðx; yÞ ¼
Yd
j¼1
#bj þ #gj
X1
h¼1
0 e2pihðxjyjÞ
h2
" #
;
where
#bj ¼ bj þ
gj
3
and #gj ¼
gj
2p2
: ð15Þ
We see that Knd;b;c is precisely a reproducing kernel for a weighted Korobov
space with a ¼ 2 (see (4)). It is known from [3] that
Z
½0;1d
e2n;dðPn;d ðz;DÞ;Kd;b;cÞ dD ¼ e
2
n;dðPn;d ðzÞ;K
n
d;b;cÞ: ð16Þ
KUO AND JOE9623.1. Mean Square Worst-Case Error and its Upper Bound
We deﬁne the mean square worst-case error over all values of z 2Zdn and
D 2 ½0; 1Þd by
Mn;d ðKd;b;cÞ :¼
1
½fðnÞd
X
z2Zdn
Z
½0;1Þd
e2n;dðPn;d ðz;DÞ;Kd;b;cÞ dD
 
:
Theorem 3.1. We have
Mn;dðKd;b;cÞ ¼ 
Yd
j¼1
bj þ
gj
3
 
þ
1
n
Xn
k¼1
Yd
j¼1
bj þ gj
1
3
þ
S2ðk; nÞ
6
  
;
where S2ðk; nÞ is as given in Definition 2.1 with a ¼ 2: Moreover, we have the
bound
Mn;dðKd;b;cÞ4min
1
fðnÞ
Yd
j¼1
bj þ
gj
2
 
;
1
n
Yd
j¼1
bj þ
2c þ 1
3
gj
  !
;
where c is the number of distinct prime factors of n:
Proof. It follows from (16) that
Mn;d ðKd;b;cÞ ¼
1
½fðnÞd
X
z2Zdn
e2n;d ðPn;d ðzÞ;K
n
d;b;cÞ ¼ Mn;d ðK
n
d;b;cÞ:
Since Knd;b;c is a kernel for a weighted Korobov space with a ¼ 2; we have
from Theorems 2.1 and 2.2 with a ¼ 2 that
Mn;d ðKnd;b;cÞ ¼ 
Yd
j¼1
#bj þ
1
n
Xn
k¼1
Yd
j¼1
ð #bj þ 2#gjzð2ÞS2ðk; nÞÞ;
satisﬁes the bound
Mn;dðKnd;b;cÞ4min
1
fðnÞ
Yd
j¼1
ð #bj þ 2#gjzð2ÞÞ;
1
n
Yd
j¼1
ð #bj þ 2
cþ1 #gjzð2ÞÞ
 !
;
where #bj and #gj are as given in (15). Now since
#bj þ 2#gjzð2ÞS2ðk; nÞ ¼ bj þ
gj
3
þ 2
gj
2p2
p2
6
S2ðk; nÞ ¼ bj þ gj
1
3
þ
S2ðk; nÞ
6
 
;
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gj
3
þ 2
gj
2p2
p2
6
¼ bj þ
gj
2
and
#bj þ 2
cþ1#gjzð2Þ ¼ bj þ
gj
3
þ 2cþ1
gj
2p2
p2
6
¼ bj þ
2c1 þ 1
3
gj4bj þ
2c þ 1
3
gj;
the result follows. ]
3.2. Existence of Good Shifted Rank-1 Lattice Rules
Clearly, there must exist at least one vector z and one shift D such that the
square worst-case error is as good as the mean. Theorem 3.1 leads us to the
following corollary.
Corollary 3.1. There exists a choice of z 2Zdn and a choice of D 2
½0; 1Þd such that
e2n;d ðPn;dðz;DÞ;Kd;b;cÞ4min
1
fðnÞ
Yd
j¼1
bj þ
gj
2
 
;
1
n
Yd
j¼1
bj þ
2c þ 1
3
gj
  !
;
where c is the number of distinct prime factors of n:
The following theorem gives sufﬁcient conditions for QMC rules to
achieve strong tractability in weighted Sobolev spaces. It is very similar to
Theorem 2.3 for weighted Korobov spaces. The exponent of strong
tractability is at most 2.
Theorem 3.2. Suppose that
X1
j¼1
gj
bj
51:
Further, suppose for all d51 there exists a set of quadrature points Pn;d such
that
e2n;dðPn;d ;Kd;b;cÞ4
b
n
Yd
j¼1
ðbj þ agjÞ;
where a; b > 0 are bounded independently of d: Then for all d51 we have
en;d ðPn;d ;Kd;b;cÞ4Cn1=2e0;d ðKd;b;cÞ
KUO AND JOE964with
C ¼ b1=2
Y1
j¼1
1þ
ð3a 1Þgj
3bj
 !1=2
4b1=2 exp
3a 1
6
X1
j¼1
gj
bj
 !
51:
Proof. Recall that the initial worst-case error is given by (14). We have
e2n;dðPn;d ;Kd;b;cÞ4
b
n
Yd
j¼1
ðbj þ agjÞ
¼
b
n
Yd
j¼1
bj þ agj
bj þ
gj
3
0
B@
1
CAYd
j¼1
bj þ
gj
3
 
¼
b
n
Yd
j¼1
1þ
ð3a 1Þgj
3bj þ gj
 !
e20;d ðKd;b;cÞ
4
b
n
Y1
j¼1
1þ
ð3a 1Þgj
3bj
 !
e20;d ðKd;b;cÞ:
Thus en;dðPn;d ;Kd;b;cÞ4Cn1=2e0;d ðKd;b;cÞ; where
C ¼ b1=2
Y1
j¼1
1þ
ð3a 1Þgj
3bj
 !1=2
¼ b1=2 exp
1
2
X1
j¼1
log 1þ
ð3a 1Þgj
3bj
 ! !
:
Since for all x > 0; logð1þ xÞ4x; we have
C4b1=2exp
1
2
X1
j¼1
ð3a 1Þgj
3bj
 !
¼ b1=2 exp
3a 1
6
X1
j¼1
gj
bj
 !
:
Under the assumption that
P1
j¼1
gj
bj
51; C is bounded. ]
Remark 3.1. It follows from Corollary 3.1 and Theorem 3.2 with either
a ¼ 12 and b ¼ n=fðnÞ or a ¼ ð2
c þ 1Þ=3 and b ¼ 1 that with n restricted to
having no more than cmax distinct prime factors, shifted rank-1 lattice rules
achieve strong QMC tractability in weighted Sobolev spaces.
3.3. Component-By-Component Search
For simplicity, let us write en;d ðz;DÞ ¼ en;d ðPn;d ðz;DÞ;Kd;b;cÞ: We now
follow the same arguments used in [6] to see that a z and a D may be found
by doing a component-by-component search. Given z 2Zdn ; D 2 ½0; 1Þ
d ; and
CONSTRUCTION OF GOOD LATTICE RULES 965zdþ1 2Zn; we deﬁne the mean of the square worst-case error taken over all
values of Ddþ1 2 ½0; 1Þ:
mn;dþ1ðz;D; zdþ1Þ :¼
Z 1
0
e2n;dþ1ððz; zdþ1Þ; ðD;Ddþ1ÞÞ dDdþ1:
We deﬁne also a discrete form of the mean mn;dþ1:
*mn;dþ1ðz;D; zdþ1Þ :¼
1
n
Xn
m¼1
e2n;dþ1 ðz; zdþ1Þ; D;
2m1
2n
$$
:
%%
It follows from Lemmas 4.2 and 4.3 in [6] that
mn;dþ1ðz;D; zdþ1Þ
¼
Ydþ1
j¼1
bj þ
gj
3
 

2
n
Xn
i¼1
Yd
j¼1
bj þ
gj
2
1
izj
n
þ Dj
 2 ! !
bdþ1 þ
gdþ1
3
 " #
þ
1
n2
Xn
i¼1
Xn
k¼1
Yd
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
   ! "
 bdþ1 þ gdþ1
1
3
þ B2
ði kÞzdþ1
n
   ! !
ð17Þ
and
*mn;dþ1ðz;D; zdþ1Þ4mn;dþ1ðz;D; zdþ1Þ:
Theorem 3.3. For any integer z1 2Zn ¼ f14z4n 1: gcdðz; nÞ ¼ 1g;
there exists an D1 2 ½0; 1Þ such that
e2n;1ðz1;D1Þ4
1
n
b1 þ
2c þ 1
3
g1
 
;
where c is the number of distinct prime factors of n: Such a D1 can be found by
minimizing e2n;1ðz1;D1Þ over the set fð2m 1Þ=ð2nÞ: m ¼ 1; . . . ; ng: Moreover,
suppose for fixed d there exist an integer vector z 2Zdn and a shift D 2 ½0; 1Þ
d
such that
e2n;d ðz;DÞ4
1
n
Yd
j¼1
bj þ
2c þ 1
3
gj
 
:
KUO AND JOE966Then there exist zdþ1 2Zn and Ddþ1 2 ½0; 1Þ such that
e2n;dþ1ððz; zdþ1Þ; ðD;Ddþ1ÞÞ4
1
n
Ydþ1
j¼1
bj þ
2c þ 1
3
gj
 
:
A pair ðzdþ1;Ddþ1Þ that achieves this bound can be found by first finding
a zdþ1 2Zn that minimizes mn;dþ1ðz;D; zdþ1Þ and then (with zdþ1 fixed)
finding a Ddþ1 2 fð2m 1Þ=ð2nÞ: m ¼ 1; . . . ; ng that minimizes e2n;dþ1ððz; zdþ1Þ
; ðD;Ddþ1ÞÞ:
Proof. As mentioned earlier, the n-point rectangle rule is the only n-
point lattice rule in one dimension and hence to prove the ﬁrst part of the
theorem, we may take z1 ¼ 1: By deﬁnition, we have from (13) that
mn;1ð1Þ :¼
Z 1
0
e2n;1ð1;DÞ dD
¼ b1 þ
g1
3
 

2
n
Xn
i¼1
b1 þ
gj
2
1
Z 1
0
i
n
þ D
 2
dD
 !" #
þ
1
n2
Xn
i¼1
Xn
k¼1
b1 þ g1 1
Z 1
0
max
i
n
þ D
 
;
k
n
þ D
  
dD
  !
:
It can be shown that for any x; y 2 R
Z 1
0
fxþ Dg2 dD ¼
1
3
and
Z 1
0
maxðfxþ Dg; fy þ DgÞ dD ¼
2
3
 B2ðjfxg  fygjÞ:
By making use of these two results, we obtain
mn;1ð1Þ ¼ b1 þ
g1
3
 
 2 b1 þ
g1
3
 
þ
1
n2
Xn
i¼1
Xn
k¼1
b1 þ g1
1
3
þ B2
i k
n
    !
¼
g1
n2
Xn
i¼1
Xn
k¼1
B2
i k
n
  
¼
g1
n
Xn1
i¼0
B2
i
n
 
:
By recalling that B2ðxÞ ¼ x2  xþ 16 and using the well-known sums for the
ﬁrst n 1 positive integers and the squares of the ﬁrst n 1 positive
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1
n
Xn1
i¼0
B2
i
n
 
¼
1
n
Xn1
i¼0
i
n
 2

i
n
 
þ
1
6
" #
¼
1
6n2
:
Thus
mn;1ð1Þ ¼
g1
6n2
4
1
n
b1 þ
2c þ 1
3
g1
 
:
Since *mn;1ð1Þ is the average of e2n;1ð1;D1Þ over all D1 in the set
fð2m 1Þ=ð2nÞ: m ¼ 1; . . . ; ng and *mn;1ð1Þ4mn;1ð1Þ; if we choose D1 from
this ﬁnite set to minimize e2n;1ð1;D1Þ then this choice of D1 will satisfy
e2n;1ð1;D1Þ4 *mn;1ð1Þ4mn;1ð1Þ4
1
n
b1 þ
2c þ 1
3
g1
 
:
We now prove the second part of the theorem. For any zdþ1 2Zn; it
follows from (17) and (13) that mn;dþ1ðz;D; zdþ1Þ is given by
bdþ1 þ
gdþ1
3
 
e2n;dðz;DÞ
þ
gdþ1
n2
Xn
i¼1
Xn
k¼1
Yd
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
   ! "
 B2
ði kÞzdþ1
n
  !
:
Now we average this over all possible values of zdþ1 2Zn; forming
On;dþ1ðz;DÞ :¼
1
fðnÞ
X
zdþ12Zn
mn;dþ1ðz;D; zdþ1Þ
¼ bdþ1 þ
gdþ1
3
 
e2n;d ðz;DÞ þ rn;dþ1ðz;DÞ;
KUO AND JOE968where
rn;dþ1ðz;DÞ
¼
gdþ1
n2
Xn
i¼1
Xn
k¼1
Yd
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
   ! "

1
fðnÞ
X
zdþ12Zn
B2
ði kÞzdþ1
n
  #
4
gdþ1
n2
Xn
i¼1
Xn
k¼1
Yd
j¼1
bj þ gj
% $

1
fðnÞ
X
zdþ12Zn
B2
ði kÞzdþ1
n
  &&&&&
&&&&&
" #
¼
gdþ1
n
Yd
j¼1
ðbj þ gjÞ
Xn
k¼1
1
fðnÞ
X
zdþ12Zn
B2
kzdþ1
n
  &&&&&
&&&&&:
Using (8) and Lemma 2.1 with a ¼ 2; we have
1
fðnÞ
X
zdþ12Zn
B2
kzdþ1
n
  
¼
1
2p2fðnÞ
Xn1
z¼1
gcdðz;nÞ¼1
X1
h¼1
0 e2pihkz=n
h2
¼
2zð2ÞS2ðk; nÞ
2p2
¼
S2ðk; nÞ
6
;
and now using Lemma 2.3 with a ¼ 2; we have
Xn
k¼1
1
fðnÞ
X
zdþ12Zn
B2
kzdþ1
n
  &&&&&
&&&&& ¼ 16
Xn
k¼1
jS2ðk; nÞj4
2c
6
:
Thus
rn;dþ1ðz;DÞ4
gdþ1
n
Yd
j¼1
ðbj þ gjÞ 
2c
6
¼
2c1gdþ1
3n
Yd
j¼1
ðbj þ gjÞ:
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On;dþ1ðz;DÞ4 bdþ1 þ
gdþ1
3
 
e2n;d ðz;DÞ þ
2c1gdþ1
3n
Yd
j¼1
bj þ gj
% $
4 bdþ1 þ
gdþ1
3
 

1
n
Yd
j¼1
bj þ
2c þ 1
3
gj
 
þ
2cgdþ1
3

1
n
Yd
j¼1
bj þ
2c þ 1
3
gj
 
¼
1
n
Ydþ1
j¼1
bj þ
2c þ 1
3
gj
 
:
Since On;dþ1ðz;DÞ is the average of mn;dþ1ðz;D; zdþ1Þ over all zdþ1 2Zn; if
we choose zdþ1 2Zn to minimize mn;dþ1ðz;D; zdþ1Þ; then this choice of zdþ1
will satisfy
mn;dþ1ðz;D; zdþ1Þ4On;dþ1ðz;DÞ4
1
n
Ydþ1
j¼1
bj þ
2c þ 1
3
gj
 
:
Now for this chosen zdþ1; the term *mn;dþ1ðz;D; zdþ1Þ is the average of e2n;dþ1
ððz; zdþ1Þ; ðD;Ddþ1ÞÞ over all Ddþ1 in the set fð2m 1Þ=ð2nÞ: m ¼ 1; . . . ; ng:
Therefore if we choose Ddþ1 from this ﬁnite set to minimize e2n;dþ1ððz; zdþ1Þ;
ðD;Ddþ1ÞÞ; then this choice of Ddþ1 will satisfy
e2n;dþ1ððz; zdþ1Þ; ðD;Ddþ1ÞÞ4 *mn;dþ1ðz;D; zdþ1Þ:
In turn, since *mn;dþ1ðz;D; zdþ1Þ4mn;dþ1ðz;D; zdþ1Þ; we have
e2n;dþ1ððz; zdþ1Þ; ðD;Ddþ1ÞÞ4
1
n
Ydþ1
j¼1
bj þ
2c þ 1
3
gj
 
: ]
3.4. The Search Algorithm
Given n and d; Theorem 3.3 leads to the following algorithm for ﬁnding a
generating vector z ¼ ðz1; z2; . . . ; zd Þ and a shift D ¼ ðD1;D2; . . . ;Dd Þ such
that
e2n;sððz1; z2; . . . ; zsÞ; ðD1;D2; . . . ;DsÞÞ4
1
n
Ys
j¼1
bj þ
2c þ 1
3
gj
 
;
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having no more than cmax prime factors, the shifted rank-1 lattice rule
constructed achieves strong QMC tractability.
ALGORITHM 3.1.
1. Set z1; the ﬁrst component of z; to 1.
2. Find D1 2 f1=ð2nÞ; 3=ð2nÞ; . . . ; ð2n 1Þ=ð2nÞg to minimize
e2n;1ð1;D1Þ
¼
g1
3
þ
g1
n
Xn
i¼1
i
n
þ D1
 2

g1
n2
Xn
i¼1
Xn
k¼1
max
i
n
þ D1
 
;
k
n
þ D1
  
:
3. For s ¼ 2; 3; . . . ; d  1; d; do the following:
(a) Find zs 2Zn ¼ f14z4n 1: gcdðz; nÞ ¼ 1g to minimize
mn;sðz1; z2; . . . ; zs1Þ; ðD1;D2; . . . ;Ds1Þ; zsÞ
¼ bs þ
gs
3
 
e2n;s1ððz1; z2; . . . ; zs1Þ; ðD1;D2; . . . ;Ds1ÞÞ
þ
gs
n2
Xn
i¼1
Xn
k¼1
Ys1
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
   ! "
 B2
ði kÞzs
n
  !
:
(b) Find Ds 2 f1=ð2nÞ; 3=ð2nÞ; . . . ; ð2n 1Þ=ð2nÞg to minimize
e2n;sððz1; z2; . . . ; zsÞ; ðD1;D2; . . . ;DsÞÞ
¼
Ys
j¼1
bj þ
gj
3
 

2
n
Xn
i¼1
Ys
j¼1
bj þ
gj
2
1
izj
n
þ Dj
 2 !" #
þ
1
n2
Xn
i¼1
Xn
k¼1
Ys
j¼1
bj þ gj 1max
izj
n
þ Dj
 
;
kzj
n
þ Dj
    !
:
We see from the algorithm that the cost of constructing a shifted rank-1
lattice rule for all dimensions up to d is approximately Oðn2fðnÞd2Þ
operations. This can be reduced to Oðn2fðnÞdÞ operations if we store the
products during the search at the expense of Oðn2Þ storage, but even then the
cost of constructing the rules is still very high. In practice, it is possible to
use random shifts so that the calculations in Steps 2 and 3(b) of the
CONSTRUCTION OF GOOD LATTICE RULES 971algorithm would not be required. More details may be found in the recent
paper [7].
3.5. Numerical Searches for Shifted Rank-1 Lattice Rules
We consider the weighted Sobolev spaces with b ¼ 1 and the four
different sequences of c that were used earlier:
gj ¼
1
j2
; gj ¼ 0:5
j; gj ¼ 0:9
j; gj ¼
1
j
:
Some preliminary numerical searches for the generating vector were carried
out using Algorithm 3.1 with n taking the values from 1004 to 1014 and
from 1998 to 2008: In the implementation of Step 3(a) of Algorithm 3.1, we
only considered values of zs in f14z4ðn 1Þ=2: gcdðz; nÞ ¼ 1g for the same
reason as given in Subsection 2.6.
Again we compare the worst-case error for each n when d ¼ 40: The
results are presented in Tables A9 and A11 with entries n; c (number of
distinct prime factors of n), en;40ðz;DÞ when gj ¼ 1=j
2; en;40ðz;DÞ when gj ¼
0:5j; en;40ðz;DÞ when gj ¼ 0:9
j; and en;40ðz;DÞ when gj ¼ 1=j:
Similar to [6], we compare our results with the mean square worst-case
error over all QMC rules in weighted Sobolev spaces:
En;d ¼
1
n
Yd
j¼1
bj þ
gj
2
 

Yd
j¼1
bj þ
gj
3
 " #
:
Values of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
for n close to 1009 and 2003 are presented in Tables A10
and A12.
Our results in weighted Sobolev spaces lead to the same conclusion as in
weighted Korobov spaces, that is, the worst-case errors are larger for those n
with more prime factors although the differences are not at all signiﬁcant.
The values of en;40 are much smaller than
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in all cases.
4. CONCLUSION
Our theoretical foundation shows that we can construct good QMC rules
with a composite number of points that achieve strong tractability in both
weighted Korobov and weighted Sobolev spaces. Our numerical results
indicate that the rules so constructed are almost as good as rules with a
prime number of points.
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APPENDIX A.
Numerical results are given in Tables A1–A12.TABLES A1
en;40ðzÞ in weighted Korobov spaces with a ¼ 2 and n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 7:2061e 02 2:8876e 02 3:2624eþ 02 4:9573eþ 00
1005 3 7:2261e 02 2:8486e 02 3:2344eþ 02 4:9863eþ 00
1006 2 7:2412e 02 2:8697e 02 3:2569eþ 02 4:9652eþ 00
1007 2 7:1979e 02 2:8273e 02 3:2658eþ 02 4:9510eþ 00
1008 3 7:2872e 02 2:8857e 02 3:2473eþ 02 4:9818eþ 00
1009 1 7:1916e 02 2:8401e 02 3:2397eþ 02 4:9752eþ 00
1010 3 7:2743e 02 2:8696e 02 3:2363eþ 02 4:9769eþ 00
1011 2 7:2159e 02 2:8365e 02 3:2434eþ 02 4:9422eþ 00
1012 3 7:2969e 02 2:8873e 02 3:2421eþ 02 4:9579eþ 00
1013 1 7:2031e 02 2:8262e 02 3:2266eþ 02 4:9503eþ 00
1014 3 7:3358e 02 2:8549e 02 3:2461eþ 02 4:9625eþ 00
TABLE A2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Korobov spaces with a ¼ 2 and n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 1:5180e 01 9:4714e 02 3:2788eþ 02 5:0222eþ 00
1005 3 1:5173e 01 9:4667e 02 3:2772eþ 02 5:0197eþ 00
1006 2 1:5165e 01 9:4620e 02 3:2755eþ 02 5:0172eþ 00
1007 2 1:5158e 01 9:4573e 02 3:2739eþ 02 5:0147eþ 00
1008 3 1:5150e 01 9:4526e 02 3:2723eþ 02 5:0123eþ 00
1009 1 1:5143e 01 9:4479e 02 3:2707eþ 02 5:0098eþ 00
1010 3 1:5135e 01 9:4432e 02 3:2691eþ 02 5:0073eþ 00
1011 2 1:5128e 01 9:4386e 02 3:2674eþ 02 5:0048eþ 00
1012 3 1:5120e 01 9:4339e 02 3:2658eþ 02 5:0023eþ 00
1013 1 1:5113e 01 9:4292e 02 3:2642eþ 02 4:9999eþ 00
1014 3 1:5105e 01 9:4246e 02 3:2626eþ 02 4:9974eþ 00
TABLE A3
en;40ðzÞ in weighted Korobov spaces with a ¼ 2 and n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 4:6606e 02 1:7576e 02 2:3065eþ 02 3:5139eþ 00
1999 1 4:5766e 02 1:6921e 02 2:3075eþ 02 3:5019eþ 00
2000 2 4:6235e 02 1:6978e 02 2:3090eþ 02 3:5149eþ 00
2001 3 4:6139e 02 1:7420e 02 2:3052eþ 02 3:5148eþ 00
2002 4 4:6505e 02 1:7525e 02 2:3057eþ 02 3:5237eþ 00
2003 1 4:5647e 02 1:7013e 02 2:2993eþ 02 3:5026eþ 00
2004 3 4:6435e 02 1:7290e 02 2:2983eþ 02 3:5003eþ 00
2005 2 4:5903e 02 1:7030e 02 2:3034eþ 02 3:5045eþ 00
2006 3 4:6011e 02 1:7475e 02 2:2945eþ 02 3:5073eþ 00
2007 2 4:5952e 02 1:6822e 02 2:3057eþ 02 3:5099eþ 00
2008 2 4:5426e 02 1:7041e 02 2:3022eþ 02 3:5078eþ 00
TABLE A4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Korobov spaces with a ¼ 2 and n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 1:0761e 01 6:7140e 02 2:3243eþ 02 3:5601eþ 00
1999 1 1:0758e 01 6:7124e 02 2:3237eþ 02 3:5592eþ 00
2000 2 1:0755e 01 6:7107e 02 2:3231eþ 02 3:5583eþ 00
2001 3 1:0753e 01 6:7090e 02 2:3225eþ 02 3:5575eþ 00
2002 4 1:0750e 01 6:7073e 02 2:3219eþ 02 3:5566eþ 00
2003 1 1:0747e 01 6:7057e 02 2:3214eþ 02 3:5557eþ 00
2004 3 1:0745e 01 6:7040e 02 2:3208eþ 02 3:5548eþ 00
2005 2 1:0742e 01 6:7023e 02 2:3202eþ 02 3:5539eþ 00
2006 3 1:0739e 01 6:7006e 02 2:3196eþ 02 3:5530eþ 00
2007 2 1:0737e 01 6:6990e 02 2:3190eþ 02 3:5521eþ 00
2008 2 1:0734e 01 6:6973e 02 2:3185eþ 02 3:5513eþ 00
TABLE A5
en;40ðzÞ in weighted Korobov spaces with a ¼ 4 and n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 1:3230e 02 2:0551e 03 2:6096eþ 01 1:0214eþ 00
1005 3 1:3478e 02 2:2383e 03 2:5355eþ 01 1:0098eþ 00
1006 2 1:3525e 02 2:1848e 03 2:5283eþ 01 1:0082eþ 00
1007 2 1:3347e 02 2:1480e 03 2:6301eþ 01 1:0224eþ 00
1008 3 1:3770e 02 2:2114e 03 2:7228eþ 01 1:0276eþ 00
1009 1 1:3201e 02 2:0257e 03 2:5274eþ 01 1:0220eþ 00
1010 3 1:3397e 02 2:2507e 03 2:6360eþ 01 1:0166eþ 00
1011 2 1:3193e 02 2:0628e 03 2:4395eþ 01 1:0199eþ 00
1012 3 1:3411e 02 2:2105e 03 2:6322eþ 01 1:0054eþ 00
1013 1 1:2937e 02 2:1242e 03 2:5586eþ 01 1:0523eþ 00
1014 3 1:3629e 02 2:3855e 03 2:6218eþ 01 1:0177eþ 00
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TABLE A6ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Korobov spaces with a ¼ 4 and n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 9:6910e 02 6:5324e 02 2:8700eþ 01 1:1654eþ 00
1005 3 9:6862e 02 6:5291e 02 2:8685eþ 01 1:1648eþ 00
1006 2 9:6814e 02 6:5259e 02 2:8671eþ 01 1:1642eþ 00
1007 2 9:6766e 02 6:5226e 02 2:8657eþ 01 1:1636eþ 00
1008 3 9:6718e 02 6:5194e 02 2:8643eþ 01 1:1631eþ 00
1009 1 9:6670e 02 6:5162e 02 2:8629eþ 01 1:1625eþ 00
1010 3 9:6622e 02 6:5130e 02 2:8614eþ 01 1:1619eþ 00
1011 2 9:6574e 02 6:5097e 02 2:8600eþ 01 1:1613eþ 00
1012 3 9:6526e 02 6:5065e 02 2:8586eþ 01 1:1608eþ 00
1013 1 9:6479e 02 6:5033e 02 2:8572eþ 01 1:1602eþ 00
1014 3 9:6431e 02 6:5001e 02 2:8558eþ 01 1:1596eþ 00
TABLE A7
en;40ðzÞ in weighted Korobov spaces with a ¼ 4 and n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 7:6387e 03 1:0298e 03 1:8662eþ 01 7:3711e 01
1999 1 7:1637e 03 9:6225e 04 1:8282eþ 01 6:9774e 01
2000 2 7:5028e 03 9:7710e 04 1:7755eþ 01 7:4091e 01
2001 3 7:4205e 03 9:8402e 04 1:7931eþ 01 6:9161e 01
2002 4 7:4930e 03 1:0079e 03 1:8368eþ 01 7:2240e 01
2003 1 6:9302e 03 9:7063e 04 1:8242eþ 01 7:1247e 01
2004 3 7:5322e 03 1:0374e 03 1:8750eþ 01 7:1337e 01
2005 2 7:1132e 03 9:6182e 04 1:8183eþ 01 6:8897e 01
2006 3 7:2421e 03 1:0150e 03 1:7368eþ 01 7:1209e 01
2007 2 7:1020e 03 9:6510e 04 1:8842eþ 01 7:2057e 01
2008 2 7:4253e 03 9:6583e 04 1:8224eþ 01 7:0802e 01
TABLE A8ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Korobov spaces with a ¼ 4 and n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 6:8697e 02 4:6306e 02 2:0344eþ 01 8:2611e 01
1999 1 6:8680e 02 4:6295e 02 2:0339eþ 01 8:2590e 01
2000 2 6:8663e 02 4:6283e 02 2:0334eþ 01 8:2570e 01
2001 3 6:8646e 02 4:6272e 02 2:0329eþ 01 8:2549e 01
2002 4 6:8629e 02 4:6260e 02 2:0324eþ 01 8:2529e 01
2003 1 6:8611e 02 4:6249e 02 2:0319eþ 01 8:2508e 01
2004 3 6:8594e 02 4:6237e 02 2:0314eþ 01 8:2487e 01
2005 2 6:8577e 02 4:6225e 02 2:0309eþ 01 8:2467e 01
2006 3 6:8560e 02 4:6214e 02 2:0304eþ 01 8:2446e 01
2007 2 6:8543e 02 4:6202e 02 2:0299eþ 01 8:2426e 01
2008 2 6:8526e 02 4:6191e 02 2:0294eþ 01 8:2405e 01
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TABLE A9
en;40ðz;DÞ in weighted Sobolev spaces with n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 1:0568e 03 5:8639e 04 7:3730e 02 1:2327e 02
1005 3 1:0874e 03 5:9505e 04 7:2327e 02 1:2132e 02
1006 2 1:0691e 03 6:0501e 04 7:2668e 02 1:2312e 02
1007 2 1:0665e 03 5:9117e 04 7:2635e 02 1:2309e 02
1008 3 1:0711e 03 5:9026e 04 7:2910e 02 1:2237e 02
1009 1 1:0549e 03 5:8674e 04 7:1877e 02 1:2196e 02
1010 3 1:0718e 03 6:0248e 04 7:2307e 02 1:2224e 02
1011 2 1:0414e 03 5:8636e 04 7:2378e 02 1:2071e 02
1012 3 1:0658e 03 5:9807e 04 7:3480e 02 1:2379e 02
1013 1 1:0541e 03 5:8458e 04 7:1902e 02 1:2100e 02
1014 3 1:0631e 03 5:9520e 04 7:2269e 02 1:2229e 02
TABLE A10ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Sobolev spaces with n close to the prime 1009
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1004 2 1:9794e 02 1:4712e 02 1:9568e 01 5:7782e 02
1005 3 1:9784e 02 1:4705e 02 1:9559e 01 5:7754e 02
1006 2 1:9775e 02 1:4698e 02 1:9549e 01 5:7725e 02
1007 2 1:9765e 02 1:4690e 02 1:9539e 01 5:7696e 02
1008 3 1:9755e 02 1:4683e 02 1:9530e 01 5:7668e 02
1009 1 1:9745e 02 1:4676e 02 1:9520e 01 5:7639e 02
1010 3 1:9735e 02 1:4668e 02 1:9510e 01 5:7610e 02
1011 2 1:9726e 02 1:4661e 02 1:9501e 01 5:7582e 02
1012 3 1:9716e 02 1:4654e 02 1:9491e 01 5:7553e 02
1013 1 1:9706e 02 1:4647e 02 1:9481e 01 5:7525e 02
1014 3 1:9696e 02 1:4639e 02 1:9472e 01 5:7497e 02
TABLE A11
en;40ðz;DÞ in weighted Sobolev spaces with n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 6:0219e 04 3:2436e 04 4:6718e 02 7:6203e 03
1999 1 5:7508e 04 3:1156e 04 4:5740e 02 7:4318e 03
2000 2 5:8802e 04 3:1734e 04 4:6397e 02 7:5564e 03
2001 3 5:8377e 04 3:1967e 04 4:6751e 02 7:4955e 03
2002 4 5:9211e 04 3:1530e 04 4:6706e 02 7:6131e 03
2003 1 5:8021e 04 3:1284e 04 4:6109e 02 7:4510e 03
2004 3 5:8714e 04 3:1169e 04 4:7132e 02 7:5697e 03
2005 2 5:7738e 04 3:1274e 04 4:5700e 02 7:4823e 03
2006 3 5:8806e 04 3:1620e 04 4:7011e 02 7:5579e 03
2007 2 5:7742e 04 3:1353e 04 4:5943e 02 7:4821e 03
2008 2 5:8717e 04 3:1247e 04 4:6740e 02 7:4324e 03
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TABLE A12ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
En;40
p
in weighted Sobolev spaces with n close to the prime 2003
n c gj ¼ 1=j
2 gj ¼ 0:5
j gj ¼ 0:9
j gj ¼ 1=j
1998 3 1:4032e 02 1:0429e 02 1:3872e 01 4:0960e 02
1999 1 1:4028e 02 1:0426e 02 1:3868e 01 4:0950e 02
2000 2 1:4025e 02 1:0424e 02 1:3865e 01 4:0940e 02
2001 3 1:4021e 02 1:0421e 02 1:3861e 01 4:0930e 02
2002 4 1:4018e 02 1:0419e 02 1:3858e 01 4:0919e 02
2003 1 1:4014e 02 1:0416e 02 1:3854e 01 4:0909e 02
2004 3 1:4011e 02 1:0413e 02 1:3851e 01 4:0899e 02
2005 2 1:4007e 02 1:0411e 02 1:3847e 01 4:0889e 02
2006 3 1:4004e 02 1:0408e 02 1:3844e 01 4:0879e 02
2007 2 1:4000e 02 1:0406e 02 1:3840e 01 4:0868e 02
2008 2 1:3997e 02 1:0403e 02 1:3837e 01 4:0858e 02
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