ABSTRACT Traditional distant supervision for relation extraction is faced with the problem of introducing noises. In this paper, we present a shared representation generator to de-emphasize the noisy expressions by extracting common features in relation. Different from computing weighted sum in widespread attention mechanism, we directly generate bag representation in multi-instance learning by feature transformation, which only remains the semantics related to predict relation. We introduce the generator loss into objective function to improve the performance of shared representation. Also, the structure of our proposed generator is flexible and scalable. To capture more structural information, piecewise convolutional neural network (PCNN) is widely used to divide the output of convolutional layer into three segments, but this approach breaks the consistence and inner relationship of the sentence. We encode the sentence with piecewise-LSTM convolutional neural network (PLSTM-CNN) to alleviate this issue, which adopts BiLSTM after the pooling layer of PCNN. The experimental results show that we achieve significant improvement on relation extraction as compared with the baselines.
I. INTRODUCTION
Relation extraction is the basic task in text mining and information extraction, and has been applied in many practical scenarios [1] , [2] . With the development of large-scale knowledge bases such as Freebase [3] and DBpedia [4] , more and more NLP tasks rely on these KBs to acquire the high-quality training examples. Considering that the existing KBs will be far from complete if only depending on the manually labeling, relation extraction has been attracted much attention from researchers. It is an important way to supplementary KBs.
The study of relation extraction mainly employs the supervised relation classification for a known entities (e 1 , e 2 ). One of the difficult problems of classification is the need for a large number of training samples. However, a lot of manual annotation is time-consuming and inefficient. Distant supervision [5] is introduced to automatically annotate corpus by using the existing open KBs. There is a strong hypothesis in distant supervision that if two entities have some kinds of relationship, this relationship exists in any sentence containing both two entities at the same time. Take However, there are two obvious problems in distantsupervised samples generation. 1) False positive. In the second example, the mention does not express the relation of Founders but it's labeled by distant supervision falsely. So the noises are introduced. 2) False negative. The relation not in KBs will be labeled as NA, although there is a relationship in two entities. It is caused by the incompleteness of KBs.
Multi-instance learning is adopted by Riedel et al. [6] to alleviate the wrong labeling problem. The classification is not based on sentence level but on bag level. The bag with relation r is formed by all sentences containing both e 1 and e 2 for triple (r,e 1 ,e 2 ) in KB. Each sentence is an instance and has no relation category. Only the bag has relation labels. Suppose that the training set has N bags B 1 , B 2 ,..B N and the relation labels of bags are R 1 ,R 2 ,..R N , the i-th bag contains M i instances, B i ={s i1 ,s i2 ,..s iM i }. The objective is to utilize these bags to train the classifier and predict the relation for unseen entities.
In multi-instance learning, the bag representation dominates the performance of classification. Lin et al. [7] take the attention mechanism into representation of bags and outperforms the past work, which is widely used by other researchers. However, attention mechanism is too simple and indirect to generate the bag embeddings. It is hard for the network to learn appropriate attention weights because there is no enough supervisory information in loss function. With the development of generative adversarial networks(GAN) [8] , some researchers utilize the generator to extract the common features. Liu et al. [9] use generator to learn the shared information among multiple tasks. Inspired by the work, we construct a shared representation generator for each relation to extract shared features among instances. We abandon the attention mechanism and directly generate the bag embeddings. In order to decrease the complexity of network, we introduce the generator loss instead of discriminator to play a supervisory role and improve the performance. Note that our network is not adversarial because there is no discriminator and adversarial process, which can be considered in the feature work.
Owing to the limitation of hand-designed features, researchers are tend to apply deep learning to encode instance in relation extraction. Zeng et al. [10] propose piecewise convolutional neural network(PCNN) according to position of entities, which has been proved to be more effective than traditional CNN. But the inner relation across three pieces is ignored. We consider the three segments after max-pooling as a sentence consisting of three words. Therefore, the approach to represent the sentence is extensible. In this paper we exploit BiLSTM [11] after pooling layer of PCNN to further enhance the representation of instances, which can extract more structure features. To the best of our knowledge, this is the first effort to introduce LSTM layer into PCNN.
The main contributions of this paper are: 1) Propose a new method to directly generate the bag representation. We construct a generator for each relation to capture the common features; 2) Introduce extra loss to supervise the performance of generator; 3) Introduce BiLSTM after the pooling layer of PCNN to obtain better representation of sentence, learning more interactive information across pieces. As far as we know, we first focus on the inner-relationship among three pieces in PCNN; 4) Our method is flexible and has good scalability. BiLSTM can be replaced by other sequential modeling methods and the shared representation generator can be constructed as the generator of GAN does.
The rest of this paper is organized as follows: Section II will describe the related work of relation extraction. Section III will elaborate on the principles. In section IV, we conduct experiments to illustrate the validity of our method. The results and related analysis will be shown detailedly. The last section concludes our work and the prospects for the further work are presented.
II. RELATED WORK
As one of the most important tasks in NLP, many efforts have been invested for relation extraction, especially in supervised classification. In view of the fact that manually labeling is inefficient, Mintz et al. [5] propose distant supervision to utilize existing knowledge bases. If there is a relationship between two entities in KBs, all sentences mention the both entities will be labeled as the relationship. This hypothesis is not supported in real world, leading to the introducing of noise. Riedel et al. [6] employ multi-instance learning to weaken the influence of noise. With the development of deep learning, neural network is adopted in relation extraction. Liu et al. [12] and Zeng et al. [13] exploit simple CNN to extract the features of text automatically, outperforming the rigorously engineered feature-based or kernel-based models [14] , [15] . Huang and Wang [16] introduce ResNet [17] to improve the performance of CNN. According to the position of two entities, Zeng et al. [10] propose PCNN to pool the sentence in three pieces. This way can learn more context information that is relevant to entities. In addition, Zeng et al. [13] employ position embeddings to express the sentences better. Also, at-least-one multi-instance learning is adopted to address the noise in distant supervision. Although it alleviates the problem, most of valid information is lost. Lin et al. [7] employ attention in multi-instance learning to overcome the problem. The representation of bag is obtained by the weighted sum of instances vector, making full use of all informative sentences. So attention mechanism is used widely in relation extraction.
Wu et al. [18] introduce adversarial training based on the work of Lin et al. [7] , improving the robustness of relation extraction. Adversarial noises are added in word embeddings and a new loss function is proposed. Ji et al. [19] exploit (e 1 -e 2 ) to represent the relation between entity e 1 and entity e 2 and calculate the attention weights between instances and (e 1 -e 2 ). To improve the representation of entity embeddings, the description information of entity is extracted from Freebase and Wikipedia. Sorokin and Gurevych [20] apply attention to the representation of sentence rather than bag level. The method considers relationship between other entities and the given entities in one sentence. Besides, Jat et al. [21] also employ attention of words and relation. In addition to attention mechanism, Jiang and Li [22] exploit cross-sentence pooling to produce the bag representation, only keeping the maximum value of every dimension of sentence vectors. Liu et al. [23] propose a soft label to correct the wrong labeling bags, which is automatically adjusted by the network in training.
In this paper, we propose a shared representation generator to learn the common features, which is inspired by the application of GAN. Liu et al. [9] adopt GAN to classify texts by adversarial multi-task learning. Two samples from two different tasks only remain the shared features after passing the generator, and the discriminator tries to determine whether two samples are from the same task. The generator can also be served as mapping function, mapping original space to the target space. Zhang et al. [24] use GAN in bilingual lexicon translation. The generator is implemented to map the source word embedding to target embedding. In our work, the original instance representation space is mapped to shared features space by generator.
III. METHODOLOGY
In this section, we will introduce our model for relation extraction. The procedure includes two main parts: 1) Sentence Encoder: Zeng et al. [10] have proved that PCNN can extract more relational information between entities. But it ignores the inner-relationship among three pieces. So we exploit BiLSTM to make full use of the interactive information. Each sentence in one bag will be encoded by PLSTM-CNN.
2) Shared representation generator: We construct a shared representation generator to directly generate the bag embeddings. Then we train the relation classifier based on bag level and predict the relation for unseen entity pairs. In order to improve the bag representation, we introduce generator loss in the objective function.
A. SENTENCE ENCODER
In order to encode the sentence, we first transform the word tokens into vectors by looking up the pre-trained word embeddings matrix. Position information makes a difference in sentence encoding, so we employ position embeddings to specify the relative positions between words and entities. After concatenating the word and position embeddings to represent the input of the sentence, PCNN is used to do convolutions and piecewise max pooling. To extract features across three-pieces, we exploit BiLSTM into the output of pooling layer. Then a fully-connected layer is utilized to adjust the dimension of output vector and obtain the final sentence encoding. Fig.1 illustrates the details of our PLSTM-CNN. As shown in Fig.1 , PCNN will divide the sentence into three segments to pool based on the position of entity pairs.As the result, the output dimension of PCNN is three times that of CNN. BiLSTM is adopted for the output of PCNN to learn the innerrelationship and the continuity among three pieces. In our method, BiLSTM only has three timesteps.
1) WORD EMBEDDINGS
Word embeddings is the fundamental work in NLP. The objective of word embeddings is to map each raw word in real word to the distributed vector. The similarity between words can be represented as the distance in vector space. As one of the most widely used methods, we use word2vec [25] to train the words and obtain the words embeddings matrix V ∈ R d w ×|V | , where V is a fixed-sized vocabulary and d w is the size of word embedding. Then the input words are transformed by looking-up tables.
2) POSITION EMBEDDINGS
In this paper, We employ the position embedding following Zeng et al. [13] . A PF is defined as the combination of the relative distances from each word to corresponding entities e 1 and e 2 . For example, ''[Steve] is the CEO of [Apple]'', the relative distance form ''CEO'' to ''Steve'' and ''Apple'' is 3 and -2.
Similar to word embeddings, we transform the relative distance into position embeddings by looking up the position matrix. The matrix is initialized randomly and the embeddings are fine-tuned by neural network in the process of deep learning.
Because there are two entities in one sentence, PF 1 and PF 2 are initialized to specify the position information. Then we concatenate the word embeddings and position embeddings to express the full information of words. We denote the size of position embedding as d p , the input of sentence can be represent as the matrix S ∈ R L×d , where L is the length of sentence and
Note that the positional embedding approach is scalable enough to handle sentences with more than 2 entities. In multi-instance learning, sentences containing the same entity pair form a bag together. If there are more than 2 entities, the sentence will appear in more than one bag and each bag represents an entity pair.
3) CONVOLUTION LAYER AND PIECEWISE MAX POOLING
A convolution operation is utilized to extract the local features, which will be merged to produce the global features. We apply a window of q words to a filter h ∈ R q×d . If the sentence contains L words is denoted as S = {x 1 , x 2 , ..x L }. x i ∈ R d represents the concatenating of word embeddings and position embeddings. So a feature c i is generated by a filter as:
Here f is a non-linear activation function. We use tanh in this paper. And represents the dot product. W ∈ R q×d is a parameters matrix and b ∈ R is a bias term.
A convolution filter will slide from left to right of the sentence and merge all features to produce global feature
. It is noteworthy that we set a maximum sentence length L for the input to the convolution layer. And we apply padding in case of shorter sentences. The fixed placeholder will be used to fill in parts of sentences that are not long enough, which adopts random initialization.
Afterwards, a max-pooling layer is applied to remain the most important feature in c. Traditional max-pooling only produce maximal feature, but it's insufficient to capture finegrained features for relation extraction. Zeng et al. [10] propose piecewise max pooling to return the maximum value in three segments, which is divided according to the position of head and tail entity. So c can be divided as {c 1 , c 2 , c 3 } and the output of piecewise max pooling generated by i-th filter is defined as:
From (2) we can see that in piece-wise pooling each filter will produces three maximum value with max-pooling in three pieces respectively. But every filter in CNN only produces one maximum value with max-pooling.After piecewise max pooling, the output is denoted as p ∈ R 3m , where m is the number of filters. Fig.2 shows an example of piecewise max pooling. The deep color in the figure corresponds to the position of head and tail entity in sentence.
4) BILSTM AND FULLY-CONNECTED LAYER
Furthermore, we employ LSTM to extract the innerrelationship among {c 1 , c 2 , c 3 }. LSTM is one of widespread adoption of recurrent architectures and it is able to learn the sequential information. As LSTM tends to be biased toward the most recent inputs, we exploit BiLSTM to concatenate the representation of forward LSTM and backward LSTM. Take the forward LSTM for example, we denote the initial state as h 0 , the recurrent state transition step for calculating h 1 , h 2 , ..., h n+1 is defined as follows [26] :
We denote the word representation as x t . i t ,o t ,f t and u t represent the values of an input gate, an output gate, a forget gate and an actual input at time step t, which controls the information flow for a recurrent cell c t and the state vector h t . W x and U x are weight matrices and b x are bias vectors, where x ∈ {I , f , c, o}. The symbols σ (·) represents the element-wise sigmoid function and refers to the elementwise multiplication.
We apply BiLSTM model to the result of pooling layer. we denote the output of BiLSTM layer as s b , which is the concatenation of the forward and backward hidden state. s b is defined as:
In our method, we adopt BiLSTM for the output of piecewise max pooling. So the input length of BiLSTM is 3 * m, where m is the number of filters in convolution layer. Our BiLSTM only has three timesteps because there are three pieces. s b is concatenated by the forward and backward hidden states, so the output length is 2 * L b ,where L b represents the dimension size of hidden states.
Traditional PCNN considers the output of piecewise max pooling as the sentence vector, so the size of dimension is 3 * m. In order to avoid the interference of sentence dimension, we introduce a fully-connected layer to make adjustment after BiLSTM. Then the final sentence encoding s can be obtained as follows:
where W b ∈ R 3m×2L b represents the weight matrix of fullyconnected layer and b b represents the bias value.
B. SHARED REPRESENTATION GENERATOR 1) BAG REPRESENTATION
In multi-instance learning, the classification is based on bag level rather than traditional sentence level. Thus how to obtain better bag representation is a key point to improve the performance of classification. Attention mechanism is highly applied in [7] and [19] - [21] . The bag embeddings are computed by the weighted sum of instance embeddings. The weights are calculated to score how well the sentence and the predict relation matches. However, the relation representation is randomly initialized and there is no extra loss to supervise the attention mechanism, so it's hard for the network to learn the appropriate weights.
In this paper, we propose a generator to directly learn the shared representation for a bag. Our target is to transform the sentence vector form original semantic space to corresponding relation representation space. After passing the generator, the transformed vector can be regarded as the expression of sentence on the corresponding relation. Irrelevant noise semantics will be filtered. So the output of generator is a shared representation, extracting the common features for the relation. Different form attention mechanism, our algorithm is a feature transformation method rather than feature weighting process. Feature transformation has better nonlinear expression ability.
As Fig.3 shows, we adopt two fully-connected layers network to serve as generator. We will construct a generator for each relation. Given a set of sentence in i-th bag B i = {s i1 , s i2 .., s iM i }, where s ij represents the sentence vector computed by PLSTM-CNN and M i represents the number of sentences in i-th bag.We denote the predict label as r i The transformed vector g ij is calculated as follows:
where W r i f k and b r i f k (k ∈ {1, 2}) are the weight matrix and the bias value respectively, which represent the parameters of generator for r i . Because g ij only remains the semantic information of relation r i , we can compute the bag representation G i using the average vector of all transformed sentence vectors:
where
represents the size of bag vector. It is worth noting that for each relation we will construct a generator to produce the shared representation for every bag which is tagged with this relation. In other words, each relation has its own generator and it acts on each bag which belongs to this relation. At training stage, all sentences in each bag will pass the generator of the corresponding relation which this bag belongs to and then the output of generator can be considered as the common features or shared representation in this relation. At the testing stage, each bag will pass every generator because we do not know the true relation label. Then maximum probability in softmax layer will determine the predicted relation label.
2) GENERATOR LOSS
As for multi-class classfication, we use cross-entropy as the base loss function. We denote the corresponding relation label of i-th bag as r i . Then the conditional probability of relation is:
where θ indicates all parameters in our models,N r indicates the number of relation labels and o indicates the output of softmax layer. To compute the confidence of relation, we feed the bag vector G i into a softmax classifier:
where o ∈ R N r represents the probability matrix for each relation. W s ∈ R N r ×L d , b s ∈ R N r represent the weight matrix and offset value of softmax layer respectively. Then we compute the cross-entropy as follows:
where T is the number of training bags. In addition, we introduce extra loss to make generator perform better. Our target is to preserve the semantic components of a bag that are related to relation label. So the transformed sentence embeddings after passing the generator should be as close as possible because the common features should express the same semantics. We define the generator loss as the average distance from each transformed sentence to the center:
g ij (11) where M i is the number of sentences in the bag and c i is the center representation of a bag. In this paper, it is equivalent to the bag representation G i . Then we compute the final objective function as the weighted sum of cross-entropy and generator loss:
where α represents the weight of generator loss. It is the hyper parameter and α > 0. Note that in this paper we are devoted to proposing a new method to represent bag vector in multi-instance learning instead of attention mechanism which is widely used in the past work. We present the idea of shared representation generator to generate the bag vector. Out of simplicity, we only adopt fully-connected network to implement the generator and it is easy to understand. However, an important advantage is that the implementation of generator is very flexible and scalable. Actually other more complicated structures can also be introduced like what GAN does, such as CNN [27] , LSTM [28] , autoencoder [29] and so on. It is not our focus in this paper because the simple structure is enough. But we will explore and discuss more complicated networks in the feature work.
IV. EXPERIMENTS AND RESULTS ANALYSIS
In this section, we conduct experiments and demonstrate that our models can improve the performance of distant supervised relation extraction. We first introduce the experimental dataset. Then we describe the parameter settings determined by cross-validation in our experiments. Finally, we compare our methods with state-of-the-art neural network baselines. PCNN+ATT is proposed by Lin et al. [7] . Lin et al. [7] introduced attention mechanism into relation extraction and achieved the state-of-the-art performance. Then attention mechanism is widely used by other researchers. The work of Lin et al. [7] , Liu et al. [23] , Luo et al. [30] has shown that PCNN+ATT, which we use as baseline, is better than the traditional models proposed by Mintz et al. [5] , Hoffmann et al. [31] and Surdeanu et al. [32] . So we only compare with one model, i.e. PCNN+ATT, just like what Wu et al. [18] does.
PLSTM-CNN+ATT method introduces our proposed PLSTM-CNN, PCNN+GEN adopts generator to produce the bag vector rather than attention mechanism and PLSTM-CNN+GEN represents our model and PLSTM-CNN+GEN+NOLOSS represents our model without generator loss.The results show that our model outperforms baselines and we will discuss it detailedly.
A. EXPERIMENTAL DATA AND EVALUATION METRICS
We evaluate our methods with two different datasets. NYT-dataset is developed by Riedel et al. [6] and Hoffmann et al. [31] generated by the sentences of year 2007. There are 53 relations including NA, which is labeled if two entities have no relationship. UW-dataset is developed by Liu et al. [33] and processed by Wu et al. [18] . It only includes 5 relations and the number of relations is much smaller than NYT-dataset. Considering that in this paper we utilize the convolutional neural network which needs input of fixed length, both dataset are filtered according to sentence length. Sentences that exceed the specified maximum length will be discarded. The preprocessed statistics are showed in Table 1 .
To reduce the time-consuming human evaluation, we exploit held-out evaluation as previous work [7] , [18] , [34] does. Held-out evaluation assumes that the relation facts have the similar performance inside and outside Freebase. So it can provide an approximate estimate. Similarly,the entity pairs are extracted from Freebase and the discovered relational facts from test articles are automatically compared with those in Freebase.
In the experiments we will report the aggregate precision/recall curves, Precision@N(P@N) and AUC. In the PR curve, the samples will be sorted from large to small according to predicted confidence. In this order, the samples are predicted as positive examples one by one and the current recall and accuracy can be calculated at a time. Then the PR curve of the model can be drawn with the precision on Y axis and recall on X axis.The closer the PR curve is to the upper right corner, the better the performance will be. As for P@N, it refers to the precision of the classifier when N positive samples are exactly obtained. And as one of the most widely used evaluation metrics in classification tasks, AUC indicates the probability that the predicted confidence of positive samples is larger than that of negative samples when randomly selecting a positive sample and a negative sample. AUC is expected to be as large as possible.
B. PARAMETER SETTINGS
We employ three-fold validation in the experiments. Table 2 shows the key parameter settings. We select the best parameters using the grid search. Adam [35] is exploited as the optimizer in our experiments. We select the learning rate λ among {0.1, 0.01, 0.001, 0.0001}, the dimension of position embeddings among {3, 5, 10, 15}, the sliding window size among {1, 2, 3, ..., 6},the weight of generator loss α among {1, 10, 20, ..., 200}, the batch size among {30, 50, 100, 150} and the number of convolution filters among {100, 150, 200, 250, 300}. Note that in this paper the size of sentence vector is three times the number of convolution filters. Also, we apply dropout [36] to the word VOLUME 7, 2019 embeddings and the word embeddings are pretrained by Wu et al. [18] using word2vec [25] .
C. EFFECT OF PLSTM-CNN
We can see from Fig. 4 and Fig. 5 that the introducing of BiLSTM brings better performance because the area enclosed by PR curves of models with PLSTM-CNN is larger. PCNN cuts the sentence semantics into three segments, without considering the continuity. But BiLSTM can learn the forward and backward sequential information between three segments. From Table 3 we can observe that: (1) Comparing PCNN+GEN and PLSTM-CNN+GEN, AUC has been improved by 20.3% and 7.9% in NYT-dataset and UW-dataset respectively. Notably, these numbers are relative rather than absolute improvement. (2) Utilizing BiL-STM significantly improves the performance comparing PCNN+ATT and PLSTM-CNN+ATT. The results indicate that our method is effective and the sentence representation makes a big difference on relation extraction. Table 4 shows the results of P@100,P@200,P@300 and the mean value in held-out evaluation. We have the following observation: (1) Compared with PCNN+GEN, the mean precision of PLSTM-CNN+GEN is much higher. which even increases by 17.6% in NYT-dataset. We can draw an conclusion that PLSTM-CNN outperforms traditional PCNN. (2) BiLSTM makes the performance drop slower when the confidence predicted declines.Especially, the precision on top-300 has a significant increase when employing BiLSTM, no matter what dataset are used. It implies that PLSTM-CNN is more stable and robust, which has higher tolerance to noises. Fig. 4 and Fig. 5 illustrate that our generator performs better than widespread attention mechanism. From Table 3 we can find that: (1) Comparing PCNN+ATT and PCNN+GEN, AUC improves slightly when there is no BiLSTM layer. It indicates that our generator is still effective even though the sentences are encoded by PCNN. (2) When introducing BiLSTM,PLSTM-CNN+GEN significantly outperforms PLSTM-CNN+ATT. It is clear that the generator can work better with the improvement of sentence representation. The reason is that if sentence modeling learns more semantics information, generator will capture more common features from instances for each relation. (3) Compared with traditional PCNN+ATT, our model improves AUC by 22.3% and 8.6% in NYT-dataset and UW-dataset. The results of two different datasets indicate that our proposed method is able to behave well whether the number of relations is large or small.
D. EFFECT OF GENERATOR
We can observe from Table 4 that: (1) The introducing of generator also obtains better prediction precision on top-100,top-200 and top-300 instances, in both NYT-dataset and UW-dataset. The result shows that our method can filter out the noises in more efficient way in distant supervision, because the generator is tend to remain the semantic information related to corresponding relation category. Precision of our model on top-100 is obviously higher than other baselines in NYT-dataset,which implies that the positive samples will be given higher confidence by the classifier. (2) The mean precision value of PCNN+GEN is a little smaller than that of PCNN+ATT in the NYT-dataset, but PLSTM-CNN+GEN can obtain much more accurate prediction than PLSTM-CNN+ATT. The result re-emphasizes that the performance of our shared representation generator depends on sentence encoding.
Additionally, from Fig. 4 and Fig. 5 , we can find different behavior of the models in two datasets. Fig. 4 shows that PLSTM-CNN+GEN outperforms PLSTM-CNN+ATT. When the recall is lower than 0.16, the precision of our model is obviously higher than that of PLSTM-CNN+ATT. But with the increase of recall, there is almost no difference in precision between two models. The results indicate that the advantage of model using shared representation generator is mainly reflected in the low recall interval. Also, similar findings are found when comparing PCNN+GEN and PCNN+ATT. In PR curves, the lower recall rate means the higher classification confidence threshold. Therefore, in NYT-dataset, our proposed generator can enhance the discrimination ability of samples with high confidence. Positive samples will gain higher confidence in prediction. As for low confidence interval, the difference of performance between the two methods is small. One of the possible reasons is that the test NYT-dataset contains more noises so that both methods are difficult to extract effective semantic information. Text features that express more relation semantics may concentrate upon ''head'' samples, leading to the better discrimination.
However, Fig. 5 shows that the shared representation generator performs exactly the opposite on UW-dataset. Comparing PLSTM-CNN+GEN and PLSTM-CNN+ATT, it is obvious that the model utilizing generator has better performance when the recall is higher. The precision of proposed model is even worse than that of the model using attention mechanism when the recall is lower than 0.05. Because the range of this interval is very small, the model presented in this paper still performs best overall. But the result demonstrates that in UW-dataset the generator focus more on samples with low confidence, which are easily misclassified. Even if the predict confidence is decreasing, the generator can still extract more common features to assist classification, making the confidence of positive samples be higher than that of negative samples.
The different behavior of the model indicates the differences in data distribution and quality between NYTdataset and UW-dataset. It also indicates that our proposed generator has powerful adaptive and generalization capabilities. In NYT-dataset the generator pays more attention to ''head effect'' but in UW-dataset it emphasizes the ''tail effect''. In summary, constructing bag vector based on shared representation generator is a better choice than using traditional attention mechanism.
E. EFFECT OF GENERATOR LOSS
In this section we will discuss the effect of generator loss. The results of experiments show that: (1) Compared with PLSM-CNN+ATT, we can see from Table 3 that PLSTM-CNN+GEN+NOLOSS can still achieve better performance even though there is no extra loss. Fig. 5 shows that employing the generator without generator loss almost has the best performance when the recall rate is low. So adopting shared representation generator to extract common features can work well. As for traditional attention mechanism, it is essentially a linear weighting process, each instance will preserve part of the original representation and then compute the sum value to obtain bag vector. However, our generator is substantially a process of feature transformation. The original representation will be mapped into the shared representation by the generator of a relation, which express the common features of all sentences in this relation. There is no doubt that feature transformation has stronger non-linear fitting ability than feature weighting, so our model performs better than attention mechanism. (2) The shared representation generator can achieve great improvement on performance when introducing the extra generator loss. PLSTM-CNN+GEN is the best model according to the experimental results. Generator loss is used to measure the generalization of common features. The smaller loss indicates that the transformed sentence vector is closer and meaning of transformed expression is more similar. As a result, this similar semantics can be considered as the common features expressed by all instances. Therefore, the introducing of generator loss can strengthen the ability to extract common features.
Note that we clearly enhance the performance of distantlysupervised relation extraction, only adopting the simple two fully-connected layers. The shared representation generator can exploit other complicated networks. The BiLSTM layer can also be replaced by other sequence modeling methods. Our network is flexible and scalable.
V. CONCLUSION
In this paper, we present a shared representation generator to directly produce the bag vector, which can extract the common features in relation. Our generator implements with two fully connected-layer and we introduce extra generator loss into objective function to enhance the performance of generator. Considering that traditional PCNN will divide the sentence into three segments based on the position of entity pairs, we also introduce BiLSTM to learn more sequential information among three pieces. Our network has good scalability. The experimental results in two datasets show that our proposed method can achieve significant improvement whether the number of relations is large or small compared with baseline systems.
We believe that future research could focus on the introducing of other network to improve our generator such as CNN. We also will explore to utilize generative adversarial network to generate the bag vector.
