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概要: 近年, 画像処理のハードウェアである GPU をそれ以
外の並列計算に用いる GPGPU の動きが盛んになっている.
GPU はその高い並列計算能力から様々な分野で利用されて
いるがアーキテクチャの違いからプログラムの修正が必須で
あり, 各種実装上の制限やオーバーヘッドなどを考慮する必
要がある. 本研究では, 楕円曲線離散対数問題の解法の一つで
あるポラード・ロー法を GPU で計算させる対象として取り
上げ, NVIDIA 社の GPGPU 技術である CUDA を用いて,
プログラムを作成した. また, 計算機実験を行い, その実行時
間や各種オーバーヘッドの計測, 及び同処理を行う CPU 用
プログラムとの比較を行った. その結果, GPU上で処理を行
うスレッド数の値によってポラード・ロー法の実行時間に顕
著な差が生じることがわかった.
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1 背景
近年, 画像処理を専門に行うハードウェアであ
る GPU を画像処理以外の各種並列計算に用いる
GPGPUが盛んになっている.
従来型の CPU はクロック数の上昇による性能の向
上がなされてきたが GPU は多数のコアを並列に動作
させるのに適した設計へと独自に発展していった. そ
の高い計算能力に注目されてから様々な関連技術が開
発され, 現在では多種多様な分野において GPUが幅広
く利用されている.
しかしデータのメモリ配置や転送などに関する各種
制限など GPU 特有の考慮すべき部分がある. また,
アーキテクチャの違いにより必ずしも演算処理が CPU
と比べ, 高速化になるとは限らない. 加えて並列処理を
行う部分がプログラム全体に対して小さい場合, 並列化
による性能の向上は限定的なものとなる. このため並
列計算に適したアルゴリズムを選択し, CPU と GPU
にそれぞれ適切な処理をさせることが重要である.
2 目的
今回, 楕円曲線離散対数問題の解法として用いられて
いるポラード・ロー法を計算処理の対象とし, NVIDIA
社の CUDAを用いて GPU上で動作するプログラムを
作成する. また, 実行性能やオーバーヘッドを測る各種
実験や同様の処理を CPU 上で行うプログラムを別途
作成し, 比較実験を行うことにより, 性能の評価を実施
することを本研究の目的とする.
3 GPU
GPU(Graphics Processing Unit)はパーソナルコン
ピュータやワークステーションにおいて高速に画像の
描画を行うハードウェアである.
GPUでは実際に計算処理を行う計算コアがチップの
大部分を占めている. そのためコア数は CPUでは現在
でも多くて, 十数個であるのに対し, GPU では数千個
と多数搭載している.
3.1 GPGPU
こうした高い並列計算能力をもつ GPU を画像処
理のみならず, その他の各種汎用計算に用いることを
GPGPU(General Purpose computing on GPU)とい
う.しかし, アーキテクチャの違いにより CPUとGPU
はそれぞれにおいて得意・不得意な処理があるためプ
ログラムを作成するときはこのことを考慮しなければ
ならない.
3.2 CUDA
CUDA(Compute Unied Device Architecture) は
2006 年 11 月に NVIDIA 社から発表された同社製の
GPU向けの統合開発環境である. 比較的早い段階で登
場した技術であるため学術をはじめ, 様々な分野で利用
されているのが特徴である.
4 楕円曲線 [2][3]
素体 Fp(p > 3) 上に E : y2 = x3 + ax + b (4a3 +
27b2 6= 0 かつ a; b 2 Fp)と定義された曲線を楕円曲線
といい, E(Fp) と表す. また, この曲線を満たす (x; y)
の点と仮想的な点である無限遠点 O を有理点と呼ぶ.
また有理点の集合は無限遠点を単位元として 加法群と
なる. また要素数を群位数と呼び, #E(Fp)と表す.
4.1 加法とスカラー倍算
素体 Fp において除算は他の演算に比べ, 計算時間が
かかってしまう. そのため, 除算演算が不要な射影座
標系, 今回は (x; y) = (X=Z2; Y=Z3) の変換を行う
Jacobian射影座標を利用した.
定義 1 (Jacobian射影座標における加法公式 [4])
楕円曲線 E(Fp) を満たす 2 点 P = (XP : YP :
ZP ); Q = (XQ : YQ : ZQ) に対し, その和 R =
P + Q = (XR : YR : ZR) は以下のようにして求め
ることができる.
 P 6= Qのとき, U1 = XPZ2Q; U2 = XQZ2P ;
S1 = YPZ
3
Q; S2 = YQZ
3
P ; H = U2   U1;
r = S2   S1 とすると(
XR =  H3   2U1H2 + r2
YR =  S1H3 + r(U1H2  XR)
ZR = ZPZQH
となる.
 R = 2P のとき, S = 4XPY 2P ; M = 3X2P +
aZ4P ; T =  2S +M2 とすると(
XR = T
YR =  8Y 4P +M(S   T )
ZR = 2YPZP
となる.
楕円曲線上の点 P とその群位数#E(Fp)未満の自然
数 lに対し,点 P を l   1回加算する計算をスカラー倍
算と呼び, Q = l  P で表す. また点 P が無限遠点に
なるような自然数 nを点位数と呼ぶ.
4.2 楕円曲線離散対数問題
楕円曲線離散対数問題はスカラー倍算の逆演算を行
うことである.スカラー倍算では計算結果を容易に求め
ることができるが, 楕円曲線離散対数問題では群位数が
大きいほど解を見つけるのは困難になる.
5 ポラード・ロー法
ポラード・ロー法は同名の素因数分解のアルゴリズ
ムの考えを利用した手法であり, 楕円曲線離散対数問題
を解くのに経験的に優れていると知られている解法で
ある. これは点位数 n = #E(Fp) > pが素数となるよ
うな楕円曲線上の点 P; Qに対して,
c0  P + d0 Q = c00  P + d00 Q (1)
を満たす c0; c00; d0; d00 (d0 6= d00)を見つけた時, 式変
形することで
Q = (c0   c00)(d00   d0) 1  P (2)
が得られるので分数部分を計算することで Q = l  P
を満たすような自然数 l を求めることができる. また,
式 (1)を満たすことを衝突という.
また効率よく計算を行うため, 任意の分割数 L に対
し, 楕円曲線上の点 Rを
R0 = a0  P + b0 Q
...
RL 1 = aL 1  P + bL 1 Q
(a0;    ;aL 1; b0;    ; bL 1 2 [0; n  1])
のように予めランダムに選ぶ. これらの点と式 (3) の
ランダムウォーク関数を用いて, 点 X=c  P + d 
Q (c; d 2 [0; n  1])に対して更新を行う.
f(X) = X +Rj where j = H(X) (3)
H(X) は分割関数といい, 点 X が与えられるとそれに
対応する [0; L   1] の値を返すものである. また, 係数
c; dに関しても式 (4)を用いて, 更新を行う.
c = c+ aj mod n; d = d+ bj mod n (4)
6 プログラムの概要
以下は今回実装した並列化されたポラード・ロー法
のプログラムの流れである.
1. 別途用意したデータファイルから楕円曲線
E(Fp) : y2 = x3 + ax + b, 及び P; Q の情報
を読み込み, メインマシン, 及び GPU 上のメモ
リに設定する.
2. M 個のスレッドに対する各点の保存用の領域を
GPU上のメモリに確保する.
3. ランダムウォーク関数に利用する楕円曲線上の
点を選び, GPU上のメモリに値を転送する.
4. M 個のスレッドに対して, それぞれ初期点を
GPU上で計算し, 設定する.
5. 計算したM 個の点を CPU 側に転送を行う. ま
た点を比較し, 衝突がなければその保存を行う.
6. 衝突が起きるまで以下の処理を繰り返す.
（a）M 個のスレッドに対し, それぞれの点をラ
ンダムウォーク関数を用いて, GPU 上で更
新する.
（b）更新された点を CPU側に転送する.
（c）転送された値を比較し, 衝突がなければ結果
を保存する.
7. 衝突した点の値をもとに, l = (c0   c00)(d00  
d0) 1 mod nを計算し, 結果を出力する.
8. 各種メモリの解放などを行い, プログラムを終了
する.
6.1 CUDAにおけるスレッド [1]
CUDAではスレッドを複数のスレッドで構成された
ブロックと複数のブロックで構成されたグリッドの階
層構造にして管理しており, 1ブロック中のスレッド数
1グリッド中のブロック数=プログラム内で動作する
全体のスレッド数となる.
6.2 データのメモリ上への配置
楕円曲線, 及びランダムウォーク関数に使用する更新
用の点に関する各種データはコンスタントメモリに収
められている. また GPUが計算した結果は GPU上の
メモリであるグローバルメモリに格納することにした.
6.3 データの比較・保存
データの比較・保存では 2分探索木を用いたリストで
値を収めている. その際, 値の比較・保存の処理をGPU
内で行うか, 更新された点のデータを転送し, CPU 側
で処理するか, どちらか選択する必要がある. そのため
GPU 内処理, 及び CPU 内処理を行うプログラムをそ
れぞれ作成し, 実験を行った. 実験結果より, 実行時間
に大幅な差が生じ, GPU 内での処理よりも CPU 内で
の処理のほうがより高速に行えることがわかった. こ
の部分は実装次第で縮まるかもしれないが今回は転送
のオーバーヘッドがかかるが CPU 側にデータを転送
し, CPU内で値の比較・保存を行うことにした.
7 計算機実験
節 7.2 以外の実験に関しては表 1 のそれぞれの楕円
曲線に対し, 節 7.1で用意した 100組の (P; Q)と自然
数 l に対して, 全ての l が求まるまでの実行時間 (s)を
10回繰り返した平均を結果としている. また分割数を
16, 分割関数を点 Xの x座標を Lで割った剰余を返す
ものとした. 各図は横軸を群位数の対数, 縦軸を実行時
間 (s)の対数としている.
表 1 実験で使用した素体 Fp 上の楕円曲線
a b p #E(Fp)
245 629 1021 1039
1055 1267 2039 2099
112 1401 4093 4211
6755 5906 8191 8311
13025 7704 16381 16603
28602 30160 32749 32941
11891 53202 65521 65557
40076 725 131071 131357
116967 161973 262139 262733
321727 465094 524287 525377
0 55735 1048573 1049791
78563 1068023 2097143 2099479
1005643 1087588 4194301 4197161
7634512 2040187 8388593 8392141
8000000 12057779 16776289 16780201
12396 12110695 33524453 33532307
34012396 54247962 66898873 66913211
74119846 104260955 134137733 134152367
527563 449600 268035461 268052791
1 414717 515870947 515911127
6892879 25478167 1052741891 1052754841
6097954 125439647 2127483707 2127517391
100000000 100971171 4290687299 4290738577
7.1 実験データの作成
テストデータの作成には別途用意したプログラムを
用いた. これは楕円曲線の係数 a; b, 素数 p, 群位数
#E(Fp)を与えると (x0; y0)を 0  x0; y0  #E(Fp)
の中から楕円曲線を満たす最初の点を順次探索し, 見
つかり次第 P = (x0; y0) とし, この点に対し, 乱数で
決定した自然数 l のスカラー倍算を行うことで, スカ
ラー倍点 Q = (x1; y1) が得られ, P; Q の問題の組一
組が用意できる. そして P = Qと再設定し, また異な
る l に対するスカラー倍算を行う. これを 100 回繰り
返し, それぞれの楕円曲線に対して一見ランダムに見え
る 100組の (P; Q)と lの問題を用意した.
7.2 各種オーバーヘッドの計測
まず最初に各種オーバーヘッドについて計測を行っ
た. 各実験はスレッドの数を 32, 64, 256, 512, 1024に
設定し, 100 回繰り返した実行時間の平均を結果とす
る. また各結果の図は横軸を群位数の対数, 縦軸を実行
時間 (ms)とする.
7.2.1 初期配置にかかる時間
楕円曲線離散対数問題で使用する各種データを GPU
のコンスタントメモリに設定するまでの時間について
実験を行い, その結果を図 1で示す.
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図 1 データの初期配置の実行時間
楕円曲線の群位数, 及びスレッド数にかかわらず概ね
0.0250.026ms程度の一定の時間がデータの初期配置
にかかることが確認できた.
7.2.2 更新にかかる時間
次に GPU 上でランダムウォーク関数を用いた点の
更新一回の実行時間について実験を行い, その結果を図
2で示す.
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図 2 更新一回にかかる時間
実験結果より 256 スレッドと 512 スレッド間, 及び
512 スレッドと 1024 スレッド間では他のスレッド間
と異なり, 時間差が大幅にあることがわかった.これは
CUDA においてはカーネルの呼び出しタイミング, す
なわちスレッドの開始は同時ではなく 1 スレッドにつ
き 1 クロックずつずれている. そのためスレッドの数
が多いほど, 全体の更新にかかる実行時間が長くなった
と考えられる.
7.2.3 データ転送にかかる時間
GPU側のグローバルメモリから CPU側のメインメ
モリへ更新した点のデータ転送にかかる時間について
実験を行い, その結果を図 3で示す.
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図 3 データ転送にかかる時間
実験結果より群位数による変化は見受けられず, ス
レッドの数で実行時間に差が出ることが確認できた.
またスレッド数が多くなる, つまり転送するデータの数
が増えると転送時間が大幅に増えていることがわかる.
7.3 スレッド数に関する実験
スレッドの数を 32, 64, 128, 256, 512, 1024 にそれ
ぞれ設定した実行結果を図 4で示す.
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図 4 スレッド数による実行時間の違い
どのスレッドも群位数が大きくなるにつれて, 実行時
間の増加率が大きくなり, 最大で 1.6倍になることが確
認できた. また, スレッドの数が大きくなると時間差は
縮まっていることがわかった. これはスレッド数が増
加すると解が求まる時間の減少率よりもデータの転送
などの各種オーバーヘッドの増加率の方が大きくなり,
全体としてあまり高速化できていないためだと考えら
れる.
7.4 ブロック数に関する実験
CUDA では, スレッドはブロックとグリッドの組み
合わせで表している.
節 7.3の実験において, 最も高速だった 1024スレッ
ドについて, 1 ブロック中のスレッド数と 1 グリッ
ド中のブロック数を 10241, 5122, 2564, 1288,
6416, 3232, 1664と設定し, 実験を行った結果を
図 5に示す.
実験結果より 1 グリッド中のブロック数を増やす代
わりに 1 ブロック中のスレッド数を減らすことで実行
時間が短くなっているが, 1664 では逆に性能が悪化
していることがわかる. そのため 1024 スレッドでは,
2564, 1288, 6416, 3232 に設定するのがよいと
思われる.
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図 5 ブロック数による実行時間の違い
7.5 最大スレッド数での実験
今回使用した GPU の最大スレッド数である 2048
スレッドについて, 10242, 5124, 2568, 12816,
6432, 3264, 16128 と設定したときの実行結果を
3232(1024)スレッドの結果とともに図示したものが
図 6である.
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図 6 スレッド数 2048の実行結果
実験結果より 1024スレッドと同様の傾向があること
がわかる. また 6432, 3264の設定が約 7.44秒で最
も高速であることがわかった.
7.6 CPUとの比較実験
CPUでポラード・ロー法を行うプログラムを作成し,
実行した結果を図 7に示す.
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図 7 CPUとの比較
実験結果より群位数が 4197161のときに 3232
(1024) スレッドが CPU を上回り始め, 268067497 で
256スレッドが実行速度で CPUを上回っていることが
確認できた. また 2048 スレッドで最大で約 2.45 倍程
度, 高速化できていることがわかった.
7.7 実行時間の割合
群位数を 4211, 4290738577に対して, スレッド数を
3232(1024)スレッドに設定したときの実行時間に対
するそれぞれの処理の割合を図 8, 9で示す.
図 8 群位数 4211の実行時間の割合
図 9 群位数 4290738577の実行時間の割合
実験結果より群位数 4211 のときには点の更新処
理が全体の約 97% を占めているのに対し, 群位数
4290738577 のときには 30% 程度で代わりに結果の
比較・保存の処理が約 70%を占めている.
8 結論
本研究ではポラード・ロー法の計算を行う GPU 用
プログラムを作成し, 実験を行った. 実験結果より 1ブ
ロック中のスレッド数と 1 グリッド中のブロック数を
6432と 3264に設定した 2048スレッドが最も高速
であり, 既存の CPU に対しても高速化できているこ
とがわかった.しかし, スレッド数が増えてくると各種
オーバーヘッドが大きくなるため, 2048 スレッドより
もスレッド数を大きくしても性能の向上は限定的にな
ると思われる. また, 同じスレッド数でもブロック数の
設定により実行時間に差が生じることがわかった.
9 今後の課題
節 7.7の実験結果より群位数が大きくなるにつれて,
計算結果の比較・保存にかかる処理が大きくなってし
まう. 現在, この部分は 2分探索木にしているが平衡に
していないため, 最悪の場合 O(n)の探索時間がかかっ
てしまう. そのため, この部分を AVL木や赤黒木など
の平衡二分木を導入し, 計算量を減らすことで高速化が
期待できる.
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