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This paper proposes a new method which is called as the Adaptive Range Particle Swarm Optimization
(ARPSO), based on the Adaptive Range Genetic Algorithm.  That is, the active search domain is
determined by using the mean and standard deviation of each design variable. In general, multi-points
methods are utilized in the field of evolutionary computation. At the initial search stage it is preferable to
explore the search domain widely, and is also preferable to explore the smaller search domain as the
search goes on. To achieve this objective, new parameter which determines the active search domain is
introduced. This new parameter gradually increases as the search goes on. Finally it is possible to shrink
the search domain. The way to determine the maximum value of this new parameter is also shown in this
paper. The optimum solution with high accuracy and a little number of function calls is obtained by
prpoposed method in compared with the original Particle Swarm Optimization. Through numerical
examples, the effectiveness and validity of proposed method are examined.
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応型遺伝的アルゴリズム （A R G A)を参考に，各設計
変数の平均・標準偏差を利用して，探索状況に応じて
探索領域が適宜変更される領域適応型Particle Swarm
















探索点d の位置 kdx と速度
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式（2）において， 1r と 2r は[0,1]の乱数である．また
1c と 2c はパラメータであり，一般には
1 2 4c c+ £ (3)
となるように， 1c と 2c は決められている．またw は慣
性項と呼ばれるパラメータであり，線形的に減少す
る． kdp は，探索点d が k 回目までの探索において，今
までで訪れた最良の解(p-bes t)を表す．一方， kgp は k
回目の探索における群れ全体の中での最良の解(g -
b e s t)を表す．式（1）,（2）を用いて探索点を更新す
るモデルは通常，g - b e s tモデルと呼ばれる．また式
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（STEP6)探索回数 kが最大探索回数以下なら 1k k= + と
してSTEP3へ戻る．そうでなければ，探索終了．
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( ) minf ®x (6)
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( ) 0jg £x 　 1,2, ,j ncon= L (8)
　上式において， x は設計変数ベクトル， ndv は設計
変数の数を表す． ( )f x は連続変数から成る最小化すべ
き目的関数であり， Lix と
U
ix は i 番目の設計変数に直接
課せられる側面制約条件の下限値と上限値である．ま





　3 . 2　探索領域の設定　初期探索（ 1k = ）のとき
は，直前の探索における情報がないため，2.2節で述
べたP S Oを適用する．これにより i 番目の設計変数の


















2 log 2 logL Ri i i i ia x am s m s- - £ £ + - (10)
　式（10）中の Lis と
R
is は左右別々に与えられる i 番
目の設計変数の標準偏差を表すが，探索領域の設定の













述において bestix とは， gp のi 番目の成分を表す．








































,2 log 2 log
L R
i i i i i newa x am s m s- - £ £ + - (13)
図3中の破線は最良値を保存することにより得られた
新しい探索領域を示してる．





















Fig.1 The active search domain of i-th design variable
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布を基調としているため， a の最小値 mina はゼロに近
い正値を選べばよいが，問題となるのは a の最大値



















i ix xe - (19)
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U L




















　つまり maxa は 1e と 2e の比率のみから決定できること
になる．そのため，設計者は具体的な 1e と 2e の値を考
えるのではなく， 2 10 1e e< £ となる比率のみを考えれ
ばよく， maxa は確定的な値として求まる．また数値実
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( ) ( ) minF f r penalty= + ´ ®x x (24)
　式（24）において penalty は，挙動制約条件の関数で
あり， r はペナルティ係数を表す． r の値は，目的関
数と挙動制約条件の値の相対的な関係に左右され，制
Fig.4 New active search domain considering the side constraint
2
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( )1 ( ) qr f= + x (26)
if   ( ) 0jg >x  then
    ( )
1




= +å x (27)
else
    0penalty =
endif






では，基本的にはA R G Aを参考としているため，探索
領域の設定や最良値の保存，側面制約条件の対処によ
る探索領域の変更は同じである．P S Oが連続変数を直




















（STEP6)探索回数 kを 1k k= + とする．各設計変数の平
均と標準偏差を求める．左右の標準偏差は同じとす
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500 500- £ £x (31)





数を要する．探索点数を2 0，最大探索回数を1 0 0と
し，初期的に以下の範囲に探索点を与えて，大域的最
適解の探索を行った．（図5右の四角の領域）
100 100- £ £x (32)
　探索領域の変更の様子の一例を図6に示す．なお図6
中において●は最良探索点を表す．また図7にA R P S O
の最良値，g-bestモデルの kgp と最良値保存モデルの gp
の目的関数値の履歴を示す．図8，9には，各モデルの
探索回数と各設計変数の標準偏差の和（A R P S O：
R L
i i is s s= + ，それ以外： 2 is ）の関係を示す．各モデ
ルの特徴を比較するため図7，8，9について考える．



























たということを意味している．これはARPSOが gp （ k





Fig.6 Change of search domain through search process
2nd iteration










































































































イヤの直径 1( )d x= ，コイルの平均直径 2( )D x= ，コイ
ルの巻数 3( )N x= であり，すべて連続変数である．最適
設計問題は次のように定式化される．
2
3 1 2( ) (2 ) minf x x x= + ®x (33)
3 4
1 2 3 1( ) 1 (71785 ) 0g x x x= - £x (34)
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3 1 2 3( ) 1 140.45 ( ) 0g x x x= - £x (36)
4 1 2( ) ( )1 .5 1 0g x x= + - £x (37)
10.05 2.00x£ £ (38)
20.25 1.30x£ £ (39)































x1 (d ) 0.053396 0.05148 0.050417 0.051466 0.051679
x 2 (D ) 0.39918 0.351661 0.321532 0.351384 0.356477
x 3 (N ) 9.1854 11.632201 13.979915 11.608659 11.299395
g 1(x ) 0.000019 -0.00208 -0.001926 -0.003336 -0.000037
g 2(x ) -0.000018 -0.00011 -0.012944 -0.00011 -0.000008
g 3(x ) -4.123832 -4.026318 -3.89943 -4.026318 -4.054976
g 4(x ) -0.698283 -0.731239 -0.752034 -0.731324 -0.727895
f (x ) 0.01273 0.012705 0.01306 0.012667 0.012661
Function Call N/A 900000 1291 N/A 5804
Averege of f (x ) N/A 0.012769 0.013436 0.012719 0.012675
Worst of f (x ) N/A 0.012822 0.01358 N/A 0.012696
Standard
Deviation of
N/A 3.9390E-05 N/A 6.4660E-05 1.1740E-05
Best solutions found
Table 4 Comparison of results
ARPSO best position
Best objective 3.50E-09 8.93E-04
Worst objective 9.83E-08 7.30E-02
Mean value of objective 2.78E-08 2.91E-02
Standard Deviation of objective 3.16E-08 2.52E-02
Average of function call 7557 14799
Table 3 Result of griewank function
ARPSO best position
Best objective -391.66166 -391.65783
Worst objective -391.6616 -390.98815
Mean value of objective -391.66165 -391.5102
Standard Deviation of objective 1.83E-05 2.00E-01
Average of function call 6879 13014














































































Fig.9 Standard deviation of design variable 2x
ARPSO best position
Best objective 2.545E-05 2.792E-05
Worst objective 2.758E-05 4.407E-03
Mean value of objective 2.593E-05 9.504E-04
Standard Deviation of objective 7.844E-07 1.282E-03
Average of function call 1488 1894
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f x x x
=
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5 5- £ £x
大域的最適解は ( )2.90354, , 2.90354 TG = - -x L であり，設
計変数の数が10のとき，













= + - ®å Õx
10 10- £ £x
大域的最適解と目的関数： (0,0, ,0)TG =x L ， ( ) 0Gf =x
本論文では 400D = とした．
Trial x 1 x 2 x 3 g 1 (x ) g 2  (x ) g 3 (x ) g 4 (x ) obj.
1 0.0516792 0.3564771 11.2993956 -0.0000374 -0.0000086 -4.0549763 -0.7278958 0.0126618
2 0.0519954 0.3641189 10.8647657 -0.0000462 -0.0000295 -4.0696722 -0.7225905 0.0126641
3 0.0520007 0.3642496 10.8581928 -0.0001074 -0.0000276 -4.0696214 -0.7224998 0.0126648
4 0.0511883 0.3447864 12.0202057 -0.0000233 -0.0000064 -4.0312974 -0.7360169 0.0126662
5 0.0522840 0.3711950 10.4843893 -0.0000062 -0.0000126 -4.0832736 -0.7176806 0.0126680
6 0.0509491 0.3391693 12.3939067 -0.0000926 -0.0000170 -4.0190010 -0.7399210 0.0126727
7 0.0508524 0.3369097 12.5485456 -0.0000393 -0.0000287 -4.0143310 -0.7414919 0.0126752
8 0.0527666 0.3831984 9.8872390 -0.0000902 -0.0000002 -4.1045623 -0.7093567 0.0126830
9 0.0528525 0.3853432 9.7858349 -0.0000198 -0.0000307 -4.1085073 -0.7078696 0.0126864
10 0.0529021 0.3865957 9.7274183 -0.0000172 -0.0000247 -4.1107290 -0.7070015 0.0126883
11 0.0503256 0.3247856 13.4354849 -0.0000406 -0.0000184 -3.9872798 -0.7499258 0.0126968
Table 5 Results through 11 trials
