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In this paper on developing shrinkage for spectral analysis of multivariate time series of
high dimensionality, we propose a new nonparametric estimator of the spectral matrix
with two appealing properties. First, compared to the traditional smoothed periodogram
our shrinkage estimator has a smaller L2 risk. Second, the proposed shrinkage estimator
is numerically more stable due to a smaller condition number. We use the concept of
‘‘Kolmogorov’’ asymptotics where simultaneously the sample size and the dimensionality
tend to infinity, to show that the smoothed periodogram is not consistent and to derive
the asymptotic properties of our regularized estimator. This estimator is shown to have
asymptoticallyminimal risk among all linear combinations of the identity and the averaged
periodogram matrix. Compared to existing work on shrinkage in the time domain, our
results show that in the frequency domain it is necessary to take the size of the smoothing
span as ‘‘effective sample size’’ into account. Furthermore, we perform extensive Monte
Carlo studies showing the overwhelming gain in terms of lower L2 risk of our shrinkage
estimator, even in situations of oversmoothing the periodogramby using a large smoothing
span.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Spectral analysis is a method that is common to all scientists and most practitioners that work on time series. The
spectrum of a stationary stochastic process is the Fourier transform of its autocovariance function. There are many ways
to estimate the spectrum. The standard nonparametric approach is to smooth the periodogram, which is the square of
the discrete Fourier transform of the data, around a frequency ω to obtain a local estimator of the spectrum. It is most
efficient to use a kernel function for smoothing, but already a local average of the periodogram guarantees consistency
and asymptotic unbiasedness. This is treated extensively in standard books on time series analysis, such as [1–3] or [4].
In a quite straightforward way, most existing smoothing methods can be generalized to multivariate time series. This
paper is concerned with improving upon the smoothed periodogram as an estimator for the multivariate spectrum using
regularization, i.e. shrinkage, techniques.
Estimation in the case of a p-variate time series suffers from a drawback that does not have an analogue in the univariate
case: the result may have a bad condition number. The classical estimator at frequency ω is obtained by averaging the p× p
periodogram matrices at the m Fourier frequencies nearest to ω; each of the m periodogram matrices is singular, see (4).
The condition number of this estimator, defined as the ratio lmax/lmin of its largest to its smallest eigenvalue, depends not
only on the condition number of the true spectrum; it is also influenced by the smoothing spanm. The condition number is
higher for the averaged periodogram than for the spectrum, this effect becoming negligible only ifm p.
∗ Corresponding author.
E-mail addresses: h.boehm@hboehm.de (H. Böhm), rainer.vonsachs@uclouvain.be (R. von Sachs).
0047-259X/$ – see front matter© 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2008.09.009
914 H. Böhm, R. von Sachs / Journal of Multivariate Analysis 100 (2009) 913–935
In practice, it will only seldom be the case that we have enough data to ignore this effect. In many applications, a bad
condition number of the estimator can have severe consequences. For instance, in [5], the authors use the Kullback–Leibler
discrimination information [6] as a measure of disparity between several estimated multivariate spectra. Computing the
Kullback–Leibler discrimination information, however, does involve inverting the estimate of one of the spectra, resulting
in possibly high inaccuracy due to a bad condition number of the estimated spectrum. Moreover, poor estimators can lead
to unacceptably large rates of misclassification.
In many fields of application, including economic panel data [7,8], but also genetic engineering or neuropsychology, the
dimension of the data may match or even exceed the sample size; in the latter case, the smoothed periodogram is even
singular.
In [9] finally, the authors search for the optimal partitioning of a multivariate time series into segments of approximate
stationarity using a singular value decomposition of the estimated spectrum. It is a well-known (but in practice often
neglected) phenomenon that, in the process of estimation, the dispersion of the sample eigenvalues is systematically larger
than the dispersion of the population eigenvalues: the larger eigenvalues are biased upwards, the smaller downwards [10].
Thus, estimation can be improved by shrinking the eigenvalues towards one another.
There is indeed a large literature, e.g. [11], showing that in the situation of a high-dimensional target, the quality of an
estimator can be improved by shrinkage not only numerically but even on the level of some theoretical criterion, such as the
mean-squared error. However, to the best of our knowledge, virtually all the literature is concentrated on the time domain of
iid data, for whichwe like to cite approaches based on a decision theoretic background [12], or quite differently, on ‘‘double’’
or Kolmogorov asymptotics [13] where simultaneously the sample size T and the dimensionality p tend to infinity.
In this paper, we address the problem of shrinkage in the frequency domain of multivariate time series. We will show
that simply choosing the smoothing span of a conventional smoother, a periodogram matrix averaged over frequency, is
not an optimal solution to the problem. On the one hand, using the methods we will develop in this paper, even a strongly
oversmoothed estimator can still be improved upon in terms of its L2 risk. On the other hand we will show by the use of
‘‘double asymptotics’’, which is the proper theoretical framework to address the problem, that the conventional smoothed
periodogram is not merely suboptimal, but not even mean-square consistent.
For reasons of notational simplicity, in this work, we consider as simplest smoothing method the averaged periodogram
although our results can be shown to carry directly over to the more frequently used kernel smoothers. For our proposed
shrinkage estimator we follow a linear approach that combines the averaged periodogram fˆ 0T (ω) at frequency ω ∈ (0, 2pi ]
with the identity matrix Id, using scalar weights rT (ω) and sT (ω):
fˆT (ω) := rT (ω) Id+sT (ω)fˆ 0T (ω).
To take on the aforementioned idea of reducing the dispersion of the eigenvalues of fˆ 0T (ω), the factors rT and sT are chosen
such that the sample eigenvalues are shrunk towards each other linearly. The amount of shrinkage is determined by a data
driven approach that has a double asymptotic background. The resulting estimator has two appealing properties: Quite
obviously it has a better condition number than the averaged periodogram, but also, and as the main result of our paper, we
show that even in the asymptotic limit of both dimensionality and length of the time series tending to infinity, the shrinkage
estimator has a strictly smaller mean-squared error than the averaged periodogram.
The approach of double asymptotics has been inspired by the work of [13], where such a framework is developed to
estimate a covariance matrix based on a sample of iid data. While some of those techniques can be extended to work for
non-iid data, here we face an essentially different problem: we have to develop a pointwise curve estimator fˆT (ω), which
can be seen as a kind of localization of the concept of shrinkage. Compared to existingwork on shrinkage in the time domain,
we show that in the frequency domain it is necessary to take the size of the smoothing spanm as ‘‘effective or local sample
size’’ into account.
In classical asymptotic theory of frequency domain time series analysis, the smoothing span m is a function mT of the
length of the time series T that is assumed to converge to infinity, but less fast than T . In our approach, we let the dimension
p grow with T , too, and the challenge is to balance the three parameters T ,mT and pT . We show that in contrast to existing
theory in the time domain of iid data [13] where pT = O(T ), the right normalization in our nonparametric curve estimation
context will be pT = O(mT ). As a consequence, for example for estimation of spectra with local structure such as peaks,
already for comparatively small dimension, in the order of p = 10 say, shrinkage becomes necessary in practice to avoid
oversmoothing as a ‘‘naive’’ remedy to prevent a possibly bad condition number of the smoothed periodogram matrix.
It may seem unnatural to some readers to let the dimension pT grow with the sample size, but this is not only an
indispensable tool for theory, but may as well describe what happens in practice. If you think, e.g., of a panel of economic
data, it is likely that not only more and more observations are made, but also that new variables are added over time [8].
In neuropsychology, when analysing EEG data [9], not only the observation period can be extended, but also the number of
channels that are analysed may be increased to better capture localized features of the signal once sufficient observations
are available. Finally, in the build-up of a monitoring system for a nuclear test ban treaty, more data may be available as
more and more institutions and governments open their seismological databases [14].
The remainder of the paper is organized as follows. In Section 2 we present our theoretical results outlined above, and
construct a data driven spectral shrinkage estimator (DDSSE). Here we show our main result that even in the asymptotic
limit, our DDSSE strictly improves the L2-distance to the spectrum, compared to the averaged periodogram. A series of
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extensive simulation studies, presented in the following section, shows the superior performance of the DDSSE also for finite
sample sizes. We compare the DDSSE with both the unshrunk averaged periodogram and a benchmark shrinkage estimator
that is optimal in a certain sense, but only available if the true spectrum is known.Wewill see that, even for very small sample
size, the improvement by our new, data driven estimator is overwhelming; using the background information needed for
the benchmark estimator improves it only slightly more. Section 4 discusses both the theoretical and simulation results,
links our work to existing approaches for iid data, and discusses the remaining problems and challenges for future research.
Furthermore, there are two appendices. The first gives the proofs for the results of Section 2, the second gives asymptotic
properties of discrete Fourier transforms of random data under Kolmogorov asymptotics as well as some probabilistic
lemmata, both of which are needed for the proofs.
2. Theoretical results
2.1. Introduction to spectral analysis of multivariate stationary time series
We assume that we observe a realization (Xt)Tt=1 of a p-dimensional, stationary, real-valued, zero-mean, Gaussian time
series (Xt). We aim at estimating the p× p spectral density matrix
g(ω) = 1
2pi
∑
u∈Z
Cov(Xt , Xt+u) exp(−iωu), ω ∈ (0, 2pi). (1)
The most common nonparametric estimators of (1) are based on the periodogram. If we denote by
dT (ω) = 1√
2piT
T∑
t=1
Xt exp(−iωt), ω ∈ (0, 2pi) (2)
the vector-valued discrete Fourier transformation of the realization (Xt)Tt=1, then the p× p periodogram matrix is defined as
IT (ω) := dT (ω)d∗T (ω) (3)
where ∗means conjugate complex transpose. Furthermore,wewill denote conjugate complex (for a scalar value) by overline.
The periodogram is not a consistent estimator of the spectrum (1), and it is only asymptotically unbiased. Moreover, for
p > 1, the periodogram is a singular matrix: if dT (ω) = (d1(ω), . . . , dp(ω))′, then (3) can be expressed as
IT (ω) =
d1(ω)
d1(ω)...
dp(ω)
 · · · dp(ω)
d1(ω)...
dp(ω)

 (4)
and thus has almost surely rank 1. If the periodogram is smoothed over frequency, the estimators derived this way are
consistent under a classical asymptotical framework.
In our paper, wewill restrict ourselves to the simplest form of smoothing, the averaged periodogramwith smoothing span
mT :
fˆ 0T (ω) :=
1
mT
(mT−1)/2∑
k=−(mT−1)/2
IT (ω + ωk) (5)
where ωk denotes the Fourier frequency 2pik/T .
In the classical context of fixed dimension p, the conditionsmT/T → 0 andmT →∞ as T →∞ guarantee consistency
and asymptotic unbiasedness of fˆ 0T (ω)when estimating the spectrum g(ω) at a fixed frequency ω ∈ (0, 2pi). With
fT (ω) := Efˆ 0T (ω) (6)
denoting the expected averaged periodogram, regularity conditions on the spectrum g such as our Assumption 2, imply that,
elementwise for each element of the matrices hereunder,
fT (ω)− g(ω) = o (1)
sufficiently fast ([1]). We will show that this bias remains negligible also in the appropriate norm of our general,
i.e. Kolmogorov asymptotics, see (10) in Proposition 1. This allows us in the following derivations of our asymptotically
optimal shrinkage estimator to first concentrate on estimating fT (ω) in order to derive final results on asymptotically optimal
estimation of g(ω).
2.2. Basic concepts and definitions
The aimof our paper is to find an estimator of themultivariate spectrum that has smaller deviation from the true spectrum
and better condition number than the averaged periodogram. We measure the deviation of our estimators from the true
spectrum in terms of the Frobenius or Hilbert–Schmidt risk.
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Fig. 1. Eigenvalues of the spectrum of a p-variate White Noise process for different smoothing spans m and different p. Average over M = 10,000
simulations. The solid line shows the median, the dashed lines mark its empirical pointwise 95% confidence bounds.
We will first introduce some notation and give some definitions. The loss of an estimator fˆ (ω) of the spectrum g(ω) at
frequency ω,
L(fˆ (ω), g(ω)) := ‖fˆ (ω)− g(ω)‖2
and its risk
R(fˆ (ω), g(ω)) := E‖fˆ (ω)− g(ω)‖2
are measured in terms of a normalized Hilbert–Schmidt (HS) norm
‖A‖2 := 1
p
tr(AA∗) = 1
p
p∑
i,j=1
|aij|2. (7)
The normalization by the dimension p enables us to set up a double asymptotic framework where the dimension p and the
smoothing span m are both functions of the length T of the time series. See Section 2 for a more detailed motivation and
treatment of this. Associated to the normalized HS norm is a scalar product
〈A, B〉 := 1
p
tr(AB∗). (8)
The enhanced estimator is chosen from the class of linear combinations of the averaged periodogram at frequencyω and
the identity matrix:
fˆT (ω) := rT (ω) Id+sT (ω)fˆ 0T (ω). (9)
The reason to choose this class is best understood when we paraphrase the problem in terms of the singular value
decomposition of the averaged periodogram. Fig. 1 shows the distribution of the sample eigenvalues at frequencypi/2 of the
averaged periodogram, based on a Monte Carlo simulation (10,000 runs). The underlying model is a p = 100 dimensional
multivariatewhite noise process of length T = 100,000with innovations∼N (0, 2pi Id100). The four plots refer to smoothing
spans of m = 50, 100, 200 and 500. Due to the the Gaussian iid structure of the time series, the smoothed periodogram is
an unbiased estimator of the spectrum here [3]. This does, on the other hand, not imply that the estimated eigenvalues of
the spectral matrix are unbiased: The true spectrum here is, independent of frequency, the identity
g(ω) ≡ Id .
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Thus all true eigenvalues are equal to 1. However, we see in the different subplots of Fig. 1 that the sample eigenvalues
are strongly biased – the larger ones upwards, the smaller ones downwards – and that this bias grows with the ratio p/m.
This bias is inherent to the method of the Singular Value Decomposition, which rotates a given matrix in such a way that
the diagonal elements of the rotated matrix have maximum dispersion. It depends on two factors only: the ratio p/m and
the true eigenvalues. For true models which are as simple as this Gaussian IID model, there are theoretical results on the
distribution of the sample eigenvalues that extend theMarčenko–Pastur law [15]. The distribution of the sample eigenvalues
for a multivariate normal distribution with true covariance matrix = Id is given in [16]. A short overview can be found in
[17]. However, there is no result that is general enough to replace the approach of linear shrinkage in this paper.
Wewill from now on speak of the ‘estimation bias’ whenwemean the bias that is introduced by estimating the spectrum
by the smoothed periodogram. It originates from the biasedness of the periodogram and from smoothing. We will speak of
the ‘sampling bias’ when we mean the biasedness of the sample eigenvalues with respect to the true eigenvalues of the
spectrum. We have seen that, even when there is no estimation bias, there may still be a large sampling bias, because
the latter depends on the ratio p/m. What our method does is to correct the sampling bias at the price of increasing the
estimation bias. In Fig. 1 we see that the shift in the eigenvalues due to estimation is not linear, but may be reasonably
well approximated by a linear function. Choosing the appropriate weights in (9), we linearly shrink the eigenvalues back
towards one another. The reasons to prefer a linear shrinkage to a nonlinear are: First, even in the much simpler case of iid
data, no general results on the distribution function of the sample eigenvalues are available [10], so it would be technically
difficult to prove optimality properties for a nonlinear shrinkage procedure. Then, we see in Fig. 1 that a linear function is a
fairly good approximation of the distortion in the eigenvalues. We choose the identity matrix as a shrinkage target for two
reasons. First because it has the best possible condition number. Second, in the absence of any model structure for our time
series, there is no other ‘natural’ candidate.
It is evident from (9) that the proposed shrinkage estimator will never be worse conditioned than the averaged
periodogram. The price of this is that we increase estimation bias. However, we will see that the obtained estimator is
the linear combination that balances the bias-variance decomposition perfectly, thus at the same timeminimizing L2 risk in
the class of linear shrinkage estimators (9).
2.3. Kolmogorov asymptotic framework
A proper theoretical framework is essential when looking for the optimal weights in (9). Under classical asymptotics, the
sampling bias vanishes, which corresponds to consistency of the averaged periodogram. This is of no use for choosing the
weights rT (ω), sT (ω). Instead, we set up a double asymptotic framework where both the smoothing span m = mT and the
dimension p = pT are allowed to grow with the length of the time series T . With this our estimand, the spectral matrix,
becomes dependent on T , too, i.e. g(ω) = gT (ω). We impose the following assumption.
Assumption 1. (1) We assume that there exists a constant K1 such that
pT
mT
≤ K1 ∀ T ∈ N.
(2) We assume that pT ∼ mT , that is, there exist constants 0 < K0 ≤ K1 <∞ such that
K0 ≤ pTmT ≤ K1 ∀ T ∈ N.
Assumption 1(1) allows for the classical asymptotic framework, pT/mT → 0, in which the averaged periodogram is
consistent, as a special case. But in general, i.e. in particular when pT ∼ mT , the averaged periodogramwill not be consistent
under Kolmogorov asymptotics, as shown in Theorem 2, under Assumption 1(2). Our second andmain result of this paper is
that in Theorem 6, again under Assumption 1(2), we will show that our constructed shrinkage estimator has asymptotically
strictly smaller risk than fˆ 0T (ω).We refer the reader to the discussion following Theorem2 formore insights into these double
asymptotic behavior.
The following two assumptions are needed to control our estimation bias.
Assumption 2. The real and imaginary parts of all components of the true spectrum g(ω) are twice continuously
differentiable.
We note that demanding that the second derivatives exist and are continuous is a sufficient condition that allows us to
keep the proofs of our results simple.
Assumption 3. The product of the smoothing span and the square root of the dimension grows slower than the sample
size T :√
pTmT
T
→ 0.
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In a classical asymptotic framework, asymptotic unbiasedness of the averaged periodogram, i.e. fT (ω) → g(ω), is
guaranteed by mT/T → 0 [1]. As can be seen from the proof of the following proposition, in our double asymptotic
framework, we need Assumption 3 in addition, as the number of remainder terms in ‖fT (ω)− gT (ω)‖2 grows dynamically
with T at a rate pT .
Proposition 1. Under Assumptions 2 and 3,
R(fT (ω), gT (ω)) = ‖fT (ω)− gT (ω)‖2 = O
(
pT
m2T
T 2
)
= o(1), ∀ ω ∈ (0, 2pi). (10)
Wemust, furthermore, guarantee that when increasing the dimension pT , the overall energy in the sample does not grow
too fast. We will do this by an appropriate moment condition in the frequency domain the form of which we will motivate
now. First of all, in order to ensure comparability over spectra of different dimension, we have introduced a normalization
in the norm (7). Second, a convenient formulation for our bound on moments will be based on the use of the basis defined
by the eigenvectors of the true spectrum. Let
ΓT (ω)ΛT (ω)Γ
∗
T (ω)
be the eigendecomposition of the true spectrum gT (ω) at frequency ω, the eigenvalues λ(·) in ΛT (ω) ordered from the
biggest to the smallest, the eigenvectors in ΓT (ω) normalized. We rotate the vector of the discrete Fourier transform to the
eigensystem spanned by ΓT (ω), defining
yT (ω) := Γ ∗T (ω)dT (ω) (11)
to be the rotated Fourier transform. This rotation is useful because the essential features of the cross-dimensional
intercorrelation structure of the DFT and the periodogram are, asymptotically, captured in the eigenbasisΓT (ω). Making use
of this, we can control both the total variance and the amount of dependence with the help of a single tool. As multiplying
byΓT (ω) is an orthonormal transformation, the sum of the diagonal of both spectrum and estimate is preservedwhen doing
so, i.e.
pT∑
i=1
g(ii)T (ω) =
pT∑
i=1
λ
(ii)
T (ω)
and
pT∑
i=1
I(ii)T (ω) =
pT∑
i=1
|y(i)T (ω)|2.
The challenge of the technique to use in our proofs on ‘‘double’’ (or Kolmogorov) asymptotics is the following. Obviouslywith
the dimensionality p = pT to be allowed to tend to infinity with T →∞we need some conditions on the underlying time
series to be able to place ourselves into a meaningful framework. We chose to work in a framework where the Frobenius
(or Hilbert–Schmidt) norm of the pT × pT identity matrix remains bounded. Hence we normalize the Frobenius norm by
the dimensionality. As a consequence we want both our estimators and our target, the spectral matrix, to remain bounded
in this normalized norm for T → ∞. Quite naturally this entails the need of conditions on the correlation structure of
the stationary time series (bounded sums of higher-order covariances and cross-covariances) which we prefer to give, as
aforementioned, by a convenient sufficient condition in the frequency domain.
Assumption 4. There exists a constant K2 such that for all ω and T ,
pT∑
i=1
1
pT
E|y(i)T (ω)|8 ≤ K2.
This assumption leads in particular to the boundedness of ‖fT (ω)‖2 uniformly overω. It is convenient for two reasons—it
allows for direct control of the off-diagonal contribution in the occurring spectral matrices, and it avoids to put an explicit
bound on the norm ‖fT (ω)2‖2 which typically occurs as nuisance in the variance of our spectral estimator: we recall that
asymptotically the variance of a periodogram-based estimator is proportional to the square of the target (the spectrum)
itself, as it is a highly heteroskedastic nonparametric curve estimation problem. Although its control is fully understood in
a classical multivariate framework, to the best of our knowledge this work is the first to contribute a rigorous development
under double asymptotics. Imposing restrictions on the average eighthmoment of the ys is more than imposing restrictions
on the average eighth moment of the DFT. The ys take into account not only the overall variance on the diagonal of the
periodogram matrix, but also the intercorrelation structure between the dimensions. Thus, imposing Assumption 4, we
control the whole stochastic structure of the periodogram over frequency and dimension.
2.4. The oracle
We now have the prerequisites to construct a shrinkage estimator with better risk than the averaged periodogram.
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We will first derive a benchmark estimator that depends on some functions of the true spectrum. This benchmark is
shown to have asymptotically minimal risk. We refer to it as the oracle, as it cannot be derived from the data alone.
First we define
µT (ω) := 〈fT (ω), Id〉. (12)
This is a scale parameter, as 〈fT (ω), Id〉 = 1pT
∑pT
i=1 f
(ii)
T (ω). The optimal shrinkage parameters can now be derived by a very
simple geometric argument.
fT (ω), fˆ 0T (ω) and identity matrix are all entities in the Hilbert space of Hermitian p-dimensional random matrices with
finite HS norm. The optimal shrinkage at frequency ω is the projection of fT (ω) to the line spanned by the properly scaled
identity matrix µT (ω) Id and the averaged periodogram fˆ 0T (ω). To derive an algebraic expression for this, we first calculate
the side lengths of the right-angled triangle spanned by µT (ω) Id, fˆ 0T (ω) and fT (ω) as
α2T (ω) := ‖fT (ω)− µT (ω) Id‖2 (13)
β2T (ω) := E
∥∥∥fT (ω)− fˆ 0T (ω)∥∥∥2 (14)
δ2T (ω) := E
∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2 . (15)
The parameters (13)–(15) follow a pythagorean relationship
α2T (ω)+ β2T (ω) = δ2T (ω), (16)
This yields the first theorem of this paper.
Theorem 1. For given T and ω ∈ (0, 2pi), the minimizer ϕˆ∗T (ω) of the risk
‖ϕT (ω)− fT (ω)‖2 = min! (17)
among all linear combinations ϕT (ω) of the identity matrix and the averaged periodogram, i.e.
ϕT (ω) = rT (ω) Id+sT (ω)fˆ 0T (ω), (18)
is given by
ϕˆ∗T (ω) :=
β2T (ω)
δ2T (ω)
µT (ω) Id+α
2
T (ω)
δ2T (ω)
fˆ 0T (ω), (19)
i.e. by the choice of
rT (ω) = β
2
T (ω)
δ2T (ω)
µT (ω), and sT (ω) = α
2
T (ω)
δ2T (ω)
.
We refer to this estimator ϕˆ∗T (ω) as to the oracle, as it requires four functions of the expected averaged periodogram to
be known. Note that the solution ϕˆ∗T (ω) in the class of all linear combinations of the averaged periodogram fˆ
0
T (ω) and
the identity matrix Id is of the form of a convex combination of fˆ 0T (ω) and the scaled µT (ω) Id, due to the pythagorean
relationship (16).
The proof of this theorem, and of all following results in this chapter, can be found in Appendix A.
For this first shrinkage estimator to be well behaved under Kolmogorov asymptotics, it is necessary to control the
asymptotic behavior of the four functionsµT (ω), α2T (ω), β
2
T (ω) and δ
2
T (ω). This is accomplished, under the Assumptions 1(1)
and 4, by the following lemma.
Lemma 1. As T →∞, all four functions µT (ω), α2T (ω), β2T (ω) and δ2T (ω) remain bounded.
The next important result that we show is the asymptotic behavior of the averaged periodogram under Kolmogorov
asymptotics.
Theorem 2.
lim
T→∞ E
∥∥∥fˆ 0T (ω)− fT (ω)∥∥∥2 − pTmT µ2T (ω) = 0. (20)
This result is essential. We see immediately that, under a Kolmogorov asymptotic framework, the averaged periodogram
is no longer necessarily consistent. This is the most essential feature of the Kolmogorov framework: by increasing the
dimension with the sample size, the asymptotic risk of different estimators can be compared, whereas under the classical
framework, the possibly bad finite sample size properties of these estimators are hidden by the fact that they are consistent.
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The conditions under which fˆ 0T (ω) remains consistent in the more general framework are either if
pT
mT
→ 0, which is a
special case including the classical framework, orwhenµT (ω)→ 0. The lattermeans that, asymptotically, the total variance
of the periodogram becomes negligible with respect to the dimension pT , as the variance of the periodogram is determined
by the trace of the spectrum. As this is an unnatural degenerated case, from now on we will exclude this possibility by the
following assumption.
Assumption 5. There exists a positive constant K3 such that for all ω and T ,
µT (ω) ≥ K3.
Summarizing we conclude from Theorem 2 that for all ω ∈ (0, 2pi)
lim
T→∞β
2
T (ω) = limT→∞ E
∥∥∥fˆ 0T (ω)− fT (ω)∥∥∥2 ≥ c0 := K0 K 23 , (21)
and we will now compare this risk with the risk of our oracle estimator ϕˆ∗T (ω) defined by (19) which is, due to construction,
minimal amongst all estimators of the type (9).
Now, this minimal risk estimator in the class of linear shrinkage estimators (9) could be the averaged periodogram itself,
the oracle not providing a real improvement. The following theorem shows that this is not the case.
Theorem 3. The risk of the oracle with respect to the expected averaged periodogram is given by
E
∥∥ϕˆ∗T (ω)− fT (ω)∥∥2 = α2T (ω)β2T (ω)
δ2T (ω)
∀ ω ∈ (0, 2pi).
As the risk of fˆ 0T (ω) is β
2
T (ω), this means that
R(ϕˆ∗T (ω), fT (ω)) =
α2T (ω)
δ2T (ω)
R(fˆ 0T (ω), fT (ω)) ∀ ω ∈ (0, 2pi).
However, as the pythagorean relationship (16) holds true, under Assumption 5,
α2T (ω)
δ2T (ω)
< 1 ∀ ω ∈ (0, 2pi), (22)
and so the oracle has strictly smaller risk than fˆ 0T (ω).
More importantly, the strict inequality (22) continues to hold in the limit T → ∞, for which we continue to assume
Assumtions 1(2) and 5.
Theorem 4.
lim
T→∞R(ϕˆ
∗
T (ω), fT (ω)) < limT→∞R(fˆ
0
T (ω), fT (ω)) ∀ ω ∈ (0, 2pi).
Asymptotically, the oracle constitutes the minimal risk estimator of the spectrum gT (ω), too, due to our Proposition 1.
That is, we get an oracle result also for the riskR(ϕˆ∗T (ω), gT (ω)).
Proposition 2.
lim
T→∞R(ϕˆ
∗
T (ω), gT (ω)) < limT→∞R(fˆ
0
T (ω), gT (ω)).
2.5. Data driven shrinkage estimation
Our next and final step is to derive an estimator that no longer requires knowledge of functional parameters of the true
spectrum. This is done by estimating the parameters in (12)–(15) and plugging in the estimators in (19). The traceµT (ω) of
fT (ω), is estimated by the trace of the averaged periodogram:
µˆT (ω) := 〈fˆ 0T (ω), Id〉. (23)
Likewise, the estimator of δ2T (ω) is a sample version of δ
2
T (ω), derived by omitting the expected value:
δˆ2T (ω) :=
∥∥∥fˆ 0T (ω)− µˆT (ω) Id∥∥∥2 . (24)
We cannot, however, derive estimators of α2T (ω) and β
2
T (ω) in an as straightforward way. β
2
T (ω) is the local variance of
the averaged periodogram at frequency ω. It can be estimated by some kind of sample variance, where the data are only
asymptotically uncorrelated and only have approximately identical first and second moments. We neglect the deviation
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from iid and construct this estimator of β2T (ω) as follows:
β¯2T (ω) :=
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω + ωk)− fˆ 0T (ω)∥∥∥2 .
Wemust ensure that our estimator of β2T (ω) is not greater than δˆ
2
T (ω), thus we define
βˆ2T (ω) := min(β¯2T (ω), δˆ2T (ω)). (25)
Finally, we use the Pythagorean relationship α2T (ω)+ β2T (ω) = δ2T (ω) and estimate α2T (ω) by
αˆ2T (ω) := δˆ2T (ω)− βˆ2T (ω). (26)
These estimators are consistent under the double asymptotic framework, which is ensured by the following lemma.
Lemma 2. If Assumptions 1 and 4 hold true, then we have, for any ω and for T →∞
E(µˆT (ω)− µT (ω))4 → 0
E(αˆ2T (ω)− α2T (ω))2 → 0
E(βˆ2T (ω)− β2T (ω))2 → 0
E(δˆ2T (ω)− δ2T (ω))2 → 0.
Lemma 2 permits us to construct a data driven spectral shrinkage estimator (DDSSE), which requires no background
knowledge of the true spectrum. It is derived by simply plugging in the estimators (23)–(26) for their estimands in the
definition of the oracle (19):
fˆ ∗T (ω) :=
βˆ2T (ω)
δˆ2T (ω)
µˆT (ω) Id+ αˆ
2
T (ω)
δˆ2T (ω)
fˆ 0T (ω). (27)
We will finally derive the central result of this paper which states that the DDSSE fˆ ∗T (ω) is an estimator for the
multivariate spectrum gT (ω) with asymptotically minimal risk among all estimators which are linear combinations of
averaged periodogram and the identity matrix.
We accomplish this by showing that the difference between the DDSSE and the oracle vanishes.
Theorem 5. fˆ ∗T (ω) is a mean-square consistent estimator of ϕˆ
∗
T (ω), i.e.
E
∥∥∥fˆ ∗T (ω)− ϕˆ∗T (ω)∥∥∥2 → 0 ∀ ω ∈ (0, 2pi).
As a result, the risk of the DDSSE is, in the limit, the same as the risk of the oracle:
E
∥∥∥fˆ ∗T (ω)− fT (ω)∥∥∥2 − E ∥∥ϕˆ∗T (ω)− fT (ω)∥∥2 → 0 ∀ ω ∈ (0, 2pi).
As an immediate consequence of this theorem, saying that
lim
T→∞R(fˆ
∗
T (ω), fT (ω)) = limT→∞R(ϕˆ
∗
T (ω), fT (ω)),
we can transfer the central result of the oracle estimator ϕˆ∗T (ω) of Proposition 2 to give our final and main theorem.
Theorem 6. Under Assumptions 1(2) through 5,
lim
T→∞R(fˆ
∗
T (ω), gT (ω)) < limT→∞R(fˆ
0
T (ω), gT (ω)) ∀ ω ∈ (0, 2pi).
The importance of this last and main theorem lies in the fact that asymptotically our final data-driven estimator fˆ ∗T (ω)
improves the conventional averaged periodogram estimator of the spectrum gT (ω) in terms of the mean-squared error
risk, and this improvement does not vanish asymptotically under double, i.e. Kolmogorov, asymptotics. We also recall that
all the limits T → ∞ include pT → ∞, and mT → ∞ with the ratio pT/mT approaching a finite, nonzero constant by
Assumption 1(2).
In the following empirical section we will see that the DDSSE performs extremely well even for very small datasets.
3. Monte Carlo results
How does the DDSSE perform in practice? If we have a finite time series, is it justified to rely on the DDSSE rather than on
a conventional estimator of the spectrum? A comprehensive Monte Carlo study we have run shows that we should indeed
use the DDSSE, even for very short multidimensional time series.
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Fig. 2. Median of eigenvalues for different dimensionality: on the left pT = 10, on the right pT = 100. Based on an MC simulation (10,000 runs).
3.1. Setup
The simulations aim at comparing the DDSSE with the averaged periodogram, upon which we want to improve, on the
one hand, and on the other handwith the oracle, whichwe have used in theory as a benchmark. For each of these estimators,
we compute risk, bias and variance.
We have chosen a number of five-dimensional time series of different lengths. To examine the influence of the condition
number of the true spectrum, we use T = 128. To examine the influence of the smoothing span, we have also simulated
longer time series. The product mTpT can be seen as a measure of distance from ‘infinity’ under double asymptotics.
Analogously to the classical framework, increasing the smoothing span enhances precision. Moreover increasing pT for
fixed ratio pT/mT means that the confidence intervals for the eigenvalues become smaller, improving the precision of the
estimators µˆT (ω), αˆ2T (ω), βˆ
2
T (ω) and δˆ
2
T (ω). Fig. 2 illustrates this effect.
The underlying process is a vector-valued MA(2) with normal innovations:
Xt = θ0et + θ1et−1 + θ2et−2, et ∼ N (0, Id5). (28)
The coefficients θ are chosen differently to enable different condition numbers c. We give as an example the coefficients for
condition number c = 100.
θ0 = (1.4072 1.2207 1 .7141 .1407) Id (29)
θ1 = (.3391 .2941 .2409 .1721 .0339) Id (30)
θ2 = −(.7750 .6723 .5508 .3933 .0775) Id . (31)
The spectrum of the process (28) is a diagonal matrix function with condition number, at each frequency, equal to c.
Moreover, for any frequency ω, the eigenvalues of the true spectrum are equidistantly apart in our setup:
λ1(ω)− λ2(ω) = λ2(ω)− λ3(ω) = · · · = λ4(ω)− λ5(ω).
The reason for choosing this MA(2) model with a comparatively smooth spectrum is that in this case, compared to
a spectrum with a high dynamic range, it is more difficult for the shrinkage estimator to improve upon the averaged
periodogram. The less spiky the spectrum, the longer the smoothing span can be chosen when using the averaged
periodogram, and thus the smaller the ratio pT/mT . This in turn means that there is less need to shrink. On the other hand, a
spiky AR(p)-process would call for a very small smoothing span, so the condition number of the estimator would be worse
and could more easily be improved upon by shrinkage. This is what simulations not reported in the paper do also confirm.
A picture of the spectrum is given in Fig. 3. It may seem unintuitive that the cross-spectra are set to zero; yet this may
be done without loss of generality. The results of the algorithms only depend on the true eigenvalues of the spectrum; it
makes no difference in which basis the data are represented as the knowledge of a diagonal spectrum is not used in the
algorithm. For example, the parameters rT (ω), sT (ω) for the DDSSE depend on scalar products only, which are invariant to
orthonormal rotations.
3.2. Influence of the condition number
We will first study the influence of the condition number of the true spectrum on the risk, bias and variance of the
estimators fˆ 0T (ω)(averaged periodogram), fˆ
∗
T (ω)(DDSSE), ϕˆ
∗
T (ω)(oracle). We choose a smoothing span of m = 7, which is
H. Böhm, R. von Sachs / Journal of Multivariate Analysis 100 (2009) 913–935 923
Fig. 3. The spectrum (solid lines) and the averaged periodogram (dotted lines)with smoothing spanmT = 9 of the five-dimensional process. The condition
number is c = 10 here, the underlying time series has length T = 128. The real components are in black, the imaginary components in blue. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. MISE as a function of condition number for the averaged periodogram, DDSSE and oracle.
very small compared to the dimension p = 5, and the smallest possible without running into numerical problems. We
vary the condition number c from 1 to 109. We expect that our DDSSE performs best for small condition number, as the
sampling bias is maximal in this case [10], so we are interested in its asymptotic behavior for c → ∞. We present the
results graphically in Fig. 4; for c = 10, we also give a graphical representation in Fig. 5, which shows that variance, squared
bias and risk are proportional to the energy in the spectrum at the respective frequency.
The results of the simulations show that the DDSSE does indeed perform remarkably better than the averaged
periodogram. We first discuss the results given in Fig. 4. For condition number greater than or equal to 10, the risk of
the DDSSE is approximately half as big as the risk of the averaged periodogram. The improvement is slightly better for
c = 10, then converges quickly to its limit, which seems already obtained at c = 100. Moreover, the oracle, which is our
benchmark here, performs better than the DDSSE, as expected, and has asymptotic risk approximately equal to 37% of the
averaged periodogram. We expected the oracle, which uses background knowledge of the true spectrum, to perform better
than the DDSSE. Yet, the improvement in terms of the risk that the oracle offers over the DDSSE is clearly smaller than the
improvement in terms of the risk that the DDSSE offers over the averaged periodogram.
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Fig. 5. Risk, squared bias and variance as a function of frequency.
Fig. 6. MISE as a function of smoothing span, for a time series of length T = 128.
The case c = 1 is distinct. We see that here the improvement by both the DDSSE and the oracle is huge, the risk of
the latter being only 0.5% of the risk of the averaged periodogram. This is however an artifact: for c = 1, the spectrum is
just a multiple of the identity matrix. Thus, shrinking in this case can be seen as a special, parametric case of the otherwise
nonparametric shrinking procedure, resulting in an abnormally huge improvement. Next, we look at Fig. 5, which shows on
the one hand the bias-variance decomposition of the estimators, on the other hand their dependency on the frequency, for
c = 10. The latter shows the same shape as the spectrum—squared bias, variance and MSE are proportional to the energy
of the spectrum at the respective frequency. This makes it easier to interpret our results, and justifies our use of the MISE
as a measure of risk above. Looking at the bias-variance decomposition of the estimators, we first remark that the averaged
periodogram is almost all variance and not bias. As the true spectrum is rather smooth, the bias is mainly due to smoothing,
and the smoothing span is very small here. Also, the true spectrum is not too peaky, which would increase the bias. The risk
of the DDSSE, on the other hand, is about equally squared bias and variance. It is the idea behind the DDSSE to introduce
a bias in order to reduce the risk, and this is confirmed by the Monte Carlo results. Proceeding to the oracle, we see that
the bias here is about the same size as for the DDSSE, whereas the variance is much smaller. This is because the shrinkage
parameters ρ1, ρ2 are deterministic for the oracle, eliminating onemajor source of variance compared to the DDSSE. Overall,
the oracle still improves on the DDSSE.
3.3. Influence of the smoothing span
Next we examine the influence of the smoothing span on the performance of the three estimators. We fix the condition
number at c = 100 and vary the smoothing span from m = 7 to m = 23, which corresponds to roughly a smoothing span
of 10%–33% of the time series. We first see in Fig. 6 that the optimal smoothing span in terms of the MISE is m = 7 here
for the averaged periodogram. Increasing the smoothing span results in a worse overall quality of estimation. Moreover,
the relative improvement of the DDSSE and oracle over the averaged periodogram here are best for the smallest chosen
smoothing spanm = 7. Thus, the optimal smoothing span is the same for all estimators here. Yet, evenwhen oversmoothing
a lot, we still can improve significantly on the results by replacing the averaged periodogram by the DDSSE. The DDSSE thus
shows a certain degree of robustness, which is important to remark, as the estimators µˆ, αˆ, βˆ, δˆ are biased with respect to
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Fig. 7. MISE as a function of smoothing span, for time series of different length.
the parameters µ, α, β and δ, and the size of this bias depends on the smoothing span. As these estimators determine the
amount of shrinkage, it would not be contradictory to theory that this might result in the DDSSE performing worse than
the averaged periodogram for finite sample size. Yet the simulations show that the opposite is true. We have performed
additional MC runs on the same time series as in (28), with c = 100, but for lengths of T = 256 and T = 512, and with
varying smoothing span to empirically choose its optimum. The results are given in Fig. 7. First, we remark that the DDSSE
never has higher risk than fˆ 0T (ω). This again confirms our observation that in practice, the DDSSEmay just be used to replace
a conventional estimator without concerns about increasing the risk.
Moreover, we see that, surprisingly, in each MC study the optimal smoothing span for fˆ 0T (ω), ϕˆ
∗
T (ω) and fˆ
∗
T (ω) almost
coincide. We assume that there is some link between the optimal smoothing spans that we have not yet discovered.
However, if it turns out to be true that the two optimal smoothing spans are identical, this would be a very good feature,
as it would enable us to deploy our shrinkage estimator in a simple two step procedure: use existing theory for bandwidth
choice as derived for a conventional estimator [18] and then replace the estimator by the DDSSE. This will be subject to
further research.
4. Discussion
To the best of our knowledge, there exists no approach to regularize an estimate of the spectrum using shrinkage
techniques so far. The idea of shrinkage, however, is not new. The earliest ideas go back to a lecture by Stein [12]. Various
authors have based shrinking techniques for iid data on these concepts, among them [19,20] and [21]. The theoretical
background of these estimators is not classical or double asymptotics; they rather follow a decision theoretic approach:
in a classD of estimators for θ ∈ Θ , an estimator has theminimax property iff
sup
θ∈Θ
R(θ, δ∗) = inf
δ∈D supθ∈Θ
R(θ, δ). (32)
The estimator with theminimax property may not be unique, so the progress in this area of research focuses on finding new
minimax estimators that dominate, i.e. have risk uniformly smaller than or equal to the risk of an estimator that has been
shown to have the minimax property. While a minimax estimator from a class that includes fT (ω) would be guaranteed
to have risk uniformly smaller than or equal to that of the averaged periodogram, the minimax property is often a too
conservative restriction to guarantee that an estimator offers substantially lower risk in practice. A different approach is to
examine shrinkage with the aid of double asymptotics, as introduced in [13] for covariance matrices of iid data. That paper
also includes a comprehensive Monte Carlo study comparing the newly introduced shrinkage estimator based on double
asymptotics to various minimax estimators.
The authors of this paper also started to investigate this comparison by an explorative Monte Carlo study. It is rather
straightforward to adapt theminimax estimators to the time series case in an ad hocmanner. In the explorative simulations,
it turned out that the minimax estimators performed by far not as good as the shrinkage estimator presented here,
constructed with the aid of Kolmogorov asymptotics. This is why we decided to follow the latter approach; furthermore,
it might be technically difficult to generalize the minimax estimators to the frequency domain, as the iid assumption is
essential in the derivation of these.
A double asymptotic framework has become an almost common tool in recent research on time series and panel data.
In [8], it is used to distinguish between idiosyncratic and global common components in the analysis of economic panel data.
The authors of [22] use it to identify time variant factors driving a nonstationary time series, where time is rescaled according
to the Dahlhaus model of locally stationary time series [23]. In our work, we use it to derive an enhanced estimator of the
spectrum that asymptotically has minimal risk in a class of linear estimators that is chosen to approximately compensate
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for the bias of the eigenvalues of the averaged periodogram. We have shown in Section 2 that the DDSSE is an estimator
for themultivariate spectrumwith asymptotically minimal risk with respect to Hilbert–Schmidt norm among all estimators
which are linear combinations of the averaged periodogram and the identitymatrix.We have also shown, in Theorem 6, that
in the limit T → ∞ under Kolgomorov asymptotics, the DDSSE strictly improves the conventional averaged periodogram
estimator of the spectrum in terms of the mean-squared error risk.
Our DDSSE is a simple data driven approach to enhanced spectral estimation, reducing the risk and improving the
condition number at the same time. Moreover, it is computationally cheap, as the floating point operations needed to
calculate the DDSSE are of the same order as the floating point operations needed to calculate fˆ 0T (ω). This is another reason
why this approach is superior to minimax theory, which always involves an expensive singular value decomposition.
What we are doing can be seen as finding a new bias-variance balance for an estimator of the spectrum. The bias in fˆ 0T (ω)
is due to smoothing and due to the biasedness of the periodogram. We add another source of bias, the shrinkage target
µT (ω) Id, reducing the variance. Our oracle estimator constitutes the optimal balance between bias and variance, and the
DDSSE constitutes an approximate optimum.
What is more important yet is the fact that the DDSSE performs well for finite sample size, too. This is not guaranteed by
theory, which for finite sample size only shows that the oracle hasminimal risk. To gain the DDSSE, however, the parameters
µT (ω), α
2
T (ω), β
2
T (ω) and δ
2
T (ω) need to be estimated to obtain (19). For finite sample size, nothing can be said about the
precision of their estimators µˆT (ω), αˆ2T (ω), βˆ
2
T (ω) and δˆ
2
T (ω). The latter require smoothing over neighbouring periodogram
frequencies and are thus biased. It would not be contradictory to theory if, for finite sample size, the estimator fˆ ∗T (ω) were
not only worse than the oracle, but even worse than the averaged periodogram fT (ω). Fortunately, none of the simulations
confirm these concerns. There is one single simulation in which the risk of the DDSSE becomes larger than that of fˆ 0T (ω),
namely when, for a sample size of T = 256, the smoothing span mT > 71, which is clearly oversmoothing. In all other
scenarios, the DDSSE has smaller risk, making it an excellent alternative to conventional estimators that is at the same time
more precise and robust to use in all areas where the inverse of the spectrum needs to be estimated.
Another questionwehave addressed empirically is that of the choice of the smoothing span.Wehad expected the optimal
smoothing span to be larger for the averaged periodogram than for the DDSSE; however, in all simulations the smoothing
spans that have minimal risk coincide for the averaged periodogram and the DDSSE. We therefore assume that classical
methods for choosing the smoothing span might be transferred to the DDSSE; however, this will require future research.
The oracle has minimal risk among all linear combinations
rT (ω) Id+sT (ω)fˆ 0T (ω) (33)
with nonrandom coefficients rT (ω), sT (ω). It would be more interesting to allow for these coefficients to be random, too. In
fact, our theory can be extended to allow for nonrandom coefficients. In this case, we have another benchmark replacing the
oracle, which is optimal in the larger class of all linear combinations (33), to which we refer as the optimal spectral shrinkage
estimator (OSSE). We have been investigating this, and we have shown that in this case all three, oracle, OSSE and DDSSE
have, asymptotically, the same risk. Moreover, simulations we have run seem to point that, for finite sample size, the risk of
OSSE is roughly of the same size as that of the oracle. These results will be reported elsewhere.
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Appendix A. Proofs
This section gives the proofs of the results in the theory section. The proofs are given in the order in which the results
are given in the text. Basic results on the asymptotic rates of function of the discrete Fourier transform under Kolmogorov
asymptotics, which are needed throughout the proofs, are given separately in Appendix B. Wewill make frequent use of the
abbreviations ω˜, which means the Fourier frequency nearest ω, and ω˜k := ω˜ + ωk. Furthermore, we mean by ‘≈’ that the
difference of the terms on the left- and right-hand sides of ‘≈’ is asymptotically negligible.
A.1. Proof of Proposition 1
Efˆ 0T (ω) =
1
mT
(mT−1)/2∑
k=−(mT−1)/2
EIT (ω + ωk)
Now, we have componentwise
EIij(ω + ωk) = gij(ω + ωk)+ O
(
T−1
)
.
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which is a standard result in spectral analysis [3]. Furthermore, as the real and imaginary parts of the spectrum are all twice
continuously differentiable by Assumption 2,
gij(ω + ωk) = gij(ω)+ g ′ij(ω)
k
T
+ O
(
k2
T 2
)
,
and hence, using a symmetry argument for the first term in this Taylor expansion and counting the numbermT of terms in
the sum over neighboured Fourier frequencies ωk, we get for each element of the matrix
Efˆ 0T (ω)− gT (ω) = O
(
m2T
T 2
)
+ O (T−1) .
Together with Assumption 3 this yields that∥∥∥Efˆ 0T (ω)− gT (ω)∥∥∥2 = 1pT
pT∑
i,j=1
(
O
(
m2T
T 2
)
+ O (T−1)) = o (1). 
A.2. Proof of Theorem 1
Here, we aim at minimizing the risk, not the loss. This means that the scalar product and norm we have to use are the
expected values of the norm (7) and the scalar product (8). In a Hilbert space with scalar product E〈·, ·〉 and associated norm
E ‖·‖2, a vector aX + bZ is closest to a vector Y when
a = E〈Y , X〉E ‖Z‖
2 − E〈Y , Z〉E〈X, Z〉
E ‖X‖2 E ‖Z‖2 − (E〈X, Z〉)2
b = E〈Y , Z〉E ‖X‖
2 − E〈Y , X〉E〈X, Z〉
E ‖X‖2 E ‖Z‖2 − (E〈X, Z〉)2 .
We put Y = fT (ω), X = Id, Z = fˆ 0T (ω), a = rT (ω), b = sT (ω), E〈X, Y 〉 = p−1T E tr XY ∗. The least-squares regression then is:
ϕˆT (ω) = rT (ω) Id+sT (ω)fˆ 0T (ω). (A.1)
Plugging in and using that E〈Y , X〉 = E〈Z, X〉 = µT (ω) yields the linear weights for the oracle:
rT (ω) =
µT (ω)E
∥∥∥fˆ 0T (ω)∥∥∥2 − E〈f 0T (ω), fˆ 0T (ω)〉µT (ω)
E
∥∥∥fˆ 0T (ω)∥∥∥2 − (µT (ω))2
= µT (ω)
E
∥∥∥fˆ 0T (ω)− f 0T (ω)∥∥∥2
E
∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2
= µT (ω)β
2
T (ω)
δ2T (ω)
sT (ω) = E〈f
0
T (ω), fˆ
0
T (ω)〉 − (µT (ω))2
E
∥∥∥fˆ 0T (ω)∥∥∥2 − (µT (ω))2
= 〈f
0
T (ω), f
0
T (ω)〉 − ‖µT (ω) Id‖2
E
∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2
=
∥∥f 0T (ω)∥∥2 − ‖µT (ω) Id‖2
E
∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2
= α
2
T (ω)
δ2T (ω)
. 
A.3. Proof of Lemma 1
We will first show that the norm of Efˆ 0T (ω) is uniformly bounded in ω. This is then used to show that µT (ω) and α
2
T (ω)
are bounded, too. The boundedness of β2T (ω) is implied by Theorem 2. Due to the relationship α
2
T (ω)+ β2T (ω) = δ2T (ω), this
is sufficient to show the boundedness of µT (ω), α2T (ω), β
2
T (ω) and δ
2
T (ω).
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∥∥∥Efˆ 0T (ω)∥∥∥2 =
∥∥∥∥∥ 1mT
(mT−1)/2∑
k=−(mT−1)/2
EIT (ω˜k)
∥∥∥∥∥
2
≤ 2mT − 1
m2T
(mT−1)/2∑
k=−(mT−1)/2
‖EIT (ω˜k)‖2
≤ 2 sup
ω
‖EIT (ω)‖2 = 2 sup
ω
∥∥EyT (ω)y∗T (ω)∥∥2 = 2 sup
ω
1
pT
pT∑
i,j=1
|Eyi(ω)y∗j (ω)|2
= 2 sup
ω
1
pT
pT∑
i=1
(
E|yi(ω)|2
)2
︸ ︷︷ ︸
I
+ 2 sup
ω
1
pT
pT∑
i,j=1
i6=j
∣∣Eyi(ω)y∗j (ω)∣∣2
︸ ︷︷ ︸
II
.
Part I is bounded because
I ≤ 2 sup
ω
1
pT
pT∑
i=1
E|yi(ω)|4 ≤ 2 sup
ω
√√√√ 1
pT
pT∑
i=1
E|yi(ω)|8
Assumption 4≤ 2√K2.
Part II vanishes asymptotically as it can be bounded (in supremum over ω) by the norm
II ≤ 2 sup
ω
∥∥EyT (ω)y∗T (ω)−Λ(ω)∥∥2 = O (pTT 2 ) ,
using Eq. (B.5) of Lemma 7 in the Appendix B.
Thus
∥∥∥Efˆ 0T (ω)∥∥∥2 is bounded. Using this, we can easily show that µT (ω) and α2T (ω) are bounded:
µT (ω) = 〈Efˆ 0T (ω), Id〉 ≤
√∥∥∥Efˆ 0T (ω)∥∥∥2 ‖Id‖2 ≤ ∥∥∥Efˆ 0T (ω)∥∥∥
α2T (ω) =
∥∥∥Efˆ 0T (ω)− µT (ω) Id∥∥∥2 ≤ ∥∥∥Efˆ 0T (ω)∥∥∥2 + 2µT (ω) ∥∥∥Efˆ 0T (ω)∥∥∥+ µ2T (ω).
It remains to show that β2T (ω) and δ
2
T (ω) are bounded. As the Pythagorean relationship α
2
T (ω)+ β2T (ω) = δ2T (ω) holds true,
it suffices to show that β2T (ω) is bounded. Since β
2
T (ω) = E
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2, this follows from Theorem 2. This completes
the proof. 
A.4. Proof of Theorem 2
We make use of Theorem 7.3.2 in [1], the conditions of which are fulfilled by our Assumption 2:
1
pT
p∑
i,j=1
Var fˆ 0(ij)T (ω) =
1
pT
1
mT
(tr(gT (ω)))2 + O
(pT
T
)
. (A.2)
We obtain, using (A.2):
β2T (ω)−
pT
mT
µ2T (ω) = E
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2 − pTmT µ2T (ω)
= 1
pT
pT∑
i,j=1
Var fˆ 0(ij)T (ω)−
1
pTmT
(
tr(Efˆ 0T (ω))
)2 + O (pT
T
)
= 1
pT
1
mT
(tr gT (ω))2 − 1pTmT
(
tr(Efˆ 0T (ω))
)2 + O (pT
T
)
= 1
pT
1
mT
(tr gT (ω)+ tr Efˆ 0T (ω))(tr gT (ω)− tr Efˆ 0T (ω))+ O
(pT
T
)
= 1
pT
1
mT
(tr gT (ω)+ tr Efˆ 0T (ω)) O
(mTpT
T
)
+ O
(pT
T
)
= O
(pT
T
)
,
having used that the first term in the product of the next to the last line is of order O(pT ) and the second (at most) of order
O
(mT pT
T
)
(compare also Proposition 1). 
A.5. Proof of Theorem 3
This can be shown by a simple geometrical argument: The risk R(ϕˆ∗T (ω), Efˆ
0
T (ω)) is the distance between the two
respective points in the Hilbert space of Hermitian p-dimensional randommatrices. In Fig. A.1 we see that the two triangles
fT (ω) ←→ µT (ω) Id ←→ fˆ 0T (ω) and ϕˆ∗T (ω) ←→ fT (ω) ←→ µT (ω) Id are similar. The length of the perpendicular
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Fig. A.1. Geometrical derivation of the risk of the oracle. The riskR(ϕˆ∗T (ω), Efˆ
0
T (ω)) is the distance between the two respective points.
dropped on the hypotenuse of the large triangle, which constitutes the longer cathetus of the smaller triangle, is thus equal
to α2T (ω)× β
2
T (ω)
δ2T (ω)
. 
A.6. Proof of Theorem 4
With Eqs. (16) and (22), α2T (ω) = δ2T (ω)− β2T (ω) < δ2T (ω). Due to (21), and with δ2T (ω) ≥ β2T (ω) ≥ c0,
lim
T→∞α
2
T (ω)/δ
2
T (ω) = limT→∞(1− β
2
T (ω)/δ
2
T (ω)) < 1, (A.3)
as limT→∞ δ2T (ω) <∞ due to Lemma 1. 
A.7. Proof of Proposition 2
We immediately see that
R(ϕˆ∗T (ω), gT (ω)) ≤ R(ϕˆ∗T (ω), fT (ω))+R(fT (ω), gT (ω)) (A.4)
< R(fˆ 0T (ω), fT (ω))+R(fT (ω), gT (ω)) (A.5)
≤ R(fˆ 0T (ω), gT (ω))+ 2R(fT (ω), gT (ω)), (A.6)
and using Eq. (10) of Proposition 1 in combination with the assertion of Theorem 4,
lim
T→∞R(ϕˆ
∗
T (ω), gT (ω)) = limT→∞R(ϕˆ
∗
T (ω), fT (ω)) < limT→∞R(fˆ
0
T (ω), fT (ω)) = limT→∞R(fˆ
0
T (ω), gT (ω)). 
A.8. Proof of Lemma 2
We first show that E(µˆT (ω)− µT (ω))4 → 0: Using the ys defined in (11), we can expand the quartic mean as
E(µˆT (ω)− µT (ω))4 = E
(
1
mT
(mT−1)/2∑
k=−(mT−1)/2
1
pT
pT∑
i=1
(|yi(ω˜k)|2 − E|yi(ω˜k)|2)
)4
= 1
m4T
∑
k1
∑
k2
∑
k3
∑
k4
E
[(
1
pT
pT∑
i=1
(|yi(ω˜k1)|2 − E|yi(ω˜k1)|2)
)
×
(
1
pT
pT∑
i=1
(|yi(ω˜k2)|2 − E|yi(ω˜k2)|2)
)
× · · · ×
(
1
pT
pT∑
i=1
(|yi(ω˜k4)|2 − E|yi(ω˜k4)|2)
)]
. (A.7)
Here, we must distinguish two cases: The first is that all the k(·) are distinct. In this case, we use Lemmata 10 and 4 to obtain
that (A.7) is O
(
p4T
T2
)
, which is sufficient due to Assumptions 1 and 3. The second case is that two of the k(·) are equal. There are
six symmetric conditions, andmaking extensive use of the Cauchy–Schwarz inequality and Assumption 2, and abbreviating
Dk(·) :=
1
pT
pT∑
i=1
(|yi(ω˜k(·))|2 − E|yi(ω˜k(·))|2),
we obtain:
E(µˆT (ω)− µT (ω))4 ≤ 6m4T
∑
k1
∑
k3
∑
k4
∣∣ED2k1Dk3Dk4 ∣∣ ≤ 6m4T
∑
k1
∑
k3
∑
k4
√
ED4k1
4
√
ED4k3
4
√
ED4k4
≤ 6
mT
E
(
1
pT
pT∑
i=1
(|yi(ω˜m)|2 − E|yi(ω˜m)|2)
)4
,
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where ω˜m denotes the ω˜(·) for which the fourth moment above is maximal. Using a binomial expansion, we proceed:
6
mT
E
(
1
pT
pT∑
i=1
(|yi(ω˜m)|2 − E|yi(ω˜m)|2)
)4
= 6
mT
4∑
q=0
(−1)q
(
4
q
)
E
(
1
pT
pT∑
i=1
|yi(ω˜m)|2
)q
E
(
1
pT
pT∑
i=1
|yi(ω˜m)|2
)4−q
≤ 6
mT
4∑
q=0
(
4
q
)
E
( 1
pT
pT∑
i=1
|yi(ω˜m)|2
)4q/4 E
( 1
pT
pT∑
i=1
|yi(ω˜m)|2
)4(4−q)/4
≤ 96
mT
E
(
1
pT
pT∑
i=1
|yi(ω˜m)|2
)4
≤ 96K2
mT
,
which completes the quartic mean convergence of µˆT (ω). We proceed with the quadratic convergence of δˆ2T (ω). First, we
decompose the difference:
δˆ2T (ω)− δ2T (ω) =
(∥∥∥fˆ 0T (ω)− µˆT (ω) Id∥∥∥2 − ∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2)
+
(∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2 − E ∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2) . (A.8)
It suffices to show that both summands on the right side of (A.8) converge to zero in quadratic mean. The first summand
does because of the quartic mean convergence of µˆT (ω):∥∥∥fˆ 0T (ω)− µˆT (ω) Id∥∥∥2 − ∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2 = ∥∥µT (ω) Id−µˆT (ω) Id∥∥2 = (µT (ω)− µˆT (ω))2.
The second summand on the right side of (A.8) consists of a deterministic part and a stochastic part. It suffices to treat the
stochastic part:∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2 = µ2T (ω)− 2µT (ω)µˆT (ω)+ ∥∥∥fˆ 0T (ω)∥∥∥2 . (A.9)
Again, we treat the summands one by one; only
∥∥∥fˆ 0T (ω)∥∥∥2 needs further effort:
∥∥∥fˆ 0T (ω)∥∥∥2 = 1pT
pT∑
i,j=1
∣∣∣∣∣ 1mT
(mT−1)/2∑
k=−(mT−1)/2
di(ω˜k)d∗j (ω˜k)
∣∣∣∣∣
2
= pT
m2T
(mT−1)/2∑
k=−(mT−1)/2
∣∣∣∣∣ 1pT
pT∑
i=1
di(ω˜k)d∗i (ω˜k)
∣∣∣∣∣
2
+ pT
m2T
(mT−1)/2∑
k,l=−(mT−1)/2
k6=l
∣∣∣∣∣ 1pT
pT∑
i=1
di(ω˜k)d∗i (ω˜l)
∣∣∣∣∣
2
= pT
m2T
(mT−1)/2∑
k=−(mT−1)/2
(
1
pT
pT∑
i=1
|yi(ω˜k)|2
)2
︸ ︷︷ ︸
I
+ pT
m2T
(mT−1)/2∑
k,l=−(mT−1)/2
k6=l
∣∣∣∣∣ 1pT
pT∑
i=1
di(ω˜k)d∗i (ω˜l)
∣∣∣∣∣
2
︸ ︷︷ ︸
II
.
We show that the variance of both I and II vanishes asymptotically, where we essentially make use of Assumptions 1 and 4
and the asymptotic behavior of cumulants of y(·)’s at different Fourier frequencies. We start with I:
Var(I) = p
2
T
m4T
Var
 (mT−1)/2∑
k=−(mT−1)/2
(
1
pT
pT∑
i=1
|yi(ω˜k)|2
)2
= p
2
T
m4T
(mT−1)/2∑
k=−(mT−1)/2
Var
(
1
pT
pT∑
i=1
|yi(ω˜k)|2
)2
︸ ︷︷ ︸
Ia
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+ p
2
T
m4T
(mT−1)/2∑
k,l=−(mT−1)/2
k6=l
Cov
( 1
pT
pT∑
i=1
|yi(ω˜k)|2
)2
,
(
1
pT
pT∑
i=1
|yi(ω˜l)|2
)2
︸ ︷︷ ︸
Ib
.
First, we treat Ia:
Ia ≤ p
2
T
m3T
sup
ω
Var
(
1
pT
pT∑
i=1
|yi(ω)|2
)2
≤ p
2
T
m3T
sup
ω
E
(
1
pT
pT∑
i=1
|yi(ω)|2
)4
≤ 1
mT
(
pT
mT
)2
sup
ω
(
1
pT
pT∑
i=1
E|yi(ω)|8
)
≤ K
2
1 K2
mT
→ 0
where we have used Assumptions 1 and 4. To treat Ib, we first expand:
Cov
( 1
pT
pT∑
i=1
|yi(ω˜k)|2
)2
,
(
1
pT
pT∑
i=1
|yi(ω˜l)|2
)2
= 1
p4T
Cov
( pT∑
i=1
|yi(ω˜k)|2
)2
,
(
pT∑
i=1
|yi(ω˜l)|2
)2
= 1
p4T
pT∑
i1,i2,i3,i4=1
Cov
(|yi1(ω˜k)|2|yi2(ω˜k)|2, |yi3(ω˜l)|2|yi4(ω˜l)|2) . (A.10)
Now we use Lemma 9. We must distinguish three cases: firstly, if the covariance in (A.10) is decomposed into a product of
covariances of y’s which are distinct we have a product of four times O
( pT
T
)
, thus O
(
p4T
T4
)
. Secondly, one pair of the y’s may
match, and thirdly andworst, theremay be twomatches. Still, in this worst case (A.10) is decomposed into terms of the kind
1
p4T
pT∑
i1,i2,i3,i4=1
Var(yi1(ω˜k))Var(yi3(ω˜l))
(
Cov(yi2(ω˜k), yi4(ω˜l))
)2
. (A.11)
Now, using Assumption 4, we have that (A.11) is O
(
p2T
T2
)
, which is also the convergence rate of the whole term Ib.
It remains to be shown that the variance of II converges to zero, too.Wewill skip this part of the proof as its idea is similar
to the proof in [13] on pp 395-399, the difference being that in our case there are many cross-terms that must be shown
to converge to zero separately. This is done with the help of lemmata 6, 9 and 10, and using that Assumption 4 implies in
particular a bound on the averaged eighth moments of the unrotated di(ω).
We proceed with the mean-square convergence of βˆ2T (ω). First, we look at the unconstrained estimator β¯
2
T (ω), which
will, like in the proofs before, successively be decomposed into terms that are easier to study:
β¯2T (ω)− β2T (ω)
=
 1m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2︸ ︷︷ ︸
Ia
− E
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2︸ ︷︷ ︸
Ib

+
[
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− fˆ 0T (ω)∥∥∥2 − 1m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2
]
︸ ︷︷ ︸
II
.
Now we have to show that both terms I and II converge to zero in quadratic mean. We start with I. First we show that the
asymptotic expectation of I is zero. The expectation of Ia is:
E
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2 = 1pT
pT∑
i,j=1
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
E
∣∣∣∣∣Iij(ω˜k)− (mT−1)/2∑
l=−(mT−1)/2
EIij(ω˜l)
∣∣∣∣∣
2
= 1
pT
pT∑
i,j=1
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
E
∣∣∣∣Iij(ω˜k)− EIij(ω˜k)+ O( 1mT
)∣∣∣∣2
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= 1
pT
pT∑
i,j=1
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
Var Iij(ω˜k)+ O
(
pT
m2T
)
.
Ib can be expanded as
E
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2 = 1pT
pT∑
i,j=1
Var
∣∣∣∣∣ 1mT
(mT−1)/2∑
k=−(mT−1)/2
Iij(ω˜k)
∣∣∣∣∣
2
= 1
pT
pT∑
i,j=1
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
Var Iij(ω˜k)+ O
(pT
T
)
.
Thus, the expectation of I is asymptotically zero. We now show that the variance of I vanishes asymptotically, too. As
E
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2 is deterministic, we restrict ourselves to investigating the variance of Ia. As before, contributions in
the covariance are shown to be of smaller order, the derivation of which will be skipped here:
Var
(
1
m2T
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2
)
= 1
m4T
Var
(
(mT−1)/2∑
k=−(mT−1)/2
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2
)
≈ 1
m4T
(mT−1)/2∑
k=−(mT−1)/2
Var
∥∥∥IT (ω˜k)− Efˆ 0T (ω)∥∥∥2 ≈ 1mT Var
(
1
mT
∥∥∥IT (ω)− Efˆ 0T (ω)∥∥∥2)
= 1
mT
Var
(
1
mT
∥∥∥∥yT (ω)y∗T (ω)− EyT (ω)y∗T (ω)+ O( 1m2T
)∥∥∥∥2
)
≈ 1
mT
Var
(
1
mT
∥∥yT (ω)y∗T (ω)− EyT (ω)y∗T (ω)∥∥2)
= 1
m3T
1
p2T
pT∑
i1,i2,i3,i4=1
Cov
(
yi1y∗i2, yi3y
∗
i4
) = p2T
m3T
O
(
p2T
T 2
)
where we have used Lemmas 6 and 8. We can now move on to the term II. Some elementary transformations result in
II = 1mT
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2. To show mean-square convergence of II, it is sufficient to show that its second moment
vanishes:
E
(
1
mT
∥∥∥fˆ 0T (ω)− Efˆ 0T (ω)∥∥∥2)2 ≤ 1m2T E
(∥∥∥fˆ 0T (ω)− µT (ω) Id∥∥∥2 + ∥∥∥µT (ω) Id−Efˆ 0T (ω)∥∥∥2)2
≤ 2
m2T
(
E‖fˆ 0T (ω)− µT (ω) Id ‖4 + ‖µT (ω) Id−Efˆ 0T (ω)‖4
)
.
Now, E‖fˆ 0T (ω) − µT (ω) Id ‖4 is bounded, which we have shown above, see (A.9), and ‖Efˆ 0T (ω) − µT (ω) Id ‖4 = δ4(ω)
is bounded, too, so II converges to zero in quadratic mean. We have thus shown that the unconstrained estimator β¯2T (ω)
converges to β2T (ω) in quadratic mean. Elementary calculations show that this is the case, too, for the constrained estimator
βˆ2T (ω).
We finally remark that mean-square convergence of αˆ2T (ω) follows trivially from that of βˆ
2
T (ω) and δˆ
2
T (ω), which
completes the proof. 
The following lemma will be needed for the proof of Theorem 5:
Lemma 3. If u2T is a sequence of nonnegative random variables whose expectations converge to zero, τ1, τ2 are two nonnegative
constants, and u
2
T
δˆ2T (ω)
τ1 δ2T (ω)
τ2
≤ 2(δˆ2T (ω)+ δ2T (ω)) a.s., then
E
u2T
δˆ2T (ω)
τ1δ2T (ω)
τ2
→ 0.
The proof is similar to pp 402-404 in [13].
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A.9. Proof of Theorem 5
We will first show that E
∥∥∥fˆ ∗T (ω)− ϕˆ∗T (ω)∥∥∥2 → 0. We decompose
∥∥∥fˆ ∗T (ω)− ϕˆ∗T (ω)∥∥∥2 =
∥∥∥∥∥β2T (ω)δ2T (ω) (µˆT (ω)− µT (ω)) Id+
(
αˆ2T (ω)
δˆ2T (ω)
− α
2
T (ω)
δ2T (ω)
)
(fˆ 0T (ω)− µˆT (ω) Id)
∥∥∥∥∥
2
= β
4
T (ω)
δ4T (ω)
(µˆT (ω)− µT (ω))2 +
(
αˆ2T (ω)
δˆ2T (ω)
− α
2
T (ω)
δ2T (ω)
)2 ∥∥∥fˆ 0T (ω)− µˆT (ω) Id∥∥∥2
+2β
2
T (ω)
δ2T (ω)
(µˆT (ω)− µT (ω))
(
αˆ2T (ω)
δˆ2T (ω)
− α
2
T (ω)
δ2T (ω)
)
〈fˆ 0T (ω)− µˆT (ω) Id, Id〉
= β
4
T (ω)
δ4T (ω)
(µˆT (ω)− µT (ω))2 +
(
αˆ2T (ω)
δˆ2T (ω)
− α
2
T (ω)
δ2T (ω)
)2
δˆ2T (ω)
≤ (µˆT (ω)− µT (ω))2 + (αˆ
2
T (ω)δ
2
T (ω)− α2T (ω)δˆ2T (ω))2
δˆ2T (ω)δ
4
T (ω)
.
Now, (µˆT (ω) − µT (ω))2 converges to zero in quadratic mean by Lemma 2. The expectation of the second term converges
to zero by Lemma 3 as
(αˆ2T (ω)δ
2
T (ω)− α2T (ω)δˆ2T (ω))2
δˆ2T (ω)δ
4
T (ω)
≤ δˆ2T (ω) ≤ 2(δˆ2T (ω)+ δ2T (ω)) a.s.
Thus, the first statement of Theorem 5 is shown. The second statement follows immediately from the first as
E
∥∥∥fˆ ∗T (ω)− Efˆ 0T (ω)∥∥∥2 − E ∥∥∥ϕˆ∗T (ω)− Efˆ 0T (ω)∥∥∥2 = E〈fˆ ∗T (ω)− ϕˆ∗T (ω), fˆ ∗T (ω)+ ϕˆ∗T (ω)− 2Efˆ 0T (ω)〉
≤
√
E
∥∥∥fˆ ∗T (ω)− ϕˆ∗T (ω)∥∥∥2
√
E
∥∥∥fˆ ∗T (ω)+ ϕˆ∗T (ω)− 2Efˆ 0T (ω)∥∥∥2
which completes the proof. 
Appendix B. Properties of Fourier transforms under Kolmogorov asymptotics
This last section gives properties of functions of discrete Fourier transforms under conventional and Kolmogorov
asymptotics. Many results from the first case can be adapted to the latter case, but the convergence rates usually deteriorate.
The first lemma is on the change of the convergence rates:
Lemma 4. Suppose that RT = [rij]i,j∈1,...,pT is a sequence of pT × pT matrices that consists of entries that are uniformly O (f (T )).
Let R˜T := ΓTRTΓT , where ΓT may be any orthonormal pT × pT matrix. Then each of the entries r˜ij of R˜T is O (pT f (T )).
Proof.
r˜ij =
pT∑
s=1
γ¯si
pT∑
u=1
rsuγuj ≤
pT∑
s=1
|γsi|
pT∑
u=1
|rsu||γuj|. (B.1)
Orthonormality of ΓT implies that
∑pT
i=1 |γij|2 =
∑pT
j=1 |γij|2 = 1. Using the Cauchy–Schwarz inequality, we obtain ∀ i, j
pT∑
i=1
|γij| ≤
√√√√ pT∑
i=1
|γij|2√pT = √pT
pT∑
j=1
|γij| ≤
√√√√ pT∑
j=1
|γij|2√pT = √pT .
Plugging this into (B.1) completes the proof. 
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Lemma 5. Let Γ be an orthonormal matrix, i.e. Γ Γ ∗ = Γ ∗Γ = Id. Then the Hilbert Schmidt scalar product and the Hilbert
Schmidt norm of any matrices A, B remain unchanged if multiplied by Γ :
‖A‖2 = ‖Γ A‖2
and
〈A, B〉 = 〈Γ A,Γ B〉.
Lemma 6. For centered, possibly complex, jointly normal random variables A, B, C,D, we have
Cov(AB, CD) = Cov(A, C) Cov(B,D)+ Cov(A,D) Cov(B,D)
and
EABCD = (EAC)(EBD)+ (EAD)(EBC)+ (EAB)(ECD).
Lemma 7 (Convergence Rate of Bias of Periodogram). The expected value of the periodogram is componentwise
EI(ij)T (ω)− g(ij)T (ω) = O
(
1
T
)
. (B.2)
For the ys, the convergence rate is
Eyi(ω)y∗j (ω)− λij(ω) = O
(pT
T
)
. (B.3)
In the norm, both the bias of the unrotated and the rotated data have the same convergence rate:
‖EIT (ω)− gT (ω)‖2 = 1pT
pT∑
i,j=1
(
O
(
1
T
))2
= O
(pT
T 2
)
(B.4)
and ∥∥EyT (ω)y∗T (ω)−Λ(ω)∥∥2 = O (pTT 2 ) . (B.5)
In all cases, the remainder term is uniform in ω.
Proof. This follows from Theorem 5.2.8 in [1] and lemmata 4 and 5. 
Lemma 8 (Asymptotic Properties of the ys). If i 6= j, we have
Eyi(ω)y∗j (ω) = O
(pT
T
)
. (B.6)
If ω˜k 6= ±ω˜l mod 2pi , we have
Eyi(ω˜k)y∗j (ω˜l) = O
(pT
T
)
. (B.7)
Proof. (B.6) follows directly from (B.3) and the fact that the matrix Λ(ω) is diagonal. (B.7) follows from p239ff in [4] and
Lemma 4. 
Lemma 9. Let yab, a ∈ {1, 2}, b ∈ {1, . . . , 4}, be any of the rotated Fourier transforms at any frequency ω ∈ (0, 2pi). Define
Y1 := y11y12y13y14
Y2 := y21y22y23y24.
Then
Cov(Y1, Y2) =
∑
ν
4∏
i=1
Cov(ycidi , yc′i ,d′i )
where the summation is over all possible partitions ν of ab into subsets of size two such that in each partition at most two of the
ci are identical to the c ′i .
Proof. This is a special case of Theorem 2.3.2 of [1], where we use that the ys are centered and (complex) Gaussian, due to
which the cumulants of order 1 and those of order≥ 3 are zero. 
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Lemma 10. Let λ1, . . . , λ4 6= 0 be Fourier frequencies such that, for i 6= j,
λi ± λj 6= 0 mod 2pi. (B.8)
Let dT (ω) be the discrete Fourier transform of a univariate Gaussian time series X1, . . . , XT , and IT (ω) = dT (ω)dT (ω) the
periodogram. Then
cum(IT (λ1), IT (λ2), IT (λ3), IT (λ4)) = O
(
1
T 4
)
(B.9)
and
E
(
I˙T (λ1)I˙T (λ2)I˙T (λ3)I˙T (λ4)
) = O( 1
T 2
)
, (B.10)
where I˙T (λ) := IT (λ)− EIT (λ).
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