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ABSTRAK 
Salah satu sumber energi alternatif yang digunakan untuk 
menghasilkan energi listrik adalah energi matahari. Besarnya 
kapasitas daya listrik yang dihasilkan pembangkit dipengaruhi 
oleh berbagai macam faktor beberapa diantaranya adalah 
iradiasi matahari dan suhu permukaan solar cell. Dalam upaya 
peningkatan kinerja sistem pembangkit tenaga surya, perlu 
diketahui besarnya kapasitas daya yang dihasilkan pada tingkat 
iradiasi matahari dan tingkat suhu tertentu. Dalam penelitian ini 
akan dilakukan peramalan terhadap kapasitas daya pembangkit 
listrik tenaga surya menggunakan metode fungsi transfer dan 
Adaptive Neuro Fuzzy Inference System (ANFIS) dengan variabel 
input iradiasi matahari dan suhu. Data yang digunakan 
merupakan data percobaan dengan jumlah data sebanyak 566 
data pengamatan. Hasil analisis menunjukkan bahwa metode 
fungsi transfer memberikan tingkat akurasi yang lebih baik untuk 
meramalkan kapasitas daya pembangkit jika dibandingkan 
dengan metode ANFIS.  
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ABSTRACT 
Solar energy is one alternative energy to generate electricity. 
Solar energy must be converted using solar cell in order to 
produce electricity. The capacity of power generated by solar cell 
is influenced by various factors such as solar irradiation and 
temperature of the solar cell surface. In order to improve 
efficiency of the solar plant, power capacity of the solar plant in 
the various condition of solar irradiation and temperature need to 
be predicted. The purpose of this research is to forecast power 
capacity of solar power plant using transfer function method and 
Adaptive Neuro Fuzzy Inference System (ANFIS) method with 
input variables solar irradiation and temperature. The 
experimental data contain 566 observational data. The analysis 
showed that the transfer function method gives better accuracy 
for predicting power generation capacity instead of the ANFIS 
method. 
. 
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BAB I  
PENDAHULUAN 
 
1.1 Latar Belakang 
Energi listrik merupakan kebutuhan pokok untuk me-
nunjang kebutuhan sehari-hari. Ketergantungan masyarakat ter-
hadap energi listrik ini menunjukkan tren yang meningkat. Ke-
butuhan energi listrik di Indonesia mengalami peningkatan cukup 
signifikan. Kebutuhan listrik di Indonesia selama kurun waktu 
tahun 2003 hingga tahun 2020 diperkirakan mengalami pe-
ningkatan sebesar 6,5% per tahun dengan peningkatan tertinggi 
terdapat pada sektor komersial sebesar 7,3% per tahun dan disusul 
sektor rumah tangga dengan peningkatan sebesar 6,9% per tahun 
(Muchlis & Permana, 2013). Tingginya kebutuhan listrik ini harus 
diimbangi dengan adanya pembangkit listrik yang sebanding. 
Pada tahun 2010, jumlah pembangkit listrik di Indonesia 
mencapai 5.541 unit. Jumlah ini terus meningkat setiap tahunnya. 
Disamping jumlah yang meningkat, daya terpasang kapasitas 
pembangkit juga mengalami peningkatan setiap tahunnya. 
Tercatat pada tahun 2008, kapasitas daya terpasang pembangkit 
listrik untuk sistem Jawa Bali adalah sebesar 22.077 MW. Angka 
tersebut terus meningkat hingga pada tahun 2012 kapasitas daya 
terpasang pembangkit mencapai 31.413 MW (Pembangkitan Jawa 
Bali, 2012). 
Jenis sumber energi pembangkit bermacam-macam. Pem-
bangkit yang memiliki jumlah terbanyak merupakan pembangkit 
jenis PLTU. Hal ini dikarenakan pembangkit jenis ini umumnya 
digunakan sebagai pembangkit untuk beban dasar (base load) 
dimana pembangkit ini dioperasikan selama 24 jam. Sumber 
energi dari PLTU umumnya menggunakan minyak atau batubara. 
Sumber energi tersebut merupakan sumber energi yang tidak 
dapat diperbaharui (non renewable energy). Sehingga peng-
gunaan sumber energi tersebut dalam jangka waktu yang lama 
akan menyebabkan habisnya sumber energi tersebut. Berdasarkan 
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permasalahan ini, penelitian-penelitian saat ini fokus untuk 
menemukan sumber energi alternatif pengganti sumber energi 
yang saat ini digunakan. 
Salah satu sumber energi alternatif yang digunakan adalah 
energi matahari. Untuk menghasilkan listrik, energi matahari 
perlu dikonversi terlebih dahulu. Alat yang digunakan untuk 
konversi ini adalah Solar Cell. Pembangkit listrik dengan sumber 
energi matahari disebut dengan Pembangkit Listrik Tenaga Surya. 
Di Indonesia, pembangkit tenaga surya mulai banyak digunakan 
sebagai pendukung PLTU. Sebagai negara yang terletak pada 
garis khatulistiwa, Indonesia memilliki keuntungan karena men-
dapat sinar matahari secara terus menerus hampir sepanjang 
tahun.  
Besarnya daya yang dihasilkan solar cell dipengaruhi oleh 
tingkat iradiasi matahari dan suhu permukaan (Hamdani, 
Subagiada, & Subagiyo, 2011). Pola hubungan antara variabel 
input tersebut cenderung nonlinier. Peramalan terhadap kapasitas 
pembangkit listrik tenaga surya sudah pernah dilakukan oleh 
beberapa peneliti sebelumnya. Sharma, Sharma, Irwin, dan 
Shenov (2011) melakukan peramalan terhadap pembangkit listrik 
tenaga surya menggunakan model past-predicts-future (PPF), 
model cloudy, dan model Support Vector Machine (SVM) dengan 
kernel Radial Basis Function (RBF). Dengan menggunakan 
ketiga model tersebut didapatkan nilai Root Mean Square Error 
(RMSE) masing-masing sebesar 261 watts/m2, 175 watts/m2, dan 
128 watts/m2. Model terbaik berdasarkan penelitian tersebut 
merupakan model SVM dengan kernel RBF yang menghasilkan 
RMSE sebesar 128 watts/m2. Penelitian lain dilakukan oleh 
Mellit dan Pavan (2010) yang memprediksi tingkat radiasi 
matahari. Metode yang digunakan adalah Multilayer Perceptron 
(MLP). K-Fold Cross Validation digunakan untuk menilai 
performansi dari model yang terbentuk. Hasil penelitian 
menunjukkan bahwa metode yang digunakan dapat memprediksi 





Salah satu metode yang digunakan dalam teknik peramalan 
adalah metode fungsi transfer. Fungsi transfer merupakan model 
multivariate time series. Selain berhubungan dengan data pada 
waktu sebelumnya, model fungsi transfer juga berhubungan 
dengan suatu deret lain yang merupakan prediktor. Peramalan 
untuk kasus multivariate time series pada saat ini mulai 
menggunakan metode modern seperti Adaptive Neuro-Fuzzy 
Inference System (ANFIS) dimana metode ini mampu menangkap 
pola hubungan nonlinier dari data. Berdasarkan studi literatur 
menggunakan jurnal internasional dengan sumber Science Direct, 
IEEE, dan Springer Open, cukup banyak penelitian yang 
menerapkan metode fungsi transfer dan ANFIS. Secara rinci 
dapat dilihat pada tabel berikut. 
Tabel 1.1 Hasil Studi Literatur Jurnal 
Sumber Jurnal Fungsi Transfer ANFIS 
Science Direct 1,448,018 3320 
IEEE 45,096 1401 
Springer Open 25 15 
Metode fungsi transfer merupakan metode yang telah lama 
dikenal sehingga banyak digunakan dalam penelitian. Metode ini 
menghasilkan model yang lebih baik dibandingkan dengan model 
ARIMA univariat. Hal ini dikarenakan model fungsi transfer 
memperhitungkan hubungan sebab-akibat antara input (Xt) dan 
output (Yt) (Cho, Hwang, & Chen, 1995). Konsep dari metode 
fungsi transfer hampir sama dengan konsep regresi. Semakin 
banyak deret input yang berpengaruh signifikan dalam model, 
maka model yang dihasilkan juga akan semakin baik (Hasanah, 
Herlina, & Zaikarina, 2013). Dalam pemodelan menggunakan 
fungsi transfer, sering ditemukan kasus subset ARIMA. Hal ini 
telah dibahas dalam penelitian oleh Suhartono dan Lee (2011) 
yang membahas peramalan jumlah turis yang datang ke Bali 
menggunakan model ARIMA musiman subset, multiplicative, dan 
additional. Metode fungsi transfer pernah dibandingkan dengan 
beberapa metode lain oleh Nogales dan Conejo (2006). 
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Perbandingan metode dilakukan terhadap metode naive dan 
metode ARIMA pada kasus peramalan tarif listrik. Metode ini 
sudah diterapkan oleh Contreras dan Santos (2006) untuk 
memprediksi permintaan dan harga dari energi listrik. Selain itu 
juga tedapat penelitian lain yang menerapkan metode fungsi 
transfer untuk memprediksi energi listrik yang mengalir pada 
suatu tranmisi dan membandingkannya terhadap metode seasonal 
ARIMA(Paretkar et al., 2010) .  
Metode ANFIS juga memiliki beberapa kelebihan. Metode 
ANFIS dapat digunakan meskipun jumlah data yang digunakan 
untuk membentuk model sedikit (Jaya et al.,2013). Data input 
yang merupakan prediktor tidak hanya terbatas pada data numerik 
saja. Metode ANFIS juga dapat menggunakan input yang berjenis 
numerik maupun kategorik (Liu, Dong, & Wu, 2010). Sedangkan 
untuk kasus musiman, metode ANFIS juga terbukti dapat 
memberikan hasil yang baik (Yang & Entchev, 2014). Metode 
ANFIS dapat digabung dengan metode ARIMA yang telah lama 
dikenal. Metode ini sering disebut dengan Hybrid ARIMA-
ANFIS. Metode ini pernah diterapkan pada penelitian yang 
dilakukan oleh Faulina dan Suhartono (2013). 
Beberapa penelitian telah membuktikan bahwa metode 
ANFIS lebih baik jika dibandingkan dengan ANN. Cai, Du, dan 
Liu (2003) membandingkan metode ANFIS dengan Feedforward 
Backpropagation ANN dalam memprediksi kapasitas baterai. 
Berdasarkan 5 variabel input dan 1 variabel output, model ANFIS 
menghasilkan prediksi yang lebih baik dibandingkan Feed-
forward Backpropagation ANN. Penelitian serupa juga dilakukan 
oleh Bilgehan (2011) yang menggunakan ANFIS dan 
Feedforward ANN dalam memprediksi efek retakan terhadap 
batas tekuk suatu struktur elemen. Nilai prediksi dengan meng-
gunakan model ANFIS pada kasus ini mendekati nilai asli 
dibandingkan dengan model Multilayer Feedforward ANN. 
Esfahanipour dan Mardani (2011) melakukan peramalan terhadap 
nilai saham di Tehran. Model yang digunakan adalah model 





dengan Fuzzy C-Mean (FCM) clustering, dan model ANN dengan 
multi layer perceptron (MLP). Hasil perbandingan menunjukkan 
bahwa model ANFIS dengan menerapkan subtractive clustering 
lebih baik dibandingkan model lain yang digunakan. Model 
ANFIS lebih unggul jika dibandingkan dengan neural network 
autoregressive model with exogenous inputs (NN-ARX) dan 
model empiris dalam memodelkan iradiasi matahari (Piri & Kisi, 
2015). Beberapa penelitian juga menunjukkan model ANFIS 
memiliki kelebihan dibandingkan dengan model-model lama 
seperti model regresi. Penelitian yang dilakukan Jaya dkk. (2013) 
terhadap kekasaran permukaan dari Titanium Aluminium Nitrite 
(TiN) membandingkan model ANFIS dengan 3 fungsi 
keanggotaan Generalized Bell terhadap model regresi polinomial. 
Hasil perbandingan menunjukkan bahwa model ANFIS lebih 
tepat digunakan.  
Dalam penelitian ini akan dilakukan peramalan terhadap 
kapasitas daya pembangkit listrik tenaga surya. Selain itu, 
penelitian ini juga bertujuan untuk membandingkan metode 
fungsi transfer dengan metode ANFIS. Hasil dari penelitian ini 
diharapkan dapat menjadi referensi bagi instansi terkait untuk 
dapat mengoptimalkan proses produksi listrik agar mampu 
memenuhi kebutuhan listrik. 
1.2 Rumusan Masalah 
Besarnya kapasitas daya yang dihasilkan pembangkit surya 
pada tingkat iradiasi matahari dan suhu tertentu perlu diketahui 
agar kinerja pembangkit dapat optimal. Pola hubungan antara 
iradiasi matahari dan suhu dengan kapasitas daya ada indikasi 
nonlinier sehingga perlu membandingkan metode peramalan 
linier (ARIMA) dengan nonlinier (ANFIS). Berikut rumusan 
masalah berdasarkan penjelasan sebelumnya. 
1. Bagaimana karakteristik kapasitas daya yang dihasilkan 
pembangkit tenaga surya? 
2. Bagaimana model fungsi transfer untuk peramalan kapasitas 
daya yang dihasilkan pembangkit tenaga surya? 
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3. Bagaimana model ANFIS untuk peramalan kapasitas daya 
yang dihasilkan pembangkit tenaga surya? 
4. Bagaimana perbandingan antara model fungsi transfer dan 
ANFIS pada peramalan kapasitas yang dihasilkan pembangkit 
tenaga surya? 
1.3 Tujuan Penelitian 
Penelitian ini mempunyai tujuan sebagai berikut.   
1 Mengetahui karakteristik kapasitas daya yang dihasilkan 
pembangkit tenaga surya 
2 Mendapatkan model dan hasil peramalan dari kapasitas daya 
yang dihasilkan pembangkit tenaga surya menggunakan fungsi 
transfer 
3 Mendapatkan model dan hasil peramalan dari kapasitas daya 
yang dihasilkan pembangkit tenaga surya menggunakan 
ANFIS 
4 Membandingkan model fungsi transfer dan ANFIS pada 
peramalan kapasitas yang dihasilkan pembangkit tenaga surya 
1.4 Manfaat Penelitian 
 Hasil dari penelitian ini diharapkan dapat membantu 
instansi penyedia listrik dengan tenaga surya untuk meng-
optimalkan kapasitas daya yang dihasilkan pembangkit listrik 
tenaga surya. 
1.5 Batasan Masalah 
Beberapa batasan yang digunakan dalam penelitian ini 
antara lain: 
1. Variabel input untuk kapasitas daya pembangkit tenaga surya 
adalah radiasi matahari dan suhu 
2. Banyaknya fungsi keanggotaan yang digunakan dalam metode 
ANFIS adalah 2 dengan jenis fungsi keanggotaan Gaussian, 
Trapezoidal, dan Generalized Bell 
3. Data yang digunakan merupakan data penelitian pada waktu 






Metode yang digunakan dalam penelitian ini terdiri atas 
fungsi transfer dan Adaptive Neuro Fuzzy Inference System 
(ANFIS). Metode fungsi transfer merupakan pengembangan dari 
Autoregressive Integrated Moving Average (ARIMA) yang 
merupakan metode untuk data yang memilliki pola linier. 
Sedangkan ANFIS merupakan data yang digunakan untuk data 
yang memiliki pola nonlinier. 
2.1 Autoregressive Integrated Moving Average (ARIMA) 
Salah satu metode yang sering digunakan dalam peramalan 
adalah metode Autoregressive Integrated Moving Average 
(ARIMA). Metode ini memiliki 2 macam model yaitu model 
Autoregressive (AR) dan model Moving Average (MA). Model 
umum AR dengan order p adalah sebagai berikut 
 1 21 2 p tt t t t p aY Y Y Y           (2.1) 
atau 
  p t tB Y a    (2.2) 
dimana 21 2( ) 1( )
p
p p
B B B B        , 
t t
Y Y    dan ta  
merupakan proses yang white noise. Sedangkan model MA 
dengan order q adalah sebagai berikut 
 1 1 2 2
ˆ




Y B a   (2.4) 
dimana 21 2( ) 1( )q
q
q
B B B B        . Model ARIMA merupa-
kan model ARMA yang telah stasioner setelah dilakukan 
differencing dengan order d (Box, Jenkins, & Reinsel, 2008). 
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     
    
  (2.5) 
atau 
 0( )(1 ) ( )
d
p t q t
B B Y B a       (2.6) 
dimana (1 )dt tW B Y  . Untuk melakukan peramalan mengguna-
kan model ARIMA, tahapan yang perlu dilakukan antara lain 
identifikasi model, estimasi parameter, cek diagnosa, dan 
peramalan. 
2.1.1 Identifikasi Model 
Tahap identifikasi model merupakan tahap untuk 
mengetahui order dari model ARIMA (p,d,q). Data yang 
dianalisis harus bersifat stasioner baik dalam mean maupun dalam 
varian. Data yang tidak stasioner dalam mean perlu diterapkan 
operator differencing seperti pada persamaan berikut 
 1t t tW Y Y     (2.7) 
Sedangkan untuk mengatasi ketidakstasioneran data dalam 
varian, maka dilakukan Transformasi Box-Cox. Persamaan yang 
digunakan dalam transformasi Box-Cox adalah sebagai berikut 
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dimana   merupakan parameter pada transformasi Box-Cox (Box 
& Cox, 1964). Persamaan diatas hanya dapat digunakan pada data 
yang bernilai positif saja. Sedangkan untuk data dengan nilai 
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Terdapat beberapa variasi pada persamaan transformasi Box-Cox. 
Persamaan transformasi Box-Cox yang digunakan dalam Program 
MINITAB berbeda dengan persamaan (2.8). Program MINITAB 
menggunakan persamaan yang dikembangkan berdasarkan pada 
persamaan (2.8), yaitu 
   1
1
(
,    0
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  (2.10) 
dimana G adalah rata-rata geometrik data yang dapat dihitung 
dengan rumus berikut 
 1 2 .n nG Y Y Y     (2.11) 
Tujuan dari transformasi Box-Cox adalah untuk meminimumkan 
standar deviasi dari data. Dalam hal ini, standar deviasi diwakili 
dengan selisih antar data (moving range)  
 1
1
max[ ( ), , ( )]
min[ ( ), , ( )]
t h h r
h h r
MR T Y T Y






dimana , 1, ,h r r n   dan nilai r yang sering digunakan adalah 
2. Contoh perhitungan manual transformasi Box-Cox dapat dilihat 
pada Lampiran 3 dan Lampiran 4. Nilai kostanta   beserta 
dengan fungsi transformasi yang sering digunakan dapat dilihat 
pada tabel berikut. 
Tabel 2.1 Fungsi Transformasi untuk Transformasi Box-Cox 
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Untuk mengetahui order dari model ARIMA, perlu dilihat 
plot dari Autocorrelation Function (ACF) dan Partial 
Autocorrelation Function (PACF) dari data yang telah stasioner. 
ACF merupakan fungsi korelasi antara Yt dan Yt+k. Persamaan 























  (2.13) 
Sedangkan PACF merupakan fungsi korelasi antara 
t




 dengan mengeluarkan dependensi linier 1 2 1, , ,t t t kY Y Y     
(Wei, 2006: 11). Persamaan untuk mendapatkan nilai PACF 























  (2.14) 
dengan 1, 1, 1 , 1  , 1,2, ,k j kj k k k k j j k          . Karakteristik dari 
plot ACF dan PACF untuk model ARIMA dapat dilihat pada 
tabel berikut 
Tabel 2.2 Pola plot ACF dan PACF untuk Model Non Musiman 
Model ACF PACF 
AR(p) Turun cepat (dies down) Terpotong (cuts off) setelah lag p 
MA(q) Terpotong (cuts off) setelah lag 
q 
Turun cepat (dies down) 
ARMA(p,q) Turun cepat (dies down) Turun cepat (dies down) 
2.1.2 Estimasi Parameter 
Tahap estimasi parameter bertujuan untuk mendapatkan 
nilai dari setiap parameter yang terdapat di dalam model ARIMA. 
Banyak metode yang dapat digunakan untuk estimasi parameter 
antara lain metode Moment Estimator, Least Square Estimator, 
dan Maximum Likelihood Estimator (Cryer & Chan, 2008). 





beberapa kelebihan jika dibandingkan dengan metode yang 
lainnya. Semua informasi pada data digunakan dan tidak hanya 
terbatas pada momen pertama atau momen kedua saja. Metode ini 




















   (2.15) 
Fungsi log-likelihood adalah sebagai berikut 
 2 2 ** 2
, ,
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
     (2.16) 
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S a     

 * *Y ,a ,Y   (2.17) 
dimana 1 2( , , , ) 'nY Y YY  dan kondisi awal untuk 
1 1 0( , , , ) 'pY Y Y *Y  dan 1 1 0( , , , ) 'qa a a *a . Sedangkan 
nilai 2
a














  (2.18) 
Dengan asumsi bahwa {Yt} stasioner dan {at} yang white noise, 
nilai Yt dapat diganti dengan rata-rata Y  dan at diganti dengan 
nilai ekspektasi 0 sehingga persamaan (2.17) dapat ditulis 
 2*
1




S a     
 
  Y  (2.19) 
Persamaan (2.19) merupakan conditional sum square seperti pada 
least square sehingga parameter didapatkan dengan meminimal-
kan persamaan tersebut. Nilai estimasi parameter yang didapatkan 
perlu diuji untuk mengetahui signifikansinya. Pengujian 
sifnifikansi parameter untuk model AR adalah sebagai berikut 
(Wei, 2006). 
 0H  : 0p   (Parameter AR tidak signifikan) 











   
Sedangkan pengujian signifikansi untuk model MA adalah 
sebagai berikut. 
 0H  : 0q   (Parameter MA tidak signifikan) 
 1H  : 0q   (Parameter MA signifikan) 






   
Keputusan tolak 0H  apabila /2,( )phitung n nt t   atau nilai p  . 
2.1.3 Cek Diagnosa 
Sebelum dilakukan peramalan, perlu dilakukan cek 
diagnosa terhadap model ARIMA yang didapatkan. Cek diagnosa 
digunakan untuk mengetahui kesesuaian model. Model yang 
sesuai memiliki syarat  ta  merupakan proses yang white noise 
dan berdistribusi normal. Asumsi white noise terdiri atas asumsi 
identik dan independen. Uji yang digunakan untuk  mengetahui 
apakah ta  merupakan proses yang independen adalah uji Ljung-
Box dengan hipotesis sebagai berikut (Wei, 2006: 153). 
H0 : 1 2 0K       (Model telah independen) 
H1 : minimal ada 1 0j   dimana 1,2, ,j k   (Model       
tidak independen) 
















   (2.20) 
Nilai Q1 mengikuti distribusi Chi-square dengan derajat 
bebas k-p-q dimana p merupakan order untuk model AR dan q 





nilai Q1 lebih besar daripada nilai Chi-square tabel atau p-value 
lebih kecil dari taraf signifikansi. 
Asumsi identik residual dapat diuji menggunakan uji 
Lagrange Multiplier (LM). Pengujian ini digunakan untuk 
mendeteksi efek Autoregressive Conditional Heteroscedacity 
(ARCH) ataupun efek Generalized Autoregressive Conditional 
Heteroscedacity (GARCH).  Konsep dari pengujian ini adalah 
bahwa varians residual bukan hanya fungsi dari variabel 
independen tetapi tergantung pada residual kuadrat pada periode 
sebelumnya (Enders, 2015). Hipotesis untuk pengujian ini adalah 
H0 : Tidak ada efek ARCH atau GARCH 
H1 : Terdapat efek ARCH atau GARCH  




















































 . Hasil keputusan 
pengujian adalah tolak H0 apabila nilai 22 nQ   atau p-value 
kurang dari taraf signifikansi. Contoh perhitungan Manual untuk 
uji LM dapat dilihat pada Lampiran 6. 
Selain pengujian independen dan identik residual, residual 
dari model juga perlu diuji distribusi normal. Metode yang sering 
digunakan untuk pengujian distribusi normal adalah metode 
Kolmogorov-Smirnov. Metode ini membandingkan fungsi 
distribusi empiris atau 𝐹𝑛(𝑎𝑡) dengan fungsi distribusi hipotesa 
atau 𝐹0(𝑎𝑡) . Hipotesis dari uji ini adalah sebagai berikut. 
H0 : 0( ) ( )n t tF a F a  (Data mengikuti distribusi normal) 
H1 : 0( ) ( )n t tF a F a  (Data tidak mengikuti distribusi normal) 





 0( ) ( ) .n t tD Sup F a F a   (2.22) 
Kesimpulan dari pengujian ini adalah tolak H0 jika nilai D lebih 
besar dari nd  dimana nd  merupakan nilai dari tabel Kolmogorov-
Smirnov. 
2.1.4 Pemilihan Model Terbaik 
Model terbaik dapat diperoleh dengan memperhatikan 
beberapa nilai parameter yang didasarkan pada data in sample 
ataupun data out sample. Untuk data out sample, nilai parameter 
yang digunakan adalah Root Mean Square Error (RMSE), Mean 
Absolute Percentage Error (MAPE), dan Symmetric Mean 
Absolute Percentage Error (SMAPE). Persamaan untuk men-
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  (2.25) 
dimana ˆ ( )l n l ne Y Y l   merupakan error dari model pada 
pengamatan out sample ke-l dan M merupakan banyaknya data 
out sample. 
2.1.5 Peramalan 
Dalam tahap peramalan, akan dilakukan perhitungan untuk 
memprediksi nilai ramalan selama beberapa waktu ke depan. 





pada waktu n+k berdasarkan data yang ada atau dapat ditulis 
dengan persamaan berikut 
 1 1
ˆ( , , , ) ( )n k n n nE Y Y Y Y Y k     (2.26) 
Persamaan (2.26) menunjukkan ramalan titik. Sedangkan per-
samaan untuk mendapatkan ramalan interval adalah sebagai 
berikut (Wei, 2006: 90). 
 
2
ˆ ( ) ( ( ))n nY k Z Var k    (2.27) 
2.2 Fungsi Transfer  
Fungsi Transfer merupakan metode yang digunakan untuk 
memodelkan suatu deret output (Yt) yang dipengaruhi nilai masa 
lalu dari deret tersebut serta deret input lain (Xt). Model umum 
untuk fungsi transfer dengan satu deret input adalah sebagai 
berikut 
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    (2.28) 
dimana 0 1 1( ) , ( ) 1
s r
s s r rB B B B B B              , 














  (2.29) 
Model pada persamaan (2.28) merupakan model fungsi 
transfer dengan single input. Sedangkan model fungsi transfer 
dengan multi input dapat dilihat pada persamaan berikut 
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    (2.30) 
Langkah-langkah yang dilakukan untuk mendapatkan 
model fungsi transfer adalah sebagai berikut (Wei, 2006: 331). 
1. Prewhitening untuk data input menggunakan model ARIMA 
dari data input. Sehingga didapatkan error yang memenuhi 

















   (2.31) 
2. Prewhitening untuk data output berdasarkan model ARIMA 
dari data input. Error yang didapatkan dari proses ini 













   (2.32) 
3. Menghitung bobot respon impuls berdasarkan nilai korelasi 
silang antara t  dan t . Bobot respon impuls digunakan untuk 
menduga order (b,s,r).  
4. Identifikasi order fungsi transfer (b,s,r) dan estimasi parameter 
fungsi trasfer 
5. Identifikasi model untuk deret noise.  Deret noise merupakan 
error model pada fungsi transfer. 
 









    (2.33) 









  (2.34) 
2.2.1 Bobot Respon Impuls 
Order fungsi transfer (b,s,r) dapat diidentifikasi 
menggunakan bobot respon impuls. Bobot respon impuls 
merupakan representasi dari nilai korelasi silang. Persamaan 
untuk menghitung nilai bobot respon impuls yaitu 







  (2.35) 
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Order b merupakan parameter waktu tunda (delay) dari 
pengaruh input terhadap output. Order b ditentukan berdasarkan 
nilai 0kv   dengan k b  hingga 0bv  . Order r ditentukan 
berdasarkan pola bobot respon impuls seperti halnya identifikasi 
order p pada model ARIMA berdasarkan pola ACF. Jarang 
ditemukan order r yang melebihi 2. Contoh pola bobot respon 
impuls untuk berbagai order r dapat dilihat pada Tabel 2.3 (Wei, 
2006: 325-326). Sedangkan order s adalah parameter lama waktu 
dari pengaruh input terhadap output. Apabila order 0r  , maka 
order s mudah untuk ditentukan berdasarkan nilai 0kv    dengan 
k b s  . Apabila order 0r  , maka order s ditentukan berdasar-
kan pola bobot respon impuls yang turun. 
Tabel 2.3 Contoh Pola Bobot Respon Impuls 


























2.2.2 Cek Diagnosa 
Asumsi yang diperlukan pada model fungsi transfer adalah 
asumsi residual independen terhadap variabel input, asumsi 
residual white noise, dan asumsi residual berdistribusi normal. 
Pengujian residual white noise dan berdistribusi normal dapat 
dilakukan menggunakan persamaan (2.20) dan persamaan (2.22). 
Sedangkan asumsi independen residual terhadap variabel input 
dapat diuji mengunakan uji portmanteau dengan hipotesis dan 
statistik uji sebagai berikut. 
H0 : ˆˆ ( ) 0a j   (Model telah white noise) 
H1 : minimal ada 1 ˆˆ ( ) 0a j   dimana 0,1, ,j K   





















   (2.38) 
Q3 mengikuti distribusi Chi-Square dengan derajat kebebasan 
( 1)K M   dimana M merupakan jumlah parameter pada fungsi 
transfer dan 0 1m n t    merupakan residual ˆta  dihitung. 
2.3 Uji Terasvirta 
Uji Terasvirta merupakan uji deteksi nonlinieritas yang 
dikembangkan berdasarkan model neural network dan termasuk 
dalam kelompok uji tipe Lagrange Multiplier (LM) dengan 
ekspansi Taylor (Terasvirta, Lin, & Granger, 1993). Hipotesis dan 
statistik uji yang digunakan dalam uji ini adalah 
H0 : ( ) adalah fungsi linier dalam f X X  (Model linier)  
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0SSR  adalah jumlah error kuadrat dari model regresi antara 
Y dengan variabel X sebanyak *p . Sedangkan 1SSR  adalah jumlah 
error kuadrat dari model regresi antara residual model awal 
dengan X dan m prediktor tambahan. Contoh perhitungan manual 
uji Terasvirta dapat dilihat pada Lampiran 5. 
Hasil keputusan pengujian tolak H0 apabila nilai statistik uji 
lebih besar dari nilai F-tabel dengan derajat kebebasan m dan 
* 1n p m    atau p-value kurang dari taraf signifikansi. 
2.4 Teori Fuzzy 
Teori fuzzy merupakan perluasan dari teori himpunan 
klasik. Suatu nilai yang menunjukkan seberapa besar tingkat 
keanggotaan suatu elemen (x) dalam suatu himpunan (A), sering 
disebut dengan nilai keanggotaan atau derajat keanggotaan, 
dinotasikan dengan ( )A x . Nilai keanggotaan tersebut dipetakan 





(membership function) (Kusumadewi & Hartati, 2006). Beberapa 
fungsi keanggotaan yang sering digunakan adalah sebagai berikut. 
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Gambar 2.1 Grafik Fungsi Trapezoidal 
b. Fungsi Keanggotaan Generalized Bell yang memiliki 
parameter (a,b,c) yang didefinisikan sebagai berikut 
  
2
1, , , .
1
b





   
   
  (2.41) 
 
Gambar 2.2 Grafik Fungsi Generalized Bell 








c. Fungsi Keanggotaan Gaussian dengan 2 parameter yaitu 
parameter mean    dan parameter deviasi stander    














  (2.42) 
 
Gambar 2.3 Grafik Fungsi Gaussian 
Sistem Inferensi Fuzzy (Fuzzy Inference System) 
merupakan kerangka komputasi yang didasarkan pada teori 
himpunan fuzzy, aturan fuzzy yang berupa IF-THEN, serta 
penalaran fuzzy. Kerangka tersebut dapat dilihat pada gambar 
berikut. 
 


















Beberapa metode yang sering digunakan dalam sistem 
inferensi fuzzy adalah Metode Tsukamoto dan Metode Sugeno. 
Metode Tsukamoto didasarkan pada konsep penalaran monoton 
(baik monoton naik maupun monoton turun). Nilai crisp pada 
daerah konsekuen dapat diperoleh secara langsung berdasarkan 
fire strength pada antesedennya. Sedangkan Metode Sugeno 
memiliki karakteristik yaitu konsekuen bukan merupakan 
himpunan fuzzy, melainkan suatu persamaan linier dengan 
variabel yang sesuai dengan variabel input. 
2.5 Adaptive Neuro Fuzzy Inference System (ANFIS) 
Adaptive Neuro Fuzzy Inference System (ANFIS) 
merupakan arsitektur  yang secara fungsional sama dengan fuzzy 
rule base model Sugeno (Kusumadewi & Hartati, 2006). 
Arsitektur jaringan dari metode ANFIS terdiri atas 5 tahapan 
































Gambar 2.5 Arsitektur ANFIS 
1. Lapisan 1 (Fuzzifikasi) 
Setiap neuron pada lapisan pertama adaptif terhadap 
parameter suatu fungsi aktifasi. Output dari setiap neuron berupa 





input. Pada tahap ini digunakan parameter nonlinier pada fungsi 
keanggotaan yang digunakan. Parameter pada lapisan ini sering 
disebut dengan premise parameters. Misalkan 1 1x X  dan 






























  (2.43) 
2. Lapisan 2 (Operasi Logika Fuzzy) 
Setiap neuron pada lapisan kedua berupa neuron tetap yang 
outputnya adalah hasil dari masukan. Fungsi node dapat 
dijabarkan dengan persamaan berikut 
 2, 1 2( ) ( )i ii i A BO w X X     (2.44) 
3. Lapisan 3 (Normalized Firing Strength) 
Neuron pada lapisan ketiga berupa node tetap yang 
merupakan hasil perhitungan rasio dari pembobot (wi) yang sering 










  (2.45) 
4. Lapisan 4 (Defuzzifikasi) 
Neuron pada lapisan keempat merupakan node adaktif 
terhadap output. Parameter pada lapisan ini dinamakan 
consequent parameters 
 4, 1 1 2 2 0( )i i i i i i iO w f w c x c x c      (2.46) 
5. Lapisan 5 (Perhitungan Output) 
Setiap neuron pada lapisan kelima adalah node tetap yang 
















  (2.47) 
Parameter linier (consequent parameter) pada lapisan 
keempat diestimasi menggunakan metode Least Square Error 
(LSE) Recursive. Metode ini menerapkan iterasi dengan 
menggunakan persamaan  
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dengan nilai inisial untuk ( )hP  dan ( )hc  adalah 
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Setelah didapatkan parameter linier, maka dapat dihitung 
nilai output pada lapisan 5. Parameter nonlinier (premise 
parameter) diestimasi menggunakan metode Backpropagation 
Error. Error signal yang didapatkan pada lapisan 5 akan berjalan 
mundur (backward pass) melalui setiap lapisan. Error signal 
merupakan hasil turunan (derivative) dari error terhadap output 

















Hasilnya akan didapatkan error dari parameter yang digunakan. 
Apabila fungsi keanggotaan yang digunakan adalah Gaussian, 
maka error parameter yang didapatkan adalah ( ) ( ) dan h h   . 
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dimana h menunjukkan jumlah iterasi (epoch) yang digunakan 
dan   adalah learning rate yang nilainya telah ditentukan. 
2.6 Solar Cell (Photovoltaic) 
Pembangkit listrik tenaga surya menggunakan perangkat 
bernama Photovoltaic untuk menghasilkan energi listrik. 
Photovoltaic (biasanya disebut dengan solar cell seperti pada 
Gambar 2.6) merupakan piranti semikonduktor yang dapat 
merubah cahaya secara langsung menjadi arus listrik searah (DC) 
dengan menggunakan kristal silicon (Si) yang tipis. Untuk bisa 
menghasilkan arus listrik, solar cell dipasang dengan posisi 
sejajar/seri dalam sebuah panel yang terbuat dari aluminium atau 
baja anti karat. Bila solar cell terkena sinar matahari, maka akan 
terbentuk arus listrik. Besarnya arus listrik yang mengalir 
tergantung pada jumlah energi matahari yang mencapai silikon 
dan luas permukaan sel tersebut (Bachtiar, 2006). 
 
Gambar 2.6 Solar Cell 
Besarnya energi yang dihasilkan oleh solar cell 
dipengaruhi oleh berbagai hal beberapa diantaranya adalah 
iradiasi matahari dan suhu. Iradiasi matahari merupakan besarnya 
energi yang dipancarkan oleh matahari. Energi yang sampai ke 





suhu dapat mempengaruhi kinerja dari solar cell dalam 
menghasilkan energi listrik. Semakin rendah suhu pada 
permukaan solar cell, maka energi yang dihasilkan dapat lebih 







3.1  Sumber Data dan Variabel Penelitian 
Pada penelitian ini digunakan data sekunder yaitu data 
pembangkit listrik tenaga surya yang didapatkan  dari Power 
System Simulation Laboratory (PSSL) Teknik Elektro ITS. Data 
yang didapatkan meliputi variabel kapasitas daya listrik  
pembangkit, suhu, dan iradiasi matahari. Data tersebut mem-
punyai interval per detik selama pukul 11:00:16 hingga pukul 
11:09:41 dengan jumlah total 566 data pengamatan. Variabel 
penelitian secara rinci dapat dilihat pada tabel berikut. 
Tabel 3.1 Variabel Penelitian 
Variabel Definisi Operasional Satuan 
1,tY   :  Kapasitas Daya 
Listrik Pembangkit 
Energi listrik yang dihasilkan oleh 
pembangkit pada waktu ke-t 
W 
1,tX  :  Iradiasi Matahari 
Intensitas matahari yang mengenai 
solar cell pada waktu ke-t 
W/m2 
2,tX  :  Suhu 
Suhu permukaan di sekitar solar cell 
pada waktu ke-t 
Celcius 
3.2  Langkah Penelitian 
Sebelum dilakukan analisis, data pengamatan dibagi 
menjadi data in sample dan data out sample (preprocessing data). 
Data in sample berjumlah 80% dari keseluruhan data yaitu 
sebanyak 453 data dan sisanya yaitu sebanyak 113 data 
merupakan data  out sample. 
Langkah analisis data pada penelitian ini secara umum 
adalah sebagai berikut. 
1. Mendeskripsikan data untuk kapasitas daya pembangkit tenaga 
surya dan variabel input 
2. Pemodelan data kapasitas daya pembangkit listrik tenaga surya 
(Y ) berdasarkan iradiasi matahari ( 1X ) dan suhu ( 2X ) 
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sebagai input menggunakan fungsi transfer single input dan 
multi input. 
a. Identifikasi stasioneritas deret input dan deret output dalam 
mean dan varians. Data yang tidak stasioner dalam mean dapat 
dilakukan differencing sedangkan data yang tidak stasioner 
dalam varians dapat dilakukan Transformasi Box-Cox 
b. Identifikasi order untuk model ARIMA (p,d,q) untuk deret 
input 
c. Mendapatkan nilai dari setiap parameter yang ada dalam 
model ARIMA (p,d,q) deret input menggunakan estimasi 
parameter 
d. Pemeriksaan diagnosa yang berupa asumsi residual bersifat 
independen. Apabila semua asumsi tidak terpenuhi, maka 
dilakukan identifikasi model ARIMA (p,d,q) kembali 
e. Prewhitening untuk deret input sehingga didapatkan deret t . 
Deret t  merupakan error model input yang telah memenuhi 
asumsi independen 
f. Prewhitening untuk deret output dengan cara menerapkan 
model ARIMA (p,d,q) deret input terhadap deret output. 
Tahap ini akan menghasilkan deret t  yang belum tentu 
memenuhi asumsi independen 
g. Mendapatkan nilai korelasi silang antara t  dan t  serta 
menghitung bobot impuls respon 
h. Identifikasi order (b,s,r) untuk fungsi transfer 
i. Estimasi parameter untuk parameter model fungsi transfer 
j. Mendapatkan deret noise tn  beserta model ARIMA untuk 
deret noise apabila asumsi independen tidak terpenuhi 
k. Cek diagnosa untuk model fungsi transfer akhir  
l. Menghitung nilai kriteria kebaikan model dan melakukan 
tahap peramalan 
3. Pemodelan data kapasitas daya pembangkit listrik tenaga surya 
(Y ) berdasarkan iradiasi matahari (
1





sebagai input menggunakan ANFIS secara single input dan 
multi input 
a. Menentukan variabel input berdasarkan model fungsi transfer 
b. Menentukan jumlah fungsi keanggotaan 
c. Menentukan jenis dari fungsi keanggotaan 
d. Menentukan jumlah iterasi dan learning rate hingga nilai 
parameter linier naupun parameter nonlinier ANFIS konvergen 
e. Menjalankan setiap fungsi bardasarkan parameter yang 
didapatkan 
f. Memilih model terbaik berdasarkan nilai kriteria kebaikan 
model 
g. Melakukan tahap peramalan 





Pembagian Data In sample dan Out sample
Apakah Data Stasioner?




Dilakukan Transformasi Jika Tidak 
Stasioner dalam Varians dan 









ANALISIS DAN PEMBAHASAN 
Bagian ini membahas hasil analisis menggunakan metode 
fungsi transfer dan ANFIS. Sebelum dilakukan peramalan, perlu 
diketahui terlebih dahulu analisis deskriptif dari kapasitas daya 
pembangkit serta variabel input. Selanjutnya dilakukan peramalan 
kapasitas daya pembangkit menggunakan metode fungsi transfer 
single input dan multi input. Tahap selanjutnya dilakukan pula 
peramalan menggunakan ANFIS dengan 3 fungsi keanggotaan. 
Setelah didapatkan model dengan fungsi keanggotaan terbaik, 
model tersebut dibandingkan dengan model fungsi transfer yang 
telah didapatkan sebelumnya. 
4.1 Statistika Deskriptif Kapasitas Daya Pembangkit Tenaga 
Surya 
Kapasitas daya yang dihasilkan pembangkit tenaga surya 
tiap menit dapat dilihat dalam Tabel 4.1 berikut. 
Tabel 4.1 Hasil Analisis Deskriptif Kapasitas Daya Pembangkit Tenaga Surya 
Pukul 
Daya Iradiasi Suhu 





11:00 16,05 1,63 811,11 13,37 35,70 0,23 
11:01 15,75 2,05 812,90 13,43 35,80 0,28 
11:02 15,86 1,91 813,15 14,33 35,79 0,17 
11:03 16,06 1,88 811,00 14,81 35,61 0,36 
11:04 16,18 1,66 811,93 12,70 35,58 0,20 
11:05 16,04 1,71 813,50 12,93 35,69 0,44 
11:06 15,92 1,65 812,50 10,40 35,75 0,15 
11:07 16,26 1,89 810,95 12,03 35,73 0,44 
11:08 16,45 1,84 814,33 10,99 35,59 0,31 
11:09 16,06 1,64 813,37 12,54 35,73 0,73 
Total 16,06 1,80 812,48 12,76 35,69 0.36 
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Kapasitas daya tertinggi dihasilkan pada pukul 11:08 
dengan rata-rata daya yang dihasilkan yaitu sebesar 16,45 W 
dengan standar deviasi sebesar 1,84. Sedangkan rata-rata daya 
terendah terjadi pada pukul 11:01 yaitu sebesar 15,75 W dengan 
standar deviasi sebesar 2,05. Rata-rata kapasitas daya tertinggi 
dihasilkan pada rata-rata tingkat iradiasi matahari sebesar 814,33. 
Tingkat iradiasi tersebut merupakan tingkat radiasi tertinggi 
diantara waktu yang lain menunjukkan bahwa tingkat iradiasi 
matahari berbanding lurus dengan kapasitas daya yang dihasilkan 
oleh pembangkit. Sedangkan suhu permukaan solar cell pada 
kondisi kapasitas daya tertinggi adalah sebesar 35,39°C. Pola data 
dari masing-masing variabel dapat dilihat dengan plot time series 
pada Gambar 4.1 berikut. 
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Gambar 4.1 Time Series Plot Kapasitas Daya (a), Iradiasi Matahari (b), dan 
Suhu (c) 
4.2 Peramalan Kapasitas Daya Pembangkit Tenaga Surya 
Menggunakan Fungsi Transfer  
Bagian ini akan menjelaskan model fungsi transfer dari 
kapasitas daya pembangkit tenaga surya dengan variabel input 






































digunakan dalam menduga model dibagi menjadi data in sample 
dan out sample. Data in sample berjumlah 80% dari total 
keseluruhan data yaitu sebanyak 453 data. Sedangkan sisanya 
sebesar 113 data merupakan data out sample. 
4.2.1 Model Fungsi Transfer Single Input 
Berdasarkan time series plot pada Gambar 4.1, dapat 
diduga bahwa data kapasitas daya, iradiasi matahari, dan suhu 
memiliki pola yang stasioner dalam mean dan varians. 
Stasioneritas data dalam varian dapat diuji dengan menggunakan 
Transformasi Box-Cox dengan hasil pengujian sebagai berikut. 
Tabel 4.2 Estimasi Nilai Lambda pada Transformasi Box-Cox 





Kapasitas Daya 0,15 1,83 1,00 
Iradiasi Matahari -3,80 * 2,00 
Suhu * 4,38 -0,50 
Tanda bintang pada batas atas untuk variabel iradiasi 
matahari serta batas bawah untuk variabel suhu menunjukkan 
nilai yang cukup besar. Batas atas dan batas bawah nilai lambda 
pada transformasi kapasitas daya, iradiasi, dan suhu memuat nilai 
1. Sehingga dapat disimpulkan bahwa data kapasitas daya, 
iradiasi, dan suhu memiliki pola yang stasioner dalam varians. 
Sedangkan untuk menguji stasioneritas data dalam mean dapat 
digunakan plot time series. Berdasarkan plot time series pada 
Gambar 4.1, pola data untuk kapasitas daya, iradiasi matahari, 
maupun suhu tidak menunjukkan pola tren. Secara visual dapat 
disimpulkan bahwa data kapasitas daya, iradiasi matahari, dan 
suhu telah stasioner dalam mean. 
Tahap pertama dalam pemodelan menggunakan fungsi 
transfer adalah prewhitening deret input. Tujuan dari tahap ini 
adalah mendapatkan residual dari input yang memenuhi asumsi 
independen. Pendugaan model ARIMA dari data iradiasi matahari 





Gambar 4.2 Plot ACF Iradiasi Matahari (a), Plot PACF Iradiasi Matahari (b), 
Plot ACF Suhu (c), dan Plot PACF Suhu (d) 
Plot ACF dan PACF untuk variabel iradiasi matahari 
memiliki nilai yang signifikan pada lag 7, 10, dan 17. Model 
ARIMA untuk data iradiasi matahari adalah ([7,10],0,[7,10,17]). 
Sedangkan untuk plot ACF dan PACF variabel suhu, nilai yang 
signifikan terdapat pada lag 6 dan 10. Sehingga model dugaan 
untuk model ARIMA data suhu adalah ([3,6],0,[6,10]). 
Berdasarkan model ARIMA untuk iradiasi matahari dan suhu, 
maka dilakukan estimasi pada masing-masing parameter. 
Tabel 4.3 Estimasi dan Uji Signifikansi Parameter Model ARIMA Input 
Iradiasi Matahari 
Parameter Estimasi S.E t p-value 
7  0,602 0,042 14,45 <0,0001 
10  0,583 0,042 14,01 <0,0001 
17  -0,189 0,047 -4,01 <0,0001 
7  0,527 0,007 73,75 <0,0001 


















































































Tabel 4.3 (Lanjutan) 
Parameter dari model dugaan bernilai signifikan apabila 
kurang dari 0,05  . Semua parameter hasil estimasi dari model 
dugaan mempunyai p-value bernilai kurang dari   sehingga 
dapat disimpulkan bahwa semua parameter bernilai signifikan. 
Model dugaan tersebut harus memenuhi asumsi independen 
sehingga dilakukan pengujian sebagai berikut. 
Tabel 4.4 Uji Ljung-Box Model ARIMA Input 
Iradiasi Matahari 
Hingga lag ke- 1Q  df p-value 
6 2,70 1 0,1006 
12 6,71 7 0,4594 
18 15,17 13 0,2968 
24 20,94 19 0,3402 
30 31,31 25 0,1788 
Suhu 
Hingga lag ke- 1Q  df p-value 
6 3,75 2 0,1534 
12 11,72 8 0,1643 
18 19,59 14 0,1438 
24 28,03 20 0,1086 
30 37,85 26 0,0626 
Suhu 
Parameter Estimasi S.E t p-value 
6  0,714 0,053 13,51 <0,0001 
10  -0,101 0,033 -3,08 0,0021 
3  0,146 0,035 4,16 <0,0001 
6  0,854 0,035 24,32 <0,0001 
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Semua p-value yang lebih dari   menunjukkan bahwa 
model dugaan telah memenuhi asumsi independen. Secara 
matematis, model ARIMA untuk iradiasi matahari dapat ditulis 




(1 0,602 0,583 0,189 )













(1 0,714 0,101 )









Model pada persamaan (4.1) digunakan untuk prewhitening 
pada data iradiasi matahari dan data kapasitas daya. Sedangkan 
model pada persamaan (4.2) digunakan untuk prewhitening pada 
data suhu dan data kapasitas daya. Hasil dari prewhitening ini 
adalah residual dari data input dan data output. Selanjutnya 
dihitung nilai korelasi silang (cross correlation). Nilai korelasi 
silang dibutuhkan untuk mendapatkan bobot respon impuls. 
Bobot respon impuls merupakan representasi dari nilai korelasi 
silang. Bobot respon impuls dapat ditampilkan dalam bentuk 
grafik seperti pada Gambar 4.3 
 

































Gambar 4.3 (Lanjutan) 
Nilai korelasi silang yang signifikan pada residual data 
iradiasi matahari dan kapasitas daya berada pada lag 1, 2, 4, 11, 
dan 24. Sedangkan nilai korelasi pada lag 0 tidak signifikan. Hal 
ini menunjukkan bahwa pengaruh variabel iradiasi matahari 
terhadap variabel kapasitas daya mempunyai waktu tunda (delay) 
1 lag kedepan. Berdasarkan grafik tersebut dapat diduga order 
dari fungsi transfer yaitu (b=1,s=[1,2,4,11,24],r=0). Sedangkan 
pada grafik nilai korelasi silang antara residual data suhu dan 
kapasitas daya, nilai korelasi silang yang signifikan terdapat pada 
lag 2, 3, 4, 5, 7, 9, 10, 19, dan 22. Sehingga dapat diduga order 
fungsi transfer yaitu (b=2,s=[2,3,4,5,7,9,10,19,22],r=0) Hasil 
estimasi dan pengujian parameter fungsi transfer adalah sebagai 
berikut 
Tabel 4.5 Estimasi dan Uji Signifikansi Parameter Model Dugaan Fungsi 
Transfer 
Iradiasi Matahari 
Parameter Estimasi S.E t p-value 
0  0,032 0,006 5,65 <0,0001 
1  0,014 0,006 2,41 0,0162 
3  0,003 0,006 0,54 0,5885 
10  0,007 0,006 1,20 0,2289 































Tabel 4.5 (Lanjutan) 
Suhu 
Parameter Estimasi S.E t p-value 
0  1,024 0,256 4,00 <0,0001 
1  0,512 0,259 1,98 0,0476 
2  -0,299 0,257 -1,16 0,2462 
3  -0,298 0,252 -1,18 0,2362 
5  -0,243 0,255 -0,95 0,3409 
7  0,397 0,266 1,49 0,1360 
8  0,425 0,261 1,63 0,1038 
17  0,458 0,273 1,68 0,0934 
20  -0,375 0,269 -1,39 0,1633 
Pengujian signifikansi parameter menunjukkan bahwa tidak 
semua parameter bernilai signifikan. Untuk mengatasinya maka 
dilakukan backward ellimination. Hasilnya dapat dilihat pada 
tabel berikut. 
Tabel 4.6 Estimasi dan Uji Signifikansi Parameter Model Awal Fungsi Transfer 
Iradiasi Matahari 
Parameter Estimasi S.E t p-value 
0  0,033 0,004 7,51 <0,0001 
1  0,014 0,004 3,07 0,0021 
Suhu 
Parameter Estimasi S.E t p-value 
0  1,028 0,194 5,31 <0,0001 
1  0,580 0,194 2,99 0,0027 
Salah satu asumsi yang harus dipenuhi oleh model fungsi 
transfer adalah asumsi bahwa nilai korelasi silang antara residual 





Tabel 4.7 Uji Portmanteau Model Awal Fungsi Transfer 
Iradiasi Matahari 
Hingga lag ke- 2  df p-value 
5 2.31 4 0.6794 
11 6.23 10 0.7952 
17 7.20 16 0.9692 
23 12.60 22 0.9437 
29 21.89 28 0.7864 
Suhu 
Hingga lag ke- 2  df p-value 
5 6,32 4 0,1766 
11 10,09 10 0,4324 
17 16,19 16 0,4397 
23 17,60 22 0,7295 
29 24,96 28 0,6302 
Hasil dari pengujian portmanteau menunjukkan bahwa 
residual model dengan variabel input telah memenuhi asumsi 
independen. Dengan menggunakan model dugaan fungsi transfer, 
maka didapatkan residual yang merupakan deret noise. Pengujian 
asumsi residual independen dan berdistribusi normal terhadap 
deret noise adalah sebagai berikut. 
Tabel 4.8 Uji Asumsi Deret Noise Model Fungsi Transfer 
Iradiasi Matahari 
Uji Ljung-Box  Uji Normalitas 
Hingga lag ke- 2  df p-value D p-value 
6 8,97 6 0,1755 
0,050628 <0,0100 
12 18,85 12 0,0921 
18 30,18 18 0,0357 
24 34,29 24 0,0797 
30 38,89 30 0,1283 
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Tabel 4.8 (Lanjutan) 
Suhu 
Uji Ljung-Box Uji Normalitas 
Hingga lag ke- 2  df p-value D p-value 
6 7,20 6 0,3029 
0,0473 0,0155 
12 14,97 12 0,2433 
18 24,04 18 0,1538 
24 25,80 24 0,3633 
30 30,12 30 0,4596 
Hasil pengujian menunjukkan asumsi residual independen 
dan berdistribusi normal tidak terpenuhi karena terdapat p-value 
yang kurang dari  . Untuk mengatasi hal ini maka diperlukan 
pemodel ARIMA dari deret noise. Sedangkan model dengan input 
suhu telah memenuhi asumsi independen tetapi tidak memenuhi 
asumsi normal. Dalam hal ini, Kostenko dan Hyndman (2008) 
mengatakan bahwa pengujian asumsi data seperti halnya pada 
pengujian asumsi residual berdistribusi normal tidak terlalu 
penting. Model yang baik adalah model yang dapat memprediksi 
dengan baik tanpa perlu memperhatikan asumsi yang ada. Model 
dugaan ARIMA untuk deret noise pada fungsi transfer dengan 
input iradiasi matahari dapat diduga menggunakan plot ACF dan 
PACF deret noise berikut. 
 
Gambar 4.4 Plot ACF (a), dan Plot PACF (b) Deret Noise Fungsi Transfer 










































Model dugaan untuk deret noise iradiasi matahari adalah 
ARIMA ([4,11],0,[4,11,15]). Hasil estimasi parameter untuk 
model akhir fungsi transfer dapat dilihat pada tabel berikut. 
Tabel 4.9 Estimasi dan Uji Signifikansi Parameter Awal Model Akhir Fungsi 
Transfer Single Input Iradiasi Matahari 
Parameter Estimasi S.E t p-value 
4  -0,345 0,256 -1,35 0,1785 
11  -0,228 0,195 -1,17 0,2424 
15  0,096 0,064 1,49 0,1369 
4  -0,446 0,248 -1,80 0,0722 
11  -0,134 0,201 -0,67 0,5057 
0  0,033 0,004 7,68 <0,0001 
1  0,013 0,004 3,10 0,0019 
Dengan menggunakan backward ellimination, parameter 
yang tidak signifikan pada model fungsi transfer dengan input 
iradiasi matahari dihilangkan sehingga didapatkan model akhir 
fungsi transfer sebagai berikut.  
Tabel 4.10 Estimasi dan Uji Signifikansi Parameter Model Akhir Fungsi 
Transfer Single Input 
Iradiasi Matahari 
Parameter Estimasi S.E t p-value 
11  -0,102 0,048 -2,14 0,0325 
15  0,137 0,048 2,85 0,0044 
4  -0,098 0,047 -2,08 0,0377 
0  0,033 0,004 7,73 <0,0001 
1  0,013 0,004 3,14 0,0017 
Suhu 
Parameter Estimasi S.E t p-value 
0  1,028 0,194 5,31 <0,0001 
1  0,580 0,194 2,99 0,0027 
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Model akhir fungsi transfer harus memenuhi asumsi 
residual independen terhadap input, white noise, dan berdistribusi 
normal. Pengujian yang dilakukan terhadap residual antara lain 
pengujian Ljung-Box, uji LM, uji portmanteau, dan uji distribusi 
normal menggunakan Kolmogorov-Smirnov. 
Tabel 4.11 Uji Portmanteau dan Uji Ljung-Box Residual Model Akhir Fungsi 
Transfer Single Input 
Iradiasi Matahari 
Uji Portmanteau Uji Ljung-Box  
Hingga lag ke- 2  df p-value Hingga lag ke- 2  df p-value 
5 1,51 4 0,8244 6 3.62 3 0.3049 
11 5,30 10 0,8706 12 6.93 9 0.6442 
17 6,66 16 0,9794 18 12.02 15 0.6773 
23 12,54 22 0,9452 24 17.08 21 0.7063 
29 20,79 28 0,8341 30 20.62 27 0.8039 
Suhu 
Uji Portmanteau Uji Ljung-Box  
Hingga lag ke- 2  df p-value Hingga lag ke- 2  df p-value 
5 6,32 4 0,1766 6 7,20 6 0,3029 
11 10,09 10 0,4324 12 14,97 12 0,2433 
17 16,19 16 0,4397 18 24,04 18 0,1538 
23 17,60 22 0,7295 24 25,80 24 0,3633 
29 24,96 28 0,6302 30 30,12 30 0,4596 
Tabel 4.12 Uji Distribusi Normal Residual Model Akhir Fungsi Transfer Single 
Input 
Iradiasi Matahari Suhu 
D p-value D p-value 





Tabel 4.13 Uji LM Model Akhir Fungsi Transfer Single Input 
Order 
Iradiasi Suhu 
Q2 p-value Q2 p-value 
1 0,0378 0,8459 0,0656 0,7978 
2 0,0461 0,9772 0,4498 0,7986 
3 1,0337 0,7931 0,9355 0,8168 
4 1,0339 0,9046 1,0386 0,9039 
5 1,0587 0,9577 2,1137 0,8332 
6 1,0848 0,9822 2,5817 0,8592 
7 2,2972 0,9416 2,6732 0,9135 
8 2,6596 0,9539 2,6807 0,9528 
9 2,6633 0,9762 2,8345 0,9705 
10 2,7092 0,9875 2,8408 0,9849 
11 3,5746 0,9808 6,2304 0,8576 
12 3,8546 0,9859 8,7792 0,7217 
Hasil pengujian menunjukkan semua lag pada uji 
portmanteau, uji Ljung-Box, dan uji LM memiliki p-value lebih 
besar dari   dengan pengecualian pada uji distribusi normal 
model dengan input suhu. Sehingga dapat disimpulkan bahwa 
residual model akhir fungsi transfer single input telah memenuhi 
asumsi independen terhadap input dan asumsi white noise. 
Sedangkan pengujian asumsi residual berdistribusi normal meng-
gunakan Kolmogorov-Smirnov menunjukkan bahwa residual 
telah memenuhi asumsi berdistribusi normal. 
Model akhir fungsi transfer untuk kapasitas daya dengan 
variabel input iradiasi matahari adalah sebagai berikut. 






















  (4.3) 
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b. Model akhir fungsi transfer dengan variabel input suhu 
 2, 2 2,(1,028 0,580 )t t tY B X a    (4.4) 
Model yang diperoleh dapat digunakan untuk meramalkan 
kapasitas daya untuk data out sampel. Hasil ramalan dapat dilihat 
pada Tabel 4.14 
Tabel 4.14 Perbandingan Data Aktual dan Hasil Ramalan Model Fungsi 






454 19,9648 13,92103 17,0552 
455 15,2768 16,91267 15,3707 
456 17,8815 15,585 16,1731 
457 15,504 15,83921 15,9650 
458 14,1856 16,40616 15,9939 
459 18,5504 15,24635 16,1267 
460 18,8646 16,41505 16,1819 
461 17,3312 16,06208 15,8057 
462 16,2078 16,33382 16,1528 
463 14,5627 16,23062 15,9777 
⋮ ⋮ ⋮ ⋮ 
565 13,4696 15,97806 16,0703 
566 15,4926 16,02602 15,9440 
Kebaikan model dapat dilihat dengan membandingkan data aktual 
dengan hasil ramalan. Perbandingan antara data aktual dan hasil 




Gambar 4.5 Perbandingan Data Aktual dan Hasil Ramalan Berdasarkan Out 
sample Iradiasi Matahari (a) dan Suhu (b) 
Secara visual, cukup sulit untuk menentukan kebaikan 
model berdasarkan plot antara data aktual dan hasil ramalan. 
Selain melalui cara visual, kebaikan model juga dapat dinilai 
menggunakan nilai kriteria kebaikan model antara lain RMSE, 
MAPE, dan SMAPE. Nilai kriteria kebaikan model untuk model 
fungsi transfer single input disajikan pada tabel berikut. 
Tabel 4.15 Kriteria Kebaikan Model Fungsi Transfer Single Input 
Iradiasi Matahari 
Data RMSE MAPE SMAPE 
In sample 1,704 8,906 8,754 
Out sample 1,726 9,640 9,722 
Suhu 
Data RMSE MAPE SMAPE 
In sample 1,756 9,242 9,065 
Out sample 1,640 9,360 9,365 
4.2.2 Model Fungsi Transfer Multi Input 
Pada model fungsi transfer multi input, kedua input 
sebelumnya yaitu iradiasi matahari dan suhu dimasukkan kedalam 
satu model fungsi transfer. Order fungsi transfer yang digunakan 
sama pada model single input sebelumnya yaitu (b=1,s=1,r=0) 
untuk variabel iradiasi matahari dan (b=2,s=1,r=0) untuk variabel 
suhu. Hasil estimasi dan pengujian signifikansi parameter 







































Tabel 4.16 Estimasi dan Uji Signifikansi Parameter Model Fungsi Transfer 
Multi Input Awal 
Variabel Parameter Estimasi S.E t p-value 
Iradiasi Matahari 
1,0  0,031 0,006 5,16 <0,0001 
1,1  0,014 0,006 2,48 0,0131 
Suhu 
2,0  0,842 0,204 4,13 <0,0001 
2,1  0,773 0,214 3,61 0,0003 
Selanjutnya dilakukan pengujian asumsi residual dari 
model fungsi transfer multi input. Seperti pada pambahasan 
sebelumnya, model fungsi transfer memerlukan asumsi 
indpeenden terhadap deret input, asumsi white noise (identik dan 
independen) dan berdistribusi normal. Model dugaan fungsi 
transfer multi input tersebut telah memenuhi asumsi independen 
terhadap input baik iradiasi matahari maupun suhu yang 
ditunjukkan dengan uji portmanteau. Hasil uji portmanteau dapat 
dilihat pada Tabel 4.17. Sedangkan asumsi residual independen 
belum terpenuhi karena terdapat lag yang signifikan pada 
pengujian Ljung-Box. Sehingga diperlukan pemodelan ARIMA 
terhadap deret noise dari model fungsi transfer multi input. Hal ini 
dibuktikan dengan hasil pengujian asumsi independen pada Tabel 
4.18. 
Tabel 4.17 Uji Portmanteau Model Fungsi Transfer Multi Input 
Terhadap Iradiasi Matahari Terhadap Suhu 
Hingga lag ke- 2  df p-value Hingga lag ke- 2  df p-value 
5 1,93 4 0,7483 5 7,57 4 0,1086 
11 6,54 10 0,7679 11 12,13 10 0,2764 
17 7,50 16 0,9625 17 17,67 16 0,3438 
23 12,14 22 0,9543 23 19,84 22 0,593 




Tabel 4.18 Uji Ljung-Box dan Normalitas Residual Model Fungsi Transfer 
Multi Input 
Uji Ljung-Box Uji Normalitas 
Hingga lag ke- 2  df p-value D p-value 
6 8,54 6 0,2013 
0,0384 0,1032 
12 18,09 12 0,1128 
18 29,67 18 0,0407 
24 34,57 24 0,075 
30 38,18 30 0,1452 
Model ARIMA dari deret noise dapat diduga berdasarkan 
plot ACF dan plot PACF pada Gambar 4.6 sebagai berikut. 
Gambar 4.6 Plot ACF Deret Noise (a), Plot PACF Deret Noise (b) 
Model dugaan sementara dari deret noise berdasarkan plot ACF 
dan plot PACF adalah ARIMA ([4,15],0,0). 
Tabel 4.19 Estimasi dan Uji Signifikansi Parameter Model Akhir Fungsi 
Transfer Multi Input 
Variabel Parameter Estimasi S.E t p-value 
Noise 
4  -0,101 0,047 -2,14 0,0321 
15  -0,115 0,048 -2,39 0,017 
Iradiasi Matahari 
1,0  0,032 0,006 5,44 <0,0001 
1,1  0,014 0,006 2,38 0,0173 
Suhu 
2,0  0,830 0,201 4,13 <0,0001 










































Hasil pengujian untuk setiap asumsi disajikan pada Tabel 4.20, 
Tabel 4.21 dan Tabel 4.22. 
Tabel 4.20 Uji Portmanteau Model Akhir Fungsi Transfer Multi Input 
Terhadap Iradiasi Matahari Terhadap Suhu 
Hingga lag ke- 2  df p-value Hingga lag ke- 2  df p-value 
5 1,55 4 0,8183 5 6,79 4 0,1473 
11 6,35 10 0,7851 11 10,20 10 0,4230 
17 7,65 16 0,9586 17 15,62 16 0,4799 
23 13,03 22 0,9324 23 18,04 22 0,7034 
29 20,78 28 0,8344 29 25,11 28 0,6219 
Tabel 4.21 Uji Ljung-Box dan Normalitas Residual Model Akhir Fungsi 
Transfer Multi Input 
Uji Ljung-Box Uji Normalitas 
Hingga lag ke- 2  df p-value D p-value 
6 3,82 4 0,4312 
0,0314 >0,1500 
12 11,1 10 0,3499 
18 15,98 16 0,4541 
24 21,61 22 0,4835 
30 25,83 28 0,5823 
Tabel 4.22 Uji LM Model Akhir Fungsi Transfer Multi Input 
Order Q p-value 
1 0,1447 0,7036 
2 0,1447 0,9302 
3 0,8909 0,8276 
4 1,0534 0,9016 
5 2,1629 0,8262 
6 2,2331 0,8971 
7 2,4149 0,9334 
8 2,6941 0,9521 
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Tabel 4.22 (Lanjutan) 
Order Q p-value 
9 2,6941 0,9752 
10 2,6945 0,9877 
11 3,3281 0,9856 
12 3,7498 0,9875 
Berdasarkan hasil pengujian, dapat diambil kesimpulan 
bahwa model akhir fungsi transfer multi input telah memenuhi 
asumsi yang diperlukan. Secara matematis, model akhir fungsi 
transfer multi input untuk kapasitas daya dapat ditulis menjadi 
persamaan berikut. 
 
1, 1 2, 2
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Gambar 4.7 Perbandingan Data Aktual dan Hasil Ramalan Fungsi Transfer 
Multi Input 
Tabel 4.23 Kriteria Kebaikan Model Fungsi Transfer Multi Input 
Data RMSE MAPE SMAPE 
In sample 1,678 8,758 8,606 
Out sample 1,699 9,557 9,614 
Berdasarkan Gambar 4.7, hasil ramalan untuk out sample 
memiliki selisih yang cukup besar. Hal ini sama berdasarkan hasil 
kriteria kebaikan model dimana data in sample memiliki nilai 




















data out sample. Kriteria kebaikan untuk model multi input 
memiliki nilai yang lebih kecil jika dibandingkan dengan model 
single input. Hal ini menunjukkan bahwa model multi input lebih 
baik dibandingkan dengan model single input. Hasil ramalan 
untuk data out sampel dengan menggunakan model fungsi 
transfer multi input dapat dilihat pada Tabel 4.24 
Tabel 4.24 Perbandingan Data Aktual dan Hasil Ramalan Model Fungsi 
Transfer Multi Input 
t Data Aktual Hasil Ramalan 
454 19,9648 15,18485 
455 15,2768 15,57995 
456 17,8815 15,7727 
457 15,504 15,91512 
458 14,1856 16,44433 
459 18,5504 15,64992 
460 18,8646 16,0669 
461 17,3312 15,69362 
462 16,2078 16,07244 
463 14,5627 16,01251 
⋮ ⋮ ⋮ 
565 13,4696 16,00687 
566 15,4926 15,89849 
4.3 Peramalan Kapasitas Daya Pembangkit Tenaga Surya 
Menggunakan Metode ANFIS 
Berdasarkan model single input pada fungsi transfer, 
kapasitas daya dipengaruhi oleh variabel iradiasi matahari pada 1 
dan 2 lag sebelumnya (X1,t-1 dan X1,t-2) serta variabel suhu pada 2 
dan 3 lag sebelumnya (X2,t-2 dan X2,t-3). Variabel input tersebut 
digunakan sebagai input pada model ANFIS single input. 
Sedangkan untuk model ANFIS dengan input iradiasi matahari 
dan suhu, input yang digunakan berasal dari model fungsi transfer 
multi input dimana variabel yang mempengaruhi adalah semua 
variabel yang berpengaruh yaitu  X1,t-1, X1,t-2, X2,t-2, dan X2,t-3. 
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Metode ANFIS memiliki keunggulan yaitu dapat 
menangkap pola nonlinier dari data. Sebelum dilakukan 
pemodelan menggunakan ANFIS, perlu diselidiki terlebih dahulu 
pola hubungan antara variabel input dan variabel output. Metode 
yang dapat digunakan dalam hal ini adalah uji Terasvirta. 
Tabel 4.25 Uji Terasvirta 
Input F p-value Keputusan 
Multi Input 1.01 0.4542 Gagal Tolak H0 
Iradiasi Matahari 0,48 0,8522 Gagal Tolak H0 
Suhu 1,58 0,1377 Gagal Tolak H0 
Hasil uji Terasvirta menunjukkan bahwa hubungan antara 
variabel input dengan kapasitas matahari memiliki pola linier. 
Pola hubungan antara variabel input dan kapasitas daya juga 
dapat dilihat berdasarkan scatterplot masing-masing variabel 
input dengan kapasitas daya berikut. 
 
 
Gambar 4.8 Scatterplot Variabel X1,t-1 (a), X1,t-2 (b), X2,t-2 (c), dan X2,t-3 (d) 
terhadap Kapasitas Daya 
Scatterplot antara variabel iradiasi matahari 1 dan 2 lag 
sebelumnya (X1,t-1 dan X1,t-2) serta variabel suhu 2 lag sebelumnya 
(X2,t-2) terhadap kapasitas daya memiliki pola linier. Sedangkan 















































kapasitas daya memiliki pola yang cenderung nonlinier. Hal ini 
diperkuat dengan hasil uji Terasvirta untuk masing-masing input 
pada tabel berikut. 
Tabel 4.26 Uji Terasvirta Setiap Input 
 Variabel  Input F p-value Keputusan 
 
Iradiasi Matahari 
 X1,t-1 0,49 0,6106 Gagal Tolak H0 
  X1,t-2 1,22 0,2950 Gagal Tolak H0 
 
Suhu 
 X2,t-2 0,35 0,7078 Gagal Tolak H0 
  X2,t-3 3,90 0,0207 Tolak H0 
Adanya pola yang nonlinier ini menunjukkan bahwa metode 
ANFIS perlu digunakan untuk mendapatkan model yang sesuai. 
Model ANFIS dengan variabel input iradiasi matahari 
memiliki 2 input yaitu variabel iradiasi matahari pada 1 dan 2 lag 
sebelumnya (X1,t-1 dan X1,t-2). Jumlah fungsi keanggotaan yang 
digunakan sebanyak 2 sehingga akan terdapat 4 rule. Struktur 
ANFIS untuk model dengan variabel input iradiasi matahari dapat 




















Gambar 4.9 Struktur ANFIS dengan Input Iradiasi Matahari 
 
Secara matematis, model ANFIS berdasarkan struktur pada 
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   
 (4.6) 
dimana X1,t-1 adalah variabel iradiasi matahari pada 1 lag 
sebelumnya, X1,t-2 adalah variabel iradiasi matahari pada 2 lag 
sebelumnya, itw  adalah pembobot pada rule ke-i, dan cij 
merupakan parameter linier ke-j pada rule ke-i. 
Lapisan pertama dalam metode ANFIS adalah tahap 
fuzzyfikasi. Dalam tahap ini, himpunan bilangan crisp akan 
diubah menjadi himpunan bilangan fuzzy yang memiliki derajat 
keanggotaan sesuai dengan fungsi keanggotaan yang digunakan. 
Setiap jenis fungsi keanggotaan memiliki parameter-parameter 
nonlinier yang digunakan dalam tahap fuzzyfikasi. Parameter 
nonlinier didapatkan dengan metode Backpropagation Error. 
Konsep dari metode ini adalah signal error yang berjalan mundur 
(backward pass) dari lapisan kelima menuju lapisan pertama. 
Berikut ditampilkan parameter nonlinier untuk fungsi Gaussian 
pada model ANFIS dengan input iradiasi matahari. 
Tabel 4.27 Parameter Nonlinier Fungsi Gaussian 
Input σ c 
1, 1 A1tX   29,53 773,0 
1, 1 A2tX   30,66 848,1 
1, 2  B1tX   30,38 775,3 
1, 2  B2tX   30,02 850,3 
Setiap parameter nonlinier pada Tabel 4.25 digunakan 
untuk transformasi pada lapisan pertama. Secara matematis, 






Tabel 4.28 Persamaan Proses Fuzzyfikasi 
Input Persamaan 




























































Hasil dari tahap fuzzyfikasi pada lapisan pertama adalah 
derajat keanggotaan. Nilai dari perhitungan pada lapisan pertama 
dapat dilihat pada Tabel 4.29 
Tabel 4.29 Derajat Keanggotaan 
t 1, 1A1( )tX   1, 1A2( )tX   1, 2B1( )tX   1, 2B2( )tX   
1 * * * * 
2 * * * * 
3 0,847 0,166 0,463 0,462 
4 0,330 0,598 0,890 0,133 
5 0,400 0,519 0,390 0,541 
6 0,597 0,339 0,463 0,462 
7 0,777 0,211 0,660 0,289 
8 0,136 0,871 0,827 0,172 
9 0,364 0,558 0,175 0,830 
10 0,536 0,390 0,426 0,501 
⋮ ⋮ ⋮ ⋮ ⋮ 
452 0,330 0,598 0,521 0,406 
453 0,418 0,500 0,390 0,541 
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Pada lapisan kedua, setiap input akan dikalikan dengan 
menggunakan operator AND sehingga terbentuk rule. Tahap ini 
disebut dengan proses operasi logika fuzzy. Rule yang digunakan 
pada model ANFIS dengan input iradiasi matahari sebanyak 4 
yang dijabarkan pada Tabel 4.30 
Tabel 4.30 Operasi Logika Fuzzy 
Logika AND 
If 1, 1 1(  is )tX A and 1, 2 1(  is )tX B then 1(  is )toutput w  
If 1, 1 1(  is )tX A and 1, 2 2(  is )tX B then 2(  is )toutput w  
If 1, 1 2(  is )tX A and 1, 2 1(  is )tX B then 7(  is )toutput w  
If 1, 1 2(  is )tX A and 1, 2 2(  is )tX B then 8(  is )toutput w  
Hasil dari proses ini merupakan pembobot itw  yang me-
nunjukkan pembobot pada aturan (rule) ke-i dan pengamatan ke-t. 
Hasil pembobot itw  dapat dilihat pada tabel berikut. 
Tabel 4.31 Pembobot itw  
t 1tw  2tw  3tw  4tw  
1 * * * * 
2 * * * * 
3 0,392 0,392 0,077 0,077 
4 0,293 0,044 0,532 0,080 
5 0,156 0,216 0,202 0,281 
6 0,276 0,276 0,157 0,157 
7 0,512 0,224 0,139 0,061 
8 0,112 0,023 0,721 0,150 
9 0,064 0,302 0,098 0,464 
10 0,228 0,268 0,166 0,195 
⋮ ⋮ ⋮ ⋮ ⋮ 
452 0,172 0,134 0,311 0,243 
453 0,163 0,226 0,195 0,270 
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Proses selanjutnya disebut dengan normalized firing 
strength pada lapisan ketiga. Pembobot wit pada lapisan kedua 
akan dibagi dengan jumlah total itw . Hasil dari perhitungan ini 
adalah pembobot 
itw  yang disajikan pada Tabel 4.32 
Tabel 4.32 Pembobot 
itw  
t 1tw  2tw  3tw  4tw  
1 * * * * 
2 * * * * 
3 0,418 0,418 0,082 0,082 
4 0,309 0,046 0,561 0,084 
5 0,182 0,253 0,237 0,328 
6 0,319 0,319 0,181 0,181 
7 0,547 0,240 0,148 0,065 
8 0,112 0,023 0,716 0,149 
9 0,069 0,326 0,106 0,500 
10 0,266 0,313 0,193 0,228 
⋮ ⋮ ⋮ ⋮ ⋮ 
452 0,200 0,156 0,362 0,282 
453 0,191 0,265 0,228 0,316 
Proses selanjutnya merupakan proses defuzzyfikasi pada 
lapisan keempat. Himpunan bilangan fuzzy akan ditransformasi 
kembali menjadi himpunan bilangan crisp menggunakan 
parameter linier.  
Tabel 4.33 Nilai Parameter Linier untuk Fungsi Gaussian 
Input 1c  2c  0c  
Rule 1 0,26 -0,28 26,08 
Rule 2 -0,06 -0,27 284,00 
Rule 3 0,20 0,14 -256,90 
Rule 4 -0,04 0,11 -44,29 
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Parameter linier pada Tabel 4.33 didapatkan dengan 
menggunakan metode Least Square Estimation (LSE) secara 
rekursif. Persamaan yang digunakan dalam proses defuzzyfikasi 
disajikan pada Tabel 4.32. 
Tabel 4.34 Persamaan Proses Defuzzyfikasi 
Input Persamaan 
Rule 1 1 1 1 1, 1 1, 2(0,26 0,28 26,08)t t t tw f w X X     
Rule 2  2 2 2 1, 1 1, 2( 0,06 0,27 284,00)t t t tw f w X X      
Rule 3  3 3 3 1, 1 1, 2(0,20 0,14 256,90)t t t tw f w X X     
Rule 4  4 4 4 1, 1 1, 2( 0,04 0,11 )44,29t t t tw f w X X      
Hasil perhitungan pada lapisan keempat merupakan himpunan 
bilangan crisp yang dapat dilihat pada Tabel 4.35 berikut. 
Tabel 4.35 Hasil Perhitungan Lapisan Keempat 
t 1 1tw f  2 2tw f  3 3tw f  4 4tw f  
1 * * * * 
2 * * * * 
3 3,749 9,337 0,874 1,205 
4 6,942 1,245 7,208 0,949 
5 2,535 5,047 3,732 4,708 
6 3,954 6,886 2,399 2,581 
7 6,993 5,939 1,497 0,879 
8 2,826 0,582 11,719 1,672 
9 0,707 5,168 1,921 7,936 
10 3,358 6,543 2,728 3,271 
⋮ ⋮ ⋮ ⋮ ⋮ 
452 3,376 3,365 5,647 3,799 
453 2,605 5,301 3,551 4,548 
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Tahap akhir dalam metode ANFIS adalah proses 
penjumlahan himpunan bilangan crisp lapisan keempat. Proses ini 
terdapat pada lapisan kelima.  
Tabel 4.36 Hasil Perhitungan Lapisan Kelima 














Secara matematis, model ANFIS dengan setiap fungsi 
keanggotaan dapat ditulis menjadi persamaan berikut. 
a. Model ANFIS dengan input iradiasi matahari dan fungsi 
keanggotaan Gaussian 
  
1, 1 1, 21
2 1, 1 1, 2
3 1, 1 1, 2
4 1, 1 1, 2
0,26 0,28( 26,08)
( 0,06 0,27 284,00)
(0,20 0,14 256,90)














   
  





b. Model ANFIS dengan input suhu dan fungsi keanggotaan 
Gaussian 
 
1 2, 2, 2
2 2, 2, 2
3 2, 2, 2
4 2, 2, 2
(0,595 0,167 10,340)
( 0,180 0,289 1,795)
(0,518 0,274 0,429)
( 0,163 0,546 58,680)
t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X






   
  
    
 (4.8) 
c. Model ANFIS multi input dengan fungsi keanggotaan 
Gaussian 
 
1 1, 1 2,
2 1, 1 2,
3 1, 1 2,
4 1, 1 2,
( 0,037 0,382 29,520)
(0,053 0,349 40,050)
( 0,059 0,288 53,120)
(0,036 0,251 23,390)
t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X





   
  
   
   
 (4.9) 
d. Model ANFIS dengan input iradiasi matahari dan fungsi 
keanggotaan Trapezoidal 
  
1, 1 1, 21
2 1, 1 1, 2
3 1, 1 1, 2




















   
 (4.10) 
e. Model ANFIS dengan input suhu dan fungsi keanggotaan 
Trapezoidal 
  
1 2, 2, 2
2 2, 2, 2
3 2, 2, 2





t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X








   
 (4.11) 
f. Model ANFIS multi input dengan fungsi keanggotaan 
Trapezoidal 
 
1 1, 1 2,
2 1, 1 2,
3 1, 1 2,
4 1, 1 2,
( 0,006 0,350 6,808)
(0,021 0,311 12,570)
( 0,024 0,331 22,170)
(0,007 0,306 1,860)
t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X





   
  
   





g. Model ANFIS dengan input iradiasi matahari dan fungsi 
keanggotaan Generalized Bell 
 
1, 1 1, 21
2 1, 1 1, 2
3 1, 1 1, 2
4 1, 1 1, 2
0,20 0,12 47,86( )
















   
  
   
 (4.13) 
h. Model ANFIS dengan input suhu dan fungsi keanggotaan 
Generalized Bell 
 
1 2, 2, 2
2 2, 2, 2
3 2, 2, 2





t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X








   
 (4.14) 
i. Model ANFIS multi input dengan fungsi keanggotaan 
Generalized Bell 
 
1 1, 1 2,
2 1, 1 2,
3 1, 1 2,
4 1, 1 2,
( 0,015 0,339 14,100)
(0,042 0,280 28,050)
( 0,029 0,344 26,300)
(0,005 0,320 0,915)
t t t t
t t t
t t t
t t t t
Y w X X
w X X
w X X





   
  
   
   
 (4.15) 
Untuk mengetahui model yang terbaik, maka dapat 
dilakukan perbandingan terhadap kriteria kebaikan model. Hal ini 
bertujuan untuk mengetahui jenis fungsi keanggotaan yang sesuai. 
Perbandingan kriteria kebaikan model dapat dilihat pada Tabel 
4.37 
Tabel 4.37 Perbandingan Kriteria Kebaikan Model ANFIS 
Model ANFIS dengan Input Iradiasi Matahari 
Jenis Fungsi Keanggotaan Data RMSE MAPE SMAPE 
Fungsi Gaussian 
Insample 1,725 9,145 9,003 
Outsample 1,823 9,078 9,137 
Fungsi Trapezoidal 
Insample 1,797 9,577 9,224 
Outsample 1,827 9,230 9,125 
Fungsi Generalized Bell 
Insample 1,711 9,062 8,916 
Outsample 1,845 9,167 9,226 
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Tabel 4.37 (Lanjutan) 
Model ANFIS dengan Input Suhu 
Jenis Fungsi Keanggotaan Data RMSE MAPE SMAPE 
Fungsi Gaussian 
Insample 1,942 9,941 9,739 
Outsample 3,188 12,815 11,945 
Fungsi Trapezoidal 
Insample 1,728 9,184 9,026 
Outsample 2,328 10,487 10,456 
Fungsi Generalized Bell 
Insample 1,755 9,084 9,086 
Outsample 3,692 12,169 11,670 
Model ANFIS Multi Input 
Jenis Fungsi Keanggotaan Data RMSE MAPE SMAPE 
Fungsi Gaussian 
Insample 1,479 7,700 7,605 
Outsample 6,250 17,352 61,990 
Fungsi Trapezoidal 
Insample 1,458 7,565 7,473 
Outsample 6,656 17,153 29,682 
Fungsi Generalized Bell 
Insample 1,481 7,729 7,636 
Outsample 5,761 16,264 35,642 
Berdasarkan kriteria kebaikan model untuk data out 
sample, model yang menghasilkan nilai RMSE dan MAPE 
terkecil untuk model ANFIS dengan variabel input iradiasi 
matahari adalah fungsi keanggotaan Gaussian. Model ANFIS 
dengan variabel input suhu akan menghasilkan tingkat akurasi 
yang tinggi jika menggunakan fungsi keanggotaan Trapezoidal. 
Sedangkan model ANFIS dengan variabel input secara multi input 
lebih baik jika menggunakan fungsi keanggotaan Generalized 
Bell. Kriteria kebaikan model SMAPE menghasilkan kesimpulan 
yang bias untuk model dengan variabel input iradiasi matahari 
dan multi input sehingga tidak bisa ditarik kesimpulan 
berdasarkan kriteria kebaikan model SMAPE. Model ANFIS 
terbaik merupakan model dengan fungsi keanggotaan yang 
menghasilkan tingkat akurasi tertinggi. Model ANFIS terbaik 
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digunakan untuk meramalkan data out sample sebanyak 133 
pengamatan. Hasil ramalan dengan model ANFIS terbaik dapat 
dilihat pada Tabel 4.38 





Iradiasi Suhu Iradiasi dan Suhu 
454 19,965 14,046 15,957 12,759 
455 15,277 16,233 15,172 16,030 
456 17,882 16,046 16,040 16,075 
457 15,504 15,906 16,049 16,030 
458 14,186 15,935 16,068 15,977 
459 18,550 16,740 16,043 15,980 
460 18,865 16,522 16,034 15,983 
⋮ ⋮ ⋮ ⋮ ⋮ 
565 13,470 16,718 14,714 12,044 
566 15,493 16,699 17,929 15,957 
4.4 Perbandingan Model Fungsi Transfer dan Model ANFIS 
Pada bagian ini akan dilakukan perbandingan terhadap 
model fungsi transfer dan model terbaik ANFIS baik model 
secara single input maupun model secara multi input. 
Perbandingan dilakukan dengan cara membandingkan kriteria 
kebaikan model yaitu RMSE, MAPE,dan SMAPE. 
Tabel 4.39 Perbandingan Kriteria Kebaikan Model Fungsi Transfer dan Model 
ANFIS 
Model Single Input  Iradiasi Matahari 
Model Data RMSE MAPE SMAPE 
Fungsi Transfer 
In sample 1,704 8,906 8,754 
Out sample 1,726 9,640 9,722 
ANFIS 
In sample 1,725 9,145 9,003 
Out sample 1,823 9,078 9,137 
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Tabel 4.39 (Lanjutan) 
Model Single Input Suhu 
Model Data RMSE MAPE SMAPE 
Fungsi Transfer 
In sample 1,756 9,242 9,065 
Out sample 1,640 9,360 9,365 
ANFIS 
In sample 1,728 9,184 9,026 
Out sample 2,328 10,487 10,456 
Model Multi Input 
Model Data RMSE MAPE SMAPE 
Fungsi Transfer 
In sample 1,678 8,758 8,606 
Out sample 1,699 9,557 9,614 
ANFIS 
In sample 1,481 7,729 7,636 
Out sample 5,761 16,264 35,642 
Secara umum, model yang menghasilkan nilai krieria 
kebaikan model terkecil adalah model fungsi transfer. Hal ini 
terlihat pada nilai kriteria kebaikan model berdasarkan RMSE 
dimana model fungsi transfer lebih baik dibanding-kan dengan 
model ANFIS. Kesimpulan ini juga sesuai dengan kesimpulan 
penelitian yang dilakukan oleh Makridakis dan Hibon (2000) 
pada M3-Competition yang mengatakan bahwa model yang 
kompleks belum tentu menghasilkan ramalan yang lebih akurat 
jika dibandingkan dengan model yang sederhana. 
Model fungsi transfer yang lebih baik dibandingkan model 
ANFIS menunjukkan bahwa hubungan antara variabel input 
iradiasi matahari dan suhu dengan variabel output kapasitas daya 
memiliki pola yang linier. Hal ini sesuai dengan hasil uji 
Terasvirta pada Tabel 4.25 dan Tabel 4.26 sebelumnya yang 
menghasilkan kesimpulan bahwa hubungan antara variabel input 
iradiasi matahari dan suhu dengan variabel output kapasitas daya 


































KESIMPULAN DAN SARAN 
 
5.1  Kesimpulan 
Berdasarkan analisis dan pembahasan yang telah dilakukan, 
maka kesimpulan yang dapat diambil dari penelitian ini adalah 
sebagai berikut.  
1. Kapasitas daya tertinggi dihasilkan pada pukul 11:08 dengan 
rata-rata daya yang dihasilkan yaitu sebesar 16,45 W dengan 
standar deviasi sebesar 1,84. Sedangkan rata-rata daya 
terendah terjadi pada pukul 11:01 yaitu sebesar 15,75 W 
dengan standar deviasi sebesar 1,63. Rata-rata kapasitas daya 
tertinggi dihasilkan pada rata-rata tingkat iradiasi matahari 
sebesar 814,33 yang merupakan tingkat radiasi tertinggi 
diantara waktu yang lain dan suhu permukaan solar cell 
sebesar 35,59.  
2. Berikut uraian hasil peramalan kapasitas daya pada masing-
masing metode yang digunakan :  
a) Pada analisis peramalan untuk kapasitas daya pembangkit 
tenaga surya menggunakan fungsi transfer didapatkan 
model fungsi transfer untuk kapasitas daya dengan 























X  mengikuti model ARIMA, yaitu: 
7 10 17
1, 1,7 10
(1 0,602 0,583 0,189 )










Model fungsi transfer untuk kapasitas daya dengan 
variabel input suhu  
2, 2 2,(1,028 0,580 )t t tY B X a    





(1 0,714 0,101 )










Sedangkan model fungsi transfer secara simultan adalah  
1, 1 2, 2
4 15













b) Pada metode ANFIS, model ANFIS dengan variabel 
input radiasi matahari akan menghasilkan tingkat akurasi 
yang tinggi jika menggunakan fungsi keanggotaan 
Gaussian. Model ANFIS dengan variabel input suhu lebih 
baik jika menggunakan fungsi keanggotaan Trapezoidal. 
Sedangkan model ANFIS secara simultan terbaik 
menggunakan fungsi keanggotaan Generalized Bell. 
3. Secara umum, model yang menghasilkan nilai kriteria 
kebaikan model terkecil adalah model fungsi transfer. Hal ini 
terlihat pada nilai RMSE dimana model fungsi transfer lebih 
baik dibandingkan dengan model ANFIS. 
 
5.2  Saran 
Saran yang diberikan untuk penelitian selanjutnya 
sebaiknya dalam melakukan peramalan menggunakan model 
secara rekursif dimana model disesuaikan secara real-time. Hal 
ini bertujuan untuk mendapatkan hasil ramalan yang akurat 
dengan error yang kecil. Selain itu, disarankan juga mengguna-
kan jenis fungsi keanggotaan lain dalam metode ANFIS selain 
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Lampiran 1 :  Data Kapasitas Daya Pembangkit Tenaga Surya 
Waktu Daya Iradiasi Matahari Suhu 
11:00:16 15,0849 813 35,59 
11:00:17 14,824 790 35,57 
11:00:18 13,7259 817 35,61 
11:00:19 16,5554 813 35,61 
11:00:20 18,7818 803 35,53 
11:00:21 16,8764 794 35,62 
11:00:22 18,8067 832 35,54 
11:00:23 18,6594 815 35,58 
11:00:24 16,6542 806 35,59 
11:00:25 18,0614 815 35,58 
11:00:26 17,2593 821 35,9 
11:00:27 17,9256 838 35,6 
11:00:28 18,209 810 35,67 
11:00:29 14,552 807 35,6 
11:00:30 18,3178 817 35,58 
11:00:31 16,184 818 35,61 
⋮ ⋮ ⋮ ⋮ 
11:09:39 16,7805 801 35,59 
11:09:40 13,4696 817 35,58 














































































Lampiran 3 :  Contoh Perhitungan Manual pada Transformasi 
Box-Cox 
X 5    tMR   4,5     tMR   ⋯ 5   tMR   
0,62 -2501,09 1105,37 -1173,83 491,58  ⋯ 0,00 0,00 
0,69 -1395,72 1653,97 -682,24 840,15  ⋯ 0,00 6,87 
5,27 258,24 0,24 157,90 0,27  ⋯ 6,86 5,41 
3,86 258,01 0,30 157,63 0,36  ⋯ 1,45 428,50 
12,06 258,31 0,90 157,99 0,97  ⋯ 429,94 429,46 
3,10 257,40 0,90 157,02 0,97  ⋯ 0,48 1130,53 
14,63 258,31 49,73 157,99 35,87  ⋯ 1131,01 1131,01 
1,39 208,57 49,71 122,13 35,83  ⋯ 0,01 17,33 
6,34 258,28 0,38 157,95 0,44  ⋯ 17,34 16,28 
3,63 257,90  - 157,51 -   ⋯ 1,06  - 
 MR  317,94 156,27  ⋯ 351,71 
 














/ ( 1 )
























Nilai statistik uji F perhitungan manual berbeda dengan hasil 
pada output program R karena perbedaan df yang digunakan 
dalam perhitungan  
t Y X 
1 13,7259 790 
2 16,5554 817 
3 18,7818 813 
4 16,8764 803 
5 18,8067 794 
6 18,6594 832 
⋮ ⋮ ⋮ 
563 13,4696 801 
564 15,4926 817 
 
Analysis of Variance 
Source           DF        SS      MS      F      P 
Regression        1    81,217  81,217  26,22  0,000 
Residual Error  562  1740,494   3,097 
Total           563  1821,711 
 
Analysis of Variance 
Source           DF        SS     MS     F      P 
Regression        3     3,064  1,021  0,33  0,804 
Residual Error  560  1737,431  3,103 
Total           563  1740,494 
 
Teraesvirta Neural Network Test 
data:  a$V2 and a$V1  





Q and LM Tests for ARCH Disturbances 
 
Order             Q    Pr > Q 
 
1          0.0378    0.8459 
2          0.0461    0.9772 
3          1.0337    0.7931 
4          1.0339    0.9046 
5          1.0587    0.9577 
6          1.0848    0.9822 
7          2.2972    0.9416 
8          2.6596    0.9539 
9          2.6633    0.9762 
10          2.7092    0.9875 
11          3.5746    0.9808 
12          3.8546    0.9859 






-1,5201 2,3107 0,0392 
0,1036 0,0107 0,0481 
2,8268 7,9908 1,0348 
1,2011 1,4427 1,0350 
3,1230 9,7533 1,0582 
1,7726 3,1422 1,0835 
1,1500 1,3225 2,2918 
2,4296 5,9031 2,6451 
1,4577 2,1250 2,6487 
1,9071 3,6372 2,6957 
  
3,5720 




Lampiran 7 :  Syntax SAS Model Fungsi Transfer Parsial 
dengan Variabel Input Iradiasi Matahari 
 
data ft;                                                                                                                                 
input y x1 x2;                                                                                                                           
datalines;                                                                                                                               
15.0849      813      35.59                                                                                                              
14.824      790      35.57                                                                                                               
13.7259      817      35.61                                                                                                              




18.904      812      36.68                                                                                                               
14.8458      768      35.64  
. 
. 
.                                                                                                                                        
;                                                                                                                                        
proc arima data=ft;                                                                                                                      
identify var=x1;                                                                                                                         
estimate p=(7 10) q=(7 10 17) noconstant method=ml;                                                                                      
run;                                                                                                                                     
                                                                                                                                                                                                                                                                            
identify var=y crosscorr=(x1);                                                                                                           
estimate  p=(4) q=(11 15) input=(1 $(1)/(0) x1) noconstant  
method=ml plot;                                                                       
forecast out=ramalan2 lead=113;                                                                                                          
run;                                                                                                                                     
                                                                                                                                         
proc univariate data=ramalan2 normal;                                                                                                    
var residual;                                                                                                                            
run; 
 













Lampiran 8 :  Syntax SAS Model Fungsi Transfer Parsial  
dengan Variabel Input Suhu 
 
data ft;                                                                                                                                 
input y x1 x2;                                                                                                                           
datalines;                                                                                                                               
15.0849      813      35.59                                                                                                              
14.824      790      35.57                                                                                                               
13.7259      817      35.61                                                                                                              




18.904      812      36.68                                                                                                               
14.8458      768      35.64  
. 
. 
.                                                                                                                                        
;                                                                                                                                        
proc arima data=ft;                                                                                                                      
identify var=x2;                                                                                                                         
estimate p=(3 6) q=(6 10) noconstant method=ml;                                                                                          
run;                   
                                                                                                                   
identify var=y crosscorr=(x2);                                                                                                           
estimate input=(2 $(1)/(0) x2) noconstant method=ml plot;  
forecast out=ramalan2 lead=113;                                                                                 
run;                                                     
                                                                                 
proc univariate data=ramalan2 normal;                                                                                                    
var residual;                                                                                                                            
run;  
 












Lampiran 9 :  Syntax SAS Model Fungsi Transfer Simultan  
dengan Variabel Input Iradiasi Matahari dan 
Suhu 
 
data ft;                                                                                                                                 
input y x1 x2;                                                                                                                           
datalines;                                                                                                                               
15.0849      813      35.59                                                                                                              
14.824      790      35.57                                                                                                               
13.7259      817      35.61                                                                                                              




18.904      812      36.68                                                                                                               
14.8458      768      35.64  
. 
. 
;                                                                                                                                        
proc arima data=ft;                                                                                                                      
identify var=x1;                                                                                                                         
estimate p=(7 10) q=(7 10 17) noconstant method=ml;                                                                                      
run;     
identify var=x2;                                                                                                                         
estimate p=(3 6) q=(6 10) noconstant method=ml;                                                                                          
run;                                                                                                                                     
                                                                                                                                         
identify var=y crosscorr=(x1 x2);                                                                                                        
estimate p=(4 15) input=(1$(1)/(0)x1 2$(1)/(0)x2) noconstant  
method=ml plot;                                                               
forecast out=ramalan2 lead=113;                                                                                                          
run;                                                                                                                                     
proc univariate data=ramalan2 normal;                                                                                                    
var residual;                                                                                                                            
run;  
 











Lampiran 10 :  Syntax MATLAB Model ANFIS dengan Variabel 



































Lampiran 11 : Syntax MATLAB Model ANFIS dengan Variabel 







































Lampiran 12 : Syntax MATLAB Model ANFIS dengan Variabel 































Lampiran 13 :  Syntax MATLAB Model ANFIS dengan Variabel 




































Lampiran 14 : Syntax MATLAB Model ANFIS dengan Variabel 



































Lampiran 15 : Syntax MATLAB Model ANFIS dengan Variabel 

































Lampiran 16 :  Syntax MATLAB Model ANFIS Simultan 












xin=[x1in x2in x3in x4in]; 


























Lampiran 17 : Syntax MATLAB Model ANFIS Simultan 












xin=[x1in x2in x3in x4in]; 





























Lampiran 18 : Syntax MATLAB Model ANFIS Simultan 












xin=[x1in x2in x3in x4in]; 























Lampiran 19 :  Output  SAS Model Fungsi Transfer Parsial 


















Lampiran 20 :  Output  SAS Model Fungsi Transfer Parsial 













Lampiran 21 :  Output  SAS Model Fungsi Transfer Simultan 


















Lampiran 22 : Output  MATLAB Model ANFIS dengan Input 
Iradiasi Matahari dan Fungsi Gaussian 








Lampiran 23 : Output  MATLAB Model ANFIS dengan Input 
Iradiasi Matahari dan Fungsi Trapezoidal 






Lampiran 24 : Output  MATLAB Model ANFIS dengan Input 









Lampiran 25 : Output  MATLAB Model ANFIS dengan Input 







Lampiran 26 : Output  MATLAB Model ANFIS dengan Input 









Lampiran 27 : Output  MATLAB Model ANFIS dengan Input 







Lampiran 28 : Output  MATLAB Model ANFIS Simultan 















Lampiran 29 : Output  MATLAB Model ANFIS Simultan 















Lampiran 30 : Output  MATLAB Model ANFIS Simultan 
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