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Abstract
Compositional veriﬁcation using assume-guarantee reasoning has recently seen an uprise due to the intro-
duction of automatic techniques for learning assumptions. In this paper, we transfer this technique to a
setting with CSP as modelling and property speciﬁcation language, and present an approach to composi-
tional traces reﬁnement checking. The approach has been implemented using the CSP model checker FDR
as teacher during learning. The implementation shows that the compositional approach can both drastically
outperform as well as underperform FDR’s performance, depending on the example at hand.
Keywords: Compositional veriﬁcation, assume-guarantee rule, CSP, learning, reﬁnement.
1 Introduction
Even after 25 years of model checking [9], the complexity of state spaces is still
the major issue in an automatic veriﬁcation of formally speciﬁed models. One
factor of state explosion in complex systems are parallel components, because -
in principle - the size of the state space grows exponentially in the number of
components. Techniques to speciﬁcally treat this problem have been and are still
under development. Among these are for instance partial order reductions [19],
symmetry reductions [6], speciﬁc abstraction techniques for parallel systems [16] or
compositional veriﬁcation, the technique we will be interested in here.
Compositional veriﬁcation [5] takes a divide-and-conquer approach to checking
correctness: instead of verifying the system as a whole, only the system components
are checked and the veriﬁcation results are combined. One speciﬁc approach to
compositional veriﬁcation is assume-guarantee (AG) reasoning [12], [15]. Checking
a system S = S1||S2 for the holding of a property Prop is carried out in two
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steps: ﬁrst, we show that S2 guarantees Prop under an assumption A about its
environment, and then S1 is shown to guarantee this assumption. In terms of a
proof rule:
〈true〉 S1 〈A〉
〈A〉 S2 〈Prop〉
〈true〉 S1||S2 〈Prop〉
For a long time this rule seemed to be impractical as it involved a manual identiﬁ-
cation of the assumption A. Recently, [8] proposed an algorithm for automatically
generating assumptions when verifying safety properties. The approach uses the
algorithm of Angluin [2] (and a successor reﬁnement [17]) for learning regular lan-
guages (ﬁnite state automata). The basic idea is to have a teacher for answering
questions like ”is this a word in the language?” (membership queries) and ”is this
the correct automaton?” (equivalence queries). The answers of the teacher help
to successively improve the initial guess of the learner. In case of compositional
veriﬁcation, the regular language is the assumption, the learner the algorithm for
generating the assumption and the teacher a model checker.
In this paper, we transfer this approach to a CSP setting. CSP (Communicating
Sequential Processes, [11]) is a process algebra used for describing parallel, com-
municating processes. Properties of CSP models of systems can be checked using
one of the three reﬁnement orderings traces, stable failures or failures divergences
reﬁnement. Here, we will be interested in safety properties of processes and thus
employ traces reﬁnement. For using the above sketched compositional veriﬁcation
with assumption learning in a CSP setting, we need to transfer (a) the above proof
rule and (b) the membership and equivalence queries of learning to CSP. More-
over, we need a teacher, which in this case is straightforward since CSP comes with
the model checker FDR [7] for checking all three reﬁnement orderings and – as
we will later see – both membership and equivalence queries can be rephrased as
traces reﬁnement checks. Besides the above given AG-rule, we have furthermore
also transferred a parallel symmetric proof rule of [10] to CSP which employs a
third query on emptiness of intersection of languages.
The thus transferred approach has been implemented in Java using a Tcl in-
terface to FDR. A number of optimisations (e.g. recursive application of learning,
caching of previously computed results, combination of basic and parallel proof
rules) furthermore speed up veriﬁcation. We carried out a number of experiments
on artiﬁcial examples as well as ones from the literature. A comparison with FDR’s
performance on the full CSP speciﬁcation shows that a compositional veriﬁcation
can drastically outperform a non-compositional veriﬁcation but can also make things
worse. The performance depends on the size of the assumption generated during
learning, which in turn depends on the property under interest. For the example
speciﬁcation in this paper we both give a property for which the compositional ap-
proach turns out to be excellent as well as one for which FDR’s performance is much
better. Our implementation has already been successfully employed in [13], where
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a decomposition technique for compositional veriﬁcation is proposed and applied to
the veriﬁcation of the Two-Phase-Commit-Protocol.
2 Background
Since we base our compositional veriﬁcation on the speciﬁcation language CSP, some
background information on CSP, Labeled Transition Systems (LTS), and traces
reﬁnements is needed. We brieﬂy explain these basic concepts by providing the
following example.
2.1 The scheduler
The example is based on a CSP speciﬁcation of Simon Gay found in the sample
folder of FDR. A similar version of the example is also described in [18] and in [14].
First of all imagine a set of jobs which are to be handled by a scheduler. Let
n be the number of these jobs. A job can be started or ﬁnished. Therefore, when
looking at a single job the events start and finish may occur. In order to identify
the job i with the events start and finish, we write start.i and finish.i respectively
(0 ≤ i < n). After a job i has ﬁnished, it may be restarted using start.i.
The purpose of the scheduler is to maintain certain constraints for the execution
of jobs. In this simple example there are only two constraints we are interested in:
(i) In between two start-calls of the job i, there must have occurred exactly one
finish.i event. Thus a job may only be restarted if it was ﬁnished before.
Furthermore, a finish.i event may only occur after a preceding execution of a
start.i event.
(ii) The jobs should be started ”Round-Robin”-wise. This means that ﬁrst job 0
is started, then job 1, then job 2, and so on until all n jobs have been started.
After the last job has started, job 0 may be started again.
After having an intuition on how the scheduler should work, the task is now to
express this system using the language CSP. Before actually constructing a CSP
process fulﬁlling the constraints, we ﬁrst focus on describing the constraints them-
selves as CSP processes. This will prove useful later.
The constraint (i) is very simple to model for a single job i in CSP. For a
single job i, the constraint allows the events start.i and finish.i to occur only in
turns. Such a sequence of events is called a trace. Therefore for instance the trace
〈start.i, finish.i, start.i〉 should be allowed for a CSP process JobPropi describing
constraint (i). Since the job i can be executed inﬁnitely often, the set of all traces
of JobPropi, denoted as traces(JobPropi), should contain inﬁnitely many elements.
To describe such a process in CSP we just need the preﬁx-operator, denoted by
e → P for some event e and a process P . This operator is used to describe a process
in which the event e is executed ﬁrst and which behaves exactly as P afterwards.
Using this operator, constraint (i) for a single job i may be described as follows:
JobPropi = start.i → finish.i → JobPropi
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We now want to describe a CSP process SchedProp expressing constraint (i) for all
jobs. Basically any interleaving of the traces of JobPropi for 0 ≤ i < n should be
allowed. For example, the trace 〈start.0, start.1, finish.0, finish.1〉 is allowed by
constraint (i) just as the trace 〈start.0, finish.0, start.1, finish.1〉 is. This can be
expressed in CSP using the interleaving-operator |||:
SchedProp = |||n−1i=0 JobPropi
Similarly, constraint (ii) can be modeled as a CSP process using the preﬁx-operator
again:
CycleProp0 = start.0 → CycleProp1
CycleProp1 = start.1 → CycleProp2
...
CyclePropn−2 = start.(n− 2) → CyclePropn−1
CyclePropn−1 = start.(n− 1) → CycleProp0
To make the idea of the trace semantics of CSP clearer, we want to transform
these CSP processes to corresponding automata. In fact, CSP has an operational
semantics allowing us to convert any CSP process P to a Labeled Transition System
(LTS). If the LTS is ﬁnite state, we can view it as an automaton (by making all
states ﬁnal) and thus speak of the language of an LTS. When looking at the trace
semantics of the CSP process P , we thus get that the set of allowed traces of
P (traces(P )) is equal to the language of the LTS. Figure 1 shows the LTS for
SchedProp with n = 2 and Figure 2 shows the LTS for CycleProp0 with n = 5.
Fig. 1. SchedProp with n = 2
Fig. 2. CycleProp0 with n = 5
Next, we design a scheduler obeying both constraints. To this end, we ﬁrst introduce
a new operator. The parallel composition operator is used to express that two CSP
processes P1, P2 are executed concurrently, denoted by P1 X1 ||X2 P2. Although P1
and P2 are executed concurrently, they may have to synchronise on some events.
This is why the alphabets X1 and X2 are needed. An alphabet is a set of events,
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and in this case X1 basically describes the set of events which may occur in process
P1. The same applies to X2 and P2. If an event e is in the alphabet X1 and not
in X2 and it can be executed by P1, then P1 can also execute the event e in the
parallel composition P1 X1 ||X2 P2 and vice versa. But if P1 can only execute the
event e′ which is in the alphabet X1∩X2, then in the parallel composition P1 has to
wait until P2 also executes e′. Therefore events e′ ∈ X1 ∩X2 can only be executed
jointly.
Using this concept the scheduler can be designed. First, we split the scheduler
into so called cells. A cell of the scheduler can be either active or inactive. Initially,
all cells but one shall be inactive. An inactive cell i just waits for some event c.i to
occur and switches to an active state afterwards. An active cell i will execute its
corresponding job i using start.i and activate the next cell by executing c.inc(i),
where inc is deﬁned by inc(i) := i+1 mod n. After some time, finish.i may occur
since the job has ﬁnished execution. When the job is ﬁnished, the cell i again waits
for the event c.i to occur and then starts the cell again afterwards. If the event
c.i occurs before finish.i, the cell should just wait for finish.i and execute start.i
afterwards immediately. These two possibilities can be expressed using the choice-
operator in CSP, denoted by P  Q for some CSP process P and Q. Summing up
we get the following CSP processes:
ACelli = start.i → c.inc(i) → (finish.i → c.i → ACelli
 c.i → finish.i → ACelli) 0 ≤ i < n
IACelli = c.i → ACelli 0 ≤ i < n
Cell0 = ACell0
Cellj = IACellj 0 < j < n
These n cells are just executed concurrently synchronising on the events c.i:
Sched′ = Cell0 C0 ||C1∪...∪Cn−1 (. . . (Celln−2 Cn−2 ||Cn−1 Celln−1) · · · ),
where Ci is deﬁned as Ci = {start.i, finish.i, c.i, c.inc(i)}. Since the events c.i are
just artiﬁcial events used by our implementation of the scheduler, we want to hide
them in the traces of the process. CSP oﬀers the hiding operator for this purpose,
denoted by P \X for some CSP process P and an alphabet X. Using this operator
we can hide the artiﬁcial events to get the ﬁnal scheduler:
Sched = Sched′ \{c.0, c.1, . . . , c.(n− 1)}
To express that this CSP process guarantees the properties (i) and (ii), we can
use traces reﬁnements in CSP. A process P reﬁnes Q, denoted as Q T P , iﬀ
traces(P ) ⊆ traces(Q). The constraints (i), (ii) should only allow traces deﬁned by
the CSP process SchedProp and CycleProp0, respectively. Therefore the required
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properties of Sched can be simply written as:
SchedProp T Sched
CycleProp0 T Sched \{finish.0, finish.1, . . . , finish.(n− 1)}
In order to verify these reﬁnements we can for instance use the CSP model checker
FDR. Unfortunately, the parallel composition of the cells yields a exponential (more
precisely Θ(n2n), [18]) number of states in the corresponding LTSs. Therefore FDR
needs a lot of time to verify the reﬁnements, and even runs out of memory for
large ns. This is why we are interested in a way of compositionally checking the
reﬁnements of our example by concentrating on the properties of the cells rather
than on the complete system.
3 Compositional veriﬁcation
For applying an assume-guarantee approach to traces reﬁnement checking, and
in particular the learning algorithm for assumption generation, we ﬁrst need to
rephrase the proof rule of the introduction and the learning in terms of CSP. We
then apply the thus specialized technique to our example of the scheduler.
3.1 General approach
First of all, recall the basic proof rule from the introduction. We want to express
the proof rule in terms of CSP now. Most obviously, the components Prop, S1, S2,
and A need to be CSP processes. Furthermore we only consider systems S here
which can be expressed as S = S1 Σ1 ||Σ2 S2 for some alphabets Σ1 and Σ2. As
seen in Section 2, we can express that a system S fulﬁlls a property P using traces
reﬁnement. Hence we can express it as P T S \(Events \ΣP ), where ΣP is the
corresponding alphabet to P and the alphabet Events contains all possible events
of the whole CSP speciﬁcation. Finally, to express that system S2 runs under an
assumption A, we can use the parallel composition (i.e. A Σw ||Σ2 S2, where Σw and
Σ2 are the alphabets of A and S2, respectively). Summing up we get the following
proof rule:
A T S1 \(Events \Σw)
Prop T (A Σw ||Σ2 S2) \(Events \ΣP )
Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
While the alphabets ΣP , Σ1, and Σ2 are deﬁned by the corresponding processes,
the alphabet Σw can be more or less freely chosen. As we want to get the sim-
plest assumption A possible, we use the smallest possible alphabet for Σw. The
assumption A basically describes the behaviour of S1 which is important for S2 to
guarantee Prop. Therefore, the alphabet of A should include all events which are
in the alphabet of S1 and either in the alphabet of S2 or in the alphabet of Prop.
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Thus we set Σw in this paper to:
Σw = (Σ2 ∪ ΣP ) ∩ Σ1
Using this alphabet, the above given proof rule is sound and complete ([4]). Given
the CSP processes S1, S2, and Prop the task is now to automatically ﬁnd, if possible,
an assumption A fulﬁlling the conditions of the proof rule. For this purpose we use
a learning algorithm developed by Angluin ([2], improved by [17]) and proposed for
assumption generation in [4]. To this end we split the task into two components: a
learner and a teacher. Using the teacher, the learner can successively build assump-
tions A which may be suﬃcient for the proof rule. In fact, the learner successively
tries to learn the so called weakest assumption Aw. The weakest assumption acts
as A in the proof rule if the reﬁnement
Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
is true. Otherwise Aw does not fulﬁll the precondition of the proof rule. Then Aw
acts as witness for the fact that the reﬁnement is false. Formally Aw is characterised
as follows:
Deﬁnition 3.1 Let S2 and Prop be CSP processes deﬁned over the alphabets Σ2
and ΣP . Let Σ1 be some alphabet. A CSP process Aw deﬁned over the alphabet
Σw := (Σ2 ∪ ΣP ) ∩ Σ1 is the weakest assumption for processes S2 and Prop iﬀ for
any process S1 deﬁned over the alphabet Σ1 the following holds:
Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP ) ⇔ Aw T S1 \(Events \Σw)
Although the learner tries to learn the weakest assumption, other assumptions may
be found as an intermediate step in the learning process, which are suﬃcient to show
that the reﬁnement holds or to show that it does not hold. In that case, of course,
the learning algorithm terminates immediately instead of continuing learning the
weakest assumption. In fact, this is the anticipated case.
It can be shown, that the weakest assumption is unique in sense of the trace
semantics ([20]), and it contains the largest set of traces such that Prop T
(Aw Σw ||Σ2 S2) \(Events \ΣP ) holds ([20]). Furthermore the corresponding LTS for
Aw is ﬁnite if the LTSs for S2 and Prop are ﬁnite ([20],[8]). This is fundamental
for the learner since it can only learn regular languages. Figure 3 shows how the
learner and the teacher work together to actually learn the weakest assumption.
The learning algorithm starts at the asterisks marked state. There, the algorithm
tries to create an initial candidate for the weakest assumption. At the beginning
the algorithm has no information at all about the weakest assumption. Thus the
learner has to ask the teacher for the membership of some traces to get an idea on
how the weakest assumption may look like. Technically, the learner actually starts
ﬁlling a so called observation table containing all the observation knowledge. After
some time, the learner has made enough observations to make a guess on how the
weakest assumption may look like. Therefore it creates a candidate and asks the
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Fig. 3. Learning algorithm
teacher whether the candidate is correct or not. If the teacher returns yes, we are
done and the algorithm ﬁnishes. Otherwise, the teacher returns a counterexample
proving that the candidate was not correct. In that case the learning algorithm
returns to its initial state. This time, however, the learner has knowledge about the
already observed traces and additional knowledge about a trace which proves that
the candidate was not correct. Hence the learner adds the counterexample to the
observation table and tries to create a new, better candidate out of it. In order to
achieve this, the learner will probably have to ask the teacher for the membership
of some traces again. This whole process is repeated until the weakest assumption
is found.
Given a correct teacher the learner terminates after at most O(n) equivalence-
query calls and at most O(|Σw|n2 + n logm) membership-query calls, where n is
the number of states of the weakest assumption and m the length of the longest
counterexample returned by the teacher ([17]).
Note that the teacher has to answer two types of questions: membership-queries
and equivalence-queries. In terms of CSP and with respect to the weakest assump-
tion Aw, the teacher has to answer the questions ”is this trace an element of the
weakest assumption?” (membership-query) and ”is this CSP process trace equiva-
lent to the CSP process Aw?” (equivalence-query).
To implement the learner we use the algorithm proposed in [2] and [17]. However,
we do not go into detail here how to actually implement the learner since it is mostly
independent of the speciﬁcation language used. Instead we focus on the teacher,
beginning with the membership-query.
Membership-query
The teacher has to answer the question whether a given trace t is an element of
the weakest assumption (i.e. check t ∈ traces(Aw)). It can be shown ([20]) that this
can be answered by checking the reﬁnement
Prop T (CP (t) Σw ||Σ2 S2) \(Events \ΣP )
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where
CP (〈t1, t2, . . . , tn〉) := t1 → t2 → . . . → tn → STOP
is the process executing the events t1, . . . , tn and going into a deadlock (STOP)
afterwards. Basically, the reﬁnement checks for a given trace t whether under this
single trace t, S2 cannot violate Prop. If we put all these traces t, which do not
violate Prop together with S2, into to an assumption A∗, then A∗ would have in
fact the largest set of traces which fulﬁlls the reﬁnement Prop T A∗ Σw ||Σ2 S2.
Therefore traces(A∗) = traces(Aw) holds.
Equivalence-query
This time the teacher has to answer for a given process A whether it is trace
equivalent to the weakest assumption Aw (i.e. check traces(A) = traces(Aw)). If
this is not the case, the teacher should provide a counterexample to the learner.
We now describe an algorithm for the equivalence-query which always gives the right
answer to the question, but which may also terminate the complete algorithm by
providing the result of the reﬁnement check Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP ).
The algorithm is based on [4] and works in three steps:
(i) We begin with checking the following reﬁnement:
Prop T (A Σw ||Σ2 S2) \(Events \ΣP )
As seen above, the weakest assumption satisﬁes this reﬁnement. Thus, if the
reﬁnement does not hold when using A instead of Aw, then A cannot be the
weakest assumption. In that case we just return the counterexample provided
by the reﬁnement check as a proof for the conclusion traces(A) = traces(Aw).
If the reﬁnement holds, we continue with step (ii).
(ii) Since we would like to complete our proof rule we now check the following
reﬁnement:
A T S1 \(Events \Σw)
If this reﬁnement is in fact true, we can terminate our algorithm returning true
since using the proof rule we veriﬁed that the system S1 Σ1 ||Σ2 S2 guarantees
Prop.
If we get a counterexample c for the reﬁnement instead, we continue with step
(iii).
(iii) With the previous steps we now know that the proof rule cannot be applied
using the given assumption A. This may have two reasons: the assumption
A was chosen badly or the reﬁnement Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
does not hold. We now have to distinguish these two cases. We accomplish
this by doing a membership-query for our counterexample c from step (ii):
Prop T (CP (c) Σw ||Σ2 S2) \(Events \ΣP )
If this is false, then c /∈ traces(Aw) holds. But in that case c is also a coun-
H. Wehrheim, D. Wonisch / Electronic Notes in Theoretical Computer Science 250 (2009) 135–151 143
terexample for the following reﬁnement:
Aw T S1 \(Events \Σw)
By deﬁnition of the weakest assumption (Def. 3.1) we get:
Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
Therefore we terminate our algorithm and basically return the counterexample
provided by the membership-query.
If the membership-query is true, c ∈ traces(Aw) holds. Since c is a coun-
terexample for step (ii), we have c /∈ traces(A). Thus traces(A) = traces(Aw)
holds and we return c as an evidence for this conclusion.
With the membership-query and equivalence-query explained we now have a com-
plete teacher as needed for the learning algorithm. Hence we can next apply it to
our example of the scheduler.
3.2 The scheduler revisited
Recall that we have a property CycleProp0 and a system Sched. While our general
approach is applicable to systems consisting of two components combined using
parallel composition, Sched consists of n components (cells). This is no problem
of course since we can just put for example
⌊
n
2
⌋
cells together to form component
S1 and the others into component S2 and combine both two components using
parallel composition. For this example we consider n = 4 and put two cells into
each component. Using our learning algorithm we get four generated assumptions
over the alphabet:
Σw = {start.0, start.1, c.0, c.2}
Before looking at the generated assumptions, we ﬁrst explain how the assumption
for S2 should look like. The assumption should contain the behaviour (or should
impose restrictions) which S2 needs to fulﬁll CycleProp0. The most basic behaviour
needed for such an assumption is that start.1 is only executed after a preceding
start.0. Similarly, the assumption has to allow start.2 by executing c.2 only after
a preceding start.1. Finally the assumption has to wait until S2 ﬁnished executing
start.2 and start.3 by waiting for c.0. Altogether, the assumption should at least
allow any repetition of the trace 〈start.0, start.1, c.2, c.0〉, but also not allow much
more than this.
Figure 4 shows the generated assumptions. Note that we provide the LTS repre-
sentation of the assumptions here. Internally the assumptions are handled as CSP
processes which is needed for the reﬁnement checks.
The last assumption indeed matches our expectation for an assumption for S2.
Note that c.0 executed in the start state for instance causes a deadlock in parallel
composition with S2, as S2 waits for c.2 before synchronising on c.0. However,
deadlocks are of course not forbidden by the property, any deadlocking process
fulﬁlls the safety property anyway.
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Fig. 4. Generated Assumption
On the other hand, the ﬁrst assumption obviously allows too many traces
since the assumption itself can create traces violating CycleProp0. Therefore
the teacher provides the trace 〈start.0, start.0〉 as an counterexample in the ﬁrst
step in the equivalence-query. The second assumption still allows too many
traces. This time 〈start.0, start.1, start.1〉 is returned as a proof for this. Even
the third assumption has not completed the chain of states which basically
should only allow the trace 〈start.0, start.1, c.2, c.0〉. Hence the teacher returns
〈start.0, start.1, c.2, c.0, start.1〉 as a counterexample in the ﬁrst step. The last as-
sumption ﬁnally passes the ﬁrst step of the equivalence-query. Furthermore, the
assumption is not too restrictive, thus the second step reﬁnement holds too. Using
our proof rule the teacher terminates the learning algorithm with true as the result
of the veriﬁcation. Thus our scheduler does in fact fulﬁll constraint (ii) when using
n = 4.
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4 Implementation
In this section we ﬁrst describe how we implemented the learning algorithm proposed
in section 3.1. After that we compare the performance of our implementation of the
algorithm with the performance of a direct FDR call.
We implemented the learning algorithm using the programming language Java 3 .
The implementation reads in a reﬁnement assertion like
Prop T (S1 Σ1 ||Σ2 S2) \X
and checks if the reﬁnement holds using the learning algorithm described in Section
3.1. We use FDR ([1]) to check the reﬁnements needed for the membership-queries
and equivalence-queries. The implementations consists of two main components
(packages): a parser and the learning algorithm. The parser simply parses the
input reﬁnement given in FDR syntax ([7]). After this step the learning algorithm
is started. The learning algorithm component can be divided into the learner part
and the teacher part. For the teacher part there is an interface called Teacher which
basically describes methods for membership-queries and equivalence-queries. The
learner part is directly implemented in a GenericLearner class, which – generally
spoken – uses a given Teacher to learn a regular language.
To actually implement the equivalence-query and membership-query as needed
for the Teacher interface, we use as stated before FDR. In fact, to perform the
reﬁnement checks needed in the equivalence-query we use the batch mode of FDR
which takes a CSP ﬁle as input and checks all traces reﬁnement assertions given in
the ﬁle. We then parse the result and – if applicable – the counterexample to use it in
our implementation. Since there are not that many equivalence-queries needed, the
overhead of creating a ﬁle containing the reﬁnement checks is acceptable. However,
in the case of membership-queries this overhead is not acceptable since there may
be a large number of very simple to check membership-queries. Therefore, we use
the Tcl interface to FDR for this purpose. This allows us to check the reﬁnements
directly without creating a new ﬁle and without creating a new FDR process for
each query. Using this interface the queries can be handled very quickly in most
cases.
Although the membership-queries can be handled quite quickly using the Tcl
interface to FDR, there is still some optimisation possible. Most obvious, we can
save many FDR calls by simply caching the membership-queries. Thus, whenever
the learner asks for the membership of a trace t more than once, we can just return
the cached result. This is of course faster than the FDR call. But we can save even
more FDR calls by using properties of CSP. The set of traces of a CSP process is
preﬁx closed ([18]), thus the following holds for some CSP process P , a trace t and
a preﬁx s of t:
t ∈ traces(P ) ⇒ s ∈ traces(P )
This is in particular true for the weakest assumption. We now use this property for
3 http://www.cs.uni-paderborn.de/index.php?id=8967&L=1
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two kinds of caching ([3]). First, the preﬁx caching checks for a trace t if there is a
preﬁx s of t which is already cached. If there is a cached preﬁx s and s /∈ traces(Aw),
then t /∈ traces(Aw) holds as well. Thus we return false in this case. Otherwise we
use the so called suﬃx caching. In fact, we check for the shortest cached extension
t′ of t such that t is a preﬁx of t′. If t′ ∈ traces(Aw) holds, we can deduce that
t ∈ traces(Aw) holds and we return true. If this caching strategy fails as well, the
query is checked using FDR.
Technically, we have classes CachedAMSTeacher, PrefixCachedAMSTeacher, and
SuffixCachedAMSTeacher which implement the corresponding caching strategy.
Furthermore we have classes FDRAMSTeacher and FDRAEQTeacher which implements
the membership-query and equivalence-query, respectively, using FDR. All these
classes can be added to a class called GenericTeacher, which basically coordinates
added teachers to actually perform the query. By adding or removing instances of
the cache-strategy classes we can turn the corresponding caching strategy on or oﬀ.
By default, caching and preﬁx caching is enabled.
An alternative to the FDREQTeacher class is the RecFDRAEQTeacher class, which
can handle equivalence-queries too. Contrary to the FDRAEQTeacher class, this class
checks reﬁnements by calling the learning algorithm once again if possible. Actually,
it recursively checks the ﬁrst step of the equivalence-query if S2 consists of more
than c components for some user deﬁned constant c. The second step is checked
recursively if S1 consists of more than c components. The third step is checked
using FDR since it is basically just a membership-query.
Care must be taken when recursively checking the ﬁrst step of the equivalence-
query to ensure that the algorithm terminates. If we applied the learning algorithm
directly on Prop T (A Σw ||Σ2 S2) \(Events \ΣP ) we would be actually trying to
ﬁnd an assumption A′ fulﬁlling the conditions A′ T A \(Events \Σw) and Prop T
(A′ Σw ||Σ2 S2) \(Events \ΣP ) of the corresponding proof rule. Thus we would end
up in an inﬁnite recursion loop. Therefore we have to swap the order of A and S2
before applying the learning algorithm. In that case we end up with the reﬁnements
A′ T S2 \(Events \Σ′w) and Prop T (A′ Σ′w ||Σw A) \(Events \ΣP ), allowing us to
recursively apply the learning algorithm on A′ T S2 \(Events \Σ′w) again.
The recursive call only makes sense if the direct call takes very long. Currently,
we use the following heuristic: if the number of components is more than c, the
direct call will take very long. This is a quite rough heuristic of course but due to
a lack of other (better) heuristics we use this rough heuristic.
We now provide some experimental results. We ran the tests on a 3GHz (Pen-
tium 4) Linux system (OpenSUSE 10.2) with 1GB RAM. In Table 1 we collected
the runtime values of
• the direct FDR call,
• the implementation of the learning algorithm,
• the recursive implementation of the learning algorithm
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when checking the reﬁnement
CycleProp0 T SCHED \{finish.0, finish.1, . . . , finish.(n− 1)}
of the scheduler for diﬀerent n. We use the default caching settings for the im-
plementation (i.e. caching and preﬁx-caching). Furthermore, for the non-recursive
implementation we split the process SCHED by putting
⌊
n
3
⌋
+1 cells into the ﬁrst
component and the others to the second component. When using the recursive
implementation we split by half and use c = 8.
n Direct FDR call Learning algorithm Learning algorithm (recursive)
10 0.235s 1.348s 5.43s
13 2.247s 1.99s 8.27s
16 26.42s 3.173s 72s
19 297.5s 6.663s 106s
22 3290s 20.33s 145s
25 out of memory 91.25s 222s
30 out of memory 2067s 385s
35 out of memory out of memory 874s
40 out of memory out of memory 1534s
Table 1
Runtime for the scheduler using diﬀerent approaches when checking for the property CycleProp0
In Table 2 we collected the runtime values when checking the reﬁnement
SchedProp T SCHED using the same settings as above.
As we see here, for one property compositional veriﬁcation is much better, for the
other, a plain use of FDR. The reason for this is the size of the assumption generated
during learning. When the assumption is much smaller than S1 itself, compositional
veriﬁcation will outperform FDR, otherwise the overhead of learning will make the
veriﬁcation much slower. Thus, what we clearly need for a successful application
of this technique is a means for determining beforehand, whether a compositional
veriﬁcation makes sense. This will be the topic of future work.
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n Direct FDR call Learning algorithm Learning algorithm (recursive)
3 0.043s 2.323s N/A
4 0.044s 3.999s N/A
5 0.047s 6.537s N/A
6 0.051s 14.63s N/A
7 0.066s 28.81s N/A
8 0.093s 80.63s N/A
9 0.163s 214.8s 268.1s
10 0.366s 1056s 600.3s
Table 2
Runtime for the scheduler using diﬀerent approaches when checking for the property SchedProp
5 A parallel proof rule
Besides the basic assume guarantee proof rule, our implementation also supports
the parallel proof rule as proposed in [10], here directly rephrased in CSP:
Prop T (A1 Σw ||Σ1 S1) \(Events \ΣP )
Prop T (A2 Σw ||Σ2 S2) \(Events \ΣP )
traces(A1) ∩ traces(A2) = ∅
Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
where traces(Q) is deﬁned as the complementary set to traces(Q) (i.e.
Σ∗Q \ traces(Q)). It is required that ΣP ⊆ Σ1 ∪Σ2 holds. Furthermore the alphabet
Σw of the assumptions is deﬁned as:
Σw = (Σ1 ∩ Σ2) ∪ ΣP
The main advantage of this parallel proof rule over the basic one is that it is sym-
metric. Thus we can independently learn assumptions for the components of the
system at the same time. More precisely, the CSP processes A1 and A2 describe
assumptions under which S1 and S2 can guarantee Prop. The third condition of the
proof rule simply ensures that both assumptions do not disallow common traces.
This is needed for the proof rule to be sound, since, if we for example used the
deadlock process STOP for both assumptions (i.e. disallow every nonempty trace),
the ﬁrst two conditions would be trivially fulﬁlled for any CSP processes S1 and S2.
If all three conditions of the proof rule hold, Prop T (S1 Σ1 ||Σ2 S2) \(Events \ΣP )
also holds ([10]).
Since there are now two assumptions to learn, we also use two learning algo-
rithms. The two learning algorithms again try to learn the weakest assumptions
H. Wehrheim, D. Wonisch / Electronic Notes in Theoretical Computer Science 250 (2009) 135–151 149
Σw,1 and Σw,2. Therefore the membership-queries can be implemented analogically
to the membership-queries introduced in Section 3. Both learning algorithms then
create candidates Ai (i ∈ {1, 2}) for the weakest assumptions. These candidates are
checked whether they can be used for the proof rule or not. At ﬁrst glance, the candi-
dates need to fulﬁll the reﬁnement Prop T (Ai Σw ||Σ1 Si) \(Events \ΣP ). This can
be checked locally in the equivalence-query of the learning algorithms. When candi-
dates fulﬁlling this are found, we need to check whether traces(A1)∩ traces(A2) = ∅
holds. In order to check this we transform this property to a reﬁnement check:
traces(A1) ∩ traces(A2) = ∅
⇔ traces(A1) ∩ traces(A2) = Σ∗w
⇔ traces(A1) ∪ traces(A2) = Σ∗w
The right side can be taken as the set of traces of the CSP process run allowing
every trace over the alphabet Σw (i.e. run = 
e∈Σw
e → run). The union of the
trace-sets can be expressed using the choice-operator in CSP. Thus we just have to
check A1  A2 =T run which holds iﬀ
A1  A2 T run
holds. This simple reﬁnement can be checked using FDR again. If it holds, the
proof rule is completed and we return true. Otherwise, we get a counterexample
t. We then check for the membership of t in traces(Aw,1) and traces(Aw,2). If t is
not member of both traces(Aw,i), it is a real counterexample and we return false
([10]). Otherwise, if t is member in traces(Aw,j) for some j ∈ {1, 2}, we return t
as a proof that Aj was not the weakest assumption to the corresponding learning
algorithm ([10]).
Our implementation can make use of both rules during a reﬁnement check. This
is especially useful for implementing a recursive version of the parallel proof rule.
In that case we actually call the algorithms for the two proof rules in alternation.
6 Conclusion
In this paper, we proposed a compositional technique for traces reﬁnement checking
in CSP. The technique was using basic assume-guarantee reasoning together with the
assumption learning algorithm of [4]. The approach made use of the existing CSP
model checker FDR, which was employed as the teacher during learning. Although
the technique has not been implemented within FDR, but instead needed to call
FDR everytime the teacher was required, it showed considerable improvement over a
plain use of FDR for certain examples. The use of elaborate optimisation techniques
and even a recursive application of AG reasoning brought us further speed-up.
In the future, we intend to look more deeply at heuristics determining when
a compositional approach outperforms a non-compositional one, as to be able to
automatically decide for or against a compositional veriﬁcation.
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