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Abstract: When dealing with chatbots, domain identification is an important feature to adapt the interactions between
user and computer in order to increase the reliability of the communication and, consequently, the audience
and decrease its rejection avoiding misunderstandings. In order to adapt to different domains, the writing
style will be different for the same author. For example, the same person in the role of a student writes to his
professor in a different style than he does for his brother. This article presents a process that uses sentiment
analysis to identify the average emotional profile of the communication scenario where the conversation is
done. Using Natural Language Processing and Machine Learning techniques, it was possible to obtain an
index of 96.21% of correct classifications in the identification of where these communications have occurred
only analysing the emotional profile of these texts.
1 Introduction
Along the day, a person must represent different
roles: worker, father, student, boss, ... and for each role
he must interact to other people according to the place
they are and the reaction or feedback he receives from
others. In some cases it is necessary to be more “politi-
cally correct” during the speeches, and in other cases not
so much.
According to Collins dictionary [3], “if you say that
someone is politically correct, you mean that they are
extremely careful not to offend or upset any group of
people in society who have a disadvantage, or who have
been treated differently because of their sex, race, or dis-
ability.” When talking to people, in a daily interaction or
via chatbots, the idea is to decrease the chances of being
rejected by the target audience, increasing the chances of
get his speech accepted. So, identifying the audience’s
communication profile is the first step to provide a better
experience between users and chatbots. Knowing where
the conversation takes place is essential to avoid mis-
understandings. For example, like in the real life, it is
unacceptable to talk to professors in classroom like we
talk to best friends during a party. So, it is not accept-
able that a chatbot responses to a user different than the
pattern from where the conversation takes place.
The purpose of this article is to present a classifier
based in sentiment analysis which compares speeches
from public and common person in social media as
LinkedIn and Twitter in order to identify the emotional
communication profile for each social media and pre-
dict the domain where the conversation is being held.
For “domain”, we consider as the social media where
the text was originally posted.
The remainder of this paper is as follows: Section 2,
introduces the concept of emotion and presents the basic
emotions theory for emotion representation and analy-
sis. Section 3 presents some work in this area to detect
emotion from social media, while Section 4, describes
the steps followed in our emotional analysis in chatbot
messages and discusses some results obtained, and fi-
nally, the paper ends in Section 5 with the conclusion
and future work.
2 Basic emotions
Basic emotion theorists agree that all human emotion
can be contained within a small set of basic emotions,
which are discrete.
Many researchers have attempted to identify a num-
ber of universal basic emotions which are common for
all people and differ one from another in important
ways. A popular example is a cross-cultural study of
1972 by Paul Ekman [4] and his colleagues, in which
they concluded that the six basic emotions are anger,
disgust, fear, happiness, sadness, and surprise.
A major part of work in emotion mining and classifi-
cation from text has adopted this basic emotion set. For
example, in order to model public mood and emotion,
Bollen et al [2] extracted six dimensions of mood in-
cluding tension, depression, anger, vigour, fatigue, con-
fusion from Twitter. Strapparava and Mihalcea [11] cre-
ated a large data set with six basic emotions: anger, dis-
gust, fear, joy, sadness and surprise. For Plutchik [9],
all sentiment is composed of a set of 8 basic emotions:
anger, anticipation, disgust, fear, joy, sadness, surprise
and trust.
However, there is no consensus on which human
emotions should be categorized as basic and be included
in the basic emotion set. Moreover, the emotional dis-
ambiguation is a contested issue in emotion research.
For instance, it is unclear if surprise should be consid-
ered an emotion since it can assume negative, neutral or
positive valence.
In our tests, it was used the Plutchik model because
is a well-known model implemented in some libraries
and toolkits for sentiment analysis used in this work.
3 Related work
Despite the vast amount of works using sentiment
analysis, none of them considers the messages emo-
tional profile as a dimension of the communication pro-
file. So, each work cited below has inspired partially our
work as will be mentioned.
Analysing emotions in social media was suggested
by Schwartz et al [10], whose work predicts the in-
dividual well-being, as measured by a life satisfaction
scale, through the language people used on social media
communication channels. This is made using randomly
selected posts from Facebook and a lexicon-based ap-
proach to identify the text words polarities.
Other work who inspired our analysis was intro-
duced by Baldoni et al [1] who has presented a project
involving lexicons and ontologies to extract emotions
including sadness, happiness, surprise, fear and anger,
which contributed in the emotional profile creation.
The work of Widmer [12] contributed with the idea
of domain identification using machine learning tech-
niques.
4 Data Analysis
In our analysis, all data was collected from same au-
thor’s public posts and texts in LinkedIn1 and Twitter2.
1http://www.linkedin.com
2http://www.twitter.com
The choice of these social media is because while the
audience of LinkedIn is more professional and aimed at
laboral relationships - and for these reasons more polit-
ically correct - Twitter has a different audience profile,
aimed at casual relationships, i.e., people on Twitter tend
to expose their opinions with more freedom.
The authors, as presented in Table 1, were selected
randomly according to the following criteria:
• Must have LinkedIn and Twitter profiles;
• Must have at least 10 opinion texts published in
LinkedIn pulse;
• Must have at least 500 posts in Tweeter.
So, having in mind these requirements and after a
search at LinkedIn and Tweeter profiles, the authors
mentioned in Table 1 were chosen to provide the texts
for analysis.
Table 1: Authors analysed
Author Profession
C. Fairchild News editor
J. Saper Investor
J. Battelle3 Entrepreneur
B. McGovan Media Trainer
A. Mitchell Professor
L. Profeta Medical Doctor
4.1 Data preprocessing
Preprocessing is a data mining technique that transforms
raw data into an understandable form. There are in the
literature several preprocessing techniques available to
extract information from text, and their usage is accord-
ing to the characteristics of the information desired.
In order to analyse the emotion contained into the
text, all texts have been preprocessed according to the
planned pipeline described in Figure1, where each pro-
cess is denoted by an acronym as follow:
1. TK - Tokenization;
2. POS-T - Part of Speech Tagging;
3. NER - Name Entity Recognition;
4. SWR - Stopwords Removal.
POS-T process identifies the text grammatical struc-
ture and tags all nouns, verbs, adverbs and adjectives
removing the remaining words. The reason for this
text cleaning is because only these grammatical cate-
gories can bring emotional information. In a formal
description, the TK process converts the original text
D in a set of tokens T = {t1, t2, ..., tn} where each
2
Figure 1: Preprocessing tasks
element contained in T is part of the original docu-
ment D. Later, the POS-T labels each token with a se-
mantic information and creates a set P, where PT =
{p(T,1), p(T,2), ..., p(T,k)} and 0 ≤ k ≤ n and PT ⊂ T ,
and P is-a noun, verb, adverb, adjective.
NER process separates (nouns) names in 3 different
categories: “Location”, “Person” and “Organization”
and removes all tokens related with these categories. As
result, a set NT = {n(T,1), n(T,2), ..., n(T,j)} is con-
structed based on identified word category and where
0 ≤ j ≤ n and NT ⊂ T . This step is important to be
done in parallel with POS-T because some locations can
be confused with some grammatical structure (as Long
Beach or Crystal Lake, for instance).
SWR process is responsible of the removal of stop-
words (undesirable words in the text) from the tokens.
The stopwords gathered in a predefined set SW =
{sw1, sw2, ...swy} of words, available in R through
the package tm[5] and the SWR process result is a set
T ′ = T − SW .
After the 3 preprocessing tasks finish, the result doc-
ument PR must contain a set of words where PR =
T ′ ∩ PT ∩NT .
For all three tasks - POS-T, NER and TK - the Stan-
ford Core NLP [7] toolkit was used.
4.2 Emotional analysis
After the preprocessing, all texts were analysed against
EmoLex lexicon [8] in order to detect the amount
of each basic emotion for each phrase according the
Plutchik model. For this step, it was used the package
Syuzhet [6] available in R.
The texts’ emotional values returned by the Syuzet
package is a scalar value, so it was necessary to convert
them in a scale ranging from 0 to 1. This is important
for determining the percentage of each basic emotion
that is commonly used by the author in his texts. For
this conversion, it was considered the ratio of each basic
emotion in the emotion total amount. For example, the




Finally, the average of the percentage of each basic
emotion was calculated, as shown in Table 2.
These values represent the emotional profile of each
author in each platform.
4.3 Looking closer
The first step to analyse these results aims at deter-
mine the correlation between emotions from LinkedIn
and Twitter, in order to identify differences between
LinkedIn emotional profile and Twitter emotional pro-
file. These results are presented in Table 3.
Considering that all LinkedIn messages are politi-
cally correct, when analysing the correlations between
platforms, it evidences the proximity of emotional pro-
file between LinkedIn and Tweeter of the authors in-
volved with communication (C. Fairchild, J.Battelle and
A. Mitchell) while for the other 3 authors the correla-
tion is not so strong, allowing to distinguish the domain
under which the author is writing.
In a second step, a new analysis was made concerned
with emotional profile between authors in order to iden-
tify which authors are emotionally close to others ac-
cording to the social media. It is expected that the prox-
imity remains the same in different social media. For
this objective, the emotional profile of all authors was
correlated with each other for both social media. Table
4 shows the results of these correlations; the strongest
are overlined and the weakest are underlined.
As we delve deeply into the analysis of correlations
between authors, it is possible to highlight that in gen-
eral, the correlations values are lower on Twitter when
compared to LinkedIn, indicating a greater emotional
distance between the authors on Twitter, reinforcing the
3
Table 2: Sentiment analysis from LinkedIn and Tweeter per author
Author Source Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
C. Fairchild LinkedIn 9% 18% 5% 11% 13% 10% 7% 27%Twitter 7% 17% 6% 14% 12% 12% 8% 23%
J. Saper LinkedIn 7% 20% 3% 10% 14% 8% 8% 32%Twitter 5% 22% 4% 7% 20% 5% 13% 24%
J. Battelle LinkedIn 12% 17% 8% 14% 11% 10% 5% 23%Twitter 11% 17% 6% 12% 13% 9% 10% 22%
B. McGowan LinkedIn 11% 18% 6% 15% 10% 11% 8% 21%Twitter 9% 18% 6% 11% 16% 10% 9% 20%
A. Mitchell LinkedIn 6% 15% 3% 8% 9% 6% 5% 48%Twitter 3% 21% 2% 6% 17% 4% 10% 38%
L. Profeta LinkedIn 9% 16% 8% 13% 14% 13% 8% 20%Twitter 9% 18% 2% 5% 25% 6% 7% 28%









idea of a common emotional profile in LinkedIn like a
“common mask for everyone” and a “emotional free-
dom” in Tweeter.
4.4 Machine learning analysis
In order to achieve the objective of identifying the do-
main where the text was written, it was used an approach
using machine learning for classification based on emo-
tions contained in the text as model’s dimensions. For
this purpose, it was created a new dataset based on the
preprocessed information from the emotional analysis.
Each line of this dataset contains 11 dimensions, refer-
ring to the eight basic emotions according to the Plutchik
[9] model, the polarities (positive and negative) and the
source of information (social media name) regarding to
the preprocessed text.
Later, this dataset was loaded and tested using sev-
eral different algorithms in order to classify the social
media according the emotions.
In our tests, the best classification score was ob-
tained using a Random Forest algorithm, using a 10 fold
cross-validation for training and testing, which achieved
an weighted average of 96.21% of correct classified in-
stances, which considers number of instances of each
class for the weights, as presented in Table 5.
5 Conclusion
This paper presents a combination of lexicon-based
and machine learning approaches to explore the emo-
tions contained in a text through practices in sentiment
analysis in order to detect the emotional profile and pre-
dict the conversation environment/domain.
Based on the analysis presented, it is possible to
claim that there is an emotional profile according to each
domain (in this case Twitter and LinkedIn). If this emo-
tional profile is known, it is possible to adapt the dis-
course according to the audience, so that there is an
emotional levelling of the author’s discourse to their au-
dience. This means that it is relevant to identify that
context, or discourse environment, from the analysis of
the communicator emotional writing style. So systems
like chatbots can adapt their emotional profile according
to the interactions received from people or even other
systems, interacting with the user - at least emotionally
- like a human.
As future work, it is planned to expand this analysis
to include the emotional intensity profile, by combining
with other text analysis metrics, in order to increase the
emotional profile identification.
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