We examine the capability of mean square displacement ͑MSD͒ analysis to extract reliable values of the diffusion coefficient D of a single particle undergoing Brownian motion in an isotropic medium in the presence of localization uncertainty. The theoretical results, supported by simulations, show that a simple unweighted least-squares fit of the MSD curve can provide the best estimate of D provided an optimal number of MSD points are used for the fit. We discuss the practical implications of these results for data analysis in singleparticle tracking experiments.
I. INTRODUCTION
Single-particle tracking has become a popular tool due to its potential to provide information on the behavior of individual molecules in in vitro assays or in live cells or animals ͓1-5͔ as well as for microrheology studies ͓6,7͔ among other applications. While the question of how precisely singleparticle tracking can be performed has been extensively addressed in the literature ͓8-12͔, the issue of what information and how precisely it can be extracted from such data still remains an active research area.
In this paper, we explore the simplest and probably still most widely used approach, the mean square displacement ͑MSD͒ analysis, limiting ourselves to the simple ͑yet practically important͒ case of Brownian diffusion in an isotropic medium. Our purpose is to revisit some properties of the MSD curve of single trajectories in this simple case, some of which have been addressed in the past by different authors using various methods, and then present some new results regarding both the MSD curve and its fit to extract physical information such as the diffusion coefficient D of the particle. More complex cases such as diffusion in nonisotropic media, non-Newtonian fluids ͓13,14͔, or in nontrivial energy potentials ͓15͔ are beyond the scope of this paper and may need alternative treatments.
One of the main purposes of MSD analysis is the extraction of the diffusion coefficient value D and the type of diffusion regime undergone by the particle. Since a single diffusion constant is extracted from such an analysis, it is important to realize that if the molecule is undergoing multiple types of diffusion during the observed trajectory, the extracted value will only be an average one. For instance, if the molecule undergoes slow diffusion during the first half of the trajectory, followed by faster diffusion during the second half, the measured average diffusion constant will tell nothing about the underlying two very different diffusion coefficients ͑and will be biased toward the larger value͒. Several methods have been proposed to detect or analyze trajectories that may comprise different diffusion regimes ͑e.g., ͓15-20͔͒.
Although powerful, these methods need, at one stage or another, to evaluate the diffusion coefficient of a single diffusion regime, bringing us back to the topic of this paper, which is to answer the following question: "How well can we measure the diffusion coefficient D of a single trajectory?" A related question, as we will see, is as follows:
"What is the optimal number of MSD points to obtain the best estimate of D?" This question has surprisingly not been fully addressed yet except in the absence of localization uncertainty ͓21͔, which is of limited experimental relevance. The literature is full of experimental works addressing this question in an ad hoc manner. In other words, different authors use different numbers of MSD points to estimate the diffusion coefficient, with, in general, little if any justification of the reason for their choice. This would be perfectly fine if that choice had no bearing on the final result, but careful study shows that this is not the case. To solve this problem, we derive a theoretical expression which provides a simple way of determining this optimal number of MSD points as a function of localization uncertainty, diffusion coefficient, and other experimental parameters. As will become clear, proper choice of this value is critical to obtain a meaningful estimate of D. In particular, it appears that some if not most of the variability in experimental results might be attributed to the different ͑nonoptimal͒ ways MSD analysis is usually performed.
Finally, a related practical question is as follows: "What is the best fitting approach to analyze the MSD curve?"
The standard least-squares fitting approach provides reliable estimates of the fitting parameters when two main assumptions are verified ͓22͔: ͑i͒ The expectations of the data points are normally distributed;
͑ii͒ Each data point is weighted by the inverse of its variance.
Whereas the first assumption is satisfactorily verified for most points of the MSD curve, the second requirement is difficult to fulfill in practice for several reasons: first, no expression of the variance of the MSD curve has been published in the most general case ͑preventing the use of a theoretical estimate of this quantity͒, and second, there is no simple way to obtain an experimental estimate of this quan-* michalet@chem.ucla.edu tity. As it turns out, properly weighted or unweighted fits give similar best estimates of the fit parameters, provided the correct number of MSD points is used.
Since mathematical derivations will be of little interest for most readers, they have been relegated to appendices provided in the Supporting Information file available online ͓32͔. The main text reports essential formulas, discusses their meaning and the best way to use them in practice, and compares theory and "experimental" results obtained by numerical simulations. To keep the length of this paper within reason, we only treat the case of pure Brownian diffusion in isotropic medium. A limited class of diffusion regimes ͑those resulting in a polynomial dependence of the MSD on the time lag t͒ could be similarly treated using a similar formalism.
The main results of this work can be summarized as follows. In the presence of a localization error 1 , the critical control parameter is the reduced localization error x = 2 / D⌬t, where D is the diffusion constant and ⌬t is the frame duration.
When this dimensionless ratio x Ӷ 1, the best estimate of the diffusion coefficient is obtained using the first two points of the MSD curve ͓excluding the ͑0, 0͒ point͔.
When x ӷ 1, the standard deviation ͑SDV͒ of the first few MSD points is dominated by localization uncertainty, and therefore a larger number of MSD points are needed to obtain a reliable estimate of D. The optimal number p min of MSD points to be used depends only on x and N, the number of points in the trajectory. For small N, the optimal number p min of points may sometimes be as large as N, while for large N, p min may be relatively small. This paper is organized as follows. After introducing a few notations, we first recall the theoretical expression of the MSD curve in the presence of localization error and finite camera exposure for a pure Brownian motion in an isotropic medium. Details of the derivation of this expression, which can be found in a similar or different form in the literature ͓13,14,17,23͔ are presented in the appendices. We then compute the variance of the MSD curve, taking into account localization error. Finally, we study the error on fitted parameters and demonstrate the existence of an optimal number of fitting points in two different situations: weighted and unweighted fits. Comparison of both approaches shows that they perform equivalently. We conclude with a brief discussion of some consequences of these results for experiments.
II. REAL AND OBSERVED TRAJECTORIES
To handle real life situations, we need to distinguish between the real trajectory of a single molecule and the measured one. There are significant differences between the two, not only because of the localization uncertainty resulting from limited signal-to-noise ratio ͓9-13͔.
We will denote actual positions with a tilde and measured ones without. For instance, the real position of a molecule at time t will be noted r ជ͑t͒ = ͓x͑t͒ , ỹ͑t͒ , z͑t͔͒, whereas the measured ones will be noted r͑t͒ = ͓x͑t͒ , y͑t͒ , z͑t͔͒. The same distinction between actual and measured values of physical observables such as the actual diffusion coefficient D and the measured one, D, will be introduced.
In two dimensions, the measured position within a single image frame is usually obtained by fitting the diffraction spot with a model function ͓either a symmetric or asymmetric Gaussian or a more complex theoretical description of the point-spread function ͑PSF͒ of the microscope͔. Some imaging techniques provide information on the third coordinate, in general by fitting another projection of the PSF or by other means. In the remainder of this paper, we will however limit ourselves to the two-dimensional case and assume that the PSF of a static probe can be well approximated by a symmetric Gaussian,
where ͑x 0 , y 0 ͒ is the center of the PSF and 2 ͱ 2 ln 2ϫ s 0 its full width at half maximum; I 0 , the peak intensity, depends on the brightness of the probe, the pixel size, and exposure time. Extension of the results obtained here in three dimensions is relatively straightforward, although the localization uncertainty in the third dimension is in general different ͑and larger͒ than that in the planar dimensions. There are two main sources of uncertainty resulting from image-fitting approaches: noise and camera exposure.
The first one has been discussed at length by several authors ͓9-13͔. In general, each individual coordinate x and y of the PSF center location has a Gaussian probability distribution function ͑PDF͒ characterized by a standard deviation x ͑ y ͒ depending on the pixel size a, signal intensity, and noise sources. For simplicity, we will assume x = y = in the following. Extension of the results obtained here to the more general case of an asymmetric PSF is straightforward. Ignoring readout and pixilation noise for simplicity, the static localization uncertainty is well approximated by ͓10,11͔
where N is the number of photons recorded in the PSF and is related to the peak intensity I 0 , PSF dimension s 0 , and pixel size a by
is a good approximation using an electronmultiplying charged-coupled device ͑EMCCD͒ for which the readout noise is negligible, provided the right-hand side is multiplied by the excess noise factor F ϳ 1.4 ͓24͔. It is exact for a photon counting camera with no readout noise ͓25͔.
The second source of uncertainty, the finite camera exposure, is more subtle and has in general been ignored, although it can dominate localization uncertainty for fast diffusing molecules. It is illustrated in Fig. 1 and discussed in Appendix A. Its effects on localization uncertainty are easy 1 The terms "localization error" and "localization uncertainty" will be used interchangeably.
to understand from Eq. ͑2͒: if the same number of photons ͑emitted during the exposure time t E ͒ is spread over a larger area ͑due to diffusion͒, the peak intensity I 0 will decrease ͑or equivalently s 0 will increase͒, resulting in an increased localization uncertainty. As derived in Appendix A, in the presence of diffusion with diffusion coefficient D and camera exposure time t E , the dynamic localization uncertainty reads as
where s is the corrected PSF dimension in the presence of diffusion. For instance, a probe diffusing with D =10 −1 m 2 / s, emitting at 670 nm, observed with an objective lens of numerical aperture= 1.4 ͑characterized by a PSF of dimension s 0 = 100 nm͒ and recorded with camera exposure of 100 ms, will have a localization uncertainty 40% larger than the same immobile probe. Although shorter exposure time could, in principle, alleviate this problem, the reduced number of photons will degrade the localization accuracy. In fact, at fixed emission rate, the best dynamic localization accuracy is always obtained for the longest exposure time.
III. MEAN SQUARE DISPLACEMENT CURVE
Displacements can be defined for different time intervals between positions ͑also called time lags or lag times͒. Real displacements can be defined for any values of the time lag, whereas the number of possibilities is limited to multiple of the frame duration ⌬t in the case of the observed trajectory. Assuming that the observed trajectory is comprised of N successive fitted positions,
There are N͑N −1͒ / 2 nontrivial forward displacements ͓"displacements" corresponding to i = j are not considered, i.e., the ͑0,0͒ point of the mean square displacement curve will be ignored͔,
There are therefore many distinct displacements for small time lags and very few for large time lags. For a pure Brownian motion, mean displacements are obviously zero. Therefore, the first interesting average quantity is the mean-square displacement at a given time lag. Estimators of the true MSD ͑͒ can be defined in many ways ͓26͔. The most common definition ͑which is the one we will use in the remainder of this paper͒,
uses all available displacements of a given duration n⌬t. The advantage of this definition is that the number of such displacements is N − n and therefore large for small n, resulting in well averaged MSD values. However, as already noticed in the past ͓26͔, the displacements in the right-hand side of Eq. ͑7͒ are not independent from one another, complicating theoretical calculations.
Other definitions using only nonoverlapping displacements are possible ͓26͔. For instance, using the maximum number of nonoverlapping displacements of duration n⌬t, we have
With this definition, there are fewer terms in each average ͓E͑N / n͒, where E denote the integer part͔, resulting in a much noisier MSD curve, but eliminating all correlations between displacements. In the absence of any anisotropy in the diffusion medium, diffusion is perfectly described by the probability distribution of the displacement's norm d ͑or the square displacement d 2 ͒. The probability density functions of the real displacement d and square displacement d 2 ͑in contrast to measured displacements͒ are ͓26͔
͑10͒
where t is the duration of the displacement ͑or time lag between positions͒. As shown in Appendix B, in the presence of a Gaussian-distributed localization uncertainty , the measured displacement's PDF is modified into ជ͑t͒ is only governed by diffusion and can be defined at any time t. The observed position r ជ i = r ជ͑t i ͒ can be defined only at discrete times and is affected by two sources of uncertainties. ͑B͒ For slow diffusion or very short frame duration ͑left͒, the uncertainty is dominated by noise, while for large enough diffusion coefficient or integration time ͑right͒, it can be dominated by diffusion.
The corresponding PDF of square displacements is thus
with a mean value
In other words, the localization uncertainty introduces a positive offset in the MSD curve, as previously shown by others ͓13,17͔.
Another type of offset is introduced in the case of a finite camera exposure t E ͑or when using microsteps in simulations͒. Since this effect is not as well known as the former ͑in particular, for simulations͒ although it has been discussed in the past by several authors ͓13,17,23,27,28͔, we provide a complete derivation in Appendix C.
Taking into account all these effects, the overall form of the MSD curve is ͓13,23͔
͑15͒
It is important to realize that the effect of diffusion on the MSD curve ͓Eq. ͑15͔͒ is distinct from the effect of diffusion on the localization error discussed in Sec. II ͓Eq. ͑4͔͒, which needs to be included in the above formula.
Ignoring for the time being the issues discussed in the next sections ͑which will not affect the following discussion͒, it might be worth spelling out the proper way to extract the parameters of interest from a linear fit to the MSD curve,
Using Eq. ͑15͒, we obtain the estimated diffusion coefficient
Using Eqs. ͑12͒ and ͑15͒, we obtain the dynamic localization uncertainty ͑see Sec. VI for practical considerations on using this formula͒,
.
͑18͒
Ignoring readout and pixilation noise, we can then use Eqs. ͑4͒, ͑12͒, and ͑15͒ to obtain the static localization uncertainty,
where s 0 is given in Eq. ͑A4͒ or can be estimated from the actual single-particle fits.
However, as will be discussed in a later section, the uncertainty on the fitting parameters a and b may be so large as to render Eq. ͑18͒ useless to estimate ͑e.g., if a + bt E / 3 Ͻ 0͒ when the number of data points used for the fit is not chosen properly or when the reduced localization uncertainty is too large.
In the remainder of this paper, we will ignore the finite exposure time contribution to the offset since our theoretical results will be compared to simulations with no microsteps. For most experimental situations, it is crucial to take this contribution into account. Indeed, Eq. ͑15͒ shows that in specific situations, the MSD curve offset may be negative. A fit to Eq. ͑14͒ with the constraint that be positive ͓Eq. ͑12͔͒ would result in a biased estimate of D ͑lower D value͒ by forcing a positive intercept.
Experimental ͑or simulated͒ single-particle trajectory MSD curves corresponding to the diffusion case discussed in this paper ͑Brownian motion in isotropic medium͒ usually depart significantly from straight lines ͓see Fig. 2͑A͔͒ , although the appropriate fitting model is that of Eq. ͑16͒. Departure from linearity at large time lags is due the fact that MSD points are less averaged because the corresponding number of displacements decreases, resulting in large statistical fluctuations ͓as discussed in Sec. IV and represented in Fig. 3͑A͔͒ . This suggests that a limited number of MSD points should be included in the fit in order to eliminate ͑or reduce͒ the influence of these fluctuations.
On the other hand, in the presence of significant localization error, the uncertainty on MSD points at small time lag can be relatively large with respect to the linear component of the MSD curve ͓the term 4D t in Eq. ͑15͔͒, resulting in a "noisy" MSD curve. This effect is clearly visible in the initial part of the MSD curve shown in Fig. 2͑B͒ . It is quantified in Sec. IV and represented in Fig. 3͑B͒ .
Therefore, without any further calculations, we can anticipate that there will be a trade-off between using a large number of MSD points to compensate for the effect of localization errors at the beginning of the curve and using a small number of MSD points to avoid using the poorly averaged values at the end of the curve.
The presence of large departure from a straight line also suggests that quantitative knowledge of the standard deviation associated with each point of the MSD curve could help to properly weight each data point during the fit. These questions are addressed in Secs. IV and V.
IV. STANDARD DEVIATION OF THE MSD CURVE
Qian et al. calculated the SDV n of the MSD in the absence of localization error ͓26͔. Although this result provides a good approximation in the case of large diffusion constants and small localization errors, it is insufficient when dealing with large errors and small diffusion constants. It is convenient to introduce the reduced localization error x = / ␣, where and ␣ are defined by ͑see Appendix B͒ = 4 2 ,
where is the localization uncertainty due to noise ͑sup-posed to be identical in both X and Y directions͒, D is the diffusion coefficient, and ⌬t is the frame duration. The quantity represents the variance of the square displacement for infinitesimally small frame separation ͑in other words, it is the variance of the distance between two successive images of an immobile probe͒. The quantity ␣ represents the average square displacement between two consecutive frames. Large x values correspond to situations where the localization error dominates the effect of diffusion. The theoretical result for the MSD SDV ͓Eq. ͑D13͒ and Appendix D͔ compares very well with results from simulations with different parameters, as shown in Fig. S1 .
To better understand its behavior, we can look at the relative value of the SDV, n / n , as a function of time lag n, FIG. 2. ͑Color online͒ Example of MSD fits of a N = 1000 points simulated trajectory with x = 1000 ͑D =10 −4 m 2 / s, ⌬t = 100 ms, = 100 nm͒. Graph ͑B͒ is a zoom of graph ͑A͒ at short time lags. The simulated MSD is represented in thin red, the theoretical MSD in plain gray, and the MSDϮ SDV in dashed gray. Unweighted least-squares fits obtained with different numbers of points p of the MSD curve are represented with different styles in thick blue. In addition to introducing a positive offset, the presence of large relative localization error adds a clearly visible noise to the MSD at short time lags. Compared to the linear part of the MSD ͑4Dt͒, the amplitude of this noise is very large ͓see Fig. 3͑B͔͒ . This results in erroneous fits when a suboptimal number of MSD points are used for the fit. For instance, the fit using p = 2 points ͑dashed͒ shoots up, while the fit with p = 10 points ͑dashed-dotted͒ results in a negative D. Fits using too many points ͑p = 500, small dashed or p = 999, dotted line͒ are biased for another reason: the large relative standard deviation of the MSD at large time lags ͓Fig. 3͑A͔͒. The optimal number of fitting points for x = 1000 given by Eq. ͑30͒ is p = 87, which is close to the p = 100 value chosen for the plain blue curve. 2 / D ⌬t on the relative MSD SDV. x increases from left to right in the absence of localization error; the relative SDV is minimal for small time lag and increases to reach 100% at the last time lag. In the presence of significant localization error, the SDV is larger, but the MSD is also larger ͑dominated by the offset 4 2 ͒, effectively resulting in a smaller ratio. The dashed-dotted and small dashed curves represent the asymptotic behavior at small time lag in the absence of localization error and at large time lag in the presence of large localization error, respectively ͑K = N − n͒. Note that curves for x = 0 and 0.1 are indistinguishable. The simulation partially overlapping the K −1/2 asymptotic behavior at large time lags corresponds to x =10 5 . ͑B͒ Ratio of the MSD SDV over the linear component of the MSD ͑n␣͒ for different x values ͑x decreases from top to bottom͒. For large x values, the MSD SDV is much larger than the linear component of the MSD, which explains why a fit using few MSD points will fail to give a good estimate of the diffusion coefficient.
where n = n␣ + and the function f͑n , N , x͒ is defined by ͓Eq. ͑D15͒ of Appendix D͔ f͑n,N,x͒
where K = N − n. Figure 3͑A͒ shows the case of trajectories containing N = 1000 points, comparing theory and simulations results. The curve x = 0 corresponds to the result of Qian et al. for which the ratio increases initially as ϳ ͱ 2n / 3K
and tends to 1 for large n values. This latter value of 1 expresses the increased statistical fluctuations of the MSD at large time lags, which becomes comparable to the MSD value itself. For x Ͻ 1, this behavior is hardly modified. However, for x ӷ 1, the ratio increases slower from an initial value of ͱ 3 / 2N to eventually rapidly increase in the last few time lags as 1 / ͱ K to reach its maximum value of 1. Paradoxically, this would seem to mean that localization uncertainty has a favorable effect on the standard deviation of the MSD. However, there is no paradox, as the MSD is also increased by an offset 4 2 ͓in the absence of camera integration effect, Eq. ͑14͔͒, which is dominating the MSD at small time lags and for large x.
To understand this, it is useful to also look at the ratio,
which expresses the relative amplitude of the MSD fluctuations ͑ n ͒ with respect to the linear component of the MSD ͑n␣͒. As shown in Fig. 3͑B͒ , this relative amplitude is maximal ͑and very large͒ at small time lags for large values of x. In other words, the MSD curve will look noisy at short-time lags, as discussed qualitatively at the end of Sec. III ͓Fig. 2͑B͔͒. This effect is different from the statistical fluctuations at large time lags and is the reason why fitting the MSD curve with too few or too many points can lead to erroneous results. We will now quantify this effect.
V. FIT OF THE MSD CURVE
The usual approach to obtain diffusion parameters from a single-particle trajectory consists in performing a leastsquares fit ͑LSF͒ of the MSD curve with the appropriate model. In the case of a polynomial model such as Brownian diffusion ͑or drift or a combination of both͒, the LSF approach amounts to solving a linear system of equations, resulting in exact expression of the fitted parameters and their standard deviation as a function of the experimental data points of the MSD curve ͓22͔. For the simple case of pure Brownian isotropic diffusion considered here, the MSD curve can be fitted with a linear model ͓Eq. ͑15͔͒,
while the expected values of a and b ͑neglecting finite camera exposure͒ being a = = 4 2 , b = 4D. ͑25͒ The standard deviations ͑or standard errors͒ a and b of the fitted parameters can be estimated using formulas recalled in Appendix F ͓22͔. Three subtleties are involved in the particular case of the MSD curve.
First, the LSF approach is a maximum likelihood approach only when the values of the fitted function are distributed normally. That is, if and only if the estimates of the MSD at different time lags, n , are distributed according to
where ͗ n ͘ is the mean value of the distribution and n its standard deviation. As demonstrated in Appendix E, this is a good approximation for small values of n, but only a crude approximation for large values of n ͑the exact PDF of the MSD appears to be a gamma distribution, which is close to a Gaussian for a large range of parameters͒. However, if only the initial values of the MSD curve are used for the fit, then the LSF approach is indeed perfectly justified from a statistical point of view. The second subtlety is that the correlation between n 's requires using formulas for a and b involving covariances of the MSD values. Usually, covariance terms are neglected ͓22͔, but doing so in the particular case of MSD analysis leads to erroneous results. Their value
is computed in Appendix F ͓Eq. ͑F13͔͒,
where K = N − n, P = N − m, and m Ͼ n. for small n and m ͑and x =0͒, as illustrated in Fig. S3 . Obviously, these quantities can hardly be ignored in the expression giving the error on fitted parameters ͓Eqs. ͑F3͒ and ͑F4͔͒. Finally, the last subtlety comes from the fact that the error on fitted parameters depends on whether the fit is performed with weighted data points ͓Eq. ͑F2͔͒ or using equal weights for all points ͑i.e., no weights ͓Eq. F20͔͒.
We will now summarize the results obtained in Appendix F.
A. Weighted fit
Assuming that we can properly estimate the MSD SDV ͓either experimentally or using Eq. ͑D13͔͒, the relative errors on the fitted parameters a =4 2 and b =4D are given in Eqs. F17 and F19. Although quite cumbersome, these formulas are easily computed numerically and are represented in Figs. 4͑A͒ and 4͑B͒ for different values of parameter x in the case of an N = 1000 point trajectory. Curves for different numbers of trajectory points N show similar qualitative features ͑Fig. S13͒.
The first noticeable feature is the existence, for each value of x, of a different optimal value p min of the number of points of the MSD curves used in the fit ͓p in Eqs. F17 and F19͔: the larger the value of x, the larger the number of points p min . In particular, except for x =0 ͑no localization error͒, the number of points to obtain the best estimate of D is always larger than 2. The optimal value of p differs slightly for a and b, but in general the variation in relative error using one or the other is negligible. As discussed in Sec. V, the existence of such an optimal number of fitting points is expected from the existence of a trade-off between including more points to avoid the destructive effect of localization error and limiting the number of points to avoid using poorly averaged MSD values.
The second noticeable feature is that the relative errors on a and b are anticorrelated: the relative error on b ͑i.e., 4D͒ increases when x increases ͑as expected͒, while the relative error on ͑i.e., 4 2 ͒ decreases. In particular, for N = 1000 and large relative localization uncertainties x, the relative error on 4 2 is practically always smaller than 10% ͑for x Ͼ 10͒ whereas the relative error on D can reach several orders of magnitude, especially if the proper number of fitting points is not used. This is maybe the most important result of this study: not only is there an optimal number of MSD points to use for the fit but also if the number of points is not chosen carefully, the fitted D can be several orders of magnitude larger than the real diffusion coefficient, rendering the fit essentially useless.
Figures 4͑C͒ and 4͑D͒ compare the theoretical predictions with results from simulations. For a given x, we generated N S = 1000 trajectories of N = 1000 points. For each trajectory, we computed the MSD curve and fitted it with the linear model of Eq. ͑24͒ using p =2,3, ... ,N − 1 fitting points weighted with 1 / i 2 given by Eq. ͑D13͒ in which we used the known value of ␣ and used for the simulation. We then computed the mean values ͑across the N S trajectories͒ of the fitted parameters ā͑p͒ and b͑p͒ obtained for different numbers of fitting points p Ͻ N and their standard deviations a ͑p͒ and b ͑p͒. As can be seen, there is very good agreement with the theoretical result for both the error on the diffusion coefficient ͑D = b / 4͒ and the error on the square of the localization uncertainty ͑ 2 = a / 4͒. In particular, the optimal number of fitting point p min is satisfactorily recovered.
The value of p min , for which the error on the fit parameters is minimal, can be determined graphically based on the curves ͑ a / a͒͑p͒ and ͑ b / b͒͑p͒ ͑Fig. 5͒. It is slightly different for a and b and depends on N and x. A good empirical approximation valid for N = 10, 100, and 1000 is represented as a dashed curve in Fig. 5 ͑with the obvious constraint p Ͻ N͒, p min = E͑2 + 2.7x 0.5
͒. ͑30͒
For an exact value given x and N, one needs to find the minimum of Eqs. ͑F17͒ and ͑F19͒ numerically. Figure 5͑B͒ shows the corresponding minimal values of the relative errors on the fit parameters ͑plain symbols͒.
B. Unweighted fit
By giving equal weights to all p points of the MSD curve used in the fit, an unweighted fit is expected to result in larger error in the fitted parameters by giving comparatively larger weights to MSD points with large SDV. The error on fitted parameters can be calculated theoretically using the known MSD SDV ͓Eq. ͑D13͔͒ and covariances ͓Eq. ͑F13͔͒ ͓22͔, resulting in slightly simpler formulas ͓Eq. ͑F23͔͒ than in the weighted case. These formulas can easily be computed numerically and are represented in Figs. 6͑A͒ and 6͑B͒ for different values of parameter x in the case of an N = 1000 point trajectory ͑as for weighted fits, curves for different numbers of trajectory points N show similar qualitative features; see Fig. S14͒ . The unweighted fit shows the same features as the weighted fit: existence of an optimal number of MSD points depending on x and N and anticorrelation between the relative error on a and b ͑the intercept and slope parameters͒. These results are again supported by simulations, as shown in Figs. 6͑C͒ and 6͑D͒.
More importantly, comparison between the relative errors in the parameters of the weighted and unweighted fits ͑Fig.
7͒ shows that:
͑a͒ Both fits minimize the relative errors for similar if not identical values of the number p min of MSD points;
͑b͒ The minimum relative error for both parameters is identical for the weighted and unweighted fits. This is particularly clear in Fig. 5͑B͒ and 5͑C͒ , where the minimum error on fitted parameters is represented for both weighted and unweighted fits.
This last unsuspected result is important from a practical standpoint. It means that there is no need to estimate the experimental SDV of the MSD points. An unweighted fit using the optimal number of points p min ͓Eq. ͑30͔͒ will provide the same fitted parameter quality as a weighted fit. However, as shown in Fig. 7 , any significant departure from this optimal number of points will always result in a much larger relative error for the unweighted fit than for the weighted fit. The rest of the article will only deal with unweighted fits.
VI. PRACTICAL CONSIDERATIONS
The results presented above can be used in many different situations and in different ways. We will now briefly address some practical issues arising when trying to use them to fit experimental data and interpret the corresponding results.
A. Determination of the optimum number of fitting points
The practical question which remains is the following: considering that empirical expression ͑30͒ providing the op- timum number of fitting points p min depends on the unknown ratio x = 2 / D ⌬t, how shall we determine p min in order to get the best estimates of and D ?
In some experimental situations, it will be possible to estimate the static localization uncertainty 0 using Eq. ͑2͒ ͑or a variant thereof͒ by recording images of immobilized probes in the same conditions as for diffusing probes ͑same exposure time and illumination͒. Another approach consists in recording "trajectories" of immobilized probes in the same conditions as for diffusing probes. Since the effective diffusion coefficient for immobile probes is very small ͑typically D 0 Ͻ 10 −5 m 2 / s͒, in general, x 0 = 0 2 / D 0 ⌬t will be large and therefore, as shown for N = 1000 in Fig. 6͑A͒ , an unweighted linear fit of the first two ͑or few͒ points of the MSD curve, even if not optimal, will still give a good estimate of 4 0 2 ͑ a / a Ͻ 0.1͒. In practice, 4 0 2 = 1 will also provide a very good estimate of the static localization uncertainty. The next step is to obtain at least an order of magnitude for D. As shown in Fig. 8͑A͒ for a trajectory containing N = 1000 points, computing a first estimate, D 10% , using 10% of the MSD curve ͑p = 100, dashed curve͒ will result in a relative error of at most 30% for values of x up to at least 1000. This will provide a first estimate of x, x 0 = 0 2 / D 10% ⌬t, from which to obtain a first "optimal" number of points p 0 from Eq. ͑30͒. Alternatively, assuming that x Ͻ 1000, one can start with p 0 = N / 10. Using p 0 as the number of fitting points, a new set of fit parameters ͑a 1 , b 1 ͒ = ͑4 1 2 ,4D 1 ͒ will be obtained, from which a new reduced parameter x 1 and a new number of points p 1 can be computed using Eq. ͑30͒. In general, iteration of this procedure will result in rapid convergence to the optimal number of points p min . In a small fraction of cases, this algorithm will not converge and instead get stuck in an infinite loop through a few successive p values ͕p 1 , p 2 , ... , p c ͖.
Tested on the simulated trajectories used for this study ͑x =10 n , n =−1,0,1, ... ,5͒, we obtained convergence ͑or absence thereof͒ in a few iterations ͑less than 10͒ and recovered the expected optimum number of points in the majority of cases. The nonconverging cases are easily spotted by the first recurrence of a previous p value in the series. In these cases, prior information on the approximate order of magnitude of x may help obtaining an estimate of p min and thus D. Once the optimum number of fitting points has been obtained, the relative error on each parameter can be estimated using Eq. ͑F23͒ or one of the curves in Fig. 6 .
B. Determination of the localization uncertainty
As already mentioned, the intercept parameter of the fit, a, depends on both localization uncertainty and the product Dt E ͓Eq. ͑15͔͒. Therefore, once D is obtained from Eq. ͑17͒, it is tempting to use Eq. ͑18͒ to deduce . This is perfectly legitimate if and only if the relative error on a ͓Eq. ͑F23͔͒ is small ͑Ͻ1͒. Otherwise, Eq. ͑18͒ may result in a very erroneous estimate of the localization uncertainty. For instance, if the relative error a / a is large ͑e.g., x Ͻ 0.1͒, Eq. ͑18͒ can result in either an overestimation of ͑if the error is positive͒ or an underestimation of ͑if the error is negative͒ or even result in a negative 4 2 . More quantitatively, assuming that a and b are normally distributed with variance a 2 and b 2 , 4 2 is normally distributed with mean a + bt E / 3 and variance a 2 + ͑t E / 3͒ 2 b 2 . A more robust way of determining the localization uncertainty is to use one of the two approaches dealing with immobile particles described in Sec. VI A.
C. Variable localization uncertainties
In this work, we have assumed that the localization uncertainty is constant along the trajectory. This is in practice rarely the case due to many causes. For instance, if the probe is blinking at time scales shorter than the integration time, the average emitted intensity will fluctuate along the trajectory ͑beyond the usual shot-noise fluctuations or other fluctuations already taken into account in theoretical expression ͑2͒ or variant thereof͒. Another reason for variable localization uncertainty could come from image pixelization, which could result in spatially dependent localization bias ͓11-13,29͔. Such situations will result in an increased standard deviation of the MSD compared to the best constant uncertainty case ͓Eq. ͑D13͔͒. Assuming that there is no anticorrelation introduced between the displacements, the covariance terms will also be larger than in the best constant uncertainty case ͓Eq. ͑F13͔͒. Therefore, the error on fitted parameters will also increase compared to the best constant uncertainty case results presented here ͓Eq. ͑F23͔͒, which can thus be considered as a minimum bound.
D. Incomplete trajectories
The MSD definition used in this work ͓Eq. ͑7͔͒ assumes that the location of the probe is known at all time points n⌬t during data recording. In practice, this might not be the case for various reasons such as blinking, quenching, or out-offocus motion. Experimentally, it is possible to define a modified MSD,
where D n Յ n is the number of pairs of localized positions ͑r ជ i , r ជ i+n ͒ in the trajectory. Since the results on the MSD standard deviation and covariance depend on definition Eq. ͑7͒, we expect deviations from the theoretical results presented in this work. In general, larger standard deviations and smaller covariances of the MSD terms can be expected when using Eq. ͑31͒. If the number of missing positions is small, the results of this work will most likely be applicable. If the number of missing positions is large, it might be appropriate to use the results obtained for the largest continuous trajectory part ͑N C Ͻ N positions͒.
VII. DISCUSSION
We now briefly discuss a few examples of applications of the results presented above.
A. Ensemble MSD
Many single-molecule tracking studies using organic fluorophores or genetically engineered fluorescent proteins tend to result in a large number N T of very short trajectories ͑N Ӷ 100 positions͒. Figure 5͑B͒ shows that in these conditions, fitted parameters obtained by MSD analysis of single trajectories are affected by significant errors, justifying proceeding with an ensemble analysis of a population of trajectories. In this ensemble MSD approach, one implicitly assumes that all trajectories sample the same environment and undergo the same type of diffusion. In other words, it is assumed that all trajectories can be characterized by the same set of parameters ͑ , D ͒. If all trajectories have the same number N of positions, the usual definition of the ensemble MSD yields
where r ជ i ͑j͒ represents position i of trajectory j and n ͑j͒ represents the nth MSD value of trajectory j. From the results derived in this work, we know that the n ͑j͒ 's are gamma distributed according to Eq. ͑E5͒ with parameters ͑ / ␣ , K͒, where ͑ , K͒ are given in Eqs. ͑E6͒ and ͑E10͒, respectively. From the additivity of independent gamma distributions, n ens is therefore gamma distributed with parameters ͑N T ϫ/ ␣ , N T ϫ K͒ with mean and variance given by
Due to the independence of the different trajectories, the covariance of the ensemble MSD is also equal to
These simple relations between ensemble statistical quantities and single trajectory ones allow the results of Appendix F to be used with the simple replacements ͓Eqs. ͑D15͒ and ͑F14͔͒,
where the function g͑n , m , N , x͒ has been defined in Appendix F in Eq. ͑F14͒,
From this we deduce from Eqs. ͑F17͒, ͑F19͒, and ͑F23͒ that the relative errors on the ensemble fit parameters will be reduced by a factor ͱ N T but follow the same dependence on the number p of fitting points. In other words, the results obtained in this work can be used to estimate errors on ensemble fit parameters ͑and best choice for the number of fitting points͒, provided the resulting errors are divided by ͱ N T .
B. Instantaneous diffusion coefficients
A simple method to analyze variable diffusion coefficients along a trajectory consists in computing a MSD curve for each subtrajectory of duration T s = N s ⌬t Ӷ T ͑Fig. S4͒. Noting N s =2q + 1, we can define N subtrajectories centered around each position r i = ͑x i , y i ͒, i =1, ... ,N, ͕r 1 ,r 2 , ... ,r q−1 ,r q ͖, ... ,͕r i−q ,r i−q+1 , ... ,r i , ... ,r i+q−1 ,r i+q ͖, ... ,͕r N−q ,r N−q+1 , ... ,r N−1 ,r N ͖.
͑Note that in the above definition, the first and last q trajectories contain less than 2q + 1 points and therefore their fitted parameters ͑ , D͒ will have a larger relative uncertainty.͒ As the number of points in each subtrajectory 2q + 1 is reduced, the snapshot is getting more "instantaneous," but each MSD curve contains less and less points, reducing the accuracy of the fitted instantaneous diffusion coefficient, D͑t͒. This instantaneous diffusion coefficient analysis has been used in a few recent papers ͓20,30͔.
Equation ͑F19͒ ͓or Eq. ͑F23͔͒ allows us to estimate this uncertainty as a function of the number N S of points in each subtrajectory ͑and the number of MSD points used for the fit͒. Let us consider a trajectory consisting of N = 1000 points separated by ⌬t = 100 ms ͑total duration T = 100 s͒. To obtain an instantaneous estimate of the diffusion coefficient evolution along the trajectory, a sliding window of duration T s =1 s ͑N s = 10 frames͒ can be used. In this case, Fig. 5 tells us what optimal number of points of the instantaneous MSD curve to use to obtain the smallest error on the fitted diffusion coefficient. For values of the reduced localization uncertainty, x Ͼ 10, the best fit is obtained using all N s −1=9 points of the instantaneous MSD curve and the uncertainty on D͑t͒ is extremely large ͓ D / D Ͼ 1; Fig. 5͑B͔͒ . Note that using only two points of the instantaneous MSD curve would result in even larger uncertainty ͑ D / D Ͼ 5; Fig. S14D͒ , making this estimate quite meaningless.
For smaller x values ͑x Ͻ 0.1͒, the best fit is obtained using two points only, the uncertainty remaining relatively large ͑ D / D Ͼ 0.6͒.
In other words, estimating the instantaneous diffusion coefficient D͑t͒ based on ten-point subtrajectories is a useless enterprise, as the resulting values will at best be of the correct order of magnitude ͑x Ͻ 0.1͒ or off by several orders of magnitude in the worst cases ͑x Ͼ 10͒. Even using N s = 100 points per subtrajectory ͑rendering the resulting fitted parameters far from instantaneous͒, Fig.  5͑C͒ shows that for x Ͼ 1000 ͑e.g., D =10 −4 m / s, = 100 nm, and ⌬t = 100 ms͒, the relative uncertainty on D is larger than 100%.
In conclusion, instantaneous diffusion analysis can rarely provide reliable estimates of the diffusion coefficients, especially if the dimensionless parameter x is large. However, since it might provide reliable estimate on the order of magnitude of the diffusion coefficient, it may be useful to detect changes in diffusion regime within a trajectory when each diffusion regime is characterized by diffusion coefficients differing by several orders of magnitude, as argued previously in Ref. ͓20͔.
C. Distribution of diffusion coefficients
In a paper following the work of Qian et al., Saxton addressed the question of the expected distribution of fitted diffusion coefficients using simulations ͓21͔. The present work provides a complete answer to this question in the presence of localization error.
It is clear that the answer depends critically on the number of MSD points used for the fit as well as on the type of fit ͑weighted or unweighted͒, as observed by Saxton in the absence of localization error ͓21͔. In this latter case, x = 0 implies that the best estimate of D will be obtained using the first two points of the MSD curve ͑p =2͒. Using Eq. ͑F23͒, we obtain
This result differs but is similar to that obtained by Qian et al. using a crude approximation and incorporating the ͑0, 0͒ point of the MSD in the fit ͑this point is not included in this work, having no physical meaning and, as pointed out, introducing unnecessary bias on the estimation of D ͒. Note that in this situation, we also have
which shows that the intercept of the MSD should be expected to fluctuate wildly when x → 0. This strongly supports our advice to estimate the localization uncertainty by other means and in any case to confirm that the number of points p used for the fit matches that recommended for the estimated x ͓Eq. ͑30͔͒. In the general case, the question can be addressed confidently if and only if the proper number of MSD points is used for each MSD fit. Otherwise, wild fluctuations in the fitted diffusion coefficients will exist, and most of the dispersion in diffusion coefficients will be attributable to poor choice of number of MSD points for the fit. Supposing that the optimal number of MSD points has been chosen to perform each MSD fit and assuming that each trajectory has identical length N and comparable relative localization error x, we have seen that the standard deviation on the fitted diffusion coefficient does not depend on the type of fit. To a good approximation, this distribution is Gaussian with standard deviation given by D = b / 4 ͓Eq. ͑F19͒ or ͑F23͔͒. Any departure from this distribution will indicate than one or more of the assumptions used in this work are not satisfied in the experimental system. In particular, it might indicate that the system studied cannot be described by a single diffusion coefficient.
VIII. CONCLUSION
In this work, we have revisited the work of Qian et al. ͓26͔ to incorporate the effect of localization uncertainty on the results of MSD analysis for pure Brownian motion in isotropic medium. We provide practical rules to obtain the best estimate of the diffusion coefficient and compute the error on the fitted diffusion coefficient and, in some favorable cases, an estimate of the localization error. The formalism used here could be employed with little modifications to study directed motion or a superposition of Brownian motion and directed motion. Other diffusion regimes resulting in MSD curves having a nonpolynomial dependence on time t ͑e.g., corralled motion͒ require using nonlinear fitting approaches, for which no analytical expression of the error on fit parameters can be obtained. Numerical methods would have to be used instead.
Note added. A related paper by A. J. Berglund ͓31͔ has recently been published. In particular, expressions for n 2 and nm 2 were obtained using a different approach and the effect of localization error and camera integration were studied using a different maximum likelihood formalism.
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