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A Tomossíntese Digital Mamária (DBT) é uma recente técnica de imagem médica 
tridimensional baseada na mamografia digital que permite uma melhor observação dos tecidos 
sobrepostos, principalmente em mamas densas. Esta técnica consiste na obtenção de 
múltiplas imagens (cortes) do volume a reconstruir, permitindo dessa forma um diagnóstico 
mais eficaz, uma vez que os vários tecidos não se encontram sobrepostos numa imagem 2D.  
Os algoritmos de reconstrução de imagem usados em DBT são bastante similares aos 
usados em Tomografia Computorizada (TC). Existem duas classes de algoritmos de 
reconstrução de imagem: analíticos e iterativos. No âmbito deste trabalho foram 
implementados dois algoritmos iterativos de reconstrução: Maximum Likelihood – Expectation 
Maximization (ML-EM) e Ordered Subsets – Expectation Maximization (OS-EM). Os algoritmos 
iterativos permitem melhores resultados, no entanto são computacionalmente muito pesados, 
pelo que, os algoritmos analíticos têm sido preferencialmente usados em prática clínica. Com 
os avanços tecnológicos na área dos computadores, já é possível diminuir consideravelmente o 
tempo que leva para reconstruir uma imagem com um algoritmo iterativo. 
Os algoritmos foram implementados com recurso à programação em placas gráficas − 
General-Purpose computing on Graphics Processing Units (GPGPU). A utilização desta técnica 
permite usar uma placa gráfica (GPU – Graphics Processing Unit) para processar tarefas 
habitualmente designadas para o processador de um computador (CPU – Central Processing 
Unit) ao invés da habitual tarefa do processamento gráfico a que são associadas as GPUs. 
Para este projecto foi usado uma GPU NVIDIA®, recorrendo-se à arquitectura 
Compute Unified Device Architecture (CUDA™) para codificar os algoritmos de reconstrução.  
Os resultados mostraram que a implementação dos algoritmos em GPU permitiu uma 
diminuição do tempo de reconstrução em, aproximadamente, 6,2 vezes relativamente ao tempo 
obtido em CPU. No respeitante à qualidade de imagem, a GPU conseguiu atingir um nível de 
detalhe similar às imagens da CPU, apesar de diferenças pouco significativas.  
 
Palavras-chave: Tomossíntese Mamária Digital, Algoritmos Iterativos de 
Reconstrução, Maximum Likelihood – Expectation Maximization (ML-EM), Ordered Subsets – 
Expectation Maximization (OS-EM), General-purpose computing on Graphics Processing Units 







Digital Breast Tomosynthesis (DBT) is a tridimensional imaging technique based on 
digital mammography which allows a better observation of overlapping tissues, mainly in dense 
breasts. This technique consists in obtaining multiple images (slices) of the volume to be 
reconstructed, allowing a better diagnosis, since the tissues are not overlapped in a 2D image.  
The image reconstruction algorithms used in DBT are similar to the ones used in 
Computed Tomography (CT). There are two classes of reconstruction algorithms: analytical and 
iterative. In the scope of this work, two iterative reconstruction algorithms were implemented: 
Maximum Likelihood – Expectation Maximization (ML-EM) and Ordered Subsets – Expectation 
Maximization (OS-EM). The iterative algorithms allow better results, however they are 
computationally intensive so the analytical algorithms have been rather used in clinical practice. 
With the technologic improvements, particularly in the computers area, it is now possible to 
substantially decrease the iterative algorithms’ reconstruction time.  
The algorithms were implemented using graphic cards’ programming − General-
Purpose computing on Graphics Processing Units (GPGPU). By using this technique it is 
possible to use a graphic card to perform tasks that are normally held by the processor of a 
computer – Central Processing Unit (CPU), instead of the graphic computation that the GPU is 
traditionally associated with. 
For this project, an NVIDIA® GPU was used, and through the Compute Unified Device 
Architecture (CUDA™) it was possible to code the reconstruction algorithms. 
The results showed that the algorithms implementation in GPU allowed a decrease in 
the reconstruction times in, approximately 6,2 times compared to the time obtained in CPU. 
Concerning image quality, the GPU achieved a level of detail similar to the CPU, in spite of 
minor differences. 
 
Keywords: Digital Breast Tomosynthesis, Iterative Reconstruction Algorithms, 
Maximum Likelihood – Expectation Maximization (ML-EM), Ordered Subsets – Expectation 
Maximization (OS-EM), General-purpose computing on Graphics Processing Units (GPGPU), 
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O cancro da mama é a neoplasia maligna mais comum entre as mulheres (afecta uma 
em cada oito mulheres) e é o segundo cancro com maior taxa de mortalidade sendo apenas 
suplantado pelo cancro do pulmão [1, 2]. 
 
 
Figura 1.1 Número de casos de cancro diagnosticados, em ambos os sexos, em 2008. Adaptado de 
[2] 
 
Nas Figuras 1.2 e 1.3 é possível observar as taxas de incidência e de mortalidade do 







Figura 1.2 Estimativa da taxa de incidência do cancro da mama em 2008 [2]. 
 
Figura 1.3 Estimativa da taxa de mortalidade do cancro da mama em 2008 [2]. 
 
No ano de 2008 morreram, apenas em Portugal, cerca de 1500 pessoas com cancro da 
mama e as previsões futuras de mortes devidas ao cancro da mama não são animadoras. 
Prevê-se que no ano de 2015 morram à volta de 1700 pessoas e cinco anos depois, em 2020, 
esse número chegue perto das 1800 [2]. 
Devido a estas estatísticas, foram sendo introduzidos programas de rastreio do cancro 
da mama. 
Nas últimas décadas e até aos dias de hoje, a mamografia de raios-X tem sido a 
principal técnica de imagem médica usada no diagnóstico do cancro da mama, muito devido à 
sua alta sensibilidade
1
 e ao seu custo reduzido. Desde o seu aparecimento, a taxa de 
incidência do cancro da mama, aumentou significativamente, o que demonstra que passou a 
existir um rastreio mais eficiente (mas não um aumento factual do número de casos [3]). L. 
Tabar et al. [4] conduziram estudos na Suécia comparando a taxa de mortalidade devido ao 
cancro da mama, nos 20 anos anteriores e posteriores à introdução de programas de rastreio 
através de mamografia tendo confirmado uma redução da taxa de mortalidade, como resultado 
do diagnóstico cada vez mais precoce.  
                                                   
1
                 
                     






Devido a certas limitações da mamografia convencional, como o facto de usar 
radiações ionizantes, sobreposição de tecidos na imagem, desconforto aquando da realização 
do exame devido à compressão da mama, ou o número elevado de falsos positivos, novas 
técnicas começaram a ser usadas no diagnóstico do cancro da mama como os ultra-sons (US), 
ressonância magnética (MRI), tomografia computorizada por emissão de fotão único (SPECT) 
ou tomografia por emissão de positrões (PET) [5, 6]. É de salientar também o facto de as 
técnicas de SPECT e PET produzirem imagens funcionais, que permitem observar alterações 
fisiológicas numa região específica do organismo, ao contrário das imagens anatómicas 
produzidas pelos raios-X, MRI ou US, nas quais se observam alterações estruturais ou da 
vascularização (no caso da MRI). 
Apenas aprovada pela Food and Drug Administration no corrente ano [7, 8], a DBT é 
uma técnica baseada na mamografia digital por raios-X. O equipamento utilizado é semelhante 
ao da mamografia digital, diferindo desta pelo facto de serem feitas várias aquisições da mama 
comprimida e estacionária, em vários ângulos de exposição. Após um processo de 
reconstrução de imagem é possível obter uma imagem tridimensional (sendo que na realidade, 
são obtidos múltiplos cortes do volume e não o volume 3D por inteiro).  
Existem duas grandes classes de algoritmos usados em reconstrução de imagem, 
sendo que os mais usados em prática clínica pertencem à classe dos algoritmos analíticos. A 
outra classe de algoritmos de reconstrução de imagem, algoritmos iterativos, são 
computacionalmente muito pesados, o que compromete os seus índices de popularidade. No 
entanto, com os avanços tecnológicos inerentes à indústria informática, tem sido possível, nos 
últimos anos, diminuir o tempo de reconstrução destes algoritmos e explorar as suas vantagens 
relativamente aos algoritmos analíticos (como irá ser discutido numa secção posterior). 
Um requisito obrigatório para a implementação de algoritmos iterativos de reconstrução 
de imagem é a implementação prévia de uma matriz de sistema. A matriz de sistema é um 
modelo geométrico, independente do objecto a reconstruir (mas dependente da posição 
angular da ampola de raios-X) que tem como objectivo modular os processos físicos de 
transmissão e detecção.  
O objectivo desta tese é tornar a execução de dois algoritmos iterativos de 
reconstrução, ML-EM e OS-EM, significativamente mais rápida, tirando partido da emergente 
programação em paralelo (GPGPU), com recurso a placas gráficas (GPU). 
As GPUs eram, até recentemente, usadas apenas para computações gráficas, como 
jogos de vídeo ou software para reprodução de vídeo. No entanto, com o avançar da 
tecnologia, as GPUs tornaram-se aparelhos altamente programáveis, tendo-lhes sido 
reconhecida a capacidade para desempenharem funções que eram, até então, normalmente 
desempenhadas pelo processador de um computador (CPU) [9]. 
Os resultados finais, quer a imagem obtida, quer o tempo de execução dos algoritmos, 
foram comparados com um código CPU (código sequencial) desenvolvido na linguagem 





Esta tese está dividida em 5 capítulos, sendo o primeiro, esta introdução. O segundo 
capítulo tratará de oferecer um contexto teórico essencial para a compreensão do trabalho 
desenvolvido. Os aspectos teóricos fundamentais que irão ser abordados no capítulo 2 
incluem: uma breve introdução histórica sobre a descoberta dos raios-X e descrição da técnica 
de imagem de diagnóstico por raios-X; a técnica de mamografia convencional e digital; a 
técnica de DBT; reconstrução de imagem e algoritmos de reconstrução e finalmente 
considerações sobre a GPU e CUDA™. 
Serão descritas as vantagens e as desvantagens da DBT relativamente à mamografia 
convencional e serão também descritos, com rigor, os princípios físicos associados a esta 
técnica de imagiologia. Na secção dedicada aos algoritmos de reconstrução irão ser abordadas 
as várias classes de algoritmos, com um maior enfâse na teoria referente aos algoritmos 
iterativos. Relativamente à GPU, será referido então como esta se tornou um substituto sério 
na computação de tarefas que, até muito recentemente, eram realizadas pela CPU e por fim 
serão descritos alguns princípios de funcionamento da arquitectura CUDA™. 
No capítulo 3, referente aos Materiais e Métodos, será referido o processo de 
desenvolvimento da matriz de sistema; uma descrição introdutória da biblioteca Thrust, que 
permite aproximar a programação em paralelo da programação sequencial; uma explicação do 
funcionamento básico de um programa em CUDA™ e serão feitas referências a problemas de 
memória que surgiram aquando da realização deste trabalho, devido à memoria limitada de 
uma GPU. Os resultados serão analisados no capítulo 4 e serão comparados com um código 
previamente desenvolvido em CPU.  
No derradeiro capítulo serão apresentadas as principais conclusões obtidas através da 













2.1 Imagem Médica e raios-X 
Wilhelm Conrad Röntgen, físico da Universidade de Würzburg, foi o responsável pela 
descoberta dos raios-X, tendo sido ele que lhes atribuiu o nome como são actualmente 
conhecidos. A primeira imagem de raios-X foi tirada à mão da mulher de Röntgen, decorria o 
ano 1895, usando apenas uma película fotográfica. Röntgen estava a conduzir experiências 
com um tubo de Crooke (no qual uma corrente eléctrica pode ser passada de um eléctrodo 
para outro através de vácuo) quando descobriu que ocorria fluorescência de uma película a 
alguma distância do tubo. Com o continuar das experiências com os raios-X, observou algumas 
das suas propriedades, como o poder penetrante em materiais pouco densos, a sua absorção 
em materiais como o alumínio e a absorção diferenciada em espessuras iguais de vidro 







Figura 2.1 Primeira imagem de raios-X, mostrando a mão (com um anel) da mulher de Röntgen 
[11]. 
 
Após esta descoberta, a sociedade de então tornou-se bastante interessada, havendo 
reacções diversas relativamente aos raios-X: peças de teatro, publicidade, anedotas e até 
receio de que os raios-X se tornassem numa invasão de privacidade [12]. Simultaneamente, os 
raios-X eram estudados em vários países (principalmente a Alemanha, Inglaterra, França e 
Estados Unidos da América) como instrumentos para diagnóstico médico [13]. 
A técnica de diagnóstico por raios-X foi amadurecendo e aquando do início da Primeira 
Guerra Mundial, a maioria dos hospitais norte-americanos já possuía um aparelho para o 
efeito. 
Após a sua descoberta, os raios-X, tiveram avanços significativos, quer ao nível dos 
das ampolas de raios-X quer também dos detectores. Foram introduzidos detectores com 
cintiladores e fotomultiplicadores, tendo aumentado de forma significativa a sensibilidade das 
imagens de raios-X. As ampolas de raios-X também sofreram grandes avanços, uma vez que 
era essencial controlar o output das ampolas, ou seja controlar a energia e intensidade dos 
raios-X produzidos. Um dos maiores avanços relativamente às ampolas de raios-X foi a 
descoberta, por Coolidge e Lilienfeld, em 1913, de que a produção de raios-X podia ser 
controlada aquecendo o cátodo, o que permitiu uma maior estabilidade dos mesmos [12, 13]. 
2.1.1 Produção de raios-X  
Os raios-X são produzidos numa ampola constituída por um cátodo e um ânodo e uma 
fonte de alta tensão. O cátodo é constituído por um filamento de tungsténio que quando 
aquecido liberta electrões que são depois acelerados através de uma diferença de potencial 
numa câmara de vácuo em direcção a um alvo metálico (ânodo – normalmente também 
composto por tungsténio). O foco por sua vez concentra os electrões produzidos, num ponto 
focal do ânodo. Os electrões ao embaterem no ânodo produzem raios-X, sendo que menos de 
1%, são convertidos para raios-X úteis, enquanto os restantes se perdem em colisões 









Figura 2.2 Diagrama esquemático de uma ampola de raios-X moderna. Adaptado de [10]. 
 
Os raios-X produzidos na ampola, necessitam de ser direccionados para um detector. 
Para se evitar ruído na imagem ou uma degradação do contraste, é necessário fazer com que 
os raios-X que não sejam produzidos no ponto focal do ânodo ou que radiação que se encontra 
na vizinhança do paciente tenham um contributo nulo na imagem final. Os colimadores são 
assim usados para limitar a forma espacial do feixe de raios-X [14].  
A interacção do feixe de raios-X com os tecidos, produz também radiação dispersa que 
perturba a imagem. Uma forma de eliminar esta radiação é usando uma grelha (composta por 
tungsténio ou chumbo) imediatamente antes do detector, cuja geometria está alinhada com o 
ponto focal de origem dos raios-X. A radiação com uma distribuição angular mais dispersa, 
será absorvida na grelha, não contribuindo para a formação da imagem. No entanto e devido à 
natureza difusa da radiação dispersa, esta provoca uma intensidade de fundo homogénea o 
que origina uma diminuição do contraste e da relação sinal-ruído (SNR). Devido ao facto de a 
grelha diminuir a fluência registada no detector, é necessário aumentar a dose para manter o 







Figura 2.3 Esquema das trajectórias da radiação (normal e espalhada) e vários componentes da 
produção e detecção de raios-X. Adaptado de [14]. 
 
Existem dois métodos de formação de raios-X: radiação característica e 
Bremsstrahlung (ou de travagem), sendo que ambos, são usados em diagnóstico e 
radioterapia.  
No primeiro, os electrões interagem com os electrões nas orbitais dos átomos do alvo e 
se o electrão incidente possuir uma energia cinética maior ou igual do que a energia de ligação 
do electrão, este último pode ser ejectado do átomo. A lacuna deixada por este electrão pode 
ser depois preenchida por um electrão de camadas superiores, esta transição provoca a 
produção de um fotão com a energia igual à diferença das energias das camadas. Para um 
alvo de tungsténio, estas energias são de 69 keV, para a transição para a camada K e de 11 
keV, para a transição para a camada L (estas, devido à sua baixa energia não são importantes 
para aplicações médicas, sendo que a maior parte é atenuada ainda dentro da ampola). 
No segundo, o feixe de electrões é travado devido à interacção da força dos seus 
electrões com o núcleo do alvo. Esta travagem implica a perda de energia cinética por parte 
dos electrões, através da produção de fotões com energia igual à da energia cinética perdida 
[14, 15]. O espectro de raios-X é observável na Figura 2.4 e é possível distinguir a radiação 






Figura 2.4 Espectro de raios-X. É possível observar os raios-X característicos,    e    e os raios-X 
de Bremsstrahlung (contínuo). Adaptado de [10]. 
 
Com os avanços tecnológicos, os detectores passaram de simples películas 
fotográficas a detectores compostos por novos elementos como cintiladores e 
fotomultiplicadores [11, 12]. Os cintiladores baseiam-se na propriedade que certos materiais 
têm de emitir luz quando irradiados com radiação ionizante (convertem fotões de raios-X em 
múltiplos fotões visíveis). Os fotomultiplicadores por sua vez convertem esses fotões em 
impulsos eléctricos que são depois amplificados [16]. Actualmente os detectores são mais 
sofisticados, sendo os mesmos descritos na secção referente à mamografia digital.  
2.1.2 Interacção dos raios-X com a matéria 
Existem vários processos pelos quais os raios-X interagem: dispersão de Rayleigh, 
efeito fotoeléctrico, efeito de Compton, produção de pares ou tripletos e fotodesintegração, no 
entanto o estudo detalhado de cada um dos processos, não entra no âmbito desta tese, 
remetendo-se o mesmo para a bibliografia [14, 15, 17]. 
Os principais mecanismos
2
 de interacção dos raios-X com a matéria são o efeito 
fotoeléctrico (para baixas energias), o efeito de Compton (para energias intermédias) e a 
produção de pares (para altas energias) (Figura 2.5). 
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Figura 2.5 Os três mecanismos de interacção principais dos raios-X com a matéria. As curvas 
representam os valores de Z e hʋ para quais os efeitos são iguais. Adaptado de[14] 
 
Nos exames de mamografia/DBT são usadas energias baixas (da ordem dos 27 keV), 
pelo que a produção de pares não contribui para a imagem. Convém detalhar alguns pontos 
importantes para perceber melhor as interacções mais prováveis nos exames destas técnicas: 
 Efeito fotoeléctrico 
 
Neste mecanismo o fotão interage com o átomo alvo e ejecta um electrão de 
uma das suas camadas (K, L, M ou N). O electrão ejectado possui uma energia que é 
dada pela equação 2.1: 
                       (2.1)  
 
Sendo    a energia do fotão incidente e          a energia de ligação do 
electrão. 
A probabilidade do fotão sofrer efeito fotoeléctrico é dependente de   . Este 
facto traduz-se numa absorção diferenciada dos ossos, músculos e gordura o que 
providencia um elevado contraste na imagem de raios-X. Em mamografia a imagem é 
obtida devido à absorção diferenciada entre tecido adiposo, tecido fibroglandular, tecido 















Figura 2.6 Efeito fotoeléctrico. Adaptado de [18]. 
 
 Efeito de Compton 
 
No efeito de Compton (ou dispersão de Compton) o fotão (de energia    )  
transfere parte da sua energia para um electrão livre duma camada exterior, sendo este 
ejectado com uma energia cinética   e a um ângulo ɸ relativamente à direcção do fotão 
incidente. O fotão é disperso com um ângulo θ a uma energia cinética mais baixa    . 





      
         
           
 (2.2)  
 
     
 
           
 (2.3)  
 
                  (2.4)  
 
O efeito de Compton não depende do número atómico mas sim da densidade 
física do material, este facto faz com que o aumento das energias dos raios-X para a 
zona de Compton, provoque uma redução de contraste. A imagem obtida através de 
interacções por efeito de Compton, reflecte diferenças do material, em termos de 
densidade física, como tal, é mais indicado para o diagnóstico de zonas do corpo, que 
possuam contraste intrínseco como a cavidade peitoral (constituída por osso, tecidos 
moles e ar). 
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Figura 2.7 Efeito de Compton. Adaptado de [18]. 
 
2.1.2.1 Atenuação dos fotões na matéria  
Como resultado dos efeitos de interacção referidos atrás, quando um feixe de raios-X 
atravessa um meio, a sua intensidade diminui, ou seja, existe uma diminuição do número de 
fotões nesse feixe. Este fenómeno designa-se por atenuação e pode ser representado pela 
equação 2.5, que representa a razão entre a intensidade de entrada (  ) e de saída ( ) do feixe, 
ao atravessar uma distância   de um meio atenuador e em que   representa o coeficiente 





        (2.5)  
 
O coeficiente linear de atenuação é maior para tecidos densos, como o osso e menor 
para tecidos pouco densos, como os tecidos moles e a gordura e o seu valor depende, 
geralmente, da energia dos fotões, no número atómico médio e na espessura do material 
absorvedor: quanto menor a energia dos fotões e quanto maior o número atómico médio ou a 








2.2 Mamografia de raios-X 
A mamografia de raios-X é a principal técnica usada actualmente para o rastreio do 
cancro da mama, sendo ideal para observar pequenos tumores e sinais indirectos de cancro 
[19-22]. 
2.2.1 Mamografia convencional 
Os primeiros aparelhos de mamografia apareceram no final década de 70 [4] e desde 
então foram realizados vários estudos que demonstraram uma relação directa, entre a 
introdução dos aparelhos de mamografia com a redução da taxa de mortalidade devido ao 
cancro da mama: L. Tabar et al. [4] conduziram estudos nos quais compararam as mortes de 
mulheres (com idades entre os 20 e os 69 anos) provocadas pelo cancro da mama, nos 20 
anos anteriores e posteriores à introdução dos aparelhos de mamografia tendo concluído que a 
introdução dos programas de rastreio provocou uma diminuição de 40% a 50% na taxa de 
mortalidade devido ao cancro da mama. A mamografia convencional é uma técnica ideal para 
implementar programas de rastreio devido à sua sensibilidade e baixo custo. 
 
 
Figura 2.8 Aparelho de mamografia Siemens MAMMOMAT 3000 Nova [23]. 
 
2.2.2 Desvantagens 
Apesar de ser a técnica mais usada actualmente para o diagnóstico do cancro da 
mama, apresenta no entanto algumas desvantagens: menor capacidade de detecção de 
tumores em mamas densas [24]; sobreposição de tecidos, devido à imagem obtida ser uma 
representação 2D do volume tridimensional da mama [25]; o desconforto causado pela 







 do diagnóstico serem limitadas pelo observador [27]; a elevada percentagem de 
falsos positivos: Lindfors et al. [28] conduziram um estudo para analisar o stress criado por 
falsos positivos em mamografia e os resultados mostraram que 40% (46 de 115) das mulheres 
inquiridas, já tinham tido um falso positivo; Elmore et al. [29] estimaram em 49% o risco 
cumulativo de falsos positivos após 10 exames de mamografia. 
Outra das limitações inerentes à mamografia convencional prende-se com o facto de os 
detectores usados, nomeadamente, as películas fotográficas, servirem como dispositivo para 
guardar e mostrar a imagem, além da sua função normal de detecção dos raios-X [20, 21, 30]. 
O melhorar da tecnologia e a introdução de computadores e detectores mais modernos nos 
aparelhos de diagnóstico, permitiu o desenvolvimento da mamografia digital. 
2.2.3 Mamografia Digital 
De todas as técnicas de diagnóstico por raios-X, a mamografia foi a última a adoptar a 
tecnologia digital. Porém, actualmente, a mamografia digital já ultrapassa a mamografia 
convencional em países como a Alemanha, onde perfaz 88% dos aparelhos instalados [19].  
 
 
Figura 2.9 Comparação de uma imagem de mamografia convencional (esquerda) com uma imagem 
de mamografia digital (direita). O paciente é uma mulher de 57 anos de idade, com parênquima 
mamário e microcalcificações benignas [31]. 
 
A principal vantagem da mamografia digital relativamente à mamografia convencional 
prende-se com o facto de individualizar as funções para as quais os antigos detectores eram 
desenhados: aquisição, processamento e display da imagem. Ao serem desempenhadas 
independentemente, passou a ser possível optimizar cada uma das partes individualmente, o 
que levou a melhoramentos na qualidade da imagem (devidos a melhoramentos na aquisição e 
no processamento), no armazenamento dos exames (com o aumento quase exponencial do 
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tamanho dos discos rígidos passou a ser possível guardar milhões de imagens num só 
computador) e à introdução de novas ferramentas de manipulação das imagens, 
nomeadamente ao nível de software [19, 21, 22, 30, 31].  
Em mamografia digital existem dois tipos de tecnologias: sistemas offline e sistemas 
online (mais recentes). Os primeiros usam uma cassete removível como detector usando 
depois um aparelho de leitura externo para gerar a imagem digital. Mais especificamente, os 
sistemas offline possuem uma placa de fósforo que guarda uma “imagem latente” ou seja, 
guarda o padrão de absorção dos raios-X. Essa placa é depois inserida num aparelho de 
leitura externo que irradia a placa com um laser. Ao ser irradiada pelo laser a placa liberta luz 
proporcionalmente aos raios-X absorvidos. A luz emitida entra depois num circuito de 
fotomultiplicadores, gerando assim um sinal eléctrico que é depois logaritmicamente 
amplificado, digitalizado e processado (conversão indirecta). A placa de fósforo é depois 
irradiada com luz branca de forma a apagar os dados do exame para que possa ser reutilizada. 
Por outro lado, os sistemas online, consistem em aparelhos nos quais o detector é integrado no 
sistema de mamografia e a imagem é gerada no mesmo aparelho [32]. Os sistemas online 
podem ser de conversão directa ou conversão indirecta. 
Com os avanços tecnológicos os detectores sofreram alterações significativas. Os 
detectores mais recentes realizam directamente a conversão da energia dos fotões de raios-X 
para sinais eléctricos. Os detectores mais comuns são construídos usando o fósforo como 
absorvedor dos raios-X. Os novos detectores por outro lado, passaram a ser desenhados a 
partir da tecnologia de selénio amorfo
5
 (a-Se), que permite que a energia dos raios-X seja 
convertida directamente para corrente eléctrica, ao invés de se converter primeiro essa energia 
em luz visível e apenas depois em corrente eléctrica, melhorando dessa forma a eficiência da 
aquisição [31]. O método de funcionamento consiste na conversão da energia dos fotões 
incidentes, em condutores de cargas livres, pelo fotocondutor a-Se, sendo esses condutores 
direccionados para um de dois eléctrodos presentes no sistema, através da aplicação de um 
campo eléctrico. Cada pixel do detector armazena uma certa carga que é depois lida ligando 
um transístor de película fina (TFT – thin-film transistor) [33]. 
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Figura 2.10 Esquema de um corte de um pixel de um detector de a-Se. Adaptado de [33] 
 
 Existem ainda algumas técnicas online (de conversão indirecta) que não foram 
referidas como flat-panels de silicone amorfo e dispositivos de carga acoplada (CCD – charge 
coupled device), remetendo-se para a bibliografia se se pretender um estudo mais aprofundado 
das mesmas [14, 19, 31, 32] 
A passagem do formato analógico para o digital, permitiu uma nova forma de 
diagnóstico: diagnóstico assistido por computador (CAD – baseia-se na implementação de 
algoritmos como redes neuronais), que não sendo um diagnóstico cem por cento fiável, é 
usado como segunda opinião que permite um aumento de sensibilidade. Esta técnica 























2.3 Tomossíntese digital mamária 
O princípio da tomossíntese é conhecido desde os anos 30 no entanto, apenas na 
última década, e graças à evolução dos detectores usados em imagem médica de raios-X, se 
procedeu à sua aplicação a nível pratico [38]. 
Apesar das vantagens da mamografia digital relativamente à mamografia convencional, 
o problema de sobreposição de tecidos, principalmente em mamas densas, manteve-se, uma 
vez que em imagens bidimensionais há sempre o risco de tecido denso se sobrepor ou subpor 
a um tumor, ficando este extremamente difícil de discernir num exame radiológico [26, 38-45]. 
Em caso de dúvida o paciente terá que se submeter a outros métodos adicionais (como US, 
MRI ou mesmo uma biopsia) para confirmar, ou não, a presença do tumor.  
A tomossíntese digital mamária (DBT) é uma técnica bastante recente (a primeira 
publicação sobre DBT data de 1997 por Niklason et al. [46]) que visa ultrapassar, entre outros, 
o problema da sobreposição dos tecidos em mamas densas, através da aquisição de múltiplas 
imagens (múltiplos ângulos e pequenas doses de raios-X) da mama que se encontra numa 
posição estacionária tal como esquematizado na Figura 2.11.  
 
 
Figura 2.11 Aquisição de imagens em diferentes posições angulares e cortes verticais. Adaptado 
de [25]. 
 
As máquinas de DBT podem consistir apenas numa actualização das máquinas de 
mamografia digital, se estas possuírem um eixo de rotação próximo do volume a reconstruir 
[25]. 






2.3.1 Aquisição das imagens 
Após a compressão da mama, a fonte de raios-X é rodada numa amplitude angular 
limitada, sendo que o número de projecções pode variar. São normalmente adquiridas cerca de 
10 a 25 imagens, usando, para o efeito, pequenas doses de raios-X em cada aquisição (cada 
aquisição corresponde a 5-10% da dose de uma aquisição de mamografia [25]). O intervalo 
angular entre cada projecção também é variável. Existem dois mecanismos de movimento da 
ampola de raios-X: contínuo ou step-and-shoot. No primeiro, enquanto a ampola se movimenta, 
são usados pulsos curtos de raios-X para diminuir a desfocagem da imagem devido ao 
movimento de rotação, enquanto no segundo, a ampola tem que parar em cada posição 
angular antes de ser ligada.  
Os vários parâmetros (amplitude angular, número de projecções e método de 
aquisição) têm que ser optimizados de forma a obter a imagem desejada, tendo em conta que 
um maior número de projecções permite maior informação, mas também aumenta o tempo de 
aquisição, o que por sua vez pode provocar artefactos de movimento do paciente, deteriorando 
dessa forma a imagem. Os detectores usados são de selénio amorfo que, tal como foi referido 
no capítulo anterior, convertem directamente a energia dos raios-X em energia eléctrica, facto 
esse que é essencial, uma vez que as doses de cada aquisição são pequenas e é necessário 
um rendimento energético bastante elevado (estes detectores possuem uma eficácia quântica 
de detecção (Detective Quantum Efficiency) superior a 95%) [25, 26, 47]. Os detectores 
também podem ser desenhados de duas formas diferentes: estacionários e móveis.  
 
 







2.3.2 Vantagens e desvantagens da DBT 
Como já foi referido, a principal vantagem da DBT, prende-se com o facto de a 
aquisição de múltiplas imagens providenciar uma informação tridimensional do objecto, 
bastando para tal analisar os vários cortes da mama obtidos. Ao obter cortes de espessura 
reduzida (em geral, 1 mm [25]) elimina-se o problema da sobreposição de tecidos, existente na 
mamografia convencional (Figura 2.13). Outra vantagem da DBT (apesar de ser uma vantagem 
indirecta que resulta da eficácia da DBT) prende-se com uma redução da solicitação de novos 
exames (redução das taxas de recalls): o melhor discernimento das lesões traduz-se numa 




Figura 2.13 Representação esquemática da vantagem da DBT (direita) relativamente à mamografia 
(esquerda) no respeitante à sobreposição de tecidos [25]. 
 
Apesar de ser uma técnica recente, têm sido realizados, ao longo dos últimos anos, 
alguns estudos que visam analisar as vantagens da DBT em relação à mamografia digital. 
Vecchio S. et al. [44], compararam vários conjuntos de imagens de mamografia digital com 
imagens de DBT: imagem 2D de mamografia digital vs reconstrução 3D de DBT e imagem 2D 
de mamografia digital vs reconstrução do corte central (0º) de DBT, tendo concluído, com o 
primeiro estudo que as imagens obtidas de DBT apresentam muito mais detalhe do que a 
imagem obtida por mamografia digital, o que se deve principalmente ao facto de as imagens de 
mamografia digital apresentarem sobreposição de tecidos, o que torna o diagnóstico bastante 
menos fiável. A comparação da projecção central de DBT com a imagem de mamografia digital 
mostrou que a qualidade de imagem é semelhante nas duas técnicas, o que implica que a DBT 
seja uma técnica mais completa na medida em que o aparelho permite acomodar as duas 







Figura 2.14 Na DBT (direita) é possível analisar com melhor exactidão uma zona suspeita em 
mamografia (esquerda) [26]. 
 
Um estudo realizado por Gur et al. [42] comparou a taxa de recalls da DBT e da 
mamografia digital. Para tal, oito radiologistas experientes analisaram 125 exames (35 com 
sinais de cancro e 90 sem sinais de cancro). O estudo mostrou uma redução de 10% na taxa 
de recalls para a DBT e de 30% para um uso combinado de mamografia digital e DBT, para 
exames não contendo sinais de cancro. No entanto, os autores apontam que os números em 
prática clínica serão melhores (as taxas de recall deste estudo são, segundo os autores, duas, 
a duas vezes e meia mais altas do que o esperado do mesmo grupo de radiologistas em 
prática clínica) devido às condições em que a experiência foi feita: foi pedido aos radiologistas 
que analisassem os exames como se fosse o inicial e os radiologistas não tinham acesso ao 
historial clinico dos pacientes. Poplack et al. [48], conduziram um estudo, no qual compararam 
a qualidade de imagem e a taxa de recalls da DBT relativamente à mamografia. Para a 
realização do estudo foram realizados exames de DBT a mulheres com exames inconclusivos 
de mamografia digital. Os resultados mostraram-se bastante satisfatórios quer a nível de 
qualidade de imagem, no qual a imagem do exame de DBT foi classificada como igual ou 
superior em 89% dos casos, e a taxa de recall apresentou uma redução de 40% (facto que os 
autores atribuíram à não sobreposição de tecidos em DBT). No entanto, é referido que a 
mamografia apresenta um melhor discernimento de microcalcificações. 
Outras das vantagens prendem-se com o facto de a DBT, devido ao facto de ser uma 
modificação da mamografia digital, possuir todas as vantagens que esta possui [26]; redução 
da dose de forma indirecta (devido à eficácia da DBT e consequente redução da taxa de 
recalls, evita-se expor os pacientes a novos exames e portanto a uma repetida dose) [25, 26]; 
compressão reduzida da mama, uma vez que a compressão da mama em mamografia digital é 





compressão é feita apenas para garantir imobilização e reduzir artefactos de movimento [25, 
26]. 
Nem todos os estudos são conclusivos quanto às vantagens da DBT relativamente à 
mamografia digital. Teertstra et al. [45] realizaram um estudo tendo por base exames de 513 
mulheres e reportaram uma sensibilidade de detecção igual em DBT e mamografia digital 
(92,9%), no entanto os resultados da especificidade da DBT mostraram ser ligeiramente 
inferiores aos da mamografia digital (84,4% contra 86,1%). Os autores referem que esta 
diferença pode advir do facto de os radiologistas estarem habituados à análise de mamografia, 
o que pode interferir na análise de lesões em DBT. 
As desvantagens da DBT devem-se principalmente aos artefactos de movimento 
provocados pela rotação da ampola de raios-X; o aumento do tempo da realização de um 
exame e ao lado mais técnico, uma vez que é necessária uma nova habituação por parte dos 
radiologistas devido às novas características apresentadas pela DBT relativamente à 
mamografia digital e aumenta também o tempo de análise de um exame uma vez que é 
necessário analisar os vários cortes obtidos [26, 49]. 
2.3.3 Estado da arte 
O primeiro aparelho de DBT a ser aprovado pela Food and Drug Administration, e 
também o primeiro a estar disponível comercialmente, foi desenvolvido pela Hologic, Inc. tendo 
recebido aprovação apenas em Fevereiro de 2011 [7, 8].  
 
 
Figura 2.15 Aparelho de DBT: Selenia® Dimensions®, propriedade da Hologic, Inc [25]. 
 
Em Portugal, o único aparelho de tomossíntese existente encontra-se no serviço de 
imagiologia do Hospital da Luz e é fabricado pela Siemens. 
Os estudos que têm sido feitos ao longo dos últimos anos sobre DBT incidem, na sua 





G. Yang et al. [49] conduziram estudos num aparelho de DBT com fonte estática ao 
qual chamaram s-DBT (Stationary Digital Breast Tomosynthesis). O objectivo do estudo era 
diminuir o tempo de aquisição e melhorar algumas desvantagens que advém do movimento da 
fonte de raios-X e da aquisição prolongada, como por exemplo o motion blur (efeito de 
desfocagem da imagem devido ao movimento). Para tal substituíram o eixo de rotação, 
presente numa máquina tradicional de DBT, por um tubo emissor de múltiplos feixes de raios-
X, que são ligados e desligados com recurso a um sistema electrónico (Figura 2.16). Os 
resultados preliminares mostraram que a s-DBT é uma opção a ter em conta uma vez que 
conseguiu diminuir o tempo de aquisição (e consequente diminuição da dose a que o paciente 
fica sujeito) e melhorou a resolução espacial, relativamente a um aparelho de DBT normal. 
 
 
Figura 2.16 Esquema de um aparelho de s-DBT. Adaptado de [49].  
 
Outro estudo teve também como objectivo diminuir o motion blur provocado pela 
rotação da fonte. Zhou W. et al. [41, 50] implementaram também uma fonte de múltiplos feixes 
de raios-X tendo conseguido diminuir o tempo de aquisição das imagens. A qualidade de 
imagem variou consoante os algoritmos aplicados. Os algoritmos iterativos, nomeadamente o 
ML-EM e o ART (algebraic reconstruction technique) mostraram ser sensíveis a limitações do 
aparelho construído, ao nível do detector e de parâmetros de medida. No entanto com a 
aplicação de filtros, as imagens melhoraram substancialmente. Através dos restantes 
algoritmos aplicados, obtiveram imagens de boa qualidade. 
 







2.4 Reconstrução de Imagem 
O output de um exame tomográfico não é uma imagem, mas sim um conjunto de 
projecções que representam a atenuação dos raios-X (no caso das técnicas tomográficas 
baseadas em raios-X, como a CT e a DBT) no volume a ser reconstruído, segundo diferentes 
ângulos. Essas projecções são posteriormente reconstruídas através de algoritmos 
matemáticos (processos matemáticos passo-a-passo) desenvolvidos para o efeito. O resultado 
final desta reconstrução consiste numa matriz tridimensional, onde a cada voxel é atribuído um 
valor proporcional ao coeficiente de atenuação do objecto nesse voxel. 
Neste capítulo será feita, inicialmente, uma referência ao conceito de tomografia e 
serão depois descritos os algoritmos de reconstrução de imagem, no entanto, apenas os 
algoritmos iterativos, ML-EM e OS-EM, serão tratados com algum detalhe, uma vez que foram 
os algoritmos usados neste trabalho. 
2.4.1 Tomografia 
O termo tomografia deriva da palavra grega tomos, que significa corte, e caracteriza o 
processo pelo qual se obtém a imagem 2D de um corte (secção) de um volume 3D. Num 
exame tomográfico, são obtidas as imagens de vários cortes 2D de um mesmo objecto, sendo 
assim possível analisar todo o volume do objecto através da análise dos vários cortes obtidos. 
Um problema simples de tomografia, descrito por G.L Zeng [51], é pensar num parque com 
duas árvores (Figura 2.17). Se se tirar duas fotografias, de diferentes ângulos, dessas árvores 
é possível fazer uma planta do parque. Para tal, posicionam-se as fotografias (projecções) nos 
ângulos a que foram tiradas e traçam-se linhas das árvores, achando-se posteriormente a 
intersecção entre as linhas das duas vistas. 
 
 
Figura 2.17 Reconstrução do mapa de um parque através de duas vistas. Adaptado de [51]. 
 
Matematicamente, o objecto só seria totalmente conhecido, se o número de projecções 















exactidão da reconstrução está directamente relacionada com o número de projecções 
adquiridas. Este facto leva a que, em imagem médica, a precisão necessária resulte num 
número de projecções muito superior ao exemplo representado. 
2.4.2 Tomografia Computorizada de raios-X 
O objectivo da CT é obter uma imagem dos vários coeficientes de atenuação ( ) dos 
diferentes materiais do objecto em estudo. O coeficiente de atenuação é uma propriedade 
intrínseca do material e pode ser calculado, para um determinado voxel   através da equação 
2.6. 
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  (2.6)  
 
Onde    e    representam, respectivamente, o coeficiente de atenuação e o 
comprimento do feixe de raios-X dentro do voxel   e    e   representam, respectivamente, os 
valores das intensidades de entrada e de saída dos raios-X ao passar pelo objecto. 
Como se depreende da equação 2.6, com apenas um feixe de raios-X, é impossível 
determinar os valores de   para diferentes voxeis. No entanto, com múltiplas projecções é 
possível obter o coeficiente de atenuação correspondente a cada voxel e ao aplicar níveis de 
cinzento a diferentes gamas de coeficientes de atenuação é possível representá-los numa 
imagem tridimensional composta por voxeis com diferentes níveis de cinzento. O resultado de 
um exame de CT contém uma medida indirecta dos coeficientes de atenuação medidos num 
determinado bin do detector. Essa medida consiste numa gama de números inteiros (-1000 a 
3000) designados de unidades de Hounsfield (HU). No caso da DBT, o output dos exames 
corresponde aos coeficientes de atenuação [13, 52], não sendo necessário calcular os 
números de Hounsfield para cada voxel. 
2.4.3 Algoritmos Iterativos de reconstrução  
A reconstrução de imagem através de projecções é, matematicamente, um problema 
inverso, onde se infere os parâmetros de um sistema partindo dos resultados observados. O 
problema pode ser descrito, matematicamente, e para técnicas de medicina nuclear, como 
SPECT e PET, pela equação 2.7 
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   (2.7)  
 
Em medicina nuclear    corresponde aos dados adquiridos,     corresponde aos 
elementos da matriz de sistema, que no caso destas técnicas, traduzem os processos de 





Esta equação pode ser adaptada para DBT, onde, e fazendo uma analogia com a 
equação 2.6,    corresponde a    
  
 
 , ou seja, é a medida da atenuação dos raios-X emitidos 
segundo a direcção definida pelo foco e pelo bin   do detector (esta direcção é definida como 
linha de resposta (LOR));     corresponde a   e descreve a probabilidade de os raios-X 
emitidos segundo uma determinada LOR, terem sido terem sido atenuados num voxel       
corresponde a   e representa o coeficiente de atenuação no voxel  . Ao conjunto dos 
elementos    , é dada a designação de matriz de sistema. Esta matriz é um modelo geométrico 
dos processos de transmissão e detecção e a sua implementação depende apenas da posição 
da fonte de raios-X. A forma como foi desenvolvida a matriz de sistema neste trabalho será 
descrita com mais detalhe no capítulo seguinte. 
Devido ao elevado número de valores a considerar, tanto ao nível das projecções,  , 
como dos coeficientes de atenuação,  , este problema não é passível de ser resolvido 
linearmente. 
Para a reconstrução da imagem, através das projecções obtidas no exame, é 
necessário recorrer a algoritmos de reconstrução. Existem duas grandes classes de algoritmos 
de reconstrução: analíticos e iterativos, podendo estes últimos ser divididos em algébricos e 
estatísticos. Esta divisão dos algoritmos iterativos, prende-se com as assunções que se fazem 
da natureza dos dados. Os algoritmos iterativos estatísticos podem ser ainda classificados em 
dois grupos, dependendo se assumem uma distribuição de Poisson ou distribuição Gaussiana 
para o ruído. 
Dentro da classe dos algoritmos analíticos destaca-se o filtered back projection (FBP). 
É o algoritmo mais usado em reconstrução de imagem médica [53-60], devido à sua rapidez de 
execução e facilidade de implementação, no entanto, as imagens obtidas por este algoritmo 
apresentam artefactos (riscas) [54, 56-58] não sendo também indicado para a reconstrução em 
técnicas que apresentam um número limitado de projecções, o que acontece em DBT, devido à 
gama angular limitada a que se realiza o exame [60]. O algoritmo mais usado em DBT 
(pertencente também à classe dos algoritmos analíticos) é o shift-and-add, devido à sua 
rapidez e simplicidade [61]. 
 Os algoritmos analíticos em geral, pecam pelo facto de ser bastante difícil incorporar 
modelações dos processos físicos de aquisição de imagem, sem comprometer a vantagem da 
rapidez e simplicidade e por admitirem que os dados adquiridos são totalmente consistentes 
com os coeficientes de atenuação no objecto, algo que não acontece devido à existência de 
ruído [6, 53]. 
Os algoritmos iterativos de reconstrução foram introduzidos há já largos anos: o ART 
foi introduzido em 1970 por Gordon et al. [62], o ML-EM em 1977 por Dempster et al. [63] e o 
OS-EM em 1994 por Hudson e Larkin [64]. O ART pertence à classe dos algoritmos iterativos 
algébricos, enquanto o ML-EM e o OS-EM pertencem à classe dos algoritmos iterativos 
estatísticos. Durante muitos anos os algoritmos iterativos foram preteridos, uma vez que a sua 
implementação computacional era feita com tempos de processamento bastante superior ao 





a emergência do GPGPU, o tempo de processamento destes algoritmos baixou drasticamente 
[54, 59, 60, 65-71], fazendo com que se levasse à sua implementação devido às suas 
vantagens relativamente aos algoritmos analíticos, nomeadamente, o facto de ser possível 
modelar os processos físicos de aquisição e o facto de lidarem muito melhor com o ruído e com 
dados com baixa amostragem, o que permite uma redução da exposição e do tempo do 
exame. 
Os algoritmos iterativos baseiam-se num procedimento passo-a-passo, que visa 
estimar, a cada novo passo, os coeficientes de atenuação reais, tendo em conta a estimativa 
do passo anterior. Estes algoritmos, inicialmente, convergem assimptoticamente e 
monotonamente para a solução do problema, no entanto, para um número muito grande de 
iterações a reconstrução é feita com uma maior quantidade de ruído, cabendo assim ao 
utilizador, decidir quando se deve parar o algoritmo. 
De forma a obter resultados satisfatórios, um algoritmo iterativo de reconstrução 
necessita de ter em conta certos elementos [6, 72]: 
i) Um modelo para os dados adquiridos; 
ii) Um modelo para representar os coeficientes de atenuação do objecto –   
   
, valor 
do coeficiente de atenuação no voxel   , após a iteração  . 
iii) Um método para calcular as projecções que seriam detectadas de acordo com 
uma determinada estimativa do objecto – matriz de sistema composta por 
elementos    , probabilidade de intersecção da LOR   com o voxel  . 
iv) Um método para comparar as projecções calculadas com as projecções 
adquiridas. 
v) Um método para comparar as diferenças entre as projecções calculadas e as 
projecções adquiridas 
Os algoritmos são compostos por 4 etapas sequenciais que se repetem em cada 
iteração: projecção (forward projection), comparação, retroprojecção (backprojection) e 
actualização (Figura 2.18). 
 
 
Figura 2.18 Diagrama de fluxo de um algoritmo iterativo de reconstrução 
 
Inicialmente, a estimativa é escolhida pelo utilizador, sendo normalmente uma imagem 





como o ML-EM e o OS-EM, uma imagem a um. Já com a estimativa inicial, calculam-se as 
projecções expectáveis caso os coeficientes de atenuação actuais estivessem correctos. Essas 
projecções são então comparadas com as projecções obtidas, resultando dessa comparação, 
uma matriz de erro, que é depois retroprojectada, dando origem a um mapa de erros da 
estimativa actual. A actualização da estimativa é feita através deste mapa de erros, e após 
actualização, a estimativa é usada para uma nova iteração do algoritmo. Não estando definido 
um critério de convergência, o número de iterações a realizar, pode ser obtido empiricamente. 
2.4.3.1 ML-EM 
O algoritmo iterativo de reconstrução de imagem implementado neste trabalho é 
referente à formulação matemática para tomografia de emissão. Esta implementação deveu-se 
ao facto de a implementação de CPU com a qual se fez a comparação de resultados, ser 
também uma implementação para tomografia de emissão. 
Como foi referido na secção anterior, o conceito do ML-EM foi introduzido por 
Dempster et al. [63] mas apenas foi aplicado à reconstrução de imagem médica em tomografia 
de emissão em 1982 por Shepp e Vardi [73] e em 1984 foi aplicado à tomografia por 
transmissão por Lange e Carsson [74]. No entanto, estes algoritmos têm ganho muito mais 
popularidade em tomografia de emissão do que transmissão [51, 75]. 
A estimativa de Máxima Verosimilhança (ML) é um método para estimar os parâmetros 
de um modelo estatístico. A função de verosimilhança é derivada da estatística de Poisson e é 
descrita pela equação 2.8. 
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        (2.8)  
 
O algoritmo de Máxima Estimativa (EM) é uma técnica iterativa para calcular 
estimativas de máxima verosimilhança na presença de dados desconhecidos, através de duas 
importantes etapas em cada iteração: a etapa de expectativa (E-step) e a etapa de 
maximização (M-step). No primeiro passo (expectativa) são estimados novos coeficientes de 
atenuação tendo em conta as projecções medidas e os coeficientes actuais, enquanto que no 
segundo passo (maximização) a função de verosimilhança é maximizada.  
Seja   uma estimativa obtida a partir dos dados  , o critério que procura uma estimativa 
da imagem (ML) é o que maximiza a probabilidade       . Para achar a estimativa   introduz-
se, normalmente, o logaritmo da função de verosimilhança como descrito na equação 2.9. 
  
               (2.9)  
 
Uma vez que a função logaritmo é estritamente crescente, o valor de   que maximiza 
       também irá maximizar       O algoritmo EM tem então como objectivo maximizar       
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O objectivo deste algoritmo é descobrir a distribuição de actividade   (no caso de 
CT/DBT é descobrir os coeficientes de atenuação) que tem a maior probabilidade de terem 
originado as projecções medidas   , usando uma matriz de sistema composta por elementos 
   . Calculando o somatório ∑       
 , obtêm-se as projecções que seriam medidas caso a 
estimativa   
  estivesse correcta – etapa de Projecção da Figura 2.18. As projecções obtidas 
são depois comparadas com as projecções efectivamente medidas (  ), dividindo as últimas 
pelo resultado do somatório. Os resultados desta comparação são somados (ponderados pelos 
elementos da matriz de sistema) obtendo-se assim o factor de actualização. Por fim o factor de 
actualização é multiplicado pela estimativa anterior e dividido pelo factor de normalização ∑      
– etapa de Actualização da Figura 2.18. 
Este algoritmo apresenta duas grandes desvantagens: baixa velocidade de 
convergência e instabilidade [6, 76]. Esta instabilidade deve-se ao facto de o algoritmo procurar 
iterativamente uma estimativa que melhor caracteriza os dados adquiridos: se os dados 
adquiridos apresentarem um baixo nível de ruído o algoritmo não origina problemas no entanto, 
caso os dados apresentem um nível de ruído significativo, a estimativa para qual o algoritmo irá 
convergir, será também ruidosa. 
Lange e Carsson [74] também apresentaram uma formulação para tomografia de 
transmissão, no entanto salientam que a sua formulação matemática é bastante mais difícil, 
não tendo conseguido especificar uma solução analítica exacta. A solução aproximada que 
propuseram é descrita pela equação 2.11. 
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 (2.11)  
 
Nesta equação     e    , designam, respectivamente, a estimativa do número de 
fotões que entram e saem do voxel   para uma determinada LOR   e     o comprimento da 
intersecção da LOR   com o voxel  . Devido ao facto de não ter sido esta a equação usada na 
realização do trabalho, remete-se o leitor para o trabalho de Lange e Carsson [74], se se 
pretender um olhar mais detalhado sobre o assunto. 
No entanto como foi referido, a utilização deste algoritmo para tomografia de 
transmissão não teve os mesmos índices de popularidade do que para tomografia de emissão. 
2.4.3.2 OS-EM 
Devido às limitações do ML-EM descritas na secção anterior, nomeadamente o tempo 





baseia em dividir as LORs em subconjuntos denominados subsets – Ordered Subsets 
Expectation Maximization. A cada subconjunto escolhido é aplicado o ML-EM no final de cada 
sub-iteração. Uma iteração do OS-EM estará completa, depois de se ter percorrido todos os 
subconjuntos, no entanto, a imagem terá sido actualizada tantas vezes quanto o número de 
subconjuntos que tenham sido escolhidos. Ou seja, se se dividir o conjunto das LORs em   
subconjuntos, após uma iteração completa do OS-EM, a imagem terá sido actualizada   vezes, 
comparativamente ao ML-EM no qual a imagem teria sido actualizada uma vez. Quando o 
número de subconjuntos escolhido é igual à unidade, o OS-EM torna-se igual ao ML-EM. 
Apesar de o tempo que demora uma iteração do OS-EM poder ser ligeiramente superior ao de 
uma iteração do ML-EM, a imagem é actualizada   vezes, o que permite obter uma maior 
velocidade de convergência. As projecções devem ser escolhidas de forma a maximizar a 
diferença angular entre cada subiteração de modo a obter informações o mais diferente 
possível em cada subiteração. 
Apesar dos bons resultados obtidos com o uso do OS-EM, a sua convergência ainda 
não foi provada matematicamente e o problema da sensibilidade ao ruído também não é 
eliminado. O facto de no OS-EM a imagem ser actualizada   vezes, faz com que, neste 
algoritmo, o ruído comece a aumentar mais cedo [6].  
A fórmula do OS-EM é bastante similar á do ML-EM, no entanto, os somatórios 
referentes às LORs, são substituídos por somatórios das LORs referentes a um determinado 
subconjunto   : 
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2.5 GPU e programação em paralelo 
2.5.1 Uma mudança de paradigma 
A indústria dos processadores de computadores (CPU), tem tido uma evolução 
bastante acentuada ao longo das últimas décadas firmemente baseada na Lei de Moore, co-
fundador da Intel®, que em 1965, afirmou que o número de transístores que se podem colocar 
num chip, dobra a cada ano [77]. Se até há bem poucos anos, cada novo modelo de CPU 
representava um aumento da frequência do relógio da CPU da ordem de 1 GHz relativamente 
à geração anterior, a tendência recente, tem sido o aumento de núcleos (cores) de 
processamento. Os principais fabricantes de CPUs, a Intel® e a AMD® permitem ao utilizador 
lidar com giga operações de vírgula flutuante por segundo (GFLOPS – Giga Floating-Point 
Operations Per Second).  
Com o melhoramento das CPUs o desempenho das aplicações foi igualmente 
melhorando. A partir de 2003, o aumento da frequência do relógio da CPU, foi sendo limitado, 
devido a problemas de consumo de energia e de dissipação de calor. Este facto levou a que os 
fabricantes de CPUs começassem a desenhar unidades com múltiplos processadores 
embutidos, ou seja, com vários núcleos de processamento [78]. Este avanço tecnológico trouxe 
consigo uma mudança de paradigma: se até aqui o software corria mais rápido em cada nova 
geração de CPUs, com a introdução de unidades de vários núcleos de processamento, e o 
facto de as antigas aplicações poderem apenas correr num dos núcleos de processamento 
(programação sequencial), as aplicações passaram a ter que ser redesenhadas para aproveitar 
os vários núcleos. Passou a ser preciso desenvolver programas em paralelo, nos quais 
múltiplas threads
6
 de execução cooperam para aumentar a velocidade de processamento. No 
futuro, a enfâse estará cada vez mais em apostar num aumento do número de núcleos, ao 
invés de se apostar no aumento de desempenho de cada núcleo [79]. 
2.5.2 Vantagens da programação em GPU 
Desde a introdução dos chips com vários núcleos, passaram a existir duas correntes, 
na indústria dos semicondutores: multicore e many-core. A primeira foca-se em manter o 
desempenho dos programas sequenciais ao mesmo tempo que aumenta o número de núcleos, 
enquanto a segunda se foca no throughput (taxa de transferência de dados) de execução de 
programas paralelos. Comparando dois representantes de cada uma das correntes é fácil 
perceber o porquê dos seus diferentes objectivos: um processador topo de gama (multicore) 
Intel® Core™ i7-990X Extreme Edition (2011), possui 6 núcleos enquanto que uma GPU de 
gama média (manycore) NVIDIA® Quadro FX 3800 (2009), correspondente à GPU usada 
neste trabalho, possui 192 núcleos
7
. Na Figura 2.19 é possível observar a diferença de 
desempenho entre as duas correntes. O facto das GPUs mais recentes atingirem 
                                                   
6
 Uma thread é a menor unidade de processamento que pode ser agendada por um sistema operativo 
7





desempenhos na ordem dos TFLOPS (Tera Floating-Point Operations Per Second) aliado ao 
seu baixo custo e ao reduzido consumo energético, tornam-na o candidato ideal para cálculos 
aritméticos intensivos de problemas paralelizáveis [78, 80, 81] . 
 
 
Figura 2.19 Comparação de desempenho entre GPUs e CPUs [78]. 
 
Esta diferença de desempenho pode ser explicada tendo em conta a diferente 
arquitectura de ambos [78, 81]. A CPU é desenhada para processar várias tarefas arbitrárias, 
como transferência de dados, processamento, agendamento de operações entre outros. Essas 
tarefas fazem uso de lógica de controlo e de memórias cache que permitem reduzir a latência 
no acesso de dados. A perda de desempenho relativamente às GPUs prende-se com o facto 
de a lógica de controlo e a memória cache não contribuírem para a velocidade de cálculo.  
A GPU, por sua vez, é concebida tendo em conta a indústria dos videojogos, que exige 
um número massivo de cálculos aritméticos por cada frame de vídeo, fazendo com que os 
fabricantes aproveitem ao máximo a área do chip para operações de vírgula flutuante.  
Convém notar que, por vezes, nem todos os segmentos de um programa são passiveis 
de ser paralelizados, tendo que se recorrer a programação sequencial juntamente com 
programação paralela num mesmo programa. Este facto traduz-se num limite de redução do 
tempo de execução de um programa (speedup) e pode ser expresso pela lei de Amdahl [82] da 
seguinte forma 
 
         
 
      
 
 
 (2.13)  
 
Onde   é a porção de algoritmo que é paralelizável e  , o número de processadores 
que corre essa mesma porção do código. Assumindo um número de processadores elevado, 






        
 
   
 (2.14)  
 
É fácil verificar, que quanto maior a porção de código paralelizável, maior o speedup 
que se obtém. Existem problemas em que não se justifica o uso da programação em paralelo, 
como por exemplo, problemas que envolvam um reduzido número de dados. 
Alguns estudos comprovam a eficiência da GPU na implementação de algoritmos 
iterativos de reconstrução: Chidlow e Möller [68] implementaram versões modificadas do ML-
EM e do OS-EM para tomografia de emissão, com speedups de 8.7 (5.5)
8
 e 4.2 (5.4) vezes, 
respectivamente; também para tomografia de emissão Pratx et al. [71] implementaram um OS-
EM modificado (OS-EM list-mode) com speedup de 51 vezes e sem diferenças relativamente à 
qualidade da imagem reconstruída em GPU vs CPU; Xu e Mueller [69] implementaram 
algoritmos analíticos e iterativos em GPU, para tomografia de transmissão, e obtiveram 
speedups de uma ordem de magnitude em ambos; Vintache et al. [65] implementaram um 
algoritmo iterativo (OSC – Ordered Subsets Convex) para reconstrução de imagem em CT com 
recurso a CUDA™ e obtiveram imagens de qualidade semelhante a CPU e speedups de 10 
vezes. 
2.5.3 CUDA™  
Até por volta do ano de 2006, o uso das GPUs em áreas como a reconstrução de 
imagem médica, finanças, biologia, entre outros, era bastante restrito, uma vez que a sua 
programação se fazia com recurso a interfaces de programação de aplicativos (API) gráficas. 
Para programar as GPUs era necessário possuir conhecimentos de OpenGL® e Direct3D®, 
algo que não está ao alcance do comum investigador científico. 
Com o aparecimento do CUDA™ (Compute Unified Device Architecture), propriedade 
da NVIDIA®, o estado da programação em paralelo sofreu grandes avanços. A NVIDIA® 
dedicou-se ao desenho de uma interface que permitisse uma maior facilidade de programação, 
sem ser necessário recorrer a APIs gráficas. O CUDA™ permite o uso de linguagens familiares 
como C e C++ (CUDA C) para aceder às capacidades de programação em paralelo de uma 
GPU.  
2.5.3.1 Modelo de programação em CUDA™  
Um programa em CUDA™ pode combinar código sequencial (executado no host 
(CPU)) e código paralelo (executado no device (que neste caso é uma GPU, mas pode ser 
outro equipamento de processamento em paralelo)). O código paralelo é desenvolvido em 
ANSI C com extensões próprias para lidar com as funções que tratam de dados em paralelo. 
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Estas porções de código que tratam os dados em paralelo são designadas de kernels e são 
chamadas a partir do programa sequencial (Figura 2.20).  
 
 
Figura 2.20 Diagrama de um programa em CUDA™. Adaptado de [83]. 
 
Quando um kernel é chamado a partir do código principal, o mesmo trata de gerar uma 
grande quantidade de threads de forma a aproveitar o paralelismo dos dados (arquitectura de 
instrução única, múltiplos dados (SIMD – single instruction, multiple data)). Estas threads são 
muito mais leves do que as threads de uma CPU. O conjunto de todas as threads geradas 
designa-se por grelha. Essa grelha por sua vez é composta por blocos de threads. Um exemplo 
fácil para demonstrar o funcionamento de um kernel é por exemplo a adição de uma constante 
a uma matriz de 1.000x1.000. Neste caso, o kernel tem que gerar 1.000.000 threads e cada 
uma será responsável por adicionar a constante a um elemento da matriz. A arquitectura 
CUDA™ foi desenvolvida tendo por base um conjunto de multiprocessadores de streaming 
(SM) sendo eles os responsáveis pela criação, gestão e execução das threads. A execução 
das threads é feita em grupos de 32 threads, designados por warps. 
O CUDA™ permite uma gestão da memória quer do host quer do device, fazendo com 
que o utilizador tenha que transferir dados da memória do host para a memória do device e 
vice versa. É necessário gerir com algum cuidado estas transferências de memória, uma vez 






Figura 2.21 Modelo de memórias em CUDA™ [78]. 
 
Na Figura 2.21 é apresentado um esquema do modelo de memórias em CUDA™. Da 
sua análise é possível perceber que o host pode transferir dados para/de as memórias global, 
constante e textura (não usada neste trabalho). Dessas, apenas a memória global permite 
leitura e escrita por parte das threads, sendo as outras duas reservadas apenas para leitura de 
dados
9
. As threads possuem uma memória de rápido acesso, designada por registos, que é de 
acesso individual por cada thread, no entanto a sua capacidade é bastante reduzida. Existe 
ainda uma memória bastante importante designada por memória partilhada (shared) cujo 
acesso também é feito com reduzida latência e é partilhada por todas as threads de um mesmo 
bloco. 
Os aspectos de CUDA™ aqui discutidos evidenciam uma significativa diferença na 
programação em paralelo, nomeadamente, a diferença de abordagem de um problema, uma 
vez que é necessário decidir que porções de código são passiveis de ser paralelizadas e de 
que forma será feita essa paralelização. Esta abordagem inicial de um programa, influencia por 
si só, a performance de um programa desenvolvido em CUDA™. 
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3.1.1 Aparelho de DBT 
O exame usado neste trabalho foi realizado por um aparelho de DBT da Siemens 
(MAMMOMAT Inspiration), instalado na secção de imagiologia do Hospital da Luz (Figura 3.1). 
Em cada exame são realizadas 25 projecções numa gama angular de -25º a +25º. Para a 
avaliação quantitativa das imagens obtidas foi também usado uma variante do fantoma 
(Gammex 156) específico para controlo de qualidade em mamografia [84]. 
 
 
Figura 3.1 Siemens MAMMOMAT Inspiration  









Figura 3.2 Esquema do aparelho de DBT usado neste trabalho. Adaptado de [85]. 
 
O detector é constituído por 2816 x 3584 bins, em que o tamanho de cada bin é de 
0.085 mm.  
O campo de visão (FOV – field of view) é definido como o volume irradiado pela fonte 
de raios-X. A sua dimensão é dada por                                             
  . Devido a limitações de memória, as dimensões utilizadas foram significativamente 
inferiores, no entanto a forma como se ultrapassaram as limitações de memória será descrita 
mais à frente. 
3.1.2 Hardware e Software 
O código foi implementado e testado num computador Intel® Xeon® E5530 2,4 GHz 
com 12 GB de RAM e a correr o sistema operativo Red Hat Enterprise Linux™ 5.3. A GPU 
usada foi uma NVIDIA® Quadro® FX 3800 com 1 GB de memória DDR3 e 192 núcleos de 
CUDA™. 
 Foi usada a versão 3.2 do CUDA™ Toolkit [86] e a versão 1.3.0 da biblioteca Thrust 
(biblioteca de CUDA™) [87].  
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3.2.1 Tópicos fundamentais de programação em CUDA™ 
Como foi referido na secção anterior, quando é invocado um kernel num programa de 
CUDA™, é gerado um conjunto de threads para processar um conjunto de dados em paralelo. 
Estas threads estão dispostas hierarquicamente: uma grelha unidimensional ou bidimensional é 
composta por blocos de threads unidimensionais, bidimensionais ou tridimensionais. Esta 
organização é definida pelo utilizador aquando da invocação do kernel da seguinte forma: 
 
A cada bloco e a cada thread gerados, é atribuído um índex único através das variáveis 
blockIdx (variável com dois campos (x,y)) e threadIdx (variável com três campos (x,y,z)) 
respectivamente. Outra variável útil na gestão de threads é blockDim/gridDim que devolve o 
tamanho de um bloco/grelha. Existem limites no número de threads por bloco e no número de 
blocos por grelha, devido ao facto de todas as threads de um bloco terem que residir no 
mesmo SM, ou seja, têm que partilhar os recursos de memória de um SM. Assim, enquanto o 
número máximo de threads por bloco é de 512 threads, as dimensões máximas da grelha são 
de 65536 x 65536 blocos. As threads de um mesmo bloco podem cooperar umas com as 
outras a partir da memória partilhada, que é comum a todas as threads de um bloco, e a sua 




Figura 3.3 Organização hierárquica de threads [88]. 
 
Relativamente à gestão de memória e transferência de dados, o CUDA™ possui 
funções próprias para lidar com essas tarefas. Analogamente às funções malloc() e free() da 
Nome_kernel<<<Numero_Blocos,Numero_Threads>>>(argumento1, argumento2); 




linguagem C, existem as funções cudaMalloc() e cudaFree() que tratam de reservar espaço na 
memória global na GPU e de o libertar, respectivamente. A função que trata de transferir os 
dados do host para o device, e vice-versa, é a cudaMemcpy(), na qual é preciso indicar os 
ponteiros de origem e de destino, a quantidade de bytes a copiar e o tipo de transferência (host 
to device ou device to host).  
Para melhor compreensão dos conceitos fundamentais de CUDA discutidos 
previamente, é apresentado de seguida, um programa em CUDA bastante simples, que 
executa a adição de dois vectores: 
 
3.2.2 Biblioteca Thrust 
Numa fase inicial do trabalho, que consistiu numa familiarização com o CUDA™, foram 
testadas duas bibliotecas de CUDA™, nomeadamente, a biblioteca CUBLAS (que é uma 
implementação de uma API de álgebra linear BLAS (Basic Linear Algebra Subprograms) em 
CUDA™) cujo objectivo se centra em operações básicas de álgebra linear como multiplicação 
__global__ void Adicao_vectores(float* vec1, float* vec2,float* vec_output, int dim){ 
int i = threadIdx.x + blockDim.x*blockIdx.x; 
if(i < dim) 
vec_output[i] = vec1[i] + vec2[i]; 
} 
int main(){ 
//Alocação de memória no CPU e inicialização dos vectores 
int dim = 1024; 
float*vec1 = (float*)malloc(dim*sizeof(float)); 
float*vec2 = (float*)malloc(dim*sizeof(float)); 
float*vec_output = (float*)malloc(dim*sizeof(float)); 
 






//Alocação de memória no GPU: 
float *vec1_d, *vec2_d, *vec_output_d; 
cudaMalloc((void**)&vec1_d, dim * sizeof(float)); 
cudaMalloc((void**)&vec2_d, dim * sizeof(float)); 
cudaMalloc((void**)&vec_output_d, dim * sizeof(float)); 
 
//Transferência de dados do CPU para o GPU 
cudaMemcpy(vec1_d, vec1, dim * sizeof(float), cudaMemcpyHostToDevice); 
cudaMemcpy(vec2_d, vec2, dim * sizeof(float), cudaMemcpyHostToDevice); 
cudaMemcpy(vec_output_d, vec_output, dim * sizeof(float), cudaMemcpyHostToDevice); 
 
 




//Transferência do vector que contém a soma, do GPU para o CPU 
cudaMemcpy(vec_output, vec_output_d, dim * sizeof(float), cudaMemcpyDeviceToHost); 
 









de vectores e matrizes e a biblioteca Thrust, que tem como objectivo aproximar a programação 
em CUDA™ da programação sequencial, usando para tal uma interface semelhante à 
biblioteca STL (Standard Template Library) da linguagem C++. 
Para a realização deste trabalho, a biblioteca CUBLAS foi preterida em favor da 
biblioteca Thrust, uma vez que esta possui uma quantidade bastante superior de funções que 
foram essenciais à realização do trabalho. 
 A implementação de certos algoritmos em paralelo pode tornar-se bastante mais 
complicada do que o seu homólogo sequencial, como são o caso de algoritmos de sort 
(ordenação), de stream compaction (compactação de fluxo – eliminação de valores de um 
array que satisfazem, ou não, uma certa condição), de redução de valores (por exemplo o 
somatório de todos os elementos de um vector em paralelo é uma operação de redução), de 
avaliação de polinómios, entre outros. Blelloch [89] descreve a operação de somatório de todos 
os prefixos (do inglês all-prefix-sums operations) que permite a implementação dos algoritmos 
descritos anteriormente em paralelo e define-as como: 
“Uma operação de somatório de todos os prefixos tem como input um operador binário 
  com identidade   e um conjunto ordenado                de   elementos e devolve o 
conjunto ordenado                                  . Por exemplo, se o operador 
binário   for a soma e se este for aplicado ao conjunto ordenado                         , a 
operação devolve o conjunto ordenado                               ”. Para um estudo mais 
detalhado sobre este tema remete-se o leitor para a bibliografia [89-91]. 
A biblioteca Thrust possui um conjunto bastante alargado de funções que foram de vital 
importância na realização deste trabalho: ordenação (bastante útil na reordenação da matriz de 
sistema antes e durante a implementação do OS-EM); compactação de fluxo (usado para 
eliminação de pontos que se encontravam fora da FOV e para eliminação de zeros – dado que 
não é possível alocar dinamicamente memória dentro de um kernel de CUDA™, é preciso 
alocar na GPU (antes da chamada do kernel) o máximo de memória a usar durante a execução 
do mesmo, pelo que, muitas vezes durante o programa, se preencheram com zeros posições 
de vectores e matrizes que nunca chegaram a ser modificadas); redução de valores (essencial 
para a normalização da matriz de sistema e para os somatórios do algoritmo de reconstrução 
de imagem – a biblioteca Thrust possui duas versões da operação de redução: redução e 
redução através de chave (esta ultima foi bastante usada uma vez que permite indicar uma 
chave e realizar uma operação sobre todos os valores de input que possuam a mesma chave 
(Figura 3.4)).  





Figura 3.4 Esquema da função reduce_by_key da biblioteca Thrust. A figura é uma representação 
de um dos somatórios do algoritmo de reconstrução de imagem (∑     ), no entanto os valores 
representados são aleatórios. 
 
As funções desta biblioteca encontram-se optimizadas ao ponto de o utilizador não ter 
que se preocupar em definir o número de blocos e threads a usar na execução da função. 
Actualmente estas bibliotecas (CUBLAS e Thrust, entre outras) estão inseridas no 
pacote de download do CUDA™ Toolkit. 
3.2.3 Matriz de Sistema 
A matriz de sistema descreve o modelo físico e geométrico dos processos de 
transmissão e detecção de determinado sistema. O cálculo desta matriz depende apenas da 
posição da fonte de raios-X e cada elemento,    , da mesma, representa a probabilidade de os 
raios-X, emitidos segundo uma determinada LOR (linha definida pelo bin   e pela fonte de 
raios-X), terem sido terem sido atenuados num voxel  . O facto de a matriz de sistema ser 
dependente da posição da fonte de raios-X faz com que para cada projecção angular, se tenha 
que calcular uma nova matriz de sistema.  
A matriz é calculada tendo por base um método ray driven [92], no qual se calculam as 
intersecções das LORs com os eixos        . Com essas intersecções são obtidas as 
distâncias euclidianas entre intersecções – após normalização representam a contribuição 
relativa de um voxel na atenuação dessa LOR. 
O primeiro passo no cálculo da matriz de sistema passa por definir as coordenadas 
relativas do detector, da fonte e da FOV. Todas as medidas necessárias estão esquematizadas 
na Figura 3.2 sendo que a origem é definida no prato de apoio da mama e não no detector. De 
forma a definir as coordenadas da fonte tem-se então as seguintes relações: 
 
        
                       
 
          
    
 
         




É a única coordenada que é sempre constante, independentemente da posição 
da fonte (Figura 3.5). O seu valor é igual a metade do tamanho detector na direcção  , 
vezes o tamanho do bin. 
                                               
                       
 
          
             
    
 
         
                                                                                           
                  
 
 
Figura 3.5 Esquema do detector, da mama e das posições da fonte. 
 
O facto de a fonte de raios-X se manter numa posição constante ao longo do eixo dos 
 , permite poupar processamento no cálculo da matriz de sistema, bastando para tal, calcular a 
matriz de sistema de um dos lados do detector e obter o outro por simetria. Ou seja, uma LOR 
do lado esquerdo do detector é sempre definida por um bin com as coordenadas 
                       e uma LOR do lado direito é sempre definida por um bin com as 
coordenadas                       . A reconstrução é feita de igual forma, 
independentemente do lado do detector sobre o qual se decidam efectuar os cálculos. 
As LORs são então definidas através da equação da recta 
 
                                    (3.1) 
 
A partir da equação da recta é possível achar as intersecções de cada LOR com os 
eixos        , assumindo que a LOR intersecta os eixos sempre que um ponto da LOR for igual 




a um número natural vezes o tamanho do bin (Na Figura 3.6 são esquematizadas as 
intersecções com o eixo dos   ). 
 
Figura 3.6 Intersecção de uma LOR com o eixo dos   
 
Desta forma é possível achar o parâmetro  , que nos permite calcular as coordenadas 
dos dois eixos restantes. As equações seguintes demonstram o exemplo para as intersecções 
com o eixo dos  : 
 
   
      
 
 (3.2) 
           (3.3) 
           (3.4) 
 
Após se obterem todas as intersecções de todas as LORs com os eixos, é necessário 
excluir os pontos que não se encontram dentro da FOV. Dado que o comprimento de uma LOR 
é bastante superior às dimensões da FOV, existem muitas intersecções que vão acontecer fora 
desta, isto acontece porque a FOV é delimitada pela placa de compressão e a fonte de raios-X 
está posicionada bastante acima desta, como se pode verificar na Figura 3.2. Na Figura 3.7 é 
esquematizada uma LOR a atravessar a FOV. Os pontos da LOR que intersectam os eixos 
dentro da FOV estão representados a tracejado. Esses pontos são necessários na 
reconstrução da imagem, todos os que se encontram fora da FOV são eliminados. 
 





Figura 3.7 Esquema de uma LOR a atravessar a FOV. Apenas os pontos a tracejado da LOR 
interessam para a reconstrução, os outros são eliminados.  
 
Por fim é necessário calcular as distâncias entre intersecções consecutivas e as 
coordenadas de todos os voxeis intersectados por uma LOR (essas coordenadas 
correspondem ao ponto no qual a LOR sai do voxel). Para tal assume-se que a LOR se inicia 
no bin e termina na fonte. Todas as LORs possuem um declive positivo no plano    (uma vez 
que só se trata os dados da metade esquerda da matriz de sistema) mas o mesmo não é 
verdade no plano    (o declive depende da posição da fonte).  
Tendo por base estas considerações, as coordenadas são então obtidas subtraindo 
uma unidade de escala sempre que as coordenadas da intersecção são múltiplas da largura do 
bin. Nos casos em que as coordenadas não são múltiplos da largura do bin, arredondam-se por 
defeito. Para um declive negativo todas as coordenadas são arredondadas por defeito e no 
caso de serem múltiplos da largura, não sofrem alterações (Figura 3.8). 
 
Figura 3.8 Método para calcular as coordenadas dos voxeis intersectados por uma LOR de declive 
positivo. Assume-se nesta figura que o comprimento da aresta do bin corresponde à unidade. 




Para proceder à paralelização do cálculo da matriz de sistema, atribuiu-se uma thread 
a cada bin do detector sendo cada thread responsável por calcular as intersecções da LOR que 
esse bin define com a fonte de raios-X. Ao calcular as distâncias entre intersecções, cada 
thread é responsável por calcular uma distância euclidiana entre a intersecção   e    . 
3.2.4 Limitações de memória 
Apesar do enorme poder de processamento numérico que uma GPU possui, a sua 
memória é bastante limitada sendo que, actualmente, o padrão da memória das GPUs em 
computadores de gama média é da ordem de 1 GB. Para aplicações num campo como a 
imagem médica, cujos detectores possuem resoluções bastante elevadas, 1 GB está longe de 
ser suficiente para conter todos os dados necessários à reconstrução da imagem. 
É fácil demonstrar a quantidade de informação em causa no cálculo da matriz de 
sistema e na implementação dos algoritmos de reconstrução. Para fazer a actualização da 
imagem é necessário ter na memória da GPU: 
 
 Uma matriz   
     
que corresponde à estimativa actual dos coeficientes de 
atenuação do objecto. Esta matriz tem as dimensões                           
                     , em que                                   corresponde às 
dimensões da FOV e               corresponde ao tamanho que uma variável float 
ocupa em memória (4 bytes). Tem-se portanto: 
 
                                       . 
 
 Duas matrizes com o mesmo tamanho de   
     
, correspondentes ao factor de 
actualização ∑
     
∑      
     
 
   e de normalização (
 
∑     
) dos algoritmos de reconstrução. 
 
Apenas estas matrizes perfazem um total de                        . Há ainda 
que ter em conta, a memória ocupada pela matriz de sistema e o facto de a função sort da 
biblioteca Thrust necessitar de espaço livre na memória da GPU. Esta quantidade de memória 
só está disponível em GPUs topo de gama que ultrapassam a barreira do milhar de euros. Uma 
vez que a algum ponto do algoritmo, duas dessas matrizes necessitam, obrigatoriamente, de 
estar na memória da GPU, foi necessário introduzir um factor de escala no programa de forma 
a modificar a resolução final da imagem. Assim, na reconstrução da imagem, considerou-se 
que cada bin possui a dimensão de 0,34 mm (ou seja um factor de 4x em relação aos 0,085 
mm originais), passando as dimensões de reconstrução para 
    
 
 
    
 
                              . O que significa, que se se tiver as três 
matrizes referidas em memória, se ocupará agora, aproximadamente,         .  




O cálculo da matriz de sistema foi também dividido em blocos (não de threads, mas de 
dados, ou seja blocos de bins do detector) de forma a limitar a memória. Estes blocos possuem 
as dimensões de 88x56 bins, o que significa que é necessário um ciclo for para percorrer esses 
mesmos blocos – 8 vezes na direcção   (
            
         
 
   
  
  ) e 16 vezes na direcção   
(
            
         
 
   
  
   ). Para os cálculos de ocupação de memória da matriz de sistema foi 
tido em conta o máximo espaço que esta poderia ocupar, ainda antes da eliminação de pontos 
fora da FOV. 
3.2.5 Funcionamento do programa desenvolvido 
Devido à extensão do código, não se tenta nesta secção explicar a fundo o 
funcionamento do programa. Como tal decidiu-se representar num fluxograma o funcionamento 
do programa (Figura 3.9), indicando, no caso de determinada parte do programa conter código 
em paralelo, se foi programado em CUDA™, em Thrust ou com recurso a ambos. Convém 
fazer referência ao facto de haver uma etapa designada por Actualização da imagem e outra 
designada por Cálculo dos factores correctivos: devido ao facto de se ter tido que dividir em 
blocos os cálculos das intersecções das LORs com os eixos         (devido às limitações de 
memória referidas anteriormente), a actualização da imagem é feita apenas no fim do cálculo 
do mapa de erros de uma determinada estimativa do algoritmo. Ou seja, uma subiteração está 
completa apenas após se percorrem todos os blocos de dados (88x56 bins). No fim dessa 
subiteração a imagem é então actualizada, e é necessário percorrer novamente todos os 
blocos de dados e usar a imagem actualizada como estimativa dos coeficientes de atenuação 
para a próxima subiteração. De forma a se ter em conta as contribuições de todos estes blocos 
de dados, criaram-se duas variáveis respeitantes a duas partes do algoritmo: actualização 
(∑
     
∑       
     
) e normalização (
 
∑        
). A cada iteração dos blocos de dados são somadas as 
contribuições de cada bloco para estas variáveis. Após se percorrerem todos os blocos, 
multiplicam-se essas variáveis pela estimativa actual. Estas variáveis são depois reinicializadas 
a zero na subiteração seguinte. O cálculo destes somatórios é designado no fluxograma, como 
Cálculo dos factores correctivos. 
Para uma visualização mais detalhada do programa, é apresentado no Anexo I, um 
pseudo-código que engloba as fases mais importantes de todo o código. 
A linguagem de programação na qual o código de CPU foi implementado, IDL, possui 
muitas funções próprias da linguagem, pelo que ao programar em CUDA C foi necessário 
programar muitas dessas funções de raiz, que podem não atingir o nível de optimização das 
suas congéneres em IDL, o que pode provocar alterações ao nível de desempenho e execução 
do código. 
 





Figura 3.9 Fluxograma do funcionamento do programa 
 




Capítulo 4  
 
 




Como foi referido anteriormente, neste trabalho implementaram-se os algoritmos 
iterativos de reconstrução de imagem tendo em conta a formulação matemática para 
tomografia de emissão. Esta escolha de implementação teve como base o facto de haver uma 
implementação prévia em CPU desses mesmos algoritmos, permitindo uma melhor 
comparação, quer a nível da qualidade de imagem, quer, principalmente, a nível dos tempos de 
reconstrução da imagem, sendo este o objectivo principal do trabalho.  
Devido ao facto de a tomografia com amplitude angular limitada exibir artefactos na 
direcção   [93], provocado por uma desfocagem das estruturas em planos da imagem 
adjacentes e também devido ao facto de estes mesmos artefactos aumentarem de intensidade 
à medida que os planos da imagem se aproximam dos limites inferiores e superiores de  , 
analisaram-se imagens mais próximas do eixo de rotação. Na Figura 4.1 é possível observar 
quatro cortes da imagem obtidos com a implementação em CPU e GPU. 





Figura 4.1 Diferentes planos (cortes) verticais da imagem obtida em CPU (em cima) e em GPU (em 
baixo). Imagens obtidas após 25 subiterações do algoritmo OS-EM, ou seja, após todas as 
projecções. 
 
Comparando as imagens obtidas através das duas implementações, é difícil discernir 
diferenças significativas entre ambas as implementações, apesar de ser possível visualizar 
algumas diferenças nomeadamente na zona do mamilo e no contorno da mama. É de salientar, 
no entanto, que na implementação em IDL é usada uma máscara que permite a reconstrução 
da imagem apenas na zona da mama, o que permite uma redução dos artefactos 
(nomeadamente os que são visíveis à medida que se afasta do eixo de rotação, como foi 
referido anteriormente). As imagens da Figura 4.1 são gravadas em formato .PNG, que 
comprime, de maneira bastante acentuada a imagem (as imagens originais têm tamanhos da 
ordem dos 100MB, as imagens aqui apresentadas têm tamanhos da ordem dos 10KB). Como 
tal, estas imagens não são representativas do seu verdadeiro valor como ferramenta de 
diagnóstico médico.  
Relativamente ao ML-EM, os resultados obtidos não foram satisfatórios, como pode ser 
observado na Figura 4.2. A imagem obtida apresenta um nível de detalhe semelhante à sua 
congénere de OS-EM no entanto apresenta também um artefacto que dificulta a análise da 
imagem. Devido ao facto de as imagens disponíveis da reconstrução em CPU, terem sido 
obtidas através do OS-EM de 25 subiterações, não foi possível confirmar se este artefacto 
advém de algum problema no código, ou se é um problema inerente ao uso do algoritmo para 
tomografia de emissão e não de transmissão. Este problema, levou a que a comparação de 
Plano 17 Plano 23 Plano 29 Plano 35 




desempenho e qualidade de imagem, fosse feita com recurso a imagens obtidas a partir do 
OS-EM de 25 subiterações nas duas implementações. 
 
 
Figura 4.2 Imagem obtida através da implementação do ML-EM em GPU (plano 23). É possível 
observar um artefacto que dificulta a análise da imagem 
4.1.1 Modelo dos processos de transmissão e detecção  
Como referido anteriormente, a matriz de sistema é uma descrição geométrica dos 
processos físicos de detecção e emissão e como tal, uma forma de validar a sua 
implementação passa por verificar se a posição relativa de objectos de referência se mantém 
nas duas implementações. Assim para analisar a sua implementação compararam-se as 
distâncias relativas entre duas microcalcificações presentes no exame e a distância individual 
de cada uma delas à origem do referencial da imagem, conforme esquematizado na Figura 4.3. 
Essas distâncias são depois comparadas nas duas implementações, de forma a se confirmar a 
correcta implementação da matriz de sistema. 
 





Figura 4.3 Distâncias relativas medidas para analisar a implementação da matriz de sistema. Plano 
23/60 em ambas as imagens (Imagem em cima correspondente à reconstrução em GPU). 
 
Tabela 4-1 Distâncias relativas de microcalcificações em GPU e CPU. 





D1 240,10 mm 239,82 mm 0,12 % 
D2 225,17 mm 224,57 mm 0,27 % 
D3 23,76 mm 23,72 mm 0,17 % 
 
As distâncias medidas representam uma diferença inferior a 0,5%, pelo que se 
demonstra que o modelo de detecção e transmissão (i.e. matriz de sistema) foi bem 
implementado. 
4.1.2 Análise do tempo de reconstrução da imagem 
O principal objectivo deste trabalho é avaliar a possibilidade de diminuição do tempo de 
reconstrução das imagens de DBT com recurso à GPU. Pretende-se fazer a reconstrução de 
imagem com recurso a algoritmos iterativos, num tempo compatível com a prática clinica.  




A comparação do tempo de reconstrução da imagem, foi feita tendo em conta uma 
implementação do OS-EM na linguagem IDL num CPU Intel® Xeon® E5530 2,4 GHz a correr o 
sistema operativo Red Hat Enterprise Linux™ 5.3 comparativamente à implementação do 
mesmos algoritmo em CUDA™ no GPU NVIDIA® Quadro® FX 3800 1GB (O CPU usado foi o 
mesmo em ambas as implementações). Os processos do computador foram mantidos ao 
mínimo, sendo a ocupação da CPU e GPU feita, quase exclusivamente, pela execução do 
programa. Em casos que tal não aconteça, o tempo de reconstrução pode aumentar.  
Os tempos de reconstrução foram medidos para um algoritmo OS-EM com 25 
subconjuntos, ou seja, é feita a actualização da imagem a cada projecção. 
 
Tabela 4-2 Tempos de reconstrução da imagem em GPU e em CPU e o speedup obtido. 
 
Tempo de reconstrução 
(segundos) 
Speedup (
    






Os resultados estão de acordo com os resultados previstos, ou seja, uma redução 
significativa (aproximadamente 6,2 vezes) no tempo de reconstrução
11
.  
4.1.3 Avaliação quantitativa da qualidade de imagem  
Como referido na secção dos métodos, foi usado uma variante do fantoma Gammex 
156 (Figura 4.4) para a análise quantitativa da qualidade de imagem. Para essa avaliação foi 
usado o software QuasiManager, uma vez que possui funções que permitem marcar Regiões 
de Interesse (ROI) e obter várias medidas (como por exemplo o valor em cada voxel, a média e 
a variância) dessa mesma ROI.  
 
Figura 4.4 Fantoma Gammex 156 
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 O tempo de reconstrução pode oscilar consoante os processos a decorrer no computador. O valor aqui observado 
corresponde ao máximo speedup que se conseguiu registar 





Figura 4.5 Imagem reconstruída do fantoma em CPU (cima) e GPU (baixo) 
 
Devido ao facto de o fantoma não ser representativo de uma mama, as ROIs têm que 
ser marcadas em zonas que sejam distinguíveis do fundo. Assim sendo, para esta avaliação 
marca-se uma ROI na zona de interesse e outras ROIs no fundo, como ilustrado na Figura 4.6. 

























Os parâmetros quantitativos analisados (ruído, SNR, resolução espacial e contraste) 
foram medidos sempre em relação a uma imagem reconstruída após uma iteração completa 
(composta por 25 subiterações) do OS-EM. Devido à rápida convergência do algoritmo de 
reconstrução, esta análise foi realizada apenas para 3 iterações, uma vez que a partir da 
primeira iteração a imagem sofre uma degradação continua (mais visível na reconstrução em 
CPU). 
4.1.3.1 Razão Sinal-Ruído 
O cálculo da SNR é feito usando a equação 4.1, onde              é a média do valor 
dos voxeis na ROI de interesse,                   é o desvio padrão da variância média dos 
voxeis das ROIs de fundo e           é a média do valor dos voxeis nessas mesmas ROIs. 
 
     
                         
                 
 (4.1) 
 
A SNR é um parâmetro que ajuda a ter uma percepção de como o sinal se impõe sobre 
um determinado nível de ruído. Para um objecto ser identificável a sua SNR tem que ser 
superior a 5 (limite de detectabilidade). Este limite de detectabilidade é o valor 
convencionalmente usado em mamografia de raios-X [94]. Um valor de SNR inferior a 5 não 
significa que o objecto não seja identificado, mas sim que a probabilidade de não o ser deixa 
de ser negligenciável [95]. 
 
 
Figura 4.7 Gráfico da razão sinal-ruído em função do número de iterações 
 
Os valores obtidos são idênticos para CPU e GPU, no entanto, a SNR é ligeiramente 





















degradação contínua da imagem com o aumento do número de iterações. Os valores obtidos 
são inferiores ao limite de detectabilidade, no entanto, convém referir que a estrutura de 
interesse delineada pela ROI não é perfeitamente discernível. Dado que a SNR envolve tanto a 
diferença das intensidades com que as estruturas são visualizadas, tal como o ruído, 
analisaram-se separadamente as componentes de contraste e ruído. 
4.1.3.2 Ruído 
O ruído aqui estudado refere-se ao ruído relativo que é o ruído perceptível por um 
observador humano. O cálculo do ruído é feito a partir do Coeficiente de Variação (CV) e é 
dado pela equação 4.2  
 
    
                 




Figura 4.8 Gráfico do ruído em função do número de iterações 
 
O ruído aumentou com o número de iterações o que se reflecte directamente na 
visualização das imagens, sendo o aumento de ruído mais notório na reconstrução efectuada 
na CPU (o que é observável por análise das imagens da Figura 4.5). 
4.1.3.3 Contraste 
O contraste pode ser definido como a diferença de intensidade entre duas regiões 






















           
                         




Figura 4.9 Gráfico do contraste em função do número de iterações 
 
Os valores obtidos para o contraste foram algo díspares quando comparando a 
reconstrução em CPU (aumenta significativamente com o número de iterações) com a 
reconstrução em GPU (diminui ligeiramente com o número de iterações). No entanto, 
comparando as imagens da Figura 4.5, há uma melhor percepção de contraste na imagem de 
CPU, o que vai de encontro aos valores obtidos, apesar de na primeira iteração, a diferença ser 
reduzida. O superior contraste da imagem em CPU, valida o facto de a SNR ser superior na 
imagem obtida em CPU, apesar de o ruído ser mais significativo do que em GPU. 
4.1.3.4 Resolução Espacial  
A resolução espacial está directamente relacionada com o nível de detalhe da imagem 
e a sua definição clássica baseia-se na medida da distância mínima a que dois objectos 
conseguem ser vistos como distintos. Para o cálculo da resolução espacial, mediu-se a largura 
a meia altura (FWHM) das curvas gaussianas ajustadas aos perfis medidos numa estrutura 



























Figura 4.10 Marcação de um perfil sobre uma estrutura pontual na direcção   (esquerda) e na 
direcção   (direita). 
 
 



































Figura 4.12 Gráfico da resolução espacial em   em função do número de iterações 
 
A resolução espacial medida para os dois eixos (Figura 4.11 e Figura 4.12), não sofreu 
uma variação muito significativa com o número de iterações e os valores encontrados, são 

































Os resultados obtidos são, no geral, positivos. Relativamente ao desempenho do 
algoritmo, os resultados foram muito relevantes do ponto de vista da potencial aplicação 
clínica: uma redução do tempo de reconstrução de aproximadamente 6,2 vezes (cerca de 15 
minutos para a reconstrução em GPU e cerca de 1h30m para a reconstrução em CPU). A 
comparação dos resultados obtidos em termos de desempenho, não pode ser feita de forma 
directa relativamente aos vários estudos da literatura referidos anteriormente, devido à 
diversidade de algoritmos usados para diferentes técnicas de imagem médica, dos volumes de 
reconstrução e dos diferentes GPUs que se utilizaram em cada trabalho, sendo óbvia, por 
exemplo, a vantagem, que um dispositivo multi-GPU tem sobre um dispositivo de GPU única, 
ou que um volume de reconstrução de 100x100x100 tem sobre um volume de 500x500x500.  
No entanto convém referir que o melhoramento do desempenho poderia atingir 
números mais expressivos, sendo limitada por factores de memória que foram referidos na 
secção correspondente: o facto de se ter que dividir os dados em blocos e percorrer os 
mesmos através de um ciclo for, aumenta a proporção de código sequencial. Através da 
análise feita, nas considerações teóricas, à lei de Amdahl (equação 2.13), é fácil verificar que 
uma parcela reduzida de código sequencial, impõe limites significativos nos speedups que é 
possível obter, senão veja-se: 
 Considerando uma porção de código paralelo que perfaz 99% do código total, o 
speedup teórico que se pode obter, é dado substituindo   por 0.99 na equação 2.14: 
 
        
 
      
      
 
 Se a porção de código paralelo diminuir para 95% o speedup diminui 
consideravelmente: 
 
        
 
      
     
 
Ou seja, uma redução de 4% da porção de código paralelo implica uma diminuição de 
80% do speedup em relação ao valor inicial. 
É então possível concluir que usando uma GPU com mais memória é possível 
percorrer os dados em menos blocos de dados (ou mesmo processá-los todos aos mesmo 
tempo, no caso de GPUs topos de gama), o que provoca uma diminuição do código sequencial 
e consequente aumento de speedup. 
Não foi feita a mesma análise das imagens obtidas através de ML-EM e de OS-EM, 
uma vez que as imagens obtidas por ML-EM apresentam artefactos que tornam a sua análise 
bastante difícil. Acrescenta ainda o facto de a implementação em CPU consistir apenas na 




implementação do OS-EM com 25 subiterações, pelo que não foi possível fazer uma 
comparação com o ML-EM.  
Analisando a distância relativa entre as duas microcalcificações e entre estas e a 
origem, foi possível confirmar a correcta implementação da matriz de sistema, sendo o erro 
associado a essas distâncias, inferior a 0,5%. 
Na comparação da análise quantitativa das imagens, verificou-se que as duas 
implementações apresentaram resultados semelhantes, sendo que era expectável a existência 
de ligeiras disparidades uma vez que a implementação do código não se baseou numa 
tradução directa da implementação existente em CPU. Porém, verifica-se que os resultados 
obtidos com a CPU são ligeiramente superiores, sendo discernível por inspecção visual, que a 
imagem em CPU é ligeiramente melhor (no que à primeira iteração diz respeito uma vez que, 
apesar de apresentar uma melhor SNR ao longo das restantes iterações, a imagem em CPU 
sofre um agravamento muito grande do ruído o que torna a análise das imagens mais difícil, 
principalmente na terceira iteração). O aumento mais ligeiro do ruído, e a diminuição também, 
não muito acentuada do contraste, na reconstrução em GPU, demonstra que a imagem em 
GPU se degrada de forma menos acentuada do que em CPU, o que é observável na Figura 
4.5.  
Analisando os resultados da resolução espacial, observa-se que não há grande 
comprometimento da mesma, com o número de iterações ou com o tipo de implementação, 
sendo os resultados semelhantes. No entanto, os valores encontrados para a resolução 
espacial em  , são ligeiramente inferiores à largura do voxel (0,34 mm). Estes valores, que se 
encontram abaixo do esperado, devem-se provavelmente a aproximações no cálculo da FWHM 
da curva gaussiana, pelo software QuasiManager. 
Usando os resultados do trabalho de Pratx et al. [71] como comparação
12
, as 
diferenças nesta análise deviam ser menores como pode ser observado na Figura 4.13, onde é 
feita uma comparação do contraste consoante o ruído da imagem, entre CPU e GPU, e na qual 
os resultados das duas implementações são indistinguíveis.  
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 O algoritmo iterativo usado, é uma variante do OS-EM (List-mode OS-EM) e a reconstrução da imagem é feita para 
PET 





Figura 4.13 Comparação de uma implementação de um algoritmo iterativo de reconstrução de 
imagem para PET, em termos de contraste vs ruído, consoante o número de subiterações [71]. 
Algumas das diferenças observadas na análise quantitativa poderão advir do facto da 
reconstrução em IDL usar uma máscara que permite a reconstrução apenas da zona do 
fantoma e não do detector todo. Como foi referido anteriormente, o facto de o código 
desenvolvido em GPU, não ser uma tradução directa do código sequencial, mas ser feito de 
raiz, pode provocar algumas diferenças na execução do mesmo, o que também pode ser uma 
das causas para as diferenças verificadas (por exemplo, uma diferença num único ponto pode 
significar uma alteração na escala de cinzentos, o que tem repercussões directas na 
comparação das imagens). Estas diferenças estão também patentes na comparação dos perfis 
horizontais de um mesmo ponto em GPU e CPU (Figura 4.14). O valor dos coeficientes de 
atenuação em CPU são muito superiores aos de GPU, no entanto, tal acontece, devido a se 
adicionar, ao algoritmo, uma constante de escala na implementação em CPU, o que não tem 
implicações na visualização da imagem. É visível que o perfil da imagem obtida em CPU é 
melhor delineado, o que se deve, muito provavelmente, ao uso da já referida máscara de 
reconstrução. Analisando os perfis, também se consegue discernir uma ligeira diferença na 
forma dos picos. Estas duas diferenças verificadas através da comparação dos perfis são 
representativas das diferenças verificadas por inspecção visual. 
 





Figura 4.14 Comparação dos perfis horizontais de um mesmo ponto. 
 
 Como também já foi referido, a linguagem IDL contem na sua sintaxe funções 
optimizadas e bastante abrangentes. No desenvolvimento de código em CUDA C é necessário 
programar todas as funções que são necessárias à execução do código, como tal, a 
performance dessas mesmas funções e a sua eficácia, estão dependentes da experiência do 
programador e não da linguagem. 
Analisando os resultados das imagens obtidas e da análise quantitativa das imagens é 
possível verificar que ambos os algoritmos (CPU e GPU) convergem bastante rapidamente, 
obtendo-se a melhor imagem logo após a primeira iteração. Este facto é vantajoso, uma vez 
que o tempo de reconstrução fica reduzido ao tempo que demora apenas uma iteração, o que 








Capítulo 5  
 
 
Conclusões e Trabalho Futuro 
 
 
O objectivo principal do trabalho, como foi referido, foi acelerar o processo de 
reconstrução de imagem de DBT, usando uma implementação em GPU (com recurso à 
arquitectura CUDA™), de algoritmos iterativos de reconstrução de imagem. Estes algoritmos 
foram, até recentemente, preteridos em prática clínica em favor dos algoritmos analíticos 
devido à sua simplicidade e rapidez. No entanto, os algoritmos iterativos apresentam 
vantagens que justificam a aceleração das respectivas implementações. Com o recurso à 
programação em GPU, é de esperar sempre uma diminuição, mais ou menos significativa 
(dependendo dos factores referidos na discussão dos resultados), do tempo de reconstrução 
das imagens de DBT, sem grande variação da qualidade de imagem relativamente à sua 
congénere de CPU [60, 65, 68, 71, 80]. 
Efectivamente, comparando os resultados de desempenho obtidos em GPU com os 
resultados obtidos em CPU, conclui-se que se conseguiu uma diminuição significativa do 
tempo de reconstrução (aproximadamente 6,2 vezes). De salientar, que esta diminuição 
poderia ser muito mais significativa: usando uma GPU com 1 GB de RAM e tendo em conta as 
medidas da FOV (704 x 896 x 60), torna-se bastante complicado paralelizar todos os dados 
que se necessitam para a reconstrução de imagem. Estas limitações de memória obrigaram a 
que se tivesse que percorrer através de ciclos for, os dados a ser paralelizáveis, o que foi 
demonstrado, através da lei de Amdahl, ter efeitos bastante significativos no speedup de um 
código (ainda que usando reduzidas fracções de código sequencial). A mudança de resolução 
da imagem final de 2416 x 3584 x 60 para 704 x 896 x 60 permitiu ultrapassar alguns 
problemas de memória (que foram essenciais para que se pudesse ter na memória da GPU 




todas as variáveis necessárias à correcta reconstrução da imagem), no entanto, não chegou a 
ser o suficiente para conseguir paralelizar todos os dados. É então importante perceber um dos 
paradigmas da programação em paralelo: apesar de permitir um elevado número de FLOPS, a 
memória limitada que uma GPU possui, leva a que o programador tenha que percorrer os 
dados, a serem trabalhados, em blocos. Esta metodologia leva a um aumento das 
transferências de memória de CPU para GPU e vice-versa. Estas transferências implicam 
acessos de memória com elevada latência pelo que é recomendado minimizar, tanto quanto 
possível, as mesmas.  
Existem ainda muitas outras considerações de desempenho da GPU que não foram 
discutidas, como optimização da calendarização de warps e consequente divergência de 
threads e acessos coalescidos à memória. Estes detalhes não foram todos discutidos, uma vez 
que a sua explicação e posterior análise poderia por si só, ser motivo de outro trabalho. 
Convém referir, no entanto, que nos programas em CUDA™ nem sempre é fácil optimizar 
esses parâmetros, exigindo competências de informática muito superiores às expectáveis dum 
engenheiro biomédico. Por outro lado, a biblioteca Thrust, trata de optimizar esses parâmetros, 
deixando apenas para o utilizador, funções simples e intuitivas de usar. 
É necessário salientar ainda uma das maiores desvantagens de trabalhar com 
programação em paralelo: o debug do código em GPU. Fazer debug em GPU é uma tarefa 
bastante complicada, havendo dois programas (Paralel NSight para Windows™ e CUDA-GDB 
para Linux™) pouco eficazes e muito pouco user-friendly.  
No referente à qualidade de imagem, a análise que foi feita, demonstrou que a CPU 
apresenta uma ligeira vantagem sendo as diferenças pouco significativas. Todos os 
pormenores importantes quer na reconstrução do fantoma, quer na reconstrução da mama, são 
discerníveis em ambas as implementações. No entanto, e segundo os resultados de alguns 
estudos de reconstrução de imagem em GPU [65, 71, 80], essa diferença na reconstrução, 
deveria ser menos significativa, do que a obtida neste trabalho.  
Como trabalho futuro seria interessante aprofundar alguns aspectos. Em primeiro lugar, 
estudar o desempenho do código numa GPU com maior capacidade de memória (sendo 
necessário alterações no código para aumentar o tamanho dos blocos de dados)
13
. Com maior 
capacidade de memória seria possível também reconstruir a imagem com a sua resolução 
original. Porém, como foi analisado na secção referente às limitações de memória, a GPU a 
utilizar teria que possuir mais do que 7 GB de RAM, o que implicaria um investimento 
monetário significativo. Em segundo lugar, proceder a uma tentativa de optimização das 
funções programadas em CUDA™. Tem que se ter em conta, que este trabalho foi a primeira 
implementação de um programa em GPU e que muito do tempo despendido no trabalho, teve 
como objectivo a aprendizagem de um paradigma de programação completamente diferente da 
programação sequencial que é leccionada durante o curso. Este facto, aliando ainda a uma 
complexidade mais elevada da programação em paralelo, poderá influenciar certas porções de 
código que eventualmente poderiam ser mais optimizadas. Por último seria interessante 
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 O código foi desenhado de forma a que baste alterar as variáveis de entrada, para promover as referidas alterações 
no código, não sendo necessária uma reestruturação do mesmo 




implementar em GPU o algoritmo desenvolvido para tomografia de emissão por Lange e 
Carsson [74] e comparar com o algoritmo implementado neste trabalho. O facto da imagem 
obtida através do ML-EM não apresentar os resultados esperados, pode dever-se à utilização 
do algoritmo para tomografia de emissão. No entanto, não havendo uma implementação 
correspondente em CPU, não foi possível verificar se os artefactos presentes em GPU, são 
também visíveis em CPU. Caso se verifique que o ML-EM em CPU, produz uma imagem 
semelhante ao OS-EM, os artefactos da imagem em GPU, podem ter tido origem num 
problema na implementação do código. 
Os resultados obtidos estão de acordo com o esperado e mostraram que a GPU é um 
dispositivo de processamento numérico bastante eficaz, podendo tornar-se no padrão da 
programação em problemas que envolvam um conjunto de dados elevado e um 
processamento intensivo dos mesmos e, ainda, em situações em que o problema possa ser 
paralelizável
14
. Neste trabalho estas condições estavam presentes, providenciando o 
background ideal para poder programar em paralelo. A aliar ao seu poder de processamento 
excelente, acresce ainda a excelente razão FLOP/Custo de uma GPU com a capacidade de 
programação em CUDA™, o seu reduzido consumo energético e tamanho, quando comparado 
com clusters (aglomerados) de CPUs normalmente usados por empresas para proceder a 
computações intensivas como simulações meteorológicas, sismológicas, e de biologia 
molecular entre outros ramos profissionais.  
A redução do tempo de reconstrução de imagem verificado pode vir a representar um 
ponto de viragem para o aumento de popularidade dos algoritmos iterativos de reconstrução de 
imagem em prática clínica. 
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 No caso de a GPU ter que processar uma reduzida quantidade de dados, a sua melhoria de performance em 
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ANEXO I Pseudo-Código do Programa 
desenvolvido 
 
for each OSEM_iteration 
 inicializar variaveis // Tamanho de bin, dimensões da FOV, imagem inicializada a 
1(apenas para a primeira iteração) 
 for each OSEM_subiteration 
  ler os ficheiros de entrada com os dados das projecções 
  determinar as coordenadas da fonte de raios-X 
   for each bloco_de_data //percorrer os blocos de dados com as dimensões 
88x56 para metade do detector (aproveita a simetria) 
    atribuir a cada thread um bin do detector //cada thread é 
identificada por um indice bidimensional correspondendo dessa forma a um bin localizado num 
determinado ponto do detector 
    //obter as intersecções da LOR definida por cada bin e a fonte 
de raios-X, com o eixo dos x: 
    Slopevectorx = xfocus-(thread_index_x+0.5)*xbinsize  
    Slopevectory = yfocus-(thread_index_y+0.5)*ybinsize 
    Slopevectorz = zfocus-(distancia_do_detector_ao_prato_de_apoio) 
     
    for each x_inteiro(thread_index_x+1 -> detector_x_dim/2) 
     x = x_inteiro*xbinsize 
     t = (x-(thread_index_x+0.5)*xbinsize) / Slopvectorx 
     y = (thread_index_y+0.5)*ybinsize + t*Slopevectory 
     z = distancia_do_detector_ao_prato_de_apoio 
+t*Slopevectorz 
     adicionar as coordenadas das intersecções x,y,z e o bin 
a um array (um array para cada uma das coordenadas) 
    for each intersecção 
     if(x_interseccao <0 OR x_interseccao > detector_x_dim/2 
     OR y_interseccao <0 OR y_interseccao > detector_y_dim 
     OR z_interseccao <0 OR z_interseccao > NSlices)  
     then excluir intersecção 
     //NSlices corresponde ao número de cortes obtidos como 
pode ser observado na Figura 3.2 
    //achar as intersecções para os eixos y e z de forma análoga 
    agrupar as intersecções obtidas com os diferentes eixos 
    ordenar as intersecções usando a coordenada x e posteriormente 
pelo bin 
    for each intersecção (intersecção+1 -> numero_total_intersecoes) 
     //achar a distancia euclidiana entre cada intersecção: 
     distancia = || intersection - intersection-1|| 
     //através das coordenadas das intersecções ver o voxel 
correspondente à distancia calculada: 
     if (x_interseccao == x_inteiro) //considerando que 
x_inteiro se refere à escala normal, que não foi usada no trabalho 
      then Coordenada_voxel_x = x-1 
     else 
      Coordenada_voxel_x = floor(x) 
     //procedimento análogo para z 
     if(y_interseccao < yfocus) 
      if (y_interseccao == y_inteiro) 
       then Coordenada_voxel_y = y-1 
      else 
       Coordenada_voxel_y = floor(y) 
     else 
      Coordenada_voxel_y = floor(y) 
    //após este passo obtém-se a matriz de sistema, composta por 3 
arrays: bin, voxel e distancias 
    normalizar as distancias da matriz de sistema 
    //correr o algoritmo de reconstrução para metade do detector: 
    multiplicar a probabilidade de determinado voxel, com o 
coeficiente de atenuação obtido na estimativa anterior //(1) 
    somar o resultado da multiplicação anterior para cada bin //(2) 
    dividir o input da projecção em cada bin pelo resultado da soma 
anterior //(3) 
    ordenar a matriz de sistema, em ordem ao indice do voxel //(4) 
    multiplicação das probabilidades com o resultado de (3) //(5) 
    somar o resultado da multiplicação anterior para cada voxel e 





    somar as probabilidades para cada voxel e somar à variavel de 
normalizacao//(7) 
 
     
    inverter os dados da matriz de sistema através da simetria em x. 
    //correr o algoritmo de reconstrução outr vez com um passo 
adicional aos 7 referidos anteriormente: 
    fazer update da imagem no caso de se estar na última iteração 
dos blocos de dados.  
    Neste caso tem que se fazer reset às variaveis de actualizaçao e 
normalizaçao //(8) 
     
    gravação da imagem 
      
