Abstract: In this article, we propose a wellposedness theory for a class of second order backward doubly stochastic differential equation (2BDSDE). We prove existence and uniqueness of the solution under a Lipschitz type assumption on the generator, and we investigate the links between our 2BDSDEs and a class of parabolic Fully nonLinear Stochastic PDes. Precisely, we show that the Markovian solution of 2BDSDEs provide a probabilistic interpretation of the classical and stochastic viscosity solution of Fully nonlinear SPDEs.
Introduction
The starting point of this work is the following parabolic Fully nonlinear stochastic partial differential equation (FSPDE in short) du t (x) +ĥ(t, x, u t (x), Du t (, x), D 2 u t (x)) dt + g(t, x, u t (x), Du t (x)) with respect to a finite-dimensional Brownian motion on Ω, F , P, (W t ) t≥0 . We use the backward notation because our approach is based on the doubly stochastic framework introduced by Pardoux and Peng [22] .
In the case where g is identically null, the equation (1.1) becomes a Fully nonlinear PDE, Soner, Touzi and Zhang [31] studied this class of equations in the context of second order backward stochastic differential equations. Soner, Touzi and Zhang [31] provided a wellposedness theory for 2BSDEs under uniform Lipschitz conditions similar to those of Pardoux and Peng [23] . Their key idea was to reinforce the condition that the 2BSDE must hold P− a.s. for every probability measure P in a non-dominated class of mutually singular measures (see Section 2 for precise definitions). The theory being very recent, the literature remains rather limited. However, we refer the interested reader to Possamai [27] and Possamai and Zhou [29] who respectively extended these wellposedness results to generators with linear and quadratic growth. Pardoux and Peng [22] (see also [2] ) have introduced backward doubly stochastic differential equation (BDSDE in short) to give the Feynman-Kac's formula for semilinear SPDEs, i.e. mainly one has in (1.1),ĥ (t, x, u t (x), Du t (, x), D 2 u t (x)) = Lu t (x) + f (t, x, Du t (, x))
where L is a second order diffusion operator and f is a nonlinear function. Matoussi and Scheutzow [20] have extend this BDSDE to a class of BDSDE where the nonlinear noise term is given by Itô-Kunita's stochastic integral. This allows to give a probabilistic interpretation of classical and Sobolev's solutions of semilinear parabolic stochastic partial differential equations driven by a nonlinear space-time noise. Buckdahn and Ma [3, 4] have introduced the rigorous notion of stochastic viscosity solution for semilinear SPDE and then they gave the probabilistic interpretation of such equation via BDSDE where the intensity of the noise g in the SPDE (1.1) does not depend on the gradient of the solution. They used the so-called Doss-Sussmann transformation and stochastic diffeomorphism flow technics to convert the semilinear SPDEs to PDEs with random coefficients. This transformation permits to remove the martingale term from the SPDE's. Lions and Souganidis have introduced also a closed form notion of stochastic viscosity solution for SPDE's in some notes [17, 18, 19] . Our aim in this paper is to provide a complete theory of existence and uniqueness of Second order BDSDEs (2BDSDEs) under the Lipschitz-type hypotheses on the driver. We will show that in this context, the definition of a 2BDSDE is very similar to that of a 2BSDE. The main motivation is to give the probabilistic interpretation of classical and stochastic viscosity of fully nonlinear SPDEs (1.1). Similarly to Buckdahn and Ma [3, 4] , we use the Doss-Sussnmann transformation to convert fully nonlinear SPDE's to fully nonlinear PDE's with random coefficients, then we use the solution of 2BDSDE to provide the Feynman-Kac's formula. The rest of this paper is organized as follows. In Section 2, we recall briefly some notations, provide the precise definition of 2BDSDEs and show how they are connected to classical BDSDEs. Then, in Section 3, we show a representation formula for the solution of 2BDSDEs which in turn implies uniqueness. In section 4, we present first the link between the markovian 2BDDSE with the associated fully nonlinear SPDEs. Then, we prove that stochastic viscosity solution of such SPDEs is given via the solution of 2BDSDEs. Finally, we give some technical results needed for the existence of the solution of the 2BDDSEs.
Preliminaries and Hypothesis
The inner scalar product of the space R d (d ≥ 2) will be denoted by ., . and the associated Euclidean norm by . . In what follows let us fix a positive real number T > 0.
First of all, we shall work on the product space Ω := Ω B × Ω W where
• Ω B := {ω ∈ C([0, T ], R d ), ω 0 = 0} equipped with the uniform norm ω ∞ := sup 0≤t≤T |ω t |, B the canonical process (B t (ω) = ω t ), P Finally, we consider F = F B ⊗ F W and the probability measure P 0 := P 0 B ⊗ P 0 W . The collection F = (F t ) 0≤t≤T is neither increasing nor decreasing and it does not constitute a filtration. However, G = (G t ) 0≤t≤T is a filtration.
The set of probability measures and the generator
We will say that a probability measure P B on (Ω B , F B ) is a local martingale measure if the canonical process B is a local martingale under P B . By Karandikar [13] , we know that we can give pathwise definition of the quadratic variation B t and its densityâ t . where ⊤ denotes the transposition, and the lim is componentwise. Let P denote the set of all measure P := P B ⊗ P where S
>0
d denotes the space of all d × d real valued positive definite matrices. This chapter concentrates on the subclass P S ⊂ P consisting of all probability measures P := P α ⊗ P 0 W such that For any P ∈ P S , it follows from the Lévy characterization that X Remark 2.1. We denote by F PB (resp. F X P B
PB
) the P B -augmentation of the right-limit filtration generated by B (resp. by X PB ). We recall from [33] that
3)
and every P ∈ P S satisfies the Blumenthal zero-one law and the martingale representation property.
Remark 2.2. We recall from [32] that for a fixed P ∈ P S , we have from the Blumenthal zero-one law that
s. for any t ∈ [0, T ] and P-integrable ξ. In particular, this shows that any G + t -measurable random variable has an G t -measurable P-modification.
where
Define the corresponding conjugate of H with respect to γ by
. We denote by D Ft(y,z) := {a, F t (w, y, z, a) < +∞} the domain of F in a for a fixed (t, w, y, z). We consider also a function g t (ω, y, z) :
Definition 2.1. We restrict the set of probability measures in P which is the collection of all P ∈ P S such that a P ≤â ≤ a P , dt × dP − a.s. for some a P , a P ∈ S
>0
d ,
Definition 2.2. We say that a property holds P-quasi-surely (P-q.s. for short) if it holds P-a.s. for all P ∈ P.
We now state our main assumptions on the functions F and g Assumption 2.1.
(i) P is not empty, the domain D Ft(y,z) = D Ft is independent of (ω, y, z).
(ii) For fixed (y, z, a), F is F t measurable in D Ft , and g is F t measurable.
(iii) We have the following uniform Lipschitz-type property in y and z: There exist constants
(v) F is uniformly continuous in ω for the . ∞ norm.
(vi) g is uniformly continuous in ω for the . ∞ norm.
The Spaces and Norms
For the formulation of the second order BDSDEs, we will use the same spaces and norms introduced in the second order BSDEs [31] . 
For each ξ ∈ L 1 , P ∈ P and t ∈ [0, T ] denote E H,P t
[ξ] := ess sup
Finally, we denote by U C b (Ω) the collection of all bounded and uniformly continuous maps ξ : Ω → R with respect to the . ∞ -norm, and we let L p be the closure of U C b (Ω) under the norm . L p , for every p ≥ 2.
Formulation
We shall consider the following second order backward doubly stochastic differential equation (2BDSDE for short)
We note that the integral with respect to {W t } is a "backward Itô integral" (see [14] , Page 111-112) and the integral with respect to {B t } is a standard forward Itô integral. For any P ∈ P, G-stopping time τ , and G τ -measurable random variable ξ ∈ L 2 (P), let (y P , z P ) := (y P (τ, ξ), z P (τ, ξ)) denote the unique solution to the following BDSDE (existence and uniqueness have been proved under our assumptions by Pardoux and Peng [22] )
• For each P ∈ P, the process K P defined below has nondecreasing paths, P − a.s.:
(2.6)
• The family {K P , P ∈ P} defined in (2.6) satisfies the following minimum condition:
Moreover, if the family {K P , P ∈ P} can be aggregated into a universal process K, we call (Y, Z, K) a solution of 2BDSDE (2.4).
Connection with standard BDSDEs
Let H be the following linear function of γ:
where I d is the identity matrix in R d .
Then, D Ft(w) = {I d },F t (y, z) = f t (y, z) and P = {P 0 }. In this case, the minimum condition (2.7) implies
since K t is nondecreasing. Hence, the 2BDSDE (2.4) is equivalent to the following BDSDE:
In addition to Assumption 2.1, we will assume Assumption 2.2. The processesF 0 and g 0 satisfy the following integrability conditions
9)
In the proof of the a priori esimates for the solution of the 2BDSDE (2.4) we need to have L 2+ε
estimates for (y P , z P ), then we add the following assumption on g Assumption 2.
3. There exist c > 0 and 0 ≤ β < 1 such that for all (t, y, z)
3. Uniqueness of the solution and other properties
Representation and uniqueness of the solution
The aim of this section is to prove the uniquness of solution for 2BDSDEs (2.4), which is a direct consequence from representation theorem. But, since in our 2BDSDEs (2.4) we have the extra backward integral we shall handle with the difficulties coming from this term. That's why, the followig lemma is needed.
Lemma 3.1. The minimum condition (2.7) implies that
Proof. Indeed, fix some P ∈ P and some P ′ ∈ P(t + , P) and observe first that (2.7) implies that
Hence, taking expectation under P in (2.7), we obtain readily
Then, we know (see [32] ) that the family P(t + , P) is upward directed. Therefore, by classical results, there is a sequence (P n ) n≥0 ⊂ P(t + , P) such that
Using this in (3.1) and then the monotone convergence theorem under the fixed measure P, we obtain
is a non-decreasing process, the result follows. We can now show as in Theorem 4.4 of [32] that the solution to 2BDSDE (2.4) can be represented as a supremum of solutions to BDSDE (2.5).
Theorem 3.1. Let assumptions 2.1 and 2.2 hold. Assume ξ ∈ L 2 and that (Y, Z, K) is a solution to 2BDSDE (2.4). Then, for any P ∈ P and 0 ≤ t 1 < t 2 ≤ T,
Consequently, the 2BDSDE (2.4) has at most one solution in
Proof. Let first assume that (Y, Z, K) is a solution to 2BDSDE (2.4) and (3.2) is true then
and thus Y is unique. Since we have that d Y, B t = Z t d B t , P − q.s., Z is unique. Finally, the process K P is uniquely determined. We will now prove the representation (3.2).
(i) Fix 0 ≤ t 1 < t 2 ≤ T, and P ∈ P. For any P ′ ∈ P(t + 1 , P), note that from (2.4)
(ii) To prove the reverse inequality of representation (3.2), we use standard linearization techniques. Fix P ∈ P, for every P ′ ∈ P(t + 1 , P), denote:
By the Lipschitz Assumption 2.1(iii), there exist (F t )-measurable bounded processes λ, η, γ, β such that
Define:
By Integration by parts we have
so, we compute that:
by the nondecrease of K P ′ and where we used the fact that since δY t1 is F t
expectation is the same under P and P ′ . By the boundedness of λ, η, γ, β, for every p ≥ 1 we have,
Then it follows from the Hölder inequality that:
From the definition of K P ′ , we have
Then, by taking the infimum in P(t + 1 , P) in the last inequality and using (3.9) and the result of Lemma 3.1, we obtain inf
But we clearly have
Since the quantity under the expectation is positive P-a.s. by Step 1, we deduce that it is actually equal to 0, P − a.s., which is the desired result.
As an immediate consequence of the representation formula (3.2) together with the comparison principle for BDSDEs, we have the following comparison principle for 2BDSDEs. 
A priori estimates
In this section, we show some a priori estimates which will be useful in the sequel. 
Then, there exist a constant C such that
Proof. (i) Fix P ∈ P, for every P ′ ∈ P(t + , P), we apply Itô's formula to |y
Then, by taking expectation and from the Lipschitz Assumption 2.1(iii) we have
and, by setting ε = λ 2 and the Assumption 2.1(iv), we get
It then follows, using Gronwall's lemma, that
Now, for every P ∈ P, we have
and, by the definition of the norms, we get
where we used that
Finally, we obtain
For the estimate for Z, we apply Itô's formula to |Y | 2 under each P ∈ P and from the Lipschitz Assumption 2.1(iii) we have:
for some constant C 0 independent of ε. Then,
, this provides
By (3.12), we have
(ii) First, we can follow the same proof of (i) to obtain that there exist a constant C depending only on T and the Lipschitz constant ofF andĤ such that for all P E P [|y
Then by definition of our norms, we get from (3.15) and (3.2) that
Applying Itô formula to |δY | 2 , under each P ∈ P, leads to
The estimate for δZ is now obvious from the above inequality and the estimates of (i). Finally the estimate for the difference of the increasing processes is obvious by definition.
A direct existence argument
As we have shown in Theorem 3.1, if there is a solution to the 2BDSDE (2.4), it will be represented as a supremum of solutions to standard BDSDEs. However, since we are working under a family of non-dominated probability measures, we are not able to use the classical technics of BSDEs. So, Soner, Touzi and Zhang [32] overcame this problem by constructing the solution pathwise using the so-salled regular conditional probability distribution.
Notations
For the convenience of the reader, we recall below some of the notations introduced in [32] . • For 0 ≤ t ≤ T , we denote
Exactly as in Section 2, we can define the set P t S , by restricting to the shifted space
Similarly, for an
• For a G-stopping time τ , we use the following simplification
• We define our "shifted" functions:
Then note that since F and g are assumed to be uniformly continuous in ω under the L ∞ norm, then so areF t,ω s and g t,ω
s . Notice that this implies that for any P ∈ P
for some ω if and only if it holds for all ω ∈ Ω.
• Finally, we extend Definition 2.1 in the shifted spaces Definition 4.1. P t consists of all P := P t ∈ P t S such that
• By Stroock and Varadhan [35] , there exist an r.c.p.d. P ω τ on G T such that for a given ω ∈ Ω, G-stopping time τ , P ∈ P t and every bounded G T -measurable random variable ξ
Furthermore, P ω τ naturally induces a probability measure
Existence when ξ is in UC b (Ω)
When ξ is in UC b (Ω), we know that there exists a modulus of continuity function ρ for ξ, F and g in ω. Then, for any 0
We add the following assumption Assumption 4.1.
To prove existence, we define the following value process V t for every ω
where, for any (
, where (y
is the solution of the following BDSDE on the shifted space Ω t1 under P,
The following Lemma allows to give a link between BDSDEs on the shifted spaces.
Lemma 4.1. Fix some P B ∈ P S . For P B -a.e. ω B ∈ Ω B , the following inequality holds
We point out that for classical 2BSDEs, Soner, Touzi and Zhang have proved in Lemma 4.6 [32] a regularity result for the value process, precisely the uniform continuity with respect to the trajectory ω B and this is crucial to prove their dynamic programming principle (Proposition 4.7
in [32] ). Since in our context, the value process V defined in (4.1) is a random field depending on two source of randomness, we prove the following regularity result which is weaker than Lemma 4.6 [32] .
In particular, this implies that the map ω B −→ V t (ω B , ·) is uniformly continuous in probability (with respect to P 0 W ), which implies that there is a P 0 W -version, which we still denote V for simplicity such that V t is F t -measurable.
Proof. The estimate is an easy consequence of classical a priori estimates for BDSDEs, using in particular the uniform continuity in ω of both F and g. As for the existence of measurable version, this is a classical result (see for instance Dellacherie and Meyer [8] ). Now, we present the main result concerning the dynamic programming principle in our context. We follow the new approach (work in progress) of Possamai, Xiaolu and Zhou [28] where they proved existence result for 2BSDEs with only measurable parameters. Their proof is based on dynamic programming principle without regularity on the terminal condition and the generator.
We are now in position to show the following dynamic programming principle in our context as in [28] . 
Proof. For simplicity we will omit the dependence of Y with respect to (t, ω B ) thanks to Lemma 4.1. Then, the dynamic programming principle (DPP in short) is a direct consequence of the comparison principle, once we have the measurability result given in Lemma 4.2. First, for every P ∈ P t , we have
It follows by the comparison principle that
Next, for every ε > 0, by the measurable selection theorem together with concatenation technique, we can construct, for every P ∈ P t1 , a new probability Q ε ∈ P t1 , such that
It follows that
And hence the other inequality of the DPP holds true by the arbitrariness of ε > 0. Next, we introduce the right limit of the V which is clearly F t -measurable: 
and thus V + is càdlàg P t − q.s.
Proof.
Thanks to the dynamic programming principle for V and regularity results for the value process V + , we have the following decomposition for V + .
Proposition 4.1. Under the Assumptions 2.1, 2.2, the process V + defined by (4.4) verify for all 0 ≤ t ≤ s ≤ T , the following decomposition
Proof. We introduce first the following RBDSDE with lower obstacle
For our best knowledge, there are no results in the literature for the existence and uniqueness of such RBDSDE with càdlàg obstacle. The proofs of these results are postponed to section 6.5 in the Appendix for completeness. As mentioned in Remark 4.9 in [32] , and for a fixed P ∈ P t , we shall use the solution of the above RBDSDEs and the notion ofF -weak doubly supermartingale whis is introduced in the Appendix. This notion is a natural extension of nonlinear f -supermartingale introduced first by Peng [25] in the context of standard BSDEs. For this end, we argue by contradiction and suppose that Y P is not equal P − a.s. to V + . Then we can assume without loss of generality that Y P 0 > V + 0 , P − a.s. For each ε > 0, define the following G-stopping time :
Then Y P is strictly above the obstacle before τ ε , and therefore K P is identically equal to 0 in
Let us now define the following BDSDE on [0,
By comparison theorem and the standard a priori estimates, we obtain that
by definition of τ ε .
Moreover, we can show similarly to the proof of Lemma 4.3 (see also the arguments in Step 1 of the proof of Theorem 4.5 in [32] page 328-329) that V + is a strongF doubly supermatingale under each P ∈ P t . Thus, we obtain particularly that y
hence a contradiction by arbitrariness of ε. Therefore, we have obtained the following decomposition
We next prove a representation for V + similar to (3.2) .
Proposition 4.2. Assume that Assumptions 2.1, 2.2 hold. Then we have
Proof. The proof for the representations is the same as the proof of proposition 4.10 in [32] , since we have a stability result for BDSDEs under our assumptions.
Existence result in the general case
We are now in position to state the main result of this section. (ii) ZFC plus the negation of CH plus Martin's axiom.
Then there exists a unique solution
Proof. The proof is divided in three steps. In the first one we prove that the value process V + defined by (4.4) is the solution of our 2BDSDE in the case when ξ belongs in U C b (Ω) and show the aggregation result for the solution. Then, in the second step we verify the minimality condition for the increasing process. Finally, we deal with the general case.
Step 1: Existence and aggregation results for ξ belongs in U C b (Ω) As we have mentioned above, the natural candidate for the Y solution for our 2BDSDE is given by
V r , where V is the value process defined by (4.1). First, we know that V + is a càdlàg process defined pathwise and using the same notations in Proposition 4.1 our solution Y verifies
We note that V + is a càdlàg generalized semimartingale (studied by Pardoux and Protter in [24] and Pardoux and Peng [22] ). Therefore, we can adapt Karandikar's results obtained for càdlàg semimartingale in our context to define a universal process Z which aggregates the family { Z P , P ∈ P t } .
Concerning the fact that we can aggregate the family K [21] . However, the proof in this paper relies on the notion of medial limits, which may or may not exist depending on the model of set theory chosen. They exists in the model (i) above, which is the one considered by Nutz, but we know from [11] (see statement 22O(l) page 55) that they also do in the model (ii). Therefore, provided we work under either one of these models, the stochastic integrals 
and K is an aggregator for the family K
, that is to say that it coincides P − a.s. with K P , for every P ∈ P t . Thus, the triplet (Y, Z, K) satisfy the equation (2.4) and from the a priori estimates in Theorem 3.1 we get that (Y, Z, K) belongs to D 2 × H 2 × I 2 . It remains to prove the minimality condition (5.7) for the increasing process K.
Step 2: The minimality condition of K P Now, we have to check that the minimum condition (2.7) holds. We follow the arguments in the proof of Theorem 3.1. For t ∈ [0, T ], P ∈ P t and P ′ ∈ P(t+, P), we denote δY := V + − y P ′ (T, ξ) and δZ := Z − z P ′ (T, ξ) and we introduce the process M of (3.6). We first observe that the non decrease of K P ′ implies that ess inf
Then, it suffices to prove that E P ess inf
We know that the family P(t + , P) is upward directed. Therefore, by classical results, there is a sequence (P n ) n≥0 ⊂ P(t + , P) such that
On the other hand, by (3.8), we estimate by the Hölder inequality that
where we have used in the last inequality the non decrease of K P n and argument of the proof of Theorem 3.1 (ii). Plugging (4.7) in (4.6), we obtain
which is the desired result.
Step 3: Existence and aggregation results for ξ belongs in
be the solution to 2BDSDE (2.4) with terminal condition ξ n , and
By the estimates of Theorem 3.3, we have
Y n − Y m 2 D 2 + Z n − Z m 2 H 2 + sup P∈P E P [ sup 0≤t≤T |K n,P t − K m,P t | 2 ] ≤ C ξ n − ξ m 2 L 2 + C ξ n − ξ m L 2 ξ n L 2 + ξ m L 2 + (φ 2 ) 1/2 + (ψ 2 ) 1/2 −→ n,m→+∞
0.
Extracting a subsequence if necessary, we may assume that
for all m ≥ n ≥ 0. This implies by Markov inequality that for all P and all m ≥ n ≥ 0
where the lim for Z is taken componentwise. It is clear that Y, Z, K P are all F t -measurable. By (4.8), it follows from Borel Cantelli Lemma that for all P we have P − a.s.
It follows that Y is càdlàg, P-q.s., and that K P is càdlàg nondecreasing process, P − a.s. Furthermore, for all P, sending m to infinity in (4.7) and applying Fatou's lemma under P gives us that Let us first define the following functional spaces:
Probabilistic interpretation for Fully nonlinear SPDEs
•
which are k-times continuously differentiable in t and l-times continuously differentiable in x.
. The meaning of D xy , D yy , etc should be clear. The following is a slight strengthening of Assumption 2.1 Assumption 5.1. (i) P t is not empty, the domain D ft(y,z) = D ft is independent of (w, y, z).
(ii) There exist constants C > 0, 0 ≤ α < 1 and modulus of continuity ρ with polynomial growth such that for all
We consider the 2BDSDE (2.4) in this Markovian setting with terminal condition ξ = φ(B t,x T ):
We remark that the stochastic integral with respect to dW is the Stratonovich backward integral (see Kunita [14] page 194). Since g ∈ C 0,2,3 b
, using the definition of the Stratonovich backward integral, we show easily that (5.1) is equivalent to the following 2BDSDE:
wheref (s, x, y, z,â s ) = f (s, x, y, z,â s ) + 1 2 T r(g(s, x, y, z)D y g(s, x, y, z)).
Our main objective is to establish the connection
solves, in some sense (classical or viscosity solutions), the following fully nonlinear SPDE: for all 0 ≤ t < T du(t, x) +ĥ(t, x, u(t, x), Du(t, x), D 2 u(t, x))dt + g(t, x, u(t, x), Du(t, x))
We can write the SPDE (5.3) in the integral form in the case when {u(t,
We consider the case
Then the corresponding conjuguate and bi-conjuguate functions become
Notice that −∞ <ĥ ≤ h andĥ is nondecreasing convex in γ. Also,ĥ = h if and only if h is convex and nondecreasing in γ.
A nonlinear Feynman-Kac representation formula
We define a similar notation to (2.5). Let τ be an G t -stoppinfg time, P ∈ P t , and η a P-square integrable G t τ -measurable random variable. We denote by (y P , z P ) := (y P,t,x (τ, η), z P,t,x (τ, η)) the solution of the following BDSDE:
Under our assumptions the above BDSDE has a unique solution.
Definition 5.1. We define the classical solution of the SPDE (5.3)as a R-valued random field Proof. It sufficies to show that (Y, Z, K) solves the 2BDSDE (5.1). For notational simplicity, we shall write B instead of B t,x and let s = t 0 < t 1 < t 2 < ... < t n = T ,
where we have used the Itô formula and the equation satisfied by u (5.4). Now, the transformation from Stratonovich to Itô integral yields to
It sufficies to let the mesh size go to zero. It remains to prove the minimum condition:
by which we can conclude that (Y, Z, K) is a solution of the 2BDSDE (5.1). Since φ(B T ) ∈ L 2 , the uniqueness follows from Theorems 3.1 and 3.3 (i).
To prove (5.7), we follow the same argument as in the proof of Lemma 3.1 in [10] . For every ǫ > 0, notice that the set
is not empty. Then it follows from a measurable selection argument that there exists a F B t -predictable process a ǫ taking values in D f such that
We note that this in particular implies that Γ t ∈ Dĥ.
In the remainder of this proof, we show the existence of an F -progressively measurable process
Let P = P α := P α ⊗ P W ∈ P t and t 0 ∈ [0, T ] be fixed. Let
and define:
for n ≥ 0. Since K is continuous, notice that τ ǫ 0 > 0, P t -q.s. Also, since B, Y, Z, Γ are all continuous in t, τ ǫ n are G-stopping times and, for any fixed ω, are uniformly continuous in t. Next, for any fixed a ∈ D f , the function f (., a) is continuous. Alsoĥ is continuous. Then for P t -q.s.
is uniformly continuous in t for t ∈ [τ 
This implies that
It is obvious that P
By the arbitrariness of ǫ > 0, and the nonegativity of k, this provides (5.7).
Stochastic viscosity solution for SPDE
Buckdahn and Ma [3, 4] have introduced the rigorous notion of stochastic viscosity solution for semilinear SPDEs and then they gave the probabilistic interpretation of such equation via BDSDEs where the intensity of the noise g in the SPDEs (5.3) does not depend on the gradient of the solution. Following the classical terminology in the BSDE literature, we say that the solution of the 2BDSDE is Markovian if it can be represented by means of a deterministic function of (t, B t ).
In this subsection, we construct a deterministic function u, by using a probabilistic representation in the spirit of (3.2), and show its connection with 2BDSDE (5.1). The connction between u and the SPDE (5.3) will be also established. We will use the shifted probability spaces defined in Section 4. We now introduce the random function u :
By the Blumenthal zero-one law, it follows that u(t, x) is deterministic w.r.t B but still an F W t,Tadapted process. As we have explained in the existence of the solution for 2BDSDE in the abstract setting, we suppose that our candidate u defined by (5.8) 
We next state a strengthening of Assumption 2.2 in the present Markov framework.
Assumption 5.2. (i)
The function φ is uniformly continuous and bounded function on R d .
(ii) There is a continuous positive function Λ(t, x) such that, for any (t, x):
(5.9)
Stochastic flow and definitions
We follow Buckdahn and Ma [3] . The definition of our stochastic viscosity solution will depend on the following stochastic flow 
Under the Assumption 5.1, for fixed x the random field η(., x, .) is continuously differentiable in the variable y; and the mapping y −→ η(t, x, y, ω) defines a diffeomorphism for all (t, x), P-a.s. We denote by E(t, x, y) the y-inverse of η(t, x, y), so E(t, x, y) is the solution of the following first-order SPDE:
We note that E(t, x, η(t, x, y)) = E(T, x, η(T, x, y)) = y, ∀(t, x, y) We now define the notion of stochastic viscosity solution for SPDE (ĥ, g) (5.3).
is called a stochastic viscosity subsolution (resp. supersolution) of SPDE (ĥ, g), if u(T, x) ≤ (resp. ≥)φ(x), ∀x ∈ R d ; and if for any
for all (t, x) in a neighborhood of (τ, ζ), P − a.e. on the set {0 < τ < T }, it holds that
P − a.e. on {0 < τ < T }, where ψ(t, x) η(t, x, ϕ(t, x)).
if it is both a stochastic viscosity subsolution and a supersolution.
solution if for P − a.e.ω ∈ Ω, u(ω, ., .) is a (deterministic) viscosity (sub-, super-) solution of the SPDE (ĥ, 0).
then a straightforward computation using the Itô-Ventzell formula shows that the random field ψ(t, x) = η(t, x, ϕ(t, x)) satisfies
If the function g ≡ 0 in SPDE (f, g) , the flow η becomes η(t, x, y) = y, ∀(t, x, y) and ψ(t, x) = ϕ(t, x). Thus the definition of a stocahstic viscosity solution becomes the same as that of a deterministic viscosity solution (see, e.g. Crandall, Ishii and Lions [7] ).
is a stochastic viscosity solution to SPDE (ĥ, g), where
and (U t,x , V t,x ,K t,x ) is solution of the 2QBSDE.
Next, we give a generalized version of Itô-Ventzell formula that combines the generalized Itô formula of Pardoux and Peng (1994) and the Itô-Ventzell formula of Ocone and Pardoux (1989).
is a semimartingale with spatial parameter x ∈ R k :
Let φ ∈ C(F, [0, T ]; R k ) be a process of the form
k×l and A is a continuous F-adapted process with paths of locally bounded variation. Then, P-almost surely, it holds for all 0 ≤ t ≤ T that
(5.13)
Doss transformation
In this subsection we use the so-called Doss-Sussmann transformation to convert the fully nonlinear SPDEs (5.3) to PDEs with random coefficients. This transformation permits to remove the martingale term from the SPDEs.
To begin with, let us note that, under Assumption 5.1 (iii), the random field 
or equivalently, ψ(t, x) = η(t, x, ϕ(t, x)), (t, x), P−a.s. One can easily check that
and
Furthermore, since E(t, x, η(t, x, y)) ≡ y, ∀(t, x, y), P − a.s., differentiating the equation up to the second order we have (suppressing variables), for all (t, x, y) and P-almost surelt,
Now, we will use the Doss transformation to transform SPDE (5.3) to PDE with random coefficients and we obtain the following proposition where the proof is exalty the same as Proposition 3.1. in [3] . We will now apply Doss transformation to the 2BDSDE (5.1) in order that the Stratonovich backward integral vanishes. Thus, the 2BDSDE will become a 2BSDE with a new generatorf which is quadratic in z (studied by Possamaï and Zhou [30] and Lin [16] in the case of a bounded final condition φ(B t,x T )). Let us define the following three processes: 
Proof. It is easily checked that the mapping (B, Y, Z, K) → (B, U, V,K) is 1 − 1, with the inverse transformation:
Consequently, the uniqueness of (5.18) follows from that of 2BDSDE (5.1), thanks to (5.17) and (5.20) . Thus we need only show that (U, V,K) is a solution of the 2BSDE (5.18). Applying the generalized Itô-Ventzell formula (Lemma 5.1) to E(t, B t , Y t ), one derives that for
where The processK is an increasing process which satisfies the minimum condition (5.7) thanks to (5.17) , the fact that y → η(t, x, y) is strictly increasing and that K satisfies the minimum condition (5.7).
We are now ready to prove that u defined by (5.8) is the stochastic viscosity solution of our SPDE (ĥ, g) (5.3). First, we introduce the random field v(t, x) = U 
(5.24)
Finally, thanks to Proposition 5.1, we need only prove that the random field v defined in (5.24) is a stochastic viscosity solution to the SPDE (h, 0). 
This latter can be proved by using regularity results for deterministic fully nonlinear PDEs ( [5] , [15] ), but it is still a work in progress to make it rigoursly.
6. Appendix
Proof of Lemma 4.1
We divide the proof in two steps.
Step 1: We start by showing the result in the case where F and g do not depend on (y, z). In this case, we can solve directly the BDSDEs to find that for
Then, since ξ is actually F B T -measurable, we deduce immediately, using the definition of the r.c.
Next, we know from the results of Stricker and Yor [34] that there we can define a measurable map
with the conditional expectation of g s , under P B , with respect to the σ-algebra F B t . For notational simplicity, we still denote this map as
In other words, the above map does indeed define a stochastic process. That being said, we claim that for P B -a.e.
To prove the claim, let us first show it in the case where g is a simple process on (Ω W , F W T ) with the following decomposition
Then, we have by definition of backward stochastic integrals, for
Notice next that for
Indeed, for any X which is G t -measurable, we have
where we have used the fact that since for every ω
t -measurable, we have by definition of the conditional expectation that
Hence, we deduce finally that
By a simple density argument, we deduce that the same holds for general processes g. Next, notice that by definition of r.p.c.d., we have for any
Therefore, the P B -negligible set outside of which the above does hold true depends, a priori, on ω W . However, since g is uniformly continuous in ω, it is easily checked that the map ω
is actually uniformly continuous. Hence, it is possible to choose the same P B -negligible set for all ω W ∈ Ω W . This finally proves (6.2).
Using similar argument, we show that we also have for P B -a.e.
To sum up, we have obtained that for P B -a.e.
But, we also have (remember that by the Blumenthal 0 − 1 law y
Using the same arguments as above, we obtain
which proves the desired result.
Step 2: Since we are in a Lipschitz setting, solutions to BDSDEs can be constructed via Picard iterations. Hence, using Step 1, the results holds at each step of the iteration and therefore also when passing to the limit.
Proof of Lemma 4.3
For each P ∈ P t , let (Y P (T, ξ), Z P (T, ξ)) be the solution of the BDSDE with generatorsF and g, and terminal condition ξ at time T . We define
), P − a.s.
Then by the dynamic programming principle (Theorem 4.1) we get
t1 , P − a.s. 
t1 . Therefore, V P is a positive weak doubly f P -supermartingale under P by Definition 6.3 (given in the Appendix). Now applying the downcrossing inequality Theorem 6.1, one can easily see that P-a.e. ω, the limit lim r∈Q∩(t,T ],r↓t V P r exists for all t ∈ [0, T ]. Note that y P is continuous, P-a.s.
We get that the lim in the definition of V + is in fact the lim P-a.s. Then,
V r , P t − q.s.
and therefore V + is càdlàg P t − q.s.
Doubly f -supersolution and martingales
In this section, we extend some of the results of Peng [26] concerning f -supersolution of BSDEs to the case of BDSDEs. In the following, we fix a probability measure P. Let us given the following objects:
(i) a terminal condition ξ which is F T -measurable and in L 2 (P) (iii) a real-valued r.c.l.l. progressively measurable process {V t , 0 ≤ t ≤ T } with E sup 0≤t≤T |V t | 2 < +∞.
We want to study the following problem: to find a pair of processes (y, z) ∈ D 2 (P)×H 2 (P) satisfying Proof. In the case where V ≡ 0, the proof can be found in [22] . Otherwise, we can make the change of variable y t := y t + V t and treat the equivalent BDSDE where ξ ∈ L 2 (P) and V ∈ I 2 (P).
Definition 6.1. If y is a solution of BDSDE of form (6.5), the we call y a doubly f -supersolution on [0, τ ]. If V ≡ 0 in [0, τ ], then we call y a doubly f -solution.
Proposition 6.3. Given y a doubly f -supersolution on [0, τ ], there is a unique z ∈ H 2 (P) and a unique V ∈ I 2 (P) such that (y, z) satisfies (6.5).
Proof. If both (y, z, V ) and (y, z 1 , V 1 ) satisfy (6.5), then we apply Itô's formula to (y − y) 2 on
[0, τ ] and take expectation:
Thus z ≡ z 1 . From this it follows that V ≡ V 1 .
Thus we can define Definition 6.2. Let y be a supersolution on [0, τ ] and let (y, z, V ) be the related unique triple in the sense of BDSDE (6.5). Then we call (z, V ) the decomposition of y.
We now introduce the notion of doubly f -(super) martingales. (ii) A process (Y t ) is a doubly f -supermartingale in the strong (resp. weak) sense if for all stopping time τ ≤ t (resp. all t ≤ T ), we have E P [|Y τ | 2 ] < +∞ (resp. E P [|Y t | 2 ] < +∞ and if the doubly fsolution (y s ) on [0, τ ] (resp. [0, t]) with terminal condition Y τ (resp. Y t ) verifies y σ ≤ Y σ for every stopping time σ ≤ τ (resp. y s ≤ Y s for every s ≤ t).
Certainly, a doubly f -supermartingale in the strong sense is also a doubly f -supermartingale in the weak sense. Under mild conditions, a doubly f -supermartingale in the weak sense corresponds to a doubly f -supermartingale in the strong sense.
Downcrossing inequality
In this section, we prove a downcrossing inequality for doubly f -supermatingales. 
