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Resumen
En esta tesis se aborda la investigacio´n del cara´cter central o de atractores de los
nu´cleos de difusio´n fraccionaria dia´dica obtenidos por Actis y Aimar, en el sentido proba-
bil´ıstico en que el nu´cleo de Weierstrass, nu´cleo de difusio´n cla´sico asociado al Laplaciano,
lo es para adecuados promedios de variables aleatorias independientes e ide´nticamente
distribuidas. La herramienta fundamental utilizada para tal propo´sito es el ana´lisis de Fou-
rier del contexto, provisto por la teor´ıa de wavelets de Haar. Producto de esta bu´squeda
se obtuvo tambie´n un teorema de alternativas que desvela la posibilidad de tres caminos:
centralidad, concentracio´n y disipacio´n. Se estudian en detalle los dos primeros casos que
determinan teoremas del l´ımite central y aproximaciones de la identidad.
Por otra parte, se exploran aproximaciones de la identidad por familias de nu´cleos
de convolucio´n de Cauchy-Poisson en Rn y de Le´vy en R. Luego, en un enfoque ma´s
abstracto, se estudia la relacio´n entre las propiedades de estabilidad y de Harnack con la
concentracio´n y aproximacio´n de la identidad en familias de nu´cleos de Markov de colas
pesadas. Se alcanzan resultados en los espacios eucl´ıdeos cla´sicos y extensiones a espacios
de tipo homoge´neo generales.
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Introduccio´n General
El problema ba´sico de difusio´n en el espacio eucl´ıdeo Rn, con distribucio´n inicial de
temperaturas u0(x),
(P )

∂u
∂t
(x, t) = ∆u(x, t), x ∈ Rn, t > 0
u(x, 0) = u0(x), x ∈ Rn,
tiene la solucio´n que provee el nu´cleo de Weierstrass Wt(x) por convolucio´n con el dato
inicial u0. Precisando
u(x, t) =
ˆ
y∈Rn
Wt(x− y)u0(y) dy.
El nu´cleo Wt esta´ dado por
Wt(x) =
1
(4pit)n/2
e−
|x|2
4t ,
que tambie´n es el l´ımite central de la teor´ıa de probabilidad para promedios de sucesiones
de variables aleatorias independientes e ide´nticamente distribuidas con media nula y
varianza 2t.
En los trabajos [2] y [3] se encara y resuelve el ana´logo del problema (P ) en espacios
me´tricos con medida cuando el Laplaciano se sustituye por un operador de diferenciacio´n
fraccionaria asociado a una familia dia´dica en el espacio. Aunque ahora el operador que
asigna a u0 la solucio´n u deja de ser de convolucio´n, es todav´ıa un operador integral
con un nu´cleo Wdy(x, y; t) que puede explicitarse en te´rminos de las wavelets de Haar.
Los resultados de esta tesis son consecuencias de la bu´squeda de centralidad para Wdy
en el mismo sentido que Wt lo es para las sumas promediadas de variables aleatorias
independientes e ide´nticamente distribuidas de varianza finita.
Dos resultados centrales de la Teor´ıa de Probabilidad que tienen estrechas relaciones
con el Ana´lisis Armo´nico y de Fourier son las Leyes de Grandes Nu´meros y el Teorema
del L´ımite Central. En su formulacio´n ma´s simple la ley de los grandes nu´meros expresa
el valor esperado de los promedios: m = l´ım
n→+∞
1
n
∑n
i=1Xi, con Xi variables aleatorias in-
dependientes e ide´nticamente distribuidas con esperanza m y segundos momentos finitos.
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Como la distribucio´n de sumas de variables aleatorias independientes esta´ dada por la
convolucio´n de las distribuciones individuales, suponiendo que cada Xi se distribuye con
densidad g, tenemos que si Sn =
∑n
i=1Xi entonces P ({Sn > λ}) =
´∞
λ
(g ∗ · · · ∗g)(x)dx =´∞
λ
g(n)(x)dx. Por consiguiente, P (
{
1
n
Sn > λ
}
) =
´∞
nλ
g(n)(x)dx =
´∞
λ
ng(n)(nx)dx. La su-
cesio´n de nu´cleos g
(n)
n (x) := ng(n)(nx) combina una competencia entre el ensanchamiento
de soportes que produce la convolucio´n y su compresio´n que produce la molificacio´n.
Puesto que ambas operaciones preservan la masa, cuando las compresiones dominan so-
bre las dilataciones los soportes esenciales se concentran alrededor de la esperanza comu´n
de la variable aleatoria y as´ı tenemos, visto desde el ana´lisis armo´nico, una aproximacio´n
a la identidad, al menos en sentido de´bil.
El segundo grupo de teoremas l´ımites se refiere al de los l´ımites centrales. Entre todos,
el ma´s cla´sico es el de De Moivre–Laplace y, al igual que muchas de sus generalizaciones,
tiene por atractor central a la gaussiana. Cuando la varianza se relaciona con la variable
temporal en un proceso de difusio´n, entonces el atractor es el que provee la solucio´n funda-
mental de la ecuacio´n del calor. Generalizaciones a procesos de Le´vy con colas pesadas se
prueban en [44] y [49]. La finitud de la varianza es precisamente la hipo´tesis que implica
que la gaussiana es el atractor de las distribuciones de las sumas promediadas Sn√
n
cuando
las variables aleatorias son independientes y esta´n ide´nticamente distribuidas con media
nula. En la prueba del teorema del l´ımite central el ana´lisis de Fourier juega un papel
fundamental, en particular, la transformada de Fourier cla´sica de Rn tiene la propiedad
de convertir convoluciones en productos y molificaciones en dilataciones de la variable de
la transformada. Luego, la funcio´n de densidad de Sn√
n
, dada por g
(n)√
n
(x) =
√
ng(n)(
√
nx),
tiene transformada ĝ
(n)√
n
(ξ) =
(
ĝ( ξ√
n
)
)n
. Por intermedio de la fo´rmula de Taylor se obtie-
ne que el l´ımite de la expresio´n anterior cuando n tiende a infinito es e−ξ
2/2, que es la
conocida transformada de Fourier de la densidad gaussiana. Es precisamente el ana´lisis de
Fourier generalizado el que tambie´n provee el ingrediente principal en nuestro desarrollo.
En vez de funciones trigonome´tricas, usamos funciones de Haar que son justamente las
autofunciones de los operadores de derivacio´n fraccionaria de [2].
El sustituto natural para la convolucio´n, que esta´ asociada a la distribucio´n de la
suma de variables aleatorias independientes, es el de los nu´cleos de Markov. Por otra
parte, el control geome´trico ejercido por la distancia dia´dica naturaliza la hipo´tesis de
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partida de considerar nu´cleos de Markov que dependen de la distancia dia´dica en el espacio
abstracto. Los procesos de iteracio´n y molificacio´n que construiremos y la hipo´tesis de
estabilidad que sustituye a la de varianza finita del caso cla´sico conducen a un teorema de
alternativa triple natural. Este teorema prueba que bajo la hipo´tesis de convergencia so´lo
tres opciones son posibles: disipacio´n, concentracio´n y centralidad del nu´cleo Wdy. En esta
tesis nos ocupamos de estudiar con cierto detalle estas convergencias. La concentracio´n
conduce a la aproximacio´n de la identidad y la centralidad a la convergencia en Lp(X,µ)
a la solucio´n u(x, t) de aquellas iteraciones y molificaciones de los nu´cleos de Markov
iniciales actuando sobre el dato inicial u0.
Despue´s, estudiamos un problema de aproximacio´n puntual a la identidad por familias
de nu´cleos con varianza infinita pero con estabilidad y colas pesadas adema´s de una
propiedad de Harnack. Estos resultados tambie´n se extienden naturalmente a espacios de
tipo homoge´neo.
La tesis esta´ organizada en dos partes. En la Parte I, que consta de los primeros 7
cap´ıtulos, se desarrollan los resultados relativos a los teoremas l´ımite en contextos dia´di-
cos. La Parte II contiene los resultados de aproximaciones a la identidad bajo hipo´tesis
de estabilidad y Harnack, comprendidos en los cap´ıtulos del 8 al 11.

Parte I
L´ımites Centrales y Aproximacio´n de la
Identidad asociados a difusiones
fraccionarias dia´dicas

Introduccio´n de la Parte I
La primera parte de la tesis se dedica a construir los aproximantes naturales al nu´cleo
de difusio´n fraccionario dia´dico en contextos de complejidad creciente. En primer lugar se
trabaja en R+ con su estructura dia´dica usual, donde la exposicio´n resulta ma´s simple en
sus aspectos de notacio´n y las ideas pueden introducirse de manera ma´s sencilla. Luego,
se extienden los resultados a cuadrantes de espacios con estructuras dia´dicas regulares y
homoge´neas. Finalmente se aborda el problema en el caso ma´s complejo de los espacios de
tipo homoge´neo. En todos los casos, con base en la diagonalizacio´n a trave´s de un sistema
de Haar del contexto, deviene de manera natural un teorema de alternativa en el que las
instancias interesantes de convergencia son la concentracio´n y la centralidad de la difusio´n.
Por ello es que consideramos en conjunto los l´ımites centrales con las aproximaciones de
la identidad, que reflejan ma´s bien ana´logos de leyes de grandes nu´meros.
En el Cap´ıtulo 1 revisamos los sistemas dia´dicos y las bases de Haar asociadas en con-
textos eucl´ıdeos. Pero tambie´n introducimos los sistemas dia´dicos de Christ y las bases
de Haar correspondientes en espacios de tipo homoge´neo, que nos servira´n para abordar
los problemas generales en los Cap´ıtulos 7 y 11. En el Cap´ıtulo 2 recogemos brevemente,
y a modo de introduccio´n preliminar, varios aspectos relacionados con difusiones frac-
cionarias, los procesos de Le´vy, estabilidad de variables aleatorias y teoremas del l´ımite
central. En el Cap´ıtulo 3 introducimos y caracterizamos desde varios puntos de vista, en
particular el espectral, los nu´cleos de Markov dia´dicos en R+. En el Cap´ıtulo 4 se aborda
la propiedad de estabilidad para estos nu´cleos y se introducen los algoritmos de itera-
cio´n y molificacio´n. Dos de los resultados principales en el contexto geome´trico de R+ se
encuentran en el Cap´ıtulo 5: el teorema que provee la alternativa en la convergencia y
un teorema del l´ımite central. El caso de concentracio´n se aborda en el Cap´ıtulo 6. En
el Cap´ıtulo 7 se extienden los resultados a otros espacios regulares u homoge´neos, como
es el caso de cuadrantes eucl´ıdeos n-dimensionales con la me´trica usual o con me´tricas
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parabo´licas, y tambie´n los fractales autosimilares como el conjunto de Cantor o el tria´ngu-
lo de Sierpinski. Luego, se investigan los problemas en la geometr´ıa ma´s general de los
espacios de tipo homoge´neo.
Esta divisio´n en varios cap´ıtulos cortos, entendemos, nos permite exponer mejor la
linea global del desarrollo de la Tesis.
Cap´ıtulo 1
Descomposiciones dia´dicas y bases de Haar
El presente cap´ıtulo contiene una resen˜a ba´sica sobre las descomposiciones dia´dicas
de espacios me´tricos, que generalizan al caso usual en R, y el ana´lisis multi-resolucio´n
derivado que da lugar a la definicio´n de bases ortonormales de Haar en el espacio de
funciones L2, que a la vez resultan bases incondicionales de los espacios Lp para 1 < p <
∞. En la Seccio´n 1.1 se define familia dia´dica de acuerdo a sus propiedades gene´ricas
y se describe el caso usual en R+. En la Seccio´n 1.2 se introducen los espacios de tipo
homoge´neo y los espacios Ahlfors regulares, mientras que en la Seccio´n 1.3 se presenta la
construccio´n de Christ de familias dia´dicas en espacios de tipo homoge´neo y algunas de
sus propiedades destacadas. En la Seccio´n 1.4 se describen la estructura multi-resolucio´n
inducida por las familias de Christ y las bases de Haar asociadas. Por u´ltimo, dedicamos
la Seccio´n 1.5 a presentar varios ejemplos de espacios de tipo homoge´neo.
1.1. Familias de conjuntos dia´dicos
Se llama particio´n de un conjunto a una familia de subconjuntos disjuntos cuya unio´n
es el conjunto inicial. Se dice que una particio´n es ma´s fina que otra si cada conjunto
de la primera esta´ contenido en uno de la segunda y que una sucesio´n de particiones de
un conjunto es anidada si cada particio´n es ma´s fina que la anterior. En un espacio o
conjunto, llamamos familia dia´dica a la unio´n de las particiones de una sucesio´n anidada
con la propiedad que cada conjunto perteneciente a una particio´n dada sea unio´n de una
cantidad acotada, por una constante global, de conjuntos de la particio´n consecutiva.
Decimos que cada particio´n de una familia dia´dica determina un nivel, en el cual los
conjuntos suelen tener caracter´ısticas comunes, en general haciendo referencia al taman˜o,
como ser la cantidad de elementos, el dia´metro o la medida. Estas familias pueden definirse
en contextos generales, pero revisten particular intere´s en espacios me´tricos, donde el
dia´metro determina el taman˜o de los conjuntos, ya que en muchos casos nos permiten
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desarrollar un ana´lisis multi-resolucio´n (AMR) del espacio y la construccio´n de bases de
ond´ıculas, como la dada por el sistema de Haar.
Veamos, de modo ilustrativo, el ejemplo cla´sico de la familia dia´dica usual en la
semirrecta real no negativa R+ con la distancia eucl´ıdea. Para cada j ∈ Z, se considera
la particio´n regular de R+ formada por intervalos semiabiertos de longitud 2−j, situados
de manera consecutiva a partir del origen:
Dj =
{
Ijk =
[
k2−j, (k + 1)2−j
)
: k ∈ N0
}
.
Notemos que los intervalos de Dj+1 se obtienen de dividir a la mitad a los intervalos de
Dj, dado que I
j
k = I
j+1
2k ∪ Ij+12k+1 para todo j ∈ Z y todo k ∈ N0. Es decir, a mayor ı´ndice j
las particiones son ma´s finas, tienen mayor resolucio´n, con las longitudes de los intervalos
de Dj tendiendo a cero a medida que j crece. El conjunto
D =
⋃
j∈Z
Dj
constituye la familia dia´dica usual en R+. Con el orden parcial determinado por la inclu-
sio´n de conjuntos resulta un a´rbol dirigido infinito. Haciendo una analog´ıa con el a´rbol
genealo´gico, se suele utilizar la terminolog´ıa de ancestros y descendientes: diremos que
los elementos de cada nivel j pertenecen a la misma “generacio´n”, los intervalos de nivel
j + 1 contenidos en Ijk son los “hijos” de I
j
k, y as´ı sucesivamente. El te´rmino “familia”
resulta en este sentido tambie´n apropiado.
Al considerar la familia dia´dica usual en la recta real R, dada por la unio´n de los inter-
valos en D con los intervalos de extremos con valores opuestos a estos, queda determinado
un grafo disconexo formado por dos a´rboles dirigidos disjuntos, es decir, un bosque. A la
unio´n de los elementos de cada a´rbol se lo llama cuadrante respecto a la familia dia´dica.
En este caso, un cuadrante es la semirrecta real negativa y el otro cuadrante es la semi-
rrecta real no negativa. En el caso de R+, la familia dia´dica usual determina un u´nico
cuadrante igual al espacio total.
En el contexto general de los espacios me´tricos (X, d) nos interesa definir familias de
tipo dia´dico D que permitan realizar un ana´lisis multi-resolucio´n para la posterior cons-
truccio´n de sistemas de ond´ıculas (wavelets) en espacios funcionales. Una caracter´ıstica
necesaria para esto es que tanto la cantidad de particiones que forman la familia dia´dica
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como la cantidad de elementos de cada particio´n sean a lo sumo numerables. En es-
te sentido consideraremos, como modelo general, las familias dia´dicas con las siguientes
caracter´ısticas:
(I) Sobre los elementos: los elementos de D , que llamamos “cubos”, son abiertos o
Borelianos.
(II) Sobre las particiones: Vamos a considerar particiones indexadas por Z, cada una
con una cantidad a lo sumo numerable de elementos. Espec´ıficamente, D =⋃
j∈ZDj donde Dj = {Qjk : k ∈ K(j)} y K(j) es N0 o una seccio´n inicial de
N0 de la forma K(j) = {1, 2, . . . , Kj}. Cuando la unio´n de los elementos de cada
nivel sea disjunta e igual al espacio X, diremos que cada nivel es una particio´n
exacta y as´ı tambie´n que la familia dia´dica D es exacta. En general, el concepto de
particio´n puede ser relajado, en el sentido que no necesariamente la unio´n de sus
elementos cubra todo X, pero s´ı que el complemento de dicha unio´n no conten-
ga ningu´n abierto, o ninguna bola, o sea nunca-denso, entre otras posibilidades.
Tambie´n puede contemplarse que la interseccio´n entre conjuntos de una misma
particio´n sea no vac´ıa, aunque “pequen˜a”.
(III) Anidacio´n: para todo j ∈ Z y todo k ∈ K(j) existe un u´nico l ∈ K(j − 1) tal
que Qjk ⊂ Qj−1l . Tambie´n puede relajarse esta condicio´n en el mismo sentido del
punto anterior.
(IV) Exentricidad: existen constantes ρ, a y b, con 0 < ρ < 1 y 0 < a ≤ b, de manera
que cada cubo Q ∈ Dj contiene una bola de radio aρj y esta´ contenido en una
bola de radio bρj, para todo j ∈ Z.
La definicio´n de una familia dia´dica con las propiedades (I)–(IV) resulta factible cuando el
espacio cuenta con la propiedad de que los conjuntos acotados sean totalmente acotados,
como en el caso de los espacios de tipo homoge´neo, que introducimos en la siguiente
seccio´n.
1.2. Espacios de tipo homoge´neo
Los resultados ma´s importantes de toda la teor´ıa son los cla´sicos de Mac´ıas y Se-
govia [50] y de Coifman y Weiss [32], y los ma´s modernos de construccio´n de medidas
duplicantes en espacios me´tricos que tienen dimensio´n de Assouad finita ([61], [13]).
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Sea X un conjunto. Una casi-me´trica en X es una funcio´n d(x, y) definida en X×X
con las siguientes propiedades:
(i) (positividad) d > 0;
(ii) (confiabilidad) d(x, y) = 0 si y so´lo si x = y;
(iii) (simetr´ıa) d(x, y) = d(y, x) para todo x, y ∈ X; y
(iv) (desigualdad triangular) existe una constante K tal que para todo x, y, z en X,
d(x, y) 6 K (d(x, z) + d(z, y)).
El par (X, d) se denomina espacio casi-me´trico. Si K = 1 entonces d es una me´tri-
ca o distancia en el conjunto X, y (X, d) es un espacio me´trico. Una me´trica d
es una ultra-me´trica si satisface una desigualdad triangular fuerte dada por d(x, y) 6
ma´x {d(x, z), d(z, y)} para todo x, y, z ∈ X.
Una casi-me´trica d determina una estructura uniforme (ver el Cap´ıtulo 6 de [43])
en X × X, la cual induce de manera natural una topolog´ıa τ en X en la que las bolas
Bd(x, r) = {y ∈ X : d(x, y) < r}, r > 0, forman una base de entornos de cada x ∈ X.
Es posible, sin embargo, que no todas las bolas sean abiertos de la topolog´ıa. Mac´ıas y
Segovia probaron en [50] que existe una casi-me´trica equivalente con la propiedad que
las correspondientes bolas son abiertos en τ . Recordemos que dos casi-me´tricas d y d′
son equivalentes, que escribimos d ∼ d′, si existen constantes positivas C1 y C2 tales
que para todo x e y en X, C1d(x, y) 6 d′(x, y) 6 C2d(x, y). Casi-me´tricas equivalentes
determinan la misma uniformidad. La prueba de Mac´ıas y Segovia se basa en que cuando
la uniformidad proviene de una casi-me´trica entonces tiene una base numerable y por lo
tanto es metrizable, al igual que la topolog´ıa asociada, es decir, existe una me´trica que la
determina. Ma´s au´n, d es equivalente a una potencia (> 1) de una me´trica. Observemos
que cuando las bolas son abiertos de la topolog´ıa constituyen una base de la misma. Ver
[43], [50], [5].
Cuando no haya confusio´n respecto a la casi-me´trica considerada escribiremos B(x, r)
para referirnos a las bolas.
Definicio´n 1.1. Una medida (positiva) µ definida en un espacio casi-me´trico (X, d)
satisface la propiedad de duplicacio´n (es duplicante) respecto a la casi-me´trica d si las
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d-bolas son medibles y existe una constante A tal que para todo x ∈ X y todo r > 0,
0 < µ(B(x, 2r)) 6 Aµ(B(x, r)) <∞.
La constante A se denomina constante de duplicacio´n.
Observemos que si µ es una medida duplicante en un espacio casi-me´trico (X, d)
entonces los abiertos son medibles.
Definicio´n 1.2. Un espacio de tipo homoge´neo (e.t.h.) es una terna (X, d, µ)
formada por un conjunto X, una casi-me´trica d definida en X y una medida µ duplicante
respecto a d.
En sentido opuesto a la duplicacio´n, una propiedad que expresa una cota inferior
para la tasa de crecimiento de la medida de bolas conce´ntricas al aumentar su radio es
la llamada duplicacio´n inversa (reverse doubling): existen constantes c > 1 y γ > 1
tales que µ(cB) > γµ(B) para toda bola B (donde cB es la bola conce´ntrica con B y
de radio c veces mayor). Es inmediato comprobar que un espacio casi-me´trico dotado de
una medida que satisface la propiedad de duplicacio´n inversa es no acotado y no tiene
a´tomos (llamamos a´tomo a todo conjunto puntual medible de medida positiva). Por otro
lado, existen e.t.h. no acotados y no ato´micos que no satisfacen la duplicacio´n inversa.
En el caso de los espacios eucl´ıdeos Rn, toda medida de Borel que verifica la propiedad
de duplicacio´n satisface tambie´n la duplicacio´n inversa, pero la implicacio´n opuesta es
falsa. Ma´s generalmente, una caracter´ıstica geome´trica del espacio de no vacuidad de
coronas nos permite obtener la duplicacio´n inversa como consecuencia de la duplicacio´n,
de acuerdo al siguiente resultado (ver [5]).
Lema 1.1. Sea (X, d, µ) un espacio de tipo homoge´neo. Si existe b > 1 tal que
B(x, bk+1) \ B(x, bk) 6= ∅ para cada k ∈ Z y cada x ∈ X, entonces la medida µ satisface
la propiedad de duplicacio´n inversa.
Los espacios normales -definidos ma´s adelante- no acotados y no ato´micos verifican
las condiciones del Lema 1.1 y como consecuencia satisfacen la propiedad de duplicacio´n
inversa.
A continuacio´n enunciamos dos caracter´ısticas generales de los espacios de tipo ho-
moge´neo, la primera de ellas probada en [50] y la segunda en [5].
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Proposicio´n 1.2.
1. El conjunto de a´tomos de un e.t.h. es a lo sumo numerable y coincide con el
conjunto de puntos aislados.
2. Un e.t.h. tiene medida infinita si y so´lo si es no acotado.
Un espacio casi-me´trico (X, d) con una medida positiva µ definida en una σ-a´lgebra
que contenga a las bolas es normal si existen constantes positivas a, b, c1 y c2 tales que
1. para todo x ∈ X, B(x, r) = {x} si 0 < r 6 aµ({x}) y B(x, r) = X si r > bµ(X);
2. para todo x ∈ X y todo r tal que aµ({x}) < r < bµ(X),
(1) c1r 6 µ (B(x, r)) 6 c2r.
Proposicio´n 1.3. Todo espacio normal es de tipo homoge´neo.
Demostracio´n. Claramente la normalidad implica que la medida de las bolas es
positiva y finita. Sea x ∈ X. Pueden darse los siguientes casos: si aµ({x}) < r < 2r <
bµ(X) entonces µ
(
B(x, 2r)
)
6 2c2r 6 2
c2
c1
c1r 6
(
2
c2
c1
)
µ
(
B(x, r)
)
; si 0 < r < 2r 6
aµ({x}) entonces µ({x}) = µ(B(x, 2r)) = µ(B(x, r)); si µ(X) 6 r < 2r entonces µ(X) =
µ
(
B(x, 2r)
)
= µ
(
B(x, r)
)
; si 0 < r 6 aµ({x}) < bµ(X) 6 2r entonces µ(B(x, 2r)) =
µ(X) 6 2r
b
6 2
b
aµ({x}) = 2a
b
µ
(
B(x, r)
)
; si 0 < r 6 aµ({x}) < 2r < bµ(X) entonces
µ
(
B(x, 2r)
)
6 2c2r 6 2c2aµ({x}) = 2c2aµ
(
B(x, r)
)
; y si aµ({x}) < r < bµ(X) 6 2r
entonces µ
(
B(x, 2r)
)
= µ(X) 6 2r
b
6 2c1r
c1b
6 2
c1b
µ
(
B(x, r)
)
. Por lo tanto, mediante la
eleccio´n de una constante adecuada, tenemos que µ es una medida duplicante respecto a
la casi me´trica. 
La propiedad de normalidad luce bastante restrictiva, de hecho pocos de los ejem-
plos usuales la cumplen. En particular, los espacios eucl´ıdeos Rn con la medida de
Lebesgue no son normales, excepto en el caso n = 1. Sin embargo, siempre es posi-
ble normalizar un espacio de tipo homoge´neo (X, d, µ) mediante un cambio de casi-
me´trica. En [50], Mac´ıas y Segovia definen, a partir de d, la casi-me´trica δ(x, y) =
ı´nf {µ(B) : B es una d-bola que contiene a x y a y} si x 6= y y δ(x, y) = 0 si x = y, y
demuestran que el espacio (X, δ, µ) resulta normal y que d y δ inducen la misma topo-
log´ıa en X.
1.2 Espacios de tipo homoge´neo 11
Definimos a continuacio´n los espacios de Ahlfors regulares, que aparecen como una
generalizacio´n de los espacios normales.
Definicio´n 1.3. Un espacio casi-me´trico con medida (X, d, µ) es Ahlfors α-regular
si las bolas son medibles y existen constantes c1 y c2 tales que
(2) c1r
α 6 µ(B(x, r)) 6 c2rα,
para todo x ∈ X y para todo 0 < r 6 diam(X).
Notemos que los espacios Ahlfors 1-regulares y los espacios normales no son exacta-
mente los mismos, ya que la condicio´n (2) es para radios positivos sin la restriccio´n de
ser mayores que µ({x}). Con esto, los espacios de Ahlfors son no ato´micos. Los espa-
cios eucl´ıdeos Rn con la medida de Lebesgue son el ejemplo cla´sico de espacios Ahlfors
n-regulares.
El siguiente resultado muestra que en espacios normales no ato´micos y no acotados
tambie´n las coronas de tipo dia´dico de ancho adecuado miden como el radio de las bolas
que las definen.
Proposicio´n 1.4. Sea (X, δ, µ) un espacio normal no ato´mico y no acotado. Sean
0 < c1 ≤ c2 < ∞ tales que c1r ≤ µ
(
B(x, r)
) ≤ c2r para todo x ∈ X y todo r > 0.
Denotamos a las coronas por A(x, r, R) := B(x,R) \ B(x, r), para x ∈ X y 0 < r < R.
Sea M >
c2
c1
. Entonces, existen constantes positivas y finitas α y β tales que
αr ≤ µ
(
A(x, r, rM)
)
≤ βr
para todo x ∈ X y todo r > 0.
Demostracio´n. Como M >
c2
c1
≥ 1, de la aditividad de µ tenemos entonces que
µ
(
B(x, rM) \B(x, r)) = µ(B(x, rM))− µ(B(x, r)) ≤ c2rM − c1r = (c2M − c1)r≥ c1rM − c2r = (c1M − c2)r.
Es decir, µ
(
B(x, rM) \ B(x, r)) ' r, con constantes que dependen so´lo de M y de la
geometr´ıa del espacio. 
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Lema 1.5. Sea (X, δ, µ) un espacio normal no ato´mico y no acotado. Sea ε > 0 fijo.
Entonces, las siguientes estimaciones se satisfacen uniformemente en x ∈ X y r > 0:
ˆ
B(x,r)
dµ(y)
δ1−ε(x, y)
' rε,(3)
ˆ
Bc(x,r)
dµ(y)
δ1+ε(x, y)
' r−ε.(4)
Demostracio´n. Si ε = 1 entonces (3) se satisface por la normalidad del espacio.
Sea M >
c2
c1
≥ 1. Notemos que para x, y ∈ X, con x 6= y, y r > 0 dados existe un u´nico
j ∈ Z tal que rM−j−1 ≤ δ(x, y) < rM−j. Cuando 0 < ε < 1 esto equivale a
rε−1M j(1−ε) < δε−1(x, y) ≤M1−εrε−1M j(1−ε).
Por otra parte, si ε > 1 entonces rM−j−1 ≤ δ(x, y) < rM−j equivale a
M1−εrε−1M j(1−ε) ≤ δε−1(x, y) < rε−1M j(1−ε).
En otros te´rminos, si rM−j−1 ≤ δ(x, y) < rM−j entonces δε−1(x, y) ' rε−1M j(1−ε), para
todo ε > 0. Luego, usando la estimacio´n de la medida de coronas, tenemos que
ˆ
B(x,r)
dµ(y)
δ1−ε(x, y)
=
∞∑
j=0
ˆ
rM−j−1≤δ(x,y)<rM−j
dµ(y)
δ1−ε(x, y)
'
∞∑
j=0
rε−1M j(1−ε)
ˆ
rM−j−1≤δ(x,y)<rM−j
dµ(y)
'
∞∑
j=0
rε−1M j(1−ε)rM−j
= rε
∞∑
j=0
M−jε
' rε.
Operando de manera ana´loga, para todo ε > 0 se tiene
ˆ
Bc(x,r)
dµ(y)
δ1+ε(x, y)
=
∞∑
j=0
ˆ
rMj≤δ(x,y)<rMj+1
dµ(y)
δ1+ε(x, y)
'
∞∑
j=0
r−1−ε(M j)−1−εrM j
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= r−ε
∞∑
j=0
M−jε
' r−ε.

1.3. Cubos de Christ
La existencia de familias dia´dicas definidas en espacios de tipo homoge´neo completos
fue demostrada por Michael Christ en [29]. Ma´s tarde, en [9], se an˜adieron modificaciones
a la construccio´n de Christ para obtener particiones exactas. Estas familias de cubos
dia´dicos cuentan con propiedades u´tiles y permiten obtener un ana´lisis multirresolucio´n
y bases de los espacios Lp que resultara´n adecuados para nuestros desarrollos teo´ricos.
Lema 1.6 (Christ). Existe un orden parcial 4 (es descendiente de) en el a´rbol A =
{(j, k) : j ∈ Z, k ∈ K(j)}, donde K(j) es N o una seccio´n inicial de N y los ı´ndices
esta´n asociados a los conjuntos ρj-dispersos maximales Nj = {xjk : k ∈ K(j)} en X, con
0 < ρ < 1, tal que
(a) (j, k) 4 (i, l) implica j > i;
(b) ∀(j, k) ∈ A ,∀i 6 j, existe un u´nico l ∈ K(i) : (j, k) 4 (i, l);
(c) si (j, k) 4 (j − 1, l) entonces d(xjk, xj−1l ) < ρj−1;
(d) si d(xjk, x
j−1
l ) < ρ
j−1/2 entonces (j, k) 4 (j − 1, l).
Teorema 1.7 (Christ).
Existen una familia de abiertos D = {Qjk : j ∈ Z, k ∈ K(j)}, constantes 0 < ρ < 1 y
0 < a ≤ c <∞, y puntos xjk ∈ Qjk para todo j ∈ Z y todo k ∈ K(j), tales que
(1) µ
(
X\ ⋃
k∈K(j)
Qjk
)
= 0 para todo j ∈ Z;
(2) si i 6 j entonces para l ∈ K(i) y k ∈ K(j), o bien Qil ⊃ Qjk o Qil ∩Qjk = ∅;
(3) para todo j ∈ Z, k ∈ K(j) e i < j existe un u´nico l ∈ K(i) tal que Qjk ⊂ Qil;
(4) para todo j ∈ Z y k ∈ K(j), B(xjk, aρj) ⊂ Qjk ⊂ B(xjk, cρj).
Observacio´n 1.1. Los cubos dia´dicos del teorema esta´n definidos, a partir del lema
precedente, por Qjk :=
⋃
(i,l)4(j,k)
B(xil, aρ
i), para cada j ∈ Z y cada k ∈ K(j) y una
constante positiva a determinada.
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La versio´n exacta de la familia dia´dica de Christ D se obtiene modificando la cons-
truccio´n realizada por Christ, con lo cual la propiedad (1) en el Teorema 1.7 se reemplaza
por X\ ⋃
k∈K(j)
Qjk = ∅ para todo j ∈ Z. Se verifican las siguientes propiedades.
Proposicio´n 1.8.
(A) Sea O(Qjk) := {Qj+1l : Qj+1l ⊂ Qjk} el conjunto de hijos de Qjk (descendientes de
Qjk de nivel j + 1) . Entonces 1 6 ](O(Q
j
k)) 6 N para todos j ∈ Z, k ∈ K(j),
donde N es una constante que depende so´lo de la geometr´ıa del espacio, es decir,
depende de A, c y ρ pero no de j y k.
(B) (X, d) es acotado si y so´lo si existe j0 ∈ Z tal que X = Qj01 .
(C) x0 ∈ X es un a´tomo si y so´lo si existe (j, k) ∈ A tal que {x0} = Qjk.
(D) Los cubos de Christ son una familia uniforme de sub-espacios de tipo homoge´neo
de X, es decir, existe una constante de duplicacio´n comu´n para todo (j, k) ∈ A .
(E) Para cada Q ∈ D , se define el cuadrante al que pertenece Q como C (Q) :=⋃
Q′∈D ,Q′⊃Q
Q′. Los cuadrantes satisfacen las siguientes propiedades:
• los cuadrantes son sub-espacios de tipo homoge´neo de X, uniformemente con
la misma constante que los cubos;
• si dos cuadrantes se cortan son iguales;
• existe una constante M = M(A, ρ, c) tal que ]{C (Q) : Q ∈ D} 6M ;
• X es no acotado si y so´lo si todos los cuadrantes tienen medida infinita.
(F) Todo abierto acotado de (X, d) es unio´n disjunta de una subfamilia de cubos de D
y un conjunto de medida cero, es decir, existe un boreliano Z de medida nula tal
que para todo conjunto E abierto y acotado existe una familia de cubos disjuntos
FE ⊂ D tal que E\Z =
⋃
Q∈FE
Q.
Enunciamos y probamos a continuacio´n otra propiedad que nos sera´ de utilidad.
Lema 1.9. Sea D una familia de cubos dia´dicos definida en un e.t.h. (X, d, µ). En-
tonces existe una constante finita τ > 1 tal que si Q1, Q2 ∈ O(Q) se tiene que
1
τ
µ(Q2) ≤ µ(Q1) ≤ τµ(Q2).
Es decir, la medida de cubos hermanos es comparable.
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Demostracio´n. Sean Q = Qjk, Q1 = Q
j+1
l y Q2 = Q
j+1
m tales que Q1, Q2 ∈ O(Q).
Si y ∈ Q entonces
d(y, xj+1l ) ≤ K
[
d(y, xjk) + d(x
j
k, x
j+1
l )
]
< K(cρj + cρj)
=
(
2Kc
ρ
)
ρj+1.
Es decir, Qjk ⊂ B(xj+1l , uρj+1), con u = 2Kc/ρ. Sea l el menor nu´mero natural tal que
u ≤ 2la. Luego,
µ(Q2)
µ(Q1)
≤ µ(Q
j
k)
µ(Qj+1l )
≤ µ(B(x
j+1
l , uρ
j+1))
µ(B(xj+1l , aρ
j+1))
≤ µ(B(x
j+1
l , 2
laρj+1))
µ(B(xj+1l , aρ
j+1))
≤ Al =: τ.

Un sistema dia´dico en (X, d, µ) induce una me´trica (que es adema´s una ultrame´trica)
en cada uno de sus cuadrantes. En efecto,
δ(x, y) := ı´nf {µ(Q) : x, y ∈ Q,Q ∈ D}
para x 6= y y δ(x, x) := 0, satisface la propiedad triangular fuerte
δ(x, z) ≤ ma´x {δ(x, y), δ(y, z)}
y le da´ a cada cuadrante una estructura de espacio normal.
1.4. Ana´lisis multi-resolucio´n y bases de Haar inducidos por una familia
dia´dica
Sea (X, d, µ) un espacio de tipo homoge´neo y D = {Qjk : j ∈ Z, k ∈ K(j)} una familia
de cubos dia´dicos. Para cada j ∈ Z, denotemos por Vj al subespacio cerrado de L2(X,µ)
dado por
Vj =
{
f ∈ L2 : f es constante en cada cubo Q ∈ Dj
}
.
Como se demuestra en [9], la sucesio´n {Vj : j ∈ Z} posee las siguientes propiedades, ana´lo-
gas a las de las estructuras multi-resolucio´n en espacios eucl´ıdeos,
(i) Vj ⊂ Vj+1, para todo j ∈ Z;
(ii)
⋃
j∈Z Vj = L
2;
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(iii) (a) si µ(X) =∞ entonces ⋂j∈Z Vj = {0},
(b) si µ(X) <∞ entonces ⋂j∈Z Vj = {funciones constantes en X};
(iv)
{ χ
Q√
µ(Q)
: Q ∈ Dj
}
es base ortonormal de Vj, para cada j ∈ Z.
Esta estructura permite construir sistemas de Haar a partir de los espacios {Vj : j ∈ Z}.
Daremos a continuacio´n un bosquejo de una construccio´n posible.
Sea D˜ = {Q ∈ D : ](O(Q)) > 1}, esto es, el conjunto de cubos dia´dicos con ma´s de un
hijo. Para cada Q ∈ D˜ definimos O˜(Q) = O(Q) \ {Q1}, donde Q1 es un hijo de Q elegido
arbitrariamente. El espacio vectorial V (Q) de las funciones que se anulan fuera de Q ∈ D˜
y son constantes en cada Q′ ∈ O(Q) tiene por base algebraica a {χQ}⋃{χQ′ : Q′ ∈
O˜(Q)
}
. Mediante el proceso de ortonormalizacio´n de Gram-Schmidt, obtenemos una
base ortonormal de V (Q) dada por
B(Q) =
{
χQ√
µ(Q)
}⋃{
hl : l = 1, . . . , ](O(Q))− 1
}
.
Las funciones H (Q) :=
{
hl : l = 1, . . . , ](O(Q)) − 1
}
se denominan funciones de Haar
asociadas a Q ∈ D˜ . Cuando O(Q) = {Q} tenemos que H (Q) = ∅. De esta manera, cada
h ∈H (Q) satisface las siguientes propiedades
(i) {x ∈ X : h(x) 6= 0} ⊂ Q;
(ii) h es constante en cada Q′ ∈ O(Q);
(iii)
´
h dµ = 0.
A continuacio´n, para cada j ∈ Z, definimos Wj como la clausura en L2 del span lineal
del conjunto Hj :=
⋃
Q∈DjH (Q). Claramente, Wj es el complemento ortogonal de Vj en
Vj+1, es decir, Vj+1 = Vj ⊕Wj. En consecuencia, se tiene que⊕
j∈Z
Wj = L
2 si µ(X) =∞,
y ⊕
j∈Z
Wj =
{
f ∈ L2 :
ˆ
fdµ = 0
}
si µ(X) <∞.
La familia
H :=
⋃
Q∈D
H (Q)
se llama el sistema de Haar inducido en (X, d, µ) por la familia dia´dica D . A los
elementos de H se los suele denominar ond´ıculas o wavelets. Por construccio´n, H es
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base ortonormal de L2 y entonces, cuando µ(X) =∞, para toda f ∈ L2 se tiene que
f =
∑
h∈H
〈f, h〉h
en el sentido de L2, y luego
‖f‖22 =
∑
h∈H
|〈f, h〉|2 .
Por otra parte, cuando µ(X) <∞ se tiene que
f =
1
µ(X)
ˆ
X
f dµ+
∑
h∈H
〈f, h〉h
y
‖f‖22 =
1
µ(X)
(ˆ
X
f dµ
)2
+
∑
h∈H
|〈f, h〉|2 .
Una propiedad notable de las wavelets de Haar, que las diferencia del ana´lisis de
Fourier trigonome´trico elemental, es que tambie´n caracterizan a los espacios funcionales
Lp(X,µ) cuando 1 < p < ∞. Para precisar esto daremos la definicio´n de base incondi-
cional en espacios de Banach. Se dice que una sucesio´n de vectores B = {b1, b2, . . . } de
un espacio de Banach B separable es una base de Schauder de B si para todo f ∈ B
existe una u´nica sucesio´n de escalares {c1, c2, . . . } tal que f =
∑∞
n=1 cnbn en el sentido de
la norma de B. Una base de Schauder es incondicional si las series anteriores convergen
al mismo vector para cualquier permutacio´n de los sumandos. El siguiente resultado se
halla en [60] en el caso eucl´ıdeo y en [9] en el caso general.
Teorema 1.10. Para cada 1 < p <∞ se tiene que
(1) H es una base incondicional de Lp(X,µ);
(2) existen constantes C1 y C2 de manera que
C1 ‖f‖p ≤
∥∥∥∥∥∥
(∑
h∈H
|〈f, h〉|2 |h|2
)1/2∥∥∥∥∥∥
p
≤ C2 ‖f‖p
para toda funcio´n medible f .
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1.5. Algunos ejemplos
Un primer ejemplo de espacio de tipo homoge´neo son los espacios eucl´ıdeos Rn con
la medida de Lebesgue, que en particular son estrictamente homoge´neos y Ahlfors n-
regulares. Diversos ejemplos se obtienen a partir de estos cambiando la distancia y/o la
medida, o tambie´n considerando subconjuntos. Mencionamos a continuacio´n algunos de
ellos. Ma´s ejemplos cla´sicos pueden consultarse en [33].
Ejemplo 1 (Distancias parabo´licas). Veamos el caso de R2. Para λ ≥ 1 y s > 0 se
define la aplicacio´n lineal Ts de matriz
s 0
0 sλ
 . Fijando x = (x1, x2) 6= 0, la funcio´n de
s dada por Tsx = (sx1, s
λx2) es lineal y biyectiva, con inversa T 1
s
x. Sea 1 ≤ p ≤ ∞, ‖·‖p
la norma p usual y la aplicacio´n
ρ(x) = ρp,λ(x) = ı´nf
{
s > 0: ‖Tsx‖p < 1
}
.
Se define la distancia parabo´lica de para´metros p y λ por
dp,λ(x, y) = ρp,λ(x− y).
As´ı, dp,λ es una me´trica invariante por traslaciones en R2, y determina la topolog´ıa usual.
Notemos que ρp,1(x) = ‖x‖p, y d2,1 es la distancia eucl´ıdea. Por otra parte, si λ > 1
entonces dp,λ no es equivalente en ningu´n caso a la me´trica eucl´ıdea, aunque s´ı equivalen
dp1,λ y dp2,λ para λ ≥ 1 fijo. Toda bola Bp,λ(x, r) es abierta. Con la medida de Lebesgue
µ, el espacio
(
R2, dp,λ, µ
)
es un espacio de tipo homoge´neo de Ahlfors con regularidad
1 + λ.
Ejemplo 2 (Pesos de Muckenhoupt). En el espacio eucl´ıdeo Rn se define la clase A2
de los pesos w : Rn → R+0 tales que para alguna constante C > 0 satisfacen la desigualdad(ˆ
B
w
)(ˆ
B
w−1
)
≤ C |B|2
para toda bola B. En general, para 1 < p < ∞, se define la clase de pesos Ap(Rn) de
todos los pesos w que satisfacen la desigualdad(ˆ
B
w
)(ˆ
B
w−
1
p−1
)p−1
≤ C |B|p
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para toda bola B, donde C es una constante positiva uniforme. La clase Ap(Rn) contiene,
por ejemplo, a los pesos de la forma w(x) = |x|α para cualquier α tal que −n < α <
n(p − 1). Para w ∈ A∞(Rn) =
⋃
p>1Ap(Rn) la medida wdx verifica la propiedad de
duplicacio´n 1.1 respecto a la me´trica eucl´ıdea (u otra equivalente), con lo cual el espacio(
Rn, |x− y| , wdx) es de tipo homoge´neo.
Ejemplo 3. Sea w(x) = x−1/2 el peso de A2(R+). Notemos que, si bien se satisface
la propiedad de duplicacio´n, el espacio
(
R+, |x− y| , x−1/2dx) se comporta de manera
heteroge´nea en la relacio´n entre me´trica y medida, con lo cual no cuenta con ninguna
regularidad Ahlfors. En efecto, para r > 0 y x ≥ r tenemos que
w(B(x, r)) =
ˆ x+r
x−r
y−1/2dy = 2y1/2
∣∣∣∣x+r
x−r
= 2
(√
x+ r −√x− r)
con lo cual w(B(x, r))→ +∞ cuando x→∞ y por otro lado w(B(x, r))→ w(B(r, r)) =
2
√
2r1/2 cuando x→ r+.
Otros ejemplos cla´sicos de espacios de tipo homoge´neo son los fractales autosimilares,
definidos como subconjuntos de los espacios eucl´ıdeos Rn y dotados de la medida de
Hausdorff. Algunos casos de renombre son los conjuntos de Cantor en R, el copo de
nieve de Koch y la alfombra y el tria´ngulo de Sierpinski en el plano, o el tetraedro de
Sierpinski en tres dimensiones. Todos ellos tienen medida finita, pero pueden extenderse
a un cuadrante (o ma´s de uno) conservando sus propiedades, de manera que su medida
se torna infinita. Tambie´n existen generalizaciones de estos casos a ma´s dimensiones, y
multiplicidad de otros ejemplos. Veamos un caso con ma´s detalle.
Ejemplo 4 (El tria´ngulo de Sierpinski). Existen variados me´todos para obtener el
tria´ngulo de Sierpinski, mencionamos aqu´ı una construccio´n iterativa (inductiva) elemen-
tal. A partir de un tria´ngulo T0 (relleno) en el plano, el primer paso consiste en remover
el tria´ngulo abierto (sin su frontera) determinado por los puntos medios de los lados de
T0. La figura resultante, que denotamos T1, es la unio´n de tres tria´ngulos T1,1, T1,2 y T1,3
semejantes a T0 y con un cuarto de su volumen. Realizando el mismo procedimiento en
cada uno de los tria´ngulos T1,1, T1,2 y T1,3 obtenemos T2, formada por la unio´n de nueve
tria´ngulos semejantes a T0, con una dieciseisava parte de su volumen. Inductivamente
se obtiene la sucesio´n {Tn}. Se define el tria´ngulo de Sierpinski T basado en T0 por
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T =
⋂
n∈N Tn. La autosimilaridad se desprende de la observacio´n de que cada conjunto
T ∩ Tn,k, para 1 ≤ k ≤ 3n, es una copia reducida de T . Es decir, T ∩ Tn,k es un tria´ngulo
de Sierpinski basado en Tn,k. La dimensio´n de Hausdorff de T es log 3/ log 2. La terna
(T, d,m), con d la me´trica usual de R2 relativa a T y m la medida de Hausdorff, constituye
un espacio de tipo homoge´neo normal y no ato´mico.
Ejemplo 5 (El cuadrante de Sierpinski). Definimos el cuadrante de Sierpinski como
una extensio´n de medida infinita de un tria´ngulo de Sierpinski en el plano. Realizamos la
extensio´n a un cuadrante de forma iterativa, partiendo de un tria´ngulo de Sierpinski T
de ve´rtices A,B y C. Luego, se define el tria´ngulo de Sierpinski T 1 como la unio´n de T
con dos traslaciones de T , una en la direccio´n del segmento AB y otra en la direccio´n de
AC de manera que las traslaciones del ve´rtice A coincidan con los ve´rtices B y C de T
respectivamente. Repitiendo el procedimiento a partir de T 1 obtenemos T 2, e iterando se
obtiene la cadena {T n : n ∈ N}. Definimos el cuadrante de Sierpinski por S = ⋃n∈N T n.
Observemos que los fractales de autosimilaridad exacta (como los mencionados) per-
miten definir naturalmente una estructura de a´rbol regular junto con una distancia dia´dica
asociadas. Otros fractales con autosimilaridad no exacta y/o con estructura ma´s compleja
(menos regular) constituyen asimismo espacios de tipo homoge´neo y es posible (con la
construccio´n de Christ, por ejemplo) definir estructuras dia´dicas pero asociadas a a´rbo-
les no regulares. Son ejemplos de esto u´ltimo los conjuntos de Mandelbrot y de Julia,
as´ı como los caminos Brownianos y tambie´n los contornos de los continentes o el bro´coli
romanesco.
Tambie´n se inscriben dentro de la teor´ıa de los espacios de tipo homoge´neo las va-
riedades Riemannianas y diversos espacios discretos, como Z con la medida de contar.
As´ı tambie´n, configuran nuevos espacios de tipo homoge´neo ciertas “combinaciones” de
espacios de tipo homoge´neo de distinto tipo y dimensio´n. Es decir, la teor´ıa general de
espacios de tipo homoge´neo admite la posibilidad de que estos tengan propiedades bas-
tante dispares en distintos sectores, siempre que se conserve el control ejercido por la
propiedad de duplicacio´n.
Cap´ıtulo 2
Procesos estables y Difusio´n Fraccionaria
Este cap´ıtulo reu´ne, a modo introductorio, algunos de los varios enfoques a la rela-
cio´n entre difusiones fraccionarias, procesos de Le´vy y teoremas centrales. En particular,
introducimos brevemente la estabilidad, como un sustituto natural de la finitud de la
varianza, destacando en su papel clave en la conexio´n entre los conceptos anteriores.
Asimismo, describimos someramente las difusiones fraccionarias dia´dicas y la forma del
nu´cleo de Weierstrass generalizado que es el objeto central de nuestro ana´lisis.
2.1. Observaciones sobre la prueba cla´sica del Teorema del L´ımite Central.
Alternativa
Los resultados principales de esta tesis se basan en la sustitucio´n del ana´lisis cla´sico
de Fourier por el ana´lisis en las bases de wavelets de Haar. A continuacio´n repasamos
co´mo el me´todo de Fourier, o de las funciones caracter´ısticas, determina una alternativa
en el caso de convolucio´n que nosotros obtendremos despue´s en el contexto dia´dico no
convolutivo por medio del ana´lisis de Haar.
Sea {Xi : i ∈ N} una sucesio´n de variables aleatorias independientes e ide´nticamente
distribuidas, con esperanza nula y varianza finita. Supongamos, por simplicidad, que la
distribucio´n comu´n esta´ dada por una densidad g(x). Para n ∈ N y β > 0, denotamos Sn
a las sumas parciales Sn =
∑n
i=1Xi y P
n
β a los promedios P
n
β =
1
nβ
Sn. La independencia
de las variables aleatorias garantiza que la distribucio´n de Sn esta´ determinada por la
densidad gn = g ∗ · · · ∗ g que se obtiene al convolucionar g consigo misma n-veces. Por
consiguiente, la distribucio´n de P nβ esta´ dada por
P
{
P nβ ≥ λ
}
= P
{
Sn ≥ nβλ
}
=
ˆ ∞
nβλ
gn(x)dx =
ˆ ∞
λ
nβ(gn)(nβx)dx,
es decir, por la densidad ρn(x) = n
β(gn)(nβx). Con el objeto de estudiar el comporta-
miento de esta sucesio´n de densidades para n → ∞ calculamos, como es usual (ver, por
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ejemplo, [52]), la funcio´n caracter´ıstica de P nβ , que es la transformada de Fourier de ρn,
ρ̂n(ξ) = ĝn
(
ξ
nβ
)
=
[
ĝ
(
ξ
nβ
)]n
.
Como
´
R g(x) dx = 1,
´
R xg(x) dx = 0 y
´
R x
2g(x) dx = 1, por las propiedades de la trans-
formada de Fourier y usando el polinomio de Taylor para ĝ, tenemos, con o
(
1
n2β
)
n2β → 0
para n→∞, que
ρ̂n(ξ) =
[
1− 1
2
(
ξ
nβ
)2
+ o
(
1
n2β
)]n
.
Tomando logaritmos,
Ln(ξ) = log ρ̂n(ξ) = n log
(
1− 1
2
(
ξ
nβ
)2
+ o
(
1
n2β
))
= n
(
− ξ
2
2n2β
+ o˜
(
1
n2β
))
.
So´lo una alternativa triple, en relacio´n con los valores de β, es posible. En efecto,
(I) Si β = 1
2
, Ln(ξ)→ −ξ2 cuando n→∞;
(II) Si β > 1
2
, Ln(ξ)→ 0 cuando n→∞;
(III) Si β < 1
2
, Ln(ξ)→ −∞ cuando n→∞.
Que se traducen en
(I’) β = 1
2
, ρn(ξ)→ e−ξ2 cuando n→∞;
(II’) β > 1
2
, ρn(ξ)→ δ0 cuando n→∞;
(III’) β < 1
2
, ρn(ξ)→ 0 cuando n→∞.
Esto produce convergencia al l´ımite central, concentracio´n y aproximacio´n a la identidad,
o disipacio´n que no conserva la probabilidad.
2.2. Estabilidad de Variables Aleatorias y Teorema del L´ımite Central
Generalizado
Una variable aleatoria X definida en un espacio de probabilidad (Ω, P ) es estable si
para cualquier eleccio´n de nu´meros reales A y B existen constantes C > 0 y D ∈ R tales
que AX1 + BX2 se distribuye como CX + D para toda eleccio´n de variables aleatorias
X1 y X2 independientes y equidistribuidas con X. Esta definicio´n determina clases muy
especiales de variables aleatorias y procesos estoca´sticos. Supongamos que X se distribuye
con una densidad g(x), de manera que g tambie´n sera´ la densidad de X1 y X2. Por la
independencia de X1 y X2 tendremos que la densidad de AX1 +BX2 sera´ gA ∗ gB, donde
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gA(x) =
1
A
g( x
A
) y gB(x) =
1
B
g( x
B
). Para CX +D la densidad sera´ 1
C
g(x−D
C
). La igualdad
entre las distribuciones de AX1 +BX2 y CX +D requerira´ la igualdad de sus funciones
caracter´ısticas, es decir,
φg(Aξ)φg(Bξ) = e
iξDφg(Cξ)
para ξ ∈ R.
Una familia distinguida de densidades que satisfacen esta identidad esta´ dada por
L = {gα : 0 < α ≤ 2}, con
φgα(ξ) = e
−|ξ|α .
En este caso, tomando D = 0 y C = (Aα+Bα)1/α tendremos que AX1 +BX2 ∼ CX+D.
E´sta es la relacio´n pitago´rica cuando α = 2 , que corresponde a la densidad Gaussiana.
Cuando α = 1, la densidad es la de Cauchy–Poisson g(x) =
c
1 + |x|2 .
Por otra parte, para 0 < α ≤ 1 la caracter´ıstica e−|ξ|α es continua pero no diferenciable
en cero. Por consiguiente, ni siquiera el primer momento de gα es finito. Cuando 1 < α < 2
la funcio´n e−|ξ|
α
es suave pero no de clase C 2 y por lo tanto tampoco en este caso tendra´ gα
varianza finita. El u´nico caso en L en el que la varianza es finita es el caso α = 2, es
decir, el caso Gaussiano. En los otros casos (0 < α < 2) el concepto de estabilidad como
comportamiento en el infinito que introduciremos despue´s, sera´ un sustituto cuantitativo
de la varianza. El ma´s simple es el de α = 1, que registra en su comportamiento en el
infinito el para´metro α. En efecto, para n = 1, α = 1 y g1(x) =
c
1+x2
se tiene que
|x|n+α g1(x) −→ c
cuando |x| → ∞, donde c > 0.
En la teor´ıa de probabilidad cla´sica, la definicio´n precedente de distribucio´n estable
surge a partir del estudio de teoremas del l´ımite central generalizados. Precisamente,
consideremos el problema general del l´ımite central en dimensio´n 1. Sea {Xk : k ∈ N}
una sucesio´n de variables aleatorias independientes e ide´nticamente distribuidas, Sn =
X1 + · · ·+Xn la suma parcial de las primeras n variables aleatorias y
(5) Yn =
Sn − bn
σn
las sumas parciales reescaladas, donde {bn : n ∈ N} es una sucesio´n arbitraria de nu´meros
reales y {σn : n ∈ N} una sucesio´n arbitraria de reales positivos. El problema consiste
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en identificar los casos en los cuales la sucesio´n {Yn : n ∈ N} converge en distribucio´n a
alguna variable aleatoria X particular, es decir
l´ım
n→∞
P (Yn ≤ x) = P (X ≤ x)
para todo x ∈ R. Como caso especial, si las variables Xk tienen media m y varianza
σ2 y definimos bn = nm y σn =
√
nσ, entonces {Yn} converge a la distribucio´n normal
esta´ndar N(0, 1), por el teorema del l´ımite central cla´sico de De Moivre–Laplace.
La estabilidad es una propiedad de las distribuciones de probabilidad. Otra formula-
cio´n, equivalente a la anterior, expresa que una distribucio´n µ es estable si y so´lo si para
cada n ∈ N existen constantes cn > 0 y dn ∈ R tales que
(6) X1 + · · ·+Xn d= cnX + dn
para cualquier sucesio´n de variables aleatorias X,X1, X2, . . . mutuamente independientes
y con distribucio´n comu´n µ, y µ no concentra la masa en un punto. La distribucio´n µ es
estrictamente estable si dn = 0 para todo n. Decimos entonces que una variable aleatoria
X es estable si su distribucio´n lo es.
El siguiente teorema revela la relacio´n clave entre los conceptos anteriores (ver [48],
[41]).
Teorema 2.1. Una variable aleatoria X se alcanza como l´ımite de sumas reescaladas
Yn de la forma (5) si y so´lo si su distribucio´n de probabilidad es estable.
De hecho, se prueba (ver [38]) que las constantes cn en (6) son de la forma n
1/α con
0 < α ≤ 2. El para´metro α juega un rol fundamental en la teor´ıa y se denomina ı´ndice
de estabilidad o exponente caracter´ıstico de la distribucio´n µ. Con esto puede verse que
toda distribucio´n µ estable de ı´ndice α (o α-estable) se alcanza como distribucio´n l´ımite
de sumas reescaladas Yn de la forma (5) con σn = σn
1/α para alguna constante positiva
σ; en particular, esto ocurre cuando la distribucio´n comu´n de las variables aleatorias Xn
que definen a Yn es µ, y en este caso σ = 1.
Notemos que la ecuacio´n (6) puede expresarse de manera equivalente en te´rminos de
la funcio´n caracter´ıstica φµ de la distribucio´n µ por
φµ(ξ)
n = eiξdnφµ(cnξ).
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Ma´s au´n, el siguiente teorema debido a Khintchine y Le´vy en [44] brinda una caracteri-
zacio´n precisa de las distribuciones estables en te´rminos de su funcio´n caracter´ıstica.
Teorema 2.2. Una variable aleatoria X valuada en R es estable si y so´lo si existen
constantes 0 < α ≤ 2, σ > 0, −1 ≤ β ≤ 1 y m ∈ R tales que
φX(ξ) = exp
{
imξ − σα |ξ|α
[
1 + iβ
ξ
|ξ|ω(ξ, α)
]}
para todo ξ ∈ R, donde
ω(ξ, α) =
 tan(pi2α) si α 6= 1,2
pi
log(|ξ|) si α = 1.
De esta forma, las u´nicas distribuciones estables con varianza finita son las de ı´ndice
de estabilidad α = 2, es decir, las normales. De hecho, las distribuciones α-estables con
0 < α < 2 tienen momentos de orden γ finitos para 0 < γ < α e infinitos para γ ≥ α.
Toda distribucio´n estable µ tiene funcio´n de densidad gµ que puede expresarse en
general como una serie. En algunos casos notables existen formas cerradas para las den-
sidades:
La distribucio´n Normal: α = 2, µ ∼ N(m, 2σ2);
La distribucio´n de Cauchy: α = 1, β = 0, gµ(x) =
σ
pi[(x−m)2] + σ2 ;
La distribucio´n de Le´vy: α = 1/2, β = 1,
gµ(x) =
( σ
2pi
)1/2 1
(x−m)3/2 exp
[
− σ
2(x−m)
]
para x > m.
Notemos que en el caso que una variable aleatoria estable X sea sime´trica entonces su
funcio´n caracter´ıstica tendra´ la forma φX(ξ) = e
−σα|ξ|α , para 0 < α ≤ 2, y se dice que X
es sime´trica α-estable y se denota X ∼ SαS. La fo´rmula de las densidades SαS se puede
expresar en te´rminos de las funciones de Bessel y las presentamos con algu´n detalle en el
Cap´ıtulo 9.
Una caracter´ıstica esencial de las distribuciones estables es el orden de decaimiento
de las colas. El caso α = 2 es el u´nico en el cual las distribuciones de las colas tienen
decaimiento de orden exponencial. En cambio, si la variable aleatoria X es estable con
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ı´ndice 0 < α < 2 el decaimiento de las colas es de orden polinomial, dado por
l´ım
y→+∞
yαP (X > y) = Cα
1 + β
2
σα,
l´ım
y→−∞
yαP (X < y) = Cα
1− β
2
σα,
donde Cα es una constante mayor a 1. Cuando X ∼ SαS con 0 < α < 2 se conoce
adema´s el comportamiento asinto´tico de las densidades en el infinito, de orden tambie´n
polinomial, de acuerdo al siguiente resultado de Blumenthal y Getoor en [22].
Teorema 2.3. Sea X ∼ SαS con para´metros 0 < α < 2 y σ > 0, es decir, con funcio´n
caracter´ıstica de la forma φX(ξ) = e
−σα|ξ|α. Si g es su funcio´n de densidad entonces
l´ım
|x|→∞
|x|1+α g(x) = σαc
donde c es una constante positiva que depende so´lo de α.
2.3. Procesos de Le´vy estables y sime´tricos
Un proceso estoca´stico es una funcio´n de t ∈ [0,∞) valuada en las variables aleatorias
en un espacio de probabilidad fijo (Ω,F , P ). Se dice que un proceso estoca´stico X(t) es de
incrementos independientes si las variables aleatorias {X(t2k)−X(t2k−1) : k = 1, . . . , K}
son independientes para cualquier eleccio´n de instantes 0 ≤ t1 < t2 < . . . < t2K . Se dice
que el proceso es estacionario si la distribucio´n de X(t+ h)−X(t) es la misma que la de
X(h)−X(0) = X(h) (suponiendo que X(0) = 0) para todo t > 0.
Si 0 < α ≤ 2, un proceso de incrementos independientes y estacionario tal que la
funcio´n caracter´ıstica de las variables aleatorias X(t+h)−X(t) esta´ dada por e−ch|ξ|α se
llama un proceso de Le´vy sime´trico y estable de ı´ndice α. Ma´s precisamente,
E (ei(X(t+h)−X(t))ξ) = e−ch|ξ|α .
La existencia de tales procesos aleatorios puede hallarse en varios libros de probabilidad
y procesos estoca´sticos, citamos por ejemplo [62] o [20].
El caso α = 2 corresponde al proceso de Wiener, ya que e−ch|ξ|
2
es la transformada de
Fourier de la Gaussiana con varianza
√
2ch. Para el caso α = 1 la distribucio´n ba´sica del
proceso en dimensio´n 1 es la de Cauchy, dada por la densidad g(x) =
c
1 + x2
.
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La evolucio´n del proceso que, escrito de manera sencilla a trave´s de la transformada
de Fourier, se define por
û(ξ, t) = e−ct|ξ|
α
f̂(ξ)
satisface 
∂û
∂t
(ξ, t) = −c |ξ|α û(ξ, t)
û(ξ, 0) = f̂(ξ).
Escrito de otro modo, el problema anterior en el dominio antitransformado es
(PDF )

∂u
∂t
(x, t) = −c(−∆)α/2u(x, t), x ∈ Rn, t > 0
u(x, 0) = f(x), x ∈ Rn,
donde
(−∆)α/2v(x) =
ˆ
Rn
v(x)− v(y)
|x− y|n+α dy
y la integral debe ser entendida en el sentido de valor principal si α ∈ [1, 2] y la funcio´n
v es suave. En consecuencia, cuando el dato de borde f se encuentra en un espacio
adecuado, como ciertos subespacios del espacio de Schwartz (ver [1]), el ana´lisis de Fourier
nos proporciona la solucio´n de (PDF ) como la convolucio´n del dato con el nu´cleo Wαt
correspondiente a la densidad de la distribucio´n estable de funcio´n caracter´ıstica e−ct|ξ|
α
.
Es decir,
u(x, t) = Wαt ∗ f(x)
con
Wαt (x) = F−1
[
e−ct|·|
α
]
(x).
Aqu´ı F−1 simboliza la transformada de Fourier inversa.
En la primera parte de esta tesis consideramos los nu´cleos de tipo Weierstrass que
resuelven un problema parecido a (PDF ) en el contexto dia´dico y probamos que ellos
son l´ımites centrales para ciertos procesos de iteracio´n–molificacio´n.
2.4. Potencias fraccionarias del laplaciano como operadores de tipo
“Dirichlet to Neumann”
La definicio´n del operador laplaciano fraccionario (−∆)s, para 0 < s < 1, puede
realizarse por varios caminos a partir de la definicio´n del operador de Laplace ∆ =
n∑
i=1
∂2
∂x2i
y sus propiedades. Una primera definicio´n natural esta´ dada desde el ana´lisis de Fourier,
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la cual induce luego a una expresio´n por medio de una convolucio´n con un nu´cleo “super”
singular y nos permite detectar el cara´cter no local del operador. Una perspectiva distinta,
cuya generalizacio´n para s 6= 1
2
fue obtenida recientemente por Caffarelli y Silvestre en
[26], permite ver al laplaciano fraccionario como un operador que lleva una condicio´n
de borde de tipo Dirichlet en una condicio´n de tipo Neumann para un problema el´ıptico
degenerado en el semiespacio superior de una dimensio´n mayor. Repasaremos brevemente
las primeras dos definiciones y daremos una descripcio´n ma´s completa del u´ltimo enfoque,
precisando los dominios de definicio´n y propiedades ba´sicas.
Para 0 < s < 1, se define el laplaciano fraccionario (−∆)s como el operador cuya
transformada de Fourier verifica
(7) F ((−∆)sϕ) (ξ) = |ξ|2s ϕ̂(ξ),
para toda ϕ en el espacio de funciones suaves de decaimiento ra´pido de Schwartz S(Rn).
Al antitransformar, se obtiene la fo´rmula como valor principal
(8) (−∆)sϕ(x) = cn,s v.p.
ˆ
Rn
ϕ(x)− ϕ(y)
|x− y|n+2s dy,
donde cn,s es una constante de normalizacio´n que depende so´lo de la dimensio´n n y de
s. Observemos que, como ϕ ∈ C∞, cuando 0 < s < 1/2 no es necesario tomar valor
principal en la fo´rmula anterior. Esta formulacio´n integro-diferencial es la que permite
definir de manera natural operadores de diferenciacio´n fraccionaria en espacios me´tricos
ma´s generales, como generalizacio´n del laplaciano fraccionario.
Abordemos a continuacio´n la definicio´n del operador (−∆)s desde el punto de vista,
ma´s amplio, de las distribuciones, siguiendo las lineas trazadas en [56] y luego desarro-
lladas con ma´s detalle en [19]. Para esto, notemos en primer lugar que la aplicacio´n de
(−∆)s a una funcio´n ϕ ∈ S no devuelve una funcio´n de S, ya que la accio´n del multiplica-
dor |ξ|2s en la fo´rmula de la transformada de Fourier (7) introduce una singularidad en el
origen que se traduce en la pe´rdida del decaimiento ra´pido de (−∆)sϕ, aunque s´ı continu´a
siendo C∞. SeaMs el espacio de las funciones f ∈ C∞(Rn) tales que (1+ |x|n+2s)Dγf(x)
esta´ acotada para todo γ ∈ Nn0 . Consideramos enMs la topolog´ıa inducida por la familia
de seminormas ρm(f) = supx∈Rn,|γ|≤m
∣∣(1 + |x|n+2s)Dγf(x)∣∣, lo cual le da´ una estructura
de espacio de Frechet.
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Proposicio´n 2.4.
(a) El operador (−∆)s mapea S en Ms, continuamente.
(b) (−∆)s conmuta con derivaciones, es decir, (−∆)sDγϕ = Dγ(−∆)sϕ para todo
multi´ındice γ ∈ Nn0 .
Es posible luego extender la definicio´n del operador (−∆)s al espacioM′s por dualidad.
Es decir, dado T ∈M′s entonces (−∆)sT determina una distribucio´n en S ′ dada por
〈(−∆)sT, ϕ〉 = 〈T, (−∆)sϕ〉
para ϕ ∈ S. Notemos que cuando T ∈ S la igualdad se verifica, con lo cual esta definicio´n
es coherente con las anteriores. No obstante, suele ser de intere´s considerar dominios de
definicio´n de (−∆)s dados por subespacios funcionales deM′s de mayor extensio´n que S,
en particular, el espacio L1 con peso
Ls := L1loc ∩M′s =
{
f : Rn → R :
ˆ
Rn
|f(x)|
1 + |x|n+2s dx <∞
}
.
En estas condiciones puede verse que, bajo una hipo´tesis adicional de regularidad sobre
f , (−∆)sf es una funcio´n.
Proposicio´n 2.5. Sea f una funcio´n en Ls con regularidad C2s+ε (o C1,2s−1+ε si
s ≥ 1/2) para algu´n ε > 0 en un abierto Ω. Entonces, para s ∈ (0, 1), (−∆)sf es una
funcio´n continua en Ω y sus valores esta´n dados por la integral en (8).
El enfoque desde la teor´ıa de ecuaciones en derivadas parciales provee una definicio´n
expl´ıcita del laplaciano fraccionario mediante un me´todo de extensio´n, aportando ma´s
claridad sobre su naturaleza. Comencemos repasando el resultado ma´s cla´sico que permite
ver a la ra´ız cuadrada del laplaciano (−∆)1/2 como un operador de tipo “Dirichlet to
Neumann”. Consideremos el problema de Laplace en el semiespacio superior Rn+1+ =
{(x, y) : x ∈ Rn, y > 0} con una condicio´n de borde ϕ ∈ S
(P )
 ∆u(x, y) = 0, (x, y) ∈ Rn+1+u(x, 0) = ϕ(x), x ∈ Rn.
Una solucio´n puede expresarse en te´rminos del nu´cleo de Poisson P1(x) = cn(1+|x|2)−(n+1)/2
y sus reescalamientos (o molificaciones) Py(x) =
1
yn
P1(
x
y
) para y > 0, como la convolucio´n
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con el dato de borde, es decir, u(x, y) = Py ∗ ϕ(x). Definimos el operador T que mapea
una condicio´n de borde ϕ ∈ S del problema de Laplace en la derivada normal de la
solucio´n en la frontera −∂u
∂y
(·, 0), es decir, la condicio´n inicial de Neumann del problema.
Debido a que el laplaciano conmuta con derivaciones, entonces −∂u
∂y
(x, y) es solucio´n del
problema (P) con una condicio´n de borde de Dirichlet dada por −∂u
∂y
(x, 0). Luego, al
iterar T obtenemos
T 2ϕ(x) = T (Tϕ)(x) = T
(
−∂u
∂y
(·, 0)
)
(x) = − ∂
∂y
(
−∂u
∂y
)
(x, 0) =
∂2u
∂y2
(x, 0),
y como ∂
2u
∂y2
(x, 0) = −∆xu(x, 0) = −∆ϕ(x) se tiene que T 2 = −∆. Como adema´s −∆ es
un operador positivo, se concluye que T = (−∆)1/2.
La formulacio´n Dirichlet to Neumann introducida por Caffarelli y Silvestre para el
caso general considera una generalizacio´n del problema (y del operador) de Laplace en el
semiespacio superior dada por el siguiente problema de Dirichlet
(Pa)
 div(yagrad u(x, y)) = 0, (x, y) ∈ Rn+1+u(x, 0) = ϕ(x), x ∈ Rn
donde a ∈ (−1, 1). Introducen adema´s los nu´cleos de Poisson generalizados
P ay (x) = Cn,a
y1−a
(|x|2 + y2)n+1−a2 ,
donde Cn,a es una constante que hace que
´
Rn P
a
1 (x) dx = 1. Estos nu´cleos verifican las
siguientes propiedades.
Proposicio´n 2.6.
(a) div(yagrad P ay (x)) = 0 para todo a ∈ (−1, 1), donde los operadores divergencia y
gradiente se calculan en las dos variables (x, y) ∈ Rn+1+ ;
(b) P ay (x) =
1
yn
P a1 (
x
y
) para todo y > 0, y por lo tanto
´
Rn P
a
y (x) dx = 1;
(c) l´ımy→0+ P ay = δ0 en el sentido de las distribuciones de S ′(Rn).
En consecuencia, una solucio´n de (Pa) para ϕ ∈ S esta´ dada por u(x, y) = (P ay ∗
ϕ)(x). Ana´logamente al caso s = 1/2, el operador que lleva una condicio´n de borde de
Dirichlet ϕ ∈ S en una condicio´n de Neumann generalizada es el laplaciano fraccionario,
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precisamente
(9) l´ım
y→0+
−ya∂u
∂y
(x, y) = C(−∆)sϕ(x)
para s = 1−a
2
y C una constante que depende so´lo de n y de s.
Los siguientes resultados constituyen la extensio´n de (9) a funciones de Ls, en sentido
de´bil.
Proposicio´n 2.7. Sean ϕ ∈ S y u(x, y) = (P ay ∗ ϕ)(x). Entonces, si s = 1−a2 ,
(i) ya ∂u
∂y
(x, y) ∈Ms para todo y > 0,
(ii) l´ımy→0+ −ya ∂u∂y (·, y) = C(−∆)sϕ en la topolog´ıa de Ms.
Proposicio´n 2.8. Sea f ∈ Ls, 0 < s < 1.
(i) La convolucio´n (P ay ∗f)(x) esta´ bien definida para (x, y) ∈ Rn+1+ . Adema´s,
(
∂Pay
∂y
∗ f
)
(x)
define una distribucio´n en S ′(Rn) para todo y > 0.
(ii) Si u(x, y) = (P ay ∗ f)(x), entonces para toda ϕ ∈ S(Rn) se tiene que
l´ım
y→0+
〈
−ya∂u
∂y
, ϕ
〉
=
〈
C(−∆)sf, ϕ
〉
.
Estas propiedades permiten obtener varios resultados de regularidad para las solu-
ciones de problemas que involucran al laplaciano fraccionario, mediante te´cnicas bien
conocidas del ana´lisis local. Como por ejemplo desigualdades de tipo Harnack (ver [26])
y fo´rmulas del valor medio (ver [8] y [19]).
2.5. Difusio´n Fraccionaria Dia´dica
Resumimos en esta seccio´n los resultados de los trabajos [2] y [3], puesto que los
nu´cleos asociados a la representacio´n de las soluciones como operadores integrales actuan-
do sobre la condicio´n inicial son “el blanco” de nuestros procesos dia´dicos cuyo ana´lisis
iniciaremos en el pro´ximo cap´ıtulo.
En lo que sigue haremos uso de la distancia dia´dica δ asociada a un sistema D y de
las funciones de Haar H , introducidos en el cap´ıtulo precedente.
Consideramos primero el caso ma´s simple de R+ con la distancia δ(x, y) = ı´nf
{ |I| : x ∈
I, y ∈ I, I ∈ D}. Aqu´ı el operador de diferenciacio´n fraccionaria dia´dica de orden
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0 < s < 1 esta´ dado por
Dsdyf(x) =
ˆ
R+
f(x)− f(y)
δ(x, y)1+s
dy.
El problema de difusio´n asociado es
P (R+)

∂u
∂t
(x, t) = −Dsdyu(x, t), x ∈ R+, t > 0
u(x, 0) = u0(x), x ∈ R+
donde Dsdy actu´a sobre la variable espacial x para tiempo t fijo. La solucio´n de P (R+)
esta´ dada por
u(x, t) =
ˆ
R+
Wdy(x, y; t)u0(y) dy
donde el nu´cleo es
Wdy(x, y; t) =
∑
h∈H
e−bt|I(h)|
−s
h(x)h(y),
con b una constante que depende de s e I(h) es el soporte de la funcio´n de Haar h.
En el caso general de un espacio de tipo homoge´neo (X, d, µ) con un sistema dia´dico
D y otro de Haar H asociados, el operador, el problema y la solucio´n tienen el mismo
aspecto formal. Se considera, para 0 < s < 1,
(10) P (X)

∂u
∂t
(x, t) = −Dsdyu(x, t), x ∈ X, t > 0
u(x, 0) = u0(x), x ∈ X,
con
Dsdyf(x) =
ˆ
X
f(x)− f(y)
δ(x, y)1+s
dµ(y).
Nuevamente, la solucio´n esta´ dada por
u(x, t) =
ˆ
X
Wdy(x, y; t)u0(y) dy
con
Wdy(x, y; t) =
∑
h∈H
e−mhtµ(Q(h))
−s
h(x)h(y),
donde Q(h) es el cubo dia´dico en el que h esta´ basada y 0 < c1 ≤ mh = mQ(h) ≤ c2 <∞
para toda h ∈ H y algu´n par de constantes geome´tricas c1 y c2 que tambie´n dependen
de s. Un contexto no eucl´ıdeo simple e interesante para este caso general son algunos
fractales autosimilares, como el cuadrante de Sierpinski (Ejemplo 5). Consideramos estos
casos en el Cap´ıtulo 7.
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Uno de los propo´sitos centrales de esta tesis es determinar el cara´cter central de los
nu´cleos Wdy, o al menos detectar su cuenca de atraccio´n, para procesos ana´logos a los de
los teoremas de l´ımites centrales cla´sicos.

Cap´ıtulo 3
Nu´cleos de Markov dia´dicos en R+
Las sumas de variables aleatorias independientes se distribuyen de acuerdo a la con-
volucio´n de sus distribuciones individuales, y la transformada de Fourier diagonaliza a
los operadores de convolucio´n. Cuando el ana´lisis de Fourier trigonome´trico se sustituye
por el ana´lisis en wavelets de Haar, los operadores naturales que se diagonalizan en estas
bases son los inducidos por nu´cleos dia´dicos, que ya no son de convolucio´n.
En este cap´ıtulo introducimos los nu´cleos iniciales en nuestro proceso de iteracio´n–
molificacio´n, nos dedicamos a exponer varias representaciones y en particular considera-
mos su ana´lisis espectral en te´rminos de la base de Haar de R+. Como veremos, subfamilias
especiales de estos nu´cleos esta´n en la cuenca de los nu´cleos difusivos Wdy, introducidos
en la Seccio´n 2.5 del cap´ıtulo anterior, a trave´s de procesos de iteracio´n y molificacio´n
adecuados, mientras que en otros casos se obtendra´n aproximaciones a la identidad o
procesos disipativos.
3.1. El espacio R+ con la distancia dia´dica
Sea (R+, d,L ) el espacio me´trico de medida constituido por la semirrecta real no
negativa R+ = {x ≥ 0}, la distancia usual (eucl´ıdea) d y la medida de Lebesgue L . Este
espacio es completo y de tipo homoge´neo.
La familia usual de intervalos dia´dicos en R+ (ver Seccio´n 1.1) se define por
D =
{
Ijk =
[
k2−j, (k + 1)2−j
)
: j ∈ Z, k ∈ N0
}
,
donde el ı´ndice j indica el nivel del intervalo y k su posicio´n en cada nivel j. Las sub-
familias de intervalos dia´dicos Dj =
{
Ijk : k ∈ N0
}
constituyen una particio´n de R+ para
cada j ∈ Z. Estas particiones esta´n anidadas, en particular cada intervalo Ijk es unio´n
disjunta de los intervalos Ij+12k y I
j+1
2k+1. Observemos tambie´n que cada punto x ∈ R+
tendra´ asociada una u´nica sucesio´n encajada de intervalos dia´dicos que denotamos por
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Ix =
{
Ijx = I
j
k(x,j) : j ∈ Z
}
de manera que {x} = ⋂
j∈Z
Ijx, donde I
j
x denota al u´nico in-
tervalo en Dj que contiene a x, para cada j ∈ Z. Por ejemplo, I0 =
{
Ij0 : j ∈ Z
}
=
{[0, 2−j) : j ∈ Z}.
La familia D junto con la medida de Lebesgue inducen naturalmente una me´trica en
R+, que se denomina me´trica dia´dica y se define por
δ(x, y) = ı´nf{|I| : I ∈ D , x ∈ I, y ∈ I},
donde |E| indica la medida de Lebesgue del conjunto E. Es sencillo verificar que δ es en
efecto una distancia y, ma´s au´n, una ultra-me´trica, es decir, δ(x, z) 6 ma´x {δ(x, y), δ(y, z)}
para todo x, y, z ∈ R+.
Observemos que las me´tricas d y δ no son equivalentes. Por un lado, la me´trica dia´dica
acota superiormente a la me´trica eucl´ıdea, de hecho, si denotamos por I al conjunto de
todos los intervalos de extremos en R+ entonces D ⊂ I y para todo x, y ∈ R+ se tiene
que d(x, y) = ı´nf{|I| : I ∈ I, x ∈ I, y ∈ I} 6 ı´nf{|I| : I ∈ D , x ∈ I, y ∈ I} = δ(x, y). Por
otro lado, la razo´n entre las me´tricas puede ser infinitamente grande: para todo  ∈ (0, 1)
se tiene δ(1, 1− ) = 2 y d(1, 1− ) = .
Como el rango de δ es el conjunto D = {2j : j ∈ Z} ∪ {0}, la me´trica dia´dica no
resulta homoge´nea: dados j ∈ Z y c ∈ (2j, 2j+1) entonces cδ(0, 1) = 2c > 2j+1 = δ(0, c).
Sin embargo, se da´ la homogeneidad cuando el factor es una potencia de 2.
Lema 3.1. La distancia δ es dia´dicamente homoge´nea. Es decir, para todos x, y ∈ R+
y todo j ∈ Z se tiene que δ(2jx, 2jy) = 2jδ(x, y).
Demostracio´n. Sean x, y ∈ R+, x < y, e i ∈ Z. Sea Ijk = [k2−j, (k + 1)2−j) el
intervalo dia´dico ma´s chico al que pertenecen x e y. Luego, x ∈ Ij+12k = [2k2−j−1, (2k +
1)2−j−1) e y ∈ Ij+12k+1 = [(2k + 1)2−j−1, 2(k + 1)2−j−1). Observemos que, para Ijk ∈ D
e i ∈ Z, se tiene que 2iIjk = [k2i−j, (k + 1)2i−j) = Ij−ik . As´ı, 2ix ∈ 2iIj+12k = Ij−i+12k y
2iy ∈ 2iIj+12k+1 = Ij−i+12k+1 , y en consecuencia Ij−ik es el menor intervalo dia´dico que contiene
a 2ix y 2iy. Por lo tanto, δ(2ix, 2iy) = |Ij−ik | = |2iIjk| = 2iδ(x, y). 
Observemos que la topolog´ıa determinada por la distancia dia´dica, la topolog´ıa dia´di-
ca, τδ contiene estrictamente a la topolog´ıa eucl´ıdea τ . Se tiene adema´s que D es ba-
se de τδ, ya que las bolas dia´dicas (δ-bolas) son precisamente los intervalos dia´dicos.
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En efecto, dado x ∈ R+ y r > 0 existe j ∈ Z tal que 2−j < r 6 2−j+1 y entonces
Bδ(x, r) = {y ∈ R+ : δ(x, y) < r} = {y ∈ R+ : δ(x, y) 6 2−j} = Ijx. Cabe destacar que R+
pierde la propiedad de completitud cuando se considera la me´trica dia´dica.
El espacio (R+, δ,L ) es un espacio de tipo homoge´neo normal, no ato´mico y no
acotado. En efecto, dados x ∈ R+ y r > 0, tomando j ∈ Z tal que 2−j < r 6 2−j+1, se
sigue que 1
2
r 6 |Bδ(x, r)| = |Ijx| = 2−j < r. Luego, por el Lema 1.5 se tiene que
Lema 3.2. Sea ε > 0 fijo. Las siguientes estimaciones se satisfacen uniformemente
en x ∈ R+ y r > 0:
ˆ
Bδ(x,r)
dy
δ1−ε(x, y)
' rε,
ˆ
R+\Bδ(x,r)
dy
δ1+ε(x, y)
' r−ε.
En la Seccio´n 1.4 se define el sistema de Haar asociado a una familia dia´dica de Christ
en el contexto general de los espacios de tipo homoge´neo, aqu´ı repasaremos los conceptos
ba´sicos adaptando la notacio´n al contexto particular. En R+, el sistema de ond´ıculas o
wavelets de Haar es el conjunto de funciones simples de soporte compacto obtenido al
aplicar traslaciones y dilataciones dia´dicas a la ond´ıcula madre h(x) =χ[0, 1
2
)(x)−χ[ 1
2
,1)(x),
dado por
H =
{
hjk(x) = 2
j/2h(2jx− k) : j ∈ Z, k ∈ N0
}
.
La notacio´n hace referencia a la relacio´n de cada wavelet hjk con el (menor) intervalo
dia´dico que la soporta, que es Ijk. Nuevamente, el ı´ndice j indica el nivel o resolucio´n de
la onda y el ı´ndice k la posicio´n que esta ocupa a partir del origen en el nivel respectivo.
Por construccio´n, el conjunto de wavelets de Haar es una base ortonormal de L2(R+)
y resulta adema´s ser una base incondicional de Lp(R+) para 1 < p < ∞. Enunciamos
nuevamente el Teorema 1.10, con el lenguaje adaptado al contexto actual, que nos provee
de una caracterizacio´n de los espacios Lp(R+) a trave´s de las wavelets de Haar.
Teorema 3.3 (Wojtaszczyk [60]). Para cada 1 < p <∞ existen constantes C1 y C2
tales que
C1 ‖f‖p ≤
∥∥∥∥∥∥
(∑
h∈H
|〈f, h〉|2 |I(h)|−1χI(h)
)1/2∥∥∥∥∥∥
p
≤ C2 ‖f‖p
para toda funcio´n medible f .
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3.2. Nu´cleos de Markov dia´dicos. Representaciones y propiedades
Diremos que una funcio´n medible K : R+ × R+ → R es un nu´cleo de Markov si
toma valores no negativos y satisface
(11)
ˆ
R+
K(x, y) dy = 1 para todo x ∈ R+.
Por otra parte, decimos que un nu´cleo de dos variablesK(x, y) es dia´dico cuando depende
de la distancia dia´dica, es decir, δ(x, y) = δ(x′, y′) implica K(x, y) = K(x′, y′). Notemos
que un nu´cleo dia´dico es sime´trico. Denotaremos porK a la familia de nu´cleos de Markov
dia´dicos en R+ × R+.
Observemos que todo nu´cleo dia´dico K(x, y) esta´ determinado por un perfil ϕ : R+0 →
R, de manera que K = ϕ ◦ δ. Dado que la distancia dia´dica toma valores en el conjunto
D =
({2j : j ∈ Z}∪{0}), si consideramos perfiles ϕ con dominio en D la correspondencia
es biun´ıvoca. Se deduce de la expresio´n anterior que todo nu´cleo dia´dico es medible en el
espacio producto R+ × R+, dada la medibilidad de la distancia δ : R+ × R+ → D. Para
ver esto u´ltimo, basta con chequear que los conjuntos δ−1({2j}) y δ−1({0}) son medibles.
En efecto, como los hijos de cada Ijk ∈ Dj son los intervalos Ij+12k y Ij+12k+1, se tiene que
δ−1({2−j}) = {(x, y) : δ(x, y) = 2−j} = ⋃
k∈N0
[
(Ij+12k × Ij+12k+1) ∪ (Ij+12k+1 × Ij+12k )
]
,
que es medible en R+ ×R+ por ser una unio´n numerable de recta´ngulos. Por otra parte,
δ−1({0}) = {(x, x) : x ∈ R+} que es medible de medida nula.
Sea K un nu´cleo en la clase K . Denotando a los conjuntos de nivel 2j de δ por
L(2j) = δ−1({2j}) y a la diagonal ∆ = {(x, x) : x ∈ R+} se tiene una particio´n de
R+ × R+ dada por la unio´n disjunta ⋃
j∈Z
L(2j) ∪ ∆. Como el nu´cleo K toma un valor
constante en cada conjunto de nivel L(2j), que denotamos kj := ϕ(2
j), al igual que en
la diagonal, que denotamos k∞ := ϕ(0), entonces K esta´ un´ıvocamente determinado por
los coeficientes (kj : j ∈ Z ∪ {∞}) en la forma
K(x, y) =
∑
j∈Z
kjχL(2j)(x, y) + k∞χ∆(x, y).
Dado que el valor de K en la diagonal ∆ no influye en la definicio´n del operador
integral asociado, en adelante supondremos, sin perdida de generalidad, que K se anula
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en ∆, y el nu´cleo quedara´ representado por los coeficientes (kj : j ∈ Z) por la fo´rmula
(12) K(x, y) =
∑
j∈Z
kjχL(2j)(x, y).
Por u´ltimo, al tomar en consideracio´n la propiedad de Markov, para todo x ∈ R+
tenemos que
1 =
ˆ
R+
K(x, y)dy =
ˆ
R+
∑
j∈Z
kjχL(2j)(x, y)dy =
∑
j∈Z
kj
ˆ
R+
χL(2j)(x, y)dy,
y dado que χL(2j)(x, y) = χ{2j}(δ(x, y)) = I
−j
x \I−j+1x , entonces∑
j∈Z
kj2
j−1 = 1.
El siguiente lema consigna dos formas adicionales de representar a los nu´cleos en la
clase K , las cuales nos resultara´n de utilidad para los ca´lculos que realizaremos ma´s
adelante, junto con las equivalencias entre las distintas representaciones de un mismo
nu´cleo.
Lema 3.4 (Representaciones de los nu´cleos de K ). Equivalen:
1) K ∈ K ;
2) existe (kj : j ∈ Z) ⊂ R tal que
(k1) kj ≥ 0 para todo j ∈ Z,
(k2)
∑
j∈Z 2
j−1kj = 1
y K(x, y) =
∑
j∈Z
kjχL(2j)(x, y);
3) existe (αj : j ∈ Z) ⊂ R tal que
(α1) {αj} ∈ `1(Z),
(α2)
∑
l6j αl2
l ≥ 0 para todo j ∈ Z,
(α3)
∑
j∈Z αj = 1
y K(x, y) =
∑
j∈Z
αj2
jχ(0,2−j ](δ(x, y));
4) existe (Λj : j ∈ Z) ⊂ R tal que
(Λ1) Λj → 1 cuando j → −∞,
(Λ2) Λj → 0 cuando j → +∞,
(Λ3)
∑
l<j 2
lΛl ≥ 2jΛj para todo j ∈ Z,
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y K(x, y) =
∑
j∈Z
Λj2
j
(
2χ(0,2−j−1] − χ(0,2−j ]
)
◦ δ(x, y).
Ma´s au´n, las representaciones anteriores asociadas a un nu´cleo K ∈ K esta´n relaciona-
das por las siguientes fo´rmulas
αj = 2
−j(k−j − k−j+1)
Λj =
1
2
(
−k−j2−j +
∑
l<−j kl2
l
)
kj =
∑
l>j 2
−lα−l
Λj =
∑
l>j αl
kj = −2−jΛ−j +
∑
l>j 2
−lΛ−l
αj = Λj−1 − Λj.
Demostracio´n. Hemos probado que (1) implica (2) antes del enunciado del teorema.
Veamos que a partir de (2) se obtiene (1). El nu´cleo K(x, y) =
∑
j∈Z kjχL(2j)(x, y)
toma el valor cero en la diagonal ∆ y el valor kj en el conjunto de nivel L(2
j) para
cada j ∈ Z, con lo cual K es dia´dico. Por (k1) resulta no negativo y por (k2) cumple la
propiedad de Markov. En efecto, por el teorema de convergencia mono´tona tenemos que,
para cada x ∈ R+,
ˆ
R+
K(x, y)dy =
ˆ
R+
∑
j∈Z
kjχL(2j)(x, y)dy =
∑
j∈Z
kj
ˆ
R+
χL(2j)(x, y)dy =
∑
j∈Z
kj2
j−1 = 1.
Para ver que (3) implica (1), notemos que si δ(x, y) = 2−j entonces K(x, y) =∑
l6j αl2
l, que resulta finito por (α1) y no negativo por (α2). Adema´s, por (α3) se tiene
que
ˆ
R+
K(x, y)dy =
ˆ
R+
∑
j∈Z
αj2
jχ(0,2−j ](δ(x, y))dy =
∑
j∈Z
αj2
j
ˆ
R+
χ(0,2−j ](δ(x, y))dy
=
∑
j∈Z
αj2
j
ˆ
R+
χIjx(y)dy =
∑
j∈Z
αj = 1,
donde fue posible utilizar Fubini gracias a (α1), ya que∑
j∈Z
ˆ
R+
|αj|2jχ(0,2−j ](δ(x, y))dy =
∑
j∈Z
|αj| <∞.
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Probemos luego que (2) implica (3). Por (k2), tenemos que
∑
j>j0 kj es sumable para
todo j0 ∈ Z y entonces, para cada (x, y) ∈ R+ × R+,
K(x, y) =
∑
j∈Z
kjχL(2j)(x, y) =
∑
j∈Z
kjχ(0,2j ]\(0,2j−1](δ(x, y))
=
∑
j∈Z
kj
(
χ(0,2j ](δ(x, y))− χ(0,2j−1](δ(x, y))
)
=
∑
j∈Z
kjχ(0,2j ](δ(x, y))−
∑
j∈Z
kj+1χ(0,2j ](δ(x, y))
=
∑
j∈Z
(kj − kj+1)χ(0,2j ](δ(x, y))
=
∑
j∈Z
(
k−j − k−j+1
2j
)
2jχ(0,2−j ](δ(x, y)).
Definiendo αj := 2
−j(k−j − k−j+1) para todo j ∈ Z, por (k1) y (k2) se tiene que
(13)
∑
j∈Z
|αj| ≤
∑
j∈Z
2−j(k−j + k−j+1) = 2
∑
j∈Z
2−j−1k−j +
∑
j∈Z
2−jk−j+1 = 2 + 1 = 3,
con lo cual {αj} ∈ `1(Z). Si δ(x, y) = 2−j entonces kj = K(x, y) =
∑
l6j αl2
l, que es no
negativo a causa de (k1). Luego vale (α2). Veamos que la propiedad de Markov implica
(α3). En efecto, por Fubini,
1 =
ˆ
R+
K(x, y)dy =
ˆ
R+
∑
j∈Z
αj2
jχ(0,2−j ](δ(x, y))dy
=
∑
j∈Z
αj2
j
ˆ
R+
χ(0,2−j ](δ(x, y))dy
=
∑
j∈Z
αj.
Veamos ahora que (3) implica (4). Sea (αj : j ∈ Z) una sucesio´n que verifica (α1), (α2)
y (α3) y K el nu´cleo asociado. Definamos Λj :=
∑
l>j αl para cada j entero. Luego (Λ1)
y (Λ2) son consecuencia de (α1) y (α3). Por (α1) tenemos adema´s que {Λj} ∈ l∞, con lo
cual
∑
l6j Λl2
l es sumable para todo j ∈ Z. Dado que αl = Λl−1−Λl, para x, y ∈ R+ con
δ(x, y) = 2−j vale
K(x, y) =
∑
l∈Z
αl2
lχ(0,2−l](δ(x, y)) =
∑
l6j
αl2
l
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=
∑
l6j
(Λl−1 − Λl) 2l
=
∑
l6j
Λl−12l −
∑
l6j
Λl2
l
= 2
∑
l<j
Λl2
l −
∑
l6j
Λl2
l
= 2
∑
l∈Z
Λl2
lχ(0,2−l−1] ◦ δ(x, y)−
∑
l∈Z
Λl2
lχ(0,2−l] ◦ δ(x, y)
=
∑
l∈Z
Λl2
l
(
2χ(0,2−l−1] − χ(0,2−l]
)
◦ δ(x, y).
En vistas de los ca´lculos anteriores y (α2), tenemos que
0 ≤
∑
l6j
αl2
l = 2
∑
l<j
Λl2
l −
∑
l6j
Λl2
l =
∑
l<j
Λl2
l − Λj2j,
con lo cual se satisface (Λ3).
Para finalizar, basta con probar que (4) implica (1). Sea (Λj : j ∈ Z) ⊂ R que verifica
(Λ1), (Λ2) y (Λ3), y el nu´cleo asociado K(x, y) =
∑
j∈Z Λj2
j
(
2χ(0,2−j−1] − χ(0,2−j ]
)
◦
δ(x, y). Por (Λ1) y (Λ2) tenemos que {Λj} ∈ l∞, con lo cual K esta´ bien definido. Sean
x, y ∈ R+ con δ(x, y) = 2−j. Entonces, por (Λ3), K(x, y) = 2∑l<j Λl2l −∑l6j Λl2l =∑
l<j Λl2
l − Λj2j ≥ 0. Veamos por u´ltimo que K satisface la propiedad de Markov. En
efecto,
ˆ
R+
K(x, y)dy =
ˆ
R+
∑
j∈Z
(Λj−1 − Λj) 2jχ(0,2−j ](δ(x, y))dy
=
∑
j∈Z
(Λj−1 − Λj) 2j
ˆ
R+
χ(0,2−j ](δ(x, y))dy
=
∑
j∈Z
(Λj−1 − Λj)
= l´ım
J→+∞
J∑
j=−J
(Λj−1 − Λj)
= l´ım
J→+∞
(Λ−J−1 − ΛJ)
= 1,
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donde para calcular el u´ltimo l´ımite se utilizo´ (Λ1) y (Λ2) y en la segunda igualdad
aplicamos el teorema de Fubini-Tonelli, aunque no es inmediato comprobar que esto
u´ltimo efectivamente es posible. Para ello definamos los coeficientes qj :=
∑
l<j Λl2
l−j.
Por (Λ3), qj ≥ Λj para todo j ∈ Z y luego
qj+1 =
∑
l<j+1
Λl2
l−j−1 = 1
2
(qj + Λj) ≤ 12 (qj + qj) = qj,
es decir que la sucesio´n {qj} es decreciente. Como qj =
∑
m>0 Λ−m+j2
−m, por (Λ1) se
tiene que l´ımj→−∞ qj = 1 y por (Λ2) obtenemos que l´ımj→+∞ qj = 0. Luego,
∑
j∈Z
(qj − qj+1) = l´ım
J→+∞
J∑
j=−J
(qj − qj+1) = l´ım
J→+∞
(q−J − qJ+1) = 1.
Notemos adema´s que 0 ≤ qj − Λj = 2
(
qj − 12 (qj + Λj)
)
= 2 (qj − qj+1). Por lo tanto∑
j∈Z
|Λj−1 − Λj| =
∑
j∈Z
|Λj+1 − Λj|
≤
∑
j∈Z
|Λj+1 − qj+1|+
∑
j∈Z
|qj+1 − qj|+
∑
j∈Z
|qj − Λj|
= 2
∑
j∈Z
(qj+1 − qj+2) +
∑
j∈Z
(qj − qj+1) + 2
∑
j∈Z
(qj − qj+1)
= 5,
lo cual comprueba que vale Fubini. 
La representacio´n de un nu´cleo K ∈ K dada en el ı´tem (2) del Lema 3.4 expone los
valores que toma K en los conjuntos de nivel respecto a la distancia dia´dica. En cambio,
en el inciso (3) el nu´cleo es representado a trave´s de los coeficientes que registran las
diferencias entre los valores que toma K en niveles dia´dicos consecutivos, ponderadas
(normalizadas) de acuerdo al taman˜o del nivel respectivo. Por u´ltimo, la representacio´n
del punto (4) esta´ dada, como veremos ma´s adelante, a trave´s de los autovalores del ope-
rador integral determinado por el nu´cleo K respecto al sistema de Haar H . El siguiente
lema ensen˜a otra representacio´n u´til de los nu´cleos de K por medio del sistema de Haar
H y las sucesiones {Λj : j ∈ Z}.
44 Nu´cleos de Markov dia´dicos en R+
Lema 3.5. Sea K ∈ K determinado por una sucesio´n ΛZ = {Λj : j ∈ Z} que verifique
las condiciones (Λ1), (Λ2) y (Λ3). Entonces, para x 6= y,
(14) K(x, y) =
∑
h∈H
Λj(h)h(x)h(y).
Demostracio´n. Sean x, y ∈ R+, x 6= y. Entonces δ(x, y) = 2−j para algu´n j ∈ Z. Es
decir, existe un intervalo I ∈ Dj con hijos Ix, Iy ∈ Dj+1 tal que x ∈ Ix e y ∈ Iy. Notemos
que el producto h(x)h(y) sera´ distinto de cero cuando ambos te´rminos no se anulen, lo
cual ocurre so´lo en las wavelets h con soporte en intervalos dia´dicos que contengan a I,
es decir, en {Im ∈ Dj−m : I ⊂ Im, m > 0}. Observemos adema´s que, para m > 0 y hm
la wavelet soportada en Im, se tiene que hm(x)hm(y) = 2
j−m, y para m = 0 se tiene que
h0(x)h0(y) = −2j. Luego,∑
h∈H
Λj(h)h(x)h(y) =
∑
m>0
Λj−mhm(x)hm(y)
= −2jΛj +
∑
m>0
Λj−m2j−m
= −2jΛj +
∑
l>−j
Λ−l2−l
= k−j
= K(x, y),
donde en la penu´ltima igualdad se utilizo´ la fo´rmula de transformacio´n que vincula a la
sucesio´n {Λj} con la sucesio´n {kj}, expuesta en el lema anterior. 
A continuacio´n, se prueban algunas estimaciones para los coeficientes de las represen-
taciones de los nu´cleos de K . Utilizaremos la notacio´n α+ y α− para las partes positiva
y negativa de la sucesio´n α respectivamente, es decir, en te´rminos de las componentes se
define
α+j =
 αj si αj > 00 si no , α−j =
 −αj si αj < 00 si no .
Proposicio´n 3.6.
(1)
∑
j∈Z α
+
j 6 2;
(2)
∑
j∈Z α
−
j 6 1;
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(3) sup
j∈Z
Λj = 1;
(4) ı´nf
j∈Z
Λj > −1.
Demostracio´n. (1) y (2) son consecuencia de (13) y de la condicio´n (α3) en el
Lema 3.4.
Veamos (3). Por el Lema 3.4.(4), {Λj} ∈ `∞ y pueden darse dos casos: o bien el 1
es una as´ıntota superior, con lo cual se cumple la propiedad, o {Λj} alcanza un valor
ma´ximo mayor o igual a 1. Si se da este u´ltimo caso, sea j0 ∈ Z un ı´ndice cualquiera
donde ocurre el ma´ximo, y supongamos Λj0 > 1. Entonces, como Λj0 > Λl para todo
l ∈ Z, ∑
l<j0
Λl2
l 6
∑
l<j0
Λj02
l = Λj02
j0 .
Dado que de la condicio´n (Λ3) resulta la desigualdad opuesta, se tiene entonces que∑
l<j0
Λl2
l = Λj02
j0 .
En consecuencia, debe ser Λj0 = Λl para todo l 6 j0, pero esto contradice (Λ1).
Finalmente, para probar (4) supongamos existe j0 ∈ Z tal que Λ(j0) < −1. Entonces,
por (Λ3),
Λj0+1 6
∑
l<j0+1
2l−(j0+1)Λl
= 2−1
(
Λj0 +
∑
l<j0
2l−j0Λl
)
6 2−1 (Λj0 + 1) ,
donde en la u´ltima desigualdad se uso´ el ı´tem (3) anterior. Inductivamente, si k0 ∈ N y
Λj0+k 6 2−1 (Λj0 + 1) para todo 1 6 k 6 k0, entonces
Λj0+k0+1 6
∑
l<j0+k0+1
2l−(j0+k0+1)Λl
= 2−k0−1
(
j0+k0∑
l=j0
2l−j0Λl +
∑
l<j0
2l−j0Λl
)
= 2−k0−1
(
k0∑
l=1
2lΛj0+1 + Λj0 +
∑
l<j0
2l−j0Λl
)
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6 2−k0−1
(
k0∑
l=1
2l−1 (Λj0 + 1) + Λj0 +
∑
l<j0
2l−j0
)
= 2−k0−1
((
2k0 − 1) (Λj0 + 1) + Λj0 + 1)
= 2−1 (Λj0 + 1) .
Por lo tanto, Λj0+k 6 2−1 (Λj0 + 1) < 0 para todo k ∈ N. Pero esto contradice la propiedad
(Λ2). 
Ejemplo 6. Un caso donde se alcanzan los valores extremos precisados en la propo-
sicio´n anterior es el de los nu´cleos determinados por un perfil que sea la funcio´n carac-
ter´ıstica normalizada de un intervalo de la forma [2−J , 2−J+1), para J ∈ Z. Precisamente,
sea K(x, y) = 2J+1χ[2−J ,2−J+1)
(
δ(x, y)
)
= 2J+1χL(2−J )(x, y). As´ı, las sucesiones de coefi-
cientes que representan al nu´cleo K esta´n dadas por kj = 2
J+1δ−Jj , αj = 2δ
J
j − δJ+1j y
Λj = χ(−∞,J)(j)− δJj , donde δij denota la delta de Kronecker.
De manera ma´s general, puede demostrarse la siguiente propiedad para nu´cleos dia´di-
cos integrables.
Proposicio´n 3.7. Sea K un nu´cleo definido a trave´s de una lista de coeficientes {αj}
como en el ı´tem (3) del Lema 3.4, pero que no necesariamente satisface la condicio´n (α3).
Entonces,
∑
l6j α
+
l ≥ 2
∑
l6j α
−
l para todo j ∈ Z.
3.3. Operadores markovianos dia´dicos. Ana´lisis espectral
Comenzamos esta seccio´n estudiando la buena definicio´n en los espacios de Lebesgue
de los operadores inducidos por nu´cleos de Markov dia´dicos.
Definicio´n 3.1. Se define el operador integral T asociado a un nu´cleo K ∈ K por
su accio´n sobre funciones medibles f : R+ → R a trave´s de la fo´rmula
(15) Tf(x) =
ˆ
R+
K(x, y)f(y) dy,
siempre que la integral este´ bien definida en casi todo x ∈ R+.
Escribiendo a la funcio´n medible f como la suma de sus partes positiva y negati-
va, f = f+ − f−, por definicio´n Tf(x) = ´R+ K(x, y)f(y)dy =
´
R+ K(x, y)f
+(y)dy −
3.3 Operadores markovianos dia´dicos. Ana´lisis espectral 47
´
R+ K(x, y)f
−(y)dy = Tf+(x)−Tf−(x), con lo cual Tf estara´ bien definido siempre que
Tf+ y Tf− no sean simulta´neamente infinitas en casi todo punto, admitiendo as´ı que
tome valores en la recta extendida.
Lema 3.8. Sea K ∈ K , T el operador integral asociado y f : R+ → R una funcio´n
medible. Si Tf esta´ bien definido en casi todo punto entonces es medible en R+.
Demostracio´n. Si f es medible en R+ entonces la funcio´n K(x, y)f(y) es medible
en R+ × R+, puesto que el nu´cleo K(x, y) lo es. As´ı tambie´n, para cada x ∈ R+ fijo,
K(x, y)f(y) es medible en R+ como funcio´n de y.
Para f medible no negativa se tiene entonces que K(x, y)f(y) es una funcio´n no
negativa y medible en R+ para cada x ∈ R+ fijo, y por lo tanto Tf esta´ bien definida
en todo punto. Luego, por el Teorema A.3 de Tonelli, Tf es medible en R+. Entonces
para toda funcio´n medible f = f+ − f− se tiene que Tf+ y Tf− son medibles. En
consecuencia, si f es una funcio´n medible y Tf esta´ bien definido, es decir, si la expresio´n
Tf = Tf+−Tf− tiene sentido en casi todo punto, se sigue que Tf es medible en R+ por
ser suma de funciones medibles. 
Lema 3.9. Sea K ∈ K , T el operador integral asociado y f ∈ Lp(R+), 1 6 p 6 ∞.
Entonces
1. Tf es finito en todo punto de Lebesgue de f ;
2. ‖Tf‖p ≤ ‖f‖p;
3. si f > 0 entonces Tf es semicontinua inferiormente respecto a δ;
4. si f > 0 entonces Tf es “casi” semicontinua inferiormente respecto a la distancia
eucl´ıdea d. Es decir, para todo λ > 0 existen conjuntos Gλ d-abierto y Zλ ⊂ D
(de medida cero) tal que {x : Tf(x) > λ} = Gλ ∪ Zλ.
Demostracio´n. (1.) Sea f ≥ 0. Por el Teorema A.1 de Convergencia Mono´tona,
ˆ
R+
K(x, y)f(y) dy =
∑
j∈Z
kj
ˆ
δ(x,y)=2j
f(y) dy
para todo x ∈ R+.
Sea x un punto de Lebesgue de f , x ∈ L (f) (Ape´ndice, Definicio´n A.1). Entonces
1
|{y : δ(x, y) = 2j}|
ˆ
δ(x,y)=2j
|f(y)− f(x)| dy
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≤ |B(x, 2
j)|
|{y : δ(x, y) = 2j}|
1
|B(x, 2j)|
ˆ
B(x,2j)
|f(y)− f(x)| dy
≤ 4 1|B(x, 2j)|
ˆ
B(x,2j)
|f(y)− f(x)| dy
−−−−→
j→−∞
0.
Luego, existe j0 ∈ Z tal que para todo j ≤ j0,
1
2j−1
ˆ
δ(x,y)=2j
f(y) dy ≤ f(x) + 1,
y por lo tanto
ˆ
R+
K(x, y)f(y) dy =
∑
j6j0
kj
ˆ
δ(x,y)=2j
f(y) dy +
∑
j>j0
kj
ˆ
δ(x,y)=2j
f(y) dy
≤ (f(x) + 1)
∑
j6j0
kj2
j−1 +
∑
j>j0
kj
ˆ
δ(x,y)=2j
f(y) dy.
Dado que f ∈ Lp (1 6 p 6 +∞), por la desigualdad de Ho¨lder (A.11) se tiene que, para
todo j > j0,
ˆ
δ(x,y)=2j
f(y) dy ≤ 2 j−1p′ ‖f‖p ≤ 2−
j−1
p 2j−1 ‖f‖p ≤ 2−
j0
p 2j−1 ‖f‖p .
Reemplazando esto u´ltimo en la desigualdad anterior obtenemos que, para f ≥ 0 y
x ∈ L (f),
Tf(x) =
ˆ
R+
K(x, y)f(y) dy ≤ (f(x) + 1)
∑
j6j0
kj2
j−1 +
∑
j>j0
kj2
j−12−
j0
p ‖f‖p
≤ ma´x
{
f(x) + 1, 2−
j0
p ‖f‖p
}∑
j∈Z
kj2
j−1
< +∞.
Si f ∈ Lp(R+), 1 6 p 6 ∞, es una funcio´n no necesariamente no negativa entonces
|f | ∈ Lp(R+) y luego T |f | (x) < +∞ para todo x ∈ L (f). La prueba se completa con la
observacio´n de que Tf(x) 6=∞ si y so´lo si T |f | (x) < +∞.
(2.) Sea f ∈ Lp(R+), 1 < p < ∞. Aplicando la desigualdad de Ho¨lder en los puntos
donde Tf esta´ bien definida se tiene que
|Tf(x)|p ≤
(ˆ
R+
K(x, y) |f(y)| dy
)p
=
(ˆ
R+
K(x, y)
1
p′K(x, y)
1
p |f(y)| dy
)p
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≤
(ˆ
R+
K(x, y)dy
) p
p′
(ˆ
R+
K(x, y) |f(y)|p dy
)
=
ˆ
R+
K(x, y) |f(y)|p dy.
Por lo tanto,
‖Tf‖pp =
ˆ
R+
|Tf(x)|p dx ≤
ˆ
x∈R+
ˆ
y∈R+
K(x, y) |f(y)|p dy dx
=
ˆ
y∈R+
(ˆ
x∈R+
K(x, y)dx
)
|f(y)|p dy = ‖f‖pp .
Cuando p = 1 y cuando p = ∞ este resultado se sigue directamente dado que K es un
nu´cleo de Markov.
(3.) Sean, para N ∈ N, los nu´cleos
KN(x, y) =
 K(x, y) si K(x, y) 6 N,N si K(x, y) > N,
y TKNf(·) =
´
R+ KN(·, y)f(y)dy los operadores integrales asociados. Veamos que TKNf
es Ho¨lder continua respecto a δ, para toda f ∈ Lp(R+), 1 < p 6∞, y para todo N ∈ N.
En efecto, dados x, x′ ∈ R+ y denotando por I(x, x′) al menor intervalo dia´dico que
contiene a x y x′, como δ(x, y) = δ(x′, y) para todo y fuera de I(x, x′), tenemos que
|TKNf(x)− TKNf(x′)| =
∣∣∣∣ˆ
R+
(KN(x, y)−KN(x′, y)) f(y)dy
∣∣∣∣
≤
ˆ
δ(x,y)6δ(x,x′)
|KN(x, y)−KN(x′, y)| |f(y)| dy
≤ N
ˆ
I(x,x′)
|f(y)| dy
≤ N ‖f‖p
∥∥∥χI(x,x′)∥∥∥
p′
= N ‖f‖p |I(x, x′)|1/p
′
= N ‖f‖p δ(x, x′)1/p
′
.
Obtuvimos entonces que TKNf es Lipschitz de orden 1/p
′ (continua Ho¨lder) respecto a
δ, lo cual implica la δ-continuidad.
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Si f ∈ L1(R+),
|TKNf(x)− TKNf(x′)| ≤ N
ˆ
I(x,x′)
|f(y)| dy
y la expresio´n de la derecha tiende a cero cuando δ(x, x′) va a cero, por la absoluta con-
tinuidad de la integral. Esto es, TKNf es uniformemente δ-continua cuando f ∈ L1(R+),
para todo N ∈ N.
Notemos luego que, para f ∈ Lp(R+), 1 6 p 6 ∞, y no negativa se tiene que
Tf(x) =
´
R+ K(x, y)f(y)dy = l´ımN→∞
´
R+ KN(x, y)f(y)dy = sup
N∈N
´
R+ KN(x, y)f(y)dy en
casi todo x ∈ R+. Por lo tanto, dado λ ∈ R,
{x : Tf(x) > λ} =
⋃
N∈N
{x : TKNf(x) > λ}.
Por la δ-continuidad de las TKNf , los conjuntos en la unio´n son δ-abiertos y en conse-
cuencia tambie´n lo es la unio´n.
(4.) Recordemos que todo x ∈ R+ tiene asociada una (u´nica) sucesio´n de intervalos
dia´dicos Ix = {Ijx : j ∈ Z} tal que {x} =
⋂
j∈Z I
j
x, con lo que Ix constituye un encaje de
intervalos. Notemos luego que para x fuera de D = {2j : j ∈ Z} ∪ {0}, los extremos de
los intervalos de la sucesio´n Ix convergen por izquierda y derecha a x cuando j → +∞
pero no toman nunca el valor x. Por lo tanto, para tales x, d(x, x′) = |x− x′| → 0
implica δ(x, x′) → 0. En consecuencia, la δ-continuidad de las TKNf en R+\D implica
la d-continuidad en dicho conjunto. Luego, para todo λ > 0 y N ∈ N, el conjunto
{x ∈ R+\D : TKNf(x) > λ} es d-abierto. Llamando ZNλ al conjunto de los x ∈ D tales
que TKNf(x) > λ, tenemos entonces que
{x : Tf(x) > λ} =
⋃
N∈N
({x ∈ R+\D : TKNf(x) > λ} ∪ ZNλ ) .
Denominando Gλ =
⋃
N∈N
{x ∈ R+\D : TKNf(x) > λ} y Zλ =
⋃
N∈N
ZNλ , se sigue el resultado.
Es posible obtener (4.) de una forma un tanto ma´s directa al comparar las topolog´ıas
determinadas por ambas me´tricas. En efecto, como todo conjunto δ-abierto es unio´n de
δ-bolas (que son intervalos en D) y cada intervalo dia´dico es la unio´n de un intervalo d-
abierto con uno de sus extremos (que es un punto de D) entonces cada conjunto δ-abierto
es una unio´n de d-bolas junto con un subconjunto de D. 
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Como consecuencia directa de los Lemas 3.8 y 3.9.(1), junto con el Teorema A.15 de
diferenciacio´n de Lebesgue, se tiene el siguiente corolario.
Corolario 3.10. Sea K ∈ K y T el operador integral asociado. Entonces Tf es
medible en R+ para toda f ∈ ⋃
16p6∞
Lp(R+).
El pro´ximo resultado sera´ fundamental en nuestro estudio, pues provee la representa-
cio´n espectral de los operadores con nu´cleo en K en te´rminos del sistema de Haar.
Teorema 3.11. Sea K ∈ K y T el operador asociado. Entonces
Th = λ(h)h
para toda h en H , con λ(h) = Λj(h) =
∑
j>j(h) αj.
Demostracio´n. Sea K ∈ K y T el operador integral asociado. Sean h ∈ H ,
I = I(h) el intervalo dia´dico que soporta a h y j = j(h) = j(I). Consideremos primero
el caso x ∈ I ′, con I ′ un hijo de I. Luego, siendo {I lx} la sucesio´n de intervalos dia´dicos
encajados que contienen a x, se tiene que I ∩ I lx = I si l ≤ j, e I ∩ I lx = I lx si l > j.
Notemos adema´s que h es constante en I ′, es decir, h(y) = h(x) para todo y ∈ I ′, y que´
I
h(y)dy = 0. Escribiendo al nu´cleo K en su representacio´n en diferencias ponderadas
(Lema 3.4.(3)), teniendo en cuenta (α1) para intercambiar la integral y la sumatoria,
obtenemos que
Th(x) =
ˆ
R+
K(x, y)h(y)dy
=
ˆ
R+
∑
l∈Z
αl2
lχ(0,2−l](δ(x, y))h(y)dy
=
∑
l∈Z
αl2
l
ˆ
R+
χ(0,2−l](δ(x, y))h(y)dy
=
∑
l∈Z
αl2
l
ˆ
I∩Ilx
h(y)dy
=
∑
l>j
αl2
l
ˆ
Ilx
h(y)dy
=
∑
l>j
αl2
lh(x)
∣∣I lx∣∣
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= h(x)
∑
l>j
αl.
Por otro lado, si x /∈ I entonces K(x, y) es constante para y ∈ I, y como ´
I
h = 0 entonces
Th(x) = 0 = h(x). 
Dado que los valores del espectro respecto al sistema de Haar relativos a un nu´cleo de
K dependen so´lo de los niveles de las wavelets y esta´n dados, precisamente, por la lista
{Λj : j ∈ Z} definida en el Lema 3.4, de aqu´ı en adelante utilizaremos indistintamente
una de las notaciones λ(H ), λ(Z), λZ o ΛZ para referirnos a tal conjunto de autovalores.
Concluimos, en consecuencia, que el espectro respecto al sistema de Haar del operador
integral determinado por un nu´cleo en K caracteriza completamente al nu´cleo, en la
forma indicada en el ı´tem (4) del Lema 3.4.
Cap´ıtulo 4
Estabilidad de Nu´cleos de Markov dia´dicos en R+
En el Cap´ıtulo 2 hemos considerado el concepto de estabilidad de distribuciones con
colas pesadas que, en cierto sentido, resulta un sustituto natural de la varianza en procesos
poco localizados. El propo´sito de este cap´ıtulo es explorar el concepto de estabilidad para
los nu´cleos introducidos en el Cap´ıtulo 3, que jugara´ un papel clave en nuestros resultados.
Por otra parte, se definen las operaciones de iteracio´n y molificacio´n dia´dica y se estudian
sus propiedades fundamentales. En particular, se observa la invariancia de la estabilidad
bajo la accio´n de estas operaciones.
4.1. Estabilidad
Dado s > 0, diremos que un nu´cleo K ∈ K es s-estable si existe un nu´mero real
positivo σ tal que
(16) δ(x, y)1+sK(x, y) −−−−−−−→
δ(x,y)→+∞
σ.
El valor s se denomina ı´ndice de estabilidad y el valor σ es el para´metro de s-estabilidad
(o para´metro de estabilidad a secas). Denotamos K s a la clase de los nu´cleos de K que
son s-estables, y K s(σ) a la subclase de nu´cleos de K s cuyo para´metro de estabilidad
es σ.
Observemos que, au´n para nu´cleos de Markov no dia´dicos, la condicio´n de s-estabilidad
dia´dica postula una estabilidad asinto´tica.
El siguiente resultado describe la estabilidad desde las tres perspectivas que tenemos
para los nu´cleos markovianos dia´dicos.
Lema 4.1. Sea K ∈ K , s > 0 y σ > 0. Equivalen
(a) K es s-estable con para´metro σ,
(b) kj2
(1+s)j −−−−→
j→+∞
σ,
(c) 2sjα−j −−−−→
j→+∞
(1− 2−(1+s))σ,
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(d) 2sj(1− λ(−j)) −−−−→
j→+∞
(
21+s − 1
21+s − 2
)
σ.
Demostracio´n. Escribiendo K = ϕ◦ δ, la s-estabilidad se expresa por l´ımδ(x,y)→+∞
δ(x, y)1+sϕ(δ(x, y)) = σ, o equivalentemente, l´ımj→+∞(2j)1+sϕ(2j) = σ, dado que δ toma
valores en {2j : j ∈ Z} ∪ {0}. Esto es, (a)⇔ (b).
Mediante la aplicacio´n de las fo´rmulas de transformacio´n entre las distintas repre-
sentaciones de los nu´cleos, dadas en el Lema 3.4, veremos a continuacio´n que (d) =⇒
(c) =⇒ (b) =⇒ (d).
(d) =⇒ (c)
Como αj = λ(j − 1)− λ(j), entonces
2sjα−j = 2sj (λ(−j − 1)− λ(−j))
= 2sj(1− λ(−j))− 2−s2s(j+1) (1− λ (−(j + 1)))
y, tomando l´ımite,
l´ım
j→+∞
2sjα−j =
(
1− 2−s)(21+s − 1
21+s − 2
)
σ =
(
1− 2−s)(1− 2−(1+s)
1− 2−s
)
σ.
(c) =⇒ (b)
Sea  > 0. Por (c), existe J entero tal que para todo j > J se tiene que
2sjα−j ∈
(
(1− 2−(1+s))σ − , (1− 2−(1+s))σ + ). Luego, si j > J ,
kj =
∑
l>j
2−lα−l
=
∑
l>j
2−(1+s)l2slα−l
6
(
(1− 2−(1+s))σ + )∑
l>j
2−(1+s)l
=
(
(1− 2−(1+s))σ + )( 1
1− 2−(1+s)
)
2−(1+s)j.
O sea, kj2
(1+s)j ≤ σ+ ˜, con ˜ = 
1− 2−(1+s) . De igual manera, kj2
(1+s)j ≥ σ− ˜.
Por lo tanto, kj2
(1+s)j → σ cuando j → +∞.
(b) =⇒ (d)
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Por las fo´rmulas de transformacio´n,
1− λ(j) =
∑
l6j
αl =
∑
l6j
2−l(k−l − k−l+1).
Luego,
2sj(1− λ(−j)) =
∑
l>j
2l+sj(kl − kl+1)
=
∑
l>j
2s(j−l)
(
2(1+s)lkl − 2−(1+s)2(1+s)(l+1)kl+1
)
.
Por (b), el pare´ntesis en la suma converge a
(
1− 2−(1+s))σ cuando j, y con e´l
l, tiende a +∞. De aqu´ı que
l´ım
j→+∞
2sj(1− λ(−j)) =
(
1
1− 2−s
)(
1− 2−(1+s))σ = 2s − 12
2s − 1σ =
21+s − 1
21+s − 2σ.

Observemos que si traducimos la condicio´n de s-estabilidad a un perfil ϕ de variable
continua, tendr´ıamos que l´ımx→+∞ x1+sϕ(x) = σ, es decir, ϕ(x) ser´ıa del orden de x−(1+s)
en +∞. En nuestro caso el correlato, dado por el ı´tem (b) anterior, es que kj tenga un
comportamiento del orden de 2−j(1+s) cuando j → +∞, lo cual se explica por el hecho
de que kj registra el valor que toma el nu´cleo K en pares de puntos que se encuentran a
δ-distancia 2j.
Una descripcio´n ma´s completa de la estabilidad y del comportamiento general de las
colas de los nu´cleos en K puede darse al definir los conceptos de sub y supra estabilidad.
Definicio´n 4.1. Diremos que un nu´cleo K ∈ K es sub-s-estable si
(17) l´ım
δ(x,y)→+∞
δ(x, y)1+sK(x, y) = 0,
y que es supra-s-estable si
(18) l´ım
δ(x,y)→+∞
δ(x, y)1+sK(x, y) = +∞.
Con la notacio´n o-chica, la condicio´n de sub-s-estabilidad se expresa K ∈ o(δ−(1+s))
cuando δ → +∞. Los resultados del Lema anterior se obtienen de igual manera para
estos casos.
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Lema 4.2. Sea K ∈ K y s > 0. Entonces K es sub(supra)-s-estable si y so´lo si se
da´ alguna de las siguientes condiciones
(a) kj2
(1+s)j −−−−→
j→+∞
0 (+∞);
(b) 2sjα−j −−−−→
j→+∞
0 (+∞);
(c) 2sj(1− λ(−j)) −−−−→
j→+∞
0 (+∞).
Observemos que si un nu´cleo es sub-s-estable para algu´n s > 0 entonces es sub-
s˜-estable para todo s˜ < s. De igual manera, si un nu´cleo es supra-s-estable entonces
tambie´n lo es para todo s¯ > s. Adema´s, un nu´cleo s-estable resulta sub-s˜-estable para
todo s˜ < s y supra-s¯-estable para todo s¯ > s.
Dado que la condicio´n de Markov determina que
∑
j∈Z kj2
j−1 = 1 entonces podemos
considerar que todo nu´cleo en K es “sub-0-estable”. Luego, podemos dotar a los nu´cleos
de K de un tipo de orden de estabilidad dado por las siguientes definiciones.
Definicio´n 4.2. Sea K ∈ K . Si el conjunto {s > 0: K es sub-s-estable} esta´ acotado
superiormente, se define el orden de estabilidad inferior de K por
s∗ = s∗(K) = sup {s > 0: K es sub-s-estable} .
En caso contrario se define s∗ = +∞.
Si un nu´cleo es s-estable (s > 0) entonces s∗ = s. Por otro lado, todo nu´cleo de K
de soporte compacto es sub-s-estable para todo s > 0, es decir, s∗ = +∞ en este caso.
Tambie´n puede darse el caso s∗ = 0, como muestra el siguiente ejemplo.
Ejemplo 7. Sea K el nu´cleo determinado por la sucesio´n kj = 2
−j a
j2
χN(j), para una
constante a > 0 adecuada de manera que se verifique la propiedad de Markov. Para todo
s > 0 tenemos entonces que l´ımj→+∞ kj2(1+s)j = +∞, con lo cual s∗(K) = 0.
Definicio´n 4.3. Para aquellos nu´cleos de K que son supra-s-estables para algu´n
s > 0, se define el orden de estabilidad superior dado por
s∗ = s∗(K) = ı´nf{s > 0: K es supra-s-estable}.
En otro caso definimos s∗ = +∞.
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Claramente, para todo nu´cleo K se verifica que s∗(K) ≤ s∗(K). Cuando se da´ la
igualdad entonces definimos a este valor como el orden de estabilidad de K. Si un nu´cleo
K ∈ K es s-estable (de acuerdo a la definicio´n (16)), entonces K tiene orden de esta-
bilidad s. Sin embargo, el valor del orden de estabilidad de un nu´cleo no nos dice nada
sobre su estabilidad en ese punto, como ilustran los siguientes ejemplos.
Ejemplo 8. Sea K determinado por la sucesio´n kj = a2
−2jj2θχN(j), para θ ∈ R y una
constante a = a(θ) > 0 adecuada de manera que se verifique la propiedad de Markov.
Entonces s∗(K) = s∗(K) = 1 para cualquier valor de θ; sin embargo, K es 1-estable
cuando θ = 0, es sub-1-estable cuando θ = −1 y es supra-1-estable cuando θ = 1.
Ejemplo 9. El nu´cleoK determinado por la sucesio´n kj = a2
−2jχ2N(j)+b2
−2jχ2N−1(j),
para constantes positivas a y b distintas elegidas de manera que se verifique la propiedad
de Markov, tiene orden de estabilidad 1. Pero K no es 1-estable ya que el para´metro de
estabilidad es indefinido (u oscilante), debido a que el l´ımite de kj2
2j cuando j → +∞ es
a si miramos la sucesio´n de j pares y es igual a b cuando recorremos los j impares.
Cuando s∗(K) < s∗(K) no existe un orden de estabilidad determinado, sin embargo
cuando ambos valores son finitos puede entenderse al intervalo [s∗(K), s∗(K)] como el
orden de estabilidad, ya que el nu´cleo K tendra´ un comportamiento oscilante entre las
potencias δ−(1+s
∗) y δ−(1+s∗) lejos de la diagonal.
4.2. Composicio´n de nu´cleos de Markov
Sean K1 y K2 nu´cleos en K . Se denota y define la composicio´n entre K1 y K2 por
(19) (K1 ∗K2)(x, y) =
ˆ
R+
K1(x, z)K2(z, y) dz.
En lo que sigue, asociamos a cada nu´cleo K ∈ K las sucesiones {kj}, {αj} y {λj}
provistas por el Lema 3.4. Cuando utilicemos notacio´n de sub- o super- ı´ndices para
nu´cleos en K escribiremos las sucesiones asociadas con los mismos super´ındices; por
ejemplo, a Ki ∈ K asociamos
{
kij
}
,
{
αij
}
y
{
λij
}
.
Lema 4.3.
(a) Sean K1 y K2 ∈ K . Entonces el nu´cleo K3 = K1 ∗ K2 esta´ bien definido y
pertenece a la clase K , con α3j = α
1
jα
2
j + α
1
jλ
2
j + α
2
jλ
1
j para todo j ∈ Z;
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(b) (K , ∗) es un semigrupo conmutativo;
(c) λ3j = λ
1
jλ
2
j para todo j ∈ Z.
Demostracio´n. Dado queK1 yK2 son medibles y no negativos entoncesK3 esta´ bien
definido y es no negativo. Por Tonelli, tenemos adema´s que
ˆ
R+
K3(x, y) dy =
ˆ
R+
(ˆ
R+
K1(x, z)K2(z, y) dz
)
dy
=
ˆ
R+
K1(x, z)
(ˆ
R+
K2(z, y) dy
)
dz
=
ˆ
R+
K1(x, z) dz
= 1
para todo x ∈ R+. Veamos luego que K3 es dia´dico y su representacio´n a trave´s de los
coeficientes
{
α3j
}
. Escribiendo a los nu´cleos K1 y K2 en su representacio´n a trave´s de los
coeficientes
{
α1j
}
y
{
α2j
}
, tenemos que
K3(x, y) =
ˆ
R+
K1(x, z)K2(z, y) dz
=
ˆ
R+
(∑
j∈Z
α1j2
jχ(0,2−j ](δ(x, z))
)(∑
l∈Z
α2l 2
lχ(0,2−l](δ(z, y))
)
dz
=
ˆ
R+
∑
j∈Z
∑
l∈Z
α1jα
2
l 2
j+lχ(0,2−j ](δ(x, z))χ(0,2−l](δ(z, y)) dz.
En este punto usaremos el teorema de Fubini para intercambiar las sumatorias con la
integral. Para ver que esto es posible, tomemos x, y ∈ R+ y sea I = Ij0x,y el menor intervalo
dia´dico que contiene a x y a y, es decir δ(x, y) =
∣∣Ij0x,y∣∣ = 2−j0 . Notemos que dado j ∈ Z
se tiene que χ(0,2−j ](δ(x, z)) = χIjx(z), donde I
j
x = I
j
k(x,j) es el u´nico intervalo dia´dico de
nivel j que contiene a x, con lo cual |Ijx| = 2−j. Adema´s, dado que Ij0+1x ∩ Ij0+1y = ∅
entonces I lx ∩ I iy = ∅ si j > j0 y l > j0. Luego, por el teorema de Tonelli,
ˆ
R+
∑
j∈Z
∑
l∈Z
∣∣α1j ∣∣ ∣∣α2l ∣∣ 2j+lχ(0,2−j ](δ(x, z))χ(0,2−l](δ(z, y)) dz =
=
∑
j∈Z
∑
l∈Z
∣∣α1j ∣∣ ∣∣α2l ∣∣ 2j+l ˆ
R+
χ(0,2−j ](δ(x, z))χ(0,2−l](δ(z, y)) dz
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=
∑
j∈Z
∣∣α1j ∣∣ 2j∑
l∈Z
∣∣α2l ∣∣ 2l ∣∣Ijx ∩ I ly∣∣
≤
∑
j6j0
∣∣α1j ∣∣ 2j∑
l∈Z
∣∣α2l ∣∣ 2l ∣∣I ly∣∣+∑
j>j0
∣∣α1j ∣∣ 2j∑
l6j0
∣∣α2l ∣∣ 2l ∣∣Ijx∣∣
≤ 2j0
∑
j6j0
∣∣α1j ∣∣∑
l∈Z
∣∣α2l ∣∣+∑
j>j0
∣∣α1j ∣∣∑
l6j0
∣∣α2l ∣∣ 2j0
= 2j0
∑
j∈Z
∣∣α1j ∣∣∑
l∈Z
∣∣α2l ∣∣
<∞.
Aplicando entonces el teorema de Fubini a la expresio´n de K3(x, y), observando que
I lx ∩ Ijy =

∅ si j > j0 y l > j0
Ijx si l 6 j y l 6 j0
I ly si j < l y j 6 j0,
obtenemos
K3(x, y) =
∑
j∈Z
∑
l∈Z
α1jα
2
l 2
j+l
ˆ
R+
χ(0,2−j ](δ(x, z))χ(0,2−l](δ(z, y)) dz
=
∑
j∈Z
∑
l∈Z
α1jα
2
l 2
j+l
∣∣Ijx ∩ I ly∣∣
=
∑
l6j0
∑
j>l
α1jα
2
l 2
j+l
∣∣Ijx∣∣+∑
j6j0
∑
l>j
α1jα
2
l 2
j+l
∣∣I ly∣∣
=
∑
j6j0
∑
l>j
α1l α
2
j2
j +
∑
j6j0
∑
l>j
α1jα
2
l 2
j
=
∑
j6j0
2j
(
α2j
∑
l>j
α1l + α
1
j
∑
l>j
α2l
)
=
∑
j6j0
2j
(
α2j (λ
1
j + α
1
j ) + α
1
jλ
2
j
)
=
∑
j∈Z
α3j2
jχ(0,2−j ](δ(x, y)),
lo cual completa la prueba del ı´tem (a).
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Considerando K1 y K2 como nu´cleos de los operadores integrales T1 y T2, entonces
K3 sera´ el nu´cleo de la composicio´n T1 ◦ T2. En efecto, dado h ∈H tenemos que
T3h(x) =
ˆ
R+
K3(x, y)h(y) dy =
ˆ
R+
ˆ
R+
K1(x, z)K2(z, y) dz h(y) dy
=
ˆ
R+
K1(x, z)
ˆ
R+
K2(z, y)h(y) dy dz
=
ˆ
R+
K1(x, z)T2h(z) dz
= T1(T2h)(x)
= λ2j(h)T1h(x)
= λ2j(h)λ
1
j(h)h(x).
Con esto queda demostrado el ı´tem (c), del cual obtenemos como consecuencia las pro-
piedades asociativa y conmutativa de la composicio´n enK y se concluye la demostracio´n
del ı´tem (b). 
Lema 4.4. (K s, ∗) es un semigrupo conmutativo, para todo s > 0. Ma´s au´n, si
K1 ∈ K s(σ1) y K2 ∈ K s(σ2) entonces (K1 ∗K2) ∈ K s(σ1 + σ2).
Demostracio´n. Por el Lema anterior, so´lo debemos probar que se cumple la ley de
composicio´n interna. Sean K1 ∈ K s(σ1) y K2 ∈ K s(σ2), es decir, l´ımj→+∞ 2sjαi−j =
(1− 2−(1+s))σi para i = 1, 2. Si K3 = K1 ∗K2, por el lema anterior tenemos que α3−j2sj =
α1−jα
2
−j2
sj + α1−j2
sjλ2−j + α
2
−j2
sjλ1−j. Como l´ımj→+∞ α
i
−j = 0 y l´ımj→+∞ λ
i
−j = 1 para
i = 1, 2, entonces
l´ım
j→+∞
α3−j2
sj = (1− 2−(1+s))(σ1 + σ2).
Es decir, (K1 ∗K2) ∈ K s(σ1 + σ2). 
Dicho coloquialmente, al componer dos nu´cleos con el mismo ı´ndice de estabilidad
e´ste se preserva y el para´metro resultante es la suma de los previos. Si, en cambio, se
componen dos nu´cleos con distinto ı´ndice de estabilidad, por un argumento similar al
de la demostracio´n anterior obtenemos que subsiste el menor de ellos con su respectivo
para´metro de estabilidad.
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Definicio´n 4.4. Llamamos iteracio´n a la composicio´n de un mismo nu´cleo un nu´me-
ro determinado de veces. Precisamente, dados K ∈ K y m ∈ N, se denota Km a la
iteracio´n de K m-veces. Es decir, K1 = K, K2 = K ∗K, K3 = K ∗K ∗K, ...
Corolario 4.5. Sean K ∈ K y m ∈ N. Entonces los autovalores correspondientes
al nu´cleo Km esta´n dados por λmj = (λj)
m y sus coeficientes por αmj = (αj +λj)
m−(λj)m,
para todo j ∈ Z. Adema´s, si K ∈ K s(σ) entonces Km ∈ K s(mσ).
4.3. Molificacio´n dia´dica de nu´cleos de Markov
Para introducir el concepto de molificacio´n dia´dica, recordemos que en el caso eucl´ıdeo
Rn una dilatacio´n o contraccio´n de un vector aleatorio se traduce en la molificacio´n de
su funcio´n de densidad, es decir, si el vector aleatorio X se distribuye con una funcio´n
de densidad g(x) entonces, para c > 0, el vector aleatorio cX tiene funcio´n de densidad
dada por c−ng(c−1x). Se llama a esta u´ltima la molificacio´n con para´metro c de la funcio´n
g. En el caso que nos ocupa se aplica el mismo principio a los nu´cleos de Markov dia´di-
cos, tomando para´metros de molificacio´n dia´dicos (potencias de dos) para que el nu´cleo
resultante continu´e siendo dia´dico.
Definicio´n 4.5. Sean K ∈ K e i ∈ Z. Se denota y define la molificacio´n de K con
factor o para´metro 2i por
(20) Ki(x, y) = 2
iK(2ix, 2iy).
Notemos que al escribir al nu´cleo como funcio´n de la distancia dia´dica, en la forma
K = ϕ ◦ δ, la operacio´n definida se corresponde a la molificacio´n en R del perfil ϕ con
para´metro 2i, es decir, Ki(x, y) = 2
iϕ(2iδ(x, y)). Usamos sub´ındices para la molificacio´n,
ya que hemos utilizado supra´ındices para la iteracio´n.
Lema 4.6.
(a) La molificacio´n es cerrada en K y en K s;
(b) si K ∈ K s(σ) entonces Ki ∈ K s(2−isσ).
Demostracio´n. Sean K ∈ K e i ∈ Z. Dado que Ki(x, y) = 2iK(2ix, 2iy) =
2iϕ(δ(2ix, 2iy)) = 2iϕ(2iδ(x, y)) el nu´cleo Ki es dia´dico y toma valores no negativos. Tam-
bie´n, para todo x ∈ R+, ´R+ Ki(x, y) dy =
´
R+ 2
iK(2ix, 2iy) dy =
´
R+ K(2
ix, z) dz = 1,
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ya que K es un nu´cleo de Markov. Por lo tanto, Ki ∈ K . Adema´s, si {kj}j∈Z son los
coeficientes correspondientes a la representacio´n dia´dica de K, de la fo´rmula Ki(x, y) =
2iK(2ix, 2iy) =
∑
j∈Z 2
ikjχL(2j)(2
ix, 2iy) =
∑
j∈Z 2
ikjχL(2j−i)(x, y) =
∑
j∈Z 2
ikj+iχL(2j)(x, y),
obtenemos que los coeficientes {ki,j}j∈Z correspondientes a Ki esta´n dados por ki,j =
2ikj+i para todo j ∈ Z y para cada i ∈ Z. Aplicando las fo´rmulas de transformacio´n
obtenemos asimismo que αi,j = αj−i y λi,j = λj−i.
Si s > 0, σ > 0 y K ∈ K s(σ), entonces kj2(1+s)j −−−−→
j→+∞
σ. Por lo tanto, ki,j2
(1+s)j =
2ikj+i2
(1+s)j = 2−iskj+i2(1+s)(j+i) −−−−→
j→+∞
2−isσ. 
4.4. Iteracio´n, molificacio´n y estabilidad
Manteniendo la analog´ıa con los teoremas del l´ımite central cla´sicos, buscamos la
definicio´n de procesos de composicio´n iterada (iteracio´n) y molificacio´n de nu´cleos en
K s de manera que la expansio´n del para´metro de estabilidad producida por la iteracio´n
sea compensada por la contraccio´n que produce la molificacio´n. Esto se puede lograr en
el caso que s ∈ Q+.
Sean u, v ∈ N. Se define el proceso P uv , de iteracio´n y molificacio´n dia´dica, como aquel
que aplicado a un nu´cleo K ∈ K devuelve la sucesio´n de nu´cleos
(21) P uv (K) =
{
P uv (K, i) = K
2ui
vi : i ∈ N
}
,
que tiene por i-e´simo elemento al nu´cleo K molificado con para´metro 2vi e iterado 2ui
veces. Dado que las operaciones de iteracio´n y molificacio´n conmutan, puede verse a
P uv (K) de manera recursiva como la sucesio´n iniciada en K y en la que cada elemento
resulta de iterar 2u veces al nu´cleo anterior y luego molificarlo con para´metro 2v.
Sean s ∈ Q+ y u, v ∈ N tales que u
v
= s. Si K ∈ K s(σ) entonces, por el Corolario 4.5
y el Lema 4.6, Kvi ∈ K s(2−visσ) = K s(2−uiσ) y P uv (K, i) = K2uivi ∈ K s(2ui(2−uiσ)) =
K s(σ) para todo i ∈ N. Es decir, los procesos P uv conservan el ı´ndice y el para´metro de
estabilidad cuando se aplican a nu´cleos en K s, para s = u
v
. En vista de esto, definimos
las clases de procesos s-estables (aquellos que conservan el para´metro de estabilidad)
(22) Ps =
{
P uv : u, v ∈ N, s = uv
}
.
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Del Corolario 4.5 y el Lema 4.6 se obtiene adema´s la fo´rmula para el espectro, respecto
al sistema de Haar, de los nu´cleos en las sucesiones obtenidas por procesos de iteracio´n y
molificacio´n dia´dica en te´rminos del espectro de los nu´cleos iniciales.
Lema 4.7. Sean u, v ∈ N y sea K ∈ K con espectro λ(Z). Para cada i ∈ N, el nu´cleo
K(i) = P uv (K, i) = K
2ui
vi tiene por espectro a
{
λ(i)(j) = λ2
ui
(j − vi) : j ∈ Z}.
En adelante, continuando con la notacio´n del lema, denotaremos por
{
K(i) : i ∈ N}
a la sucesio´n de nu´cleos obtenida por un proceso P uv aplicado a un nu´cleo K ∈ K ,
siempre que se sobreentienda cual es el proceso aplicado. A las sucesiones de coeficientes
correspondientes a cada nu´cleo K(i), dadas en el Lema 3.4, las denotaremos por {k(i)j },
{α(i)j } y {Λ(i)j } (tambie´n nos referiremos a esta u´ltima por {λ(i)(j)}).

Cap´ıtulo 5
Teorema de la alternativa y el l´ımite central
En este cap´ıtulo se expone uno de los resultados principales de nuestro ana´lisis. Como
en el caso cla´sico, el espectro de la sucesio´n de operadores, ahora respecto al sistema
de Haar, nos proporciona informacio´n esencial sobre el comportamiento l´ımite. Veremos
que los procesos de iteracio´n y molificacio´n aplicados a nu´cleos de Markov dia´dicos dan
lugar a so´lo tres alternativas de convergencia espectral, que tendra´ como consecuencia la
convergencia en Lp de la sucesio´n de operadores asociados. Estas alternativas se traducen
luego en aproximaciones de la identidad, l´ımites centrales y procesos disipativos. Ma´s au´n,
veremos que la relacio´n entre los ı´ndices de estabilidad de los procesos y de los nu´cleos
iniciales determinan tales opciones de convergencia. Analizamos seguidamente el caso del
l´ımite central, donde los atractores son las soluciones de las ecuaciones de difusio´n frac-
cionaria dia´dica en R+, de igual manera que los teoremas del l´ımite central cla´sicos tienen
como l´ımite al nu´cleo del calor de Weierstrass o, en general, a las distribuciones sime´tricas
α-estables. De las aproximaciones de la identidad nos ocuparemos en el Cap´ıtulo 6.
5.1. Los posibles l´ımites del espectro
Con el objeto de proporcionar un desarrollo progresivo, e intuitivo, de la teor´ıa, co-
menzaremos realizando nuestro ana´lisis sobre el caso ma´s simple dado por el proceso
“esta´ndar” P 11 , definido segu´n (21), seguido del resultado para P
1
2 , para finalmente pre-
sentar los resultados correspondientes a los procesos generales P uv , con u, v ∈ N.
Sean K ∈ K y λ(Z) los autovalores asociados a K con respecto al sistema de Haar, y
consideremos la sucesio´n P 11 (K) =
{
K(i) = P 11 (K, i) = K
2i
i : i ∈ N
}
. Segu´n el Lema 4.7,
para cada i ∈ N el nu´cleo K(i) tiene autovalores λ(i)(j) = λ2i(j− i). Nos interesa estudiar
el comportamiento l´ımite cuando i crece, para cada j fijo. Para esto comencemos viendo el
caso en que el perfil ϕ correspondiente a K tiene soporte compacto (o, equivalentemente,
acotado).
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Lema 5.1. Sea K = ϕ ◦ δ un nu´cleo de Markov dia´dico. El perfil ϕ tiene soporte
compacto si y so´lo si existe j0 ∈ Z tal que λ(j0) = 1. En tal caso, l´ımi→+∞ λ(i)(j) = 1
para todo j ∈ Z.
Demostracio´n. Dado que ϕ(2j) = kj, el perfil ϕ tiene soporte compacto si y so´lo
si existe j0 ∈ Z tal que kj = 0 para todo j > j0. En este caso, αj = 2−j(k−j − k−j+1) = 0
para todo j 6 −j0 y, en consecuencia, 1 =
∑
j>−j0 αj +
∑
j6−j0 αj = λ(−j0), en vista de
las fo´rmulas de transformacio´n dadas en el Lema 3.4. La rec´ıproca se obtiene de manera
similar.
Supongamos, entonces, que λ(j0) = 1 para j0 ∈ Z. Por la propiedad de los autovalores
(Λ3) del Lema 3.4.(4) y la Proposicio´n 3.6.(3), se tienen las desigualdades∑
l<j0
λ(l)2l 6
∑
l<j0
2l = 2j0 = λ(j0)2
j0 6
∑
l<j0
λ(l)2l.
Esto es,
∑
l<j0
λ(l)2l = 2j0 . Utilizando nuevamente la Proposicio´n 3.6.(3), debe ser λ(l) =
1 para todo l 6 j0. Por lo tanto, para j entero e i > j − j0 se tiene que λ(j − i) = 1 y, en
consecuencia,
l´ım
i→+∞
λ(i)(j) = l´ım
i→+∞
λ2
i
(j − i) = 1.

Es decir, en este caso el l´ımite espectral es constantemente 1. Por otro lado, cuando el
perfil correspondiente al nu´cleo K tiene soporte no acotado podemos escribir su espectro
en una forma adecuada para estudiar el l´ımite, dada por la expresio´n
(23) λ(j) = 1− 2−γ(j)
para todo j ∈ Z, donde γ : Z→ R verifica
(γ1) γ(j)→ +∞ cuando j → −∞;
(γ2) γ(j)→ 0 cuando j → +∞;
(γ3)
∞∑
k=1
2−γ(j−k)−k 6 2−γ(j) para todo j ∈ Z.
Estas condiciones se corresponden una a una con (Λ1), (Λ2) y (Λ3) en el Lema 3.4.(4).
Entonces, para j ∈ Z e i ∈ N, se tiene que
λ(i)(j) = λ2
i
(j − i) = (1− 2−γ(j−i))2i = [(1− 2−γ(j−i))2γ(j−i)]2−γ(j−i)+i .
5.1 Los posibles l´ımites del espectro 67
Dado que el l´ımite de la anterior expresio´n entre corchetes es e−1 cuando i → +∞, la
existencia del l´ımite de λ(i)(j) cuando i→ +∞ resulta equivalente a que exista el l´ımite
de i−γ(j−i) cuando i→ +∞, y como l´ımi→+∞ i−γ(j−i) = j− l´ımi→+∞ j−i+γ(j−i) =
j − l´ımi→−∞ i+ γ(i), pueden darse los siguientes casos:
l´ım
i→−∞
i+ γ(i) =

−∞,
+∞,
c ∈ R.
Si ocurre el primer caso, resulta l´ımi→+∞ i − γ(j − i) = +∞ para todo j ∈ Z y, por lo
tanto, λ(i)(j) → 0 cuando i → +∞ para todo j ∈ Z. Si se da´ el segundo caso entonces
l´ımi→+∞ i − γ(j − i) = −∞ y l´ımi→+∞ λ(i)(j) = 1, para todo j ∈ Z. Finalmente, en el
tercer caso se tiene que l´ımi→+∞ i− γ(j − i) = j − c para cada entero j y luego
l´ım
i→+∞
λ(i)(j) = e−2
j−c
= e−ν2
j
para todo j ∈ Z, con ν = 2−c ∈ R+.
Podemos resumir los resultados anteriores en el siguiente Teorema de Alternativa
para P 11 .
Teorema 5.2. Sea K ∈ K con espectro λ(H ) respecto al sistema de Haar y con-
sideremos la sucesio´n
{
K(i) : i ∈ N} = P 11 (K). Si existe l´ımi→+∞ λ(i)(h0) para alguna
h0 ∈ H entonces existe l´ım
i→+∞
λ(i)(h) =: λ∞(h) para toda h ∈ H y ocurre uno de los
siguientes casos:
(A) λ∞ ≡ 0
(B) λ∞ ≡ 1
(C) λ∞(h) = e−ν2
j(h)
para toda h ∈H , para algu´n ν ∈ R+.
Observemos que el caso del ı´tem (C) es el u´nico en que el nu´cleo l´ımite conserva la
clase K . Como vimos en la demostracio´n que precede al teorema, esta ley central ocurre
si y so´lo si existe c ∈ R tal que l´ımi→−∞ i + γ(i) = c. Esta condicio´n en la funcio´n γ
equivale a que 2−j(1− λ(j)) = 2−(j+γ(j)) → ν > 0 cuando j → −∞ que, por el Lema 4.1,
es una condicio´n de estabilidad del nu´cleo. Tenemos entonces que ocurre el caso (C) si y
so´lo si K es 1-estable con para´metro 2
3
ν. La condicio´n para los ı´tems (A) y (B) es la que
se contempla en el Lema 4.2. Resumimos estos resultados en el siguiente teorema.
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Teorema 5.3. Sea P 11 (K) =
{
K(i) : i ∈ N} la sucesio´n de nu´cleos determinada por
el proceso P 11 ∈P1 y un nu´cleo K ∈ K . Entonces
(i) K es supra-1-estable si y so´lo si λ(i)(j) −−−−→
i→+∞
0 para todo j ∈ Z;
(ii) K es sub-1-estable si y so´lo si λ(i)(j) −−−−→
i→+∞
1 para todo j ∈ Z;
(iii) K es 1-estable con para´metro σ = 2
3
ν si y so´lo si l´ımi→+∞ λ(i)(j) = e−ν2
j
para
todo j ∈ Z.
Veremos en las secciones siguientes y en el pro´ximo cap´ıtulo que las alternativas
de convergencia espectral determinan los eventos antes mencionados: el caso (A) es un
proceso de dispersio´n o disipativo, (B) constituye una aproximacio´n a la identidad y (C)
un teorema del l´ımite central.
A continuacio´n enunciamos el teorema de alternativa para el proceso P 12 , correspon-
diente al caso s = 1/2, como muestra de las complicaciones que surgen para procesos
fraccionarios. Consideramos aqu´ı la sucesio´n de nu´cleos
{
K(i) : i ∈ N} = P 12 (K) determi-
nada a partir de un nu´cleo K ∈ K , cuyos autovalores asociados son λ(i)(j) = λ2i2i(j) =
λ(j − 2i)2i .
Teorema 5.4 (Teorema de Alternativa, s = 1
2
, P 12 ). Sea K ∈ K y λ(H ) su espectro
respecto al sistema de Haar. Si existe l´ım
i→+∞
λ2
i
2i(h¯) para algu´n vector h¯ = (h0, h1) ∈ H 2
tal que j(h0) es par y j(h1) es impar, entonces existe l´ım
i→+∞
λ2
i
2i(h) =: λ∞(h) para toda
h ∈H y ocurre uno de los siguientes casos:
(A) λ∞ ≡ 0
(B) λ∞ ≡ 1
(C) λ∞(h) = e−ηφ(h)
√
2
j(h)
para toda h ∈ H , para algu´n η¯ = (η0, η1) ∈ (R+)2 tal que
η0 6 3√2η1 y η1 6
3√
2
η0, con φ(h) = j(h) mod 2.
Nuevamente, notemos que el caso (C) es el u´nico en que el operador l´ımite conserva
la clase K .
Por u´ltimo, enunciamos los resultados correspondientes al caso ma´s general en este
contexto: s ∈ Q+. No desarrollaremos aqu´ı su demostracio´n, la misma puede hallarse en
ambientes algo ma´s generales en el Cap´ıtulo 7, Seccio´n 7.3. Para P uv ∈ Ps y K ∈ K
consideramos la sucesio´n de nu´cleos
{
K(i) : i ∈ N} = P uv (K), cuyos autovalores asociados
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esta´n dados por λ(i)(j) = λ2
iu
(j − iv). Utilizaremos la notacio´n Zv = {0, 1, . . . , v − 1},
para v ∈ N, y φ(h) = φ(j(h)) = [j(h)]v = j(h) mod v, para h ∈H .
Teorema 5.5 (Alternativa).
Sean u, v ∈ N, s = u
v
y K ∈ K con espectro λ(H ). Si existe l´ımi→∞ λ(i)(h¯) para
algu´n vector h¯ = (h0, h1, . . . , hv−1) ∈H v tal que φ(hm) = m para todo m ∈ Zv, entonces
existe l´ımi→∞ λ(i)(h) = λ∞(h) para toda h ∈H y tienen lugar tres posibilidades
(A) λ∞ ≡ 0;
(B) λ∞ ≡ 1;
(C) λ∞(h) = e−νφ(h)2
sj(h)
para toda h ∈ H , donde ν¯ = (ν0, ν1, . . . , νv−1) ∈ (R+)v y
verifica la condicio´n 1
2u+v−2
∑v−1
m=1 2
m(1+s)νφ(m0+m) 6 νm0 para todo m0 ∈ Zv.
Antes de enunciar el teorema que relaciona la estabilidad y la convergencia en el caso
general, es preciso dar una definicio´n de estabilidad en sub-sucesiones y exponer un lema
que provee las equivalencias de esta definicio´n en te´rminos de las distintas representaciones
del nu´cleo. Diremos que un nu´cleo K ∈ K , representado por medio de los coeficientes
{kj}j∈Z, es s-estable en una subsucesio´n {kjm}m∈Z cuando l´ımm→+∞ kjm2
(1+s)jm = σ > 0.
Notemos que la definicio´n se aplica cuando las sucesiones de ı´ndices {jm} son tales que
jm → +∞ cuando m → +∞. De igual manera se define la sub y supra s-estabilidad en
(sub)sucesiones.
Lema 5.6. Sea K ∈ K . Equivalen
(a) l´ım
i→+∞
2−s(m−iv)(1 − λ(m − iv)) = νm > 0 para todo m ∈ Zv, con ν0, ν1, . . . , νv−1
tales que 1
2u+v−2
v−1∑
m=1
2m(1+s)νφ(m0+m) 6 νm0 para todo m0 ∈ Zv;
(b) l´ım
i→+∞
km+iv2
(1+s)(m+iv) = σm ≥ 0 para todo m ∈ Zv, con σ¯ 6= 0. Es decir, K es
s-estable en al menos una sucesio´n {km+vi}i∈Z con m ∈ Zv, y es sub-s-estable en
aquellas sucesiones donde no es estable.
En estas condiciones, para todo m0 ∈ Zv se tiene que
σm0 =
2u+v − 2
2u+v − 1
(
νφ(−m0) −
1
2u+v − 2
v−1∑
m=1
2m(1+s)νφ(m−m0)
)
y νm0 =
2sv+1 − 1
2sv+1 − 2
(
σm0 +
2sv
2sv+1 − 1
v−1∑
m=1
2−smσφ(m0+m)
)
.
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Teorema 5.7 (Estabilidad y convergencia).
Sean u, v ∈ N, s = u
v
y K ∈ K . Consideremos el proceso P uv (K). Entonces
(i) K es supra-s-estable si y so´lo si λ∞ ≡ 0;
(ii) K es sub-s-estable si y so´lo si λ∞ ≡ 1;
(iii) K satisface la propiedad de estabilidad l´ım
i→+∞
km+iv2
(1+s)(m+iv) = σm ≥ 0 para
m ∈ Zv, con σ¯ 6= 0, si y so´lo si ocurre la alternativa (C) del Teorema 5.5, con ν¯
y σ¯ relacionados por las fo´rmulas descriptas en el Lema 5.6;
(iv) K es s-estable con para´metro σ =
(
21+s−2
21+s−1
)
ν si y so´lo si λ∞(h) = e−ν2
sj(h)
para
toda h ∈H .
5.2. Convergencia en Lp
Veremos aqu´ı que una consecuencia de la convergencia del espectro, respecto al sistema
de Haar, para familias de operadores diagonalizables respecto a H que adema´s sean
lineales y continuos en espacios Lp, es la convergencia en Lp. Tratamos primeramente
el caso del espacio L2, del cual H es base ortonormal, y luego el caso general para
1 < p < ∞, donde H es una base incondicional de Lp y el Teorema 3.3 provee una
caracterizacio´n del espacio.
Teorema 5.8. Sea (Ti)i∈N∪{+∞} una sucesio´n de operadores lineales y continuos en
L2 y diagonalizables respecto a H con autovalores λi(h), para i ∈ N∪{∞}. Si la familia
{|λi(h)| : i ∈ N, h ∈ H } esta´ uniformemente acotada y λi(h) converge a λ∞(h) cuando
i→∞ puntualmente (para toda h ∈H ), entonces Tif L
2−−−−→
i→+∞
T∞f para toda f ∈ L2.
Demostracio´n. Sea f ∈ L2. Dado que H es base ortonormal de L2 se tiene que
f
L2
=
∑
h∈H 〈f, h〉h, y, por la continuidad y linealidad de los operadores, entonces Tif =∑
h∈H 〈f, h〉Tih =
∑
h∈H 〈f, h〉λi(h)h, para todo i ∈ N ∪ {+∞}. Luego∥∥Tif − T∞f∥∥22 = ∥∥∥∥ ∑
h∈H
(λi(h)− λ∞(h)) 〈f, h〉h
∥∥∥∥2
2
=
∑
h∈H
|λi(h)− λ∞(h)|2 |〈f, h〉|2 ,
que converge a 0 cuando i→ +∞ por el teorema de convergencia dominada de Lebesgue,
dada la acotacio´n uniforme de los autovalores. 
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Teorema 5.9. Sea 1 < p < ∞, y (Ti)i∈N y T∞ operadores lineales y continuos en
Lp y diagonalizables respecto a H , con autovalores λi(H ) para i ∈ N ∪ {∞}. Si los
autovalores esta´n uniformemente acotados y convergen en H cuando i → ∞, es decir,
l´ımi→∞ λi(h) = λ∞(h) para toda h ∈H , entonces Ti converge a T∞ en Lp cuando i→∞.
Demostracio´n. De acuerdo al Teorema 3.3,
‖Tif − T∞f‖pp =
∥∥∥∥∥∑
h∈H
(λi(h)− λ∞(h)) 〈f, h〉h
∥∥∥∥∥
p
p
.
∥∥∥∥∥∥∥
(∑
h∈H
(λi(h)− λ∞(h))2 |〈f, h〉|2 |I(h)|−1χI(h)
)1
2
∥∥∥∥∥∥∥
p
p
=
ˆ
R+
∣∣∣∣∣∑
h∈H
(λi(h)− λ∞(h))2 |〈f, h〉|2 |I(h)|−1χI(h)(x)
∣∣∣∣∣
p
2
dx,
y el resultado se obtiene al utilizar dos veces el Teorema de Convergencia Dominada: en la
integral, dada la acotacio´n uniforme de los autovalores y la pertenencia de f a Lp, y luego
en la serie resultante, pues la podemos acotar por un mu´ltiplo de la serie correspondiente
a f , que es finita para casi todo x por las razones anteriores y el Teorema 3.3. 
5.3. El nu´cleo difusivo
Como ya fue descripto por Actis y Aimar en [1] y [2] (ver Seccio´n 2.5), la ecuacio´n
de difusio´n fraccionaria dia´dica de orden s en R+
∂
∂t
= −Dsdy
tiene por solucio´n fundamental al nu´cleo
(24) Wt(x, y) =
∑
h∈H
e−tbs2
sj(h)
h(x)h(y),
donde bs = 1 +
1
21+s(2s−1) , el cual puede expresarse por composicio´n de un perfil con la
distancia dia´dica. Precisamente,
Wt = ϕt ◦ δ
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donde ϕt es la molificacio´n de para´metro t
−1/s del perfil
ϕ(r) =
1
r
[
−e−bsr−s +
∑
j≥1
2−je−bs(2
jr)−s
]
,
definido para r > 0. Es decir, ϕt(r) = t
−1/sϕ(t−1/sr).
Nuestro estudio de los nu´cleos de Markov dia´dicos permite dar mayores precisiones.
Veremos que estos perfiles tienen esencialmente la forma de las densidades de las distri-
buciones sime´tricas-s-estables, que a su vez se parecen al nu´cleo de Poisson de orden s,
por sus caracter´ısticas de acotacio´n y de decaimiento en el infinito.
Proposicio´n 5.10. El nu´cleo Wt es un nu´cleo de Markov dia´dico, positivo, acotado,
mono´tono decreciente (respecto a δ) y s-estable.
Demostracio´n. Afirmamos que Wt es un nu´cleo en la clase K con autovalores
λj = e
−tbs2sj (j ∈ Z). Para ver esto basta con probar que la sucesio´n {λj} satisface las
condiciones (Λ1), (Λ2) y (Λ3) del Lema 3.4, dada la fo´rmula obtenida en el Lema 3.5 y el
Teorema 3.11. Efectivamente, (Λ1) y (Λ2) son triviales y (Λ3) se sigue de que la sucesio´n
{λj} es mono´tona decreciente (estricta). Esta u´ltima propiedad implica asimismo que
los coeficientes αj asociados a Wt segu´n el Lema 3.4 son todos positivos, y por lo tanto
Wt(x, y) > 0 para todo x 6= y y Wt es mono´tono decreciente. La s-estabilidad de Wt se
obtiene a partir del ı´tem (d) del Lema 4.1. Por la regla de l’Hoˆpital, l´ımx→0+ 1−e
−µx
x
=
l´ımx→0+
µe−µx
1
= µ, con lo cual
l´ım
j→+∞
2sj(1− λ−j) = l´ım
j→+∞
1− e−tbs2−sj
2−sj
= tbs
y en consecuencia Wt resulta s-estable con para´metro de estabilidad tσs, con σs =
bs
(
21+s−2
21+s−1
)
. Es decir, l´ım
δ(x,y)→+∞
δ(x, y)1+sWt(x, y) = tσs.
Por u´ltimo, la acotacio´n de Wt puede obtenerse de la acotacio´n del perfil ϕ. Por la
monoton´ıa de Wt, basta con demostrar que el l´ımite de ϕt(2
j) cuando j tiende a −∞ es
finito. En efecto,
ϕt(2
j) = 2−j
[
− e−bst2−js +
∑
i≥1
2−ie−bst2
−s(i+j)
]
= −2−je−bst2−js +
∑
i≥1
2−(i+j)e−bst2
−s(i+j)
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= −2−je−bst2−js +
∑
`=i+j≥j+1
2−`e−bst2
−s`
≤ −2−je−bst2−js +
∑
`∈Z
2−`e−bst2
−s`
≤ −2−je−bst2−js +
∑
`≥0
2−` +
∑
`≥1
2`e−bst2
s`
≤ −2−je−bst2−js + 2 +
∑
`≥1
2
ˆ 2`
2`−1
e−bstx
s
dx
= −2−je−bst2−js + 2 + 2
ˆ ∞
1
e−bstx
s
dx
y se tiene el resultado dado que el primer te´rmino de la u´ltima expresio´n tiende a 0
cuando j → −∞ y ´∞
1
e−bstx
s
dx <∞. 
5.4. Teorema del L´ımite Central y Difusio´n Fraccionaria Dia´dica
Los resultados de las secciones anteriores nos permiten finalmente obtener un teorema
del l´ımite central asociado al problema de valor inicial en la difusio´n fraccionaria dia´dica,
con convergencia en el sentido de la norma de Lp. El ı´tem (iv) del Teorema 5.7 postula
que, en sentido espectral, la cuenca de atraccio´n de los nu´cleos difusivos Wt = Ws,t a
trave´s de un proceso s-estable (en Ps) consiste en la familia de nu´cleos K s(tσs), donde
σs es una constante que depende so´lo de s. Como consecuencia, por los resultados de la
Seccio´n 5.2, se obtiene la convergencia en el sentido de Lp de los operadores integrales
asociados a tales nu´cleos. Entonces, en el l´ımite, se alcanza la solucio´n de la ecuacio´n de
difusio´n fraccionaria dia´dica, para cada tiempo t > 0.
Observemos que, en general, puede decirse que un proceso P uv (K) converge a un
l´ımite central si se da el caso (C) del Teorema de Alternativas 5.5. Como vimos, este
equivale a la condicio´n de estabilidad sobre el nu´cleo inicial K que expresa el ı´tem (iii)
del Teorema 5.7: la s-estabilidad de K sobre las subsucesiones {kvj+m}j∈Z para cada
m ∈ Zv = {0, 1, . . . , v − 1}, es decir, l´ımj→+∞ kvj+m2(1+s)(vj+m) = σm > 0 para todo
m ∈ Zv. No obstante, este caso en toda su generalidad no siempre conduce, como resultado
de la convergencia, a la solucio´n de la ecuacio´n de difusio´n fraccionaria dia´dica. Lo cual
sucede precisamente cuando el nu´cleo K es s-estable.
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Como vimos en la Seccio´n 2.5, la solucio´n del problema de difusio´n fraccionaria dia´di-
ca, con condicio´n inicial f ∈ Lp(R+) y variable temporal t > 0, esta dada por
u(x, t) =
ˆ
R+
Wt(x, y)f(y) dy.
Teorema 5.11. Sea s ∈ Q+. Sea P ∈ Ps. Sea K un nu´cleo de Markov dia´dico
s-estable de para´metro tσs > 0, con σs =
(
21+s−2
21+s−1
)
bs. Si Ti son los operadores integrales
inducidos por la sucesio´n P (K), entonces
Tif
Lp−→ u(·, t) cuando i→∞
para cualquier condicio´n inicial f ∈ Lp(R+), 1 < p <∞.
Demostracio´n. Sean u, v ∈ N tales que u
v
= s. Sean t > 0, K ∈ K s (σst) y
consideremos el proceso P uv (K) =
{
K(i) = K2
iu
iv : i ∈ N
}
. Si λ(i)(Z) es la sucesio´n de
autovalores correspondiente al nu´cleo K(i) para cada i ∈ N, entonces por el ı´tem (iv)
del Teorema 5.7 se tiene que l´ım
i→+∞
λ(i)(j) = e−tbs2
sj
para todo j ∈ Z. Por otra parte,
como vimos en la demostracio´n de la Proposicio´n 5.10, el espectro del nu´cleo difusivo
Wt(x, y) esta´ dado precisamente por la sucesio´n
{
λ∞(j) = e−tbs2
sj
: j ∈ Z}. Por lo tanto,
la convergencia en Lp se deriva del Teorema 5.9. 
Cap´ıtulo 6
Segunda alternativa: la aproximacio´n a la identidad
En este cap´ıtulo abordamos la segunda alternativa de convergencia para los procesos
de iteracio´n-molificacio´n contenida en los Teoremas 5.2, 5.4 y 5.5 del cap´ıtulo anterior:
la aproximacio´n al operador identidad. Consideramos primero la convergencia en medias
p y luego, a trave´s del ana´lisis del operador maximal por medio de la descomposicio´n de
Caldero´n–Zygmund, como en el teorema de Zo´, que presentaremos en la segunda parte,
resolvemos tambie´n el problema de la convergencia puntual.
6.1. Concentracio´n
Una familia K = {Kn : n ∈ N} de nu´cleos de dos variables definidos en (R+, δ,L )
concentra, con respecto a δ, cuando n tiende a ∞, si para todo η > 0
(25) l´ım
n→∞
ˆ
δ(x,y)>η
Kn(x, y)dy = 0
uniformemente en x ∈ R+. Cuando K concentra escribimos K ∈ C. La definicio´n puede
naturalmente extenderse a familias no numerables de nu´cleos.
Sea s ∈ Q+. Recordemos que un nu´cleo K ∈ K es sub-s-estable si δ(x, y)1+sK(x, y)
tiende a cero cuando δ(x, y)→∞, y que la clase de los procesos s-estables esta´ dada por
Ps =
{
P uv : u, v ∈ N, s = uv
}
.
Lema 6.1. Sea P ∈ Ps y sea K ∈ K un nu´cleo sub-s-estable. Entonces la sucesio´n
de nu´cleos P (K) =
{
K(i) = P (K, i) : i ∈ N} concentra cuando i→∞.
Demostracio´n. Denotaremos a los coeficientes en las distintas representaciones del
nu´cleo K(i) (ver Lema 3.4) por medio del super´ındice (i). Sea j ∈ Z. Utilizando las
fo´rmulas de transformacio´n entre las representaciones de un nu´cleo, para todo x ∈ R+
tenemos que
ˆ
δ(x,y)>2j
K(i)(x, y)dy =
∑
l>j
k
(i)
l 2
l−1
76 Aproximacio´n a la identidad
= 1−
∑
l≤j
k
(i)
l 2
l−1
= 1− λ(i)−j − 2jk(i)j
= 1− λ(i)−j − 2j
[
− 2−jλ(i)−j +
∑
l>j
2−lλ(i)−l
]
= 1− 2j
∑
l>j
2−lλ(i)−l
= 1−
∑
l>0
2−lλ(i)−j−l.
Por el Teorema 5.7 (ii) y el teorema de convergencia dominada (en el caso discreto), el
l´ımite de la u´ltima expresio´n es 0 cuando i→∞. 
6.2. Aproximaciones a la identidad en Lp
Trivialmente, el operador identidad es lineal y continuo en los espacios Lp(R+), para
1 ≤ p ≤ ∞, y es diagonalizable respecto al sistema de Haar H con espectro constante
de valor 1. Dado que H es base incondicional de Lp(R+) para 1 < p <∞, en ese caso la
rec´ıproca es cierta. Es decir, si el espectro de un operador lineal y continuo en Lp(R+),
para 1 < p <∞, es constante de valor 1 entonces el operador es la identidad en Lp(R+).
Decimos que una sucesio´n de operadores {Tn : n ∈ N} es una aproximacio´n a la
identidad en el sentido de la norma de Lp si
l´ım
n→+∞
‖Tnf − f‖p = 0
para toda f ∈ Lp. Si los operadores esta´n definidos en algu´n espacio funcional F y para
toda f ∈ F se tiene
l´ım
n→+∞
Tnf(x) = f(x)
en casi todo punto, decimos que la aproximacio´n a la identidad es en sentido puntual en
F . Cuando los operadores {Tn} esta´n determinados por una sucesio´n de nu´cleos {Kn},
nos referiremos tambie´n a tal sucesio´n de nu´cleos como una aproximacio´n a la identidad.
Teorema 6.2. Sea P ∈ Ps y sea K ∈ K sub-s-estable. Entonces la sucesio´n de
nu´cleos {K(i) = P (K, i) : i ∈ N} es una aproximacio´n a la identidad en el sentido de Lp,
para 1 ≤ p <∞.
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Demostracio´n. La prueba se basa en un argumento de densidad, dado el hecho de
que el espacio C0(R+), de las funciones d-continuas con soporte compacto, es denso en
Lp(R+), para todo 1 ≤ p <∞. El ingrediente fundamental para la prueba en C0(R+) es
la propiedad de concentracio´n provista por el Lema 6.1.
Sea {Ti}i∈N la sucesio´n de operadores integrales determinada por los nu´cleos {K(i)}.
Comencemos probando el caso p = 1. Sea f ∈ L1 y ε > 0. Por densidad, existe g continua
de soporte compacto tal que ‖f − g‖1 <
ε
4
. Entonces
‖Tif − f‖1 ≤ ‖Tif − Tig‖1 + ‖Tig − g‖1 + ‖g − f‖1
≤ 2 ‖f − g‖1 + ‖Tig − g‖1
≤ ε
2
+ ‖Tig − g‖1 ,
ya que los operadores {Ti} son lineales y uniformemente acotados (Lema 3.9). Luego,
bastara´ con probar que ‖Tig − g‖1 → 0 cuando i→ +∞ para toda g ∈ C0(R+).
Si g ∈ C0(R+) entonces g es uniformemente continua y existen enteros j y J , j < J ,
tales que sop(g) ⊂ [0, 2J) = IJ0 y |g(x)− g(y)| <
ε
2J+2
si δ(x, y) ≤ 2j. Notemos adema´s
que si δ(x, y) ≤ 2J , entonces x ∈ [0, 2J) si y so´lo si y ∈ [0, 2J). Luego
‖Tig − g‖1 =
ˆ
R+
∣∣∣∣ˆ
R+
K(i)(x, y)g(y) dy − g(x)
∣∣∣∣ dx
=
ˆ
R+
∣∣∣∣ˆ
R+
K(i)(x, y)(g(y)− g(x)) dy
∣∣∣∣ dx
≤
ˆ
R+
ˆ
R+
K(i)(x, y) |g(y)− g(x)| dy dx
=
ˆ
R+
ˆ
δ(x,y)62j
K(i)(x, y) |g(y)− g(x)| dy dx
+
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx
=
ˆ
[0,2J )
ˆ
δ(x,y)62j
K(i)(x, y) |g(y)− g(x)| dy dx
+
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx
≤
ˆ
[0,2J )
ε
2J+2
ˆ
δ(x,y)62j
K(i)(x, y) dy dx
+
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx
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≤ ε
4
+
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx.
Sea M = ‖g‖∞ < ∞. Para acotar la u´ltima integral usamos finalmente la propiedad de
concentracio´n de la familia {K(i)}, por la cual existe i0 ∈ N tal que para todo i ≥ i0
resulta
´
δ(x,y)>2j
K(i)(x, y)dy <
ε
M2J+4
para todo x ∈ R+. De esta manera, si i ≥ i0,
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx
=
ˆ
IJ0
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)− g(x)| dy dx
+
ˆ
R+\IJ0
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)| dy dx
≤
ˆ
IJ0
2M
ˆ
δ(x,y)>2j
K(i)(x, y) dy dx+
ˆ
R+
ˆ
δ(x,y)>2j
K(i)(x, y) |g(y)| dy dx
≤
ˆ
IJ0
2M
ε
M2J+4
dx+
ˆ
R+
|g(y)|
ˆ
δ(x,y)>2j
K(i)(x, y) dx dy
=
ε
8
+
ˆ
IJ0
|g(y)|
ˆ
δ(x,y)>2j
K(i)(x, y) dx dy
≤ ε
8
+
ˆ
IJ0
M
ε
M2J+4
dy
=
ε
4
.
Con esto, hemos demostrado que ‖Tif − f‖1 → 0 cuando i→ +∞, para toda f ∈ L1(R+).
Podemos demostrar el caso 1 < p < ∞ utilizando el mismo argumento de densidad,
con lo cual basta con probar que para toda g ∈ C0(R+) se tiene que ‖Tig − g‖p → 0
cuando i→ +∞. En efecto, por la desigualdad de Ho¨lder tenemos que
|Tig(x)− g(x)| =
∣∣∣∣ˆ
R+
K(i)(x, y)(g(y)− g(x)) dy
∣∣∣∣
≤
ˆ
R+
|g(y)− g(x)| ∣∣K(i)(x, y)∣∣ 1p ∣∣K(i)(x, y)∣∣ 1p′ dy
≤
(ˆ
R+
|g(y)− g(x)|pK(i)(x, y) dy
) 1
p
(ˆ
R+
K(i)(x, y) dy
) 1
p′
=
(ˆ
R+
|g(y)− g(x)|pK(i)(x, y) dy
) 1
p
,
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y entonces
‖Tig − g‖pp =
ˆ
R+
|Tig(x)− g(x)|p dx
≤
ˆ
R+
ˆ
R+
|g(y)− g(x)|pK(i)(x, y) dy dx,
y la demostracio´n se completa de manera ana´loga al caso p = 1.
Una forma alternativa de probar el resultado en el caso 1 < p < ∞ es a trave´s del
ana´lisis espectral de los operadores, por la aplicacio´n directa de los Teoremas 5.7 (ii) y
5.9, donde ahora el operador l´ımite T∞ es el operador identidad. 
La rec´ıproca es tambie´n cierta.
Teorema 6.3. Sea P ∈ Ps y sea K ∈ K . Si la sucesio´n de nu´cleos {K(i) =
P (K, i) : i ∈ N} es una aproximacio´n a la identidad en el sentido de Lp para algu´n
1 ≤ p <∞, entonces K es sub-s-estable.
Demostracio´n. Como H ⊂ L1loc(R+) ⊂ Lp(R+) para todo p, el resultado es conse-
cuencia del Teorema 5.7.(ii), dado que para cada h ∈H ,
‖Tih− h‖p =
∥∥λ(i)(h)h− h∥∥
p
=
∣∣λ(i)(h)− 1∣∣ ‖h‖p .

Una consecuencia de los dos u´ltimos teoremas es que si una sucesio´n de nu´cleos P (K),
con s > 0, P ∈ Ps y K ∈ K , es una aproximacio´n a la identidad en el sentido de Lp
para algu´n 1 ≤ p <∞ entonces lo es tambie´n para todo 1 ≤ p <∞.
6.3. El operador Maximal
Sea K una subclase de nu´cleos de K y {TK : K ∈ K} la familia de operadores
integrales determinados por K. Se define el operador maximal asociado a K por
T ∗f(x) = T ∗Kf(x) = sup
K∈K
|TKf(x)| .
Lema 6.4. Sea K una subfamilia a lo sumo numerable de nu´cleos de K y T ∗ el ope-
rador maximal asociado. Si f ∈ Lp(R+) para algu´n 1 ≤ p ≤ ∞, entonces T ∗f esta´ bien
definido y es medible. Si adema´s f es no negativa entonces T ∗f es semicontinua inferior-
mente respecto a δ.
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Demostracio´n. Por el Corolario 3.10, para f ∈ Lp(R+) (1 ≤ p ≤ ∞) y K ∈ K se
tiene que TKf es medible y si adema´s f es no negativa entonces el Lema 3.9.(3) ensen˜a
que TKf resulta semicontinua inferiormente respecto a δ. Luego, para cada λ > 0 el
conjunto
{x ∈ R+ : T ∗f(x) > λ} =
⋃
K∈K
{x : |TKf(x)| > λ}
es medible si f ∈ Lp y es δ-abierto si adema´s f ≥ 0. 
El mismo resultado se verifica para el caso general de subfamilias de K arbitrarias,
aunque la demostracio´n resulta ma´s trabajosa.
Lema 6.5. Sea K ⊂ K y T ∗ el operador maximal asociado a K. Si f ∈ Lp(R+)
para algu´n 1 6 p 6∞, entonces T ∗f esta´ bien definido y es medible. Si f es adema´s no
negativa entonces T ∗f es semicontinua inferiormente respecto a δ.
Demostracio´n. Sea f ∈ Lp(R+), 1 6 p 6 ∞. Dado que casi todo punto de R+ es
un punto de Lebesgue de f , el Lema 3.9.(1) demuestra la buena definicio´n de T ∗f . Deno-
tamos por L (f) al conjunto de puntos de Lebesgue de f en R+. Para ver la medibilidad
bastara´ con probar que para cada λ > 0 el conjunto {x ∈ L (f) : T ∗f(x) > λ} es medible.
Sean los conjuntos de nu´cleos dia´dicos dados, en te´rminos de los coeficientes introdu-
cidos en el Cap´ıtulo 3, por
Q = {K ∈ K : kj ∈ Q para todo j ∈ Z} ,
QJ =
{
KJ = K.χ⋃−J6j6J L(2j) : K ∈ Q
}
para J ∈ N, y
Q˜ =
⋃
J∈N
QJ .
Notemos que Q˜ tiene cardinal ℵ0 (es un conjunto numerable). Notemos adema´s que los
nu´cleos de Q˜ son dia´dicos y sub-markovianos, es decir, nu´cleos definidos en R+ × R+,
no negativos y dia´dicos tales que
´
R+ K(x, y) dy ≤ 1 para todo x ∈ R+. Las propiedades
de medibilidad de los operadores con nu´cleos en K dadas en los Lemas 3.8 y 3.9 y en
el Corolario 3.10 se verifican tambie´n para nu´cleos dia´dicos sub-markovianos, ya que la
propiedad de Markov no interviene de manera crucial en las demostraciones.
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Sean adema´s las clases
E(f,K, ε) = {N ∈ Q : |TNf(x)− TKf(x)| < ε para todo x ∈ L (f)},
E(f,K, ε) =
⋃
K∈K
E(f,K, ε)
= {N ∈ Q : existe K ∈ K : |TNf(x)− TKf(x)| < ε para todo x ∈ L (f)}.
Afirmacio´n: Para toda f ∈ Lp(R+), todo nu´cleo K ∈ K y todo ε > 0 existe un nu´cleo
N ∈ Q tal que |TKf(x)− TNf(x)| < ε en todo punto de Lebesgue de f . Es decir,
E(f,K, ε) 6= ∅.
En efecto, si x ∈ L (f) entonces, por el Lema 3.9.(1) y el Teorema de Convergencia
Dominada, TKf(x) =
∑
j∈Z
kj
´
δ(x,y)=2j
f(y) dy < ∞ para todo K ∈ K. Luego, tomemos
una sucesio´n {qj : j ∈ Z} ⊂ Q+0 tal que
∑
j∈Z qj2
j−1 = 1 y
∑
j∈Z
|kj − qj| 2
j−1
p′ <
ε
‖f‖p
,
donde p′ es el exponente conjugado de p
(
i.e. 1/p + 1/p′ = 1
)
. Tenemos entonces que el
nu´cleo N determinado por la sucesio´n {qj} esta´ en Q y, por la desigualdad de Ho¨lder,
|TKf(x)− TNf(x)| ≤
∑
j∈Z
|kj − qj|
ˆ
δ(x,y)=2j
|f(y)| dy
≤
∑
j∈Z
|kj − qj| 2
j−1
p′ ‖f‖p
< ε
para todo x ∈ L (f). Queda as´ı probada la afirmacio´n.
Entonces, dado λ > 0,
{x ∈ L (f) : T ∗f(x) > λ} =
⋃
n∈N
{
x ∈ L (f) : T ∗f(x) > λ+ 2
n
}
(26)
=
⋃
n∈N
⋃
N∈E(f,K, 1
n
)
{
x ∈ L (f) : |TNf(x)| > λ+ 1n
}
.
Efectivamente, si x ∈ L (f) es tal que T ∗f(x) > λ entonces existe n ∈ N para el cual
T ∗f(x) > λ + 2
n
, y luego existe K ∈ K tal que |TKf(x)| > λ + 2n . Escogiendo cualquier
N ∈ E(f,K, 1
n
) se tiene entonces que λ+ 2
n
< |TKf(x)| ≤ |TKf(x)− TNf(x)|+|TNf(x)| <
1
n
+ |TNf(x)|, y por lo tanto |TNf(x)| > λ + 1n . Rec´ıprocamente, si x ∈ L (f) es tal que
existe un n ∈ N y un N ∈ E(f,K, 1
n
) para los cuales |TNf(x)| > λ + 1n , entonces existe
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adema´s un nu´cleo K ∈ K tal que N ∈ E(f,K, 1
n
) y por lo tanto λ + 1
n
< |TNf(x)| ≤
|TNf(x)− TKf(x)|+ |TKf(x)| < 1n + |TKf(x)|, con lo cual T ∗f(x) > λ.
Ahora bien, dado que para todo x ∈ L (f) y todo nu´cleo N ∈ Q se tiene que
TNf(x) = l´ımJ→+∞ TNJf(x), donde NJ = N.χC(J) ∈ QJ para C(J) =
⋃
−J6j6J
L(2j),
entonces |TNf(x)| > λ+ 1n si y so´lo si existen m ∈ N y J0 ∈ N tales que para todo J > J0
vale |TNJf(x)| > λ + 1n + 1m . Es posible entonces cambiar el conjunto E(f,K, 1n) en (26)
por un subconjunto de Q˜, de manera de obtener una fo´rmula con una unio´n numerable.
Definiendo
EJ(f,K, ε) = {NJ ∈ QJ : N ∈ E(f,K, ε)} para ε > 0 y J ∈ N, y
E˜(f,K, ε) =
⋃
J∈N
EJ(f,K, ε) =
{
N˜ ∈ Q˜ : N˜ = NJ con N ∈ E(f,K, ε)
}
,
tendremos entonces que⋃
n∈N
⋃
N∈E(f,K, 1
n
)
{
x ∈ L (f) : |TNf(x)| > λ+ 1n
}
(27)
=
⋃
n∈N
⋃
m∈N
⋃
N˜∈E˜(f,K, 1
n
)
({
x ∈ L (f) : |TN˜f(x)| > λ+ 1n + 1m
}∩{
x : |TN˜f(x)− TNf(x)| < 1m
})
.
Veamos esto. Sea x en el primer conjunto. Entonces existen n ∈ N y N ∈ E(f,K, 1
n
)
tales que |TNf(x)| > λ + 1n . Luego, existe m ∈ N tal que |TNf(x)| > λ + 1n + 1m . Dado
que TNf(x) = l´ımJ→+∞ TNJf(x) entonces existe J ∈ N tal que |TNJf(x)| > λ + 1n + 1m
y |TNJf(x)− TNf(x)| < 1m . Notando que NJ ∈ E˜(f,K, 1n), se tiene que x pertenece al
segundo conjunto. Rec´ıprocamente, si x esta´ en el segundo conjunto entonces existen n ∈
N, m ∈ N y N˜ ∈ E˜(f,K, 1
n
) tales que |TN˜f(x)| > λ+ 1n + 1m y |TN˜f(x)− TNf(x)| < 1m .
Como N˜ ∈ E˜(f,K, 1
n
) entonces N˜ = NJ para algu´n N ∈ E(f,K, 1n) y algu´n J ∈ N. As´ı,
λ + 1
n
+ 1
m
< |TN˜f(x)| 6 |TN˜f(x)− TNf(x)| + |TNf(x)| < 1m + |TNf(x)|, con lo cual
|TNf(x)| > λ+ 1n . Por lo tanto, x pertenece al primer conjunto.
Dado que E˜(f,K, ε) ⊂ Q˜ para todo ε > 0, entonces la unio´n en el miembro derecho
de (27) es numerable, y los conjuntos involucrados en dicha unio´n son conjuntos medibles
de R+ ya que las funciones TNf y TN˜f son medibles. En vistas de esto y de las ecuaciones
(26) y (27), se obtiene que los conjuntos {x ∈ L (f) : T ∗f(x) > λ} son medibles para todo
λ > 0, y por lo tanto T ∗f resulta medible en R+.
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Si f es adema´s no negativa, entonces T ∗f esta´ bien definido en todo punto de R+, ya
que esto ocurre para TKf para todo K ∈ K . Adema´s, para cada λ > 0,{
x ∈ R+ : T ∗f(x) > λ} = {x ∈ R+ : sup
K∈K
|TKf(x)| > λ
}
=
⋃
K∈K
{
x ∈ R+ : TKf(x) > λ
}
.
Por el Lema 3.9.(3), para todo K ∈ K y todo λ > 0 los conjuntos {x : TKf(x) > λ} son
δ-abiertos, y en consecuencia es δ-abierto cualquier unio´n de tales conjuntos. 
6.4. Tipo de´bil y tipo fuerte del operador maximal
Sean p, q ∈ [1,∞] y sea T un operador definido en Lp(R+) sobre Lq(R+). Se dice que
el operador T es de tipo fuerte (p, q) o, escuetamente, de tipo (p, q) si esta´ acotado, es
decir, si para toda f ∈ Lp(R+) vale
‖Tf‖q ≤ C ‖f‖p
para alguna constante positiva C independiente de f .
Si q < ∞, decimos que el operador T es de tipo de´bil (p, q) si para todo λ > 0 y
toda f ∈ Lp(R+) vale que
∣∣{x ∈ R+ : |Tf(x)| > λ}∣∣ ≤ (C
λ
‖f‖p
)q
para alguna constante C > 0 independiente de λ y de f . Cuando q =∞, diremos que T
es de tipo de´bil (p,∞) si es de tipo fuerte (p,∞).
Por la desigualdad de Chebyshev (Teorema A.5) se obtiene que el tipo fuerte (p, q)
implica el tipo de´bil (p, q).
Para probar el tipo de´bil (1, 1) de los operadores maximales, aunque no usamos
aqu´ı expl´ıcitamente el Teorema de Zo´ sobre aproximaciones de la identidad con nu´cleos
no mono´tonos, s´ı usamos la idea ba´sica en su ana´lisis: la descomposicio´n de Caldero´n–
Zygmund. Repasemos este resultado de C–Z antes de enunciar nuestro teorema.
Lema 6.6 (Caldero´n-Zygmund). Sea f no negativa e integrable en R+ y sea ζ > 0.
Entonces existe una familia de intervalos dia´dicos G = G (f, ζ) ⊂ D tal que
(i) los intervalos de G son disjuntos dos a dos;
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(ii) mI(f) :=
1
|I|
´
I
f(y) dy > ζ para todo I ∈ G ;
(iii) mJ(f) ≤ ζ para todo J ∈ D tal que J ) I para algu´n I ∈ G ;
(iv) f(x) ≤ ζ en casi todo punto x /∈ ⋃I∈G I;
(v)
∣∣⋃
I∈G I
∣∣ ≤ ‖f‖1
ζ
;
(vi) f = g + b con b(x) =
∑
I∈G bI(x) =
∑
I∈G
(
f(x)−mI(f)
)
χI(x);
(vii) 0 ≤ g(x) ≤ cζ en casi todo punto, para alguna constante geome´trica c ≥ 1;
(viii)
´
I
b(y) dy = 0 para todo I ∈ G ;
(ix) ‖b‖1 ≤ 2 ‖f‖1.
Teorema 6.7. Sea K ⊂ K . El operador maximal T ∗ asociado a K es de tipo de´bil
(1, 1) y de tipo fuerte (p, p) para todo 1 < p 6∞.
Demostracio´n. Veamos primero que T ∗ es de tipo de´bil (1, 1).
1. Sea f ∈ L1(R+) no negativa, y sea λ > 0. Por el Lema de Caldero´n-Zygmund
6.6 con ζ = λ
2c
, tenemos entonces que existen una familia G = G (f, ζ) ⊂ D y
funciones g(x) y b(x) con las propiedades (i)− (ix) del lema.
2. Sean K ∈ K y x ∈ R+. Entonces, por (vii),
TKg(x) =
ˆ
R+
K(x, y)g(y) dy ≤ cζ
ˆ
R+
K(x, y) dy =
λ
2
,
con lo cual
T ∗g(x) = sup
K∈K
TKg(x) ≤ λ
2
en todo x ∈ R+.
3. Sea G =
⋃
I∈G I. Por definicio´n, b ≡ 0 en G{ = R+\G. Adema´s, dado que f ∈
L1(R+), g ∈ L∞(R+) y b = f − g entonces TKb es finito en L (f) para cualquier
K ∈ K (Lema 3.9). Luego, por el teorema de convergencia dominada, tenemos
que, para todo x ∈ L (f),
TKb(x) =
ˆ
R+
K(x, y)b(y) dy =
ˆ
G
K(x, y)b(y) dy =
∑
I∈G
ˆ
I
K(x, y)b(y) dy.
Si x ∈ G{ entonces K(x, ·) es constante en cada I ∈ G . Por lo tanto, por (viii) se
tiene que TKb(x) = 0 para todo x ∈ L (f) ∩G{, y en consecuencia
T ∗b(x) = sup
K∈K
|TKb(x)| = 0 en L (f) ∩G{.
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4. Por u´ltimo, notemos que, por el Lema 6.5, T ∗f , T ∗g y T ∗b esta´n bien definidos
en L (f) y son medibles en R+, dado que f, b ∈ L1(R+) y g ∈ L∞(R+). Luego,
T ∗f(x) = sup
K∈K
|TKf(x)| ≤ sup
K∈K
( |TKg(x)|+ |TKb(x)| ) ≤ T ∗g(x) + T ∗b(x)
en los puntos de buena definicio´n.
Por las observaciones anteriores y el ı´tem (v) del Lema de C-Z 6.6 tenemos entonces que∣∣{x ∈ R+ : T ∗f(x) > λ}∣∣ = |{x ∈ L (f) : T ∗f(x) > λ}|
≤ ∣∣{x ∈ L (f) : T ∗g(x) > λ
2
}∣∣+ ∣∣{x ∈ L (f) : T ∗b(x) > λ
2
}∣∣
=
∣∣{x ∈ L (f) : T ∗b(x) > λ
2
}∣∣
≤ |G|+
∣∣∣{x ∈ G{ ∩L (f) : T ∗b(x) > λ2}∣∣∣
≤ ‖f‖1
ζ
=
2c
λ
‖f‖1 .
Dado que para toda f ∈ L1(R+) se tiene que T ∗f(x) ≤ T ∗ |f | (x) en L (f), queda
demostrado que T ∗ es de tipo de´bil (1, 1).
Veamos a continuacio´n el tipo fuerte (∞,∞) de T ∗. Sea f ∈ L∞(R+). Por el Lema 3.9.(2),
para todo x ∈ R+ se tiene
T ∗f(x) = sup
K∈K
|TKf(x)| ≤ sup
K∈K
‖TKf‖∞ ≤ ‖f‖∞ .
Para finalizar, la demostracio´n se completa por aplicacio´n del teorema de interpolacio´n
de Marcinkiewics (Teorema 8.4). 
6.5. Aproximaciones a la identidad en casi todo punto para funciones de Lp
En esta seccio´n probamos el resultado de convergencia puntual.
Lema 6.8. Sea {Kn : n ∈ N} una sucesio´n de nu´cleos de K que concentra cuando
n→∞. Si {Tn} es la sucesio´n de operadores integrales asociados a {Kn} y g ∈ L∞(R+)
entonces
l´ım
n→+∞
Tng(x) = g(x)
en cada punto de δ-continuidad de g.
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Demostracio´n. Sea g ∈ L∞(R+) y x un punto de continuidad de g respecto a la
me´trica dia´dica δ. Luego, para cada ε > 0 existe η > 0 tal que |g(x)− g(y)| < ε
2
para
todo y ∈ Bδ(x, η). Por lo tanto,
|Tng(x)− g(x)| ≤
ˆ
R+
Kn(x, y) |g(y)− g(x)| dy
=
ˆ
δ(x,y)<η
Kn(x, y) |g(y)− g(x)| dy +
ˆ
δ(x,y)>η
Kn(x, y) |g(y)− g(x)| dy
≤ ε
2
+ 2 ‖g‖∞
ˆ
δ(x,y)>η
Kn(x, y)dy,
y el resultado se obtiene al aplicar la propiedad de concentracio´n de {Kn} en el segundo
te´rmino de la u´ltima desigualdad. 
Observemos que, dado que la topolog´ıa dia´dica es ma´s fina que la topolog´ıa eucl´ıdea
(la contiene estrictamente), “hay ma´s” funciones continuas respecto a la me´trica dia´dica
que respecto a la eucl´ıdea, es decir, C (R+) ( C (R+, δ) (un ejemplo de funcio´n continua
respecto a δ pero no respecto a la distancia eucl´ıdea es la caracter´ıstica de un intervalo
dia´dico). Ma´s au´n, como |x− y| ≤ δ(x, y), los puntos de continuidad de una funcio´n
respecto a la me´trica eucl´ıdea lo son tambie´n respecto a la me´trica dia´dica. El siguiente
resultado es un corolario del lema anterior junto con el Lema 6.1.
Corolario 6.9. Si P ∈ Ps y K ∈ K es sub-s-estable entonces la sucesio´n P (K)
es una aproximacio´n a la identidad puntual (en todo punto) en C (R+, δ) ∩ L∞(R+).
El siguiente teorema sigue las mismas lineas que el resultado cla´sico que relaciona el
tipo de´bil del operador maximal y las aproximaciones a la identidad en sentido puntual
para funciones de Lp, 1 ≤ p <∞, provisto que el resultado vale en un subconjunto denso.
Teorema 6.10. Sea {Kn : n ∈ N} una sucesio´n de nu´cleos de K que concentra
cuando n → ∞. Sea 1 6 p < ∞. Si T ∗ es de tipo de´bil (p, p) entonces para toda f ∈
Lp(R+) se tiene que l´ım
n→+∞
Tnf(x) = f(x) en casi todo punto.
Demostracio´n. Sea 1 6 p <∞, f ∈ Lp(R+) y supongamos que T ∗ es de tipo de´bil
(p, p). Consideremos el conjunto
E : =
{
x ∈ R+ : l´ım
n→∞
Tnf(x) 6= f(x)
}
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=
{
x ∈ R+ : l´ım
n→∞
|Tnf(x)− f(x)| 6= 0
}
=
{
x ∈ R+ : l´ım sup
n→∞
|Tnf(x)− f(x)| > 0
}
=
⋃
i∈N
{
x ∈ R+ : l´ım sup
n→∞
|Tnf(x)− f(x)| > 1/i
}
=
⋃
i∈N
Ei.
Luego |E| = ∣∣⋃i∈NEi∣∣ 6∑i∈N |Ei|.
Dada g ∈ C0(R+) y x ∈ R+, por el Lema 6.8 y usando la subaditividad del l´ımite
superior, tenemos que
l´ım sup
n→∞
|Tnf(x)− f(x)| ≤ l´ım sup
n→∞
( |Tn(f − g)(x)|+ |Tng(x)− g(x)| )+ |f(x)− g(x)|
= l´ım sup
n→∞
|Tn(f − g)(x)|+ |f(x)− g(x)| .
Por lo tanto, para i ∈ N,
Ei =
{
x ∈ R+ : l´ım sup
n→∞
|Tnf(x)− f(x)| > 1/i
}
⊂
{
x ∈ R+ : l´ım sup
n→∞
|Tn(f − g)(x)|+ |(f − g)(x)| > 1/i
}
⊂
{
x : l´ım sup
n→∞
|Tn(f − g)(x)| > 1/2i
}
∪
{
x : |(f − g)(x)| > 1/2i
}
⊂
{
x : sup
n∈N
|Tn(f − g)(x)| > 1/2i
}
∪
{
x : |(f − g)(x)| > 1/2i
}
y entonces
|Ei| ≤
∣∣∣{x : T ∗(f − g)(x) > 1/2i}∣∣∣+ ∣∣∣{x : |(f − g)(x)| > 1/2i}∣∣∣
≤ c1(2i)p ‖f − g‖pp + c2(2i)p ‖f − g‖pp ,
donde en la u´ltima desigualdad usamos el tipo de´bil (p, p) de T ∗ y la desigualdad de
Chebyshev. Por la densidad de C0(R+) en Lp(R+) tenemos entonces que |Ei| = 0 para
todo i ∈ N, y en consecuencia |E| = 0. Es decir, l´ım
n→+∞
Tnf(x) = f(x) en todo x ∈ R+\E
y |E| = 0. 
Como corolario se obtiene que los procesos s-estables (22) con inicio en un nu´cleo de
Markov dia´dico sub-s-estable son aproximaciones a la identidad puntuales en los espacios
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de Lebesgue Lp(R+), para cada 1 6 p <∞. Rec´ıprocamente, si para K ∈ K y P ∈Ps
la sucesio´n P (K) es una aproximacio´n puntual a la identidad en algu´n espacio Lp(R+)
(1 6 p <∞) entonces K es un nu´cleo sub-s-estable. Refraseando: las sucesiones obtenidas
de aplicar un proceso s-estable a nu´cleos en K que son aproximaciones puntuales a la
identidad en los espacios Lp son exactamente las iniciadas en nu´cleos sub-s-estables.
Enunciamos estos resultados a continuacio´n.
Teorema 6.11. Sea P ∈ Ps. Si K ∈ K es sub-s-estable entonces la sucesio´n de
nu´cleos P (K) es una aproximacio´n a la identidad puntual en Lp(R+), para todo 1 ≤ p <
∞. Es decir, si {Ti} es la sucesio´n de operadores integrales asociados a la sucesio´n de
nu´cleos P (K), entonces
l´ım
i→+∞
Tif(x) = f(x) en c.t.p.
para toda f ∈ ⋃1≤p<∞ Lp(R+).
Demostracio´n. Las hipo´tesis del teorema anterior son provistas por el Lema 6.1 y
el Teorema 6.7. 
Teorema 6.12. Sean K ∈ K , u, v ∈ N y s = u
v
. Si la sucesio´n de nu´cleos P uv (K) es
una aproximacio´n a la identidad en sentido puntual en Lp(R+) para algu´n 1 ≤ p < ∞,
entonces el nu´cleo inicial K es sub-s-estable.
Demostracio´n. Sea h ∈ H y elijamos un x ∈ R+ tal que l´ım
i→+∞
Tih(x) = h(x) 6= 0
(notar que H ⊂ Lp). Por lo tanto, l´ım
i→+∞
λ(i)(h)h(x) = h(x) y, como h(x) 6= 0, debe ser
l´ım
i→+∞
λ(i)(h) = 1. Luego, por el Teorema 5.7 se tiene que K es sub-s-estable. 
Corolario 6.13. Sean K ∈ K , u, v ∈ N. Si la sucesio´n de nu´cleos P uv (K) es una
aproximacio´n a la identidad en sentido puntual en Lp(R+) para algu´n 1 ≤ p < ∞,
entonces lo es para todo 1 ≤ p < ∞. Ma´s au´n, en tal caso el resultado vale para todo
proceso de Ps, para s = u
v
.
Cap´ıtulo 7
Teoremas l´ımites en espacios homoge´neos y de tipo homoge´neo
El objetivo de este cap´ıtulo es desarrollar la teor´ıa anterior en contextos generales con
ciertas propiedades de homogeneidad del espacio. En primer lugar abordamos estructuras
autosimilares que incluyen espacios eucl´ıdeos, me´tricas parabo´licas y fractales cla´sicos
construidos por sistemas iterados de funciones, como el cuadrante de Sierpinski. Luego,
exploramos extensiones a los contextos dia´dicos generales en espacios de tipo homoge´neo
con sistemas dia´dicos de Christ y bases de Haar que no son necesariamente autosimilares.
7.1. Familias dia´dicas homoge´neas
Sea (X,µ) un espacio de medida σ-finito. Una familia dia´dica es una clase de sub-
conjuntos medibles de X de la forma D =
⋃
j∈ZD
j, donde D j =
{
Qjk : k ∈ F j
}
es una
particio´n de X, F j es algu´n conjunto a lo sumo numerable de ı´ndices, y la sucesio´n de
particiones {D j}j∈Z es anidada, es decir, cada elemento de D j es unio´n disjunta de (fini-
tos) elementos de D j+1, para todo j ∈ Z. Diremos que una familia dia´dica es regular de
grado n si cada elemento es unio´n disjunta de exactamente n elementos del nivel siguiente
y es homoge´nea si adema´s todos los elementos de un mismo nivel miden lo mismo. Por
analog´ıa con el caso usual en espacios eucl´ıdeos llamaremos cubos a los elementos de D .
En lo que sigue de la seccio´n consideraremos familias dia´dicas regulares y homoge´neas.
En consecuencia el espacio es no ato´mico y µ(X) = ∞, y puede tomarse F j = N para
todo j.
Desde el punto de vista de la teor´ıa de grafos, toda familia dia´dica regular de grado n
que conforme un u´nico cuadrante tiene asociado un a´rbol regular de grado n, al considerar
como ve´rtices a los cubos y que las aristas unen ve´rtices asociados a cubos de niveles
consecutivos que verifican una relacio´n de contencio´n.
Sin pe´rdida de generalidad podemos suponer que los cubos de nivel cero miden uno,
es decir, µ(Q0k) = 1 para todo k ∈ N. Luego, dado que cada cubo es unio´n disjunta de
n cubos del nivel siguiente y que todos los cubos de un mismo nivel miden lo mismo, se
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tiene que µ(Q1k) = 1/n para todo k ∈ N, µ(Q−1k ) = n para todo k ∈ N, y, en general,
µ(Qjk) = n
−j para todo j ∈ Z y todo k ∈ N. As´ı, µ(D) = D = {nj : j ∈ Z}.
Hemos definido una estructura dia´dica con medida de manera abstracta, sin hacer
alusio´n a un conjunto X, a una topolog´ıa o a una me´trica en particular.
De manera natural, puede definirse en el espacio una topolog´ıa determinada por la
estructura dia´dica. Definimos en X la topolog´ıa dia´dica τ = τD como la menor topolog´ıa
que contiene a la familia de conjuntos dia´dicos D . Es decir, D es base de esta topolog´ıa.
En referencia al conjuntoX notemos que, dado que la familiaD es unio´n de particiones
anidadas, cada punto x ∈ X tendra´ asociada una u´nica sucesio´n encajada de cubos
dia´dicos Dx =
{
Qjx = Q
j
k(x,j) : j ∈ Z
}
, de manera que x ∈ ⋂j∈ZQjx. Se define el espacio
cociente X/τ como el conjunto de clases de equivalencia respecto a la relacio´n [x ∼ y si
y so´lo si Dx = Dy]. Observemos que existe una inyeccio´n natural de X/τ en el espacio
G =
{(
Qjk(j)
)
j∈Z : Q
j+1
k(j+1) ⊂ Qjk(j) para todo j ∈ Z
}
compuesto por todas las sucesiones
encajadas de cubos de D con exactamente un elemento de cada nivel. Adema´s, (X, τ) es
un espacio de Kolmogorov (T0) si y so´lo si X = X/τ , y en este caso el espacio resulta ser
tambie´n de Haussdorf (T2).
Como antes, se define la me´trica dia´dica δ en X por
δ(x, y) = ı´nf {µ(Q) : x, y ∈ Q, Q ∈ D} .
Observemos que para que δ este´ bien definida en X es necesario que la familia dia´dica
D determine un u´nico cuadrante. Adema´s, δ resulta confiable si y so´lo si las clases de
equivalencia son conjuntos unitarios (de un solo elemento), es decir, si X = X/τ . En
adelante consideraremos que este es el caso en cuestio´n. Luego, δ es tambie´n una ultra-
me´trica y las δ-bolas son exactamente los cubos de D . La propiedad de duplicacio´n se
satisface para µ y δ, ma´s au´n, (X, δ, µ) es un espacio de tipo homoge´neo normal y no
ato´mico. En efecto, dados x ∈ X y r > 0 existe un u´nico j ∈ Z tal que n−j < r ≤ n−j+1
y entonces B(x, r) =
{
y ∈ X : δ(x, y) < r} = {y ∈ X : δ(x, y) ≤ n−j} = Qjx. Luego,
r
n
≤ µ(B(x, r)) = µ(Qjx) = n−j < r.
La propiedad de Heine-Borel, de que los conjuntos compactos son los cerrados y
acotados, tiene como consecuencia varios de los resultados fundamentales del ana´lisis.
E´sta resulta va´lida en espacios casi-me´tricos completos donde los conjuntos acotados
7.1 Familias dia´dicas homoge´neas 91
sean totalmente acotados. Como esto u´ltimo lo verifican los espacios dia´dicos abstractos
aqu´ı considerados, es interesante ver cuando se tiene la completitud.
Proposicio´n 7.1. El espacio me´trico (X, δ) es completo si y solo si la aplicacio´n que
asigna x 7→ Dx es una biyeccio´n entre X y G.
Demostracio´n. Como (X,D , τD) es un espacio T0, entonces la aplicacio´n que asigna
a cada punto x ∈ X su correspondiente sucesio´n encajada de cubos Dx es una inyeccio´n.
Para que el espacio sea completo esta aplicacio´n debe ser tambie´n suryectiva. Efectiva-
mente, en caso contrario existe una sucesio´n encajada
{
Qjk(j) : j ∈ Z
}
que no es imagen
de ningu´n punto de X. Luego, tomando un punto de cada conjunto Qjk(j) obtenemos una
sucesio´n de Cauchy en X cuando j → +∞ que no converge a un punto de X. Rec´ıpro-
camente, toda sucesio´n de Cauchy {zk : k ∈ N} determina un´ıvocamente una sucesio´n en
G, al tomar de cada nivel el u´nico cubo dia´dico que contiene infinitos elementos de {zk}.
Luego, el u´nico punto z ∈ X asociado a tal sucesio´n de G es el l´ımite al que converge la
sucesio´n de Cauchy. 
Puede probarse fa´cilmente que (G, δ) es isomorfo a la completacio´n de R+ con respecto
a la me´trica dia´dica usual, lo cual pone adema´s de manifiesto la propiedad del espacio de
ser totalmente disconexo.
La no validez de la propiedad de Heine-Borel no es, sin embargo, un impedimento
para que resulten ciertos varios teoremas fundamentales del ana´lisis que necesitaremos.
Esto ocurre especialmente en contextos dia´dicos. Como ya vimos, por ejemplo, en el caso
elemental del espacio (R+, δ) determinado por la familia dia´dica usual, que no es completo
y es totalmente disconexo (los u´nicos conjuntos conexos son los unitarios). All´ı, dado que
las bolas son abiertas y cerradas, no se satisface la propiedad de Heine-Borel, y los u´nicos
conjuntos compactos son los de cardinal finito.
De acuerdo a las consideraciones anteriores, en las Secciones 7.2, 7.3 y 7.4 siguientes
vamos a trabajar en un espacio “homoge´neo”
(
X,µ,D
)
, consistente en un conjunto X en
el cual haya definida una medida µ σ-finita, no ato´mica y con µ(X) =∞, y a partir de ella
una familia dia´dica D regular y homoge´nea de grado n ∈ N≥2, donde este´ bien definida la
distancia dia´dica δ, y dotamos al espacio de la topolog´ıa dia´dica τ . Supondremos adema´s
que µ(Qjk) = n
−j para todo j ∈ Z y todo k ∈ N. Cuando estudiemos teoremas en espacios
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Lp tomaremos en cuenta a la medida µ respecto a la σ-a´lgebra de Borel relativa a τ , es
decir, Lp = Lp(X,B, µ).
Observemos finalmente que, al igual que con la construccio´n dia´dica de Christ (ver
Cap´ıtulos 1 y 6), valen en estos contextos los siguientes resultados: densidad de las con-
tinuas con soporte compacto en Lp(X,B, µ) para 1 6 p < ∞, tipo de´bil (1,1) de la
maximal, teorema de diferenciacio´n de Lebesgue, lema de Caldero´n-Zygmund. Con todo
esto el sistema de Haar resulta ser base ortonormal de L2 e incondicional de Lp para todo
1 < p < ∞, y se tiene la caracterizacio´n provista por el Teorema 1.10. Un desarrollo
completo de los resultados mencionados en este pa´rrafo se halla en [5]. Utilizaremos pa-
ra el sistema de wavelets de Haar la notacio´n H =
{
hlQ : Q ∈ D , l = 1, 2, . . . , n− 1
}
, y
tambie´n denotamos hlj,k = h
l
Q para Q = Q
j
k.
7.2. Nu´cleos de Markov dia´dicos. Estabilidad
Las definiciones y resultados de esta seccio´n son ana´logos a los desarrollados en el
contexto dia´dico de R+, en los cap´ıtulos 3 y 4, con la u´nica distincio´n de considerar de
manera general los grados de las familias dia´dicas. Por consiguiente, veremos aqu´ı so´lo
los enunciados del caso, de forma de tenerlos presentes en el cap´ıtulo.
Denotaremos, como antes, por K a la clase de nu´cleos de Markov K(x, y) que depen-
den de la distancia dia´dica δ. Representaciones de los nu´cleos de K , ana´logas a las del
Lema 3.4, se obtienen sustituyendo el 2 correspondiente al grado de la familia dia´dica en
R+ por un n ∈ N general. Es decir, podemos escribir
K(x, y) =
∑
j∈Z
kjχL(nj)(x, y)
=
∑
j∈Z
αjn
jχ(0,n−j ](δ(x, y))
=
∑
j∈Z
Λjn
j
(
nχ(0,n−j−1] − χ(0,n−j ]
)
◦ δ(x, y).
Nuevamente vale el resultado fundamental de diagonalizacio´n de los operadores con
nu´cleos en K por el sistema de Haar.
Teorema 7.2. Sea K ∈ K y T el operador asociado. Entonces
Th = λ(h)h
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para toda h en H , con λ(h) = Λj(h) =
∑
j>j(h) αj.
Se tiene adema´s la representacio´n en te´rminos de los autovalores y la base de Haar,
como en el Lema 3.5.
Para s > 0, se dice que un nu´cleo K ∈ K es s-estable si existe σ > 0 tal que
l´ım
δ(x,y)→+∞
δ(x, y)1+sK(x, y) = σ.
Se denota por K s a la clase de los nu´cleos de K que son s-estables, y por K s(σ) a los
nu´cleos en K s cuyo para´metro de estabilidad es σ.
Lema 7.3. Sean K ∈ K , s > 0 y σ > 0. Equivalen
(a) K es s-estable con para´metro σ;
(b) kjn
(1+s)j −−−−→
j→+∞
σ;
(c) α−jnsj −−−−→
j→+∞
(1− n−(1+s))σ;
(d) nsj(1− λ(−j)) −−−−→
j→+∞
(
n1+s − 1
n1+s − n
)
σ.
Un nu´cleo K ∈ K es sub s-estable si
l´ım
δ(x,y)→+∞
δ(x, y)1+sK(x, y) = 0,
y es supra s-estable si
l´ım
δ(x,y)→+∞
δ(x, y)1+sK(x, y) = +∞.
Lema 7.4. Sea K ∈ K y s ∈ R+. Entonces K es sub (supra) s-estable si y so´lo si se
verifica alguna de las siguientes condiciones
(a) kjn
(1+s)j −−−−→
j→+∞
0 (+∞);
(b) nsjα−j −−−−→
j→+∞
0 (+∞);
(c) nsj(1− λ(−j)) −−−−→
j→+∞
0 (+∞).
Por u´ltimo, definamos los procesos de iteracio´n y molificacio´n. Dado un nu´cleo K ∈
K , al iterarlo i ∈ N veces obtenemos el nu´cleo Ki ∈ K , definido de igual forma que en la
Seccio´n 4.2. La molificacio´n de para´metro i ∈ Z de K es el nu´cleo Ki ∈ K , definido por
Ki(x, y) = n
iK(nix, niy). Dados u, v ∈ N se define el proceso P uv como aquel que aplicado
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a un nu´cleo K ∈ K devuelve la sucesio´n P uv (K) =
{
P uv (K, i) = K
nui
vi : i ∈ N
}
, cuyo i-
e´simo elemento corresponde al nu´cleo K molificado con para´metro nvi e iterado nui veces.
Los procesos P uv conservan el ı´ndice y el para´metro de estabilidad cuando se aplican a
nu´cleos en K s, para s = u
v
. Se definen entonces las clases de procesos s-estables
por Ps =
{
P uv : u, v ∈ N, s = uv
}
. El siguiente lema, similar en forma y demostracio´n al
Lema 4.7, provee la fo´rmula para el espectro de los nu´cleos pertenecientes a las sucesiones
obtenidas al aplicar estos procesos a nu´cleos de Markov dia´dicos.
Lema 7.5. Sea s = u
v
∈ Q+ y sea K ∈ K con espectro λ(Z). Para cada i ∈ N,
el nu´cleo K(i) = P uv (K, i) = K
nui
vi tiene por espectro, respecto al sistema de Haar, a{
λ(i)(j) = λ(j − vi)nui : j ∈ Z}.
7.3. Alternativa
Los procesos s-estables aplicados a nu´cleos s-estables conservan el orden y el para´me-
tro de estabilidad en cada paso o etapa. Queremos estudiar, en primer lugar, si hay
convergencia en estos casos y en que´ sentido, en particular los tipos de convergencia de
los operadores integrales asociados en distintos espacios funcionales, ma´s precisamente
en Lp, para 1 6 p 6 ∞. En general, se plantea el interrogante sobre la relacio´n entre la
estabilidad de los nu´cleos y de los procesos y la convergencia. El camino elegido para dar
estas respuestas consiste en fijar un proceso P uv , donde s =
u
v
, y estudiar las alternativas
de convergencia espectral de las sucesiones obtenidas para distintos nu´cleos iniciales. Las
propiedades de estabilidad de estos nu´cleos surgen naturalmente en este estudio como las
condiciones que separan los casos de convergencia.
El siguiente resultado contempla el caso general. Sean u, v ∈ N y s = u
v
∈ Q+. Dado
K ∈ K , denotamos P uv (K) =
{
K(i) = Kn
iu
iv : i ∈ N
}
y a sus autovalores asociados
por λ(i)(j). Utilizamos adema´s la notacio´n Zv = {0, 1, . . . , v − 1} y φ(h) = φ(j(h)) =
[j(h)]v = j(h) mod v, para h ∈H .
Teorema 7.6 (Alternativas).
Sean u, v ∈ N, s = u
v
y K ∈ K con espectro λ(H ). Si existe l´ımi→∞ λ(i)(h¯) para algu´n
vector h¯ = (h0, h1, . . . , hv−1) ∈H v tal que φ(hm) = m para todo m ∈ Zv, entonces existe
l´ımi→∞ λ(i)(h) = λ∞(h) para toda h ∈H y tienen lugar tres posibilidades
(A) λ∞ ≡ 0;
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(B) λ∞ ≡ 1;
(C) λ∞(h) = e−νφ(h)n
sj(h)
para toda h ∈ H , donde ν¯ = (ν0, ν1, . . . , νv−1) ∈ (R+)v y
verifica la condicio´n n−1
nu+v−n
∑v−1
m=1 n
m(1+s)νφ(m0+m) 6 νm0 para todo m0 ∈ Zv.
Demostracio´n. El caso de nu´cleos iniciales determinados por perfiles de soporte
compacto se inscribe en el ı´tem (B), de forma similar al resultado del Lema 5.1. Por otra
parte, podemos escribir al espectro de los restantes nu´cleos en la forma λ(j) = 1−n−sγ(j),
para una sucesio´n γ : Z→ R tal que
(γ1) γ(j)→ +∞ cuando j → −∞,
(γ2) γ(j)→ 0 cuando j → +∞,
(γ3) (n− 1)∑
l<j
nl−sγ(l) 6 nj−sγ(j) para todo j ∈ Z.
Luego, por el Lema 7.5,
λ(i)(j) = λn
iu
(j − iv) = (1− n−sγ(j−iv))niu = [(1− n−sγ(j−iv))nsγ(j−iv)]n−sγ(j−iv)+iu
y dado que el l´ımite de la expresio´n entre corchetes es e−1 cuando i→∞, vemos que el
l´ımite espectral estara´ determinado por l´ımi→∞ j− iv+ γ(j− iv) para j = 0, 1, . . . , v− 1,
ya que −sγ(j − iv) + iu = s(j − [(j − iv) + γ(j − iv)]). Entonces, para cada m ∈ Zv
pueden darse estos casos
Lm = l´ım
i→∞
m− iv + γ(m− iv) =

−∞,
+∞,
cm ∈ R,
@ (por oscilacio´n).
El u´ltimo caso no nos interesa ya que no se tiene convergencia de los autovalores.
Reescribiendo la condicio´n (γ3) con w = j − l tenemos que, para todo j ∈ Z,
(n− 1)
∑
w>0
n−(1+s)wn−s(j−w+γ(j−w)) 6 n−s(j+γ(j)),
y escribiendo cada w > 0 en la forma w = m+ kv para m ∈ Zv + 1 y k ∈ N0 se tiene
(n− 1)
v∑
m=1
∞∑
k=0
n−(1+s)(m+kv)n−s(j−m−kv+γ(j−m−kv)) 6 n−s(j+γ(j)).
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Luego, escribiendo j = m0 − iv en la expresio´n anterior para i ∈ N0 y m0 ∈ Zv fijo y
calculando el l´ımite cuando i→ +∞ en ambos lados de la desigualdad obtenemos
(n− 1)
v∑
m=1
∞∑
k=0
n−(1+s)(m+kv)n−sLφ(m0−m) 6 n−sLm0 ,
esto es,
(28)
(n− 1)nv(1+s)
nv(1+s) − 1
v∑
m=1
n−m(1+s)n−sLφ(m0−m) 6 n−sLm0
para todo m0 ∈ Zv. Como
n−sLφ(j) =

+∞ si Lφ(j) = −∞,
0 si Lφ(j) = +∞,
νφ(j) := n
−scφ(j) si Lφ(j) = cφ(j) ∈ R,
de acuerdo a (28) se tienen las siguientes alternativas:
si para algu´n j ∈ Z se tiene Lφ(j) = −∞ entonces n−sLφ(j) = +∞ y, por (28), debe
ser n−sLm = +∞ y Lm = −∞ para todo m ∈ Zv, y ocurre el caso (A);
si Lφ(j) = +∞ para algu´n j ∈ Z entonces Lm = +∞ para todo m ∈ Zv y ocurre
el caso (B);
si Lm = cm ∈ R para todo m ∈ Zv entonces ν¯ = (ν0, ν1, . . . , νv−1) ∈ (R+)v, donde
νm = n
−sLm para m ∈ Zv, y por (28) se tiene
(n− 1)nu+v
nu+v − 1
v∑
m=1
n−m(1+s)νφ(j−m) 6 νφ(j) para todo j ∈ Z,
que operando equivale a
n− 1
nu+v − n
v−1∑
m=1
nm(1+s)νφ(j+m) 6 νφ(j) para todo j ∈ Z.
De forma concisa, esto resulta en el sistema
(29)
n− 1
nu+v − n
v−1∑
m=1
nm(1+s)νφ(m0+m) 6 νm0 , m0 ∈ Zv.
Cabe observar que en al menos una de estas ecuaciones la desigualdad debe ser
estricta, pues sino resulta una contradiccio´n.
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Por lo tanto, en este caso
λ∞(h) = l´ım
i→∞
λ(i)(j(h)) = e−n
s(j(h)−Lφ(h))
= e−νφ(h)n
sj(h)
para todo h ∈H . Esto corresponde al ı´tem (C) del enunciado.

Precisaremos, para el resultado que relaciona la estabilidad y la convergencia, una
definicio´n de estabilidad en subsucesiones y un lema que provea las equivalencias de
esta definicio´n en te´rminos de las distintas representaciones del nu´cleo. Diremos que un
nu´cleo K ∈ K , representado por medio de los coeficientes {kj}j∈Z, es s-estable en una
subsucesio´n {kjm}m∈Z cuando l´ımm→+∞ kjmn
(1+s)jm = σ > 0. Notemos que la definicio´n se
aplica cuando las sucesiones de ı´ndices {jm} son tales que jm → +∞ cuando m→ +∞.
De igual manera definimos la sub y supra s-estabilidad en (sub)sucesiones.
Lema 7.7. Sea K ∈ K . Equivalen
(a) l´ım
i→+∞
n−s(m−iv)(1− λ(m− iv)) = νm > 0 para todo m ∈ Zv, tal que
n−1
nu+v−n
v−1∑
m=1
nm(1+s)νφ(m0+m) 6 νm0 para todo m0 ∈ Zv (29);
(b) l´ım
i→+∞
km+ivn
(1+s)(m+iv) = σm ≥ 0 para todo m ∈ Zv, con σ¯ 6= 0. Es decir, K es
s-estable en al menos una sucesio´n {km+vi}i∈Z con m ∈ Zv, y es sub s-estable en
aquellas sucesiones donde no es estable.
En estas condiciones, para todo m0 ∈ Zv se tiene que
σm0 =
nu+v − n
nu+v − 1
(
νφ(−m0) −
n− 1
nu+v − n
v−1∑
m=1
nm(1+s)νφ(m−m0)
)
y νm0 =
nsv+1 − 1
nsv+1 − n
(
σm0 +
nsv(n− 1)
nsv+1 − 1
v−1∑
m=1
n−smσφ(m0+m)
)
.
Demostracio´n. Veamos primero que (a) =⇒ (b). Como
kj =
∑
l>j
n−l (λ(−l − 1)− λ(−l))
=
∑
l>j
n−l(1+s)
[
nsl(1− λ(−l))− n−sns(l+1)(1− λ(−l − 1))]
=
j+v−1∑
m=j
∞∑
l=0
n−(1+s)(m+lv)
[
ns(m+lv)(1− λ(−(m+ lv)))
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− n−sns(m+1+lv)(1− λ(−(m+ 1 + lv)))
]
,
tomando j = m0 + iv para m0 ∈ Zv fijo e i ∈ Z suficientemente grande tenemos, por
hipo´tesis, que
km0+iv =
v−1∑
m=0
∞∑
l=0
n−(1+s)(m+m0+iv+lv)
[
ns(m+m0+iv+lv)(1− λ(−(m+m0 + iv + lv)))
− n−sns(m+m0+1+iv+lv)(1− λ(−(m+m0 + 1 + iv + lv)))
]
≈
v−1∑
m=0
∞∑
l=0
n−(1+s)(m+m0+iv+lv)
[
νφ(−m−m0) − n−sνφ(−m−m0−1)
]
.
Por lo tanto,
l´ım
i→+∞
km0+ivn
(1+s)(m0+iv) =
v−1∑
m=0
n−m(1+s)
(
νφ(−m−m0) − n−sνφ(−m−m0−1)
) ∞∑
l=0
(n−v(1+s))l
= 1
1−n−u−v
v−1∑
m=0
(
n−m(1+s)νφ(−m0−m) − n.n−(m+1)(1+s)νφ(−m0−(m+1))
)
= n
u+v
nu+v−1
[
(1− n)
v−1∑
m=1
n−m(1+s)νφ(−m0−m) + (1− n1−v(1+s))νφ(−m0)
]
= n
u+v
nu+v−1
[
(1− n)n−v(1+s)
v−1∑
l=1
n−l(1+s)νφ(l−m0) + (1− n1−v(1+s))νφ(−m0)
]
= 1
nu+v−1
[
(1− n)
v−1∑
l=1
n−l(1+s)νφ(l−m0) + (n
u+v − n)νφ(−m0)
]
=
nu+v − n
nu+v − 1
[
νφ(−m0) −
n− 1
nu+v − n
v−1∑
m=1
nm(1+s)νφ(m−m0)
]
=: σm0 .
Por hipo´tesis resulta adema´s σm ≥ 0 para todo m ∈ Zv, y, dado que en al menos una de
las ecuaciones de (29) se da´ una desigualdad estricta, entonces σ¯ 6= 0.
Probemos ahora que (b) =⇒ (a). Por las fo´rmulas de transformacio´n, para j ∈ Z,
nsj(1− λ(−j)) =
∑
l>j
nl+sj(kl − kl+1)
=
v−1∑
m=0
∞∑
l=0
nm+vl+j+sj (km+vl+j − km+vl+j+1)
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=
v−1∑
m=0
∞∑
l=0
n−s(m+vl)
(
n(1+s)(m+vl+j)km+vl+j
− n−(1+s)n(1+s)(m+vl+j+1)km+vl+j+1
)
.
Tomando en la fo´rmula anterior j = m0 + iv para m0 ∈ Zv fijo e i ∈ Z, tenemos por
hipo´tesis que
l´ım
i→+∞
ns(m0+iv)(1−λ(−(m0 + iv)))
=
v−1∑
m=0
∞∑
l=0
n−s(m+vl)
[
σφ(m+m0) − n−(1+s)σφ(m+m0+1)
]
=
∞∑
l=0
(n−sv)l
[
v−1∑
m=0
n−smσφ(m+m0) − n−1−s
v−1∑
m=0
n−smσφ(m+m0+1)
]
=
1
1− n−sv
[
v−1∑
m=0
n−smσφ(m0+m) − n−1
v−1∑
m=0
n−s(m+1)σφ(m0+m+1)
]
=
nsv
nsv − 1
[
(1− n−1)
v−1∑
m=1
n−smσφ(m0+m) + (1− n−1−sv)σm0
]
=
nsv
nsv+1 − n
[
(n− 1)
v−1∑
m=1
n−smσφ(m0+m) + (n− n−sv)σm0
]
=
nsv+1 − 1
nsv+1 − n
[
nsv(n− 1)
nsv+1 − 1
v−1∑
m=1
n−smσφ(m0+m) + σm0
]
= νm0 .
Como σ¯ 6= 0, resulta νm > 0 para todo m ∈ Zv. Podemos ver que adema´s se satisface
(29). 
Teorema 7.8 (Estabilidad y convergencia).
Sean u, v ∈ N y s = u
v
. Para K ∈ K consideremos el proceso P uv (K). Entonces
(i) K es supra-s-estable si y so´lo si λ∞ ≡ 0 (caso (A) del teorema de alternativas);
(ii) K es sub-s-estable si y so´lo si λ∞ ≡ 1 (caso (B) del teorema de alternativas);
(iii) K satisface la propiedad de estabilidad l´ım
i→+∞
km+ivn
(1+s)(m+iv) = σm ≥ 0 para todo
m ∈ Zv, con σ¯ 6= 0, si y so´lo si ocurre la alternativa (C) del Teorema 7.6, con ν¯
y σ¯ relacionados por las fo´rmulas descriptas en el Lema 7.7;
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(iv) K es s-estable con para´metro σ =
(
n1+s−n
n1+s−1
)
ν si y so´lo si λ∞(h) = e−νn
sj(h)
para
toda h ∈H .
Demostracio´n. (i) Remitie´ndonos a la demostracio´n del teorema anterior, obser-
vamos que se da el caso (A) si y so´lo si Lm = l´ımi→∞m − iv + γ(m − iv) = −∞ para
todo m ∈ Zv, lo que equivale a l´ımj→−∞ j + γ(j) = −∞. Como λ(j) = 1− n−sγ(j), luego
n−s(γ(j)+j) = n−sj(1−λ(j)). Por lo tanto, sucede (A) si y so´lo si l´ımj→−∞ n−sj(1−λ(j)) =
+∞, esto es, cuando K es supra s-estable (Lema 7.4).
(ii) Si K tiene soporte compacto, entonces es sub s-estable y ocurre (B). En otro caso,
(B) ⇔ l´ım
j→−∞
j + γ(j) = +∞
⇔ l´ım
j→−∞
n−s(j+γ(j)) = 0
⇔ l´ım
j→−∞
n−sj(1− λ(j)) = 0
⇔ K es sub s-estable.
(iii) Segu´n vimos, ocurre (C) si y so´lo si Lm = l´ımi→∞m − iv + γ(m − iv) ∈ R
para todo m ∈ Zv, verificando la condicio´n (29) para νm = n−sLm . Ahora bien, como
n−s(γ(m−iv)+m−iv) = n−s(m−iv)(1− λ(m− iv)), tomando l´ımites para i→∞ tenemos que
ocurre (C) si y so´lo si l´ımi→∞ n−s(m−iv)(1 − λ(m − iv)) = νm para todo m ∈ Zv y vale
(29). Esto equivale, segu´n el Lema 7.7, a que K sea s-estable en al menos una sucesio´n
{km+vi}i∈Z, donde m ∈ Zv, y sub s-estable en aquellas sucesiones donde no es estable. Es
decir, l´ım
i→+∞
km+ivn
(1+s)(m+iv) = σm ≥ 0 para todo m ∈ Zv, con σ¯ = (σ0, σ1, . . . , σv−1) 6= 0¯.
La relacio´n entre σ¯ y ν¯ se describe en el Lema 7.7.
(iv) Este es el caso particular del ı´tem anterior cuando K es s-estable (sobre todo Z).
Como λ∞(j) = e−νn
sj
para toda j ∈ Z si y so´lo si ocurre (C) con ν0 = ν1 = · · · = νv−1 = ν,
por la demostracio´n del teorema anterior esto acontece si y so´lo si ν = n−sL ∈ R+ con
L = Lm = l´ımi→∞m − iv + γ(m − iv) para todo m ∈ Zv. Equivalen a esto cada una de
las siguientes lineas
l´ım
j→−∞
j + γ(j) = L ∈ R,
l´ım
j→−∞
n−s(j+γ(j)) = n−sL = ν,
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l´ım
j→−∞
n−sj(1− λ(j)) = ν,
con lo cual, en vistas del Lema 7.3, K ∈ K s(σ) con σ =
(
n1+s − n
n1+s − 1
)
ν. 
7.4. Teorema del l´ımite central y Aproximacio´n de la identidad
Veremos en esta seccio´n que, tambie´n en este contexto, todo proceso s-estable P uv
iniciado en un nu´cleo de Markov dia´dico s-estable K converge en el sentido de Lp a la
solucio´n de la ecuacio´n de difusio´n s-fraccionaria dia´dica, para todo p ∈ (1,∞).
Teorema 7.9. Sea s ∈ Q+ y K ∈ K un nu´cleo s-estable con para´metro
(
n1+s−n
n1+s−1
)
t.
Entonces todo proceso P uv (K) con u, v ∈ N y s = uv converge a una ley central en el
sentido de Lp(X,µ), para 1 < p < ∞. Ma´s precisamente, si u
v
= s y {Ti : i ∈ N} es la
sucesio´n de operadores integrales de nu´cleos {K(i) = Knuivi : i ∈ N}, entonces
Tif
Lp−→ u(·, t) cuando i→∞
para toda f ∈ Lp(X,µ), 1 < p <∞, donde u(x, t) = ´
X
K∞(x, y; t)f(y) dµ(y), con
(30) K∞(x, y; t) =
∑
h∈H
e−tn
sj(h)
h(x)h(y).
Notemos que K∞(x, y; t) ∈ K s
(
n1+s−n
n1+s−1 t
)
.
Demostracio´n. El resultado se deriva de la aplicacio´n del Teorema 7.8.(iv).

De igual forma, vale tambie´n la rec´ıproca.
Teorema 7.10. Sean s ∈ Q+ y K ∈ K . Si el l´ımite en Lp de la sucesio´n de nu´cleos
asociados a un proceso s-estable iniciado en K es el nu´cleo K∞(x, y; t) (definido en (30))
entonces K es s-estable con para´metro de estabilidad n
1+s−n
n1+s−1 t.
Los resultados relativos a aproximaciones a la identidad en R+ se pueden reproducir
de manera ana´loga en este contexto. Repasamos aqu´ı los enunciados principales.
Lema 7.11. Sea K ∈ K un nu´cleo sub-s-estable y sea P ∈Ps. Entonces la sucesio´n
de nu´cleos {K(i) = P (K, i) : i ∈ N} concentra cuando i→ +∞.
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Teorema 7.12. Sea K ∈ K sub-s-estable y sea P ∈ Ps. Entonces la sucesio´n de
nu´cleos {K(i) = P (K, i) : i ∈ N} es una aproximacio´n a la identidad en el sentido de
Lp, para 1 ≤ p < ∞. Rec´ıprocamente, si K ∈ K , P ∈ Ps y la sucesio´n de nu´cleos
{K(i) = P (K, i) : i ∈ N} es una aproximacio´n a la identidad en el sentido de Lp para
algu´n 1 ≤ p <∞, entonces K es sub-s-estable.
Teorema 7.13. Si K ∈ K es sub-s-estable entonces para cada P uv ∈Ps la sucesio´n
de nu´cleos P uv (K) es una aproximacio´n a la identidad puntual en L
p(R+), para todo
1 ≤ p <∞. Es decir,
l´ım
i→+∞
Tif(x) = f(x) en c.t.p.
para toda f ∈ ⋃1≤p<∞ Lp(R+). Rec´ıprocamente, si K ∈ K , u, v ∈ N, s = uv y la sucesio´n
de nu´cleos P uv (K) es una aproximacio´n a la identidad en sentido puntual en L
p(R+) para
algu´n 1 ≤ p <∞, entonces el nu´cleo K es sub-s-estable.
7.5. Nu´cleos dia´dicos de Markov en espacios de tipo homoge´neo
El problema no trivial de la existencia de familias dia´dicas en espacios de tipo ho-
moge´neo con control me´trico del taman˜o de los cubos fue resuelto por Christ en [29]. Sin
embargo, en tales construcciones la medida de los cubos de un mismo nivel puede variar
notablemente cuando los cubos esta´n alejados, de acuerdo al grado de heterogeneidad
del espacio. Un ejemplo de espacio de tipo homoge´neo con tales variaciones esta´ dado
por la semirrecta real positiva con la distancia usual y la medida x−1/2dx. Esto puede
representar ciertas complicaciones, debido a que es la medida de los cubos la que gu´ıa el
comportamiento de la operacio´n de molificacio´n en la definicio´n de los procesos de ite-
racio´n y molificacio´n como lo hicimos en casos homoge´neos. Vamos a situarnos entonces
en espacios normales. Recordemos que existen me´todos de normalizacio´n de espacios de
tipo homoge´neo generales que conservan caracter´ısticas topolo´gicas (ver Seccio´n 1.2).
Sea (X, d, µ) un espacio de tipo homoge´neo normal, no acotado y no ato´mico. Sea
D =
{
Qjk : j ∈ Z, k ∈ N
}
un sistema dia´dico exacto consistente en un u´nico cuadrante
y H un sistema de Haar asociado. Por simplicidad, supongamos adema´s que todos los
cubos dia´dicos tienen ma´s de un hijo, es decir D = D˜ := {Q ∈ D : ]O(Q) > 1}, lo cual se
puede lograr eligiendo la constante de escala ρ suficientemente chica en la construccio´n
de Christ de D en 1.7. Con la distancia dia´dica δ determinada por D el espacio (X, δ, µ)
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es tambie´n normal. Por las heterogeneidades del espacio base los cubos de cada nivel
no tienen necesariamente la misma medida o la misma cantidad de hijos, aunque estos
valores se encuentran en un rango determinado.
Proposicio´n 7.14. Sea ρ la constante en la definicio´n de D dada en el Teorema 1.7.
Entonces existen constantes geome´tricas positivas C1 y C2 tales que
C1ρ
j(Q) ≤ µ(Q) ≤ C2ρj(Q)
para todo Q ∈ D .
Demostracio´n. Se sigue de la excentricidad de los cubos dia´dicos (propiedad (4)
en 1.7) y la condicio´n de normalidad (1). 
La clase de nu´cleos iniciales en estos contextos de´bilmente homoge´neos sera´ entonces
algo diferente a la considerada en los casos de homogeneidad estricta. Mientras que, en
principio, la nueva clase admitira´ nu´cleos que no so´lo dependen de δ sino tambie´n de la
ubicacio´n espacial, por otro lado nos restringiremos a nu´cleos decrecientes con la distancia
cuando una de las coordenadas esta´ fija. Precisemos. Sea, para cada cubo Q = Qjk, la
funcio´n
ψQ(x, y) = ψ
j
k(x, y) = µ(Q)
−1χQ(x)χQ(y).
Definimos la clase K de los nu´cleos de la forma
(31) K(x, y) =
∑
Q∈D
αQψQ(x, y),
con α : D → R tal que
(α1) αQ ≥ 0 para todo Q ∈ D ,
(α2)
∑
Q∈D
αQχQ(x) = 1 para todo x ∈ X.
De esta manera, los nu´cleos de K esta´n bien definidos y toman valores finitos y no
negativos fuera de la diagonal ∆ = {(x, x) : x ∈ X}. En la diagonal los nu´cleos pueden
tomar valor infinito, pero esto no afecta la definicio´n de los operadores integrales asociados
ya que el espacio es no ato´mico. Son adema´s medibles, sime´tricos y, por la no negatividad
de α, vale una propiedad de monoton´ıa localizada: si δ(x, y) ≤ δ(x, z) entonces K(x, y) ≤
K(x, z). Finalmente, la condicio´n (α2) determina el cara´cter markoviano de los nu´cleos
en K .
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A partir de la definicio´n se observa que los valores que toma un nu´cleo K ∈ K esta´n
determinados por los cubos dia´dicos, y podemos escribir
K(x, y) =
∑
Q∈D
kQχQ(x)χQ(y)
∑
Q′∈O(Q)
1
2
∣∣χQ′(x)− χQ′(y)∣∣ ,
con kQ =
∑
Q′⊃Q
αQ′µ(Q
′)−1. Luego, los coeficientes {kQ}Q∈D verifican
(k1) kQ ≥ 0 para todo Q ∈ D ;
(k2)
∑
Q∈D
kQ
∑
Q′∈O(Q)
(µ(Q)− µ(Q′))χQ′(x) = 1 para todo x ∈ X.
Veremos a continuacio´n que los nu´cleos en la clase K tienen propiedades similares a
los de la clase homo´nima estudiada anteriormente. El primer teorema fundamental prueba
la diagonalizacio´n de los operadores integrales asociados con respecto al sistema de Haar.
Teorema 7.15. Sea K ∈ K con coeficientes {αQ : Q ∈ D} y sea T el operador
asociado. Entonces Th = λ(h)h para toda h en H , con λ(h) = λ(Q(h)) = 1− ∑
Q⊃Q(h)
αQ.
Demostracio´n. Sea h ∈ H . Para cada x ∈ X denotemos Dx = {Q ∈ D : x ∈ Q}.
Luego, por la definicio´n de K y las propiedades de h se tiene
Th(x) =
ˆ
X
∑
Q∈D
αQψQ(x, y)h(y) dµ(y)
=
∑
Q∈D
αQχQ(x)µ(Q)
−1
ˆ
X
χQ(y)h(y) dµ(y)
=
∑
Q∈Dx
αQµ(Q)
−1
ˆ
Q
h(y) dµ(y)
=
∑
Q(Q(h)
Q∈Dx
αQµ(Q)
−1
ˆ
Q
h(y) dµ(y).
Si x /∈ Q(h) entonces Th(x) = 0 = h(x). Por otra parte, si x ∈ Q(h) entonces h(x) = h(y)
para todo y ∈ Q para todo cubo Q ∈ Dx estrictamente contenido en Q(h). Luego, en este
u´ltimo caso se tiene
Th(x) =
∑
Q(Q(h)
Q∈Dx
αQµ(Q)
−1
ˆ
Q
h(x) dµ(y)
=
∑
Q(Q(h)
Q∈Dx
αQh(x)
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=
1− ∑
Q⊃Q(h)
αQ
h(x),
donde en la u´ltima igualdad utilizamos (α2). 
De acuerdo al teorema anterior y a las propiedades de los coeficientes αQ, el espec-
tro de los operadores asociados a nu´cleos de K tiene las propiedades que enunciamos
seguidamente. Primero, notemos que el espectro depende de los cubos dia´dicos que so-
portan a las wavelets, con lo cual es natural escribir λ(Q) o λQ para referirnos a los
autovalores. Denotaremos por Q˜ al padre, o primer ancestro, del cubo Q en D , y por
Dx = {Q ∈ D : x ∈ Q} a la cadena de los cubos dia´dicos que contienen al punto x ∈ X.
Lema 7.16. Sea K ∈ K . Entonces
(λ1) λ(Q) ≤ λ(Q˜) para todo Q ∈ D ;
(λ2) λ(Q)→ 1 cuando µ(Q)→∞ restringido a la cadena Dx, para todo x ∈ X;
(λ3) λ(Q)→ 0 cuando µ(Q)→ 0 sobre Dx, para todo x ∈ X.
Observamos que el espectro de un nu´cleo en la clase K lo identifica, del mismo modo
que lo hacen las sucesiones α(D) y k(D). Ma´s au´n, toda sucesio´n λ(D) que verifique las
condiciones del lema anterior determina un´ıvocamente un nu´cleo en K , del cual es el
espectro, definido por los coeficientes αQ = λ(Q˜)− λ(Q) para todo Q ∈ D .
Algunas fo´rmulas de transformacio´n entre los coeficientes que representan a un nu´cleo
en K , que nos resultara´n de utilidad, son:
αQ = λ(Q˜)− λ(Q)
kQ =
∑
Q′⊃Q
αQ′µ(Q
′)−1
λ(Q) = 1− ∑
Q′⊃Q
αQ′
αQ = µ(Q)(kQ − kQ˜).
Asimismo, contamos en este contexto con una representacio´n de los nu´cleos de K a
partir del sistema de Haar H y sus autovalores respectivos.
Lema 7.17. Sea K ∈ K con espectro λ(D). Entonces
(32) K(x, y) =
∑
h∈H
λ(Q(h))h(x)h(y)
para todo par (x, y) de puntos distintos de X.
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Para la demostracio´n necesitaremos el siguiente resultado previo, va´lido en general en
espacios de tipo homoge´neo no acotados, con sistemas dia´dico D y de HaarH asociados.
Lema 7.18. Sea Q0 ∈ D˜ =
{
Q ∈ D : ](O(Q)) > 1} y sean x e y puntos pertenecientes
a cubos distintos en O(Q0), o sea, δ(x, y) = µ(Q0). Entonces
(i)
∑
Q⊃Q0
∑
h∈H (Q) h(x)h(y) = 0;
(ii) −∑h∈H (Q0) h(x)h(y) = ∑Q)Q0 ∑h∈H (Q) h(x)h(y) = µ(Q0)−1;
(iii)
∑
h∈H (Q˜) h(x)h(y) = µ(Q)
−1 − µ(Q˜)−1, para todo Q ⊃ Q0.
Demostracio´n. Los ı´tems (i) y (ii) son el resultado del Lema 5.1 en [2]. Para ver
(iii) notemos que, para todo cubo Q∗ ∈ D˜ tal que Q∗ ⊃ Q0,
χQ∗(x) =
∑
Q)Q∗
∑
h∈H (Q)
〈
χQ∗ , h
〉
h(x).
Luego, por la identidad de Parseval y, puesto que h es constante en Q∗ y x ∈ Q∗, tenemos
que
µ(Q∗) =
∥∥χQ∗∥∥22 = ∑
Q)Q∗
∑
h∈H (Q)
∣∣〈χQ∗ , h〉∣∣2
=
∑
Q)Q∗
∑
h∈H (Q)
(ˆ
Q∗
h(z)dµ(z)
)2
=
∑
Q)Q∗
∑
h∈H (Q)
(ˆ
Q∗
h(x)dµ(z)
)2
= µ(Q∗)2
∑
Q)Q∗
∑
h∈H (Q)
h(x)2,
con lo cual ∑
Q)Q∗
∑
h∈H (Q)
h(x)h(y) = µ(Q∗)−1.
Aplicando esta identidad a Q∗ y a Q˜∗, el primer ancestro de Q∗ en D˜ , obtenemos entonces
que ∑
h∈H (Q˜∗)
h(x)h(y) =
∑
Q⊃Q˜∗
∑
h∈H (Q)
h(x)h(y)−
∑
Q)Q˜∗
∑
h∈H (Q)
h(x)h(y)
=
∑
Q)Q∗
∑
h∈H (Q)
h(x)h(y)−
∑
Q)Q˜∗
∑
h∈H (Q)
h(x)h(y)
7.5 Nu´cleos dia´dicos de Markov en espacios de tipo homoge´neo 107
= µ(Q∗)−1 − µ(Q˜∗)−1.

Demostracio´n del Lema 7.17. Sea K ∈ K con espectro {λ(Q) : Q ∈ D} y defi-
namos, para x 6= y,
N(x, y) :=
∑
h∈H
λ(Q(h))h(x)h(y).
Para probar la validez de la tesis, veamos primero que N esta´ bien definido en (X×X)\∆
y que es un nu´cleo dia´dico y markoviano. Luego bastara´ con probar que el espectro de
N coincide con el de K.
Sean x, y ∈ X distintos. Entonces δ(x, y) = µ(Q′) para algu´n cubo Q′ ∈ D . Dado que
las u´nicas wavelets que no se anulan en x ni en y son las basadas en cubos que contienen
a Q′, tenemos que
N(x, y) =
∑
Q⊃Q′
∑
h∈H (Q)
λ(Q(h))h(x)h(y)
=
∑
Q⊃Q′
λ(Q)
∑
h∈H (Q)
h(x)h(y).
El resultado (ii) del Lema 7.18 dice que
(33) −
∑
h∈H (Q′)
h(x)h(y) =
∑
Q)Q′
∑
h∈H (Q)
h(x)h(y) = µ(Q′)−1,
con lo cual
N(x, y) =
∑
Q)Q′
λ(Q)
∑
h∈H (Q)
h(x)h(y)− λ(Q′)µ(Q′)−1
=
∑
Q)Q′
λ(Q)
∑
h∈H (Q)
h(x)2 − λ(Q′)µ(Q′)−1.
Luego, se tiene la buena definicio´n por (33) y la acotacio´n uniforme de {λ(Q) : Q ∈ D} y
se tiene la no negatividad de N por (33) y la propiedad de monoton´ıa de los autovalores
de K. Adema´s, la u´ltima fo´rmula demuestra el cara´cter dia´dico de N . Para ver que N
satisface la propiedad de Markov, fijemos x ∈ X y seleccionemos para cada j ∈ Z un
punto xj ∈ Qjx\Qj+1x , donde Qjx es el cubo de nivel j que contiene a x. Integrando, tenemos
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entonces que
ˆ
X
N(x, y) dµ(y) =
∑
j∈Z
ˆ
Qjx\Qj+1x
N(x, y) dµ(y)
=
∑
j∈Z
N(x, xj)
[
µ(Qjx)− µ(Qj+1x )
]
.
Veamos que esta serie converge a 1. Dado que δ(x, xj) = µ(Qjx), por el Lema 7.18 (iii) se
tiene
N(x, xj) =
∑
i≥1
λ(Qj−ix )
∑
h∈H (Qj−ix )
h(x)2 − λ(Qjx)µ(Qjx)−1(34)
=
∑
i≥1
λ(Qj−ix )
[
µ(Qj−i+1x )
−1 − µ(Qj−ix )−1
]− λ(Qjx)µ(Qjx)−1.
Ahora, definiendo la sucesio´n auxiliar
sj : = N(x, x
j) + λ(Qjx)µ(Q
j+1
x )
−1
=
∑
i≥0
λ(Qj−ix )
[
µ(Qj−i+1x )
−1 − µ(Qj−ix )−1
]
obtenemos que
N(x, xj)
[
µ(Qjx)− µ(Qj+1x )
]
=
[
sj − λ(Qjx)µ(Qj+1x )−1
] [
µ(Qjx)− µ(Qj+1x )
]
=
[
µ(Qjx)sj +
(
1− µ(Q
j
x)
µ(Qj+1x )
)
λ(Qjx)
]
− µ(Qj+1x )sj
= µ(Qjx)sj−1 − µ(Qj+1x )sj.
Luego,
ˆ
X
N(x, y) dµ(y) =
∑
j∈Z
N(x, xj)
[
µ(Qj)− µ(Qj+1x )
]
= l´ım
J→+∞
J∑
j=−J
(
µ(Qjx)sj−1 − µ(Qj+1x )sj
)
= l´ım
J→+∞
µ(Q−Jx )s−J−1 − µ(QJ+1x )sJ .
Con esto, hemos reducido el problema al estudio de los l´ımites de µ(Qj+1x )sj en los infinitos
negativo y positivo.
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A partir de la primera igualdad de (34), por las propiedades (λ1), (λ2) y (λ3) del
Lema 7.16 de los autovalores de K y por (33), tenemos que(
λ(Qj−1x )− λ(Qjx)
)
µ(Qjx)
−1 ≤ N(x, xj) ≤ (1− λ(Qjx))µ(Qjx)−1.
Por lo tanto,
µ(Qj+1x )sj = µ(Q
j+1
x )N(x, x
j) + λ(Qjx) ≤ µ(Qj+1x )µ(Qjx)−1
(
1− λ(Qjx)
)
+ λ(Qjx)
y, por otra parte,
µ(Qj+1x )sj ≥ µ(Qj+1x )µ(Qjx)−1
(
λ(Qj−1x )− λ(Qjx)
)
+ λ(Qjx),
con lo cual µ(Qj+1x )sj → 1 cuando j → −∞, dada la acotacio´n uniforme de los cocientes
µ(Qj+1x )µ(Q
j
x)
−1. Para estudiar la convergencia para j → +∞, notemos en primer lugar
que µ(Qjx) tiene comportamiento exponencial, segu´n lo expresa la Proposicio´n 7.14. Es
decir, µ(Q) ' ρj(Q) para todo Q ∈ D , donde ρ ∈ (0, 1) es la constante en la construccio´n
de D dada en el Teorema 1.7. O bien,
µ(Qjx) ' ρj
con constantes independientes de j. Luego,∑
i≤j
µ(Qix)
−1 '
∑
i≤j
ρ−i =
ρ−j
1− ρ =
(
ρ
1− ρ
)
ρ−j−1 ' µ(Qj+1x ).
Podemos escribir entonces
sj =
∑
i≥0
λ(Qj−ix )
[
µ(Qj−i+1x )
−1 − µ(Qj−ix )−1
]
=
∑
i≥0
λ(Qj−ix )µ(Q
j−i+1
x )
−1 −
∑
i≥0
λ(Qj−ix )µ(Q
j−i
x )
−1
= λ(Qjx)µ(Q
j+1
x )
−1 +
∑
i≥1
[
λ(Qj−ix )− λ(Qj+1−ix )
]
µ(Qj+1−ix )
−1
= λ(Qjx)µ(Q
j+1
x )
−1 +
∑
i≥1
α(Qj+1−ix )µ(Q
j+1−i
x )
−1,
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con lo cual
sjµ(Q
j+1
x ) = λ(Q
j
x) + µ(Q
j+1
x )
∑
i≥1
α(Qj+1−ix )µ(Q
j+1−i
x )
−1
= λ(Qjx) + µ(Q
j+1
x )
∑
i≤j
α(Qix)µ(Q
i
x)
−1.
Sea ε > 0 arbitrario. Elijamos j0 suficientemente grande de manera que α(Q
i
x) ≤ ε para
todo i ≥ j0. Luego, tomemos j1 au´n ma´s grande tal que µ(Q
j+1
x )
µ(Q
j0
x )
+ λ(Qjx) < ε para todo
j ≥ j1. En consecuencia, para j ≥ j1 se tiene
sjµ(Q
j+1
x ) = λ(Q
j
x) + µ(Q
j+1
x )
∑
i≤j0
α(Qix)µ(Q
i
x)
−1 + µ(Qj+1x )
j∑
i=j0+1
α(Qix)µ(Q
i
x)
−1
≤ λ(Qjx) + µ(Qj+1x )µ(Qj0x )−1
∑
i≤j0
α(Qix) + µ(Q
j+1
x )
j∑
i=j0+1
εµ(Qix)
−1
≤ λ(Qjx) + µ(Qj+1x )µ(Qj0x )−1 + εµ(Qj+1x )
∑
i≤j
µ(Qix)
−1
. ε.
Por lo tanto, µ(Qj+1x )sj → 0 cuando j → +∞, y as´ı concluimos queˆ
X
N(x, y) dµ(y) = 1
para todo x ∈ X.
Para finalizar, veamos que los autovalores correspondientes a K y a N coinciden. Sea
h0 ∈ H y Q(h0) = Q0 ∈ D . Supongamos primero que x ∈ Q0, con lo cual Q0 = Qj0x .
Entonces
TNh0(x) =
ˆ
X
N(x, y)h0(y)dµ(y)
=
ˆ
Q
j0
x \Qj0+1x
N(x, xj0)h0(y)dµ(y) +
ˆ
Q
j0+1
x
N(x, y)h0(x)dµ(y)
= N(x, xj0)
(
−
ˆ
Q
j0+1
x
h0(y)dµ(y)
)
+ h0(x)
∑
j≥j0+1
ˆ
Qjx\Qj+1x
N(x, xj)dµ(y)
= −N(x, xj0)h0(x)µ(Qj0+1x ) + h0(x) l´ım
J→+∞
J∑
j0+1
N(x, xj)
[
µ(Qjx)− µ(Qj+1x )
]
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= h0(x)
[
−N(x, xj0)µ(Qj0+1x ) + l´ım
J→+∞
J∑
j=j0+1
(
µ(Qjx)sj−1 − µ(Qj+1x )sj
)]
= h0(x)
[
−N(x, xj0)µ(Qj0+1x ) + l´ım
J→+∞
(
µ(Qj0+1x )sj0 − µ(QJ+1x )sJ
)]
= h0(x)
[−N(x, xj0)µ(Qj0+1x ) + µ(Qj0+1x )sj0]
= h0(x)µ(Q
j0+1
x )
[−N(x, xj0) + sj0]
= h0(x)µ(Q
j0+1
x )
[
λ(Qj0x )µ(Q
j0+1
x )
−1]
= h0(x)λ(Q
j0
x )
= h0(x)λ(Q0)
= h0(x)λ(h0)
= TKh0(x).
Por otra parte, si x /∈ Q0 entonces h0(x) = 0 y adema´s N(x, y) es constante como funcio´n
de y en Q0. Por lo tanto,
TNh0(x) =
ˆ
Q0
N(x, y)h0(y)dµ(y) = c
ˆ
Q0
h0(y)dµ(y) = 0.

Ejemplo 10 (El nu´cleo difusivo fraccionario dia´dico). Como vimos en la Seccio´n 2.5,
el nu´cleo que es solucio´n del problema de difusio´n (10) a tiempo t > 0 esta´ dado por
Wdy(x, y; t) =
∑
h∈H
e−tmhµ(Q(h))
−s
h(x)h(y),
donde los coeficientes mh = mQ(h) esta´n uniformemente acotados entre constantes posi-
tivas. Para comprobar que Wdy(·, ·; t) es un nu´cleo en la clase K con autovalores
λ(Q) = e−tmQµ(Q)
−s
basta con ver esta familia satisface las condiciones (λ1), (λ2) y (λ3) del Lema 7.16. Probe-
mos la propiedad de monoton´ıa (λ1), las otras se obtienen de manera directa. Sea Q ∈ D
y sea Q˜ el padre de Q. Queremos ver que e−tmQµ(Q)
−s ≤ e−tmQ˜µ(Q˜)−s , o equivalentemente,
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que mQ˜µ(Q˜)
−s ≤ mQµ(Q)−s. En efecto, dado que (ver [2]) para cualquier x ∈ Q
(35) mQ = 1 + µ(Q)
s
ˆ
X\Q
δ(x, y)−s−1dµ(y),
entonces tomando x ∈ Q se tiene
mQµ(Q)
−s −mQ˜µ(Q˜)−s
= µ(Q)−s +
ˆ
X\Q
δ(x, y)−s−1dµ(y)− µ(Q˜)−s −
ˆ
X\Q˜
δ(x, y)−s−1dµ(y)
= µ(Q)−s − µ(Q˜)−s +
ˆ
Q˜\Q
δ(x, y)−s−1dµ(y)
= µ(Q)−s − µ(Q˜)−s + µ(Q˜)−s−1µ(Q˜\Q)
= µ(Q)−s − µ(Q˜)−s−1µ(Q)
= µ(Q)
(
µ(Q)−s−1 − µ(Q˜)−s−1
)
> 0.
Definimos ahora las operaciones de iteracio´n y molificacio´n de nu´cleos de K , y enun-
ciamos los lemas de composicio´n interna y propiedades ba´sicas.
Sean K1 y K2 nu´cleos en K . Se denota y define la composicio´n entre K1 y K2 por
(K1 ∗K2)(x, y) =
ˆ
X
K1(x, z)K2(z, y) dµ(z).
Lema 7.19.
(a) Sean K1(x, y) =
∑
Q∈D αQψQ(x, y) y K2(x, y) =
∑
Q∈D βQψQ(x, y) nu´cleos en K .
Entonces el nu´cleo K3 = K1 ∗K2 esta´ bien definido y pertenece a la clase K , y
se escribe
K3(x, y) =
∑
Q∈D
γQψQ(x, y)
con γQ = αQβQ + αQλ2(Q) + βQλ1(Q) para todo Q ∈ D , donde λ1 y λ2 son los
autovalores de los operadores asociados a K1 y K2 respectivamente.
(b) (K , ∗) es un semigrupo conmutativo.
(c) λ3(Q) = λ1(Q)λ2(Q) para todo Q ∈ D .
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Llamamos iteracio´n a la operacio´n de componer a un nu´cleo repetidas veces consigo
mismo. Es decir, dados K ∈ K y n ∈ N se define y denota la iteracio´n de K n veces por
Kn = K ∗ · · · ∗K.
Lema 7.20. Sea K ∈ K de coeficientes αD y autovalores λD . Sea n ∈ N. Si α(n) es la
lista de coeficientes correspondientes a Kn y λ(n) es la sucesio´n de autovalores asociada,
entonces α
(n)
Q = (αQ + λQ)
n − (λQ)n y λ(n)Q = (λQ)n para todo Q ∈ D .
La definicio´n de una operacio´n ana´loga a la molificacio´n es ma´s delicada en este
contexto ya que, por la heterogeneidad del espacio, en general la distancia dia´dica carece
de todo tipo de homogeneidad. Una forma satisfactoria de definir esta operacio´n es por
su accio´n en el espectro de los operadores asociados respecto al sistema de Haar. Esta
manera de introducir la molificacio´n de un nu´cleo tiene como antecedente el caso de
convolucio´n, en el que es posible interpretarla como un cambio de escala. Denominamos
operacio´n molificacio´n a aquella que aplicada a un nu´cleo K en la clase K con espectro
λ(D) da´ como resultado el nu´cleo K1 ∈ K de espectro λ1(D) donde, para cada Q ∈
D , el autovalor λ1(Q) toma el valor λ(Q˜) (el autovalor de K correspondiente al cubo
de nivel inmediato superior de Q). Para K ∈ K con autovalores λ(Q) y n ∈ N, se
define la molificacio´n de para´metro n a aquella que tiene por resultado al nu´cleo Kn de
autovalores λn(Q) = λ(Q
(n)), donde Q(n) es el ene´simo ancestro del cubo Q. Observemos
que en estas condiciones la operacio´n esta´ bien definida y conserva la clase K , ya que
los autovalores correspondientes a los nu´cleos molificados cumplen las condiciones del
Lema 7.16. Adema´s, como el orden de decaimiento en el infinito de los autovalores en
las cadenas Dx no se modifica al molificar entonces la operacio´n conserva propiedades de
regularidad de los nu´cleos en el infinito. Aplicando las fo´rmulas de transformacio´n entre
los coeficientes que representan a los nu´cleos deK , obtenemos que la lista de coeficientes
αi(D) correspondientes al nu´cleo molificado Ki esta´ dada por
αi(Q) = λi(Q˜)− λi(Q) = λ(Q(i+1))− λ(Q(i)) = α(Q(i))
para todo Q ∈ D .
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7.6. Teorema del L´ımite Central en espacios normales
Como antes, sea (X, d, µ) un espacio normal, no ato´mico y no acotado al que dotamos
de un sistema dia´dico D consistente en un u´nico cuadrante y tal que D = D˜ .
Por la Proposicio´n 7.14, con β := ρ−1, tenemos que existe una sucesio´n {m(Q) : Q ∈ D}
tal que C1 ≤ m(Q) ≤ C2 y
(36) βj(Q) = µ(Q)−1m(Q)
para todo Q ∈ D . Notemos que β > 1. Sea q el menor nu´mero natural mayor o igual a β
y sea ζ = logβ q.
Vamos a investigar teoremas l´ımite para procesos de iteracio´n y molificacio´n de orden
s
ζ
, para ı´ndices s positivos que verifiquen la condicio´n s
ζ
∈ Q.
Sea s > 0 tal que s
ζ
∈ Q y sean u, v ∈ N tales que u
v
= s
ζ
. Consideremos el proceso
P uv que aplicado a un nu´cleo K ∈ K devuelve la sucesio´n P uv (K) =
{
K(i) = P uv (K, i) =
Kq
ui
vi : i ∈ N
}
. Denotemos por α(i) a los coeficientes correspondientes a K(i) y a su espectro
por λ(i). Notemos que
(37) λ(i)(Q) = λ
(
Q(vi)
)qui
para todo cubo Q, donde λ(D) es el espectro del nu´cleo K.
Veamos primero el caso de aplicar el proceso P = P uv a nu´cleos con marginales de
soporte acotado. Las marginales ϕx de un nu´cleo K ∈ K se definen por ϕx(y) := K(x, y),
para cada x ∈ X.
Lema 7.21. Sea K un nu´cleo en la clase K con espectro λ(D). Si existe Q0 ∈ D tal
que λ(Q0) = 1 entonces λ
(i)(Q)→ 1 cuando i→∞ para todo Q ∈ D .
Demostracio´n. Por la acotacio´n y monoton´ıa de los autovalores de K se tiene que
λ(Q
(i)
0 ) = 1 para todo i ∈ N. Luego, dado que D determina un u´nico cuadrante, el
resultado se sigue de la fo´rmula (37) de los autovalores λ(i)(Q). 
Este caso correspondera´, como en los contextos homoge´neos, a aproximaciones a la
identidad determinadas por P .
La identificacio´n de la propiedad de estabilidad que determina la convergencia de estos
procesos a l´ımites centrales presenta algunas dificultades debido a la heterogeneidad del
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espacio, en particular para expresarla en te´rminos de los coeficientes kQ asociados a
los nu´cleos de K . No obstante, puede darse una definicio´n precisa por medio de los
coeficientes αQ.
Definicio´n 7.1. Dado s > 0 se dice que un nu´cleo K ∈ K es s-estable con para´me-
tro σ > 0 si para toda cadena Dx se tiene que
(38) l´ım
µ(Q)→+∞
Q∈Dx
β−sj(Q)αQ =
(
1− β−s)σ.
Puede escribirse la condicio´n anterior, utilizando la notacio´n Q(i) para el i-e´simo
ancestro de un cubo Q ∈ D , como
(39) β−sj(Q
(i))αQ(i) −−−−→
i→+∞
(
1− β−s)σ
para todo Q ∈ D . Dado que el espacio consiste en un u´nico cuadrante, por lo que todo
par de cubos dia´dicos tiene un ancestro comu´n, basta con que (39) valga para un cubo
Q0 dado, o de igual manera que (38) valga para alguna cadena Dx particular. Veamos la
equivalencia de esta definicio´n en te´rminos de los autovalores λ(Q).
Lema 7.22. Sea K ∈ K con {λ(Q) : Q ∈ D} la sucesio´n de autovalores asociada y
sea s > 0. El nu´cleo K es s-estable con para´metro σ > 0 si y so´lo si
(40)
(
1− λ(Q(i))) β−sj(Q(i)) −−−→
i→∞
σ
para todo Q ∈ D .
Demostracio´n. Se sigue de las identidades
1− λ(Q) =
∑
Q′⊃Q
αQ′
y αQ = λ(Q˜)−λ(Q) = (1−λ(Q))− (1−λ(Q˜)).

La expresio´n de la condicio´n de estabilidad en te´rminos de los coeficientes kQ tie-
ne una formulacio´n ma´s engorrosa, que aqu´ı mencionaremos informalmente en calidad
informativa, para mayor completitud. Esta condicio´n consiste en que para cubos Q de
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medida suficientemente grande en alguna cadena Dx el valor de kQβ−(1+s)j(Q) se aproxi-
me a σ (1− β−s)∑i≥0 β−(1+s)im(Q(i))−1. Sin embargo, bajo la propiedad geome´trica, del
espacio y el sistema dia´dico, de regularidad a grandes escalas de que las constantes m(Q)
definidas en (36) satisfagan que m(Q) → η cuando µ(Q) → +∞ en alguna cadena Dx
para alguna constante positiva η, se tiene que esta propiedad de estabilidad es la usual
de los casos ma´s homoge´neos anteriores, es decir, la existencia de una constante σ˜ > 0
tal que para todo x ∈ X se tenga K(x, y)δ(x, y)1+s → σ˜ cuando δ(x, y)→∞.
Ejemplo 11. Estudiemos, por medio del lema anterior, la estabilidad del nu´cleo
difusivo Wdy(·.·; t). Como vimos en el Ejemplo 10, sus autovalores tienen la forma
λ(Q) = e−tmQµ(Q)
−s
,
con coeficientes mQ dados por (35). Denotando bQ = µ(Q)
sβsj(Q), tenemos que(
1− λ(Q))β−sj(Q) = (1− e−tmQµ(Q)−s)µ(Q)sb−1Q
=
(
1− e−tmQµ(Q)−s
)
m−1Q µ(Q)
smQ
bQ
.
Dado que los coeficientes mQ y bQ esta´n uniformemente acotados entre constantes posi-
tivas, entonces mQµ(Q)
−s tiende a cero cuando µ(Q)→ +∞. Como adema´s, por la regla
de l’Hoˆpital, l´ımx→0+ 1−e
−tx
x
= l´ımx→0+ te
−tx
1
= t, entonces(
1− λ(Q))β−sj(Q) −−−−−−→
j(Q)→−∞
t l´ım
j(Q)→−∞
mQ
bQ
donde el l´ımite se calcula sobre alguna cadena Dx. Notemos que esta expresio´n tendra´ sen-
tido so´lo cuando
mQ
bQ
sea convergente. De esta manera, Wdy(·, ·; t) es s-estable si y so´lo si la
sucesio´n
{
mQ
bQ
: Q ∈ Dx
}
converge para algu´n x ∈ X. Ma´s precisamente, si l´ımj(Q)→−∞ mQbQ =
B, con B un nu´mero que debe ser positivo, entonces Wdy(·, ·; t) es s-estable con para´metro
tB, y rec´ıprocamente. Esta condicio´n es una propiedad de la geometr´ıa del espacio y del
sistema dia´dico. Por otra parte, aunque no haya convergencia, la sucesio´n
mQ
bQ
estara´ aco-
tada entre constantes positivas, con lo cual el comportamiento de Wdy es de todos modos
“de tipo” s-estable.
Por las fo´rmulas (35) y (36), para x ∈ Q y denotando por Q(i) al i-e´simo ancestro de Q,
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se tiene
mQ = 1 + µ(Q)
s
ˆ
X\Q
δ(x, y)−s−1dµ(y)
= 1 + µ(Q)s
∞∑
i=1
[
1− µ(Q
(i−1))
µ(Q(i))
]
µ(Q(i))−s
= 1 + bQβ
−sj(Q)
∞∑
i=1
[
1− ρm(Q
(i−1))
m(Q(i))
]
b−1
Q(i)
βsj(Q
(i)),
y como j(Q(i)) = j(Q)− i, entonces
mQ
bQ
=
1
bQ
+
∞∑
i=1
[
1− ρm(Q
(i−1))
m(Q(i))
]
1
bQ(i)
ρsi.
De esta fo´rmula podemos ver que en espacios heteroge´neos (a grandes escalas) no podemos
esperar que haya convergencia. Digamos que un espacio de tipo homoge´neo normal, no
ato´mico, no acotado y con un sistema dia´dico D asociado es estable si
m(Q) −−−−−−→
j(Q)→−∞
η
en alguna cadena Dx, con 0 < C1 ≤ η ≤ C2, con las constantes C1 y C2 como en la
Proposicio´n 7.14. En tal contexto, como
∑∞
i=1 ρ
si = ρ
s
1−ρs =
1
βs−1 , se tiene que
l´ım
j(Q)→−∞
mQ
bQ
=
1
ηs
+ [1− ρ] 1
ηs
1
βs − 1 = η
−s 1− ρ
βs − 1 =: cs
en cualquier cadena Dx, con lo cual Wdy(·.·; t) resulta ser s-estable con para´metro cst.
Observemos que las operaciones de iteracio´n y molificacio´n conservan el ı´ndice de
estabilidad de los nu´cleos. Efectivamente, sea K ∈ K un nu´cleo s-estable con para´metro
σ y con autovalores λ(Q) y sea n ∈ N. La iteracio´n de K n-veces tiene por resultado al
nu´cleo Kn con autovalores λn(Q) = λ(Q)n. Luego, en vistas de (40) y (λ2), se tiene
(
1− λ(Q(i))n) β−sj(Q(i)) = (n−1∑
k=0
λ(Q(i))k
)(
1− λ(Q(i))) β−sj(Q(i))
−−−→
i→∞
nσ
para todo Q ∈ D , es decir, Kn es s-estable con para´metro nσ. Por otra parte, la molifi-
cacio´n de K de para´metro n resulta en el nu´cleo Kn de autovalores λn(Q) = λ(Q
(n)), con
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lo cual (
1− λn(Q(i))
)
β−sj(Q
(i)) =
(
1− λ(Q(n+i))) β−sj(Q(n+i))β−sn
−−−→
i→∞
β−snσ
para todo Q ∈ D . O sea, Kn es s-estable con para´metro β−snσ. De esta forma, si s ∈ ζQ,
donde q es el menor nu´mero natural mayor o igual a β y ζ = logβ q, los nu´meros naturales
u y v son tales que u
v
= s
ζ
, y K es un nu´cleo s-estable de para´metro σ, entonces los
nu´cleos P (K, i) = K(i) = Kq
ui
vi resultan s-estables de para´metro q
uiβ−sivσ = βζuiβ−sivσ =
βi(ζu−sv)σ = σ. Es decir, el proceso P es conservativo de la s-estabilidad y del para´metro
de estabilidad. Diremos entonces que los procesos de iteracio´n y molificacio´n as´ı definidos
son procesos estables de ı´ndice s o s-estables.
Estamos ahora en condiciones de formular el resultado principal de la seccio´n: un
teorema del l´ımite central en el contexto normal.
Teorema 7.23. Sea P = P uv un proceso s-estable y sea K ∈ K un nu´cleo s-
estable con para´metro σ. Entonces la sucesio´n P (K) converge en Lp(X,µ) a un nu´cleo
central. Precisamente, si {Ti : i ∈ N} es la sucesio´n de operadores integrales de nu´cleos{
K(i) : i ∈ N} entonces
Tif
Lp−→ T∞f cuando i→∞
para toda f ∈ Lp(X,µ), 1 < p <∞, donde T∞ es el operador integral de nu´cleo (central)
K∞(x, y;σ) =
∑
h∈H
e−σbQ(h)µ(Q(h))
−s
h(x)h(y),
donde bQ = m(Q)
s y los coeficientes m(Q), uniformemente acotados entre constantes
positivas, son los definidos en (36).
Demostracio´n. Sea {λ(Q) : Q ∈ D} la sucesio´n de autovalores de K. Dado que K
es un nu´cleo estable ningu´n autovalor toma el valor 1, y por lo tanto los podemos escribir
en la forma general
λ(Q) = 1− β−sγ(Q),
para cierta funcio´n γ : D → R tal que se verifican las condiciones en 7.16. De esta manera
se tiene que γ(Q(i)) → +∞ cuando i → ∞ para todo Q ∈ D . Recordemos que Q(i)
representa el i-e´simo ancestro de Q.
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La cuenta clave que nos permitira´ estudiar el l´ımite espectral es la siguiente. Dado
Q ∈ D , para cada i ∈ N se tiene
λ(i)(Q) = λq
ui
(Q(vi)) =
(
1− β−sγ(Q(vi))
)qui
=
[(
1− β−sγ(Q(vi))
)βsγ(Q(vi))]β−sγ(Q(vi))qui
=
[(
1− β−sγ(Q(vi))
)βsγ(Q(vi))]β−s[γ(Q(vi))−vi]
puesto que q = βζ = β
sv
u . Luego, tomando l´ımite tenemos
l´ım
i→∞
λ(i)(Q) = e−β
−sL(Q)
donde
L(Q) = l´ım
i→∞
γ(Q(vi))− vi
= l´ım
i→∞
(
γ(Q(vi)) + j(Q)− vi)− j(Q)
= l´ım
i→∞
(
γ(Q(vi)) + j(Q(vi))
)− j(Q).
La condicio´n de estabilidad de K expresada en te´rminos de los autovalores por la fo´rmula
(40) equivale a
β−s(γ(Q
(i))+j(Q(i))) −−−→
i→∞
σ,
que a su vez es equivalente a que
γ(Q(i)) + j(Q(i)) −−−→
i→∞
ν
para todo Q ∈ D , donde ν ∈ R es tal que β−sν = σ. Esto implica que
L(Q) = ν − j(Q)
para todo Q ∈ D , con ν independiente de Q. Por lo tanto, aplicando (36) llegamos a que
l´ım
i→∞
λ(i)(Q) = e−β
−s(ν−j(Q))
= e−σβ
sj(Q)
= e−σm(Q)
sµ(Q)−s .
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La demostracio´n se completa aplicando el Lema 7.17 y el ana´logo al Teorema 5.9 en el
contexto general. 
Este teorema determina la clase de los nu´cleos atractores de los procesos estables de
ı´ndice s ∈ ζQ. Observemos que cuando 0 < s < 1 estos nu´cleos l´ımite K∞(x, y;σ) tienen
una forma similar a la de los nu´cleos difusivos Wdy(x, y; t). La diferencia entre ellos es que,
aunque esta´n uniformemente acotadas, las constantes mQ y bQ son en general distintas,
excepto en casos de espacios con alta regularidad, como puede inferirse del Ejemplo 11.
Parte II
Aproximacio´n de la identidad por nu´cleos
estables

Introduccio´n de la Parte II
La Parte II esta´ estructurada en cuatro cap´ıtulos. El primero de ellos incluye una revi-
sio´n de algunos resultados cla´sicos sobre aproximacio´n de la identidad en Rn, incluyendo
el ubicuo Teorema de Zo´ basado en la descomposicio´n de Caldero´n-Zygmund, similar a la
que en el caso dia´dico se aplica en el Cap´ıtulo 6 de la Parte I, y las propiedades ba´sicas de
acotacio´n de los operadores maximales asociados a las familias de nu´cleos. En el segun-
do cap´ıtulo se exponen los resultados de concentracio´n y aproximacio´n de la identidad
para nu´cleos de Cauchy-Poisson y de Le´vy. En el tercer cap´ıtulo nos dedicamos al ana´li-
sis de las propiedades de concentracio´n y aproximacio´n de la identidad para familias de
nu´cleos de Markov que son estables y cumplen una desigualdad de Harnack. Finalmente,
en el u´ltimo cap´ıtulo, extendemos estos resultados a espacios de tipo homoge´neo. Estos
resultados son originales y fueron publicados en [15].

Cap´ıtulo 8
Resultados cla´sicos de aproximacio´n a la identidad de
convolucio´n
Este cap´ıtulo tiene el propo´sito de introducir notacio´n y enunciar algunos resultados
bien conocidos sobre nu´cleos de aproximacio´n a la identidad por convolucio´n. En particu-
lar nos ocupamos de describir condiciones suficientes para la acotacio´n y tipo en espacios
de Lebesgue de los operadores maximales asociados a las familias de nu´cleos. Estas pro-
piedades de acotacio´n producen los espacios naturales para la convergencia puntual. El
cap´ıtulo se organiza en tres secciones. En la primera se muestra que la concentracio´n es
suficiente para la convergencia en Lp. La segunda seccio´n corresponde a la convergencia
puntual con nu´cleos dominados por otros que sean radiales, decrecientes e integrables.
La tercera se dedica a la clase ma´s general de nu´cleos de Zo´. Las referencias ba´sicas para
este cap´ıtulo son [35], [57], [63] y [6].
8.1. Concentracio´n y convergencia en Lp y en puntos de continuidad
Los casos cla´sicos refieren a operadores integrales definidos por convolucio´n con una
funcio´n nu´cleo K. Para K ∈ L1(Rn) se define el operador T por
Tf(x) = K ∗ f(x) =
ˆ
Rn
K(x− y)f(y)dy =
ˆ
Rn
K(y)f(x− y)dy,
para f : Rn → R una funcio´n medible perteneciente a algu´n espacio funcional deter-
minado. Por la desigualdad de Young para la convolucio´n, estos operadores esta´n bien
definidos y acotados en Lp(Rn).
Lema 8.1 (Young). Sean f ∈ Lp(Rn), con 1 ≤ p ≤ ∞, y g ∈ L1(Rn). Entonces
‖f ∗ g‖p ≤ ‖f‖p ‖g‖1 .
Sea A un conjunto de ı´ndices que acumula en algu´n α0. En general, decimos que una
familia de operadores {Tα : α ∈ A} es una aproximacio´n a la identidad si Tαf → f
cuando α → α0 en algu´n sentido. Cuando los operadores esta´n determinados por una
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sucesio´n de nu´cleos nos referiremos tambie´n a tal sucesio´n de nu´cleos como una aproxi-
macio´n a la identidad.
As´ı, una familia de operadores {Tα} es una aproximacio´n a la identidad en el sentido
de la norma de Lp si l´ımα→α0 ‖Tαf − f‖p = 0 para toda f ∈ Lp. En cambio, cuando los
operadores esta´n definidos en algu´n espacio funcional F y para toda f ∈ F se tiene que
l´ımα→α0 Tαf(x) = f(x) en casi todo punto, decimos que la aproximacio´n a la identidad
es en sentido puntual en F .
Sea {Kα : α > 0} una familia de nu´cleos en Rn tal que
(i)
´
Kα = 1 para todo α > 0,
(ii) supα>0
´ |Kα| = M <∞,
(iii) para todo r > 0,
´
|x|>r |Kα(x)| dx→ 0 cuando α→ 0.
La propiedad (iii) es la denominada propiedad de concentracio´n en torno al origen de la
familia {Kα}α>0. En estas condiciones obtenemos que {Kα}α>0 es una aproximacio´n a la
identidad en el sentido de la norma de Lp.
Teorema 8.2. Si {Kα}α>0 es una familia que cumple (i), (ii) y (iii), entonces
l´ımα→0 ‖Kα ∗ f − f‖p = 0 para toda f ∈ Lp(Rn), 1 ≤ p <∞.
Demostracio´n. Si f es continua con soporte compacto tenemos, por (i), que
|Kα ∗ f(x)− f(x)| ≤
ˆ
Rn
|Kα(y)| |f(x− y)− f(x)| dy
=
ˆ
|y|<δ
|Kα(y)| |f(x− y)− f(x)| dy
+
ˆ
|y|≥δ
|Kα(y)| |f(x− y)− f(x)| dy
≤ ε
ˆ
|y|<δ
|Kα(y)| dy + 2 ‖f‖∞
ˆ
|y|≥δ
|Kα(y)| dy
donde ε y δ esta´n asociados por la continuidad (uniforme) de f . Por consiguiente, por
(ii) y (iii), tenemos que Kα ∗ f → f puntualmente cuando α → 0 de manera uniforme.
Entonces para 1 ≤ p <∞ y α suficientemente pequen˜o
ˆ
Rn
|Kα ∗ f − f |p dx ≤
ˆ
Rn
|Kα ∗ f − f | dx
=
ˆ
x∈(sopf)1
|Kα ∗ f − f | dx+
ˆ
x/∈(sopf)1
|Kα ∗ f | dx
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donde (sopf)1 = {y ∈ Rn : d(y, sopf) < 1} es un 1-entorno del soporte de f . El primer
sumando en el miembro derecho tiende a cero con α por la convergencia uniforme de
Kα ∗ f hacia f en el conjunto de medida finita (sopf)1. En cuanto al segundo te´rmino,
notemos que esta´ acotado por
´
y∈sopf |f(y)|
(´
|x−y|≥1 |Kα(x− y)| dx
)
dy, que tiende a cero
con α por (iii).
El caso de una funcio´n f ∈ Lp(Rn) general se trata igual que en el caso de molificacio´n,
usando la desigualdad de Young. Es decir, dada f ∈ Lp(Rn) y ε > 0 tomamos g continua
y con soporte compacto tal que ‖f − g‖p < ε3(M+1) . Entonces
‖Kα ∗ f − f‖p ≤ ‖Kα ∗ (f − g)‖p + ‖Kα ∗ g − g‖p + ‖f − g‖p
y el resultado sigue del caso anterior y la desigualdad de Young 8.1 usando (ii). 
Siguiendo la demostracio´n anterior, se tiene el siguiente resultado de convergencia en
sentido puntual para funciones continuas y acotadas, bajo las hipo´tesis (i), (ii) y (iii) de
la familia de nu´cleos.
Lema 8.3. Sea f ∈ L∞(Rn). Entonces l´ım
α→0
Kα ∗ f(x) = f(x) en todo punto de conti-
nuidad de f .
8.2. Convergencia puntual. Mayorantes radiales decrecientes e integrables
La acotacio´n del operador maximal asociado a una familia de nu´cleos juega un papel
clave en el estudio de las aproximaciones a la identidad en sentido puntual para funciones
de Lp. Precisamos algunas definiciones antes de enunciar los resultados correspondientes.
Se define el operador maximal asociado a una familia de operadores {Tα : α > 0}
por
T ∗f(x) = sup
α>0
|Tαf(x)| .
Sea p ∈ [1,∞] y sea T un operador definido en Lp. Se dice que el operador T es de tipo
fuerte (p, p) si esta´ acotado, es decir, si para toda f ∈ Lp vale
‖Tf‖p ≤ C ‖f‖p
para alguna constante positiva C independiente de f .
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Por otra parte, cuando p <∞ decimos que el operador T es de tipo de´bil (p, p) si
para todo λ > 0 y toda f ∈ Lp vale que
|{x : |Tf(x)| > λ}| ≤
(
C
λ
‖f‖p
)p
para alguna constante C > 0 independiente de λ y de f . Diremos que T es de tipo de´bil
(∞,∞) si es de tipo fuerte (∞,∞). La desigualdad de Chebyshev (Teorema A.5) permite
probar que el tipo fuerte (p, p) implica el tipo de´bil (p, p), para todo p. Se tiene adema´s
un importante resultado cla´sico de interpolacio´n debido a Marcinkiewicz.
Teorema 8.4 (de interpolacio´n de Marcinkiewicz).
Sea T un operador sublineal definido en Lp1 + Lp2 con 1 ≤ p1 < p2 ≤ ∞. Si T es de
tipo de´bil (p1, p1) y tambie´n de tipo de´bil (p2, p2) entonces T es de tipo fuerte (p, p) para
p1 < p < p2.
El siguiente teorema relaciona el tipo de´bil de los operadores maximales con los re-
sultados de aproximacio´n a la identidad en sentido puntual en Lp.
Teorema 8.5. Sea {Tα : α > 0} una familia de operadores lineales y sea 1 ≤ p <∞.
Si T ∗f(x) = sup
α>0
|Tαf(x)| es de tipo de´bil (p,p) y adema´s l´ım
α→0
Tαg(x) = g(x) puntual-
mente (en todo punto) para toda funcio´n g en algu´n subconjunto denso de Lp; entonces
l´ım
α→0
Tαf(x) = f(x) en casi todo punto, para toda f ∈ Lp.
Algunas veces los nu´cleos de aproximacio´n son tan buenos que se puede verificar la
acotacio´n puntual por la maximal de Hardy–Littlewood, lo cual nos permite probar el
tipo de´bil del aperador maximal asociado. En esta seccio´n veremos algunos casos de esta
situacio´n. Denotamos por M al operador maximal de Hardy–Littlewood definido
para toda funcio´n localmente integrable f por
Mf(x) = sup
r>0
1
|B(x, r)|
ˆ
B(x,r)
|f(z)| dz.
Lema 8.6. La maximal de Hardy–Littlewood es de tipo de´bil (1,1) y acotada en Lp(Rn)
para todo 1 < p ≤ ∞.
El siguiente teorema cla´sico, debido a Caldero´n y Zygmund, toma en consideracio´n
familias de nu´cleos obtenidos por molificaciones de un nu´cleo integrable, no negativo,
radial y no creciente sobre rayos.
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Teorema 8.7. Sea K ∈ L1(Rn), no negativo, radial y no creciente sobre rayos. Para
cada ε > 0 se define la molificacio´n de K con para´metro ε por Kε(x) = ε
−nK(x
ε
). Si
f ∈ Lp(Rn) para 1 ≤ p ≤ ∞ entonces Kε ∗ f esta´ bien definida y es finita en casi todo
punto. Se define el operador maximal asociado a la familia {Kε : ε > 0} por K∗f(x) =
supε>0 |Kε ∗ f(x)| . Entonces K∗f(x) ≤ cMf(x), y por consiguiente es de tipo de´bil (1,1)
y de tipo fuerte (p,p) para todo 1 < p ≤ ∞. Por lo tanto, si ´ K = 1 se tiene que
Kε ∗ f(x)→ f(x) en casi todo x ∈ Rn, para toda f ∈
⋃
1≤p<∞ L
p(Rn).
Los resultados del teorema anterior permanecen va´lidos si se cambia la condicio´n de
K(x) de ser no creciente con |x| por la condicio´n que K(x) |x|−α sea no creciente con
|x| para algu´n α > 0, como establace el siguiente resultado debido a Coifman. Ambos
teoremas se hallan en [35].
Teorema 8.8. Sea K ∈ L1(Rn), no negativo, radial y tal que para algu´n α > 0,
K(x) |x|−α es no creciente con |x|. Entonces, con la notacio´n del teorema anterior, K∗
es de tipo de´bil (1,1) y de tipo fuerte (p,p) para todo 1 < p ≤ ∞. En consecuencia, si´
K = 1, Kε ∗ f(x)→ f(x) en casi todo x ∈ Rn, para cada f ∈ Lp(Rn), 1 ≤ p <∞.
Como corolario se tiene que toda familia de nu´cleos {Kε}ε>0 obtenidos por molifica-
cio´n, a la manera del Teorema 8.7, de un nu´cleo K de integral uno cuya mayorante radial
no creciente este´ en las condiciones de alguno de los dos teoremas anteriores, constituye
una aproximacio´n a la identidad en sentido puntual en Lp(Rn). Pero tambie´n, que to-
dos los espacios en los que se sepa la acotacio´n de la maximal de Hardy–Littlewood son
adecuados para la convergencia puntual. Tal es el caso de Lp(wdx) con w ∈ Ap.
8.3. Nu´cleos de Zo´
El criterio de la existencia de una mı´nima mayorante radial decreciente e integrable
para el caso de convolucio´n-molificacio´n es interesante, tiene muchas aplicaciones, pero
esta´ lejos de ser necesario y algunas veces no se puede aplicar directamente mientras
que, como veremos en el pro´ximo cap´ıtulo, es factible utilizar el Teorema de Zo´. Este
u´ltimo explota la estrategia de Caldero´n–Zygmund para integrales singulares que, en
modo cla´sico, no es de uso para nu´cleos positivos e integrables. El Teorema de Zo´ contiene
al de la mı´nima mayorante radial decreciente e integrable como caso particular.
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El resultado original obtenido por Zo´ esta´ en [63]. Aqu´ı lo enunciamos en la forma
dada en el Teorema 10.3.1 de [35].
Teorema 8.9 (Zo´). Sea A una familia de ı´ndices. Asumamos que para cada α en A
esta´ dada una funcio´n integrable kα en Rn que satisface
(a)
´
Rn |kα(x)| dx esta´ acotada superiormente uniformemente en α ∈ A;
(b)
´
|x|≥2|z| F (x, z)dx esta´ acotada superiormente uniformemente en z ∈ Rn \ {0} con
F (x, z) = sup
α∈A
|kα(x− z)− kα(x)| .
Entonces el operador maximal supα∈A |kα ∗ f | es de tipo de´bil (1,1) y acotado en Lp para
1 < p ≤ ∞.
Aunque en general no exista una estimacio´n puntual superior deK∗f = supα∈A |kα ∗ f |
por la maximal de Hardy–Littlewood Mf , los resultados en [6] prueban que los pesos de
Muckenhoupt w ∈ Ap son buenos pesos para la acotacio´n de K∗ en Lp(wdx). Una conse-
cuencia u´til del Teorema 8.9, para el caso de molificacio´n, es decir, conKε(x) = ε
−nK(x/ε)
para ε > 0, es la dada por el siguiente resultado.
Corolario 8.10. Si K ∈ L1(Rn) y existe K˜ en L1(Rn) y de clase C 1 fuera del
origen, tal que
(a) |K(x)| ≤ K˜(x), y
(b)
∣∣∇K˜(x)∣∣ ≤ C|x|n+1 ;
entonces supε>0 |Kε ∗ f | es de tipo de´bil (1, 1) y acotado en Lp(Rn) para 1 < p ≤ ∞.
Mencionamos finalmente que, adema´s del enfoque cla´sico para la prueba del Teorema
de Zo´, tambie´n puede obtenerse el resultado desde la mirada de integrales singulares con
valores vectoriales. Pero de una u otra manera la teor´ıa de Caldero´n–Zygmund subyace.
Cap´ıtulo 9
Aproximaciones de la identidad definidas por nu´cleos de
Cauchy–Poisson y de Le´vy
En este cap´ıtulo se presentan nuevos resultados de aproximaciones a la identidad en
Rn, primero para nu´cleos obtenidos por convolucio´n de las familias de Cauchy–Poisson
y luego para familias de Le´vy. En la Seccio´n 9.1 se introducen los nu´cleos elementales
de Cauchy–Poisson P σ de o´rdenes σ ∈ (0, 2) y la familia biparame´trica P obtenida por
molificaciones de estos nu´cleos con para´metro y > 0. Dos propiedades caracter´ısticas que
satisfacen los nu´cleos P σ y sus molificaciones son las de estabilidad y una desigualdad de
tipo Harnack, bien conocidas de las teor´ıas de probabilidad y de ecuaciones en derivadas
parciales respectivamente. Otra propiedad que es fa´cilmente verificable en estas familias
es la de concentracio´n, que junto con el tipo de´bil de los operadores maximales constitu-
yen ingredientes fundamentales para las aproximaciones a la identidad. El Teorema 9.1
demuestra estas propiedades para subfamilias particulares en las cuales los o´rdenes de es-
tabilidad y el para´metro de molificacio´n guardan relacio´n. En la Seccio´n 9.2 se enuncian
las fo´rmulas conocidas para la transformada de Fourier de funciones radiales en te´rminos
de las funciones de Bessel. Estas resultara´n de utilidad en la aplicacio´n del Teorema de
Zo´ que haremos en la Seccio´n 9.3, en la que se obtienen resultados de aproximacio´n de la
identidad asociados a nu´cleos de Le´vy.
9.1. Concentracio´n y Aproximaciones a la Identidad para nu´cleos de
Cauchy-Poisson
Comencemos recordando la definicio´n de la familia de nu´cleos de Poisson-Cauchy en
Rn. Para 0 < σ < 2, sean Rσ(ρ) = (1+ρ2)−(n+σ)/2 e I(σ) = ωn
´∞
0
Rσ(ρ)ρn−1dρ, donde ωn
es el a´rea de la superficie de la esfera unitaria de Rn. Como I(σ) ≥ ωn2−(n+σ)/2
´∞
1
ρn−1ρ−n−σdρ =
ωnσ
−12−(n+σ)/2, se tiene que I(σ)→ +∞ cuando σ → 0. Denotemos por P σ al nu´cleo de
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Cauchy-Poisson de orden σ ∈ (0, 2), definido en Rn por
P σ(x) = (I(σ))−1Rσ(|x|) = (I(σ))−1(1 + |x|2)−(n+σ)/2.
Observemos que, para cada σ,
´
Rn P
σ(x)dx = 1 y |x|n+σ P σ(x) → (I(σ))−1 > 0 cuando
x → ∞. Por otro lado, para x ∈ Rn fijo se tiene que P σ(x) → 0 cuando σ → 0.
Consideremos las molificaciones de cada P σ, para y > 0. Precisamente,
P σy (x) = y
−nP σ(y−1x) = (I(σ))−1yσ(y2 + |x|2)−(n+σ)/2.
Sea la familia biparame´trica de nu´cleos P = {P σy : y > 0, 0 < σ < 2}. Algunas de sus
propiedades se encuentran en el Cap´ıtulo 2. Entre ellas, recordemos que
´
Rn P
σ
y (x)dx = 1
para todo y > 0 y todo σ ∈ (0, 2).
Veamos que estas familias constituyen aproximaciones a la identidad de convolucio´n
en sentido puntual cuando y → 0, en los espacios de funciones cla´sicos. Ma´s precisamente,
considerando σ : R+ → (0, 2) como funcio´n de y se da´ un resultado de aproximacio´n de
la identidad bajo la condicio´n σ(y) log y → −∞ cuando y → 0+.
Teorema 9.1.
(a) El operador P ∗f(x) = supy>0,0<σ<2
∣∣(P σy ∗ f)(x)∣∣ esta´ acotado superiormente por
el operador maximal de Hardy–Littlewood. Por lo tanto, P ∗ es de tipo de´bil (1,1)
y acotado en Lp(Rn) para 1 < p ≤ ∞.
(b) Para una funcio´n Σ : R+ → (0, 2) tal que Σ(y) log y → −∞ cuando y → 0+, la
familia uniparame´trica de nu´cleos {PΣ(y)y : y > 0} concentra en torno al origen,
i.e. para cada λ > 0,
´
|x|>λ P
Σ(y)
y (x)dx→ 0 cuando y → 0+.
(c) Con Σ como en (b), tenemos que (P
Σ(y)
y ∗ f)(x) converge en casi todo punto a
f(x), para f ∈ Lp(Rn), 1 ≤ p ≤ ∞.
Demostracio´n. (a) Se sigue del hecho de que cada P σ es radial, decreciente y´
Rn P
σdx = 1 (Teorema 8.7, Cap´ıtulo 8).
(b) Deseamos probar que si yΣ(y) → 0 cuando y → 0+, entonces {PΣ(y)y : y > 0}
concentra alrededor del origen cuando y → 0+. Sea λ > 0 dado, luego
ˆ
|x|≥λ
PΣ(y)y (x)dx = [I(Σ(y))]
−1yΣ(y)
ˆ
|x|≥λ
(y2 + |x|2)−
n+Σ(y)
2 dx
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= [I(Σ(y))]−1
ˆ
|x|≥λ
y
(1 + |x|2)−
n+Σ(y)
2 dx
≤
[
ωnΣ(y)
−12−
n+Σ(y)
2
]−1
ωn
ˆ ∞
λ
y
ρn−1
(1 + ρ2)(n+Σ(y))/2
dρ
≤ Σ(y)2
n+Σ(y)
2
ˆ ∞
λ
y
ρ−1−Σ(y)dρ
= 2
n+Σ(y)
2
(
λ
y
)−Σ(y)
≤ C(n, λ)yΣ(y)
que tiende a cero cuando y → 0+.
(c) Si g es una funcio´n continua de soporte compacto, tenemos que para cada ε > 0
dado existe δ > 0 tal que∣∣(PΣ(y)y ∗ g)(x)− g(x)∣∣ ≤ ˆ
Rn
|g(x− z)− g(x)|PΣ(y)y (z)dz
≤ ε
ˆ
|z|<δ
PΣ(y)y (z)dz + 2 ‖g‖∞
ˆ
|z|≥δ
PΣ(y)y (z)dz,
que es menor que 2ε para y suficientemente pequen˜o. Entonces, como
P ∗Σf(x) = sup
y>0
∣∣(PΣ(y)y ∗ f)(x)∣∣ ≤ P ∗f(x),
aplicando argumentos esta´ndar se obtiene que (P
Σ(y)
y ∗ f)(x) → f(x) cuando y → 0+ en
casi todo x, para f ∈ Lp(Rn), 1 ≤ p ≤ ∞. 
Adema´s del caso en que Σ este´ acotada inferiormente por una constante positiva,
un ejemplo de una funcio´n Σ en las condiciones del teorema esta´ dado por Σ(y) =
(logα y−1)−1 para 0 < α < 1. En este caso Σ(y)→ 0 cuando y → 0.
9.2. Transformada de Fourier de funciones radiales y funciones de Bessel
en Rn
En la Seccio´n 9.3 usaremos una fo´rmula expl´ıcita de la transformada de Fourier del
nu´cleo de Le´vy que puede escribirse en te´rminos de integrales de Bessel.
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Una funcio´n f definida en Rn es radial si existe una funcio´n F definida en R+ tal que
f(x) = F (|x|) para casi todo x ∈ Rn. Se observa que el conjunto de funciones radiales en
Lp(Rn) es un subespacio cerrado de Lp(Rn).
La transformada de Fourier de funciones radiales en L1(Rn) es tambie´n una funcio´n
radial, y se tienen buenas representaciones de la transformada y su inversa en te´rminos
de las funciones de Bessel unidimensionales. Denotaremos por Jα a la funcio´n de Bessel
del primer tipo de orden α. Las funciones Jα son las soluciones cano´nicas de la ecuacio´n
diferencial de Bessel
x2
d2y
dx2
+ x
dy
dx
+ (x2 − α2)y = 0,
para α real o complejo. Se definen a trave´s de su expansio´n en series por
Jα(x) =
∞∑
k=0
(−1)k
k!Γ(k + α + 1)
(x
2
)2k+α
=
xα
2αΓ(α + 1)
(
1− x
2
2(2α + 2)
+
x4
2 · 4(2α + 2)(2α + 4) − . . .
)
,
donde Γ(z) es la funcio´n gamma, que extiende el factorial a C. Debido a que Jα(x) es una
serie de potencias, se deduce que Jα ∈ C∞(R). Las soluciones de la ecuacio´n de Bessel
que son linealmente independientes respecto a Jα (α ≥ 0) se llaman funciones de Bessel
del segundo tipo. Observemos que Jα y J−α son linealmente independientes si y so´lo si
α ∈ R \ Z.
Las funciones de Bessel de o´rdenes 1/2 y −1/2 tienen expresiones sencillas, dadas por
J1
2
(x) =
(
2
pix
)1/2
sinx,
J−1
2
(x) =
(
2
pix
)1/2
cosx.
A la funcio´n de orden cero se la puede expresar en forma integral por
J0(x) = 1
2pi
ˆ 2pi
0
eix sin θdθ =
1
pi
ˆ pi
0
eix cos θdθ.
Asimismo, para n ∈ N vale la fo´rmula
Jn(x) = 1
2pi
ˆ pi
−pi
e−i(nθ−x sin θ)dθ
=
1
pi
ˆ pi
0
cos(nθ − x sin θ)dθ,
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que se extiende a o´rdenes α generales agregando un te´rmino
Jα(x) = 1
pi
ˆ pi
0
cos(αθ − x sin θ)dθ − sin(αpi)
pi
ˆ ∞
0
e−x sinh(t)−αtdt.
Resultara´ tambie´n u´til la fo´rmula de recurrencia
Jα+1(x)
xα+1
= −1
x
d
dx
(Jα(x)
xα
)
,
con lo cual, para m ∈ N,
Jα+m(x)
xα+m
= (−1)m
(
d
xdx
)m(Jα(x)
xα
)
.
Mediante el cambio de variables x = s1/2t, tenemos luego que
Jα+m(
√
st)
(
√
s)α+m
=
(
−2
t
)m
dm
dsm
(Jα(√st)
(
√
s)α
)
.
Por u´ltimo, mencionamos la expresio´n integral de Hankel, dada por
Jα(x) = x
α
2α
√
pi Γ
(
α + 1
2
) ˆ 1
−1
eixt(1− t2)α− 12dt.
Con el cambio de variables t = cos θ, la fo´rmula anterior se expresa tambie´n como
Jα(x) = x
α
2α
√
pi Γ
(
α + 1
2
) ˆ pi
0
eix cos θ(sin θ)2αdθ.
Para la representacio´n del nu´cleo de Le´vy usaremos, como Blumenthal y Getoor en
[22], la siguiente expresio´n de la transformada de Fourier de funciones radiales que puede
hallarse en [23].
Teorema 9.2. Sea f ∈ L1(Rn) una funcio´n radial, con f(x) = F (|x|). Entonces su
transformada de Fourier
f̂(ξ) =
1
(2pi)n/2
ˆ
Rn
f(x)eix·ξ dx
depende so´lo de |ξ|, y se puede expresar como
(41) f̂(ξ) =
1
|ξ|
n−2
2
ˆ ∞
0
F (t)tn/2Jn−2
2
(|ξ| t) dt.
Ma´s au´n, se tiene una expresio´n en te´rminos de J0 y J−1
2
dada por
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(a) para n = 2m+ 2,
f̂(ξ) = (−1)m2m d
m
dsm
∣∣∣∣
|ξ|2
ˆ ∞
0
F (t)tJ0(
√
st) dt;
(b) para n = 2m+ 1,
f̂(ξ) = (−1)m2m
√
2
pi
dm
dsm
∣∣∣∣
|ξ|2
ˆ ∞
0
F (t) cos(
√
st) dt.
Teorema 9.3. Si F (t) es continua en 0 ≤ t <∞, ´∞
0
|F (t)| tn−1 dt <∞ y si
φ(ξ) :=
1
ξ
n−2
2
ˆ ∞
0
F (t)tn/2Jn−2
2
(ξt) dt
es tal que
´∞
0
|φ(ξ)| ξn−1 dξ <∞, entonces, para todo t,
(42) F (t) =
1
t(n−2)/2
ˆ ∞
0
φ(ξ)ξn/2Jn−2
2
(ξt) dξ.
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Las distribuciones de Le´vy elementales en Rn son las distribuciones de probabilidad,
absolutamente continuas, cuya funcio´n de densidad se define como la transformada de
Fourier inversa de e−|ξ|
σ
, para 0 < σ < 2. Denotaremos a las densidades de Le´vy ele-
mentales por Lσ o´ v(·, 1;σ). Como e−|ξ|σ esta´ en L1(Rn), entonces Lσ esta´ bien definida
y pertenece a L∞(Rn). Adema´s, como su transformada es radial, los Teoremas 9.2 y 9.3
nos proveen una fo´rmula expl´ıcita, dada por
(43) Lσ(x) = v(x, 1;σ) =
1
|x|
n−2
2
ˆ ∞
0
e−t
σ
tn/2Jn−2
2
(|x| t) dt.
Esta fo´rmula en el caso σ = 1 produce un resultado ma´s tangible, que es el nu´cleo de
Poisson. Para σ general entre cero y dos, los resultados de [22] dan el comportamiento
asinto´tico de v(x, 1;σ), lo cual muestra la estabilidad de estas densidades:
l´ım
|x|→∞
|x|n+σ v(x, 1, σ) = σ2σ+n2−1pi−1 sin σpi
2
Γ
(
1+σ
2
)
Γ
(
σ
2
)
.
Por otra parte, la molificacio´n de para´metros y > 0 de las densidades elementales
da´ lugar a la familia
L = {Lσy : Lσy (x) = v(x, y;σ) = y−nLσ(y−1x), y > 0, 0 < σ < 2} ,
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correspondiente a las distribuciones sime´tricas-α-estables. Notemos que L̂σy (ξ) = e
−|yξ|σ ,
para y > 0 y 0 < σ < 2.
A continuacio´n, estudiamos los resultados relativos a la familia de nu´cleos de Le´vy en
dimensio´n n = 1. All´ı, los nu´cleos elementales esta´n dados por
(44) Lσ(x) = v(x, 1;σ) =
√
|x|
ˆ ∞
0
e−t
σ
t1/2J−1
2
(|x| t)dt = 2
ˆ ∞
0
e−t
σ
t1/2 cos(|x| t)dt.
Teniendo en cuenta los trabajos de Blumenthal y Getoor [22] y Polya [55], conocemos el
comportamiento asinto´tico de v(x, 1;σ). Se tienen adema´s, para los nu´cleos ma´s generales,
cotas de la forma v(x, y;σ) ≤ CP σy (x). Sin embargo, dado que la constante C depende de
σ, esta estimacio´n no es adecuada para obtener cotas superiores del operador maximal
L∗f(x) = sup
y>0,0<σ<2
|(v(·, y;σ) ∗ f)(x)|
en te´rminos de la maximal de Hardy–Littlewood de f . En cambio, lograremos obtener
el tipo de´bil (1,1) de L∗f como una aplicacio´n del Teorema 8.9 de Zo´. En el ana´lisis
subsiguiente utilizaremos, aparte de (44), tambie´n la fo´rmula (43) correspondiente a los
nu´cleos v(x, 1;σ) en dimensio´n n = 3.
Probamos a continuacio´n los resultados principales en relacio´n al operador L∗.
Teorema 9.4. El operador maximal L∗ es de tipo de´bil (1,1) y acotado en Lp(R) para
1 < p ≤ ∞.
Demostracio´n. Sea A = {α = (σ, y) : 0 < σ < 2, y > 0} y, para cada α = (σ, y) ∈
A, pongamos kα(x) = v(x, y;σ). La hipo´tesis (a) en el teorema de Zo´ se sigue de que´
R kα(x)dx = k̂α(0) ' 1 para cada α ∈ A. Para chequear que se cumple (b), comencemos
usando las fo´rmulas del Teorema 9.2. Sea
ϕσ(s) =
ˆ ∞
0
e−t
σ
cos(
√
st)dt.
Si Φnσ(τ), τ ∈ R+, es la funcio´n tal que Φnσ(|x|) es la transformada de Fourier en Rn de
e−|ξ|
σ
, tenemos que
Φnσ(ρ) = (−1)m2m
√
2
pi
dmϕσ
dsm
(ρ2),
para n = 2m+ 1, m = 0, 1, 2, . . ..
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Cuando n = 1 y n = 3 se tiene entonces que
Φ1σ(ρ) =
√
2
pi
ϕσ(ρ
2) y Φ3σ(ρ) = −2
√
2
pi
dϕσ
ds
(ρ2).
Luego
dΦ1σ
dρ
(ρ) =
√
2
pi
2ρ
dϕσ
ds
(ρ2) = −ρΦ3σ(ρ),
y, en consecuencia,
(45) ρ2
∣∣∣∣dΦ1σdρ
∣∣∣∣ ≤ ρ3 ∣∣Φ3σ(ρ)∣∣ .
Veamos que ρ3 |Φ3σ(ρ)| esta´ acotado superiormente por una constante que no depende de
σ ∈ (0, 2). Por la fo´rmula de inversio´n para la transformada de Fourier de funciones de
L2(Rn), se tiene que Φnσ = Lσ. Luego, de la ecuacio´n (43) con n = 3 y del hecho que
J1
2
(ρ) =
√
2(
√
piρ)−1 sin ρ obtenemos que
Φ3σ(ρ) = ρ
−1/2
ˆ ∞
0
e−t
σ
t3/2J1
2
(ρt)dt =
√
2
pi
ρ−1
ˆ ∞
0
e−t
σ
t sin(ρt)dt.
Veamos entonces que (pi/2)1/2ρ3Φ3σ(ρ) = ρ
2
´∞
0
e−t
σ
t sin(ρt)dt esta´ acotado superiormente
por una constante independiente tanto de 0 < σ < 2 como de ρ > 0. Sea η(s) = s sin s,
s > 0. Integrando por partes obtenemos que
ρ2
ˆ ∞
0
e−t
σ
t sin(ρt)dt
= ρ
ˆ ∞
0
e−t
σ
η(ρt)dt
= ρ
[
sin ρt− ρt cos ρt
ρ
e−t
σ
∣∣∣∣∞
0
+ σ
ˆ ∞
0
tσ−1e−t
σ sin ρt− ρt cos ρt
ρ
dt
]
= σ
ˆ ∞
0
tσ−1e−t
σ
sin ρt dt− σρ1−σ
ˆ ∞
0
e−t
σ
(ρt)σ cos(ρt) dt
= σ
ˆ ∞
0
tσ−1e−t
σ
sin ρt dt− σρ1−σ
[(
e−t
σ ζ(ρt)
ρ
∣∣∣∣∞
0
)
+ σ
ˆ ∞
0
tσ−1e−t
σ ζ(ρt)
ρ
dt
]
donde ζ(t) =
´ t
0
sσ cos s ds. Integrando por partes nuevamente vemos que
ζ(t) =
ˆ t
0
sσ cos s ds = sσ sin s|t0 − σ
ˆ t
0
sσ−1 sin s ds = tσ sin t− σ
ˆ t
0
sσ−1 sin s ds
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Luego
ρ2
ˆ ∞
0
e−t
σ
t sin(ρt)dt = σ
ˆ ∞
0
tσ−1e−t
σ
sin ρt dt
− σ2ρ−σ
ˆ ∞
0
tσ−1e−t
σ
(ρt)σ sin(ρt)dt
+ σ3ρ−σ
ˆ ∞
0
tσ−1e−t
σ
(ˆ ρt
0
sσ−1 sin s ds
)
dt
:= I + II + III.
Haciendo el cambio de variables u = (ρt)σ, entonces
I =
ˆ ∞
0
e
− u
ρσ sin(u1/σ)d
(
u
ρσ
)
y
II = −σ
ˆ ∞
0
e
− u
ρσ
u
ρσ
sin(u1/σ)d
(
u
ρσ
)
,
que esta´n ambos uniformemente acotados. Para el tercer te´rmino tenemos que
|III| =
∣∣∣∣∣σ2ρ−σ
ˆ ∞
0
e
− u
ρσ
(ˆ u1/σ
0
sσ−1 sin s ds
)
d
(
u
ρσ
)∣∣∣∣∣
≤ σ2 1
ρσ
ˆ ∞
0
e
− u
ρσ
1
σ
(u1/σ)σd
(
u
ρσ
)
= σ
ˆ ∞
0
e
− u
ρσ
u
ρσ
d
(
u
ρσ
)
,
que tambie´n resulta uniformemente acotado por arriba. Por lo tanto de (45) obtenemos
que
∣∣∣dΦ1σdρ ∣∣∣ ≤ Cρ−2 con C independiente de σ y ρ.
Estamos ahora en condiciones de verificar que la familia {kα : α ∈ A} satisface (b)
en el teorema de Zo´. En efecto, como |x| ≥ 2 |z|, por el teorema del valor medio tenemos
que
|v(x− z, y;σ)− v(x, y;σ)| = 1
y
∣∣∣∣v(x− zy , 1;σ)− v(xy , 1;σ)
∣∣∣∣ = 1y
∣∣∣∣ ddxv(ξ, 1;σ)
∣∣∣∣ |z|y
para algu´n ξ en el intervalo
(
x
y
, x−z
y
)
. De la estimacio´n anterior para dΦ1σ/dρ, dado que
|ξ| ' |x| /y, ya que |x| ≥ 2 |z|, se tiene que
|v(x− z, y;σ)− v(x, y;σ)| ≤ C |z|
y2
(
y
|x|
)2
.
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Luego F (x, z) ≤ C |z||x|2 para todo |x| ≥ 2 |z|, y, en consecuencia,
ˆ
|x|≥2|z|
F (x, z)dx ≤ C |z|
ˆ ∞
2|z|
dx
x2
=
C
2
= C˜,
que es independiente de α = (σ, y) ∈ A. De esta manera podemos aplicar el teorema de Zo´,
lo cual demuestra que L∗ es de tipo de´bil (1,1) y acotado en Lp(R) para 1 < p ≤ ∞. 
Teorema 9.5. Sea n = 1 y Σ: R+ → (0, 2) una funcio´n que satisface la condicio´n
yΣ(y)+1/2(Σ(y))−1 → 0 cuando y → 0+. Entonces los nu´cleos {v(x, y; Σ(y)) : y > 0}
concentran en torno al origen. Por lo tanto,
(
v(·, y; Σ(y)) ∗ f)(x)→ f(x) para casi todo
x ∈ R para toda funcio´n f ∈ Lp(R), 1 ≤ p ≤ ∞.
Demostracio´n. Dado que J−1
2
(ρ) =
√
2
piρ
cos ρ, entonces integrando por partes
v (x, y; Σ(y)) = y−1v
(
x
y
, 1; Σ(y)
)
=
1
y
√
|x|
ˆ ∞
0
e−t
Σ(y)
t1/2J−1
2
(
|x|
y
t
)
dt
=
√
2
pi
1√
y
ˆ ∞
0
e−t
Σ(y)
cos
(
|x|
y
t
)
dt
=
√
2√
pi
√
y
[
e−t
Σ(y) y
|x| sin
(
|x|
y
t
)∣∣∣∞
0
+ Σ(y)
ˆ ∞
0
e−t
Σ(y)
tΣ(y)−1
y
|x| sin
(
|x|
y
t
)
dt
]
=
√
2√
pi
√
y
Σ(y)
y
|x|
ˆ ∞
0
e−t
Σ(y)
tΣ(y) sin
(
|x|
y
t
) dt
t
=
√
2√
pi
Σ(y)
√
y
|x|
( |x|
y
)1−Σ(y) ˆ ∞
0
e−t
Σ(y)
( |x|
y
t
)Σ(y)−1
sin
(
|x|
y
t
)
dt
=
√
2√
pi
Σ(y)yΣ(y)−1/2
|x|Σ(y)
ˆ ∞
0
e−t
Σ(y)
ξ
( |x| t
y
)
dt,
donde ξ(s) = sΣ(y)−1 sin s. Definamos Θ(t) =
´ t
0
ξ(s)ds. Luego, Θ(0) = 0 y Θ′(t) = ξ(t).
Adema´s, para |x|t
y
≤ pi tenemos la estimacio´n
∣∣∣Θ( |x|ty )∣∣∣ ≤ ´ pi0 sΣ(y)−1ds = piΣ(y)Σ(y) . Si, por
otro lado, |x|t
y
> pi, se tiene una serie alternante con valores absolutos decrecientes y as´ı
ˆ |x|t
y
0
sΣ(y)−1 sin sds =
∞∑
j=1
(−1)j+1
ˆ jpi
(j−1)pi
sΣ(y)−1X[
0,
|x|t
y
](s) |sin s| ds
≤
ˆ pi
0
sΣ(y)−1 sin s ds ≤
ˆ pi
0
sΣ(y)−1ds =
piΣ(y)
Σ(y)
.
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Entonces, en cualquier caso, ∣∣∣∣Θ( |x| ty
)∣∣∣∣ ≤ piΣ(y)Σ(y) .
Luego,
v (x, y; Σ(y)) =
√
2√
pi
Σ(y)yΣ(y)−1/2
|x|Σ(y)
[
e−t
Σ(y) y
|x|Θ
( |x| t
y
)∣∣∣∣∞
0
−
ˆ ∞
0
(−Σ(y))tΣ(y)−1e−tΣ(y) y|x|Θ
( |x| t
y
)
dt
]
=
√
2√
pi
Σ(y)2yΣ(y)+1/2
|x|1+Σ(y)
ˆ ∞
0
e−t
Σ(y)
tΣ(y)Θ
( |x| t
y
)
dt
t
≤
√
2√
pi
piΣ(y)yΣ(y)+1/2
|x|1+Σ(y)
Σ(y)
ˆ ∞
0
e−t
Σ(y)
tΣ(y)
dt
t
=
√
2√
pi
piΣ(y)yΣ(y)+1/2
|x|1+Σ(y)
≤
√
2pi3/2yΣ(y)+1/2
|x|1+Σ(y)
.
Para probar la propiedad de concentracio´n para la familia {v(x, y; Σ(y)) : y > 0}, tome-
mos λ positivo y menor a uno, y estimemos las integrales fuera del intervalo centrado en
el origen de longitud 2λ. As´ı
ˆ
|x|≥λ
v(x, y; Σ(y))dx ≤
√
2pi3/2yΣ(y)+1/22
ˆ ∞
λ
dx
x1+Σ(y)
= (2pi)3/2yΣ(y)+1/2
(
− 1
Σ(y)
x−Σ(y)
∣∣∣∞
λ
)
≤ (2pi)
3/2
λ2
yΣ(y)+1/2
Σ(y)
.
Por la hipo´tesis sobre Σ, la u´ltima expresio´n tiende a cero cuando y → 0+. 
Observemos que potencias chicas de y satisfacen la condicio´n para Σ. En efecto,
tomando 0 < ε < 1/2 y Σ(y) = yε tenemos que y
(1/2+yε)
yε
= y1/2−εyy
ε
tiende a cero
cuando y → 0+. En general, la condicio´n para Σ en el Teorema 9.5 es estrictamente
menos restrictiva que la del Teorema 9.1. Por u´ltimo, notemos que la simplicidad en la
estructura de las funciones J1/2 y J−1/2 es la que nos permite obtener las estimaciones
necesarias para la integracio´n por partes. Cuando la dimensio´n n del espacio subyacente
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es mayor a uno la funcio´n de Bessel involucrada en (43) es ma´s compleja, por lo tanto
estos me´todos no se extienden de manera directa para tales casos.
Cap´ıtulo 10
Concentracio´n y Aproximacio´n de la Identidad por familias de
nu´cleos de Markov con propiedades de Estabilidad y Harnack
Los resultados del Cap´ıtulo 9 asociados a los nu´cleos de Cauchy y de Le´vy se pueden
extender a familias de nu´cleos que no son de convolucio´n y en las que la estructura precisa
de aquellos se sustituye por dos propiedades cualitativas ma´s generales. Estas propiedades
son una desigualdad de Harnack y una estabilidad en el infinito. El resultado principal
esta´ contenido en el Teorema 10.3.
10.1. Desigualdad de Harnack, Estabilidad y Concentracio´n
Comenzaremos definiendo los conceptos de estabilidad, Harnack y concentracio´n, to-
mando como ilustracio´n a la familia biparame´trica de nu´cleos de Cauchy-Poisson P =
{P σy : 0 < σ < 2, y > 0}. Luego, extenderemos estos conceptos y los resultados que los
relacionan a familias de nu´cleos ma´s generales, no necesariamente de convolucio´n.
La desigualdad de Harnack cla´sica en las funciones anal´ıticas de variable compleja ha
adquirido una merecida centralidad en la teor´ıa de De Giorgi, Moser y Nash de regularidad
de soluciones de´biles de ecuaciones el´ıpticas y parabo´licas con coeficientes irregulares.
Dado un abierto Ω en Rn y u una solucio´n de Lu = 0, donde L es parecido al Laplaciano
pero ma´s general, entonces
sup
B
u ≤ C ı´nf
B
u,
con C una constante independiente de u y de B, siempre que 2B ⊂ Ω.
El siguiente resultado prueba que la familia P satisface una desigualdad de Harnack
uniforme en Rn \ {0}. Esta desigualdad compara los ı´nfimos y los supremos de cualquier
nu´cleo de P en bolas de la forma B(x, γ |x|) con 0 < γ < 1 fijo y x ∈ Rn \ {0}.
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Proposicio´n 10.1. Sea 0 < γ < 1. Para x ∈ Rn\{0} consideremos la bola B(x, γ |x|),
sγ(x, y, σ) = supz∈B(x,γ|x|) P
σ
y (z) e iγ(x, y, σ) = ı´nfz∈B(x,γ|x|) P
σ
y (z). Entonces
(46)
sγ(x, y, σ)
iγ(x, y, σ)
<
(
1 + γ
1− γ
)n+σ
uniformemente en x ∈ Rn \ {0} e y > 0. Ma´s au´n, supx,y sγiγ =
(
1+γ
1−γ
)n+σ
.
Demostracio´n. Recordemos que P σy (z) = y
−nP σ1 (y
−1z) = (I(σ))−1yσ(y2+|z|2)−(n+σ)/2.
Por lo tanto, para x 6= 0 y z ∈ B(x, γ |x|) tenemos que
sγ(x, y, σ) =
yσ
I(σ)(y2 + (1− γ)2 |x|2)n+σ2
,
y
iγ(x, y, σ) =
yσ
I(σ)(y2 + (1 + γ)2 |x|2)n+σ2
.
As´ı que
sγ(x, y, σ)
iγ(x, y, σ)
=
1 + (1 + γ)2
(
|x|
y
)2
1 + (1− γ)2
(
|x|
y
)2

n+σ
2
.
Como la expresio´n entre corchetes es estrictamente creciente como funcio´n de
(
|x|
y
)2
, el
supremo de esta expresio´n es su l´ımite para |x|
y
→ ∞. De este modo, sγ
iγ
<
(
1+γ
1−γ
)n+σ
y
supx,y
sγ
iγ
=
(
1+γ
1−γ
)n+σ
. 
Notemos que, como 0 < σ < 2, el nu´mero
(
1+γ
1−γ
)n+2
es una cota superior para sγ
iγ
, la
cual es adema´s uniforme en σ.
En lo que sigue nuestro estudio estara´ referido a familias en la clase general de nu´cleos
de tipo Markov de dos variables. Un nu´cleo de Markov sime´trico en Rn es una funcio´n
medible no negativa y sime´trica K definida en Rn × Rn tal que ´Rn K(x, z)dz = 1 para
todo x ∈ Rn.
Dado un nu´cleo de Markov K definido en Rn × Rn diremos que K satisface una
condicio´n de Harnack con constantes 0 < γ < 1 y H ≥ 1, y denotaremos
K ∈ H(γ,H), si vale la desigualdad
sup
z∈B(ξ,γ|x−ξ|)
K(x, z) ≤ H ı´nf
z∈B(ξ,γ|x−ξ|)
K(x, z)
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para todo x ∈ Rn y todo ξ ∈ Rn tal que ξ 6= x. Con esta notacio´n, la Proposicio´n 10.1
se lee P σy ∈ H
(
γ,
(
1+γ
1−γ
)n+σ)
para todo 0 < γ < 1, todo 0 < σ < 2 y todo y > 0. De esta
manera, notemos que P ⊂ H(γ, (1+γ
1−γ
)n+2)
para todo 0 < γ < 1.
Como ya observamos antes, con una mirada probabil´ıstica, el para´metro σ en los
nu´cleos de tipo P σ(x) = (I(σ))−1(1 + |x|2)−(n+σ)/2 sustituye de algu´n modo a la varianza,
que para estos nu´cleos es infinita. La siguiente proposicio´n consituye el punto de partida
para la generalizacio´n del para´metro de estabilidad para nu´cleos de dos variables.
Proposicio´n 10.2. Para 0 < σ < 2 y y > 0, se tiene que |x− z|n+σ P σy (x − z) →
yσ(I(σ))−1 cuando |x− z| → ∞.
Demostracio´n. Basta con escribir
|x− z|n+σ y
σ
I(σ)
(
y2 + |x− z|2)n+σ2 =
yσ
I(σ)
|x− z|n+σ
(y2 + |x− z|2)n+σ2
=
yσ
I(σ)
1(
y2
|x−z|2 + 1
)n+σ
2
y tomar l´ımite para |x− z| → ∞. 
Dado un nu´cleo de Markov K definido en Rn×Rn decimos que K es σ-estable con
para´metro α > 0 y denotamos K ∈ S(σ, α) si
l´ım
|x−z|→∞
|x− z|n+σK(x, z) = α.
Con esta notacio´n P σy ∈ S(σ, yσ(I(σ))−1) para cada 0 < σ < 2 e y > 0.
En el Cap´ıtulo 9 probamos que las familias P y L poseen propiedades de concentra-
cio´n en torno al origen. Ma´s generalmente, podemos preguntarnos por la propiedad de
concentracio´n en torno a a diagonal de una familia de nu´cleos de Markov. Decimos que
una familia de nu´cleos de Markov K = {Kτ (x, z) : 0 < τ < 1} concentra, o que satisface
la propiedad de concentracio´n, y lo denotamos K ∈ C si ´|x−z|≥λKτ (x, z)dz tiende a
cero cuando τ → 0 para todo λ > 0, uniformemente en x ∈ Rn. De esta manera, segu´n
los resultados del Cap´ıtulo 9, tenemos que las familias {PΣ(y)y (x − z) : 0 < y < 1}, con
yΣ(y) → 0+ cuando y → 0+, y {LΣ(y)y (x − z) : 0 < y < 1}, para y1/2+Σ(y)(Σ(y))−1 → 0+
cuando y → 0+, pertenecen a C.
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10.2. Aproximacio´n de la Identidad por familias de nu´cleos de Markov
estables con la propiedad de Harnack.
El siguiente es el resultado principal del cap´ıtulo, en el cual se demuestra que propie-
dades de estabilidad y Harnack implican concentracio´n y acotacio´n del operador maximal
para familias adecuadas de nu´cleos de Markov, que por lo tanto constituyen aproxima-
ciones a la identidad en sentido puntual en los espacios Lp(Rn), 1 ≤ p ≤ ∞.
Teorema 10.3. Sea σ > 0 arbitrario. Supongamos que para cada 0 < α < 1 esta´ dado
un nu´cleo de Markov Kσα ∈ S(σ, α). Si para algu´n 0 < γ < 1 se tiene que K = {Kσα : 0 <
α < 1} ⊂ H
(
γ,
(
1+γ
1−γ
)n+σ)
, entonces
(a) K ∈ C;
(b) K∗f(x) = sup0<α<1
∣∣´
Rn K
σ
α(x, z)f(z)dz
∣∣ es de tipo de´bil (1,1) y acotado en Lp(Rn),
para 1 < p ≤ ∞;
(c) l´ımα→0
´
Rn K
σ
α(x, z)f(z)dz = f(x) en casi todo punto, para toda f ∈ Lp(Rn),
1 ≤ p ≤ ∞.
Demostracio´n de (a). Fijemos x ∈ Rn y 0 < λ < 1. Dado que cada Kσα pertenece
a S(σ, α), entonces existe R(α) suficientemente grande tal que |x− z|n+σKσα(x, z) < 2α
cuando |x− z| ≥ R(α). En otros te´rminos Kσα(x, z) ≤ 2α|x−z|n+σ para |x− z| ≥ R(α).
Ahora, como K ⊂ H
(
γ,
(
1+γ
1−γ
)n+σ)
para cierto 0 < γ < 1, nos sera´ posible estimar
Kσα(x, z) en B(x,R(α)) \ {x}. La familia de anillos
Aj =
{
z ∈ Rn :
(
1− γ
1 + γ
)j+1
R(α) ≤ |x− z| <
(
1− γ
1 + γ
)j
R(α)
}
, j = 0, 1, 2, . . .
provee un cubrimiento del conjunto B(x,R(α)) \ {x}. Luego, tomando J = J(λ,R(α))
el menor entero para el cual
(
1−γ
1+γ
)j+1
R(α) ≤ λ, obtenemos que {z : |x− z| ≥ λ} ⊂⋃J
j=0 Aj∪{z : |x− z| ≥ R(α)}. Para los z tales que |x− z| ≥ R(α) tenemos queKσα(x, z) ≤
2α
|x−z|n+σ . Busquemos a continuacio´n cotas para K
σ
α(x, z) con z en los anillos Aj. Comenza-
mos con j = 0. Notemos que si 1−γ
1+γ
R(α) < |x− z| < R(α) entonces z pertenece adema´s
a una bola B˜ = B(ξ, γ |x− ξ|) tal que B˜ ∩ {z : |x− z| ≥ R(α)} 6= ∅. Por lo tanto, si
θ ∈ B˜ ∩ {z : |x− z| ≥ R(α)} tenemos que
Kσα(x, z) ≤ sup
η∈B˜
Kσα(x, η)
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≤
(
1 + γ
1− γ
)n+σ
ı´nf
η∈B˜
Kσα(x, η)
≤
(
1 + γ
1− γ
)n+σ
Kσα(x, θ)
≤
(
1 + γ
1− γ
)n+σ
2α
R(α)n+σ
.
Iterando, obtenemos para z ∈ Aj la cota superior
Kσα(x, z) ≤
2α
R(α)n+σ
(
1 + γ
1− γ
)(j+1)(n+σ)
.
Entonces, para |x− z| ≥ λ tenemos que
Kσα(x, z) ≤
2α
R(α)n+σ
J∑
j=0
(
1 + γ
1− γ
)(j+1)(n+σ)
XAj(z) +
2α
|x− z|n+σX{|x−z|≥R(α)}(z).
Luego
ˆ
{z:|x−z|≥λ}
Kσα(x, z)dz ≤ 2α
{
1
R(α)n+σ
J∑
j=0
(
1+γ
1−γ
)(j+1)(n+σ)
|Aj|+ ωn
ˆ ∞
R(α)
ρn−1
dρ
ρn+σ
}
≤ 2αωn
{
1
R(α)n+σ
J∑
j=0
(
1+γ
1−γ
)(j+1)(n+σ) (
1−γ
1+γ
)jn
R(α)n +
1
σR(α)σ
}
=
2ωn
R(α)σ
α
{
1
σ
+
J∑
j=0
(
1+γ
1−γ
)n+σ(j+1)}
=
2ωn
R(α)σ
α
 1σ + (1+γ1−γ)n+σ 1(1+γ
1−γ
)σ
− 1
[(
1+γ
1−γ
)(J+1)σ
− 1
] .
Ahora, dado que J es el menor entero para el cual
(
1−γ
1+γ
)j+1
R(α) ≤ λ, vemos que
(
1 + γ
1− γ
)(J+1)σ
≥
(
R(α)
λ
)σ
>
(
1 + γ
1− γ
)Jσ
.
En consecuencia
ˆ
{z:|x−z|≥λ}
Kσα(x, z)dz ≤
2ωn
R(α)σ
α
 1σ +
(
1 + γ
1− γ
)n+σ (1+γ
1−γ
)σ
(
1+γ
1−γ
)σ
− 1
(
R(α)
λ
)σ
≤ 2ωnα
σ
+ 2ωnα
(
1 + γ
1− γ
)n+σ
(1 + γ)σ
(1 + γ)σ − (1− γ)σ
1
λσ
.
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Esta u´ltima expresio´n tiende a cero cuando α → 0, con lo cual queda demostrada la
propiedad de concentracio´n.
Demostracio´n de (b). Veamos que K∗f esta´ mayorada por la funcio´n maximal de
Hardy-Littlewood Mf puntualmente. Comencemos por construir una regularizacio´n K˜σα
de Kσα , definiendo
K˜σα(x, z) =
 
ζ∈B(z,γ|z−x|)
Kσα(x, ζ)dζ =
1
|B(z, γ |z − x|)|
ˆ
ζ∈B(z,γ|z−x|)
Kσα(x, ζ)dζ.
Dado que K ⊂ H(γ, (1+γ
1−γ
)n+σ)
entonces tenemos que K˜σα provee una cota superior para
Kσα . En efecto
Kσα(x, z) ≤ sup
ζ∈B(z,γ|z−x|)
Kσα(x, ζ)
≤
(
1 + γ
1− γ
)n+σ
ı´nf
ζ∈B(z,γ|z−x|)
Kσα(x, ζ)
≤
(
1 + γ
1− γ
)n+σ  
B(z,γ|z−x|)
Kσα(x, ζ)dζ
=
(
1 + γ
1− γ
)n+σ
K˜σα(x, z).
De hecho, tambie´n K˜σα esta acotada superiormente por K
σ
α (con la misma constante) y
en consecuencia resultan equivalentes punto a punto. Luego∣∣∣∣ˆ
Rn
Kσα(x, z)f(z)dz
∣∣∣∣ ≤ ˆ
Rn
Kσα(x, z) |f(z)| dz
≤
(
1 + γ
1− γ
)n+σ ˆ
Rn
K˜σα(x, z) |f(z)| dz
=
(
1 + γ
1− γ
)n+σ
ωn
γn
ˆ
Rn
(
1
|z − x|n
ˆ
ζ∈B(z,γ|z−x|)
Kσα(x, ζ)dζ
)
|f(z)| dz
=
ωn
γn
(
1 + γ
1− γ
)n+σ ˆ
ζ∈Rn
Kσα(x, ζ)
(ˆ
{z∈Rn:|ζ−z|<γ|x−z|}
|f(z)|
|x− z|ndz
)
dζ.
A fin de estimar la integral interior haremos dos observaciones geome´tricas:
Hecho 1. Para ζ 6= x el conjunto {z ∈ Rn : |ζ − z| < γ |x− z|} ⊂ B
(
x, |ζ−x|
1−γ
)
.
En efecto, para z tal que |ζ − z| < γ |x− z| tenemos que |z − x| ≤ |z − ζ|+ |ζ − x| <
γ |x− z|+ |ζ − x|. Luego |z − x| (1− γ) < |ζ − x| y z ∈ B
(
x, |ζ−x|
1−γ
)
.
Hecho 2. Para z tal que |ζ − z| < γ |x− z|, se tiene que |x− ζ| ≤ (1 + γ) |z − x|.
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En efecto, |x− ζ| ≤ |x− z|+ |z − ζ| < (1 + γ) |x− z|.
Utilizando el Hecho 2 en la primera desigualdad y el Hecho 1 en la segunda tenemos que
ˆ
{z∈Rn:|ζ−z|<γ|x−z|}
|f(z)|
|x− z|ndz ≤
(1 + γ)n
|x− ζ|n
ˆ
{z∈Rn:|ζ−z|<γ|x−z|}
|f(z)| dz
≤ (1 + γ)
n
|x− ζ|n
ˆ
B
(
x,
|ζ−x|
1−γ
) |f(z)| dz.
Claramente el u´ltimo miembro esta´ acotado por una constante veces la funcio´n maximal
de Hardy–Littlewood de f en x. Precisamente
ˆ
{z∈Rn:|ζ−z|<γ|x−z|}
|f(z)|
|x− z|ndz ≤ ωn
(
1 + γ
1− γ
)n
Mf(x).
Luego,
(47) ∣∣∣∣ˆ
Rn
Kσα(x, z)f(z)dz
∣∣∣∣ ≤ ω2nγn (1+γ1−γ)2n+σMf(x)
ˆ
ζ∈Rn
Kσα(x, ζ)dζ = C(γ, σ, n)Mf(x).
Como esta cota superior es uniforme en α tenemos el resultado del ı´tem (b).
Demostracio´n de (c). Basta con probar la convergencia puntual para funciones conti-
nuas de soporte compacto. Sea f ∈ C0(Rn). Luego, para cada ε > 0 existe λ > 0 tal que
|f(x)− f(z)| < ε si |x− z| < λ. De esta forma,∣∣∣∣ˆ
Rn
Kσα(x, z)f(z)dz − f(x)
∣∣∣∣ ≤ ˆ
Rn
Kσα(x, z) |f(z)− f(x)| dz
≤ 2 ‖f‖∞
ˆ
{z:|x−z|≥λ}
Kσα(x, z)dz + ε
ˆ
{z:|x−z|<λ}
Kσα(x, z)dz.
Por la propiedad de concentracio´n de la familia K probada en el ı´tem (a) se tiene el
resultado para f . Finalmente, se concluye la demostracio´n por el argumento usual de
densidad y tipo de´bil del operador K∗. 
Cabe destacar que los valores precisos de las constantes en la condicio´n de Harnack
se utilizan u´nicamente en la demostracio´n de la propiedad de concentracio´n dada en la
parte (a) del Teorema 10.3. Para las propiedades de acotacio´n del operador maximal K∗
esos valores son irrelevantes. Por lo tanto, por la desigualdad (47) en la prueba del ı´tem
(b) del Teorema 10.3 se obtiene el tipo de´bil y la acotacio´n para una funcio´n maximal
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au´n mayor. Para σ0 > 0 fijo definamos
K∗∗f(x) = sup
0<α<1
0<σ≤σ0
∣∣∣∣ˆ Kσα(x, z)f(z)dz∣∣∣∣ .
Corolario 10.4. El operador K∗∗ es de tipo de´bil (1,1) y acotado en Lp(Rn) para
1 < p ≤ ∞.
Demostracio´n. Basta con notar que el valor C(γ, σ, n) en (47) esta superiormente
acotado por C(γ, σ0, n). 
Cap´ıtulo 11
Estabilidad, Harnack y Aproximacio´n de la Identidad en
espacios de tipo homoge´neo
En este cap´ıtulo se extienden algunos de los resultados del cap´ıtulo anterior a nu´cleos
con colas pesadas en espacios generales de tipo homoge´neo. En efecto, los espacios de
tipo homoge´neo proveen un contexto muy general que es natural para la formulacio´n
de las cuatro propiedades en consideracio´n: estabilidad, Harnack, concentracio´n y tipo
de´bil del operador maximal. En particular, la propiedad de duplicacio´n de la medida es
central en la acotacio´n del operador maximal asociado a los nu´cleos de Markov por el de
Hardy–Littlewood del contexto. En la primera seccio´n del cap´ıtulo nos ocuparemos del
tipo de´bil del operador maximal y en la segunda de la propiedad de concentracio´n.
11.1. Estimacio´n del operador maximal
Sea (X, d, µ) un espacio de tipo homoge´neo. Una funcio´n medible K, no negativa y
sime´trica definida enX×X es un nu´cleo de Markov sime´trico enX si ´
X
K(x, y)dµ(y) =
1 para todo x ∈ X. Notemos que el concepto de nu´cleo de Markov depende u´nicamente
de la estructura de medida de X pero no expl´ıcitamente de la me´trica. Por otro lado, la
desigualdad de tipo Harnack depende so´lo de la estructura me´trica. A primera vista, la
condicio´n de estabilidad parece ser un concepto me´trico. Sin embargo, como en la expre-
sio´n |x− y|n+σ el para´metro n es la dimensio´n del espacio subyacente, su interpretacio´n
correcta es |B(x, |x− y|)|1+σ/n. De este modo, la estabilidad debe ser interpretada como
un concepto mixto que involucra me´trica y medida.
En lo que sigue (X, d, µ) denota un espacio de tipo homoge´neo no acotado.
Diremos que un nu´celo de Markov sime´trico K definido en X satisface una de-
sigualdad de Harnack con constantes 0 < γ < 1 y H ≥ 1 y lo denotaremos
K ∈ H(γ,H) si la desigualdad
sup
η∈B(y,γd(x,y))
K(x, η) ≤ H ı´nf
η∈B(y,γd(x,y))
K(x, η)
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vale para todo x e y en X con y 6= x.
Un primer resultado que sigue de una desigualdad de Harnack uniforme en una familia
de nu´cleos es la acotacio´n del operador maximal asociado por el operador de Hardy–
Littlewood
Mf(x) = sup
x∈B
1
µ(B)
ˆ
B
|f(y)| dµ(y).
En la definicio´n de M el supremo se toma sobre la familia de todas las bolas que contienen
a x. De los lemas de cubrimiento del tipo Wiener, se puede ver que M es de tipo de´bil
(1,1) y acotado en Lp(X,µ) para 1 < p ≤ ∞.
Teorema 11.1. Sea (X, d, µ) un espacio de tipo homoge´neo con constantes geome´tri-
cas τ y A. Si K es una familia de nu´cleos de Markov sime´tricos sobre X tal que existen
0 < γ < 1
τ
y H ≥ 1 para los cuales K ⊂ H(γ,H), entonces existe una constante C que
depende de τ , A, γ y H tal que
K∗f(x) ≤ CMf(x)
para todo x ∈ X y toda funcio´n medible f .
En el enunciado, el operador maximal esta´ definido por
K∗f(x) = sup
K∈K
∣∣∣∣ˆ
X
K(x, y)f(y)dµ(y)
∣∣∣∣ .
Para probar el Teorema 11.1 introducimos una regularizacio´n K˜ de cada K ∈ K, dada
por
K˜(x, y) =
1
µ(B(y, γd(x, y)))
ˆ
z∈B(y,γd(x,y))
K(x, z)dµ(z)
para x 6= y y K˜(x, x) = K(x, x). Escribiremos
K˜∗f(x) = sup
K∈K
∣∣∣∣ˆ
X
K˜(x, y)f(y)dµ(y)
∣∣∣∣ .
Lema 11.2. Para todo K ∈ K y todo (x, y) ∈ X × X tenemos que K(x, y) ≤
HK˜(x, y) ≤ H2K(x, y).
Demostracio´n. Notemos que, como K ⊂ H(γ,H), para x 6= y se tiene que
K(x, y) =
1
µ(B(y, γd(x, y)))
ˆ
B(y,γd(x,y))
K(x, y)dµ(z)
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≤ 1
µ(B(y, γd(x, y)))
ˆ
B(y,γd(x,y))
sup
η∈B(y,γd(x,y))
K(x, η)dµ(z)
≤ H
µ(B(y, γd(x, y)))
ˆ
B(y,γd(x,y))
ı´nf
η∈B(y,γd(x,y))
K(x, η)dµ(z)
≤ HK˜(x, y).
La segunda desigualdad se sigue aplicando de nuevo la condicio´n de H(γ,H). 
Puesto que en nuestro contexto general el espacio puede tener a´tomos, damos a con-
tinuacio´n una cota para K sobre la diagonal en te´rminos de las medidas de los a´tomos.
Lema 11.3. Sea K como en el Teorema 11.1. Entonces sup
K∈K,x∈X
K(x, x)µ({x}) ≤ 1.
Demostracio´n. Basta observar que
K(x, x)µ({x}) =
ˆ
z∈{x}
K(x, z)dµ(z) ≤
ˆ
z∈X
K(x, z)dµ(z) = 1,
para todo K ∈ K y todo punto x ∈ X. 
Demostracio´n del Teorema 11.1. Del Lema 11.2 tenemos queK∗f(x) ≤ HK˜∗f(x)
para toda f y todo x. As´ı, es suficiente probar la existencia de una constante C =
C(τ, A, γ,H) > 0 tal que para toda funcio´n medible y no negativa f valga que
ˆ
y∈X
K˜(x, y)f(y)dµ(y) ≤ CMf(x),
para todo x ∈ X y todo K ∈ K. Fijemos, entonces, f ≥ 0 y x ∈ X. Observemos que
si {x} es un a´tomo entonces f(x) ≤ Mf(x). Luego, por el Lema 11.3 y el teorema de
Tonelli’s con E(x, z) = {y : y 6= x, d(y, z) < γd(x, y)}, tenemos que
ˆ
y∈X
K˜(x, y)f(y)dµ(y)
= K(x, x)f(x)µ({x}) +
ˆ
y∈X\{x}
(
1
µ(B(y, γd(x, y)))
ˆ
z∈B(y,γd(x,y))
K(x, z)dµ(z)
)
f(y)dµ(y)
≤ f(x) +
ˆ
y∈X
ˆ
z∈X
XX\{x}(y)K(x, z)XB(y,γd(x,y))(z)µ(B(y, γd(x, y)))−1f(y)dµ(z)dµ(y)
= f(x) +
ˆ
z∈X
K(x, z)
(ˆ
E(x,z)
f(y)
µ(B(y, γd(x, y)))
dµ(y)
)
dµ(z)
≤Mf(x) +
(
4τ
γ
)log2 A ˆ
z∈X
K(x, z)
(ˆ
E(x,z)
f(y)
µ(B(y, 2τd(x, y)))
dµ(y)
)
dµ(z).
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Notemos que E(x, z) ⊂ B(x, τ
1−γτ d(x, z)). En efecto, para y ∈ E(x, z) tenemos que y 6= x
y que d(y, z) < γd(x, y). As´ı d(x, y) ≤ τ(d(x, z) + d(z, y)) < τd(x, z) + γτd(x, y). Luego,
d(x, y) < τ
1−γτ d(x, z). Adema´s B(y, 2τd(x, y)) ⊃ B
(
x, d(x,z)
τ(1+γ)
)
. Para ξ ∈ B(x, d(x,z)
τ(1+γ)
)
,
d(ξ, y) ≤ τ(d(ξ, x) + d(x, y))
< 1
1+γ
d(x, z) + τd(x, y)
≤ τ
1+γ
d(x, y) + τ
1+γ
d(y, z) + τd(x, y)
< τ
(
1
1+γ
+ γ
1+γ
+ 1
)
d(x, y) = 2τd(x, y).
As´ı,
µ(B(y, 2τd(x, y))) ≥ µ(B(x, 1−γτ
τ2(1+γ)
τ
1−γτ d(x, z))) ≥
(
1−γτ
τ2(1+γ)
)log2 A
µ(B(x, τ
1−γτ d(x, z))).
Con las estimaciones de arriba para E(x, z) y µ(B(y, 2τd(x, y))), y como
´
X
K(x, z)dµ(z) =
1, obtenemos finalmente que
ˆ
y∈X
K˜(x, y)f(y)dµ(y)
≤Mf(x) +
(
4τ3(1+γ)
γ(1−γτ)
)log2 A ˆ
z∈X
K(x, z)
[
1
µ
(
B
(
x,
τ
1−γτ d(x,z)
)) ˆ
B
(
x,
τ
1−γτ d(x,z)
) f(y)dµ(y)
]
dµ(z)
≤
[
1 +
(
4τ 3(1 + γ)
γ(1− γτ)
)log2 A]
Mf(x).

El siguiente resultado es directo del teorema anterior y del tipo de la maximal de
Hardy–Littlewood mencionado anteriormente.
Corolario 11.4. Sean (X, d, µ) y K como en el Teorema 11.1. Entonces K∗ es de
tipo de´bil (1, 1) y acotado en Lp(X,µ) para 1 < p ≤ ∞.
11.2. Concentracio´n y aproximacio´n de la identidad
Observemos primero que en Rn la desigualdad de Harnack para un nu´cleo de Markov
K(x, y) es equivalente a una desigualdad de tipo Harnack sobre anillos, lo cual no es
11.2 Concentracio´n y aproximacio´n de la identidad 155
evidente en este contexto. Diremos que K ∈ Ha(γ,H) si
sup
y∈A(x,γr,r)
K(x, y) ≤ H ı´nf
y∈A(x,γr,r)
K(x, y)
para todo x ∈ X y para todo r > 0. Aqu´ı 0 < γ < 1, H ≥ 1 y A(x, γr, r) = B(x, r) \
B(x, γr).
Menos simple es la pregunta sobre la estabilidad de una nu´cleo de Markov en el
contexto general. En particular, en principio en algu´n sentido intuitivo, el espacio (X, d, µ)
puede no ser estable en si mismo en el infinito. De esta manera la estabilidad de un nu´cleo
se vuelve una propiedad que tambie´n refiere al comportamiento del espacio subyacente
en el infinito. Antes de introducir el contexto natural para la definicio´n de estabilidad
de un nu´cleo de Markov, repasaremos resultados conocidos y probaremos algunos nuevos
teniendo en mente la normalizacio´n de un espacio de tipo homoge´neo.
Si (X, d, µ) es un espacio de tipo homoge´neo tal que las d-bolas son conjuntos abiertos,
µ({x}) = 0 para todo x ∈ X y µ(X) = +∞, entonces δ(x, y) = ı´nf{µ(B) : x, y ∈
B,B una d−bola en X} es una casi-metrica en X que determina la misma topolog´ıa que
d genera en X y existen constantes 0 < c1 ≤ c2 < ∞ tales que c1r ≤ µ(Bδ(x, r)) ≤ c2r
para todo x ∈ X y r > 0. Es decir, el espacio de tipo homoge´neo (X, δ, µ) es normal.
Siguiendo la dependencia de c1, c2 y la constante triangular τ˜ de (X, δ, µ) en te´rminos
de las constantes geome´tricas τ y A de (X, d, µ) vemos que c1 = 1/A, c2 = (10τ
2)log2 A y
τ˜ = (6τ 2)log2 A sirven.
Para nuestras aplicaciones, es relevante describir la estabilidad so´lo en el caso de
espacios no acotados y no ato´micos. Escribiremos en forma breve (X, δ, µ) ∈ N (τ˜ , c1, c2)
cuando (X, δ, µ) es un espacio normal no acotado y no ato´mico con constantes τ˜ , c1 y
c2. En te´rminos de la estructura original (X, d, µ) es conveniente notar que δ(x, y) '
µ(Bd(x, d(x, y)) ∪ Bd(y, d(x, y))) ' µ(Bd(x, d(x, y))) con constantes que no dependen de
x, y ∈ X. Una de las ventajas de δ sobre otras normalizaciones es que las δ-bolas son
conjuntos abiertos y que los nu´cleos dados como funciones continuas de δ se vuelven
medibles.
La normalizacio´n puede ser vista como una forma de medir la distancia entre los pun-
tos del espacio en te´rminos de la distribucio´n de la masa en la estructura original. En otras
palabras, el proceso de normalizacio´n mejora la homogeneidad del espacio. El siguiente
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resultado contiene una propiedad elemental que es consecuencia de la normalidad, que
sera´ u´til en nuestra extensio´n del Teorema 10.3.
Lema 11.5. Sea (X, δ, µ) ∈ N (τ˜ , c1, c2), entonces µ
(
Bδ
(
x, (1+ε)c2
c1
r
)
\Bδ(x, r)
)
≥
εc2r > 0 para todo ε > 0.
Demostracio´n. µ
(
Bδ
(
x, (1+ε)c2
c1
r
)
\Bδ(x, r)
)
= µ(Bδ(x,
(1+ε)c2
c1
r))−µ(Bδ(x, r)) ≥
(1 + ε)c2r − c2r = εc2r. 
Esto ı´ndica en particular que en espacios normales los anillos de algu´n radio son no
vac´ıos. En general, si (X, d) es un espacio me´trico y ν > 1, decimos que A(x, r, νr) =
B(x, νr) \ B(x, r) es un ν-anillo en (X, d) si x ∈ X y r > 0. Diremos que (X, d) ∈ A(ν)
si todo ν-anillo es no vac´ıo. Notar que si (X, d) ∈ A(ν) para algu´n ν > 1 entonces
el espacio es no acotado y no tiene puntos aislados. Con esta notacio´n tenemos que
N (τ˜ , c1, c2) ⊆ A( (1+ε)c2c1 ) para todo ε > 0. Volviendo a la estructura original (X, d, µ) con
constantes geome´tricas τ y A, el resultado de anterior implica que los δ-anillos de radio
(1 + ε)A(10τ 2)log2 A son no vac´ıos para ε > 0.
Si ν1 < ν2 entonces A(ν1) ⊂ A(ν2). A veces, como en el contexto eucl´ıdeo, ı´nf{ν :
(X, d) ∈ A(ν)} = 1. Sin embargo esta no es la situacio´n general. Por ejemplo, si conside-
ramos el subconjunto de los nu´meros reales dado por X =
⋃
k∈Z(2k − 12 , 2k + 12) con la
restriccio´n de la distancia Euclidea, el ı´ndice ı´nf{ν : (X, d) ∈ A(ν)} es igual a 3. Existen
tambie´n espacios de tipo homoge´neo (X, d, µ) en los cuales (X, d) no pertenece a ningu´n
A(ν), ν > 1. En efecto, como el subconjunto de los nu´meros realesX = ⋃n∈N[2n− 12 , 2n+ 12 ]
con la restriccio´n a la distancia usual es completo, el resultado en [61] provee una medida
µ en X que duplica con respecto a la restriccio´n d de la distancia usual en R (ver tambie´n
[47]). As´ı (X, d, µ) es un espacio de tipo homoge´neo. Sin embargo, (X, d) no satisface
A(ν) para cualquier ν > 1. Notar que A(2n, 1, ν) = {x ∈ X : 1 ≤ |2n − x| < ν} es vac´ıo
para n suficientemente grande que depende de ν.
Sea (X, d, µ) un espacio de tipo homoge´neo no acotado y no ato´mico tal que las d-
bolas son conjuntos abiertos, con constantes geome´tricas τ y A. Sea K un nu´cleo de
Markov sime´trico definido en X. Sea s un nu´mero positivo dado. Podr´ıamos definir s-
estabilidad con para´metro α > 0 pidiendo que l´ımδ(x,y)→∞ δ(x, y)1+sK(x, y) = α. En su
lugar, introducimos una condicio´n de alguna manera diferente para la estabilidad. Para
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R > 0 diremos que K ∈ S(s, α,R) si la desigualdad
(48) K(x, y) ≤ α
δ(x, y)1+s
vale para todo x, y ∈ X tal que δ(x, y) > R. Lo cual en te´rminos de la estructura original
en X podr´ıa refrasearse como K(x, y) ≤ C α
µ(Bd(x,d(x,y)))1+s
para alguna constante C y
µ(Bd(x, d(x, y))) suficientemente grande.
Ahora introducimos el concepto de concentracio´n para una familia uni-parame´trica
de nu´cleos de Markov sime´tricos. Sea K = {Kα(x, y) : 0 < α < 1} una familia de nu´cleos
de Markov sime´tricos definidos en (X, δ, µ). Diremos que K concentra (cuando α tiende
a cero), y escribimos K ∈ C, si para todo λ positivo ´
δ(x,y)≥λKα(x, y)dµ(y) tiende a cero
cuando α→ 0 uniformemente en x ∈ X.
Finalmente, estamos en posicio´n de enunciar y probar el resultado principal del cap´ıtu-
lo.
Teorema 11.6. Sea (X, δ, µ) ∈ N (τ˜ , c1, c2). Supongamos que las funciones continuas
son densas en L1(X,µ). Sea s > 0 dado y sea K = {Kα : 0 < α < 1} una familia de
nu´cleos de Markov sime´tricos en X tales que
(a) K ⊂ Ha(γ,H) con γ < c1c2 ;
(b) K ⊂ H(γ˜, H˜) con 0 < γ˜ < 1
τ˜
;
(c) existe R > 0 tal que Kα ∈ S(s, α,R) para todo 0 < α < 1.
Entonces
(i) K ∈ C;
(ii) K∗ es de tipo de´bil (1,1) y acotado en Lp(X,µ) para 1 < p ≤ ∞;
(iii)
´
X
Kα(x, y)f(y)dµ(y)→ f(x) cuando α→ 0+ para toda f ∈ Lp(X,µ), 1 ≤ p ≤ ∞.
Demostracio´n. Para probar (i), fijamos 0 < λ < R. Sea ν = 1
γ
y sea Aj =
A(x, R
νj+1
, R
νj
) una sucesio´n de δ-anillos para j ∈ Z. Como N (τ˜ , c1, c2) ⊂ A(ν), vemos
que para todo entero j los anillos Aj son no vac´ıos y existen y1 ∈ Aj y y2 ∈ Aj−1 tal
que ambos y1 e y2 pertencen a un anillo A(x, r, νr) para algu´n r > 0. Entonces, de la
condicio´n Ha(γ,H),
sup
y∈Aj
Kα(x, y) ≤ H ı´nf
y∈Aj
Kα(x, y)
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≤ HKα(x, y1)
≤ H sup
y∈A(x,r,νr)
Kα(x, y)
≤ H2 ı´nf
y∈A(x,r,νr)
Kα(x, y)
≤ H2Kα(x, y2)
≤ H2 sup
y∈Aj−1
Kα(x, y),
y, por iteracio´n y teniendo en cuenta la propiedad de estabilidad (48),
sup
y∈Aj
Kα(x, y) ≤ H2 sup
y∈Aj−1
Kα(x, y)
≤ (H2)2 sup
y∈Aj−2
Kα(x, y)
≤ (H2)j+1 sup
y∈A−1
Kα(x, y)
≤ H2(j+1) α
R1+s
.
Ahora, para todo y ∈ A(x, λ,R) con R
νj0+1
≤ λ < R
νj0
(j0 ∼ logν Rλ ), tenemos
Kα(x, y) =
j0(R,λ)∑
j=0
Kα(x, y)XAj(y)
≤ α
R1+s
j0(R,λ)∑
j=0
H2(j+1)
=
α
R1+s
C(R, λ).
As´ı,
ˆ
δ(x,y)≥λ
Kα(x, y)dµ(y) ≤
ˆ
λ≤δ(x,y)<R
Kα(x, y)dµ(y) + α
ˆ
δ(x,y)≥R
dµ(y)
δ(x, y)1+s
≤ α
R1+s
C(R, λ)µ(A(x, λ,R)) + C
α
Rs
y para α→ 0+ obtenemos (i), esto es, K ∈ C.
La propiedad (ii) se sigue del Teorema 11.1 por la propiedad de Harnack sobre bo-
las (b). Por u´ltimo, (iii) es consecuencia de argumentos esta´ndar puesto que estamos
suponiendo que las funciones continuas son densas en L1(X,µ). 
Ape´ndice A
Teor´ıa de la medida
En este anexo se exponen brevemente los rudimentos de la teor´ıa de la medida y de los
espacios de Lebesgue, para una ra´pida consulta y de manera de uniformizar la notacio´n.
Un espacio de medida (X,Σ, µ) esta´ dado por un conjunto X y una medida µ definida
en una σ-a´lgebra de subconjuntos medibles Σ. Se dice que un espacio de medida es σ-finito
(o que la medida es σ-finita) si se puede expresar como unio´n a lo sumo numerable de
conjuntos de medida finita. Cuando el espacio es Rn consideraremos de manera usual la σ-
a´lgebra de LebesgueL y la medida de Lebesgue. Referencias ba´sicas sobre la construccio´n
y propiedades de la medida de Lebesgue y otras propiedades de la teor´ıa de la medida
abstracta se encuentran en [37] o [39].
Una funcio´n f : X → R es medible si la pre-imagen de abiertos es un conjunto medible.
Denotamos por M al conjunto de las funciones medibles. Operaciones ba´sicas y l´ımites
de funciones medibles son funciones medibles. Una funcio´n es simple si es combinacio´n
lineal de caracter´ısticas de conjuntos medibles, las funciones simples son en consecuencia
funciones medibles. Adema´s, toda funcio´n medible no negativa se alcanza como l´ımite
puntual de funciones simples. Dos funciones que coinciden excepto en un conjunto de
medida nula se dice que son iguales en casi todo punto, y son indistinguibles en el sentido
de la teor´ıa de la medida.
La integral de Lebesgue de funciones medibles se define a partir de la integral de las
funciones simples y haciendo un paso al l´ımite. Se dice que una funcio´n es integrable si
su integral esta´ bien definida y es finita. La integral de una funcio´n medible no negativa
esta´ bien definida aunque no siempre es finita. Una funcio´n medible general es integrable
si y so´lo si es absolutamente integrable.
Dos teoremas ba´sicos de paso al l´ımite en la teor´ıa de integracio´n son los teoremas de
convergencia mono´tona y de convergencia dominada.
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Teorema A.1 (Convergencia mono´tona). Sea (X,Σ, µ) un espacio de medida y {fn}
una sucesio´n mono´tona creciente de funciones medibles no negativas definidas en X. Sea
f el l´ımite puntual de la sucesio´n {fn}. Entonces, l´ım
n→∞
´
fndµ =
´
fdµ.
Teorema A.2 (Convergencia dominada). Sea (X,Σ, µ) un espacio de medida y
{fn} una sucesio´n de funciones medibles definidas en X. Si toda |fn| esta´ acotada supe-
riormente por una funcio´n integrable g y fn converge a f en casi todo punto, entonces
l´ım
n→∞
´
fndµ =
´
fdµ.
Dos teoremas cla´sicos sobre iteracio´n de la integral son los teoremas de Fubini y de
Tonelli. Dados dos espacios de medida σ-finitos (X,Σ, µ) e (Y,Γ, ν) se definen la σ-a´lgebra
producto Σ × Γ como la menor σ-a´lgebra que contiene a los recta´ngulos de X × Y y la
medida producto γ = µ× ν como la u´nica medida σ-finita tal que para cada recta´ngulo
medible R = A×B se verifica γ(R) = µ(A)ν(B).
Teorema A.3 (Tonelli). Sean (X,Σ, µ) e (Y,Γ, ν) dos espacios de medida σ-finitos.
Sea f(x, y) una funcio´n no negativa y medible con respecto a la σ-a´lgebra producto Σ×Γ.
Entonces
(i) f(x, ·) es Γ-medible para cada x ∈ X;
(ii) f(·, y) es Σ-medible para cada y ∈ Y ;
(iii) las funciones
´
Y
f(·, y)dν(y) y ´
X
f(x, ·)dµ(x) son Σ y Γ medibles, respectivamen-
te;
(iv)
ˆ
X
(ˆ
Y
f(x, y)dν(y)
)
dµ(x) =
ˆ
Y
(ˆ
X
f(x, y)dµ(x)
)
dν(y)
=
ˆ
X×Y
f(x, y) d(µ× ν)(x, y).
Teorema A.4 (Fubini). Sean (X,Σ, µ) e (Y,Γ, ν) dos espacios de medida σ-finitos
y f(x, y) una funcio´n integrable en el espacio producto (X × Y,Σ× Γ, µ× ν). Entonces
(i) para casi todo x, la funcio´n f(x, ·) es una funcio´n integrable en (Y,Γ, ν);
(ii) para casi todo y, la funcio´n f(·, y) es una funcio´n integrable en (X,Σ, µ);
(iii) las funciones
´
Y
f(·, y)dν(y) y ´
X
f(x, ·)dµ(x) son funciones integrables en X e
Y , respectivamente;
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(iv)
ˆ
X×Y
f(x, y) d(µ× ν)(x, y) =
ˆ
Y
(ˆ
X
f(x, y)dµ(x)
)
dν(y)
=
ˆ
X
(ˆ
Y
f(x, y)dν(y)
)
dµ(x).
Otros resultados u´tiles son la desigualdad de Chebyshev y la continuidad de la integral
de Lebesgue.
Teorema A.5 (Chebyshev). Sea f una funcio´n medible y no negativa. Si E es un
conjunto medible y λ > 0 entonces
µ {x ∈ E : f(x) > λ} ≤ 1
λ
ˆ
E
fdµ.
Teorema A.6. Sea f una funcio´n integrable en (X,Σ, µ). Entonces
´
A
fdµ → 0
cuando µ(A)→ 0.
Cambio de variables en Rn. Sean G y H dos subconjuntos abiertos de Rn y
Φ: G → H una aplicacio´n biyectiva y continuamente diferenciable en G (Φ ∈ C 1(G))
con determinante jacobiano distinto de cero en G, con lo cual existe la aplicacio´n inversa
y verifica Φ−1 ∈ C 1(H). Denotando por Φ′(x) = DΦ(x) a la matriz jacobiana y por
J(x) = |det(Φ′(x))| al valor absoluto del determinante jacobiano, se tiene el siguiente
Teorema A.7 (Cambio de variables en Rn). Si f es una funcio´n medible en H y no
negativa, entonces f ◦ Φ es medible en G y adema´s
ˆ
H
f(y)dy =
ˆ
G
(f ◦ Φ)(x)J(x)dx.
Corolario A.8. La funcio´n f medible en H es integrable si y so´lo si (f ◦Φ)(x)J(x)
es integrable sobre G y, en tal caso,
´
H
f(y)dy =
´
G
(f ◦ Φ)(x)J(x)dx.
Como una aplicacio´n del teorema de cambio de variables se deduce una u´til fo´rmula de
integracio´n en coordenadas polares para funciones radiales en Rn. Una funcio´n f es radial
si existe una funcio´n ϕ definida en la semirrecta real no negativa tal que f(x) = ϕ(|x|)
para todo x ∈ Rn. Denotemos por ωn al a´rea de la superficie de la esfera unitaria de Rn.
Teorema A.9 (Integracio´n en coordenadas polares de funciones radiales en Rn).
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Si f : Rn → R es una funcio´n radial, entonces
ˆ
Rn
f(x)dx = ωn
ˆ ∞
0
rn−1ϕ(r)dr.
Espacios de Lebesgue. Dado (X,Σ, µ) un espacio de medida y p ∈ [1,∞) se denota
y define al espacio de Lebesgue de orden p por
Lp = Lp(X,Σ, µ) =
{
f medible :
ˆ
X
|f(x)|p dµ(x) <∞
}
.
Con la norma ‖f‖p =
(´
X
|f(x)|p dµ(x))1/n, el espacio Lp es de Banach. En particu-
lar el espacio L2 es tambie´n un espacio de Hilbert. Para E ⊂ X se define Lp(E) ={
f medible :
´
E
|f(x)|p dµ(x) <∞}.
Decimos que una funcio´n esta´ esencialmente acotada si existe M positivo y finito tal
que |f(x)| ≤M en casi todo punto. Se define el espacio L∞ de las funciones esencialmente
acotadas, que dotado con la norma ‖f‖∞ = ı´nf {M > 0: |f(x)| ≤M en casi todo punto}
es tambie´n un espacio de Banach.
Como ya mencionamos, el conjunto de funciones simples es denso en el conjunto de
funciones medibles y, por lo tanto, es denso en Lp para todo 1 ≤ p ≤ ∞. En Rn, se
demuestra adema´s que el conjunto de las funciones escalera (combinaciones lineales de
caracter´ısticas de intervalos) es denso en Lp para todo 1 ≤ p < ∞, pero no en L∞. Ma´s
au´n, se tiene el siguiente resultado
Teorema A.10. El conjunto C0(Rn) de las funciones continuas de soporte compacto
es denso en Lp(Rn) para todo 1 ≤ p <∞. En L∞(Rn) este resultado no es cierto.
Si 1 < p < ∞ el nu´mero p′ para el cual 1
p
+ 1
p′ = 1 se llama el exponente conjugado
de p, luego tambie´n 1 < p′ <∞. Para p = 1 se define p′ =∞ y viceversa.
Teorema A.11 (Ho¨lder). Sean f ∈ Lp y g ∈ Lp′, con 1 ≤ p ≤ ∞. Entonces
ˆ
X
|f(x)g(x)| dµ(x) ≤ ‖f‖p ‖g‖p′ .
La desigualdad triangular de las normas se conoce como Teorema de Minkowski.
Teorema A.12 (Minkowski). Sean f, g ∈ Lp, 1 ≤ p ≤ ∞. Entonces
‖f + g‖p ≤ ‖f‖p + ‖g‖p .
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Los siguientes teoremas resultan de utilidad.
Teorema A.13 (Mo´dulo de continuidad). Sea f ∈ Lp(Rn) con 1 ≤ p <∞. Entonces
l´ım
|h|→0
‖f(x+ h)− f(x)‖p = 0.
Teorema A.14 (Minkowski integral). Sea f una funcio´n medible en X × X y 1 ≤
p <∞. Entonces(ˆ ∣∣∣∣ˆ f(x, y)dµ(x)∣∣∣∣p dµ(y))1/p ≤ ˆ (ˆ |f(x, y)|p dµ(y))1/p dµ(x).
A continuacio´n se define punto de Lebesgue y se enuncia el teorema de diferenciacio´n
de Lebesgue en el contexto general de los espacios de tipo homoge´neo (ver la Seccio´n 1.2
en el Cap´ıtulo 1), lo cual engloba al caso en espacios eucl´ıdeos Rn con la medida usual.
Definicio´n A.1. Dada f una funcio´n localmente integrable definida en un espacio
de tipo homoge´neo (X, d, µ), decimos que x ∈ X es un punto de Lebesgue de f si existe
un nu´mero real f˜(x) tal que
l´ım
r→0
1
µ(B(x, r))
ˆ
B(x,r)
∣∣∣f(y)− f˜(x)∣∣∣ dµ(y) = 0.
Se denota al conjunto de puntos de Lebesgue de una funcio´n f ∈ L1loc por L (f). Notar
que el conjunto de puntos de Lebesgue de una funcio´n no se modifica por un cambio de
me´trica equivalente.
Teorema A.15 (de diferenciacio´n de Lebesgue).
Sea (X, d, µ) un espacio de tipo homoge´neo tal que las funciones continuas son densas
en L1. Sea f una funcio´n localmente integrable definida en X. Entonces casi todo punto
x ∈ X es un punto de Lebesgue de f . Ma´s au´n, f˜(x) = f(x) en casi todo punto.
Definicio´n A.2. El conjunto de puntos de diferenciacio´n de f se denota y define por
D(f) =
{
x ∈ X : l´ım
r→0
1
µ(B(x, r))
ˆ
B(x,r)
f(y) dµ(y) = f(x)
}
.
Notar que casi todo punto de Lebesgue es punto de diferenciacio´n, en particular
cuando f˜(x) = f(x).

Conclusiones generales
X Probamos que, como la gaussiana, los nu´cleos que gu´ıan a las difusiones fraccio-
narias dia´dicas son atractores de sucesiones de iteracio´n y molificacio´n de nu´cleos
de Markov dia´dicos y estables.
X Las wavelets, en este caso las de Haar, son buenos sustitutos de la transformada
de Fourier, en cuanto que funciones caracter´ıstica de variables aleatorias, para el
ana´lisis de centralidad y concentracio´n en contextos dia´dicos.
X Se obtienen condiciones suficientes, en te´rminos de la estabilidad, para la concen-
tracio´n hacia la certidumbre como alternativa a la centralidad y la disipacio´n.
X Se obtienen aproximaciones de la identidad por familias de nu´cleos de convolucio´n
de Cauchy-Poisson en Rn y de Le´vy en R, donde los ı´ndices de estabilidad pueden
degenerar en el l´ımite a un ritmo determinado.
X Propiedades combinadas de estabilidad y Harnack resultan condiciones suficientes
para obtener aproximaciones de la identidad por familias de nu´cleos de Markov
en espacios eucl´ıdeos. Estos resultados se extienden de manera natural a espacios
de tipo homoge´neo.
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