Abstract-In this paper, an online selective kernel-based temporal difference (OSKTD) learning algorithm is proposed to deal with large scale and/or continuous reinforcement learning problems. OSKTD includes two online procedures: online sparsification and parameter updating for the selective kernelbased value function. A new sparsification method (i.e., a kernel distance-based online sparsification method) is proposed based on selective ensemble learning, which is computationally less complex compared with other sparsification methods. With the proposed sparsification method, the sparsified dictionary of samples is constructed online by checking if a sample needs to be added to the sparsified dictionary. In addition, based on local validity, a selective kernel-based value function is proposed to select the best samples from the sample dictionary for the selective kernel-based value function approximator. The parameters of the selective kernel-based value function are iteratively updated by using the temporal difference (TD) learning algorithm combined with the gradient descent technique. The complexity of the online sparsification procedure in the OSKTD algorithm is O(n). In addition, two typical experiments (Maze and Mountain Car) are used to compare with both traditional and up-to-date O(n) algorithms (GTD, GTD2, and TDC using the kernel-based value function), and the results demonstrate the effectiveness of our proposed algorithm. In the Maze problem, OSKTD converges to an optimal policy and converges faster than both traditional and up-to-date algorithms. In the Mountain Car problem, OSKTD converges, requires less computation time compared with other sparsification methods, gets a better local optima than the traditional algorithms, and converges much faster than the upto-date algorithms. In addition, OSKTD can reach a competitive ultimate optima compared with the up-to-date algorithms.
scale and/or continuous space RL problems suffer from the curse of dimensionality, which means that the complexity exponentially increases with the dimensionality of a state space (i.e., the number of state variables) [1] . In other words, traditional tabular RL becomes impractical. A possible approach toward coping with this curse is approximate RL or approximate dynamic programming including value function approximation [2] , policy search [3] , actor-critic approaches [4] , hierarchical RL [5] , and transfer learning [6] . In this paper, we focus on value function approximation which is the most popular method.
There are several value function approximation techniques, such as linear function approximation [1] , [7] , regression tree methods [8] , neural networks [9] [10] [11] [12] [13] , and kernel methods [14] [15] [16] [17] . Among them, we focus on the kernel methods in this paper. According to the Representer Theorem [18] , a value function in RL can be formed as
where s is a state, θ is the parameter vector, k(., .) is the kernel function, and s i is the sample.
A kernel approach for RL needs to consider the following issues.
1) The kernel-based reinforcement learning (KBRL) needs to be able to construct a sample dictionary online, since RL is an online learning method. 2) The online sparsification process in constructing the sample dictionary needs to consider the tradeoff between accuracy and the complexity of the value function.
3) It is difficult to select a proper kernel function for a problem, since different kernel functions may have different performances for different problems. 4) It is difficult to select a proper learning algorithm to learn the parameters of the value function and the trick of the parameters settings [19] . In this paper, we propose an online selective kernel-based temporal difference (OSKTD) learning algorithm to address the above four issues. Recently, KBRL is intensively studied. Table I gives a comparison between various KBRL algorithms, which are compared in terms of algorithm names, kernel sparsification methods and learning methods. Among them, radial basis function (RBF) networks are applied to approximate the value function, where sample needs to be manually tuned [1] . KBRL is proposed using a kernel method with an instance-based approach to approximate the value function offline [14] . Gaussian process temporal difference (GPTD) consists of using Gaussian process regression to approximate the value function and using an approximate 2162-237X © 2013 IEEE [20] , [21] . An off-policy method, kernel rewards regression (KRR) considers a reinforcement learning problem as a regression task [22] . Kernel-based prioritized sweeping (KBPS) combines the strengths of both KBRL and prioritized sweeping, which features model-based exploration [23] . A sparse kernel-based LS-TD learning algorithm combines the least squares TD with the ALD method for kernel sparsification [24] . Kernel-based least squares policy iteration (KLSPI) uses the ALD method for sparsification, and the least-squares policy iteration for updating the parameters of the value function [15] . GPDP uses Gaussian processes to model the value function in the Bellman recursion of the dynamic programming algorithm [25] . replacing-kernel reinforcement learning (RKRL) is an online model selection method for GPTD using a sequential Monte-Carlo method [26] . An approach as Bellman residual elimination (BRE) rather than Bellman residual minimization [27] is introduced to KBRL, which emphasizes the fact that the Bellman error is explicitly forced to zero, and BRE(GP) is proposed based on Gaussian process regression [28] . A unifying view of the different approaches is proposed to kernelized value function approximation for RL and demonstrates that several model-free kernelized value function approximators can be viewed as special cases of a novel, model-based value function approximator [29] . Nonparametric dynamic programming (NPDP) is a nonparametric approach to policy evaluation, which uses kernel density estimation [30] . Kernel-SARSA(λ) [31] is a kernelized version of SARSA(λ) using sparse kernel projectron (a bounded kernel-based perceptron [32] , [33] ) techniques to permit kernel sparsification for arbitrary λ for 0 ≤ λ ≤ 1.
From Table I , we can see that: 1) many algorithms do not have the procedure of kernel sparsification, which is crucial for online learning and 2) the ALD method is a common method for kernel sparsification in many RL algorithms. Note that the projectron is an approximation to ALD, while the surprise criterion is a novel method for kernel sparsification. However, the computational complexity of the ALD method, projectron and surprise criterion, is O(n 2 ), where n is the size of the kernel dictionary [20] , [32] [33] [34] . Obviously, these methods are then unable to response fast enough to real-time applications. This paper aims to solve this problem by trading off between accuracy and complexity.
In this paper, a KBRL algorithm is proposed, named OSKTD. In OSKTD, there are two procedures: online sparsification and parameters updating for the selective kernelbased value function. In the procedure of the online sparsification, a newly developed sparsification approach is proposed based on selective ensemble learning. Based on the proposed sparsification approach, a kernel distance-based online sparsification method, the complexity of which is O(n), is proposed to construct the sparsified sample dictionary online by checking if a sample needs to be added to the sample dictionary.
The selective kernel-based value function is proposed based on local validity. In the procedure of parameters updating for the selective kernel-based value function, the classic framework of TD(λ) is applied to learning the parameters of the selective kernel-based value function. The experimental results compared with both traditional and up-to-date algorithms from Maze and Mountain Car demonstrate the effectiveness of the proposed OSKTD algorithm.
The rest of this paper is organized as follows. An introduction of RL, tabular and linear TD learning family and KBRL is given in Section II. In Section III, an online sparsification approach based on selective ensemble learning is proposed. Based on this approach, the kernel distance-based online sparsification method is proposed. In Section IV, based on local validity, a selective kernel-based value function is proposed and analyzed. The OSKTD algorithm is proposed in Section V. Section VI presents the experimental settings and results, and some analysis is given. Finally, the conclusion is given in Section VII.
II. RL AND KERNEL METHODS
We start with a short introduction to RL, temporal difference learning and KBRL.
A. RL and Markov Decision Process
RL in sequential decision making can typically be modeled as a Markov Decision Process (MDP) [1] . An MDP is a tuple < S, A, R, P >, where S is the state space of the environment, A is the action space of the agent, R : S × A × S → R is a reward function, and P :
A policy is a mapping π : S × A → [0, 1]. The goal of the agent is to find an optimal policy π * to maximize the expectation of a discounted accumulative reward in a long period R:
where γ is a discount factor, r t is the reward at time-step t, and E π [.] is the expectation with respect to the policy π.
In this paper, we focus on the state value function for a stationary policy π, which is defined as 
The update rule for online TD(λ), for all s, is
where α t is a learning rate at time step t. As (3) shows, when a TD occurs, only the eligible states are assigned credit for the temporal difference. The tabular TD learning algorithms cannot work for large scale or continuous RL problems [1] . Thus, value function approximators are commonly used to solve such problems. Here is an example, in which TD(λ) is combined with a linear function approximator, where the value function is represented as follows:
where
] is a vector of feature functions, M is the number of the feature function, and
There are a number of algorithms in the linear TD learning family, e.g., linear TD(λ) [1] , normalized TD [35] , least squared TD (LSTD) [36] , recursive LSTD [36] , LSTD(λ) [37] , incremental LSTD (iLSTD) [38] , gradient TD (GTD) [39] , second generation of GTD (GTD2) [40] , and linear TD with gradient correction (TDC) [40] . The selected up-to-date algorithms (GTD, GTD2, and TDC) from the TD learning family are used to compare with the proposed algorithm because they can meet the online learning requirement as their complexity is O(n), while the complexity of other algorithms including LSTD, RLSTD, and LSTD(λ) is O(n 2 ) and iLSTD is with the computational complexity of O(n), but still requires O(n 2 ) memory.
1) Linear TD(λ):
The update rules for the linear TD(λ) algorithm at each iteration t become t +1 ← t + α t δ t e t (5) where the TD error is evaluated as
and the eligibility traces are updated according to
2) GTD, GTD2, and TDC: GTD, GTD2, and TDC aim to minimize the mean square projected Bellman error (MSPBE) [39] , [40] .
The update rules for GTD are as follows:
with
GTD2 updates the same as GTD, but with a different w update
In TDC
with w updated as in GTD2. The convergence of the tabular and linear TD learning algorithms was well studied in [2] . The linear TD algorithm converges with probability 1, given the following assumptions.
1) The learning rates α t are positive and deterministic (predetermined). In addition, we have
3) M ≤ N and the matrix has full rank, where N is the size of the state space S.
C. Kernel-Based Reinforcement Learning
As can be seen from Assumption 1, one of the conditions is that the matrix should have a full rank. However, this condition is not easily satisfied in most of RL problems, especially with high dimensionality. Since kernel methods are able to deal with high-dimensional problems and are successfully applied into many machine learning algorithms (e.g., support vector machine), we focus on the KBRL in this paper.
There are two procedures in the KBRL: 1) dictionary construction and kernel-based value function approximation with respect to the constructed dictionary. In the former procedure and 2) a sample dictionary can be constructed online or offline. In this paper, we focus on online, which can be shown as in Fig. 1 . When a new sample s t is presented, it needs to decide whether the feature φ(s t ) of this sample needs to be added into the sample dictionary In the latter procedure, kernel-based value function V t is used to predict the value of a sample and the parameters of the kernel-based value function are updated by RL. The kernelbased value function is defined as follows:
where s i is corresponding to a feature vector φ(s i ) from the sample dictionary D, M is the size of the dictionary, k(., .) is a kernel function, and each k(s t , s i ) represents a basis function for state s t corresponding to the basis function φ i (s) in (4). In KBRL, the objective is to find the optimal value function V * (s). To do this effectively, we need to consider the tradeoff between the complexity and accuracy of the approximate value function. The optimization of the value function can be divided into three issues: 1) how to construct a sample dictionary (online sparsification); 2) how to express the value function based on the sparsified sample dictionary; and 3) how to update the parameters of the value function. Issue 1) mainly focuses on the complexity, while issues 2) and 3) mainly focus on the accuracy. In this paper, we will address all the above issues and propose OSKTD learning.
III. ONLINE SPARSIFICATION
Online sparsification aims to decrease the complexity of the value function. In this section, firstly, related work about online sparsification is summarized and the motivation of our research is given. Secondly, a new sparsification approach based on selective ensemble learning is proposed. Finally, a kernel distance-based online sparsification method is proposed based on the selective ensemble learning approach.
A. Related Work and Motivation
An open problem in KBRL is online kernel sparsification [15] . The general notion is that the kernel matrix, instead of all samples in the dictionary, should be fully ranked, according to the assumptions introduced in Section II-B. That is to ensure that any sample in the dictionary cannot be linearly represented by the other samples in the dictionary. Then, for online sparsification, the basic idea is that if a new coming sample can be linearly represented by the samples in the dictionary, it should not be added. However, to decide whether a sample can be linearly represented by the existing samples in a dictionary is computationally exhausted. We summarize related work about the kernel sparsification as follows.
1) ALD is used to construct a dictionary of representative states online, resulting from the approximate linear dependency condition in a feature space [20] . 
where c = [c j ] and μ are the thresholds to determine the approximation accuracy and sparsity level. When the condition (13) is satisfied, the feature vector φ(s t ) can be ignored; otherwise, it is added into the dictionary. The complexity of ALD at each step is mainly caused by the computation of the inverse kernel matrix, which complexity is O(n 2 ), where n is the size of the kernel dictionary [21] . 2) Kernel principal component analysis (KPCA) [41] is an extension of principal component analysis (PCA) using kernel methods. The originally linear operations of PCA are conducted in a reproducing kernel Hilbert space with a nonlinear mapping. The standard KPCA computation method [41] via eigendecompositions involves a time complexity of O(n 3 ), where n is the size of training vector. Further, an incremental version of the KPCA is proposed for image processing [42] . 3) Novelty criterion (NC) [34] considers both the minimum distance and prediction error. Only if the minimum distance is larger than a specific threshold value and the prediction error is larger than another specific threshold value, the input state is added into the dictionary. The complexity of ALD, KPCA, and NC are O(n 2 ), O(n 3 ) and O(n), respectively. Different from KPCA and NC, the ALD method is combined with RL. In [20] , [43] , [44] , ALD was used as an online method for sparsification. In [15] , ALD was used as an offline method for sparsification. However, ALD is still computational exhausted. Thus it is unable to response fast enough to real-time applications. Therefore, in this paper, we propose the OSKTD learning algorithm, where the procedure of the online sparsification is a modified version of NC based on the selective ensemble learning approach and its complexity is O(n), thus it is a qualified online sparsification method.
B. Kernel Sparsification Based on Selective Ensemble Learning
In this section, selective ensemble learning (SEL) is briefly introduced and the new SEL approach for kernel sparsification is proposed.
In supervised learning, ensemble learning [45] , [46] trains a finite number of weak learners and combines their results in an attempt to produce a strong learner. It is proved [45] that if each weak learner can get the prediction accuracy more than 0.5, and if all weak learners are independent, then the more weak learners used, the lower the likelihood of a generalization error by an averaged the predictions of all the weak learners. In the limit of an infinite number of learners N, the ensemble error rate goes to 0. This means that there are two ways to enhance the generalization ability of ensembles: 1) improve the prediction accuracy of each weak learner and 2) decrease the correlation between each learner.
In KBRL, the value function is
where w i is a weight, 0 < w i < 1, and
be a weak learner, where
can be a strong learner. Theorem 1: Based on the ensemble learning [47] , [48] , the generalization error of the value function V (s) in reinforcement learning is
is the correlation between the weak learners v i and v j . Proof: The generalization error of the value function is defined as the mean squared error [1] 
Theorem 1 indicates that the less correlation between each weak learners, the less generalization error of the ensemble. Theorem 2: Based on selective ensemble learning [47] , the kth sample associated with the kth value function v k should 1 It is straightforward to extend the result for the discrete case.
be removed from the sample dictionary D without sacrificing the generalization ability, under the condition
where E i is the generalization error of the i th learner v i
Proof: Denote E as the generalization error of the ensemble {v i } M i=1,i =k , where the value function v k is removed. According to Theorem 1
According to (17)
It indicates that the weak value function v k can be removed without sacrificing the generalization ability. From (14), we can see that each weak value function v i is corresponding to a sample φ(s i ) in the sample dictionary D because k(s, s i ) = φ(s)φ(s i ). Thus, the kth sample can be removed without sacrificing the generalization ability under the condition (17).
The kernel sparsification approach based on selective ensemble learning is proposed according to Theorem 2 as follows:
In the offline case, the procedure of kernel sparsification can be done in two steps: 1) to train all the weak learners and 2) to continue to remove the bad samples from the sample dictionary until there are no bad samples, which are corresponding to bad learners according to (17) .
In the online case, the procedure of kernel sparsification can also be done in two steps: 1) to train the new weak learner (corresponding to the new coming sample) and 2) to check the condition (17) , if it holds, the new samples will not be added to the sample dictionary.
Note that it is difficult to directly compute each element of the condition (17) in RL, because: 1) it is computationally exhausted for training the weak learner v i (s); 2) the true value function V (s) cannot be obtained directly; and 3) the computation for each correlation C i j is exhausted. In the next section, inspired by the approach of selective ensemble learning, a kernel distance-based method is proposed for online sparsification.
C. Kernel Distance-Based Online Sparsification
For the derivation of the generalization error, (15) indicates that the less correlation between each weak learners, the less generalization error of the ensemble. Thus, one way to decrease the generalization error is to decrease the correlation between learners.
Corollary 1: According to (16) and (18), the correlation has the property 2C i j ≤ E i + E j .
Proof:
It indicates that two learners will get a higher correlation if they have closer performances. (14), we can see the fact that if two samples get closer to each other, the corresponding weak learners (if they are independently trained by the same learning technique) will get closer performances. Therefore, one way to decrease the generalization error is to enlarge the distance (in the reproducing kernel Hilbert space) between the samples in the sample dictionary. We thus propose an alternative approach, which is a kernel distance-based online sparsification method. Only if a new coming sample is far away in the reproducing kernel Hilbert space (i.e., the kernel distance is greater than a threshold) from all existing samples in the sample dictionary, it will be added into the dictionary.
In the kernel distance-based online sparsification, we start with an empty sample dictionary D 0 = Ø. Suppose we have obtained a sample dictionary D t −1 = {φ(s 1 ), φ(s 2 ), . . . , φ(s M t−1 )} at time step t − 1 where the size of the dictionary |D t −1 | = M t −1 . The kernel distance-based condition for a new feature vector φ(s t ) is δ t = min s i ∈D t−1 ||φ(s i ) − φ(s t )|| 2 < μ 1 where μ 1 is a threshold value.
Using the kernel trick, by substituting k(s i , s t ) = φ(s i ) T φ(s t ), we can obtain the following:
Thus, the update rule for the sample dictionary D is
where μ 1 is a threshold value. This method can be viewed as a modified version of NC [34] . NC considers both the distance and the prediction error. Since the prediction error is not included into our kernel sparsification process. Thus, the prediction error is ignored in this paper. The computational complexity of the kernel distance-based kernel sparsification procedure is O(n), which enables kernel sparsification online. It has less computational complexity compared with the ALD method because the computational complexity of ALD is O(n 2 ) based on (13). However, there are no guarantees for linear independence of the samples in the sample dictionary using the kernel distance-based method, which could lead to a challenge for the convergence of RL algorithms. To ease such a problem, we propose a selective kernel-based value function based on local validity in the next section.
IV. SELECTIVE KERNEL-BASED VALUE FUNCTION
Our approach is based on the tradeoff between complexity and accuracy. The new kernel sparsification approach based on selective ensemble learning is proposed mainly to decrease the complexity, while the selective kernel-based value function based on local validity is used to provide a better accuracy.
A. Local Validity and its Generalization Ability
In selective ensemble learning, local validity is proposed through assembling weak learners from a local instance space in order to improve the generalization ability. In this paper, we extend this result to reinforcement learning.
Assumption 1:
1) The state space S is divided into local subspace {S 1 , S 2 , . . . , S n }, where S = ∪S i and S i ∩ S j = Ø for any 1 ≤ i, j ≤ n and i = j . 2) Each V opt,S i is the optimal approximated value function for the local subspace S i learned by a RL method, e.g., linear TD
where p(s) is the sampling distribution, and V (s) is the true value for state s. 3) V opt,S (s) is the optimal approximated value function for the whole space S learned by the same RL method
Theorem 3: The generalization error E * for a set of optimal value functions V opt,S i defined corresponding to each local subspace S i is not greater than the generalization error E RL for one optimal value function V opt,S (s) defined on the whole space S. That is E * ≤ E RL where
and
Proof: Because of Assumption 1, the generalization error E of the value function V (s) can be rewritten as follows:
RL algorithms are to find the optimal V opt,S in an attempt to decrease the generalization error (25). Then, (24) can be rewritten as
Recall V opt,S i is the optimal approximated value function in local subspace S i as shown in (21) . That is for any S i ⊂ S and any approximated value function V
(27) V opt,S is the optimal approximated value function in the whole space S as shown in (22) . Simultaneously, it is also an approximated value function in S i . Then
Thus, E * ≤ E RL . The core of Theorem 3 is that the optimization objectives are different on the left-hand side and right-hand side of (28) . Theorem 3 indicates that it will get a better generalization ability when optimizing each value function (to obtain a global value function), respectively, for each local subspace of the state space.
Then, to get a better accuracy, the value function can be divided into many value functions, which are defined under the corresponding local subspaces of the state space. Based on such an approach, a selective kernel-based value function is obtained in this paper.
B. Selective Kernel-Based Value Function
Based on the local validity approach, we can decrease the overall generalization error by optimizing the value functions respectively for each local subspace of the state space. Assume that the space S is divided into n local subspace S i ⊂ S where S = ∪S i and S i ∩ S j = Ø for any 1 ≤ i, j ≤ n and i = j . In each local subspace S i , the value function is noted as V i (s), Fig. 2 . Then, the objective is to find optimal value function V * i (s) for each local subspace S i There are two approaches to optimize each V * i (s): 1) given a sample dictionary D, the optimal V * i (s) is then related to the parameter vectors i for each V * i (s). The result is a set of optimal vectors { i } n i=1 and (2) without restrictions to the sample dictionary, the optimal value function V * i (s) then can be optimized by two procedures. One is online construction of the sample subdictionary D i for each local subspace S i . The other is to optimize the parameter vectors i based on the sample subdictionary D i for each local subspace S i . The result is a set of dictionary-parameter pairs
Note that the motivation of this paper is to give a solution to online learning and give a unified kernel-based value function. Thus, we take approach 2) to optimize each V * i (s). Since the procedure of the online construction of the sample dictionary is considered in Section III, assume we have obtained the sparsified sample subdictionary D i for each local subspace S i , D = ∪D i , where D i ∩ D j = Ø for any 1 ≤ i, j ≤ n and i = j . Thus, the value function can be unified as: (30) where s ∈ S, s i ∈ D. Therefore, the general form of the value function, selective kernel-based value function, is defined as
where β(., .) is described as (30) , and M = |D| is the size of the sample dictionary D.
Note that the state s can be replaced by an explicit feature abstraction function φ(s) in (31).
C. Properties of the Selective Kernel-Based Value Function
In this subsection, we analyze two properties of the selective kernel-based value function: 1) the selective function builds a bridge between the tabular value function and kernel-based value function and 2) the selective function combined with the kernel function can be viewed as kernel redefinition. 
Finally, considering (31), we obtain V (s) = θ i , where i satisfies s = s i , given the fact k(s, s) = 1. This shows that each state s of the state space S is associated with a parameter θ , which is a classic form of the tabular value function. Thus, the tabular value function is a special case of the selective kernel-based value function.
2) Approach of Kernel Redefinition: Let us consider the elements β (s, s i ) and k(s, s i ) in the value function (31) . Let
According to Mercer's Theorem, k(x, y) is symmetric and positive semidefinite. That is, k(x, y) satisfies the following two properties:
2) Cauchy-Schwarz Inequality
Considering (30), the selective function has the following properties:
Considering (33), (34) , (36) , (37) , and (37), obviously
Hence, K (x, y) = β(x, y)k(x, y) is a redefined kernel function. Thus, the selective kernel-based value function (31) can be viewed as an approach of the kernel function redefinition for the traditional kernel-based value function (12).
V. ONLINE SELECTIVE KERNEL-BASED TEMPORAL DIFFERENCE LEARNING
There are four issues in applying the selective kernel-based value function to online KBRL: 1) online sparsification: the construction of the sample dictionary online; 2) kernel function k(., .): in different problems, using different kernel functions can have different performances; 3) selective function β(., .): to decide which samples should be used to compute the value of a new coming sample. This can also be different for different problems; and 4) learning algorithm: to update the weight = [θ 1 , θ 2 , . . . , θ M ], where M is the size of the sample dictionary.
Issue 1) is discussed in Section III. We will address issues 2) and 3) in Section V-A and propose OSKTD learning to address issue 4) in Section V-B.
A. Details of the Selective Kernel-Based Value Function
According to the approach of kernel redefinition, the redefined kernel function of the selective kernel-based value function is K (s, s i ) = β(s, s i )k(s, s i ) , which consists of two parts: the conventional kernel function k(., .) and the selective function β(., .).
The first part is the basic kernel function, which is a conventional Mercer kernel function, e.g., Gaussian kernel (40), polynomial kernel (41) or inverse multiquadric kernel (42) , etc
The second part is the selective function, which is described as (30) . Recall that the objective is to find an optimal value function V * (s), which minimizes the generalization error (25) . Using the selective kernel-based value function, the generalization error can be derived as
In this paper, a kernel distance-based selective method is proposed for the selective function, where the kernel distance d(s t , s i ) for the state s t and each s i ∈ D at time step t is
Using the kernel trick, d(s t , s i ) = 2 − 2k(s t , s i ). The kernel distance-based selective method is proposed given the fact that a sample of the dictionary, which is too far from the new sample in the reproducing kernel Hilbert space, is less relevant to this sample. Thus, it has less representation ability. Then, the selective function can be defined as
where μ 2 is a threshold value. Besides, k-nearest neighbor (KNN) method is to select KNNs of the current state s t from the sample dictionary D for the selective kernel-based value function based on the kernel distance, where k is the parameter. In some cases, there can be some heuristic knowledge telling us which two are near or faraway for solving a problem. For example, in the Maze problem, two grids that are near in the real world may be not reachable if they are blocked by a wall. The selective function can combine the prior knowledge with the distancebased selective method.
B. OSKTD Algorithm
In the following, we try to address issue (i v). The parameter vector μ of the selective function β(., .) is a threshold manually set as a small value. Thus, the objective is to optimize for (43) . We focus on the traditional RL paradigm and the classical framework of TD(λ) [1] .
The objective is to find a global optimal parameter * , for which E( * ) ≤ E( ) for all . Gradient-descent methods try to adjust the parameter after each example by a small amount in the direction that would decrease the error on that example
where α is the learning rate; the temporal difference error
, where γ is a discounted factor. According to (31) ,
Thus, the update rule for each θ i ∈ based on the gradient descent TD(λ) is
and each θ i , e i is associated with the sample φ(s i ) in the sample dictionary D. Fig. 3 shows the pseudocode of the OSKTD learning algorithm. OSKTD is based on the traditional RL paradigm and the classical framework of TD(λ), where the value function is the selective kernel-based value function described as (31), a kernel distance-based kernel sparsification method is proposed for kernel sparsification, and the parameters of the selective kernel-based value function are updated by the gradient descent technique.
Note that OSKTD is a method for prediction. For learning control problems, OSKTD can be easily combined with some conventional control methods, such as on-policy [SARSA(λ)] and off-policy [Watkins's Q(λ)] [1] . When OSKTD is used for learning control, the following steps need to be passed: 1) the state value function, V (s), is replaced by the state-action value function, Q(s, a); 2) the successive state value function V (s ) is replaced by a successive state-action value function Q(s , a ) (i.e., SARSA) or max a Q(s , a ) (i.e., Q-learning); and 3) each sample, φ(s i ) in the sample dictionary D is replaced by stateaction pair in the feature space, φ(< s i , a i >).
VI. EXPERIMENTS
In this paper, we use two experiments to demonstrate the effectiveness of the OSKTD algorithm: Maze and Mountain Car, which are corresponding to a traditional discrete RL problem and a continuous RL problem, respectively [1] . Mountain Car is one of the domains from the standard benchmarks in the NIPS Workshop 2005. They are used to evaluate the performances of various reinforcement learning algorithms [1] , [20] [21] [22] [23] , [26] , [31] . Note that OSKTD is a method for prediction. In this section, OSKTD combined SARSA(λ) learning (but still noted as OSKTD) is used to learn for control in Maze and Mountain Car.
Algorithms used to compare with OSKTD include: 1) traditional algorithms, such as Q-learning and TD(λ) and 2) up-to-date algorithms, e.g., GTD, GTD2, and TDC. The reason why we select GTD, GTD2, and TDC to conduct comparisons is that the proposed OSKTD algorithm can meet the online learning requirement as its complexity is O(n) including both the sparsification procedure and the parameters learning procedure. The complexity of other algorithms including LSTD, RLSTD, and LSTD(λ) is O(n 2 ) and iLSTD is with the computational complexity of O(n) but still requires O(n 2 ) memory. In this paper, OSK-GTD, OSK-GTD2, and OSK-TDC refer to the online selective kernel-based value function combined with algorithms, i.e., GTD, GTD2, and TDC, respectively. OK-TD, OK-GTD2, OK-TDC, and OK-GTD mean that there is not a selective function β(., .) in the kernel based value function. In the experiments, parameters are varied to demonstrate the robustness of the proposed algorithm.
A. Experimental Settings
The same settings for each experiment are: 1) the curves are generated by averaging the sum of rewards (or running time) for five runs; 2) the discount factor γ is 0.9; and 3) an episode is limited to 1000 steps. 1) Maze: Consider a maze shown in Fig. 4(a) , where S is the start position; G is the goal position, and A is the position of the agent. The objective of the learning agent is to escape from the maze as soon as possible. In each position, there are four actions, up, down, left, and right, which takes the agent deterministically to the corresponding neighbor position, except when a movement is blocked by an obstacle or the edge of the maze. Reward is −1 on all transitions, except those into the goal state, which reward is 0.
In the implementation of the OSKTD algorithm, settings are summarized as follows: 1) the ultimate sample dictionary is sparsified shown as yellow grids in Fig. 4(a) , the number of samples is 111; 2) the selective function in the selective kernel-based value function: to compute state x. We send a query to the sample dictionary. If x exists in the dictionary, we directly obtain the corresponding weight θ . Otherwise, we select the conjoined states y from the sample dictionary, excluding the states which are blocked with x; and 3) the basic kernel function in the selective kernel-based value function, the inverse multiquadric kernel, is used to compute the similarity between the grids x and y: k(x, y) = 1/( ||x − y|| 2 + c 2 ), where c is a constant. 
B. Experimental Results and Analysis

1) Maze:
The reasons that we select Q-learning and TD(λ) as comparison can be explained as follows: 1) traditional table-based RL algorithms performed well in this problem [1] ; 2) the table-based approach can be seen as a special case of OSKTD as described in Section IV-C.1; and 3) based on our experiments, we find that the kernel methods (including kernel-based TD, GTD, GTD2, and TDC) without a selective function cannot handle Maze regardless using the ALD sparsification method or the distance-based one. 2 The learning curves for different parameters α, α , and λ are shown in Fig. 5 . We can find: 1) Q-learning can be seen as a baseline as there are not the parameters α and λ; 2) OSKTD is better than tabular TD(λ) in terms of learning speed when λ ≤ 0.6, see Fig. 5. (a)-(h) . In addition, they are obviously better than Q-learning; 3) with the increase of the learning rate α, the convergence of all algorithms to the optimal policy goes faster, except that OSK-TDC becomes unstable when α = 0.2 and α = 1.0; and 4) in all curves, the up-to-date algorithms (i.e., GTD, GTD2, and TDC) combined with the selective kernelbased value function converge slower than Q-learning. The reason is that the updates of the parameter vector in these algorithms depends on the updates of another parameter vector, refer to [39] and [40] for detail.
2) Mountain Car: The learning curves are shown in Fig. 6 . We can find: 1) with the increase of the parameter λ, see Fig. 6 . (a)-(h), OSKTD, OK-TD, and OK-TD using ALD converge faster; 2) with the increase of the parameter μ 2 , OS-KTD, OST-GTD2, and OSK-TDC get more stable; 3) OSKTD, OST-GTD2, and OSK-TDC get a better local optima than the other algorithms due to the local validity, but converges slower than the other algorithms because they only update part of the parameter vector using a selective function in a step, while the others update the whole; 4) OSKTD converges faster than OST-GTD2 and OSK-TDC; and 5) OSK-GTD is unstable. The reason is unclear, maybe because that GTD is not a true gradient compared with GTD2 and TDC.
From the time curves shown in Fig. 4(b) , we can see 3 that the time consumed in each episode of the algorithms can be ranked in a descending order as follows: 1) OK-methods (including OK-TD, OK-GTD, OK-GTD2, and OK-TDC) using ALD; 2) OSK-methods (including OSKTD, OSK-GTD, OSK-GTD2, and OSK-TDC); and 3) OK-methods. Note that: 1) the complexity of sparsification is O(n 2 ) using ALD, and O(n) using a kernel distance based method. That is why the time consumed using ALD is far longer than that in OSK-methods and OK-methods and 2) compared with OK-methods, there is a selection procedure in OSK-methods. That is why the time consumed in OSK-methods is a bit longer than that in OKmethods. In addition, note that the ALD method is used usually as an online method [20] , [43] , [44] (in [15] , ALD is used as an offline method) for sparsification. In the experiments, kernelbased algorithms using ALD is implemented as an online 2 One possible explanation is that Maze is so detail sensitive that one global approximated value function (without a selective function) cannot describe all features of the maze. 3 Only one figure is shown because there are no remarkable changes with different parameters.
method. The motivation of comparison in the terms of time consumed for different algorithms is to show intuitively that OSKTD enables the online procedure for kernel sparsification.
Actually in this section, OSKTD (i.e., OSK-SARSA) is a learning method for control, which optimizes the stateaction value function instead of the state value function via optimizing the proposed selective kernel-based value function. From the experimental results, we can see that: 1) compared with the tabular methods (including Q and TD), OSKTD reaches the optimal value function, and converges much faster because OSKTD does not visit all states or state-action pairs; 2) compared with the kernel-based methods (including OK-TD, OK-GTD, OK-GTD2, and OK-TDC), OSKTD reaches a more optimal value function because of the selective function in the selective kernel-based value function; and 3) compared with the selective kernel-based methods (including OSK-GTD, OSK-GTD2, and OSK-TDC), OSKTD reaches a competitive value function, but converges much faster because of the fast convergence of TD learning.
VII. CONCLUSION
In this paper, the OSKTD learning algorithm was proposed to deal with large scale and/or continuous RL problems. OSKTD had the following two procedures: online kernel sparsification and parameters updating for the selective kernelbased value function.
In the procedure of online kernel sparsification, the kernel sparsification approach was proposed based on selective ensemble learning. Based on the proposed approach, the kernel distance-based online sparsification method, which was less complex computationally compared with other methods, was proposed to construct the sample dictionary, the complexity of which is O(n). Further, the kernel distance-based online sparsification method can be seen as a modified version of NC by omitting the factor of the prediction error.
In the procedure of parameters updating, firstly, based on local validity, a selective kernel-based value function was proposed. Then, the classic framework of TD(λ) with the gradient descent technique was applied to parameters updating for the selective kernel-based value function, then we can get the OSKTD learning algorithm.
Note that two properties of the selective kernel-based value function were analyzed: 1) the traditional table-based value function can be seen as a special case of our selective kernelbased value function with some special settings and 2) the selective kernel-based value function can be viewed as an approach of the kernel function redefinition.
The algorithm compared with both traditional and up-todate algorithms was tested in two experiments: Maze and Mountain Car, corresponding to a discrete RL problem and a continuous RL problem, respectively. In the Maze problem, OSKTD converges to the optima policy and converges faster than both traditional and up-to-date algorithms. In addition, in the Mountain Car problem, OSKTD converges, requires less computation, gets a better local optima than the traditional algorithms and converges faster than the up-to-date algorithms with an competitive local optima. Because the complexity of sparsification in the kernel-based TD(λ) with ALD was O(n 2 ) and the complexity of the OSKTD algorithm with a selective function was O(n), this means that the complexity of our OSKTD can satisfy the requirement of real-time applications.
Future work includes: 1) OSKTD mainly focus on RL problems with large-scale and/or continuous state space. To deal with RL problems with large-scale and/or continuous action space, the OSKTD algorithm can be combined with fast action selection techniques, such as [49] [50] [51] . 2) In this paper, the distance between two states in the selective function is based on the kernel distance, other metrics between two states in a MDP can be further studied [52] , [53] . In addition, different selective functions should be further studied.
3) The convergence of OSKTD will be analyzed theoretically, and the error bounds due to the local validity should also be analyzed theoretically.
