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Abstract—This article discuss the problem of color 
image content comparison. Particularly, methods of 
image content comparison are analyzed, restrictions of 
color histogram are described and a modified method of 
images content comparison is proposed. This method 
uses the color histograms and considers color locations. 
Testing and analyzing of based and modified algorithms 
are performed. The modified method shows 97% 
average precision for a collection containing about 700 
images without loss of the advantages of based method, 
i.e. scale and rotation invariant.  
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I. INTRODUCTION 
In some tasks, the solution requires comparison of 
images. For example development of image and text 
recognizing systems and also special image searching 
systems. Image comparison is also required upon 
searching of odd copies in image collection and 
development of requests of databases that contain 
images. Thus, the task of comparison of color images 
should be solved since it is highly demanded in many 
fields.  
There are many algorithms for comparison of images 
but all of them require a lot of time and considerable 
computing capacities and most of them are not efficient 
enough. However, the need for such algorithm increases 
continuously due to the expansion of multimedia 
technologies. The purpose of this article is to analyze a 
modified algorithm, offered by the authors, for 
comparing the content of color images in terms of the 
efficiency, spatial and temporal complexity. The 
proposed algorithm considers color characteristics of the 
image and spatial configuration of scene elements. It is 
resistant to most transformations such as scaling, turn 
and some changes of illumination.  
II. RELATED WORK 
Today, digitalization and storage of large volume of 
visual materials is not a problem in technical sense. 
Actually, the main problem is to ensure an efficient and 
appropriate access to the relevant information in digital 
collection of images. Methods for searching images in 
databases can be divided into two types: searching by 
text description and searching by content. Searching by 
text attribute has some disadvantages; such as:  
- The need of manually processing all images (it 
is almost impossible in viewing large number 
of images in the Internet);  
- Ambiguity of text descriptions (it reduces 
accuracy and search completeness);  
- The availability of images, which are hard to 
explain.  
The other solution for image base retrieval problem 
is the Content Based Image Retrieval (CBIR). This term 
was used for the first time in 1992. Initially, it was the 
name of the method for images retrieval from database, 
based on some characteristics such as color, texture and 
element shape. Today CBIR is a combination of image 
retrieval technologies, based on content analysis.  
Usually, CBIR-system functions in two stages: 
indexing and retrieval. Each image is described and 
entered into the database at indexing stage. It is 
important that not keywords or files are indexed, but 
also the main parameters of the image itself, analyzed 
with the help of special algorithms. As a rule, these 
parameters are color, texture and shape parameters. 
Obtained data are stored in index database. Then it is 
possible to retrieve images on the basis of definite 
values of such parameters. Parameters of one image are 
compared to similar data of other images, which are 
stored in index database, at retrieval stage.  
General purpose of image retrieval is stated in [1, 
19]. Various image feature extraction methods are 
proposed to solve the comparison problem. In particular, 
it is offered to use color features [2, 3], texture features 
[4, 5] and shape descriptors [6]. Various metrics may be 
used as a similarity or difference measure. The 
comparison of popular distance measures is represented 
by [7]. 
Normally, characteristic of image content is a vector. 
Two groups of methods are used for image comparison. 
The first group includes methods that use global 
features. General features give general description: the 
average brightness, the average value for separate 
channels etc. The second group is represented by 
methods that use local features. Local features describe 
image part, for instance, the average brightness in upper 
left quarter and the average value for red channel in the 
vicinity of image center. However, color, texture, and 
shape should be considered either for global or local 
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images upon comparison of images. As a rule, 
colorimetric quantities are used in algorithms to have 
more efficiency. Texture and shape feature extraction 
process is more time-consuming and less clear. For 
instance, it is quite easy to determine the color of one 
pixel since it is always set but it is impossible to 
determine the texture with one pixel and it is necessary 
to consider neighborhood for each pixel.  
If global features are used, perceptual cash method 
and color histogram methods are the most common.  
Perceptual cash algorithms [8-10] describe function 
class for generation of individual (non-unique) print 
(cash) and these prints can be compared to each other. 
Perceptual cash is a development of cryptographic cash 
function concept. Perceptual cash calculation algorithms 
have the following basic features: it is possible to 
change image size, aspect ratio and even color features 
(brightness, contrast etc.), but they still will coincide by 
cashes [11]. 
Methods, based on use of color histograms, are also 
quite popular. There are various methods for plotting 
and comparing color histograms [12-15] that differ from 
each other by initial color space (RGB, CMY, HSV, 
grayscale), histogram size and determination of the 
distance between histograms. Correlation method [16], 
chi-quart method [16], histogram intersection 
calculation and Kullback-Leibler distance [16] are used 
for comparison of histograms. Also the method using 
fuzzy computation for calculation and comparison of 
color histograms showed good results [21]. Histogram 
intersection and chi-quart method are most commonly 
used in practice. The disadvantage of color histogram 
method is its sensitiveness to color localization, which 
may lead to false results.  
III. THE PROPOSED ALGORITHM 
 Color location algorithm, proposed by authors in 
this paper, is a modification of the color histogram 
method. Let’s consider algorithm steps in details.  
A. Step 1. Image preprocessing  
The image is preprocessed before execution of the 
algorithm. This preprocessing removes high-frequency 
components of the image by reduction.  
The first step of the algorithm is to plot color 
histogram in HSV space [16]. The use of HSV color 
space ensures the resistance to image shading. Color 
space quantization is performed before calculation of 
color histogram elements. The authors propose to 
perform uneven quantization that takes into account the 
peculiarities of human perception of color. When 
quantizing, more intervals are allocated for the H 
component reflecting the hue and fewer gaps for the S 
and V components. Quantization for the color tone 
component is performed for such discrete levels: 16, 26, 
40, 70, 85, 145, 160, 220, 262, 278 and 335 nm. 
Density and brightness component quantization is 
also non-uniform. In general, the number of color is 
equal to 47 after quantization. Color histogram elements 
are calculated exactly for this quantity. It should be 
noted that histogram element normalizing procedure is 
compulsory.  
Authors used the features of human color perception 
for choice of not uniform quantization of HSV color 
space. Also different sensitivities of human eyes to 
different values of tone were using. Quantization of 
saturation and hue is not uniform due to hues close to 
black are indistinguishable for human [16]. We consider 
the color black when V value is less than 0.2, regardless 
of H and S values. Also we consider the color grey 
when S value is less than 0,2, regardless of H and V 
values. Also we select the white color area which is 
limited by V=0,85 and H=0,1. Remaining color 
subspace is perceived by human as colored. The 
subspace is divided to four subregions with borders S = 
0,65 and V = 0,7. So, the total number of colors after 
quantization is 47. 
B. Step 2. Calculation of image characteristics  
The second step of this algorithm is to calculate the 
characteristics, including color localization (color 
location). These characteristics have to be invariant with 
respect to transformations: image turn, displacement and 
zooming. Histograms should be preliminary rejected in 
descending order, based on the share of pixels of 
definite color on the image. Then “mass center” is 
calculated for certain number of first columns of 
histogram. Mass center is determined by calculating 
arithmetical mean values of point’s position that have 
certain color. Figure 1 shows centers of five colors, 
which share is the largest one, and three-color set, for 
which colors from five color locations of the other 
image will be matched upon comparison. The creation 
of modified color histogram, which contains not only 
information about number of pixels of each color but 
also information about spatial position of each main 
color, is completed at this stage.  
It is proposed to use formula, recommended by CIE 
International Committee (French: Commission 
Internationale de l'Eclairage), using coordinates (L1, a1, 
b1) and (L2, a2, b2) in color space Lab [16]: 
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Figure 1. Image color locations and the set of three basic 
colors.  
 
The result, obtained during basic comparison of 
color histograms, is also considered in the following 
way when comparing modified color histograms:  
),()1(),(),( 212121 HHdkHHdkHHd colorLochist  (2) 
Where k is the weighting factor ( 10  k ); 
dhist is a result of modified histogram comparison by 
basic method; 
dcolorLoc is a result of color location comparison. 
The calculation of the difference between color 
locations of different images is the main stage of 
modified algorithm that comprises the content of color 
images. Then image color locations, taken from 
database, are sorted against image-request color 
locations.  
Characteristic value of the distance is calculated for 
each color location by the following formula: 
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Where L1 and L2 are hypothetical and actual color 
locations, respectively;  
dpoint and dcolor are functions, used to calculate the 
distance between points and colors;  
maxDist is the maximum distance between points. 
Generally, difference between images is calculated 
as a sum of the distances for each color location. 
Sometimes the image from the base contains less 
number of colors than that needed for comparison after 
quantization. In this case the value of 10000 is assigned 
to corresponding distance. Thus, corresponding image 
will be transferred to the end of the list of similar 
images upon result’s sorting. It is necessary to convert 
the color from HSV space to Lab space before 
calculation of the distance. Once such conversion is 
completed, the comparison will be performed by the 
formula (1).  
Now, modified algorithm can be represented in the 
form of the following sequence of actions for image-
request:  
- Calculation of color histogram; 
- Sorting histogram in decreasing order on the 
basis of pixel number;  
- Calculation of color locations for the first N 
colors in histogram;  
- Sorting of the list of image color locations from 
the base in accordance with the list of image-
request color locations;  
- Calculation of affine transformation coefficients 
on the basis of two first elements from the list 
of color locations of both images;  
- Calculation of the distance between 
hypothetical and actual coordinates of the 
following color location in the list (the point, 
calculated for coordinate of image-query color 
location after transformation, is used as 
hypothetical coordinate and coordinates of 
corresponding color location from image base 
are used as actual coordinates);  
- Calculation of color difference of corresponding 
color locations in the list.  
Common sequence of the operation of software 
system, used for comparison of color images on the 
basis of algorithm offered by authors is shown on Figure 
2.  
IV. EXPERIMENTAL RESULTS 
The proposed method is compared with methods 
proposed by Liang’s, Swain’s and Ballard’s, Tico’s and 
with fuzzy linking histogram creation method. The 
estimation results of these methods are taken from [21]. 
Image database used by authors in [21] is not 
available now. So, we have created own test database. 
This database consists of about 700 various images. The 
images are downloaded from different web-sites or 
taken by camera. The database contains some groups of 
visually similar images. This fact allows us estimate 
characteristics of image retrieval. For example, figure 3 
shows one of groups of similar images – photos of pink 
flower, centered on green natural background. 
We use two characteristics of retrieval effectiveness: 
precision and recall [20]. Precision is the proportion of 
the retrieved images that are relevant to the query. 
Recall shows the proportion of relevant images in the 
entire database that are retrieved in the query. Let a, b 
and c are given as follows: 
a – number of retrieved and relevant images; 
b – number of retrieved and not relevant images; 
c – number of not retrieved and relevant images. 
Recall and precision are defined by the following 
formulas [20]: 
 
Recall =
a
a+c
,      (4) 
 
Precision =
a
a+b
.    (5) 
 
Figure 4 shows a plot created by some experiments. 
As we can see, Recall values do not exceed Precision 
values in all experiments. It confirms that the proposed 
method is effective [21]. 
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Figure 4. Experimental results of the proposed method 
Because authors use own image databases, for 
comparison with results in [21] average Precision and 
Recall were calculated by data from [21] and by 
author’s results. These values are shown in Figure 5. We 
can see that proposed method is a little bit worse than 
FuzzyHistogram method, but it is not worse than other 
traditional methods. 
The search results are below. The query image is 
located first, in the upper left corner, the remaining 
images are located in order of similarity descending 
from left to right and top to bottom. 
First search result is shown in Figure 6. The target of 
search was an image with a gray object (bird) in center 
and with plant grayish-green background. 
As we can see, only one image (the first in the fifth 
row) does not look like a query image from the human 
point of view, however for the algorithm it contains the 
same colors in the same locations, therefore it is 
included in the search results. The last image differs 
from the query image by the set of colors and their 
locations, so it is placed in the end of the search results. 
For this example, Precision = 15/15 = 1. The total 
number of photos of a gray bird on a plant background 
in the collection is 16, that is, in this case Recall = 15/16 
= 0.94. 
Figure 7 also shows the retrieval results. The query 
image is a photo of yellow flower, located in the center 
of the image, on a plant background. As we can see, 
only one photo (the last one) does not look like a query 
image. In this case, Precision = 14/15 = 0.93. The total 
number of photos of the yellow flower in the collection 
is 17, that is in this case Recall = 14/17 = 0.82.  
V. CONCLUSIONS 
This article outlines and analyses corresponding 
methods for color image comparison content on the 
basis of local and global features. It also describes 
limitations of color histogram methods. The selection of 
HSV color space model and HSV color space non-
uniform quantization diagram are justified in this study. 
This article also proposes a new algorithm for the 
calculation of spatial position of colors on the image, 
i.e. color location method, describes this algorithm and 
main steps for execution of offered modified algorithm. 
The efficiency of basic and modified methods have been 
tested and analyzed. The proposed method shows quite 
good results and can be used practically.  
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Figure 2. General diagrams for comparison of color image content algorithm. 
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Figure 3. Group of similar images from test database. 
 
Figure 5. Comparison of average Precision for different retrieval methods. 
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Figure 6. Image retrieval results (test 1). 
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Figure 7. Image retrieval results (test 2). 
 
