This study has brought together image processing, clustering and spatial pattern analysis to quantitatively analyze hematoxylin and eosin-stained (H&E) tissue sections. A mixture of tumor and normal cells (intratumoral heterogeneity) as well as complex tissue architectures of most samples complicate the interpretation of their cytological profiles. To address these challenges, we develop a simple but effective methodology for quantitative analysis for H&E section. We adopt comparative analyses of spatial point patterns to characterize spatial distribution of different nuclei types and complement cellular characteristics analysis. We demonstrate that tumor and normal cell regions exhibit significant differences of lymphocytes spatial distribution or lymphocyte infiltration pattern.
INTRODUCTION
Recent studies show the importance of quantifying not only the abundance and types of cells, but also their spatial locations; for example, the amount of co-localized cancer and immune hotspots weighted by tumor area correlates with a better prognosis in estrogen receptor negative breast cancer in univariate and multivariate analysis.
1 Also, many studies show that spatial information on the tumor immune microenvironment is associated with clinical outcome.
2-5 Despite these advances, there has been less attention on integrative analysis of histology sections. In general, many studies on H&E section can be divided into mainly two different directions:
6, 7 1) local / structural segmentation, 2) large-scale (patch-level) analysis.
The first group of researchers focuses on local structural segmentation, for instance, tumor grading through nuclei segmentation followed by cellular classification. The problem of cell segmentation has received increasing attention in past years and several automated segmentation methods have been proposed. 8 Most methods use a combination of basic algorithms for segmentation, such as intensity thresholding, filtering, morphological operations, region accumulation or deformable models. 7 However, since the majority of these approaches treat microscope images as general natural images and methods proposed in recent times are often merely new combination of the existing approaches, the performance and applicability of the proposed methods still remain limited for full automation and large scale analysis, i.e., whole H&E slide section analysis. Moreover, cellular heterogeneity has remain a significant bottleneck in automated image analysis.
The second group of researchers advocates patch-level analysis for tumor representation and classification of histology sections by engineering features and designing classifiers. Image patch classification is an important task in many different medical imaging applications.
9, 10 For example, many researchers propose to use image features to discriminate epithelium and stroma, or to perform image patch classification in order to differentiate various tissue patterns. In these studies, various classifiers (Bayesian, k-nearest neighbors, support vector machine, etc.) are investigated in a supervised fashion with labeled data by a pathologist visually examining individual cells, which is time-consuming and often infeasible for large-scale studies.
To address these challenge and further understand spatial information, we adopt methods from other disciplines, and propose an integrative analysis of histology section. We demonstrate the concept of extracting and quantifying information contained in imaging data, and show that spatial pattern analysis could complement cellular characteristics analysis by distinguishing different spatial arrangements, such as pattern of lymphocyte infiltration along with different nuclei types or regions.
OVERVIEW: NUCLEI SEGMENTATION AND CLUSTERING
In general, many state-of-art segmentation algorithms that perform well on natural image benchmarks tend to perform poorly when applied to biomedical images. This is because the image cues they rely on tend not to be discriminative enough to segment structures such as cell nuclei, stromal cells and tissue fragments. For example, since different classes of nuclei show various textural and morphological characteristics and exhibit irregular shapes, it is a challenging task to develop automated nuclei segmentation algorithm, which is flexible enough to cope with biological heterogeneities (e.g., different nuclei types) and technical variations (e.g., staining, fixation).
Here, we use our automatic nuclei segmentation algorithm. 11 In H&E stained section, since hematoxylin stains cell nuclei blue while eosin stains other structures in various shades from red to pink, 12 and each pixel represents a part of morphological features, by mapping each pixel with useful morphological features and grouping neighboring pixels with similar features, one can differentiate between foreground and background, or between different tissues and cells or nuclei. Thus, nuclei segmentation can be effectively performed by partitioned groups. Also, we can exclude smaller region and artifacts to avoid unusual prediction based on their morphological features. More detailed information can be found in our previous work.
11
Once we segment individual nuclei in the H&E section, we can obtain morphological characteristics of individual nuclei by measuring various features including area, major/minor axis length, perimeter, equivalent diameter, shape indices and intensity. 13 Then, one can use these features for clustering individual nuclei into different types, because measured features describe the characteristics of individual nuclei. For example, lymphocytes shown in Figure 2 (left) have a typical morphology of small, round and homogeneously basophilic nuclei, thus can be reliably differentiated from other cell types. To do this, we adopt a Landmark-based Spectral Clustering (LSC)
14 for large scale clustering because the whole H&E slide sections consist of tens of thousand or hundreds of thousand nuclei. LSC selects a few representative data points as the landmarks so one can treat the basis vectors as the landmark points from a data set. Thus, we can cluster individual segmented nuclei into different types based on the landmark-based representation.
COMPARATIVE ANALYSES OF SPATIAL POINT PATTERNS
In general, spatial arrangement and architectural organization of nuclei is generally not reflected in cellular profiles, and thus this rich information is underused. Also, biological heterogeneities (e.g., various nuclei types) and high redundancy in the feature representations can degrade the performance of classifier. 15 To address this issue, we adopted spatial pattern analysis to characterize spatial distribution across different nuclei types and complement cellular characteristics analysis in our previous work.
11 For example, for given points of the same nuclei type, our interest lies in the detection of spatial patterns in their distribution. In addition, if there are more than one set of points, spatial patterns may be found in the relationship between point distributions. 16, 17 In this section, first we briefly summarize our previous work, 11 which is necessary for describing our current work and describe the extended work.
Previous work: Spatial Point Pattern Analysis
Consider the following point patterns as shown in Figure 1 (a-c) and ask the interesting question "how one statistically can distinguish these patterns without knowing anything else about them". In general, one can develop a benchmark model for spatial point patterns that is called complete spatial randomness (CSR), and test each of these patterns against CSR pattern 16 as shown in Figure 1(d) and (e). Note that under CSR, events are distributed independently and uniformly over the study region R (i.e., no influence on one another).
There are mainly three approaches to test the CSR hypothesis: the quadrat method, the nearest-neighbor method, and the method of K-functions. Here, in order to consider scale effects and capture a range of scales in a systematic way, we consider randomly sampled point event of varying sizes of d. The K-function is defined asK(d) = Figure 1 (e). It should be noted that K-function is defined for a stationary, spatially homogeneous point process only, i.e., the average density within point pattern is assumed to be independent of the spatial location. In our previous work, 11 we focused on analyzing single point pattern against CSR using K-function analysis. We characterized a spatial distribution of dominant nuclei type along the different regions and observe that tumor nuclei are differentially distributed as shown in Figure 2 (right) where we select three representative regions (tumor cell, normal cell and lymphocyte region) from the whole slide section shown in Figure 2 (left). Note that we assume a stationary and spatially homogeneous point process within each region.
Analysis of Spatial Similarity
The relevant and more interesting question involves relationships between more than one pattern. When one compare two populations, the interesting question is usually whether or not these events influence one another in some way or simply, how similar these spatial point patterns are. Hence, analyzing this competition between other cell types or architectural organization resulting from this competition may be interesting. For example, in H&E sections where tumor cells are found, there will invariably be other cells such as lymphocytes competing with tumor cells. Then, we might simply ask whether the pattern of tumor-like cells, S 1 , is more clustered than the pattern of lymphocytes, S 2 in the study region R.
To do so, we may simply compare marginal distribution of two patterns by examining how the spatial point patterns S 1 and S 2 are similar, 17 instead of analyzing their joint distribution (i.e., cross K-functions to test whether there was significant "attraction" or "repulsion" between two patterns). If the sizes of S 1 and S 2 are given respectively by n 1 and n 2 , then null hypothesis is simply that the combination of these two patterns is in fact a single population realization of size n (= n 1 + n 2 ). If this was true, the sample K-functions,K 1 (d) andK 2 (d) should be estimating the same K-function. In this context, "complete similarity" would reduce the simple null hypothesis, H 0 :
However, this simplification is only appropriate for stationary isotropic processes with Ripley correction so we need to characterize "complete similarity" in a way that will allow deviations from this hypothesis to be tested statistically. 17 Even in the absence of stationarity, the sample K-functions continue to be reasonable measures of clustering (or dispersion) within populations. Hence, to test for relative clustering (or dispersion), it is natural to focus on the difference between these sample measure, i.e.,
Note that if both samples are indeed coming from the same population, thenK 1 (d) andK 2 (d) should be estimating the same K-function (complete similarity). The relevant spatial similarity hypothesis for this analysis is that the observed difference is not statistically distinguishable from the random differences obtained from realizations of the conditional distribution of labels under the spatial indistinguishability hypothesis * .
17
Then, if we simulate random relabelings to obtain a sampling distribution of ∆(d) under this spatial similarity hypothesis, the observed difference can simply be compared with this distribution. Also, one can calculate pvalues for various simulations and interpret the p-value output. For instance, if the observed difference is unusually large (small) relative to this distribution, then it can reasonably be inferred that S 1 is significantly more clustered (dispersed) than S 2 ; This procedure can be summarized by the following simple variation of the random relabeling test:
Step 1: given (s1, ..., sn) and (m1, ..., mn), simulate N random permutations and construct the corresponding the label permutations (m π 1 (k) , ..., m πn(k) ), k = 1, ..., N .
• Step 2: given S 
• Step 3: under the spatial similarity hypothesis, from the list of ∆ k (d) obtained from Step 2, the probability of obtaining a value as large as ∆ 0 (d) is estimated by the relative clustering p-value for S1 versus S2,p 
RESULT AND DISCUSSION
We compare two patterns in the study region, for example, since lymphocytes can be reliably differentiated from other nuclei types, we consider S 2 as lymphocyte and S 1 as other cells in the region. We select 15 different regions as shown in Figure 3 (top, (a)-(h): tumor cell regions, (i)-(o): normal cell regions). In Figure 3 (bottom left), we plot population density of S 1 (either tumor cell or normal cell) versus S 2 (lymphocyte) in each region but there * S1 and S2 satisfy both spatial independence and exchangeability conditions as follows:
(spatial independence): Pr[(m1, ..., mn)|(s1, ..., sn)] = Pr(m1, ..., mn) (exchangeability): Pr(mπ 1 , ..., mπ n ) = Pr(m1, ..., mn)
where mi, si represents event label and location respectively, πi represents random permutations and Pr[(m1, ..., mn)|(s1, ..., sn)] denotes the conditional distribution of event labels given their locations and Pr(m1, ..., mn) denotes marginal distribution of event labels. is no distinct difference of population density between tumor and normal cell region. However, if we compare spatial similarity between S 1 and S 2 , we can clearly observe distinct spatial pattern for those two regions. Figure  3 (bottom middle, tumor region) shows that S 1 is significantly more clustered than S 2 where values below the red dashed line on the bottom (0.05) denotes the significant clustered pattern at the 95 percent confidence interval.
On the other hand, in normal cell region (bottom right), we infer that S 1 is significantly more dispersed than S 2 where values above the red dashed line at the top (0.95) denotes significant dispersion at the 95 percent confidence interval. Therefore, we can characterize distinct spatial distribution of nuclei in two different regions, for example, tumor cell nuclei are indeed more clustered than lymphocytes but normal cell nuclei are strongly dispersed within radius (< 100 pixels) than lymphocytes. In other words, spatial distributions of lymphocyte are different between tumor cell region and normal cell region although there is no distinct difference in the population.
CONCLUSIONS
In this work, we propose simple but effective methods for an integrative analysis on H&E section. We demonstrate that spatial pattern analysis could complement cellular characteristics analysis. We also characterize spatial distribution of lymphocytes in the study region and find that lymphocyte infiltrations are different between tumor cell region and normal cell region.
