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A Metric Space of Discrete Probability Distributions 
C. RAJSKI 
Institute of Mathematics, Polish Academy of Sciences, Warsaw, Poland 
A functional defined by means of entropy is considered. It is shown 
that it is a distance in the set of discrete probability distributions. 
LIST OF SYMBOLS 
x = (x l ,x~,  . . .  x~. . . )  
y = (y l ,y2 , " "  Y~ "" )  
z = @1, z~, " '"  zk " " )  the probabil ity distributions 
~, 7, i': the random variables with probabil ity distributions x, y resp. z 
X: the set of all discrete probabil ity distributions 
z~3 : the joint probabilities of ~ and 
y~k : the joint probabilities of ~ and 
xjk : the joint probabilities of ~ and ~" 
t~k : the joint probabilities of $, 7, and ~" 
H(x) : the entropy of x 
H(x, y) : the joint entropy of (x, y) 
H(x t Y) : the conditional entropy 
H(x I yz) : the biconditional entropy 
I (x,  y) : the full information 
I (x,  y i z) : the inexchangeable information 
[(x, y, z) : the mutual information 
h~jk = tijkyi -- X~kZii 
0 < Oij~ < 1. 
INTRODUCTION 
The aim of this paper is to show that the dependence between the 
transmitted and the received discrete signals may be expressed as a 
distance. 
DEFINITIONS 
Each matrix derivable from a diagonal one under any sequence of 
transpositions of its rows and columns will be called quasi-diagonal. 
371 
372 RAJSKI 
Two distributions of discrete random variables will be said to be equal 
if and only if the matrix of their joint probabilities i quasi-diagonal. 
THEOREM. The functional 
[ (x ,y ) .  H(x ,y )  #0 (1) d(x,y)  = 1 - H(x, y) '  
is a distance in the set X.  
PROOF: To be a distance any functional has to be nonnegative and 
to comply with four conditions denoted here by (a), (a'), (b), and (c). 
(a) If x = y, then d(x, y) = O. 
The premise is equivalent to stating that a matrix of joint probabilities 
is quasi-diagonal. As such a matrix contains no more than one nonzero 
element in each row and in each column we have H(x) = H(y) = 
H(x, y), and in view of the definition: I (x,  y) -= H(x) + H(y) - 
H(x, y), we get the desired conclusion. 
(a') I fd (x ,y)  = O, thenx  = y. 
The premise may be written as I (x,  y) = H(x, y) and this is equivalent 
to 
( -  zi~ log z~. + z~- log x~ + z~j log Y3") = 0. (2) 
i j  
Limiting the admissible values of i and j to those satisfying the 
condition z~i # 0 we may put Eq. (2) into the form 
(--z~j log z 'z~J~=O.  (3) 
~_ yj / 
As the fractions z~j/x~ and z~Hyi are equal to the conditional prob- 
abilities, they cannot exceed unity and thus each term in (3) is non- 
negative. The sum, however, of nonnegative t rms cannot equal zero 
unless each term is equal to zero. Thus (3) is equivalent to the system 
of equations 
2 log (zijx,y~) = O, 
which may be brought o the form 
t t  
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or, after splitting both sums, 
+ Ezra,) + = o .  
n#.i m~i n~j  my~=i 
This can be satisfied if and only if 
}--~.z~=0 and ~zm~-=0.  
n~j  m#¢ 
The result we have arrived at can be expressed in the following way. 
The assumption d(x, y) = 0 implies that in neither a row nor a column 
of the matrix of joint probabilities z¢i is there more than one nonzero 
element. This is equivalent to saying that this matrix is quasi-diagonal 
and this implies in turn that x = y. 
(b) d(x, y) = d(y, x). 
This is seen at a glance to be true. 
(e) d(x, z) <= d(x, y) -~- d(y, z). 
With the use of conditional probabilities this can be brought to the 
form 
H(xiz) -[- H(z[x) < H(xly) -[- H(yIx) 
H(xlz ) + U(z[x) + I(x, z) = H(xly ) -t- H(yix) -t- I(x, y) 
(4) 
.+. H(YlZ) q- H(zly) 
H(YlZ) -+- H(zlY) -k [(Y, z)" 
For the sake of presenting the proof we shall define three functionals. 
First let 
H ( x [ yz) = --}--~. t~i~ log tj£ 
Xjk ' 
where the lack of summation indices will be assumed to denote the sum- 
mation in i, j, k. The above defined quantity will be called the bicon- 
ditional entropy. In view of symmetry of the right-hand side in j and 
k we have 
II(xlyz) = H(x lzy ) .  
The next functional 
l(x, y lz) = ~, t,i~ log t~k zk 
x~ y~k 
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will be called the inexchangeable information. It represents hat part of 
information, I (x ,  y), on ~, based on the knowledge of 7, which cannot 
be derived from the knowledge of i-. Due to the symmetry in i and j 
we have 
I (x,  y Iz) = I (y ,  x ]z). 
The last functional we need is defined by 
xjk  yi~ Zlj 
I (x ,  y, z) = ~ tick log t~jk xl yj zk 
and is called the mutual information. It is equal to the reduction of 
uncertainty of ~ which may be due either to the knowledge of ~ or that 
of ~. It is symmetric in all three pairs of variables. 
The concept of mutual information has been introduced about simul- 
taneously by Quastler (1953) and (with the inverse sign) by McGill 
(1953, 1954). The latter has shown that the mutual information may 
be either positive or negative. The systematic treatment of problems 
~ t 
,~' = H(x  I yz)  = H(x  I zy) .  ,~ = I ( z ,  y I x )  = I (y ,  z I x) .  
8'  = H(y  I zx) = H(y  I xz) .  f~ = I (x ,  z ] y) = I (z ,  x I Y). 
7 '  = H(z  I xy)  = H(z  I yx) .  ~ = I (y ,  x [ z) = I (x ,  y I z).  
= l (x ,  y,  z).  
FIG. 1. The diagram of entropies and information rates of three probability 
distributions. 
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of mutual information between three or more discrete probability 
distributions may be found in Fano (1961). 
The proof of the inequality (4) will be accomplished in t.hree steps. 
The first step will consist in splitting each term of (4) into two, each 
new term belonging to one of three types defined above. To begin with 
we have 
H(x lz )  = -~~ tick log y~k 
Zk 
-i- 
and 
~t~~k log tdck 
Xjk 
tok t.k log 
2k 
Xak yik 
- -  - H(x lyz)  ÷ I(x, ylz) 
I(x, z) = ~ t~k log(y~Ux~ z~.) 
= ~ t.k log t.k yj ÷ ~ to~ log x:k Y~k z,j 
Xjk Z~] l~k Xl yj Zk 
= I (z ,  z ly)  + I (x ,  y, z). 
Applying the same procedure to the remaining terms and using the 
abbreviations listed in Fig. 1 we can transform (4) into the inequality 
(5) 
~+~'+~+v'  
+ 
In the second step of the proof we shall investigate the signs of all 
quantities which appear in this formula. Obviously, d ,  fl', ~' are non- 
negative as they are sort of conditional entropies. As far as a, fl, ~ are 
concerned it is plausible to assume that they are nonnegative too. 
With respect o fl, this can be shown by consideration of formula 
= I (x ,  z l y) = H(x  ] y) - H(z  I Y~). 
Evidently the biconditional entropy H(x[yz ) ,  being the amount, of 
uncertainty on ~ if both ~ ~nd ~- are known, cannot exceed the condi- 
tional entropy H(x ] y) which is a measure of uncertainty on ~ if v alone 
is known. Thus fl is nonnegative. The mathematical proof follows. 
We start with the defining formula 
= ~ t,;-k log Gk Yj (6) 
Zjk Z~j 
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and we follow the method of Parke and Samson to prove the inequality 
I (x ,  y) > 0, as cited in the Appendix ¥ I I I  of Goldman's Information 
Theory (1953).  We introduce the quantities 
h~ = t~j~ yj - x~ z~ (7) 
and we expand the logarithms of numerators in (6) by means of the 
mean value theorem with h,-~ as increments, 
log tCjk Yi = log xj~ z~ -t- h~.~ 
x~ z~j -~ 0~ h~i~" 
Hence, we obtain 
h~'~ 
x3k z~j + 01jk hij.~" 
Using (7) once more we obtain 
z(z,  y l z )  = 
yj (x~ zi~ --}- Oi~ hijk) 
1 h2,k 1 -- ~i~k 
(8) 
As 
~-~hi~ = yj~-~ t~k -- z~j~-~xjk = y j z ,  -- z~y~ = O, 
k k k 
the first sum in (8) vanishes, whereas each term of the second is non- 
negative whatever the sign of h~jk. Thus ~ = 0, and hence by simple 
change of indices a => 0 and ~, => 0. 
The third step of the proof of inequality (c) will follow to some ex- 
tent that of Marczewski and Steinhaus (1958). After finding the com- 
mon denominator f the fractions in (5) we obtain the inequality 
f (~)  = P(3 2 -~- Q~ + R > 0 
where P, Q, R denote polynomials in a,/3, % d,  ~', ~/. Taking into ac- 
count that all these variables are nonnegative we show easily that 
P > 0, Q = 0, and R = 0. Next we note that although ~ can be negative 
it is bounded from below by the inequalities 
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o~ + 6 = I (y ,e )  >0,  
5 + ~ = I (x , z )  >0,  
"r + ~ = I (x ,y )  >o .  
Now, by direct substitution, we show that  
if a < 5 and a =<% then f ( - ce )  > 0 and f ' ( -a )  > O, 
if 5 < r and fl < ce, then f ( - -3 )  > 0 and f ' ( - f l )  > O, 
if y < a and 7--< 5, then f ( -y )  > 0 and f ' ( -7 )  > 0. 
This completes the proof of the triangle inequality and thus of the 
theorem itself. 
Applying this theorem to a discrete chmmel we see that  any amount  
of noise makes the distance between the transmitted signal and the 
received one different from zero. In  the extreme case, when there is no 
effective transmission, the signals at the ends of the transmission channel 
are independent and their distance is equal to unity. 
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