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We study the robustness of single-field inflation against inhomogeneities. We derive a simple
analytic criterion on the shape of the potential for successful inflation in the presence of inhomo-
geneities, and demonstrate its validity using full 3+1 dimensional numerical relativity simulations
on several classes of popular models of single-field inflation. We find that models with convex po-
tentials are more robust to inhomogeneities than those with concave potentials, and that concave
potentials that vary on super-Planckian scales are significantly more robust than those that vary on
sub-Planckian scales.
I. INTRODUCTION
Cosmic inflation [1–4] is the leading paradigm for the
early universe. It posits an early period of accelerated
expansion in order to dynamically explain the current ho-
mogeneous and spatially flat state of the universe. One
of the most remarkable successes of the paradigm is the
observational confirmation of some of its key predictions,
a nearly scale-invariant and Gaussian spectrum of pri-
mordial perturbations [5].
Inflation was introduced as a solution to several prob-
lems of standard big-bang cosmology [1]. One of these
problems is the horizon problem. However, inflation can
only constitute a solution to the horizon problem, if it
does not have a horizon problem of its own. So it is
natural to ask what came before inflation and how it be-
gan. There is certainly no guarantee that the universe
was semi-classical at the time inflation began, and it is
difficult to talk about the beginning of inflation in com-
plete generality. To make progress, we make the sim-
plifying assumption that at the time inflation began the
universe was already described by general relativity min-
imally coupled to a scalar field, the inflaton.
In this case, the space of initial conditions for inflation
is parameterized by the degrees of freedom of the spatial
metric and its conjugate momentum, and the correspond-
ing degrees of freedom of the inflaton. For each degree
of freedom, we are free to specify its configuration on the
initial Cauchy hypersurface. It is then natural to ask for
which initial data inflation will be successful. By “suc-
cessful” we mean that some region of the initial hyper-
surface undergoes accelerated expansion for 60 e-foldings
or more. Whether inflation is successful depends both
on the dynamics of the inflaton model and the initial
conditions, as well as the interplay between them.
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In this work, we will explore one particular aspect of
this interplay, the effect of the initial amplitude of the
inhomogeneities in the inflaton field (and their associated
metric perturbations) on different models of inflation.
Inflationary models are broadly classified as “concave”
and “convex” models, depending on the shape of their
potentials. We propose an analytic criterion as a diag-
nostic for whether inflation will be successful for a given
potential. We test this criterion using full 3+1 numerical
general relativity solutions and show that convex models
are more robust to inhomogeneities than concave mod-
els. Furthermore, we show that for concave potentials
the scale in field space over which the potential varies
appreciably plays an important role. Finally, we will ar-
gue that for some potentials there exists a bound on the
initial mean value of the inflaton field, beyond which in-
flation will be successful regardless of the amplitude of
the inhomogeneities.
II. INITIAL CONDITIONS AND MODELS
The problem of initial conditions for inflation has
been studied extensively using analytic and semi-analytic
methods [6–50], as well as numerically [51–66] (see [67]
for a short review).
Recently it has become possible to use numerical rel-
ativity codes to evolve different initial configurations in
the time domain even in the regime in which black holes
form [63, 68], allowing for a fully non-perturbative inves-
tigation of the field dynamics in response to the initial
conditions. This work was limited to a small number of
“typical” models, and quantified their success for differ-
ent choices of parameterized initial inhomogeneities.
One natural way to extend these investigations is to ex-
pand the classes of inhomogeneities, which was initiated
in [69]. Another interesting direction is to expand the
classes of inflationary models under investigation, which
we will do in the present work.
In this section we summarize the key features of the
space of initial conditions on which we focus, as well as
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2the larger class of inflationary models.
A. The space of initial conditions
We decompose the spacetime metric using the stan-
dard ADM decomposition [70],
ds2 = −α2 dt2 + γij(dxi + βi dt)(dxj + βj dt) . (1)
Here γij is the 3-metric on the spatial hypersurface, while
α and βi are the lapse and shift. We are free to choose
the initial Cauchy hypersurface. The metric initial condi-
tions are then fully specified by a choice of γij and the ex-
trinsic curvature Kij at each point in the spatial domain.
The extrinsic curvature can further be decomposed into
the expansion K = γijKij and trace-free tensor compo-
nents Aij ,
Kij =
1
3
Kγij +Aij . (2)
In the perturbative limit, the transverse part of Aij repre-
sents “gravitational wave” modes, though we emphasize
that in the non-perturbative limit they are not solutions
to a linear wave equation. In our sign convention, K < 0
denotes a locally expanding spacetime.
Meanwhile, the space of initial conditions for the infla-
ton φ is given by the value of the field and its canonical
momentum
Π ≡ α−1(φ˙− βi∂iφ) , (3)
at each point.
A more subtle aspect of the initial conditions is the
choice of spatial boundary conditions. In what follows
we will assume periodic boundary conditions for the spa-
tial domain, which imposes a T 3 topology on the space.
Alternatively, this can be thought of as imposing a scale
of homogeneity on the initial conditions with the Uni-
verse made up of many (inhomogeneous) boxes of size L.
One can always make L larger, thus increasing the scale
of homogeneity relative to our patch of the Universe, and
it is usually considered that taking L to be greater than
the initial Hubble scale of inflation is a sufficiently con-
servative approach. Other topologies, in particular those
that can support a positive-definite (3)R can lead to dif-
ferent conclusions [12, 47], so that this is a choice that
should be made explicit.
In summary, the space of initial conditions for single-
field inflation consists of the values of the variables
(γij ,Kij , φ,Π) on the initial hypersurface. Their values
are not completely independent because they are subject
to the Hamiltonian and momentum constraints (see Eqn.
(55)).
The constraints are a set of four non-linear coupled
partial differential equations, which are non-trivial to
solve for a general matter distribution (see e.g. [71, 72]).
To simplify this task, some variables are often set to zero,
severely restricting the available space of initial condi-
tions. In Refs. [63, 68, 69], γij is, for example, assumed
to be conformally flat γij ≡ χ−1δij where χ is a confor-
mal factor. In addition, Refs. [63, 68] set the trace-free
part of the extrinsic curvature to zero Aij = 0. Combined
with the additional simplifying conditions that Π = 0 and
the expansion rate is spatially constant K = const < 0
(i.e. uniformly expanding), the momentum constraint is
then trivially satisfied. The parameter space in this case
is then just the scalar configuration φ(x), with the value
of K imposed by an integrability condition in the case
of periodic boundary conditions (see [73]). The Hamil-
tonian constraint then determines the conformal factor,
χ.
Two more general classes of deviations from homogene-
ity have been explored. First, in [68], we explored a spe-
cial case where K(x) = −Cφ(x) + K0 where C > 0 is a
free parameter, and the value of K0 is set by integrabil-
ity on the periodic domain. This Ansatz keeps the mo-
mentum constraint trivial but allows us to explore initial
conditions which mix regions of local expansion (K < 0)
and contraction (K > 0). We found that, as long as the
initial hypersurface is expanding on average, 〈K〉 < 0,
inflation will occur in some patch, even if part of the
spacetime collapses. Second, in [69], we studied non-zero
transverse modes ATTij 6= 0. We found that the amplitude
of the scalar perturbations remained the main driver of
inflationary success, with the tensor modes generally re-
ducing the number of e-folds, but not causing failure in
isolation even at high relative energy densities.
It is clear from this discussion that a large space of ini-
tial conditions remains to be explored. As we mentioned
before, we will not pursue this direction here and reserve
it for future work. We instead consider initial conditions
such that γ˜ij = δij , Π = 0, Aij = 0 and K = const < 0,
and we expand the classes of inflationary models.
B. The space of models
Inflation a priori only predicts that the observed pri-
mordial spectrum of density perturbations should be
nearly scale-invariant but does not predict the sign of
the departure from scale invariance. The space of infla-
tionary models is vast, encompassing a diverse variety of
single field and multi-field models with many mechanisms
(see e.g. [74]). Without the guidance of some fundamen-
tal theory of inflation, models which are not already ruled
out by observations are in principle all valid. Neverthe-
less, useful classifications of models can be made, such
as categorizing the models in terms of their energy scale,
or the field range. As one might expect, we showed in
[68] that small field inflation is generally less robust than
large field inflation.
In this work, we will rely on a slightly more refined clas-
sification to guide our choice of inflationary models. In
the slow-roll approximation, we know that the slow-roll
3parameter  = −H˙/H2 obeys the differential equation
d ln 
dN = (ns(N )− 1) + 2 . (4)
Suppose the observed sign and magnitude of the depar-
ture from scale-invariance are not mere accidents but
arise because the scalar spectral index has the functional
form [75, 76]1
ns(N )− 1 = −p+ 1N , (5)
where N is the number of e-folds (counted from the end
of inflation), and p is number of order unity. The most
general solution to the differential equation (4) is then
given by
(N ) = p
2N
1
1± (N/Neq)p , (6)
where Neq is an integration constant. Unless there are
additional hierarchies, we expect it to be of order unity.
If we further assume that we observe modes at a typical
moment so that either the first or the second term in the
denominator dominate, we are left with two solutions
that are compatible with current data
(N ) = p
2N and (N ) =
p
2N
(Neq
N
)p
. (7)
Because p < 0 is disfavored by data, we will restrict our
attention to p > 0.
So far this is general and makes no mention of a po-
tential. If we assume that the dynamics is governed by a
single scalar field with canonical kinetic term
Lφ = −1
2
gµν∂µφ∂νφ− V (φ) , (8)
we can reconstruct the potential from the equations2
dφ
dN =
M2Pl
8pi
V ′
V
and
(
dφ
dN
)2
=
M2Pl
4pi
. (9)
One finds that the first class corresponds to monomial
(or power law) potentials
V (φ) = λM4−2pPl φ
2p . (10)
For the second class of models the potential during infla-
tion is well approximated by
V (φ) ' Λ4
[
1−
(
φ
µn
)n]
, (11)
1 There is no guarantee that this is the case, but models that devi-
ate from this will require additional small parameters to account
for the near scale-invariance.
2 We will use the Planck mass M2Pl = ~c/G throughout the paper.
where n = 2p/(p− 1) provided p > 1, and by
V (φ) ' Λ4
[
1−
(
µn
φ
)n]
, (12)
with n = 2p/(1 − p) provided 0 < p < 1. For potentials
of the form (11) inflation occurs as the inflaton rolls off
a hilltop, and we will sometimes refer to them as hilltop
models. Similarly, for the form (12) inflation occurs as
the inflaton rolls off a plateau, and we will sometimes
refer to them as plateau models. For p 6= 1 the departure
from the plateau is described by a power law. The case
p = 1 is special and the departure becomes exponential
V (φ) ' Λ4
[
1− e−φ/µ
]
. (13)
We see that the hilltop and plateau models involve an
additional scale, denoted µ in the exponential models and
µn in the power law models, which describes the distance
in field space over which the plateau is approached. As
we will see, this scale plays an important role for the ro-
bustness against inhomogeneities. Roughly, we will see
that models are robust if this scale is Planckian or super-
Planckian, and are susceptible to inhomogeneities if this
scale is sub-Planckian. Incidentally, this is closely tied
to the question whether gravitational waves from these
models are detectable with upcoming CMB experiments,
which will be capable of detecting gravitational wave sig-
nals from models with a super-Planckian characteristic
scale [77].
III. AN ANALYTIC CRITERION FOR
ROBUSTNESS
In this section, we will derive a simple analytic criterion
that allows us to infer the robustness of a given single-
field model against inhomogeneities. From [63, 68, 69] we
know that the amplitude of the inhomogeneity plays an
important role. At fixed energy density in the gradients,
the amplitude is generically larger if only one or a few
modes are excited than if the energy density is distributed
over a large number of modes. So in what follows we will
assume that the inhomogeneous initial conditions for the
inflaton field are given by a superposition of modes in the
3 spatial directions [63, 68, 69]
φ(t = 0,x) = φ0 +
∆φ
3
(cos kx+ cos ky + cos kz) , (14)
with vanishing canonical momentum
Π(t = 0,x) = 0 , (15)
where k = 2piN/L is the wavenumber associated with
the inhomogeneity, N = 1, 2, . . . is an integer, and we
set L to be the Hubble length H−1i in the absence of
inhomogeneities
L =
3MPl√
24piV (φ0)
. (16)
4FIG. 1. Sketch of f(φ0,∆φ) for a concave and convex model:
The main difference between models (different solid lines) is
whether f has a maximum and there exists a “drag-down” re-
gion where f < 0. Away from the trivial ∆φ = 0 homogenous
point, convex models do not have such maximum and always
stay within the f > 0 region where the field is pulled back.
Concave models however, can have a turning point followed
by a zero crossing and values of ∆φ for which f < 0 (dashed
line) and hence the field is dragged towards the minimum,
ending inflation.
If we assume that the spatial metric is initially confor-
mally flat, γij = χ
−1δij , and K = const < 0 as discussed
in Sec. II, then the scalar field dynamics near the ini-
tial hyperslice is approximately described by the Klein-
Gordon equation
φ¨ ≈ ∇2φ− dV (φ)
dφ
, (17)
where the subdominant friction term has been ignored
since initially φ˙ ∼ 0. Without loss of generality, we as-
sume that the inflaton rolls down the potential to the
reheating minimum φreh in the positive φ direction. Con-
sider the dynamics of the inflaton at the point of maxi-
mum amplitude φmax – this is the field value closest to
the reheating minimum and thus the point at which the
inflaton is most at risk of falling into the reheating mini-
mum and ending inflation. Our question is then whether
the inflaton field at this point will initially be “pulled
back” towards φ0 to safety, or whether the gradient of
the potential dV/dφ < 0 will drag the inflaton into the
minimum, ending inflation early or preventing it from
taking place altogether. For compactness, we will some-
times refer to the former as “pull-back” and the latter as
“drag-down”.
Initially, φmax = φ0 + ∆φ. Using Eqn. (17) and Eqn.
(14), its initial evolution is given by
φ¨max = −k2∆φ− dV (φmax)
dφ
= −f(φ0,∆φ), (18)
where
f(φ0,∆φ) = k
2∆φ+
dV (φ0 + ∆φ)
dφ
. (19)
In Fig. 1 we sketch the shape of the function f(φ0,∆φ) at
fixed φ0 for different inflationary models. In the absence
of inhomogeneities, ∆φ = 0, f(φ0,∆φ) < 0 which means
that φ¨max > 0, i.e. the field rolls towards the reheating
minimum as expected. As we increase the amplitude of
the inhomogeneities the gradients contribute as −∇2φ =
k2∆φ > 0 which is positive definite.3 For small ∆φ, we
can approximate the potential contributions
dV (φ0 + ∆φ)
dφ
≈ dV (φ0)
dφ
+
d2V (φ0)
dφ2
∆φ
= −3
√
V
4pi
H2iMPl + 3ηVH
2
i ∆φ , (20)
where V and ηV are the usual potential slow-roll param-
eters evaluated at φ0. In the region of the potential that
supports inflation these are small so that the contribu-
tion from gradients eventually overcomes the potential
contribution. This implies that φmax is pulled back into
the inflationary region as we described in [68].
However, as ∆φ increases further, expanding dV/dφ is
no longer a good approximation, and the potential con-
tribution may overcome the gradient contribution, k2∆φ,
so that f(φ0,∆φ) may take on negative values. Suppose
this occurs at an inhomogeneous amplitude of ∆φcrit and
correspondingly φcrit = φ0 + ∆φcrit, such that a zero ex-
ists at
f(φ0,∆φcrit) = k
2∆φcrit +
dV
dφ
(φ0 + ∆φcrit) = 0 . (21)
Then as ∆φ > ∆φcrit, the inflaton will tend to roll
towards the reheating minimum at least initially, and has
a greater chance of failure4
Ignoring the trivial case of f(φ0,∆φ) < 0, ∆φ ≈ 0,
where inflation is well-known to succeed, we begin with
f(φ0,∆φ) > 0 – we assume there exists some region
3 Note that while it is assumed that φ has a periodic profile with
wavelength k, this positive definiteness is general even if φ takes
on a more complicated profile as φmax is a maximum of the
profile by definition.
4 In [63], a criterion based on the spatially average (i.e. global)
force 〈V ′(φ)〉 > V ′(〈φ〉) was introduced, which led to the simple
condition that inflation is likely to fail when ∆φ reaches the end
of the inflationary plateau. This is consistent with our findings.
Our condition, on the other hand, relies on the balancing of the
local force at the point of maximal fluctuation, and as we will
see, can accurately predict the point of failure (or not) even when
∆φ reaches beyond the end of the inflationary plateau.
5where inflation will succeed as long as ∆φ is small
enough. As we increase ∆φ, the slope of f(φ0,∆φ) is
initially positive because ηV  1 and k & Hi. We briefly
described this behaviour in [68]. We can further relate
this to the overall shape of the potential as follows.
If the potential is convex, d2V/dφ2 > 0, then f(φ0,∆φ)
must increase as ∆φ is increased and remains positive.
This means that convex models are automatically robust
to inhomogeneities in the inflaton sector. The inhomoge-
neous field is initially always pulled back, away from the
reheating minimum. The time scale is roughly given by
the inverse of its wavenumber, tpb ∼ k−1. For N = 1 (i.e.
near horizon size mode), this is then tpb ∼ H−1, which
means that the field is pulled back within a Hubble time.
We will confirm this intuition numerically in Sec. IV.
On other hand, if the potential is concave, d2V/dφ2 <
0, then f(φ0,∆φ) may turn over as ∆φ increases. If the
potential is sufficiently concave before the reheating mini-
mum (which is convex by construction), then a zero cross-
ing at φcrit can exists such that f(φ0,∆φcrit) = 0. In this
case f(φ0,∆φ) < 0 at φmax > φcrit, and the inflaton will
fall into the reheating minimum and end inflation. Once
a sufficiently large spatial region falls into the reheating
minimum, the remaining space will be dragged down by
the pressure difference between the inflating plateau and
the minimum, resulting in the end of inflation within a
few e-folds.
This discussion implies that convex potentials are
generically more robust to inhomogeneities than concave
potentials. We also see that decreasing the wavelength
of the inhomogeneities (and hence increasing k2) makes
models more robust – the most dangerous modes are the
long wavelength near horizon modes, consistent with the
numerical results of [68].
As we will discuss now, robustness for concave poten-
tials is closely related to the characteristic scale of the
potential. To see this, note that in order for f to vanish
at ∆φcrit, and to turn negative for ∆φ > ∆φcrit, it must
possess a maximum, i.e.
∂f
∂∆φ
= k2 + V ′′(φ0 + ∆φ) , (22)
must have a zero for some value of ∆φ. We now consider
this requirement for different models, beginning with the
monomial potentials defined in Eqn. (10). In this case
we write
∂f
∂∆φ
= k2 + 2p(2p− 1)V (φ0 + ∆φ)
M2Pl
M2Pl
(φ0 + ∆φ)2
(23)
= k2
[
1 +
6p(2p− 1)
(kL)2
(
φmax
φ0
)2p
M2Pl
8piφ2max
]
,
where we have used Eqn. (16) in going from the first
to the second line. The first term proportional to k2 is
the gradient term, while the second is the potential term.
From the denominator of the second term we again see
that increasing the wavenumber suppresses the impor-
tance of the potential term relative to the gradient term,
and that inflation is more robust to inhomogeneities with
higher wavenumbers. If the potential is concave, p < 1/2,
the second term in the parentheses is negative as ex-
pected. However, since |φmax| < |φ0| and p > 0, it is
negligible until φmax drops well below the reduced Planck
mass. If the potential is still well approximated by a
power law at this point, an instability may develop (see
φ2/3 case in Sec. IV). However, the functional form as-
sumed here only describes the potential during the in-
flationary period, and as the magnitude of φ decreases
the potential in a single-field model must eventually turn
over and develop a minimum. This implies that for suf-
ficiently small |φ| the potential again becomes convex.
If this transition occurs before the second term becomes
large, we expect the model to be robust irrespective of
whether the inflationary part of the potential is convex
or concave.
We can readily extend this discussion to the other
classes of models introduced in II B. For the hilltop mod-
els (11), we can write (again using Eqn. (16))
∂f
∂∆φ
= k2 − n(n− 1) Λ
4
M2Pl
M2Pl
µ2n
(
φmax
µn
)n−2
= k2
[
1− 3n(n− 1)
(kL)2
M2Pl
8piµ2n
(
φmax
µn
)n−2]
. (24)
Again the potential is only well approximated by equa-
tion (11) provided φmax < µn. So a maximum can only
occur if µn is well below the reduced Planck mass, im-
plying that models in which the characteristic scale over
which the potential departs from Λ4 is Planckian are ro-
bust even against large field excursions.
For the plateau models (12), defining the potential so
the field rolls towards larger values of φ, we can similarly
write
∂f
∂∆φ
= k2
[
1− 3n(n+ 1)
(kL)2
M2Pl
8piµ2n
(
µn
|φmax|
)n+2]
. (25)
In this case the potential is only well approximated
by (12) if |φmax| > µn, and as for the hilltop models,
plateau models with a Planckian characteristic scale are
robust against large field excursions, and the function f
can only change sign for models with sub-Planckian µn.
For models in which the potential approaches the
plateau exponentially as in (13), but defined so that the
field rolls towards the minimum in the positive φ direc-
tion
∂f
∂∆φ
= k2 − Λ
4
µ2
eφmax/µ
= k2
[
1− 3
(kL)2
M2Pl
8piµ2
eφmax/µ
]
, (26)
we see that for µ of order the reduced Planck mass,
∂f/∂∆φ > 0 in the regime in which the potential is well
approximated by (13), so that there is no maximum in f
and no zero crossing can exist for any value of ∆φ and
6φ0. Starobinsky inflation is an example of this case and
will be studied in the following section.
The condition defined by Eqn. (19) is valid for the
initial hyperslice. We will now show that it still broadly
remains valid at a later time of the evolution. At later
times the gradients dilute due to the expansion as ∇2φ ∼
k2∆φ2/a(t)2, where a(t) ∼ eHt is the scale factor, such
that Eqn. (21) becomes
f(φcrit, t) ≈ k2∆φcrit e−2Ht + dV (φcrit)
dφ
, (27)
and ∆φcrit will take different values over time.
Hence, the robustness of a model is not only deter-
mined by the existence of a critical value φcrit(t = 0) =
φ0 + ∆φcrit(t = 0) for which the field will initially roll
towards the minimum, but the field should also restore
as close as possible to φ0 before crossing φcrit at later
times to inflate by enough e-folds. If the rate of change
of φcrit(t) is small, the pull-back will have time to homog-
enize the field before crossing φcrit, and the spacetime will
inflate as in the homogeneous case (see D-brane inflation
in Fig. 7 and an α-attractor model in Fig. 9). However, if
∆φcrit(t) decreases with N faster than the pull-back re-
duces the amplitude, the field will fall to the minimum,
ending inflation (see Fig. 5).
IV. NUMERICAL VALIDATION
In this section we demonstrate the validity of our crite-
rion by solving the equations of general relativity numer-
ically using the numerical relativity package GRChombo
[78]. The metric initial conditions for the simulations are
described in Sec. II, with near-horizon scale inhomogene-
ity as defined in Eqn. (14) and Eqn. (15). The evolution
equations and a summary of the parameters used for the
simulations (Tab. I) are shown in the Appendix. A sum-
mary video of the field evolution for different models can
be found in this link.
A. Convex potentials
As discussed above, for convex potentials ∂f/∂∆φ > 0,
so that the gradients will always pull the field back. As
a concrete representative of this class, we consider
V (φ) = λM
8/3
Pl (−φ)4/3. (28)
A homogeneous initial value of the field of φ0 =
−3.26MPl with λ = 2.57 × 10−14 would result in 100
e-folds. Note that the potential as written in Eqn. (28)
is only a good approximation during inflation, and the
full potential is expected to be analytic at the origin.
However, the details of the transition do not affect the
conclusions.
Fig. 2 shows that even for field excursions that reach
the reheating minimum, with ∆φ = 3.26MPl (corre-
sponding to Ω ≡ ρgrad/ρV ≈ 50), the maximum of the
FIG. 2. Convex monomial: The left panel shows the con-
vex model potential φ4/3 (28) rotated by 90◦. The right panel
shows the evolution of the maximum φmax = φ0+∆φ and min-
imum φmin = φ0 −∆φ field points as a function of e-folds N
(time runs from left to right). If these extremal points resta-
bilize to values closer to φ0, inflation can proceed. Failure
occurs when one of the points diverges to the reheating min-
imum, but this model shows robustness to this failure mode,
as expected from our analytic prescription.
field φmax is pulled back into the inflating region, as pre-
dicted by our criterion. In the latter case, the scalar
field has support well in the regime where a homoge-
neous field would have failed. Similar results were found
for the quadratic model V = (1/2)m2φ2 in [68], which is
also robust.
Perhaps the most interesting point here is that convex
models are robust even if the inflaton explores regions
of the potential that do not support inflation. This was
first observed in [68] for m2φ2 potentials, and here we see
that this remains true more generally.
It is also worth noting that different regions begin infla-
tion for rather different values of the scalar field, so that
the resulting spacetime will be highly inhomogeneous on
very large scales and inflation only leads to homogeneity
and isotropy within the different regions.
B. Concave potentials
As we saw in our analytic treatment, a more careful
discussion is required for concave potentials because the
robustness depends on the characteristic scale of the po-
tential µ. We will now test our analytic predictions for
different concave models.
7FIG. 3. Concave monomial: As Fig. 2 but for the concave
monomial model φ2/3 (29). The dashed black line corresponds
to the mean value φ0, which is set to be the value that would
result in 100 e-folds for the homogeneous case. See Tab. I
for more details about the parameters used. The field at the
reheating minimum is pulled back and enters slow-roll infla-
tion from the restored field value. The features at N ≈ 2
correspond to black holes that form and inflate out of the
simulation grid.
1. Monomial potentials
An example of a concave monomial potential which is
compatible with the observed value of the spectral index
ns is the so-called φ
2/3 model which arises in the context
of string theory [79]. During inflation, the potential is
well approximated by
V (φ) = λM
10/3
Pl (−φ)2/3 . (29)
This is a large field model in which φ0 = −2.31MPl and
λ = 3.58 × 10−14 lead to 100 e-folds of inflation in the
absence of inhomogeneities. As mentioned previously, for
typical values of the parameters, these models develop a
maximum of f very close to the bottom of the potential.
In fact, the critical point where f = 0 is at ∆φcrit ≈
−1.25×10−10MPl for N = 1 and thus it is challenging to
simulate a region where f < 0.
We show the results for this model in Fig. 3. As ex-
pected, for concave monomial models the results are sim-
ilar to those with convex potentials.
2. Hilltop models
For concave models, like hilltop models (11), f may
develop a zero at ∆φcrit. Our condition implies that there
is a maximum in f if and only if n > 2 since for n = 2 f
is linear in ∆φ and a second zero crossing cannot exist.
In this section we will focus in the cubic hilltop model
n = 3,
V (φ) =

Λ4 , φ < 0
Λ4
[
1−
(
φ
µ3
)3]
, 0 < φ < φcc
1
2m
2(φ− φreh)2 , φ ≥ φcc
(30)
To simulate these models, we extend the inflationary po-
tential with a quadratic minimum beyond some value φcc,
and a flat plateau V (φ) = Λ4 for φ < 0. The potential we
use for reheating is Vreh(φ) = (1/2)m
2(φ− φreh)2, where
m and φreh are chosen such that Vinf(φcc) = Vreh(φcc)
and dVinf(φcc)/dφ = dVreh(φcc)/dφ. The reheating po-
tential is clearly convex, but we choose φcc sufficiently
deep into the non-inflating regime (i.e. the slow-roll pa-
rameter  ≥ 1). This is conservative in the sense that the
model would be more robust if the transition occurred
earlier5. This model of reheating is chosen for simplicity
– one could also imagine other examples like hybrid infla-
tion where the reheating field is not the inflaton, but this
would require working with an additional scalar field.
As discussed above, the robustness of this model de-
pends on the characteristic scale of the potential µ3.
For µ3 = MPl we find that φ0 = 7.43 × 10−2MPl and
Λ4 = 2.05× 10−16M4Pl would result in 100 e-folds for the
homogeneous case. As argued in the previous section,
f does not have a maximum, so that the field is pulled
back even when it explores the minimum of the potential.
This is shown in Fig. 4.
On the other hand, for µ3 = 5 × 10−2MPl together
with φ0 = 1.05 × 10−5MPl and Λ4 = 5.15 × 10−24M4Pl,
f develops a maximum at ∆φ∗ = 6.87 × 10−3MPl and
a zero crossing at ∆φcrit = 1.38 × 10−2MPl. So for an
initial amplitude of ∆φ = 1.10 × 10−2MPl < ∆φcrit
the field will initially be pulled back, whereas for ∆φ =
1.50× 10−2MPl > ∆φcrit, the the inflaton will fall from
the inflating plateau into the reheating region, Fig. 5.
However, even if the field is initially pulled back, infla-
tion may fail at later times because φmax > φcrit(t) (see
dash-dotted black line). For these two cases in which
Ω ≈ 10−3, inflation fails to provide more than 1.5 e-
folds. In addition, we show that inflation is more robust
to inhomogeneities with higher wavenumbers. Starting
with the same amplitude, we see that N = 3 leads to
more e-folds of inflation than the N = 1 case, although
this is not sufficient to save inflation in this case. Similar
results were found for the hilltop quartic model (n = 4)
in [68], in agreement with the theoretical prediction. We
conclude that small field hilltop models with n > 2 are
sensitive to initial inhomogeneities in the scalar field.
5 Note that such extensions may change their observational con-
straints, see e.g. [80].
8FIG. 4. Cubic hilltop with µ3 = MPl. The left panel shows
the potential (30) rotated 90o where the solid black part of the
curve is the inflationary potential we want to test and the grey
parts correspond to extensions of the model as described in
the text. The dashed black line corresponds to the mean value
of the field φ0 that would result in 100 e-folds in the absence
of inhomogeneities. The right panel shows the evolution of
the maximum and minimum of the field φmax and φmin where
we have chosen ∆φ such that the field configuration reaches
the minimum of the potential. As there exists no ∆φcrit, the
extrema of the field pull back towards φ0 during the evolution
(blue solid line). At N ≈ 2 black holes form and shortly
afterwards inflate out of the simulation when they fall below
the numerical resolution of the grid.
3. Plateau models
We also consider the third class of concave poten-
tials (12), which arises in string theory as D-brane in-
flation [81–83]. In the best-studied case the inflaton de-
scribes the position of a D3 brane, which corresponds to
n = 4. As in the hilltop model, we smoothly extend the
potential with a convex model at φcc = −1.05µ4 (such
that (φcc)  1), giving us the following approximation
to the potential
V =
 Λ4
[
1−
(
µ4
φ
)4]
, φ < φcc
1
2m
2(φ− φmin)2 , φ ≥ φcc
(31)
As before, we first consider µ4 = MPl, φ0 = −2.18MPl
and Λ4 = 5.58 × 10−15M4Pl so that observational con-
straints on the scalar power index are satisfied. We
choose ∆φ = 1.25MPl for which φmax = φreh and ob-
serve that the field is pulled back to safety concluding
that the model is robust. This is shown in Fig. 6.
On the other hand, for µ4 = 10
−2MPl with φ0 =
−9.92×10−2MPl and Λ4 = 1.29×10−24M4Pl, we predict a
value of ∆φcrit = 8.21× 10−2MPl for which the field falls
from the inflationary plateau. We test this numerically in
FIG. 5. Cubic hilltop with µ3 = 5 × 10−2MPl. The dash-
dotted black lines correspond to the critical values of the field
φcrit(t) by solving Eqn. (27) for different wavelengths: k =
2piH (N = 1) and k = 6piH (N = 3). If some value crosses to
> φcrit(t), the field will fall from the inflationary plateau to
the reheating minimum, dragging the rest down. For example,
for N = 1 the minimum of the field φmin (blue solid line)
crosses the dash-dotted line φcrit and hence rolls down. For
fixed ∆φ, the N = 3 case (dashed green line) falls to the
minimum when φmax crosses the φcrit that corresponds toN =
3, but stays longer in the inflationary plateau than the N = 1
case. As expected, this shows that inflation is more robust to
inhomogeneities with shorter wavelengths. The parameters
used in this plot are shown in Tab. I.
Fig. 7 by exploring the evolution of field configurations
with ∆φ = 8.40 × 10−2MPl and ∆φ = 8.10 × 10−2MPl.
As shown in the figure the former is immediately dragged
down ending inflation while the latter is pulled back from
the brink and inflates, as our criteria predicted. We con-
clude that small field D-brane inflation is not generically
robust because there exist values of ∆φ that can rapidly
end it.
The D-brane model is discussed further in Sec. (V),
in the context of constraints on the initial value of φ0.
4. Exponential plateau models
For completeness, we also consider models in which
the potential approaches the plateau exponentially rather
than like a power law. The best-known model in this class
is the Starobinsky model [84]
V (φ) = Λ4
(
1− eφ/µ
)2
, (32)
where µ ≡ √3/16piMPl [4]. The transition from the
concave to the convex domain of the potential occurs at
d2V/dφ2(φcc) = 0, or φcc = −µ ln 2 so there is no need to
9FIG. 6. Large field D-brane model with µ4 = MPl. The
black curve is the inflationary model and the grey parts of the
curve show the reheating extension which is attached. No φcrit
exists so even field configurations that reach the minimum are
pulled back to the inflationary plateau. As for other large field
models, the gradient energy density collapses and forms black
holes at N ≈ 2. The dashed black line is the value of φ0 that
would inflate for 100 e-folds in the absence of inhomogeneities,
see Tab. I for more details.
extend it. In this model f does not possess a maximum,
and the field is pulled back into the inflationary plateau
even if it initially explores the minimum.
We show this in Fig. 8 for the parameters shown in
Tab. I in the appendix. As expected, even field con-
figurations that reach the bottom of the potential are
restabilised to values closer to φ0, and we follow their
evolution numerically for N > 10 e-folds, at which point
the inhomogeneities have redshifted away and the local
regions undergo slow-roll inflation.
In the Starobinsky model the scale µ and the Planck
scale share a common origin, but this is not the case
for all exponential plateau models. The so-called α-
attractors [85, 86] are a class of models in which µ can
vary over a wide range of scales. For sufficiently small
values f will cross zero for a large enough value of ∆φ as
we will show below.
Using Eqn. (19) we see that for µ < 2.7 × 10−2MPl,
f will gain a maximum, and crosses zero before φcc if
µ < 10−2MPl. We show this for µ = 5× 10−3MPl in Fig.
9. As before, we set φ0 to the value of the field that would
result in 100 e-folds in the absence of inhomogeneities.
For this value f crosses zero at ∆φcrit = 4.74× 10−2MPl.
We confirm that for ∆φ = 5.1 × 10−2MPl > ∆φcrit the
field is dragged down, and that it is pulled back for ∆φ =
4.5 × 10−2MPl < ∆φcrit. Similar to the small-field D-
brane inflation model, the rate of change of φcrit(t) over
time is smaller than the pull-back, so that there is no
crossing at later times and the field can restore to values
FIG. 7. Small field D-brane: As Fig. 6 but with µ4 =
10−2MPl. For the wavenumber N = 1, Eqn. (27) predicts
the field critical values φcrit(t) (dash-dotted black line). If we
choose ∆φ such that φmax > φcrit the field will immediately
fall down to the reheating minimum (blue line). The value of
φcrit decrease more slowly than in the cubic hilltop case (see
Fig. 5), so the field has time to pull back to values close to
φ0 and slow-roll down from the plateau (green line).
close to φ0. We again follow the evolution for N > 10
e-folds.
V. CONSTRAINTS ON THE INITIAL VALUE
OF THE SCALAR FIELD
So far we have focused the discussion on models of
inflation with φ0 chosen to yield 100 e-folds in the absence
of inhomogeneities. We will now consider both φ0 and the
amplitude ∆φ as free parameters and study the behavior
of f when varying them. Models that are always robust
to inhomogeneities do not offer further insight into the
initial value of the inflaton field φ0 required for successful
inflation. However, for models that suffer the weakness
of having f < 0 for some range of ∆φ, we can obtain a
constraint on φ0.
To see this, let us denote the value of φ for which
dV (φˆ)/dφ is the most negative by φˆ. This is the value
of the field for which the model is most likely to fail
for any value of ∆φ as we can see from Eqn. (21). If
f(φ0, φˆ − φ0) > 0, the model will be robust to inhomo-
geneities. This condition leads to a bound
φˆ− φ0 > − 1
k2
dV (φˆ)
dφ
, (33)
that guarantees robustness for any value of ∆φ.
Of course, not all values of ∆φ are allowed because we
must ensure that the energy density in gradients remains
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FIG. 8. The Starobinsky model is an example of an expo-
nential plateau model with µ =
√
3/16piMPl and hence with
large field excursions. As f does not have a maximum, it will
remain positive for any ∆φ, so that the model will support in-
flation even if the field configuration starts in non-inflationary
regions of the potential (blue solid line). Similar to other large
field cases (Fig. 3, 2, 4 and 6) in which there are large gradi-
ent energy densities, black holes form at N ≈ 2. See Tab. I
for details of the parameters used.
sub-Planckian, which imposes a bound of the form
φˆ− φ0  M
2
Pl
k
. (34)
So one may ask whether one can find values of φ0 such
that f(φ0,∆φ) > 0 for all energetically allowed values of
∆φ, and by combining the bounds, we see that this will
be the case provided
− 1
k
dV (φˆ)
dφ
M2Pl . (35)
This bound is fairly weak for any model in which the
inflationary Hubble scale is well below the Planck scale,
and often there will be stronger constraints on ∆φ, for
example, because the potential is only of the assumed
form over a much smaller field range than M2Pl/k. These
constraints should then be taken into account.
Let us, for example consider D-brane inflation. In this
case, inflation must certainly end before V (φˆ) = 0, and
we will take φˆ = −µ to approximate the point when
dV (φˆ)/dφ = −4Λ4/µ is most negative. Hence Eqn. (33)
leads to
φ0 < −µ− 1
k2
4Λ4
µ
. (36)
This constraint on the initial mean value of the field is
shown in Fig. 10 for different wavenumbers of the in-
homogeneities k = 2piN/L with L = H−1i and N = 1,
FIG. 9. Example of an α-attractor model with µ = 5 ×
10−3MPl. In this case there exists a ∆φcrit such that the
field will initially roll towards the non-inflationary regime and
reach the minimum (blue line). As for the small field D-brane
model (Fig. 7), the values taken by φcrit(t) over time change
more slowly than the pull back. So as long as initially ∆φ <
φcrit(t = 0) (green line), the field will restabilise to values
close to φ0 before any region crosses φcrit(t) and therefore
the spacetime approaches inflation during the 10 e-folds for
which we follow the evolution, unlike the small field cubic
hilltop model (see Fig. 5).
N = 10, and N = 100. The green shaded regions in-
dicate the initial conditions for which the model is not
robust, in the sense that the existence of sufficiently large
pertubations will cause it to fail.
In addition, we approximately sketch the constraints
imposed by the Planck data, which roughly exclude val-
ues of µ < 2 × 10−7MPl and µ > 2 × 10−1MPl [5], to-
gether with the requirement that inflation lasts for at
least N = 100.
As we discussed, the energy density stored in gradi-
ents must be sub-Planckian, which imposes the addi-
tional constraint
|φ0| − µ M
2
Pl
k
. (37)
Since this bound is rather weak for typical parameters,
it is not shown in Fig. 10.
From the perspective of low energy effective field the-
ory, the plateau may extend over large or possibly even
infinite distances in field space. However, in the context
of string theory there is another constraint we should im-
pose on ∆φ to ensure our discussion remains valid. The
inflaton parameterizes the position of a brane along a
warped throat in the internal space whose size is lim-
ited. As a consequence, the plateau only extends over a
finite range, and we only expect the potential to be well-
approximated by our model for sub-Planckian ∆φ [87].
So in string theory, only the area below the grey region
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FIG. 10. Constraints on φ0 and µ for successful inflation
in D-brane model, given by Eqn. (31). We define successful
inflation if a model with a mean value of φ0 has f > 0 for all
choices of ∆φ so that only pull-back effects can be observed.
Small field models are more sensitive to inhomogeneities since
smaller values of µ make the model more concave and hence
less robust, requiring stronger constraints for the initial mean
field value φ0. Higher modes (greater N) are more robust,
and therefore relax the constraints on φ0.
is available, and we see that the sweet-spot for which
the model is robust to inhomogeneities lies at around
µ ∼ 10−1MPl.
These constraints should not be taken as definitive, but
rather illustrative, because other factors may influence
the dynamics. For example, the presence of a sharp rise
in the potential was seen to make the model less robust
in [68], and we are only studying a subset of possible
inhomogeneous initial conditions. Overall, however, such
differences are likely to make the constraints on the model
more restrictive, rather than less.
VI. DISCUSSION
We studied the robustness of different single-field mod-
els of inflation to inhomogeneities in the scalar field. We
found a simple analytic criterion that successfully pre-
dicts whether a given model for a given set of initial
data will successfully inflate in our 3 + 1 dimensional
numerical relativity simulations. For convex potentials,
we showed that inflaton eventually begins even if the in-
homogeneities in initial configuration are large enough
to explore the minimum of the potential. For concave
models, we see that effects of inhomogeneities strongly
depend on the characteristic scale of the potential. For
potentials with super-Planckian characteristic scale the
inflaton is pulled back towards field values for which the
model supports inflation, even if the field initially ex-
plores the minimum. For potentials with sub-Planckian
characteristic scales the potential gradients win over gra-
dients in the scalar field, and inflation rapidly ends. As
a consequence, concave potentials with sub-Planckian
characteristic scale will require additional physical mech-
anisms (or tuning) to set up initial conditions suitable for
inflation.
For example, from Fig. 10, we see that D-brane infla-
tion with µ < 10−2MPl will only be robust to inhomo-
geneities in the field if the mean initial value is super-
Planckian. This is in tension with the bound on the field
range derived in [87] and implies that inflation will not
succeed if the brane is initially highly perturbed.6
While we have assumed that the metric sector is ini-
tially conformally flat in our analysis, since f(φ) ⊂
−dV/dφ, we expect the result that concave potentials
with sub-Planckian characteristic scales are less robust
to hold more generally. The condition Eqn. (19) will
in general contain additional curvature terms of order
. K∂µφ which may change the position of the zero of f ,
but these will not dominate the k2∆φ term. We leave a
more detailed study of the larger space of initial condi-
tions for future work.
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VII. APPENDIX
A. Evolution Equations
In this work, we use GRChombo, a multipurpose
numerical relativity code [78] which solves the BSSN
[72, 90, 91] formulation of the Einstein equation. The 4
dimensional spacetime metric is decomposed into a spa-
tial metric on a 3 dimensional spatial hypersurface, γij ,
and an extrinsic curvature Kij , which are both evolved
along a chosen local time coordinate t. The line element
of the decomposition is
ds2 = −α2 dt2 + γij(dxi + βi dt)(dxj + βj dt) , (38)
where α and βi are the lapse and shift, gauge param-
eters. These gauge parameters are specified on the ini-
tial hypersurface and then allowed to evolve using gauge-
driver equations, in accordance with the puncture gauge
[92, 93], for which the evolution equations are
∂tα = −µαK + βi∂iα , (39)
∂tβ
i = Bi , (40)
∂tB
i =
3
4
∂tΓ
i − ηBi , (41)
where the constants η and µ are of order 1/MADM and
unity respectively.
The induced metric is decomposed as
γij =
1
χ
γ˜ij , det γ˜ij = 1 , χ = (det γij)
− 13 . (42)
The extrinsic curvature is decomposed into its trace, K =
γij Kij , and its traceless part γ˜
ij A˜ij = 0 as
Kij =
1
χ
(
A˜ij +
1
3
K γ˜ij
)
. (43)
The conformal connections are Γ˜i = γ˜jk Γ˜ijk where Γ˜
i
jk
are the Christoffel symbols associated with the conformal
metric γ˜ij . The evolution equations for the gravity sector
of BSSN are then
∂tχ =
2
3
χαK − 2
3
χ∂kβ
k + βk∂kχ , (44)
∂tγ˜ij = −2α A˜ij + γ˜ik ∂jβk + γ˜jk ∂iβk
− 2
3
γ˜ij ∂kβ
k + βk ∂kγ˜ij , (45)
∂tK = −γijDiDjα+ α
(
A˜ijA˜
ij +
1
3
K2
)
+ βi∂iK + 4pi α(ρ+ S) , (46)
∂tA˜ij = χ [−DiDjα+ α (Rij − 8pi αSij)]TF
+ α(KA˜ij − 2A˜il A˜lj)
+ A˜ik ∂jβ
k + A˜jk ∂iβ
k
− 2
3
A˜ij ∂kβ
k + βk ∂kA˜ij , (47)
∂tΓ˜
i = 2α
(
Γ˜ijk A˜
jk − 2
3
γ˜ij∂jK − 3
2
A˜ij
∂jχ
χ
)
− 2 A˜ij ∂jα+ βk∂kΓ˜i
+ γ˜jk∂j∂kβ
i +
1
3
γ˜ij∂j∂kβ
k
+
2
3
Γ˜i ∂kβ
k − Γ˜k∂kβi − 16pi α γ˜ij Sj . (48)
Meanwhile, the matter part of the Lagrangian is
Lφ = −1
2
gµν∂µφ∂νφ− V (φ) , (49)
which gives the evolution equations
−∇µ∇µφ+ dV (φ)
dφ
= 0 , (50)
and decomposing the matter equation into two first order
equations, with BSSN variables it becomes
∂tφ = αΠM + β
i∂iφ , (51)
∂tΠM = β
i∂iΠM + α∂i∂
iφ+ ∂iφ∂
iα
+ α
(
KΠM − γijΓkij∂kφ−
dV
dφ
)
. (52)
The stress energy tensor is
Tab = ∇aφ∇bφ− 1
2
gab (∇cφ∇cφ+ 2V ) , (53)
and its various components are defined as
ρ = na nb T
ab , Si = −γia nb T ab ,
Sij = γia γjb T
ab , S = γij Sij . (54)
The Hamiltonian constraint
H = R+K2 −KijKij − 16piρ , (55)
and the momentum constraint
Mi = Dj(γijK −Kij)− 8piSi , (56)
are monitored throughout the evolution to check the
quality of our simulations, see Fig. 11. We use periodic
boundary conditions in all directions.
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Model V (φ) µ [MPl] λ | Λ4 [M4Pl] φ0 [MPl] Hinf [MPl] ∆φe [MPl] ∆φcrit [MPl] ∆φ1 [MPl] ∆φ2 [MPl]
λM
8/3
Pl (−φ)4/3 −−− 2.57× 10−14 −3.26 1.02× 10−6 3.07 −−− 3.26 −−−
λM
10/3
Pl (−φ)2/3 −−− 3.58× 10−14 −2.31 7.23× 10−7 2.21 −−− 2.31 −−−
Λ4
(
1−
(
φ
µ3
)3) 1 2.05× 10−16 7.43× 10−2 4.14× 10−8 8.03× 10−1 −−− 9.40× 10−1 −−−
5× 10−2 5.15× 10−24 1.05× 10−5 6.57× 10−12 1.68× 10−2 1.38× 10−2 1.10× 10−2 1.50× 10−2
Λ4
(
1−
(
φ
µ4
)−4) 1 5.58× 10−15 −2.18 2.11× 10−7 1.07 −−− 1.25 −−−
1× 10−2 1.29× 10−17 −9.92× 10−2 1.04× 10−8 7.67× 10−2 8.21× 10−2 8.10× 10−2 8.40× 10−2
Λ4 (1− exp [φ/µ])2
√
3/16pi 2.11× 10−14 −2.19 3.97× 10−7 1.95 −−− 2.19 −−−
5× 10−3 1.18× 10−18 −6.33× 10−2 3.14× 10−9 4.31× 10−2 4.74× 10−2 4.50× 10−2 5.10× 10−2
TABLE I. Overview of runs: (i) Convex monomial. (ii) Concave monomial. (iii) Cubic hilltop. (iv) D-brane. (v) α-attractor
model. In these cases Λ4 is chosen such that it is compatible with scalar index measurements from the Planck 2018 observations.
In addition, φ0 is the initial field value that would correspond to 100 e-folds in the absence of inhomogeneities ∆φ = 0. ∆φe
corresponds to the value where V (φe) = 1 with φe = φ0 + ∆φe. ∆φcrit is the value for which f(φ0,∆φcrit) = 0 and ∆φ1 and
∆φ2 are different amplitudes used in simulations.
B. Initial Data
We have defined the conformal metric γ˜ij = χγij where
χ is the conformal factor, a scalar density, as per Eqn.
(42). We make the simplifying assumption that
Aij ≡ Kij − 1
3
γijK = 0 (57)
and that the induced metric is conformally flat
γ˜ij = δij . (58)
We solve the Hamiltonian constraint Eqn. (55) for χ
using a multigrid solver. As explained in Sec. II, the
momentum constraints Eqn. (56) are trivially satisfied,
and the constant value of K is set by imposing an inte-
grability condition on the periodic domain.
C. Measurement of e-folds
The number of e-folds informs by how much the uni-
verse has expanded from a reference time t0. In an in-
flationary spacetime the scale factor grows as a(t) ∝ eHt
and the number of e-folds N with respect to t0 is then
defined as
N = ln
(
a(t)
a(t0)
)
(59)
In our code, the conformal factor is related to the scale
factor in a FLRW spacetime as χ = a(t)−2 so that the
local number of e-folds can be obtained by evaluating
N = −1
2
lnχ . (60)
In this work we track the average number of e-folds over
the simulation box with coordinate volume V = dxdydz
by averaging χ, so that
〈N〉 = −1
2
ln〈χ〉 (61)
FIG. 11. L2H constraint remains stable throughout the
evolution for all runs. Dark colours correspond to large field
models, for which black holes form at N ≈ 2 (yellow-coloured
region). Lighter colours represent the Hamiltonian constraint
violation for small field cases, in which the gradient energy
density is not enough to form singularities. For these cases
the L2H analysis is stopped when the field first reaches the
minimum.
where
〈χ〉 = 1
V
∫
V
χ dV . (62)
D. Constraint violation
In Fig. 11, we show that the volume-averaged Hamil-
tonian constraint violation
L2H =
√
1
V
∫
V
|H2|dV , (63)
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FIG. 12. Convergence test for small field D-brane infla-
tion model is consistent with a 2nd order convergence. Top
panel: Evolution of φmax for low (LR: 96
3), mid (MR: 1123)
and high (HR: 1283) resolutions. Bottom panel: LR-MR and
MR-HR errors and the LR-MR values expected at 2nd order
convergence.
where V is the box volume, is under control throughout
the simulations studied in this paper.
We use the gradient conditions on φ and χ to tag cells
for regridding, although in many of our simulations a
single level is sufficient. It is only for the large field cases
in which ∆φ > MPl, where large gradient energies are
present, that we need use AMR to resolve any collapse
to black holes. As we do not excise the interior of the
black holes, an increase in L2H can be seen in the yellow-
coloured region until the black holes are inflated out due
to the expanding spacetime. In addition, cases in which
the field initially rolls-down to the reheating minimum
and drags-down the rest of the field, sharp gradients have
to be resolved by using multiple levels of AMR which is
challenging numerically due to the two different scales
that need to be tracked.
E. Convergence testing
We tested the convergence of our simulations using a
box of size L = 32M = H−1 with low (LR: 963), mid
(MR: 1123) and high (HR: 1283) resolutions. We extract
the value of the field at the center of the grid, which cor-
responds to φmax and track its evolution. In particular
we look at the case of ∆φ < ∆φcrit for the small field D-
brane model 7. The evolution of the field with respect to
the average number of e-folds is shown in the top panel of
Fig. 12, together with the relative errors for different res-
olutions in dashed lines ||φLR−φMR|| and ||φMR−φHR||.
The evolution is consistent with 2nd order convergence
(solid line).
