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Abstract: In this paper, we study errors on perturbation of function contractivity factors and 
box-counting dimension of hidden variable recurrent fractal interpolation function (HVRFIF). 
The HVRFIF is a hidden variable fractal interpolation function (HVFIF) constructed by 
recurrent iterated function system (RIFS) with function contractivity factors. The contractivity 
factors of RIFS determine fractal characteristics and shape of its attractor, so that the HVRFIF 
with function contractivity factors has more flexibility and diversity than the HVFIF with 
constant contractivity factors. Stability of interpolation function according to perturbation of the 
contractivity factors and the box-counting dimension of interpolation function plays very 
important roles in determining whether these functions can be applied to practical problems or 
not. We first estimate errors on perturbation of function contractivity factors and then obtain the 
upper and lower bounds of the box-counting dimension of one variable HVRFIF. Finally, in the 
similar way, we get the lower and upper bounds of box-counting dimension of hidden variable 
bivariable recurrent fractal interpolation function (HVBRFIF). 
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1. Introduction 
Fractal interpolation function (FIF) is an interpolation function of which graph is a fractal set. In 
1986, M. F. Barnsley [1] introduced the concept of FIF to model better natural phenomena that are 
irregular and complicated, and many researchers have studied on construction of FIFs [3, 4, 9, 15-17, 
21, 25-28 and 30], fractal dimension [6, 8, 16, 17, 19, 26 and 27] and its analytic properties [6-8, 10, 
12-14, 22-25 and 29]. 
A recurrent fractal interpolation function (RFIF), which is defined by Barnsley ([2]), is an 
interpolation function of which graph is an attractor of a recurrent iterated functions system (RIFS). 
The RIFS is a generalization of IFS and constructs local self-similar sets that have more complicated 
structures than self-similar sets constructed by IFSs, and applied to image compression to improve the 
quality of decoded image. [5, 11 and 19] P. Bouboulis et al. [4] introduced a construction of recurrent 
bivariate fractal interpolation functions and estimated their box-counting dimension. Yun et al. ([26]) 
constructed the RFIFs using the RIFS with function vertical scaling factors and estimated the 
box-counting dimension of the graph of the constructed RFIFs. They also constructed bivariable RFIFs 
with function vertical scaling factors and estimated the box-counting dimension of the graph of the 
RFIFs ([27]). D.C. Luor [15] introduced a construction of FIFs with locally self-similar graphs in 2R , 
where contractivity factors are homeomorphisms that map domains to regions and are not contractions. 
M.F. Barnsley et al. [3] introduced a concept of hidden variable fractal interpolation function 
(HVFIF) whose graph is neither self-similar set nor self-affine one. By changing hidden variables we 
can control fractal characteristics and shapes of HVFIFs more flexibly. In many articles, authors have 
studied HVFIFs; construction, analytic properties of HVFIF with constant contractivity factors [6, 7, 13 
and 14], their box-counting dimension [6 and 19], and construction and analytic properties of HVFIF 
with function contractivity factors [21 and 28-30]. In order to ensure flexibility and diversity of FIFs, 
C.H. Yun [30] introduced a construction of one variable HVRFIF and bivariable HVRFIF using RFIS 
with four function contractivity factors. Furthermore analytic properties of the HVRFIFs were studied 
in [31]. 
The main aim of this paper is to estimate errors on perturbation of function contractivity factors 
and box-counting dimension of HVRFIF introduced in [30]. To do this, first of all, we introduce the 
construction of HVRFIFs constructed in [30] and estimate their errors on perturbation of function 
contractivity factors. Next, we obtain the upper and lower bounds of box-counting dimension of the 
HVRFIF. In the similar way, we get the lower and upper bounds of box-counting dimension of 
HVBRFIFs 
The remainder of this paper is organized as follows: In section 2, we introduce the construction 
of HVRFIFs in [30]. (Theorem 1 and Theorem 2) In section 3, we estimate errors of HVRFIFs on 
perturbation of function contractivity factors. (Theorem 3, which ensures the stability of the 
constructed HVRFIFs according to small change of function contractivity factors) In section 4, we get 
the upper and lower bounds of box-counting dimension of the HVRFIF. (Theorem 5, which gives 
fractal structure of the HVRFIF) In section 5, we introduce the result for the box-counting dimension of 
HVBRFIFs (Theorem 6, which gives fractal structure of the HVBRFIF). 
2. Hidden variable recurrent fractal interpolation function(HVRFIF) 
In this section, we introduce the construction of one variable HVRFIFs in [30], that is used to estimate 
errors on perturbation of function contractivity factors and box-counting dimension of HVRFIFs. 
2.1 Construction of RIFS 
Let a data set P0 in 2R  be as follows: 
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where RIssss iiiii  :
~,~,,  are Lipschitz functions on iI  whose absolute value is less than 1 and kiq , , 
kiq ,
~ : RIk 
~
 are Lipschitz functions such that if )}(),({ keks , aki xxL )(,  , },1{ iia  , then 
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Example 1. ([30]) An example of kiq ,  and kiq ,
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Let 2RD   be a sufficiently large bounded set containing iy

, ni ,,1 . 
We define transformations 2)( RD
~
:  iii IIW  , ni ,,1  by 
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
 , ni ,,1 . 
Then, as we know from the definitions of )(, iiL   and )(, iiF  , iW  maps the data points on end of the 
domain )(
~
iI  to the data points of iI . For a function f , let us denote |)(|max xff
x
 . We denote 
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Theorem 1([30]). If 1S , then there exists some distance   equivalent to the Euclidean metric 
such that iW ( ni ,,1 ) are contraction transformations with respect to the distance  . 
We define a row-stochastic matrix nnstpM  )(  by 







)(
)(
~
,0
~
,/1
ts
tss
st
II
IIa
p

                                   (1) 
where for every s ( ns 1 ), the number sa  indicates the number of the domains kI
~
 containing the 
region sI . A connection matrix C is defined by 
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It is obvious that if the row-stochastic matrix is irreducible, then the connection matrix is also 
irreducible. 
Then, we have RIFS },,1,;;R{ 3 niWM i   corresponding to the extended dataset P.  
2.2 Construction of HVRFIF 
For the RIFS constructed above, we have the following theorem. 
Theorem 2([30]). There is a continuous function f

 interpolating the extended data set P  such 
that the graph of f

 is the attractor A of RIFS constructed above. 
The function space and the Read-Bajraktarevic operator considered in Theorem 2 are as follows: 
hIhIC

;R:{)( 2  interpolates the extended data set P  and is continuous} 
iiiiiii IxxLhxLFxhT 
 ))),((),(())(( 1 )(,
1
)(,)(, 

. 
Then, a unique fixed point of the Read-Bajraktarevic operator is )))((),(()( 1 )(,
1
)(,)(, xLfxLFxf iiiiii
 

. 
Let us denote the vector valued function 2R: If

 by ),( 21 fff 

, where RIf :1  
interpolates the given dataset 0P  and is called a hidden variable recurrent fractal interpolation function 
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Therefore, for every Ix , the HVRFIF 1f  and 2f  satisfy the following; 
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3. Errors of HVRFIFs on perturbation of function contractivity factors 
In this section, we estimate errors of HVRFIFs on perturbation of function contractivity factors in (2)  
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Now we give perturbations to the function contractivity factors as follows: 
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Proof. For any Ix , there exists )(
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Now, let us estimate norm  ||||  in (7). From the definition of kig , , kig , , ih  and ih
~
 in Example 1, 
we have 
|}||,max{|
~
|},||,max{|
|}||,max{|
|},||,max{|max
11
)()(,
)()()(
)()(
)(
)(
)()(
)(
~,



















iiiiii
kekski
keksks
keks
ke
ke
kske
ks
Ix
ki
zzhyyh
zzg
yyy
xx
xx
y
xx
xx
g
k
           (8) 
and by (4), we get 
)()(|))(||)((||)(| )(,)(,211 xhggxfxfxf iiiii     
|}{|max|}{|max)1()||||||(|| 21 i
i
i
i
zyff   ,                 (9) 
|}{|max)1
~
(|}{|max
~
)||||||(||
~
|)(| 212 i
i
i
i
zyffxf   .          (10) 
Then by (10), we obtain 
|}{|max)1
~
(|}{|max
~
)||||||(||
~
|||| 212 i
i
i
i
zyfff   , 
|}]{|max)1
~
(|}{|max
~
||||
~
[~
1
1
|||| 12 i
i
i
i
zyff 

   
and by substituting it for (9), we have 
|}.{|max~
1
~
1
|}{|max~
1
~
2
||||
|},{|max~
1
2
|}{|max~
1
~
1
||||
2
1
i
i
i
i
i
i
i
i
zyf
zyf














                   (11) 
Therefore by substituting (8) and (11) for (7), we get 
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 Hence by substituting (14) for (12), we get the following estimation. 
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Therefore, we can prove (5) and (6) for any Ix . □ 
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4. Box-counting dimension of the HVRFIF 
In this section, we get a lower and upper bounds for the box-counting dimension of the graph of 
the HVRFIF in the case where the data set is 

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





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 niyi
n
xx
xP i
n ,,1,0;R, 2000  , the extended 
data set is 
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n ,,1,0;R,, 300  , row-stochastic matrix M  in (1) is irreducible 
and the function contractivity factors in (2) satisfies the following conditions: 
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~)(~  xsxs ii , niIx ,,2,1,  . 
We denote the number of regions contained in the kth domain by k . 
Let us denote the graph of the HVRFIF 1f  by )( 1fGr . As usual, the box-counting dimension of 
the set A by ABdim  is defined by 
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
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)(log
limdim
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AB (if this limit exists), 
where )(AN  is any of the following: 
(i) the smallest number of closed balls of radius   that cover the set A; 
(ii) the smallest number of cubes of side   that cover the set A; 
(iii) the number of  -mesh cubes that intersect the set A; 
(iv) the smallest number of sets of diameter at most   that cover the set A; 
(v) the largest number of disjoint balls of radius   with centers in the set A. 
 
Theorem 4 (Perron-Frobenius Theorem). ([20]) Let 0A  be an irreducible square matrix. Then 
we have the following two statements. 
(1) The spectral radius )(A  of A  is an eigenvalue of A  and it has strictly positive 
eigenvector y  (i.e., 0iy  for all i ).  
(2) )(A  increases if any element of A  increases. 
 
In association with (1) and (2), let us denote as follows: 
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For a function f  defined on RD , denote as follows: 
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As the matrixes CSS )
~
(   and CSS )
~
(   are positive irreducible, by Perron-Frobenius Theorem, 
they have spectral radius   and   with   , respectively, where C  is the connection matrix in (1) 
and  
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We have the following theorem. 
Theorem 5. Let )(1 xf  be the HVFIF in Theorem 2. Suppose that there exist three interpolation 
points ),(
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   Proof. Firstly, we prove (i). We denote the y-axis vertical distance from the point ),(
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line through the points ),(
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Since )( 1fGr  is the graph of a continuous function defined on I , the smallest number of 
r -mesh squares that cover )(R 1fGrIi   is greater than the smallest number of r - mesh squares 
necessary to cover the vertical line whose length is )
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   Let us apply jW  to every subinterval iI  once again. Then we have 
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Since the smallest number of r -mesh squares that cover )(R 1fGrIij   is greater than the 
smallest number of r - mesh squares necessary to cover the vertical line whose length is 
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By Perron-Frobenius theorem, the matrixes CSS )
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(   have strictly positive 
eigenvectors e  and e  which correspond to spectral radius   and  , respectively, such that 
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As a result, we prove (i). 
Secondly, we prove (ii). Since 1 , by (21), we have 
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Remark 2. If   , then we get the following result: 
(i) If 1 , then   log1)(dimlog1 1  fGrB ,                 
(ii) If 1 , then 1)(dim 1 fGrB .  
 
5. Box-counting dimension of the HVBRFIF 
The method of estimating the box-counting dimension of HVBRFIFs is similar to one in Theorem 
5. Therefore, we present only the result for the box-counting dimension of HVBRFIFs.  
5.1. Construction of HVBRFIFs. (see [30]) 
Let a dataset 0P  on rectangular grids be given as follows: 
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We extend the dataset to the following one: 
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 and ijt , mjni ,,1,0,,,1,0    are parameters. We denote N n m  , 
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where ijE  is a region. Let l  be an integer with Nl 2 . Next, we take rectangulars lkEk ,,1,
~
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~
 is a domain. Then we have kykxk IIE ,,
~~~
 , where kykx II ,,
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closed intervals on x-axis and y-axis, respectively. Since the endpoints of kxI ,
~
}),,1{( lk   are coincided with 
some endpoints of niI
ix
,,1,  , denoting start point and end point of kxI ,
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 by )(),( keks xx , respectively, we 
can define the mapping },,1{},,1{: nlsx   , },,1{},,1{: nlex   . Similarly, for kyI ,
~
, we define the 
mapping },,1{},,1{:},,,1{},,1{: mlemls yy   . Then we have ],[
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, respectively. 
For nmNji ),( , we take }),,1{( lk   and denote it by ),( ji . 
We define mappings ],[],[: 1)()(, iikekskx xxxxL xxi  , ],[],[: 1)()(, jjkeksky yyyyL yyj  , nmNji ),(  
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, kyI ,
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I , 
jy
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where R:~,~,,  ijijijijij Essss  are arbitrary Lipschitz functions whose absolute values are less than 1 and kijq , , 
kijq ,
~ : R
~
kE  are defined as Lipschitz functions satisfying the following condition: for  )}(),({ keks xx , 
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In the future, we denote simply kijF , , kijkijkij QSL ,,, ,,  by ijF , ijijij QSL ,, , respectively. Let 
2RD   b
e a sufficiently large bounded set containing ijz

, ni ,,1 , mj ,,1 . 
Now, we define transformations 2RD
~
:  ijkij EEW , ,,,1 ni   mj ,,1  by 
)),(),((),( zxFxLzxW ijijij

 , mjni ,,1,,,1    
We denote },,1,,,1;~,~max{ mjnissssS ijijijij   . If 1S , then there exists some distance   eq
uivalent to the Euclidean metric such that ijW , ni ,,1 , mj ,,1  are contraction transformations w
ith respect to the distance  . (See Theorem 3 in [30]) 
We define a row-stochastic matrix NNstpM  )(  by  
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},,1{: NNnm   is an one to one mapping defined by njiji )1(),(   and the number sb  indicates the 
number of the domains lkEk ,,1,
~
  containing the region 
)(1 s
E  , which means that stp  is positive if there 
is a transformation ijW  mapping sE  to tE . The connection matrix of the row-stochastic matrix is the same 
as one in (1). 
Then, RIFS },,1,,,1,;;R{ 4 mjniWM ij    is a RIFS corresponding to the extended dataset P. 
An attractor of the RIFS is called a recurrent fractal set.  
We present a sufficient condition for a fixed point of the Read-Bajraktarevic operator defined by the RIFS 
to interpolate the extended dataset P  and have a graph which is the attractor of the RIFS . 
In the mapping )(),( xQzSzxF ijijij

  defined above, we define ijQ  as one satisfying condition t
hat for some continuous function g

 interpolating the data set P , i.e. 
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One example is as follows:   
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and we have ))(())())(((),( xLrxlzxLSzxF ijijijijijij

 . Let us denote the attractor of the RIFS satis
fying conditions (23) and (24) by B. Then, there is a continuous function f

 which interpolates the dat
a set P and whose graph is the attractor B. (See Theorem 4 in [30]) 
The vector valued function 2: Rf E   in Theorem 4 is denoted by 1 2( ( ), ( ))f f x f x , where 
1 : Rf E   interpolates the given dataset 0P  and is called hidden variable bivariable recurrent fractal 
interpolation function (HVBRFIF) for the data set 0P . )(2 xf

 interpolates the set ;R),(),,{( 3 ijijijji txtyx

 
},,1,0,,,1,0 mjni   . 
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Therefore, for all Eyx ),( , HVBRFIF 1f  satisfies 
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Moreover, 2f  satisfies )),((
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5.2. Box-counting dimension of HVBRFIFs 
In this section, we get a lower and upper bounds for the box-counting dimension of the graph of 
the HVBRFIF in the case where the data set be 
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As the matrixes CSS )
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(   and CSS )
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(   are positive irreducible, by Perron-Frobenius Theorem, 
they have spectral radius   and   with   , respectively, where C  is the connection matrix of 
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We have the following theorem. 
 
Theorem 6. Let ),(1 yxf  be the HVBRFIFs constructed above. Suppose that there exist three 
interpolation points ),,(
11 jj
zyx  , ),,( 22 jj zyx  ,  xjj Pzyx 0),,( 33  )( 321 jjj yyy  (or 
),,(
11  ii
zyx , 
 yiiii
Pzyxzyx 0),,(),,,( 3322  )( 321 iii xxx  ) which are not collinear and that take 
1j
t , 2jt  and 3jt (or 1it , 2it  and 3it ) such that )( lk jj zz   0)(  lk jj tt  (or 
)(  lk ii zz  0)(   lk ii tt  ), lklk  ,3,2,1,  and three points ),,( 11 jj tyx  , ),,( 22 jj tyx  , 
),,(
33 jj
tyx   (or ),,( 11  ii tyx , ),,( 22  ii tyx , ),,( 33  ii tyx ) are not collinear. Then the box-counting 
dimension of the graph of ),(1 yxf  is as follows: 
(a) If   , then   log1)(dimlog1 1  fGrB ,                 
(b) If   , then 2)(dim 1 fGrB .  
6. Conclusion 
The HVRFIF is more general than the HVFIF. In particular, the HVRFIFs with function 
contractivity factors have more flexibility than ones with constant contractivity factors. First of all we 
estimate errors of HVRFIFs on perturbation of function contractivity factors, which ensures the 
stability of the constructed HVRFIFs according to small change of function contractivity factors. Next, 
we get the upper and lower bounds of box-counting dimension of the HVRFIF and HVBRFIF under 
some conditions, which gives fractal structure of the HVRFIFs and HVBRFIFs. These results become 
theoretical basis of practical application such as computer graphics, approximation theory, image process, 
data fitting and so on. 
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