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It is proved that for every irreducible representation Lλ of the full matrix semi-
groupMn2, the ﬁrst occurrence of Lλ as a composition factor in the polynomial
algebra P = 2x1     xn is linked by a Steenrod operation to the ﬁrst occurrence
of Lλ as a submodule in P. This Steenrod operation is given explicitly as the
image of an admissible monomial in the Steenrod squares Sqr under the canoni-
cal anti-automorphism χ of the mod 2 Steenrod algebra . The ﬁrst occurrences of
both kinds are also linked to higher degree occurrences of Lλ by elements of the
Milnor basis of .  2001 Elsevier Science
1. INTRODUCTION
This work concerns the action of the mod 2 Steenrod algebra  on the
polynomial algebra P = 2x1     xn, where n is a positive integer which
we ﬁx throughout. In particular, we study the action of the elements χSqr
which correspond to the Steenrod squares Sqr under the canonical anti-
automorphism χ of . We denote by Pd the set of homogeneous polyno-
mials of degree d in x1     xn, together with the zero polynomial, so that
P = ⊕d≥0Pd. This is a direct sum decomposition of P as a 2Mn-module,
where Mn = Mn2 is the semigroup of all n × n matrices over 2, and
Mn acts on the right of P by linear substitutions. Since the action of  on
the left of P commutes with this action of Mn, χSqr	 Pd → Pd+r is a
homomorphism of 2Mn-modules.
There are 2n isomorphism classes of irreducible (simple) 2Mn-
modules Lλ, which are indexed by the set of column 2-regular partitions
λ = λ1     λn, i.e., the set of monotonic decreasing sequences of
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non-negative integers with λi − λi+1 = 0 or 1 for i ≤ n − 1 and λn = 0
or 1 [8–10]. The irreducible module Lλ may be constructed as a quo-
tient module of a suitable Weyl module. It is known that all 2n irreducible
modules occur as composition factors in P [14], and that as an -module
P = ⊕λδλPλ, where the λ-isotypical summand Pλ is an indecompos-
able -module [21], and where δλ = dimLλ, the dimension of Lλ.
It is further known [1, 7] that the ﬁrst (i.e., lowest degree) occurrence of
Lλ is in degree dλ = ∑ni=12λi − 1, where it occurs just once as a
composition factor, and that the ﬁrst occurrence of Lλ as a submodule
is in degree
∑n
i=1 λi2
i−1 [12, 16, 19]. This degree can also be read as dλ′,
where λ′ is the partition conjugate to λ; i.e., λ′k ≥ i if and only if λi ≥ k.
In particular, λ′1 = n. For example, when λ = 2 1 1 we have λ′ = 3 1
and dλ = 5, dλ′ = 8. Note that in writing partitions, we usually sup-
press trailing zeros, and we call the number of nonzero parts of a partition
λ the length of λ.
Since λ is column 2-regular, dλ′ > dλ unless λ = 0 or λ = m
m − 1     2 1, where 1 ≤ m ≤ n. It follows that the ﬁrst occurrence
of Lλ is as a submodule if and only if λ is a 2-core [10, Sec. 2.7]. We
note, however, that for odd primes p there are p-cores (such as (1, 1, 1)
if p ≥ 5) for which the ﬁrst occurrence of the corresponding irreducible
Mnp-module in the polynomial algebra is not as a submodule [5, 12]. If
λ is the maximal column 2-regular partition n n− 1     2 1, then Lλ
is the Steinberg module St [9, 15]; the module St is a projective 2Mn-
module, and so all of its occurrences in P are as direct summands.
Our main result (Theorem 2.3) states that for every λ the ﬁrst occurrence
and the ﬁrst submodule occurrence of Lλ in P are linked by a Steenrod
operation. This operation is given explicitly as the image under χ of an
admissible monomial, that is to say, a composition Sqr1Sqr2 · · · Sqrm in 
with ri ≥ 2ri+1 for 1 ≤ i < m. Here m = λ1. Further results in Section 5
link the ﬁrst occurrences in both senses to certain submodule occurrences
of Lλ in higher degrees. This extends the work of Franjou and Schwartz;
in particular, Theorem 5.1 (i) is essentially the same as [7, Lemma 7.3.2].
For a general n, a few special cases of this linkage between the two
types of ﬁrst occurrence polynomial are already known. Besides the trivial
case λ = n n − 1     2 1, the example λ = n − 1 n − 2     1 1 is
discussed in [20], and it is easy to check that in the case λ = 1     1 of
length n, which corresponds to the determinant representation of Mn, the
link is established by
Sq2
n−1−1 · · · Sq3Sq1x1 · · ·xn =
[
x1 x
2
2     x
2n−1
n
]
in the notation explained below. In this case, the operation χSq2n−n−1
given by Theorem 2.3 is not equal to the admissible monomial
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Sq2
n−1−1 · · · Sq3Sq1 for n > 1, but these elements are equal modulo
elements of higher excess in . In the case λ = n− 1 n− 2     1 1 the
link is provided by χSq2n−1−1 = Sq2n−2 · · · Sq2Sq1. Related work in this
area for odd primes p is being carried out by the ﬁrst author and Minh
[13]; we note that it appears to be a difﬁcult problem even to determine
the ﬁrst occurrence degree for all irreducible representations of Mnp in
the case p > 2.
We shall use the following notation. The partition obtained by removal
of the ﬁrst column from the diagram of λ will be denoted by λ−; thus
λ−i = λi − 1 if λi > 0, and otherwise λ−i = 0. The number of 1’s in the
binary expansion of a positive integer r is denoted as usual by αr, so that
r = 2a1 + 2a2 + · · · + 2ak , where a1 < a2 < · · · < ak and k = αr.
Theorem 2.1 concerns values of r such that αr + dλ − dλ− ≥ n.
Note that dλ − dλ− = ∑ni=1 2λi−1. For these values of r, we evaluate
χSqr on a polynomial vλ which represents the ﬁrst occurrence of Lλ,
in the sense that the submodule of Pdλ generated by vλ has a quotient
module isomorphic to Lλ. The polynomial vλ is a product of Vander-
monde determinants of the form
[
xi x
2
i−1     x
2j
i−j
]
=
∣∣∣∣∣∣∣∣∣
xi xi−1 · · · xi−j
x2i x
2
i−1 · · · x2i−j


  

x2
j
i x
2j
i−1 · · · x2
j
i−j
∣∣∣∣∣∣∣∣∣

We shall generally abbreviate such determinants by listing their diagonal
entries in square brackets, as in this example. We deﬁne vλ = ∏nk=1 vkλ,
where the kth Vandermonde determinant vkλ corresponds to the kth
antidiagonal of the diagram of λ. More precisely, if we consider the diagram
of λ in the usual way as a set of “nodes” or “boxes” indexed by matrix style
coordinates i j such that 1 ≤ i ≤ n and 1 ≤ j ≤ λi, then by the kth antidi-
agonal we mean the set of nodes such that i+ j = k+ 1. If these nodes are
k 1 k − 1 2     k − s + 1 s, then vkλ = xk x2k−1     x2
s−1
k−s+1,
and the antidiagonal has length s. For example, when λ = 2 1 1, vλ =
x1 · x2 x21 · x3 = x31x2x3 + x21x22x3. In general, the leading term of vλ,
i.e., the monomial with highest exponents in the left lexicographic order, is∏n
i=1 x
si
i , where si = 2λi − 1. In the terminology introduced by Singer [17],
such a monomial, in which every exponent has the form 2s − 1, is called a
“spike.” A polynomial which contains a spike cannot be “hit”; i.e., it cannot
be the image of a polynomial of lower degree under a Steenrod operation.
Hence the polynomial vλ is not hit.
In Theorem 2.1 we establish a “level 0 formula,” which gives a sufﬁ-
cient condition for χSqrvλ = 0, and a “level 1 formula,” which gives
a sufﬁcient condition for χSqrvλ to be the product of vλ− with a
742 walker and wood
Vandermonde determinant related to the ﬁrst column of the diagram of λ.
We shall see that Theorem 2.3 follows from these formulae by induction
on the number of columns in the diagram of λ.
A polynomial wλ′ which generates a submodule of Pdλ′ isomorphic
to Lλ was given by Doty and the ﬁrst author in [6, Proposition 1.3],
where it is denoted by θλv0. This result is valid for all primes p. A proof
that this is the ﬁrst occurrence of Lλ as a submodule in P has been
given recently by Tri [19] for p = 2 and has been generalised to all p by
Tri and Minh [12]. At least for p = 2, this result was obtained earlier by
Schwartz; cf. [16, p. 114]. The polynomial is deﬁned by wλ′ = ∏λ1j=1wλ′j,
where wi = x1 x22     x2
i−1
i  for 1 ≤ i ≤ n. Thus wλ′ is a product
of Vandermonde determinants related to the columns of the diagram of
λ. This formula was obtained using Green’s description [8, (5.4d)] of the
highest weight vector of the dual Weyl module (or Schur module) H0λ
as a “bideterminant” in the coordinate ring of the full matrix semigroup
MnK, where K is an inﬁnite ﬁeld of characteristic p. Theorem 2.3 shows
that wλ′ is hit.
This result can be interpreted topologically as follows. Recall (e.g., [21])
that the decomposition P = ⊕λδλPλ of P = H∗P∞ × · · · ×P∞ 2
can be realised by a homotopy equivalence
∑P∞ × · · · × P∞ ∼
∨λδλYλ, which splits the suspension of the product of n copies of inﬁ-
nite real projective space P∞ as a topological sum of spaces Yλ such that
H∗Yλ 2 = Pλ. Theorem 2.3 then states that a certain cohomology
operation is non-zero on the bottom class of H∗Yλ 2.
2. CONJUGATES OF ADMISSIBLE MONOMIALS
ASSOCIATED TO PARTITIONS
We recall some notation from Section 1. By x2a11  x2
a2
2      x
2an
n  we mean
the Vandermonde determinant with the diagonal entries listed. By λ− we
mean the partition whose diagram is obtained by removing the ﬁrst column
from the diagram of λ. By vλ we mean the product ∏nk=1 vkλ, where
vkλ = xk x2k−1     x2
s−1
k−s+1, and s = sk is the number of nodes on
the kth antidiagonal of the diagram of λ, i.e., the maximum j such that
i+ j = k+ 1 and j ≤ λi.
The proofs of the results stated in this section are given in Section 3.
Our results will be statements about polynomials in n variables when λ has
length n. There is no loss of generality, since the projection in Mn which
sends xn to 0 and xi to xi for i < n maps Lλ to zero if λn = 1 and on to
the corresponding 2Mn−1-module Lλ if λn = 0 (cf. [1, Sec. 3]). Hence
we shall always assume that λn = 1.
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Theorem 2.1. Let n be a positive integer, and let λ = λ1     λn be a
column 2-regular partition with λn = 1. Then
χSqrvλ =
{
0 if αr + dλ − dλ− > n,[
x2
a1
1  x
2a2
2      x
2an
n
] · vλ− if αr + dλ − dλ− = n,
where r + dλ − dλ− = 2a1 + · · · + 2an .
The case λ = 1 of Theorem 2.1 is the standard result
χSqrx =
{
x2
b
 if r = 2b − 1, b ≥ 0,
0 otherwise.
(1)
This formula can be proved by using the formula
∑
i+j=r SqiχSqj = 0 in
 and induction on r, given that we know that Sqix2b = x2b+1 if i = 2b, and
Sqix2b = 0 otherwise for i > 0. Using the formula ∑i+j=r χSqiSqj = 0
and induction on k, formula (1) can be generalised to
χSqrx2k =
{
x2
b
 if r = 2b − 2k, b ≥ k,
0 otherwise.
(2)
Formula (2) can be further generalised to give an evaluation of χSqr for
all r on Vandermonde determinants whose exponents are powers of 2. The
next lemma describes the simplest case, which occurs when there are no
gaps in the sequence of exponents.
Lemma 2.2.
χSqr
[
x2
k
1  x
2k+1
2      x
2k+n−1
n
]
=
{
x2k1      x2
k+n−2
n−1  x
2b
n  if r = 2b − 2k+n−1,
0 otherwise.
In evaluating the operations χSqr on polynomials, we shall frequently
make use of the expansion
χSqrfg = ∑
i+j=r
χSqif  · χSqjg (3)
where f g ∈ S. Formula (3) holds because the canonical anti-automorphism
χ of the Hopf algebra  is a coalgebra homomorphism.
Theorem 2.3. Let λ = λ1     λn be a column 2-regular partition with
λn = 1, and let m = λ1. For 1 ≤ k ≤ m, let rk = 2λ′k − 1 −
∑
λi≥k 2
λi−k. Let
wλ′ = ∏mk=1wλ′k, where wi = x1 x22     x2i−1i  for 1 ≤ i ≤ n. Then
χSqr1Sqr2 · · · Sqrmvλ = wλ′
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The sequence r1 r2     rm can be conveniently calculated from the
tableau obtained by inserting integers into the diagram of λ as follows: if
the i λi box is the highest box in its antidiagonal, insert 2i−1 − 1 in that
box and continue down the antidiagonal by doubling the number entered
at each step. The sum of the numbers entered in column k is then rk. It is
clear from this algorithm (or directly from the deﬁnition of rk, since λ′ is
a strictly decreasing sequence) that rk ≥ 2rk+1 for 1 ≤ k ≤ m − 1, so that
Sqr1Sqr2 · · · Sqrm is an admissible monomial in the Steenrod algebra .
Example 2.4. For λ = 3 3 2 2 1 we obtain r1 r2 r3 = 18 9 1
using the tableau shown below.
0 0 0
0 0 1
0 2
4 7
14
The statement of Theorem 2.3 in this case is
χSq18Sq9Sq1(x1 · [x1 x22] · [x1 x22 x43] · [x2 x23 x44] · [x4 x25])
= [x1 x22 x43 x84 x165 ] · [x1 x22 x43 x84] · [x1 x22]
To establish this rule, note ﬁrst that it sufﬁces to prove it for r1, since
r2λ = r1λ−, etc. Since r1 = 2n − 1 −
∑n
i=1 2
λi−1 r1 is the sum of
the entries in the tableau obtained by entering 2i−1 − 1 in the i 1 box
and −2j−2 in all the boxes in the jth column for j > 1. The entries in an
antidiagonal running from the i 1 box up to the i− j+ 1 j box are then
2i−1 − 1−1−2    −2j−2, with sum 2i−1 − 2j−1 = 2j−12i−j − 1, and this
is the number entered in the i 1 box using the procedure described in
the preceding paragraph.
We note the following variant of this rule. If λi+1 = λi, insert 2j−12i − 1
in the i j box of the diagram of λ, and if λi+1 = λi − 1, insert 0. In this
formulation, r1 is the sum of the entries in the last boxes of each row, r2 is
the sum of the entries in the next to last boxes, and so on. The tableau for
Example 2.4 is shown below.
1 2 4
0 0 0
7 14
0 0
0
In Theorem 2.1 the polynomials vλ and χSqrvλ are products of
linear polynomials when r = r1λ. In fact vλ divides χSqr1vλ, as we
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show in Corollary 2.5, and the quotient can be read off from the tableau
given above. The entry 2i−1 − 2j−1 entered in the i 1 box is replaced by
the product of all linear polynomials of the form xi +
∑
k<i ckxk, excluding
those where ck = 0 for 1 ≤ k ≤ i− j.
Corollary 2.5. Let λ be a column 2-regular partition of length n, and
let s = si be the length of the ith antidiagonal in the diagram of λ. Then the
quotient
χSqr1vλ
vλ =
n∏
i=1
∏
c
c1x1 + · · · + ci−1xi−1 + xi
where for each i the product is over all vectors c = c1     ci−1 ∈ i−12 such
that ck = 1 for some k such that k ≤ i− si.
This result is most easily illustrated by the case λ = 1 1     1, where
vλ = x1x2 · · ·xn and χSqr1vλ = x1 x22     x2
n−1
n . In this case ji =
1 for 1 ≤ i ≤ n, and the quotient is the product of all linear polynomials
except the monomials x1 x2     xn.
3. PROOFS FOR SECTION 2
Proof of Lemma 2.2. The proof is by induction on n, the base case n = 1
being formula (2). Using formula (3) and the cofactor expansion of the
determinant by the last row, we have
χSqr
[
x2
k
1 x
2k+n−1
n
]
= ∑
i+j=r
∑
χSqi
[
x2
k
1 x
2k+n−2
n−1
]
·χSqj
(
x2
k+n−1
n
)

where the internal sum is over the n similar terms in the expansion. In
each term, the ﬁrst factor is zero by the induction hypothesis unless i =
2a − 2k+n−2, where a ≥ k + n − 2, and the second factor is zero unless
j = 2b − 2k+n−1, where b ≥ k + n − 1. Thus χSqr evaluates to zero as
required unless r + 2k+n−1 + 2k+n−2 = 2a + 2b, and in this case each such
ordered pair a b gives a summation
∑[
x2
k
1 x
2k+1
2 x
2k+n−3
n−2 x
2a
n−1
]
·x2bn =
[
x2
k
1 x
2k+1
2 x
2k+n−3
n−2 x
2a
n−1x
2b
n
]
 (4)
If a = b the last two rows of this determinant are equal and so it is zero.
Otherwise if a ≥ k+ n− 1 the determinant given by the pair b a cancels
the term given by a b, so that again χSqr evaluates to zero as required.
In the remaining case a = k+ n− 2 we have r = 2b − 2k+n−1 and the right
hand side of (4) gives the evaluation of χSqr required in the induction.
This completes the proof of Lemma 2.2.
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Proof of Theorem 2.1. The proof is by induction on the length n of the
partition λ. To carry out the inductive step we remove the lowest antidiago-
nal of the diagram of λ to leave the diagram of a column 2-regular partition
µ of length n− 1. Let the length of this antidiagonal be s, so that
µi =
{
λi if i ≤ n− s,
λi − 1 if i > n− s.
Then vλ = vnλvµ and dλ − dλ− = 2s−1 + dµ − dµ−.
We ﬁrst prove the “level 0” case; i.e., χSqrvλ = 0 if αr + dλ −
dλ− > n. Using formula (3) and Lemma 2.2 we have
χSqrvλ = ∑
k≥s−1
[
xn x
2
n−1     x
2s−2
n−s+2 x
2k
n−s+1
]
· χSqr−2k+2s−1vµ
For k ≥ 0, we have αr − 2k + 2s−1 + dµ − dµ− = αr − 2k + dλ −
dλ− > n− 1. Hence the second factor in each term is zero by the induc-
tion hypothesis. This completes the induction in this case.
For the “leve1 1” induction argument, we assume that r + dλ −
dλ− = 2a1 + · · · + 2an , where a1 < a2 < · · · < an. Hence
αr − 2k + 2s−1 + dµ − dµ− = n− 1 if k = ai 1 ≤ i ≤ n
> n− 1 otherwise
Using formula (3), and the inductive hypothesis on µ, it follows that
χSqrvλ =
n∑
i=1
[
xn x
2
n−1     x
2s−2
n−s+2 x
2ai
n−s+1
] · χSqr−2ai+2s−1vµ
By the inductive hypothesis on µ, since αr − 2k + 2s−1 + dµ − dµ− =
n− 1 if k = ai,
χSqr−2ai+2s−1vµ = [x2a11      x2ai−1i−1  x2ai+1i      x2ann−1] · vµ−
Since vλ− = xn−1 x2n−2     x2
s−2
n−s+1 · vµ−, it remains to prove the
identity
n∑
i=1
[
xn x
2
n−1     x
2s−2
n−s+2 x
2ai
n−s+1
] · [x2a11      x2ai−1i−1  x2ai+1i      x2ann−1]
= [x2a11      x2ann ] · [xn−1 x2n−2     x2s−2n−s+1] (5)
In the case s = 1, this is simply the expansion of the determinant
x2a11      x2
an
n  by the column containing powers of xn. To prove (5)
for s > 1, we expand the ﬁrst factor in each summand on the left
hand side using the row containing the 2ai powers of the variables xj ,
n− s + 1 ≤ j ≤ n. For each i, the coefﬁcient of x2aij in the ith summand is
linking ﬁrst occurrence polynomials 747
independent of i and can be taken outside the summation. For j = n this
coefﬁcient is xn−1 x2n−2     x2
s−2
n−s+1. Since
n∑
i=1
x2
ai
j
[
x2
a1
1      x
2ai−1
i−1  x
2ai+1
i      x
2an
n−1
] =
{
x2a11      x2
an
n  if j = n,
0 if j < n,
we obtain (5).
This completes the proof of Theorem 2.1.
Proof of Theorem 2.3. This follows from Theorem 2.1 by induction on
m = λ1, the number of columns in the diagram of λ. In the base case
λ1 = 1, λ = 1 1     1 (n 1’s), r = r1 = 2n − 1− n and λ− = 0, so that
r + dλ − dλ− = 2n − 1 = 20 + 21 + · · · + 2n−1. Thus Theorem 2.1 gives
χSqrx1x2 · · ·xn = x1 x22     x2
n−1
n .
Since riλ = ri−1λ− for 2 ≤ i ≤ m, the inductive step reduces to show-
ing that
χSqrm · · ·χSqr2[x1 x22     x2n−1n ]vλ−
= [x1 x22     x2n−1n ]χSqrm · · ·χSqr2vλ−
where n = λ′1 is the length of λ. Now r2 + dλ− = 2λ
′
2 − 1 + dλ−−,
and λ′2 < λ
′
1 = n; hence r2 < 2n−1. Since r1 r2     rλ1 is a strictly decreas-
ing (in fact admissible) sequence, rk < 2n−1 for all k > 1.
The inductive step now follows from Lemma 2.2 and the coproduct for-
mula (3), since χSqrx1 x22     x2
n−1
n  = 0 for 0 < r < 2n−1.
Proof of Corollary 2.5. Let µ denote the partition obtained by remov-
ing the last antidiagonal from the diagram of λ, and let φλ =
χSqr1vλ/vλ. Then by Theorem 2.1,
φλ
φµ =
x1 x22     x2
n−1
n 
x1 x22     x2
n−2
n−1
· vλ
−
vµ− ·
vµ
vλ 
Now x1 x22     x2
n−1
n /x1 x22     x2
n−2
n−1 =
∏
cc1x1 + · · · + cn−1xn−1 +
xn, where the product is over all vectors c = c1     cn−1 ∈ n−12 .
Also vλ/vµ = vnλ, and vλ−/vµ− = vn−1λ−. But vnλ is the
Vandermonde determinant
vnλ =
[
xn x
2
n−1     x
2s−1
n−s+1
]

where s = sn is the length of the nth antidiagonal in λ. Hence
vnλ/vn−1λ− is the product of all 2s−1 linear polynomials xn+
cn−1× xn−1 + · · · + cn−s+1xn−s+1. Corollary 2.5 now follows by induc-
tion on n.
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4. RELATION WITH REPRESENTATION THEORY
Since the action of  on the left of P commutes with the action of Mn
on the right, and the “bideterminant” polynomial wλ generates a sub-
module of Pdλ
′ isomorphic to Lλ [6], Theorem 2.3 has the following
representation theoretic consequence.
Proposition 4.1. For every column 2-regular partition λ, the 2Mn-
submodule of Pdλ generated by vλ has a quotient module isomorphic
to Lλ.
In this sense, the polynomial vλ is a representative polynomial for the
ﬁrst occurrence of Lλ as a composition factor in P. However, it has been
known for some years that the spike sλ = x2λ1−11 · · ·x2
λn−1
n has the same
property. This is implicit in the work of Carlisle and Kuhn [1] who identify
a subquotient Tλ′ of Pdλ which is isomorphic to the tensor product of
exterior powers of the natural module 'λ
′
1 ⊗'λ′2 ⊗ · · ·⊗'λ′m , wherem = λ1.
We next introduce a natural combinatorial notion which relates the
Steenrod algebra action on the polynomial algebra P to modular repre-
sentation theory. For this, we use the term ω-vector introduced in [23], in
preference to the terms “weight vector” or “column sum vector” used in
[2, 20, 22].
Deﬁnition 4.2. Let p be a prime and let s = s1 s2     sn be a
sequence of non-negative integers. The base p ω-vector of s, ωs =
ω1sω2s   , is obtained by ﬁrst writing each si in base p as
si =
∑
j≥1 si jpj−1, where 0 ≤ si j ≤ p − 1, and then adding these base p
expansions without “carries”; i.e., ωjs =
∑n
i=1 si j . Given an ω-vector ω,
the degree of ω is the integer dω = ∑ni=1 si = ∑j≥1ωjpj−1. There is a
canonical bijection between the set of base p ω-vectors of degree d and
the set of partitions of d all the parts of which are powers of p, which
associates with ω the partition with ωj parts equal to pj−1 for all j ≥ 1.
By analogy with partitions, we also deﬁne the length l = lω to be the
least integer such that ωj = 0 for all j > l, and we identify ω1     ωl
with ω1     ωl 0   . We also deﬁne the height h = hω to be the
sum h = ∑lj=1ωj . By the ω-vector of a monomial ∏ni=1 xsii we mean the
ω-vector of its sequence of exponents s = s1 s2     sn.
The set of base p ω-vectors is partially ordered by dominance. Given
ω-vectors ρ and σ , we say that ρ dominates σ , and write ρ  σ or σ  ρ,
if and only if
∑k
i=1 p
i−1ρi ≥
∑k
i=1 p
i−1σi for all k ≥ 1. If ρ and σ have the
same degree, then an equivalent condition is that ρ can be transformed into
σ by a ﬁnite sequence of steps, in each of which, for some i, p is subtracted
from the ith component and 1 is added to the i+ 1th component. (These
steps correspond in an obvious way to the “carries” which take place in
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addition in base p.) Since the height of the ω-vector is reduced by p− 1 at
each step, it follows that if ω  ω′ then hω > hω′. We also observe that
the height of an ω-vector of degree d lies in the range αd ≤ hω ≤ d,
where αd is the sum of the digits of the base p expansion of d, and
h = hω takes all values in this interval such that h ≡ d mod p− 1. The
dominance order on ω-vectors is compatible with left lexicographic order;
i.e., if p  σ then p > σ ; i.e., σ precedes ρ in left lexicographic order.
Example 4.3. The lattice of base 2 ω-vectors of degree 7 is shown
below.
7
↓
5 1
↓
3 2
↙ ↘
1 3 3 0 1
↘ ↙
1 1 1
In the case n = 1, the ω-vector of an integer s is the sequence of digits of
the base p expansion of s, written in order of ascending powers of p. Thus
ωs + t = ωs + ωt if no “carries” occur when s and t are added in
base p, and otherwise ωs + t ≺ ωs + ωt. Since the variables behave
independently when two monomials are multiplied, the following lemma is
clear.
Lemma 4.4. Let f = xs11 · · ·xsnn and g = xt11 · · ·xtnn be monomials in
x1     xn. Then
ωf · g  ωf  +ωg
with equality if and only if no carries occur in adding the base p expansions
of si and ti for 1 ≤ i ≤ n. In the case p = 2, equality holds if and only if the
binary expansions of si and ti are disjoint for all i.
We next outline the connection between ω-vectors and representations.
For an inﬁnite ﬁeld K of characteristic p, the submodule structure of the
module PdK of homogeneous polynomials of degree d in n variables
over K as a KMnK-module is determined by the ω-vectors of degree d;
cf. [4; 6, Remark 0.2]. More precisely, the monomials with a given ω-vector
p of degree d, modulo the linear span of all monomials with ω-vectors
σ ≺ ρ, span aMnK composition factor in PdK. This composition factor,
with the scalars restricted to p, gives a subquotient module Tρ of Pd =
Pdp. Thus the lattice of ω-vectors of degree d is isomorphic to a lattice
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of pMn-submodules of Pd which serves as a ﬁrst approximation to its
submodule structure. Further, the ω-vectors are compatible with the action
of the Steenrod algebra, in the sense that any Steenrod operation of positive
degree maps a monomial with ω-vector ρ to a polynomial in the linear span
of the monomials with ω-vector σ < ρ in the left lexicographic order [2].
From this point until the end of the paper, we return to the case p = 2
and write “ω-vector” to mean “base 2 ω-vector.”
Proposition 4.5. Let λ be a column 2-regular partition. Then the ω-vector
of the spike monomial sλ is the partition λ′ conjugate to λ, and the polyno-
mial vλ is the sum of sλ and monomials f such that ωf  ≺ λ′.
Proof. A monomial f occurring in vλ = ∏nk=1 vkλ is a product f =
f1 · · · fn where fk is a term in the Vandermonde determinant vkλ. By
Lemma 4.4, ωf   ∑nk=1ωfk, with equality if and only if no carries
occur in adding the exponents of any variable when the monomials fk are
multiplied. We note that ωfk is the vector 1     1 of length sk, the
length of the kth antidiagonal of the diagram of λ. Thus
∑n
k=1ωfk = λ′.
The spike monomial sλ is the product of the diagonal terms of the vkλ’s,
and clearly ωsλ = λ′. To see that carries must occur for all other terms
in the product, write
vkλ =
[
xk x
2
k−1     x
2s−1
k−s+1
] =
∣∣∣∣∣∣∣∣∣
xk−s+1 x
2
k−s+1 · · · x2
s−1
k−s+1


  

xk−1 x
2
k−1 · · · x2
s−1
k−1
xk x
2
k · · · x2
s−1
k
∣∣∣∣∣∣∣∣∣
so that the antidiagonal in the determinant corresponds to the kth antidi-
agonal in the diagram of λ. In selecting a term from this determinant as
fk, it is clear that carries will arise for some variable if any entry above the
antidiagonal is selected. Hence ωf  ≺ λ′.
Proposition 4.6. For every column 2-regular partition λ, the submodule
of Tλ′ generated by vλ is isomorphic to the Weyl module V λ.
Proof. Recall that Tλ′ is the 2Mn-module with 2-basis given by
the set of all monomials f ∈ Pdλ with ωf  = λ′, working modulo the 2-
subspace spanned by all monomials g with ωg ≺ λ′. An isomorphism of
2Mn-modules from Tλ′ to 'λ′1 ⊗ 'λ′2 ⊗ · · · ⊗ 'λ′k is given by mapping
the monomial
∏
i x
si
i to
∏n
i=1 x
si 1
i ⊗ · · · ⊗ x
si k
i , where si =
∑
j≥1 si j2j−1 with
all si j = 0 or 1. Here we have identiﬁed the dth exterior power 'd with
Pd/Pd ∩ x21     x2n. The spike monomial sλ corresponds to the element
x1 · · ·xλ′1 ⊗ · · · ⊗ x1 · · ·xλ′k . With our identiﬁcation of the exterior powers,
this corresponds to the standard generating element for the Weyl module
V λ given in [10, Chap. 8]. Thus the submodule of Tλ′ generated by the
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equivalence class of sλ is isomorphic to V λ. By Proposition 4.5, we may
replace sλ by vλ.
Remark 4.7. Propositions 4.1 and 4.5 together provide a “topological”
proof that the 2Mn-submodule of Pdλ generated by sλ has a quotient
module isomorphic to Lλ. This argument does not require the use of
the Weyl module, but only the submodule structure of Pdλ given by the
ω-vectors.
Remark 4.8. The factorisation
χSqr1 · · · Sqrm = χSqrm · · ·χSqr1
of the Steenrod operation linking the top composition factor of this Weyl
module subquotient of Pdλ to a submodule of Pdλ
′ gives a factorisation
of length m = λ1 of the projection V λ → Lλ of 2Mn-modules. It
would be interesting to know if the resulting ﬁltration of V λ reveals useful
information about the structure of the Weyl module.
The next result provides a further comparison between the spike mono-
mial sλ and the polynomial vλ.
Proposition 4.9. The submodule of Pdλ generated by the polynomial
vλ is contained in the submodule generated by the spike monomial sλ.
Note that these two modules are not equal in general. For example, when
λ = 2 1 the spike monomial sλ = x3y generates the whole of P4, but
the polynomial vλ = x3y + x2y2 generates a two-dimensional submodule
isomorphic to L2 1.
In the proof of Proposition 4.9, we use the following combinatorial
lemma.
Lemma 4.10. If f ∈ 2x2     xn and 1 ≤ s ≤ n, then the 2Mn-
submodule of P generated by x2
s−1
1 · f contains x1 x22     x2
s−1
s  · f .
Proof. For each subset I =  i1     ir! ⊆  1 2     s!, deﬁne the
transvection tI 	 P → P by x1 #→ xi1 + · · · + xir and xi #→ xi for all i > 1.
The sum
∑
I tI is an element of the group algebra 2Mn which maps
x2
s−1
1 · f to x1 x22     x2
s−1
s  · f . Since the variables x2     xn which can
occur in f are unchanged by tI for all I, this will follow from the equation
[
x1 x
2
2     x
2s−1
s
] =∑
I
(∑
i∈I
xi
)2s−1
 (6)
To prove this formula, note that a monomial involving only xi1    
xir will appear with the same coefﬁcient in all the terms 
∑
j∈J xj2s−1
where I ⊆ J ⊆  1 2     s!, and in no other terms of (6). Since there
are 2s−r such subsets J, these terms cancel unless r = s. The terms which
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remain are the terms of x1 + · · · + xs2s−1 which involve all the variables
x1     xs. Since x1 + · · · + xs2s−1 =
∏s−1
j=0x2
j
1 + · · · + x2
j
s , these terms
give x1 x22     x2
s−1
s .
The following example shows how to apply Lemma 4.10 to a column 2-
regular partition λ, so as to generate vλ from sλ.
Example 4.11. Let λ = 3 3 2 2 1, so that sλ = x7y7z3t3u and
vλ = xx y2x y2 z4y z2 t4t u2.
Begin by permuting the variables, so as to work with the spike
u3t7z7y3x. Apply Lemma 4.10 ﬁrst with x1 = y and s = 2, to gener-
ate y x2 · u3t7z7x = z7 · u3t7y x2x, then with x1 = z and s = 3, to
generate z y2 x4 · u3t7y x2x, then with x1 = t and s = 3, to gener-
ate t z2 y4 · u3z y2 x4y x2x, and ﬁnally with x1 = u and s = 2, to
generate vλ.
Proof of Proposition 4.9. We ﬁrst observe that the (multi)set of lengths
of the antidiagonals of a column 2-regular partition is equal to the
(multi)set of lengths of the rows. To see this, notice that it is obviously true
for a “triangular” partition s s − 1     1, and that removal of the low-
est antidiagonal from the diagram of a 2-column regular partition modiﬁes
only such a triangular part at the bottom of the diagram. Hence the spike
monomial sλ = x2sn−1n x2
sn−1−1
n−1 · · ·x2
s1−1
1 , where sk is the length of the kth
antidiagonal of the diagram of λ, can be obtained from sλ by a suitable
permutation of the variables. We can now obtain vλ from s˜λ by n− 1
applications of Lemma 4.10, following the method of Example 4.11.
5. MILNOR BASIS ELEMENTS ASSOCIATED TO PARTITIONS
In this section we show that the ﬁrst occurrence polynomial vλ for
each irreducible module Lλ and the ﬁrst submodule occurrence polyno-
mial wλ′ for Lλ are linked to the polynomial pλ′ = w21w42 · · ·w2
m
m ,
where m = λ1 and wj = wλ′j, by elements of  which are systematically
described in terms of λ. In this way we obtain a second proof that vλ
generates the ﬁrst occurrence of Lλ which is independent of Theorem
2.3 and of the construction of Weyl modules, but which does depend on
the arguments of [6] to identify wλ′ as the generator of a submodule
isomorphic to Lλ.
We shall associate to a partition λ (which need not be column 2-
regular) a corresponding element of  which we call a Milnor spike. If
λ = λ1     λn, then this is the Milnor basis element SqR, where
R = 2λ1 − 1     2λn − 1. By the results of [3], a Milnor spike is an
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admissible monomial in . For example, if λ = 3 3 2 2 1 then the cor-
responding Milnor spike is Sq7 7 3 3 1 = Sq73Sq33Sq13Sq5Sq1, and for
λ′ = 5 4 2 it is Sq31 15 3 = Sq73Sq21Sq3.
Theorem 5.1. Let λ = λ1     λn be a partition, and let
pλ′ =
m∏
j=1
wλ′j2
j

where ws is the determinant x1 x22     x2
s
s  and λ′ = λ′1     λ′m is the
conjugate of λ. Then
(i) for all λ,
Sq2λ1 − 1     2λn − 1sλ = pλ′
(ii) if λ is column 2-regular, then
Sq2λ1 − 1     2λn − 1vλ = pλ′
(iii) if λ is column 2-regular, then
Sq2λ′1 − 1     2λ′m − 1wλ′ = pλ′
Remark 5.2. In fact our proof of Theorem 5.1 will show that we can
omit the ﬁrst terms 2λ1 − 1 and 2λ′1 − 1 in these formulae and replace pλ′
by its square root
∏m
j=1wλ′j2
j−1
. This corresponds to omitting the highest
Steenrod square (Sq73 in the example λ = 3 3 2 2 1) in the admissible
monomial forms of Sq2λ1 − 1     2λn − 1 and Sq2λ′1 − 1     2λ′m − 1,
which merely squares the above polynomial to obtain pλ′. In this form,
(i) was ﬁrst proved by Franjou and Schwartz [7, Lemma 7.3.2].
The proof of parts (i) and (ii) of Theorem 5.1 is based on the Cartan
formula for Milnor basis elements. By this we mean the following.
Lemma 5.3. For a Milnor basis element SqR = Sqr1     rn and poly-
nomials f g ∈ P,
SqRf · g = ∑
S+T=R
SqSf · SqT g
where the sum is over all sequences S = s1     sn and T = t1     tn of
non-negative integers such that ri = si + ti for 1 ≤ i ≤ n.
Lemma 5.3 is well known. It follows from the coproduct formula
ψSqR = ∑S+T=R SqS ⊗ SqT , and it may be regarded as a spe-
cial case of the Leibniz formula [22, Lemma 2.19] for linear differential
operators.
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Specialising to the case f = g, the terms SqSf · SqT f and SqT f ·
SqSf in the summation cancel each other unless S = T . This gives the
following result.
Corollary 5.4. Let SqR = Sqr1     rn be a Milnor basis element
and let f ∈ P be a polynomial. Then
SqRf 2 =


SqSf 2 where S = s1     sn, if ri = 2si
for 1 ≤ i ≤ n,
0 otherwise.
This result may be written concisely in the form Sq2Sf 2 = SqSf 2.
More generally, we write equations such as R = S + 2T between sequences
to mean that ri = si + 2ti for 1 ≤ i ≤ n. Using this notation, we may com-
bine Lemma 5.3 and Corollary 5.4 as follows.
Corollary 5.5. Let SqR = Sqr1     rn be a Milnor basis element
and let f = g · h2 ∈ P be a polynomial. Then
SqRf = ∑
S+2T=R
SqSg · SqT h2
The special case λ = 1     1 (n 1’s) of Theorem 5.1 (i) is well known.
It can be proved either by writing Sq1     1 = Sq2n−1 · · · Sq3Sq1 and
using induction, or by using the following combinatorial formula for evalu-
ating a Milnor basis element on a product of distinct variables.
Lemma 5.6. The action of the Milnor basis element SqR = Sqr1
r2     rt on a product of d distinct variables for d ≥
∑
i ri is given by
SqRy1 · · · yd =
∑
β
y2
β1
1 · · · y2
βd
d 
where the sum runs over all sequences β = β1     βN of non-negative
integers containing exactly ri terms equal to i for 1 ≤ i ≤ t, all remaining
terms in the sequence β being equal to 0.
To prove this lemma, we recall the deﬁnition of the Milnor basis of .
The dual ∗ of  is a polynomial algebra over 2 with generators ξt of
degree 2t − 1 for t ≥ 1. The element ξt is the dual of the admissible mono-
mial Sq2
t−1 · · · Sq4Sq2Sq1 with respect to the admissible monomial basis of
, and the Milnor basis element SqR = Sqr1 r2     rt is the dual of
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the ordinary monomial ξR = ξr11 · · · ξrtt with respect to the ordinary mono-
mial basis of ∗. Now Lemma 5.6 is obtained by taking 9 = SqR in the
following general formula.
Lemma 5.7 [18, Proposition 18.18]. For any 9 ∈ ,
9y1 · · · yN =
∑
β
%9 ξβ&y2
β1
1 · · · y2
βN
N 
where β runs over all sequences β = β1     βN of non-negative integers
and ξβ = ξβ1 · · · ξβN .
In the special cases where R = r1 r2    is a sequence with every ri = 0
or 1 and
∑
i ri = n or n − 1, the summation given by Lemma 5.6 can be
expressed as a Vandermonde determinant. This gives the following result.
Proposition 5.8. Let R = r1 r2    where ri = 1 if i = b1     bm and
ri = 0 otherwise. Then if m = n
SqRx1 · · ·xn =
[
x2
b1
1      x
2bn
n
]

and if m = n− 1 then
SqRx1 · · ·xn =
[
x1 x
2b1
2      x
2bn−1
n
]

Proof of Theorem 5.1(i). Write sλ = f · g2 where f = x1 · · ·xn and
g = sλ−. Applying the Cartan formula 5.3 with R = 2λ1 − 1     2λn − 1,
and using Corollary 5.4, the only nonzero term in the summation
is given by writing R = S + 2T where S = 1     1 (n 1’s) and
T = 2λ1−1 − 1     2λn−1 − 1. This is because S must contain n odd
terms, and if any of these terms si > 1 then SqS has excess
∑
i si > n,
so that SqSx1 · · ·xn = 0. The result now follows from the special case
Sq1     1x1 · · ·xn = x21 x42     x2
n
n  = wn2, which we obtain from
Proposition 5.8, together with induction on the number of columns in the
diagram of λ.
Theorem 5.1(i) can also be regarded as a special case of the following
relation between monomials in the polynomial algebra P and Milnor basis
elements in the Steenrod algebra .
Theorem 5.9. Let xs11 · · ·xsnn be a monomial in P of degree d =
∑n
i=1 si
with ω-vector σ . Let R = r1     rt be a ﬁnite sequence of non-negative
integers with ω-vector ρ.
(i) If ρ ' σ , i.e., σ does not dominate ρ, then SqRxs11 · · ·xsnn  = 0.
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(ii) If R0 = r0 r1     rt is a ﬁnite sequence of non-negative integers
with sum d and ω-vector ρ = σ , then
SqRxs11 · · ·xsnn  =
m∏
k=1
:2
k−1
k 
where m is the length of σ and :k = x2
j1
i1
     x2
jκ
iκ
 is the Vandermonde
determinant of order κ = ρk = σk deﬁned by the subsequences si1     siκ
of s1     sn and rj1     rjκ of R0 consisting of the terms whose kth binary
place is 1.
Example 5.10. From Example 4.3 we note that ρ = 1 3 is not dom-
inated by σ = 3 0 1, although ρ precedes σ in left lexicographic order.
Using the tables
r0 1 1
r1 0 1
r2 0 1
ρ 1 3
x 1 0 1
y 1
z 1
σ 3 0 1
r0 1
r1 1 0 1
r2 1
ρ 3 0 1
we obtain Sq2 2x5yz = 0, using (i), and Sq5 1x5yz = x y2 z4 ·
x42, using (ii). Since Sq6Sq2 = Sq2 2 + Sq5 1, we deduce Sq6Sq2
x5yz = x8x y2 z4, which can be checked by the Cartan formula.
Proof of Theorem 5.9(i). The hypothesis p ' σ is equivalent to the
statement that for some k ≥ 1 we have ∑kj=1 2j−1σj <∑kj=1 2j−1ρj .
Let si = ui + 2kvi, where 0 ≤ ui ≤ 2k for 1 ≤ i ≤ n. Then the monomial
f = xs11 · · ·xsnn can be written as f = g · h2
k
, where g = xu11 · · ·xunn and
h = xv11 · · ·xvnn . By Corollary 5.5,
SqRf = ∑
A+2kB=R
SqAg · SqBh2k
where the sum is over all decompositions of R = r1     rt as R = A +
2kB, where A = a1     at, B = b1     bt and ri = ai + 2kbi for 1 ≤
i ≤ t. By deﬁnition of the ω-vectors σ and ρ, we have∑ni=1 ui =∑kj=1 2j−1σj
and
∑t
i=1 ai ≥
∑k
j=1 2
j−1ρj . Thus for some k we have
∑t
i=1 ai >
∑n
i=1 ui by
hypothesis. However,
∑n
i=1 ui is the degree of the monomial g, and
∑t
i=1 ai
is the excess of the Milnor basis element SqA. Hence SqAg = 0, and
it follows that SqRf = 0 as required.
Proof of Theorem 5.9(ii). The proof is by induction on the length m of
the ω-vector σ , the case m = 1 being given by Proposition 5.8. In the case
r0 = 0 we use the case m = n of Proposition 5.8 at each stage, and in
general we use the case m = n of Proposition 5.8 at the kth stage of the
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induction if r0 has a 0 in the kth binary place, and the case m = n − 1 of
Proposition 5.8 if r0 has a 1 in the kth binary place.
For simplicity we give the details for the case r0 = 0, leaving the modi-
ﬁcations indicated above to the reader. Let si = ui + 2vi where ui = 0 or
1 for 1 ≤ i ≤ n, so that f = xs11 · · ·xsnn can be written as f = g · h2, where
g = xu11 · · ·xunn and h = xv11 · · ·xvnn . Then
∑n
i=1 ui = σ1 and the monomial
h has ω-vector σ2     σm. By Lemma 5.3, SqRf =
∑
A+2B=R SqAg ·
SqBh2, where the sum is over all decompositions of R = 0 r1     rt
as R = A + 2B, where A = 0 a1     at, B = 0 b1     bt, and ri =
ai + 2bi for 1 ≤ i ≤ t. The sequence A contains ρ1 = σ1 odd numbers, and
the excess of SqA is ∑ni=1 ai ≥ σ1 = degg, with equality occurring if
and only if all ai’s are equal to 0 or 1. Thus the summation in the Cartan
formula above reduces to the single term SqRf = SqAg · SqBh2,
where A is a sequence of 0’s and 1’s containing exactly ρ1 = σ1 1’s, and B
is a sequence with ω-vector ρ2     ρm = σ2     σm. The result now
follows by applying the induction hypothesis to evaluate SqBh and using
Proposition 5.8 to evaluate SqAg.
Proof of Theorem 5.1(ii). By Proposition 4.5, if the monomial f occurs
in vλ and f '= sλ, then ωf  ≺ λ′. Hence by Theorem 5.9(i)
Sq2λ1 − 1     2λn − 1vλ = Sq2λ1 − 1     2λn − 1sλ. This com-
pletes the proof of Theorem 5.l(ii).
We prove part (iii) of Theorem 5.1 by expressing the Milnor spike
Sq2λ′1 − 1     2λ′m − 1 as an admissible monomial Sqt1Sqt2 · · · Sqtm , where
m = λ1 tm = 2λ′m − 1, and ti = 2ti+1 + 2λ′i − 1 for 1 ≤ i < m. Hence we
need to evaluate the operations Sqr on the Vandermonde determinant
wn = x1 x22     x2
n−1
n . This is a straightforward calculation using the
Cartan formula, beginning from the fact that Sqrx2n = x2n+1 if r = 2n and
Sqrx2n = 0 otherwise for r > 0. The result is as follows.
Lemma 5.11. If r = 2n − 2j , 0 ≤ j ≤ n, then
Sqrwn = [x1 x22     x2j−1j  x2j+1j+1      x2nn ]
and Sqrwn = 0 otherwise.
Proof of Theorem 5.1(iii). We shall argue by induction on m = λ1. For
0 ≤ i ≤ m, let
Wiλ′ = wλ′1 · · ·wλ′iwλ′i+12 · · ·wλ′m2
m−i

Thus W0λ′ = pλ′ and Wmλ′ = wλ′. We assume as inductive hypoth-
esis on j that Sqtj Wjλ′ = Wj−1λ′ for j > i, and prove this for j = i.
It follows from Lemma 5.11 that Sqrwn2i = 0 unless r = 2i2n − 2j,
where 0 ≤ j ≤ n. The largest of these values, equal to the degree of wn2i ,
is 2i2n − 1.
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Since
ti =
m∑
k=i
2k−i2λ′k−1 (7)
is the sum of the degrees of wλ′i wλ′i+12     wλ′m2
m−i
, one term in the
evaluation of SqtiWiλ′ using the Cartan formula is Wi−1λ′. We shall
complete the proof by using Lemma 5.11 to show that no other nonzero
terms arise from the Cartan formula expansion of SqtiWiλ′. Thus we
have to consider the possible ways to write ti as a sum of the form
ti =
i−1∑
k=1
2λ′k − 2jk +
m∑
k=i
2k−i2λ′k − 2jk (8)
where 0 ≤ jk ≤ λ′k for 1 ≤ k ≤ m. Equating (7) and (8) and simplifying, we
obtain
i−1∑
k=1
2λ
′
k +
m∑
k=i
2k−i =
i−1∑
k=1
2jk +
m∑
k=i
2k−i · 2jk  (9)
Since the partition λ is column 2-regular, the sequence λ′ = λ′1     λ′i    
λ′m is strictlydecreasing, andhence λ′1+ 1     λ′i + i     λ′m+m ismono-
tonedecreasing. Thus λ′i−1 > λ
′
i ≥ λ′m+m− i > m− i. Hence the m powers
of 2 on the left side of (9) are all distinct. It follows that the m powers of
2 on the right side of (9) are all distinct and are in fact a permutation of
the terms on the left side.
We shall show that the only permutation which satisﬁes the conditions
0 ≤ jk ≤ λ′k for 1 ≤ k ≤ m is the known solution given by jk = λ′k for
1 ≤ k ≤ i − 1 and jk = 0 for i ≤ k ≤ m, which corresponds to (7). For
k ≥ i we have k − i ≤ jk + k − i ≤ λ′k + k − i ≤ λ′i < λ′i−1, and hence
k − i ≤ jk + k − i ≤ m − i, since we must obtain a permutation of the
exponents on the left of (9). Working recursively downwards from k = m,
these conditions force us to take jk = 0 for i ≤ k ≤ m. The remaining
integers j1     ji−1 must therefore be a permutation of λ
′
1     λ
′
i−1. Since
jk ≤ λ′k for all k, we can continue to work recursively downwards from
k = i − 1 to k = 1 to obtain jk = λ′k in this range. Thus there is no other
permutation which will satisfy the conditions 0 ≤ jk ≤ λ′k for 1 ≤ k ≤ m.
This completes the proof of Theorem 5.l(iii).
As an application of Theorem 5.1(i), we obtain a reﬁnement of part of
the main theorem of [1]. For this, we note (see [11]) that in the case where
λ is a column 2-regular partition, the Milnor spike Sq2λ1 − 1     2λn − 1
is the unique element of highest degree in a ﬁnite Hopf subalgebra λ
of . The set of Milnor basis elements SqR with ri ≤ 2λi − 1 is a basis
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for the subalgebra λ. In the case λ = n n− 1     1λ is the well-
known subalgebra generated by Sq1 Sq2     Sq2
n−1
and is usually denoted
by n− 1.
The theorem of Carlisle and Kuhn states inter alia that for a column 2-
regular partition λ = λ1     λl of length l ≤ n, the indecomposable -
summand Peλ of P which corresponds to the occurrences of Lλ as a
composition factor in P is free as a module over the subalgebra m if
and only if λ1 > m. Here eλ ∈ 2Mn is a primitive idempotent such that
2Mneλ is the projective cover of Lλ. It would be interesting to know
whether Peλ is a free λ-module for all λ. For the case λ = n n −
1     1, it was noted in [1] that this is a consequence of the earlier work
of Mitchell and Priddy on the Steinberg summand [15]. The following result
is a step in this direction.
Proposition 5.12. For every column 2-regular partition λ, the spike
monomial sλ generates a free λ-submodule of the polynomial algebra P,
where λ is the Hopf subalgebra of  whose highest degree element is the
Milnor basis element Sq2λ1 − 1     2λn − 1.
Proof. Since the subalgebra λ satisﬁes Poincare´ duality, if 9 ∈ λ
and 9 '= 0 then there is an element @ ∈ λ such that @ ◦9 = Sq2λ1 −
1     2λn − 1. It follows from Theorem 5.1(i) that 9sλ '= 0.
Remark 5.13. In conclusion, we remark that these results raise some
interesting questions about the structure of the Steenrod algebra  itself.
In particular, is it true that
Sq2λ′1−12λ′m−1χSqr1Sqr2 ···Sqrm=Sq2λ1−12λn−1 (10)
for every column 2-regular partition λ, where r1     rm are as in Theorem
2.3? By combining Theorems 2.3 and 5.1, we have shown that the elements
on both sides of (10) map vλ to the same polynomial pλ′.
Relation (10) is true in the case λ = 1     1, when Lλ is the deter-
minant representation of Mn. In this case, (10) states that
Sq2
n−1χSq2n−n−1 = Sq2n−1 · · · Sq7Sq3Sq1
This follows from the Adem relation Sq2
n−1Sq2
n−1 = 0, since it is easy
to show using the “stripping” technique of [22, Sect. 5] that, for n > 2,
χSq2n−n−1 is the sum of Sq2n−1−1 · · · Sq7Sq3Sq1 and certain admissible
monomials which begin with Sq2
n−1
and are therefore annihilated by Sq2
n−1.
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