In this paper, we study a matrix equation X n = aI. We factorize X n − aI based upon the factorization of x n − a and then give a necessary and sufficient condition for one of the factors to be the zero matrix.
Introduction
A polynomial x n − a with n ≥ 2 can be factored into (x − a 1 n )(x n−1 + a 1 n x n−2 + · · · + a n−2 n x + a n−1 n ) if a ≥ 0 or n is odd. For the same reason, a matrix polynomial X n − aI with n ≥ 2 can be factored into (X − a 1 n I)(X n−1 + a 1 n X n−2 + · · · + a n−2 n X + a n−1 n I) if a ≥ 0 or n is odd. From the factorization of x n − a, we know that any root of x n − a = 0 satisfies x − a 1 n = 0 or x n−1 + a 1 n x n−2 + · · · + a n−2 n x + a n−1 n = 0. Though the ring M k (R) is not an integral domain, it is still interesting to ask for which k, n, a the same situation occurs, that is, X n − aI = O and X = a 1 n I imply X n−1 + a 1 n X n−2 + · · · + a n−2 n X + a n−1 n I = O.
Motivated by this question, we will study the sentence (∀X ∈ M k (R)) X n = aI ∧ X = a 1 n I ⇒ X n−1 + a 1 n X n−2 + · · · + a n−2 n X + a n−1
to obtain the following theorem. (ii) a = 0 and n ≥ k + 1.
Suppose that n is even and a < 0. Then x n − a cannot have a linear factor over R, so it is not meaningful to consider the sentence (1) for the matrix equation X n − aI = O if n is even and a < 0. However, the polynomial x n − a can be factored into
2 n where ζ = exp( πi n ). For the same reason, a matrix polynomial X n − aI can be factored into
if n is even and a < 0. In the same context as the case where n ≥ 2 and a ≥ 0, or n is odd, we may ask for which k, n, a X n − aI = O implies
for some i ∈ {1, 2, . . . , n 2 }. Based on this question, if n is even and a < 0, we will study the sentence
(2) to present the following theorem. Theorem 1.2. For integers k, n (k, n ≥ 2) with n is even and a < 0, the sentence
becomes true if and only if k is odd, or k is even and n = 2.
We will prove Theorem 1.1 in Section 2 and Theorem 1.2 in Section 3. For undefined terms, the reader may refer to [1] .
2 A proof of Theorem 1.1
We take a matrix A with real entries. We call A a non-simple nth root of aI if it satisfies A n = aI and A = a 1 n I.
We first show that Theorem 1.1 holds for a = 0. To show the 'only if' part, we consider the case a = 0 and n ≤ k. We define the matrix A = (a ij ) by
See the matrix below for an illustration for n = k:
It can easily be checked that
To show the 'if' part, we consider the case a = 0 and n ≥ k + 1. Suppose that A n = O. Then 0 is the only eigenvalue of A and so the Jordan matrix of A is of the form
where n 1 + · · · + n l = k and J n i (0) is the Jordan block of order n i with eigenvalue 0. Since J A is a strictly upper triangular matrix of order k, it is true that (
Therefore the 'if' part of Theorem 1.1 follows if a = 0. Now we show Theorem 1.1 when a = 0. If a > 0, then
Therefore, by substituting a
n X into X, it is sufficient to consider the case a = 1 if a > 0. Suppose a < 0. Note that X n = aI = −(−a)I. Then, since −a > 0, by (3),
and therefore it is sufficient to consider the case a = −1. We need the following lemma.
for some u, v ∈ {0, 1, . . . , n − 1}. where ζ n = exp(2πi/n).
Proof. For notational convenience, let A = ( p q 0 r ). We first prove by induction on n that
The statement (5) is true for n = 2 by the Cayley-Hamilton Theorem. Suppose that (5) is true for n. Then, by the induction hypothesis,
By simplifying the right-hand side of the second equality, we can check that (5) is true for n + 1. Now, since A is an nth root of I, by (5),
and, by comparing (1, 2) and (2, 2) entries of the matrix on the right with those of I on the left, we obtain the system of equations
0 r n and so the lemma follows. If q = 0, then by solving this system, we have
To show the 'if' part, take a non-simple nth root A ∈ M 2 (R) of I. Since n is odd,
Let J A := ( p q 0 r ) be the Jordan matrix of A. Since A is similar to J A , J A is also a non-simple nth root of I. By Lemma 2.1,
for some u, v ∈ {0, 1, . . . , n − 1}. Moreover, by the similarity, det(A − λI) = det(J A − λI). Since A ∈ M 2 (R), det(A − λI) is a polynomial over R and so is det(J A − λI). Then p + r and pr are in R and so u + v = n for u, v in (7). Therefore, by the symmetry of u and v,
for some u ∈ {0, 1, . . . , which cannot equal I unless J A = I, and we reach a contradiction to the fact that J A is a non-simple nth root of I. Thus u ∈ {1, 2, . . . , n−1 2 } in the statement (8) and so, by (6),
Now take a non-simple nth root A ∈ M 2 (R) of −I. If n is odd, then −A is a non-simple nth root of I and so
Hence we have shown that the 'if' part of Theorem 1.1 is true when a = 0. It remains to show the 'only if' part, that is, the sentence (1) is not true if either a = 0 and k ≥ 3, or a = 0 and n is even. We will give a counterexample for each of the following cases:
We denote the matrix ( 0 1 1 0 ) by T , the zero matrix of order two by O 2 , and the rotation matrix cos θ − sin θ sin θ cos θ by R θ . In addition, we distinguish identity matrices by denoting the identity matrix of order l by I l . (i) n is even and k is even. We take the matrix of order k
By block multiplication,
as an even power of T is the identity matrix of order two. Since all of the diagonal entries of A are zero, obviously A = I k . However,
so A is a counterexample to the sentence (1).
(ii) n is even and k is odd. We take the matrix of order k
By applying a similar argument for the case (i), we may show that the given matrix is a counterexample to the sentence (1).
(iii) n is odd and k is even (k ≥ 3). We take the matrix of order k
as the nth power of R 2π/n is the identity matrix of order two. Since k ≥ 3, (3, 3) entry of A exists and, by the hypothesis that n ≥ 3, the (3, 3) entry of A is not equal to 1. However, the (1, 1) entry of A is 1, so A = I k . Moreover, the (1, 1) entry of A i equals 1 for any nonnegative integer i, so the (1, 1) entry of A n−1 + a 1 n A n−2 + · · · + a n−2 n A + a n−1 n I k cannot be zero. Thus A n−1 + a 1 n A n−2 + · · · + a n−2 n A + a n−1 n I k = O and so A is a counterexample to the sentence (1). (iv) n is odd and k is odd (k ≥ 3). We take the matrix of order k
By applying a similar argument for the case (iii), we may show that the given matrix is a counterexample to the sentence (1).
(v) n is odd and k is even (k ≥ 3). We take the matrix of order k
as the nth power of −R 2π/n equals −I 2 . Since k ≥ 3, (3, 3) entry of A exists and, by the hypothesis that n ≥ 3, the (3, 3) entry of A is not equal to −1. However, the (1, 1) entry of A is −1, so A = −I. However,
Now, the (1, 1) entry of A i equals 1 if i is even and −1 if i is odd. Therefore the (1, 1) entry of A n−1 −A n−2 +A n−3 −A n−4 +· · ·−A+I k equals n and so
Hence A is a counterexample to the sentence (1).
(vi) n is odd and k is odd. We take the matrix of order k
By applying a similar argument for the case (v), we may show that the given matrix is a counterexample to the sentence (1). Hence we have shown the 'only if' part of Theorem 1.1 and the proof of Theorem 1.1 is complete.
3 A proof of Theorem 1.2
In this section, it is assumed that n is even and a < 0. By (4), it is sufficient to consider the case a = −1.
First we show the 'if' part of Theorem 1.2. Suppose that k is odd. We will show that there is no matrix whose nth power equals −I. Assume, to the contrary, that there exists A ∈ M k (R) such that A n = −I. Then, for the Jordan matrix J A of A, the following holds:
and
We denote the (j, j) entry of J A by a j for each j = 1, 2, . . . , k. Since J A is upper triangular, taking the nth power of J A gives diagonal elements the nth power of diagonal elements of J A . By (9), a n j = −1. Since A ∈ M k (R), det(A − λI) is a polynomial in λ with real coefficients and so is det(J A − λI) by (10). Therefore the constant term −a 1 a 2 · · · a k is real. On the other hand, since k is odd,
However, since n is even, there is no real a 1 a 2 · · · a k satisfying the last equality and we reach a contradiction. Hence there is no matrix whose nth power equals −I and the 'if' part is vacuously true if k is odd. Now suppose that k is even and n = 2. Then the sentence (2) becomes
which is trivially true. Hence the 'if' part holds. We show the 'only if' part by giving a counterexample to the sentence (2) when k is even and n ≥ 4. For a notational convenience, we denote
by R j instead of R (2j−1)π/n . Now we take the following matrix
Since (R j ) n = −I for j = 1, 2, . . . , n 2 , A n = −I. Take any i ∈ {1, 2, . . . , 
Closing remarks
We may consider the complex number version of Sentence (1) (∀X ∈ M k (C)) X n = aI ∧ X = a 1 n I ⇒ X n−1 + a 1 n X n−2 + · · · + a n−2 n X + a n is a number satisfying z n = a and ζ n = exp( 2πi n ).
