The aim of this paper is to present a new class of learning models for linear as well as non-linear neural layers called Orthonormal StronglyConstrained SOC or Stiefel. They allow to solve orthonormal problems where orthonormal matrices are involved. After general properties of the learning rules belonging to this new class are shown, examples derived independently or by reviewing learning theories known from the literature are presented and discussed.
Introduction Stiefel learning
Learning without supervision in a neural layer means adapting a weight matrix so that a prede ned target is achieved. The columns of the weight matrix individuate directions in the weight-space, thus learning a weight matrix means also discovering interesting directions 6 . This way, an index is established over the set of all possible directions, so that any`interesting' direction is quantitatively de ned as the one maximizing the index.
In the present w ork we deal with the special case of the constrained search where the constraint is that of orthonormality of the columns of the neural layer's weight-matrix representing the state-variable. The associated learning searching algorithms are called Orthonormal Strongly Constrained SOC or Stiefel and they allow to solve the orthonormal problems. Orthonormal problems ONP arise in several contexts, as those of the Optimal Linear Compression Principal Component Subspace Analysis, 4, 1 0 , 1 1 , Whitening 7 , Blind Separation of Sources 1, 4, 7, 8 , DOA estimation 1 . In a ONP, the target of the adaptation rule for a neural network is to learn an orthonormal weight matrix related in some a way to the input signal. Since it is a-priori known that the nal state must belong to the subset N of the whole space of searching containing orthonormal matrices, the evolution of the weight matrix may be strongly bounded to always belong to N.
To 
A`learning control law' = t
From equation 6 see also 11 , it is known that at the equilibrium the property W = 1 m ust hold. We n o w propose to replace in the algorithm 4 the function W with an arbitrariy function of the time only, t, chosen so that at least condition: lim
holds true, and such that the second term in 4 is weighted in a proper way. The function t is called here learning control law. Time t ? may not be bounded. Actually, b y replacing the true expression of the parameter with an arbitrarily chosen time-function we do not change the structure of the algorithm, but simply force the temporal evolution of the variables to a non-self-controlled course, and control the speed the state Wt travels with along the Stiefel manifold N pq . As a consequence of this assumption the system 4 becomes:
The main consequence of the earlier assumption is that, as t i s a k n o wn function of the parameter t only, the scalar di erential equation in 2 can be easily tackled at least in the intentions by solving the following integral equation: 11 Due to the structure of the sub-system 11, it is straightforward to see that for all t 0 the property P T = ,P skew-symmetry holds true. Besides, the following result holds: Theorem 2. Consider the dynamical system dW=dt = PW where P is skewsymmetric and is a real-valued s c alar, if W0 2 N pq w0 for some w 0 real constant, then the ow Wt is Stiefel. Proof. The matrix P is always skew-symmetric, that means P T = ,P. With some algebra it can be found that dW T W=dt = W T P T , PW = 0, therefore W T tWt = W T 0W0 = w 2 0 I.
From the above Theorem it follows that the algorithm 10 together with 11 is a SOC one. It remains to show that systems 10+11 and 9 are equivalent. 
Mechanics-type control
In 3 i t w as shown how t o i n terpret the 10 and 11 as equations describing the dynamics of a rigid system of masses moving in an abstract space under a potential energy eld and a viscous braking e ect, providing that:
where U is a function bounded below to be minimized under the restriction W 2 N pq w0 and 0, 0.
It would be interesting to study the existence of special equilibrium points for the second-order system 10+11 when the control matrix 12 is used, in those cases when U = UW only.
Theorem 3. Let S be the dynamic system 10+11 where the control matrix is assumed as in 12, the initial state is chosen so that W0 2 Proof. Due to space limitations, the proof, based on the Lyapunov stability theory, is here omitted. The proof of a slightly less general result may be found in 5 .
Note that function UW m a y h a ve more than one minimum local minima corresponding to local maxima o f ,UW. Besides, note that the local extreme for which P = 0 depends not only upon W0, but also on P0.
Relationships with other theories
In this part, relationships among the SOC theory and other learning theories known from the literature are brie y discussed.
The Moreau-Pesquet's theory
The It is worth to note that a function ' f depends uniquely upon the matrix variable W, and requirements M1 , M2 , M3 ensures that it has a unique maximum but possible sign and permutation. This example allows to show that in order to perform decorrelation a function U , ' should be used in 12, where ' is a semicontrast. Since U depends uniquely on the variable W, the obtained system is autonomous, hence Theorems 3 and 4 may be used. where E is a diagonal matrix containing the Lagrange multipliers for the constraints. The initial state has to belong to N pq .
