Sequential and parallel algorithms for low-crossing graph drawing by Newton, Matthew
Loughborough University
Institutional Repository
Sequential and parallel
algorithms for low-crossing
graph drawing
This item was submitted to Loughborough University's Institutional Repository
by the/an author.
Additional Information:
• A Doctoral Thesis. Submitted in partial fulﬁlment of the requirements for
the award of Doctor of Philosophy of Loughborough University
Metadata Record: https://dspace.lboro.ac.uk/2134/12944
Publisher: c© Matthew Newton
Please cite the published version.
 
 
 
This item was submitted to Loughborough University as a PhD thesis by the 
author and is made available in the Institutional Repository 
(https://dspace.lboro.ac.uk/) under the following Creative Commons Licence 
conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
University Library 
•• Lo~ghb.orough 
• Umverslty 
Author/Filing Title ....... .N.~.\d .. ~ .. Q .. ~·.t ... Y.\.:.· ............. . 
..................................................... ~ ... : ....................... . 
Class Mark ..................................... !. ............................. . 
Please note that fines are charged on ALL 
overdue items. 
fO REFERENC ONLY 
----
( 
040347454X 
1 \\\\\1 \\\\\1\\ \\\ U \I\\U I \1 \1\1 \\1\1 \\\~ 
Sequential and Parallel Algorithms for 
Low-Crossing Graph Drawing 
by 
Matthew Newton 
A Doctoral Thesis 
Submitted in partial fulfilment of the 
requirements for the award of 
Doctor of Philosophy 
of 
Loughborough University 
.9 .... 
:: ;: : .'~....."~: 
6 June, 2007 
© Matthew Newton, 2007. 
\ 
----------. 
Abstract 
The one- and two-sided bipartite graph drawing problem alms to find a 
layout of a bipartite graph, with vertices of the two parts placed on parallel 
imaginary lines, that has the minimum number of edge-crossings. Vertices 
of one part are in fixed positions for the one-sided problem, whereas all 
vertices are free to move along their lines in the two-sided version. Many 
different heuristics exist for finding approximations to these problems, which 
are NP-hard. 
New sequential and parallel methods for producing drawings with low edge-
crossings are investigated and compared to existing algorithms, notably 
Penalty Minimisation and Sifting, the current leaders. For the one-sided 
problem, new methods that include those based on simple stochastic hill-
climbing, simulated annealing and genet.ic algorithms were tested. The new 
block-crossover genetic algorithm produced very good results with lower 
crossings than existing methods, although it tended to be slower. However, 
time was a secondary aim, the priority being to achieve low numbers of 
crossings. This algorithm can also be seeded with the output of an existing 
algorithm to improve results; combining with Penalty Minimisation in this 
way improved both the speed and number of crossings. 
Four parallel methods for the one-sided problem have been created, although 
two were abandoned because they gave bad results for even simple graphs. 
The other two methods, based on stochastic hill-climbing, produced accept-
able results in faster times than similar sequential methods. PVM was used 
as the parallel communication system. 
Two new heuristics were studied for the two-sided problem, for which the 
only known existing method is to apply one-sided algorithms iteratively. 
The first is based on a heuristic for the linear arrangment problem; the 
second is a method of performing stochastic hill-climbing on two sides. A 
way of applying anyone-sided algorithm iteratively was also created. The 
linear arrangement method based on the Koren-Harel multi-scale algorithm 
achieved the best results, outperforming iterative Barycentre (previously the 
best method) and iterative Penalty Minimisation. 
Another area of this work created three new heuristics for the k-planar draw-
ing problem where k > 1. These are the first known practical algorithms 
to solve this problem. A sequential genetic algorithm based on TimGA is 
devised to work on k-planar graphs. Two parallel algorithms, one island 
model and the other a 'mesh' model, are also given. Comparison of results 
for k = 2 indicate that the parallel island method is better than the other 
two methods. MPI was used for the parallel communication. 
Overall, 14 new methods are introduced, of which 10 were developed into 
working algorithms. For the one-sided bipartite graph drawing problem 
the new block-crossover genetic algorithm can produce drawings with lower 
crossings than the current best available algorithms. The parallel meth-
ods do not perform as well as the sequential ones, although they generally 
achieved the same results faster. 
All of the new two-sided methods worked well; the weighted two-sided swap 
stochastic hill-climbing method was comparable to the existing best method, 
iterative Barycentre, and generally produced drawings with lower crossings, 
although it suffered with needing a good termination condition. The new 
methods based on the linear arrangement problem consistently produced 
drawings with lower crossings than iterative Barycentre, although they were 
nearly always slower. 
A new parallel algorithm for the k-planar drawing problem, based on the 
island model, generally created drawings with the lowest edge-crossings, 
although no algorithms were known to exist to make comparisons. 
Keywords. Graph drawing, bipartite graphs, biplanar graphs, genetic al-
gorithms, heuristic search, parallel computation. 
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Notations 
Most notations used in this thesis are listed here. A few that are not generally 
relevant are given in the sections where they aTe used. 
Let G = (V, E) be a graph consisting of vertices, V, and edges, E. If G is 
bipartite, then let V = Vo U VI be the partition of vertices into two parts, 
Vo and VI. A bipartite drawing of G is identified by two permutations, ITo 
and ITl, of the vertices in Vo and VI respectively, as they are placed along 
two parallel lines. A straight-line drawing of a graph uses only straight-line 
edges. A bipartite drawing, as described here, is straight-line. 
The number of edges in G, IEI, is called m; the number of vertices, lVI, n. 
For a bipartite graph, the number of vertices in Vo is no and the number of 
vertices in VI, nI· 
Let cr(D(G)) be the number of crossings of a particular drawing of G in 
the plane. The crossing number of G, cr(G), is the minimum of cr(D(G)) 
over all drawings of G. cr(D(G)) and cr(G) are defined similarly, but using 
straight-line edges only. 
Similarly, when G is bipartite, let bcr(D(G)) be the number of crossings of 
a particular bipartite drawing of G. The bipartite crossing number of G, 
bcr(G), is the minimum of bcr(D(G)) over all drawings of G. 
The general bipartite drawing problem is to find vertex permutations "0 and 
"1 that minimise the number of pairwise edge crossings in the corresponding 
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bipartite drawing. This is known as the two-sided bipartite drawing prob-
lem. The one-sided bipartite drawing problem is to find a permutation 71"0 
that minimises the number of pairwise edge crossings in G, while 71"1 is fixed. 
Let bcr(G, 71"0, 71"d denote the total number of crossings in the bipartite draw-
ing represented by the permutations 71"0 and 71"1. The bipartite crossing 
number of G related to the fixed permutation 71"1, denoted by bcr(G,71"1), 
is the minimum number of crossings over all 71"0. Clearly, bcr(G, rrd = 
min"o bcr(G, 71"0, 71"d. 
bcr( G) is the minimum number of crossings over all 71"0 and 71"1. Again, 
clearly, bcr(G) = min"o,", bcr(G, 71"0, 71"1)' 
With a permutation, 71"/, of vertices, 71"/(u) is used as the position that vertex 
u appears in 71"/, from 0 to IVeI - 1. For example, with six vertices labelled 
o to 5, and permutation 71"0 = 4,2,5,1,3,0, 71"0(5) = 2 and 71"0(3) = 4. 
71"(u) == 71"o(u) for convenience when dealing with the one-sided problem. 
Conversely, 71"~(p) is the vertex that is at position p in permutation 71"/. Using 
the above example, 71"b(l) = 2 and 71"b(2) = 5. 
Cuv is the number of edge crossings created on the edges incident to u and 
v by having 71"(u) < 71"(v), for a specified 71"1. 
du is the degree of vertex u. 
Given an arbitrary graph G = (V, E), the linear arrangement problem is to 
determine a bijection f: V --> {1,2,3, ... ,n} such that :SUVEE If(u) - f(v)1 
is minimised. (If(u) - f(v)1 means the absolute value of flu) - f(v).) This 
minimum value, whose computation is NP-hard [1], is denoted by L(G). 
The following abbreviations are sometimes used for names of algorithms: 
GA-Genetic Algorithm, PM-Penalty Minimisation, SHC-Stochastic 
Hill-Climbing, SIFT-Sifting. 
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Chapter 1 
Introduction to this thesis 
A graph is a very simple concept. "Dots", called vertices or nodes, are joined 
together with "lines", called edges or arcs. Graphs are used as representa-
tions of real-world objects. They can represent mathematical structures, 
and theoretical relations. The use of graphs can extend to many different 
areas of life. Any system where items can be connected or related to each 
other in different ways can be represented by a graph. A graph is a rela-
tional structure: vertices represent entities and edges represent relationships 
between those entities. While there are many areas of research and business 
using applications of graphs, there is also a large community researching the 
theory of graphs. This study of the theoretical aspects of graphs is called 
Graph Theory. 
Graphs are often placed into several different categories, depending on the 
application or theory being investigated. In this work all graphs have been 
categorised as either structured, unstructured or randomly generated. Struc-
tured graphs have some sort of structural symmetries; unstructured graphs 
do not, and are often based on real-world data. Randomly generated graphs 
are generated with a known number of vertices, each edge existing with a 
specified probability. As it can be very difficult to work with graphs about 
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Example graph: A computer network 
which little is known, a lot of theoretical graph work involves investigating 
only structured graphs. 
An area of graph theory exists that is concerned with how to place vertices 
and edges of a graph on two dimensional surfaces or in 3-D space. This 
takes a graph as an abstract entity and produces a real representation of it. 
The study of "laying out" a graph and positioning its vertices and edges is 
known as Gmph Dmwing. 
One of the main things investigated for graph drawing is how to reduce the 
number of times edges cross. There are generally two reasons for studying 
this edge-crossing problem. The first is concerned with the visual aesthetics 
of the drawing; it is known that the drawing of a graph is easier to under-
stand if it is presented with fewer edge-crossings [2J. An example of graph 
drawing is shown in Figure 1.1, which shows an imaginary computer local 
area net'York. 
The second reason is due to cost. The use of graph drawing in many areas 
can reduce the production times and materials used, thereby reducing pro-
duction costs. An electronic circuit board, for example, will be cheaper to 
16 
produce if it has fewer layers. Reducing the number of tracks that cross can 
reduce the number of layers needed. 
1.1 Overview 
This thesis takes the following form. The rest of this chapter introduces the 
area of graph drawing and gives some information about the problem areas 
investigated. There are introductions to heuristics and parallel computing, 
followed by an explanation of the main existing algorithms for bipartite 
graph drawing (it is believed that there are no existing non-theoretical al-
gorithms for biplanar drawing). This chapter concludes with a description 
of the graphs used for testing and a list of notations used in the rest of this 
thesis. 
Low-crossing one- and two-sided bipartite graph drawing are both very dif-
ficult to solve, being in the class of problems that arc NP-hard. This means 
that, in the worst case, the only way to find the optimum solution to the 
problem may be by exhaustive search [3J. Although many different heuristics 
have been created, there is currently no ultimate solution that completely 
solves any given bipartite drawing problem. Chapter 2 describes three new 
heuristics for finding low-crossing drawings for the one-sided problem where 
nodes on one side of the drawing are fixed in place and the others may be 
repositioned. Four new parallel methods are then described in Chapter 3. 
Of these seven methods, three work well and produce good results. 
The new heuristics for one-sided bipartite graph drawing are: 
Stochastic hill-climbing methods were the result of simplifying a genetic 
algorithm, and perform surprisingly well considering this. 
Simulated annealing was tested, but no suitable parameters were found 
to create a viable algorithm. 
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Block crossover genetic algorithm performs well and achieves low cross-
ings, however it is relatively slow. Combining it with another existing 
algorithm such as Penalty Minimisation works very well. 
Parallel stochastic hill climbing has two versions, one based on farming 
the sequential algorithm out tu many processors, the other that intro-
duces co-operation between the processors. These work fairly well, 
mainly due to the increased ability to search the problem space with 
several processors. 
Parallel split was designed based on the existing Split algorithm, but gave 
bad results and was abandoned due to bad results in the testing stage. 
Parallel bisection was also abandoned because it gave bad results even 
for the simplest of test graphs. It was based on the Kernighan-Lin 
bisection algorithm. 
In Chapter 4, new methods for finding solutions to the two-sided bipartite 
graph drawing problem are given. Although there are many algorithms for 
the one-sided problem, very few exist to solve the two-sided problem. Two 
new algorithms are presented that create drawings with low crossings, as 
well as a programmatic method for easily being able to apply anyone-sided 
algorithm to a graph iteratively. 
The new heuristics for two-sided bipartite graph drawing are: 
A method based on the linear arrangement problem that performs 
very well. Two variants are investigated based on two different algo-
rithms that solve the linear arrangement problem. The new multi-scale 
version is now the best available algorithm for this problem. 
Stochastic hill-climbing applied to both sides of the graph. Applying 
this method to two sides is nontrivial due to the speed required and 
the necessity to maintain a count of the number of crossings in the 
drawing. 
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The most general problem for graph drawing is where vertices are drawn 
on a plane and edges are not necessarily straight lines. A slightly restricted 
version is investigated in Chapter 5, where new methods of drawing k-planar 
graphs using straight lines are investigated. The new heuristics for this 
problem are: 
A sequential genetic algorithm that tries to find best positions for ver-
tices as well as the optimal plane for an edge to be on. 
Parallel island model genetic algorithm where separate machines lll-
dependently work on the problem but occasionally share individual 
results. This algorithm is the best new method presented here for 
finding good solutions. 
Parallel mesh method is another genetic algorithm where information is 
shared in a novel way. It does not perform as well as the island model, 
however, although it is quicker than the sequential algorithm. 
A list of papers published from work presented in this thesis is given in 
Appendix A. 
1.2 History of graph drawing 
The historical origins of graph drawing and graph theory are fairly obscure. 
Euler did some work involving graphs, as did several other people in the 
17th and 18th centuries [4], and modern graph theory stems from this time. 
There is evidence of the use of graphs well before this time (for instance 
being used as representations of family trees), although these are probably 
classed more as 'geometric drawings' rather than graphs. 
The use of graph drawing, however, began a few years later around 1800, 
when visualisations started to be used. One of these first uses was in the 
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modelling of chemical structures, both drawings of crystalline structures and 
molecular drawings, very similar to those which are used to this day. 
Graph drawing, although really a branch of mathematics, is these days very 
closely tied together with computer science. Many large graphs are virtually 
impossible to handle manually, which restricts investigation to particular 
classes of graphs with certain structures (and this is where the area of graph 
theory basically still lies). However, 'random' graphs can very easily be 
handled by computer, which leads to difficult graph drawing problems being 
created. 
1.3 Heuristics 
Internet Request for Comments number 2828 describes an algorithm as "a 
finite set of step-by-step instructions for a problem-solving or computation 
procedure, especially one that can be implemented by a computer" [5J. The 
Chambers 21st Century Dictionary describes it as: 
algorithm noun 1 any procedure involving a series of steps 
that is used to find the solution to a specific problem, eg to 
solve a mathematical equation. 2 computing the sequence 
of operations, often represented visually by means of a ftow 
chart, that are to be performed by and form the basis of a 
computer program. 
Knuth[6J defines an algorithm as a finite set of rules that gives a sequence to 
solve a specific type of problem, and notes that it should have five features; 
finiteness (must terminate after a finite number of steps), definiteness (each 
rule or step must be precicely defined), must have input and output (data on 
which the algorithm works, and results that are generated), and effectiveness 
(each step must be basic enough as to be able to be easily followed on paper). 
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The word algorithm comes from the old English algorisme which came from 
the Latin algorismus, which came from the name of the Persian mathe-
matician, Abu Abdullah Muhammad bin Musa al-Khwarizmi (780-845). He 
developed the concept of an algorithm, as well as making contributions to 
several other fields, such as algebra, trigonometry, astronomy, geography 
and cartography [7]. 
A heuristic, for a given problem, is a method of directed searching for a 
solution. A heuristic may not find the best solution, but is generally a quick 
way of finding a good approximation. The word heuristic comes from the 
Greek word WPWI<W, heurisko, meaning to find [8]. 
Heuristics are usually created either to speed up finding an acceptable so-
lution, or because the problem is so hard that finding the exact solution 
would take far too long, and is therefore impractical. NP-hard problems 
are one type that usually require heuristics, although it is sometimes possi-
ble to arrive at exact solutions for a few restricted sub-classes of NP-hard 
problems. 
Many heuristics have been created to solve different computer science prob-
lems. Ant systems [9], and later ant colony optimisation [10], can be used to 
find good solutions to, for example, the NP-hard travelling salesman prob-
lem [11, 12]. This is based on the simulation of ants moving about their 
colony, and collecting food. Simulated annealing [13] is a method based on 
the annealing process of metal. The system, initially disordered, is given a 
high 'temperature', where items can move about freely. As the system 'cools 
down', the movement is restricted, hopefully stabilizing to a good solution. 
Genetic algorithms and stochastic hill climbing have been used in this work; 
and are therefore described in more detail below. 
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1.3.1 Genetic algorithms 
Genetic Algorithms (GAS) are a class of randomised optimisation heuris-
tics loosely based on the biological paradigm of natural selection. Natural 
selection is the effect that the natural world has on living things. Some 
individuals can survive in certain environments; others can not, and there-
fore die. In this way, selective breeding can alter the genetic make-up of a 
population by choosing 'good' attributes in parents to create children that 
hopefully also have those attributes. The fact of natural selection, filter-
ing out genetic information, is not the same as the proposed theory behind 
evolution, where genetic information is supposedly added to a population. 
Modern Genetic Algorithms are based on the work done by John Henry 
Holland [14], although evolutionary algorithms and methods existed before 
his work. Some surveys in the area report others who were working at the 
same time as Holland [15, 16J, such as Bremermann et al. [17, 18, 19, 20, 
21, 22, 23, 24], Fraser [25, 26, 27, 28, 29], and Reed et al. [30J. 
Genetic Algorithms belong to a larger class of methods known as black-
box algorithms that attempt to find an optimum (minimum or maximum) 
of a function using a strategy essentially independent of the problem at 
hand. GAS require little knowledge about the combinatorial structure of 
the problem to be solved and as such are naturally applied to problems 
whose structure is not understood. A drawback is that the optima of these 
problems are generally unknown and it is therefore difficult to assess how 
well a GA that is finding a solution performs, although comparison to other 
heuristics is possible. Another drawback is that GAS need a simple fitness 
function with a reasonably fast evaluation, but this is often not possible. 
Therefore, GAS quite often tend to be slower than other methods, but they 
can achieve better results. 
A GA will usually start with a random population of individuals. Each in-
dividual is a collection of 'genetic' information that directly corresponds to 
an answer to the problem being solved. The large pool of random infor-
mation that is provided by the initial individuals can be filtered to improve 
the solutions to the problem. Two parents are chosen from the population 
and 'bred' to produce children. This is repeated a number of times until a 
new population is formed from the children produced. Parents are selected 
according to how good they are as a solution to the problem, known as the 
individual's fitness. Because of this, the overall fitness of the population will 
continue to increase as the solutions to the problem get better. 
The two standard methods applied in genetic algorithms to 'breed' the new 
offspring are crossover and mutation. Crossover is a binary function where 
information is taken from two parents and 'crossed-over' to produce two 
children. This means that each child contains some genetic material from 
each of its parents. The mutation function is unary and can be applied to a 
child after creation by crossover. A small random change may be made to its 
genetic makeup to alter it for better or worse. If mutation is removed from 
the algorithm the results very often quickly stagnate, showing its importance 
and necessity. It can be possible to completely remove crossover and still 
have a viable algorithm, as has been investigated in this work. 
Representation 
The individuals in the population used for the GA can be represented within 
the computer in many different ways [31J and the choice of how they are 
represented can make a big difference to the performance of the algorithm. 
For instance, Branke et al [32J explain how in using GAS for planar graphs 
a simple 90 degree rotation of the plane between two individuals can make 
a complete change in the output. Known as the 'competing conventions 
problem', it happens because there may be several incompatible, though 
essentially equivalent, layouts of the same result [33, 34, 35J. This means 
that the representation must be chosen carefully, if possible, to avoid the 
problem. 
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The 'standard' CA uses a bitstring to represent an individual, with mutation 
being a flip of one or more bits and crossover being a choice of ·bits from 
either parent. This is often just to the left or right of a dividing position. The 
underlying representation that is actually manupulated by the algorithm is 
known as the 'genotype', whereas the data it represents is known as the 
'phenotype'. It is possible for these to be the same, or for them to differ. 
For the case of the experiments in this work the genotype and phenotype 
are always the same. For example, the permutation of vertices for the one-
sided drawing problem is a convenient list to work with. However, more 
investigation could be made into using different genotype representations. 
Genetic Algorithms have been used for finding solutions to graph drawing 
problems in several different ways for the last 15 years or so. However, work 
has tended to concentrate on the general case of planar graphs in projects 
such as GeneticGraph [36] and TimGA [37] (see e.g. [32, 38, 39]). 
1.3.2 Stochastic hill-climbing 
If we view an optimisation problem as a "landscape" in which each point 
corresponds to a solution and the "height" of the point corresponds to the 
fitness of the solution, then hill-climbing aims to ascend a hill by repeatedly 
moving to an adjacent state with a higher fitness. A method where the 
next possible candidate for the solution is chosen randomly is termed either 
stochastic hill-climbing or the randomised greedy method. Stochastic hill-
climbing is a much simpler method than genetic algorithms and consequently 
faster and easier to program. However, one problem often encountered is 
that the algorithm has a tendency to arrive at a local minimum, from which 
the solution cannot improve. At their simplest level, other methods such as 
genetic algorithms and simulated annealing use stochastic hill-climbing, but 
have better abilities to not be affected by local minima in the same way. 
Stochastic hill-climbing usually works with only a single solution to the 
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problem, normally randomly generated at the beginning of the algorithm. 
During each iteration, a small change will be made to the solution. If this 
change improves the solution, it will be kept ready for the next iteration. If, 
however, the change does not improve the solution it will be discarded-the 
change will be reversed. The changes made to the solution are randomly 
chosen. 
1.4 Parallel computing 
Parallel computing has been a valuable tool for improving performance of 
many algorithms and it has become a key economic and strategic issue. Tra-
ditionally, parallel computers have been monolithic machines, with many 
processors and fast busses. These days, however, the standard parallel com-
puter tends to be a distributed parallel computer, or a network of work-
stations (NoW). Distributed parallel computers are much cheaper to build 
than normal parallel machines, giving much the same computing power at 
a fraction of the cost. 
A distributed parallel computer will usually consist of some computers, often 
UNIX or Linux based (although some systems run Microsoft Windows), 
connected by a high-speed Ethernet or Myrinet [40J network. 
Strong efforts are put into developing standards for parallel programming 
environments, such as 'Parallel Virtual Machine' (PVM), 'Message Pass-
ing Interface' (MP]), 'Bulk Synchronous Parallel' (BSP) and 'Heterogeneous 
Adaptable Reconfigurable Network Systems' (HARNESS) [41J. Among these 
the most common are currently MP] [42J and PVM [43J. 
25 
1.5 Introduction to bipartite graphs 
A graph of vertices and edges is bipartite if its vertices can be divided into 
two groups where each edge has one vertex in each vertex group. Conversely, 
no edges have both end-vertices in the same vertex group. There can be no 
cycles of an odd length in a bipartite graph; this can be used to prove 
whether a graph is bipartite or not. 
One of the basic problems with drawing bipartite graphs is that of automatic 
two layer drawing. The vertices are placed in distinct points along two 
parallel lines; the vertices of one partition, VD, are placed along one line 
(permutation ?Co), and the vertices of the other partition, VI, along the other 
line (permutation ?Cd. Edges are drawn as straight-line segments between 
the two parallel lines. For an example of this type of drawing, see Figure 1.2. 
There are two basic versions of the bipartite graph drawing problem, the 
one-sided problem and the two-sided problem. The latter is the general 
case: both permutations of vertices are free to change. In the former only 
?Co may change; ?Cl is fixed at the beginning of the problem, and may not be 
altered. 
Figure 1.2: Example drawing of a bipartite graph 
The number of crossings of a drawing of a bipartite graph is found by count-
ing how many different edge-pairs cross each other. For an arbitrary draw-
ing, a straightforward method of finding the number of crossings is of com-
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plexity O(lEI2). The bipartite crossing number of the graph, bcr(G), is the 
smallest number of crossings over all drawings of the graph. 
Both versions of the bipartite crossing number problem are known to be NP-
hard [1], and therefore many heuristics have been created to find approxi-
mations to this number. The problem can, however, be solved in polynomial 
time for bipartite permutation graphs [44], and trees [45J. 
The bipartite crossing number has been proven for only a small class of 
graphs (such as rectangular meshes of size 3 x n, n :::: 3, have bipartite cross-
ing number equal to 5n - 6 [46]). A new proof for some sizes of rectangular 
meshes is given in Newton et al. [47J. 
A great deal of research has been devoted to the design of algorithms and 
heuristics for solving this problem [48,49, 50, 51, 52, 53, 54J. 
1.6 Applications of bipartite graph drawing 
One motivation behind studying bcr( G) comes from the routing of VLSI 
[55, 56J. VLSI layouts containing fewer crossings are easier to produce, 
containing fewer layers, and consequently cheaper. A VLSI layout is built 
up in layers. Each layer contains disjoint 'terminals' that must be connected 
to the next layer (see Figure l.3). These layers can be represented as a 
bipartite graph drawing as shown in Figure 1.4. 
Another motivation comes from the drawing of hierarchical graphs, which 
are drawn in layers. However, this presents two problems: first, knowing 
on which layer to place the vertices and second, finding in which order the 
vertices should be placed on each layer. It is bipartite graph drawing that 
addresses the second of these two problems. 
Sugiyama et al. designed one of the first heuristics for drawing hierarchical 
graphs and their one-sided Barycentre method is still one of the fastest 
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Figure 1.3: VLSI layout, 4 layers 
currently available [50, 53]. Figure 1.5 shows a drawing of part of a standard 
UNIX filesystem directory structure, an example of a simple hierarchical 
drawing. 
1. 7 Existing algorithms and heuristics for bipar-
tite drawing 
Due to the NP-hard nature of the bipartite graph drawing problem, many 
heuristics have been created over the years. It is useful to have some back-
ground into these methods for later comparison. Some of the most common 
heuristics will therefore be examined. 
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Figure 1.4: VLSI layout, comparison with graph drawing problem 
1.7.1 Barycentre 
Averaging heuristics place the vertices in positions that depend on the po-
sitions of their neighbours in the opposite part of the graph. They are 
therefore one-sided algorithms. The barycentre position is the mean of the 
node's neighbours' positions. If more than one vertex is given the same 
position they are separated by a tiny amount and placed next to each other. 
Algorithm 1 Barycentre heuristic 
for all u E Vo do 
p(u) <- 0 
for v = 1 to du do 
a <- vth node adjacent to u 
p(u) <- p(u) + pta) 
end for 
p(u) <- p(u)/du 
end for 
The Barycentre heuristic [53], shown in Algorithm 1, is a commonly used 
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Figure 1.5: Example hierarchical drawing: part of a standard UNIX filesys-
tern layout 
method for bipartite graph drawing [50J. A position along a line, p(u), 
is calculated for each vertex. Though there are other algorithms that give 
much better results [48, 52], the barycentre algorithm is popular because it is 
fast, easy to implement and gives good results [57J. Barycentre is sometimes 
simply known as 'averaging'. 
Although the theoretical complexity of barycentre is linear in the number 
of edges, O(m), the implementation of it requires the use of sort. Using 
quicksort, the complexity should therefore more accurately be quoted as 
O(m + no log no) (no is the number of vertices in Vo and is less than n). 
1. 7.2 Median 
The Median heuristic is another one-sided averaging heuristic, similar to 
Barycentre [49J. The position of each vertex in Vo is the median of the 
positions of all its neighbours in VI. If the neighbours of u are VI, V2, ... , Vj 
and 7I"1(vd < 7I"1(V2) < ... < 7I"1(Vj), then p(u) = 7I"1(Vl(j+ll!2J)' If u has no 
neighbours (d" = 0) then p( u) = O. If more than one vertex has been placed 
in the same position, they are separated by a small amount (if one vertex 
has an odd degree, and the other even, then the vertex with the odd degree 
is placed to the left) to give the final permutation, 71"0. 
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1.7.3 Sifting 
Sifting was originally introduced [58] for 'reducing the number of vertices in 
reduced ordered binary decision diagrams' [52]. However, Matuszewski et 
al. adapted the algorithm to the one-sided crossing minimisation problem. 
Sifting gives very good results and has a maximum running time of O(no2) 
[52[. 
Sifting works by taking each vertex in turn and testing it in every position 
with every other vertex in a fixed position. It then places the vertex in the 
best position possible. This is then repeated for each vertex on the free side. 
Sifting is shown in Algorithm 2. 
Algorithm 2 Sifting heuristic 
for all U E Vo do 
move u to the leftmost position 
crossings +--- 2:: 7to(u)<7to(v) Cuv 
min_crossings t- crossings 
for p = 1 to lVol- 1 do 
crossings +- crossings - C7f~(p)7rb(p+l) + C7fo (p+l)7ro(p) 
a <- 7rb(p) 
b <-7rb(p+ 1) 
7ro(a) <- P + 1 
7ro(b) <- P 
if crossings < min_crossings then 
. . 
m1,n_crOSS1,ngs f- crOSS1,ngs 
besLposi tion <- p 
end if 
end for 
move u to position besLposition 
end for 
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1.7.4 Penalty minimisation 
One of the best one-sided bipartite graph drawing algorithms to date, Penalty 
Minimisation was introduced by Demetrescu and Finocchi in 2000 [48, 59]. 
First, a penalty graph, H, is defined as a directed graph (digraph) on the 
vertices of Vo. An arc (u, v) exists with weight Cv,u - Cv,v if Cv,v < Cv,u' 
If H is acyclic, any topological sort of its vertices will give an optimal solution 
equal to the lower bound drawing of G with V j fixed, LB(G, fixed Vd. 
If H contains directed cycles it is necessary to remove them all by cutting off 
some arcs. For each removed arc (u, v), the topological sort will then place 
v before u introducing w( u, v) = Cv,u - eu,v more crossings than if u were 
placed before v. The sum of these weights should be kept as small as possible: 
the feedback arc set of the penalty digraph H needs to be minimised. (A 
feedback arc set of a digraph is a subset of its arcs containing at least one 
arc from every directed cycle.) 
The penalty minimisation technique is actually based on finding the min-
imum feedback arc set of the penalty digraph H. The vertices of Hare 
then sorted according to the weights induced by the remaining arcs. The 
problem with this method is that feedback arc set minimisation is an NP 
hard problem. Demetrescu and Finocchi used the so-called local-ratio (LR) 
method to minimise the feedback arc set. 
1.7.5 Greedy switch 
The Greedy Switch heuristic is very similar to the bubble sort algorithm, 
but used for ordering bipartite graphs. Each pair of consecutive vertices is 
checked, and if a reduction can be made in the crossing number by swapping 
them, it is done. This process is repeated until no reduction is made in the 
crossing number (see Algorithm 3). 
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Algorithm 3 Greedy switch heuristic 
repeat 
for P = 1 to Wo I - 1 do 
if Crr~(p)rr~(u+l) > Crr~(u+l)rr~(u) then 
a ;- 7rb(p) 
b;- 7rb(p + 1) 
7ro(a) ;- P + 1 
7ro(b) ;- P 
end if 
end for 
until the number of crossings was not reduced 
It has been suggested that the Greedy Switch heuristic should be only used 
as a post-processing step after using another algorithm, because it does not 
give an ordering of the vertices. The heuristic only improves the current 
ordering, if possible [60, 61]. 
1. 7.6 Split 
The Split heuristic gives better results than the Barycentre and Median 
heuristics, but takes longer to run [57]. It operates as follows, similar to 
Quicksort: firstly a pivot vertex, w, is chosen, either randomly or by just 
choosing the leftmost vertex. Each node, u i= w, is then placed to the left or 
right of w, depending on whether Cuw < Cwu or Cwu S Cuw· The algorithm 
is then applied recursively for all nodes placed to the left of w, and those 
placed to the right. 
Split was introduced by Eades and Kelly [62]. It is shown in Algorithm 4 
and is called initially by split(O,n-l). 
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Algorithm 4 Split heuristic (i, j) 
if i < j then 
w <- 7r'(i) 
low <- i 
high +- j 
for k = i + 1 to j do 
U +- 7r'(k) 
if Cuw < ewu then 
7r(U) <-low 
low ;.-low + 1 
else 
7r(U) +- high 
high <- high - 1 
end if 
end for 
7r(w) +-low 
call Split heuristic (i, low - 1) 
call Split heuristic (high + 1,j) 
end if 
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1.8 Graph test sets 
For any experimental work, data must be determined that the experiments 
can work on. Graph drawing is no exception, and a collection of graphs has 
been put together to provide a range of different types and classes of graph. 
Two main types of graph were used in the experiments. Specific classes 
of graph, such as meshes, cycles and complete binary trees, were used to 
test the algorithms as the bipartite crossing numbers for these graphs are 
generally known, giving a good value to compare against. Other graphs 
were sourced from Demetrescu and Finocchi [48], and some were randomly 
generated. 
Appendix B outlines the software that was created for manipulating graphs, 
and Appendix C details the on-disk file format that was used. 
1.8.1 Structured graphs 
The structured graphs used were generated so that the fixed permutation, 
7f1, of the graph in the drawing was, as far as is known, in its optimal 
ordering, to assist when comparing algorithms. The free permutation, 7fo, 
may have been generated in the assumed correct order, too, however this 
was always randomised at the beginning of anyone-sided experiments. Both 
permutations were randomised at the beginning of two-sided experiments. 
The following graphs were generated. 
• Cycles (crossings ~ - 1) (10 graphs) 
• Meshes (from 5 x 5 to 40 x 40) (13 graphs) 
• Hypercubes (from 4 dimensions to 10) (7 graphs) 
The software that generates these graphs is given in Appendix D. 
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1.8.2 Graphs from Demetrescu and Finocchi 
These 64 graphs were used by Demetrescu and Finocchi when testing their 
Penalty Minimisation algorithm [48]. They include some generated from 
images as suggested by Knuth in the Stanford GraphBase [63], and graphs 
generated from data from the US National Institute of Standards and Tech-
nology. The minimum crossing number for these graphs was not known, so 
although algorithms can be compared with each other using these graphs, 
they can not easily be checked to see how well they attain the best drawing. 
The smallest graph in this set had 33 vertices, the largest had 702. The 
average number of vertices in a graph was 222. 
1.8.3 Randomly generated graphs 
Random graphs were generated based on edge density. The generator takes 
two arguments: n, the number of nodes the graph should have, and p E 
[0 .. 100] that determines the percentage chance that an edge will exist be-
tween two vertices. n must be an even number, and the graph is generated 
with ~ nodes in each part (see Algorithm 5). 
Algorithm 5 Random graph generator (edge density) 
for u = 0 to (n/2) - 1 do 
for v = (n/2) to n-1 do 
a = random(O ... 99) 
if a < p then 
Add edge (u, v) 
end if 
end for 
end for 
The general graphs were generated having sizes n E [20,40,60,80, 100,200, 
400,600,800,1000] and densities of 0.1%, 1% and 10% (30 graphs). 
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The minimum crossing number of these graphs was not known, as with the 
previous graphs. 
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Chapter 2 
One-sided bipartite graph 
drawing 
Four new sequential heuristics for the one-sided problem are introduced in 
this chapter. A stochastic hill-climbing method, not used before, is shown. 
This produces surprisingly good results considering its simplicity. Simulated 
annealing, a more advanced version of hill-climbing, has been used to pro-
duce another algorithm. There are also two new genetic algorithms, one of 
which performs very well. 
A secondary problem in the implementation of graph drawing algorithms is 
that of counting the number of crossings in a drawing. This can sometimes 
take a very long time for large graphs. For iterative methods, such as hill-
climbing and genetic algorithms, the crossing-counting method needs to be 
as fast as possible. 
Demetrescu and Finocchi use a method for the one-sided problem that uses 
a crossing calculation table to speed this process up [48]. This method only 
works for the one-sided problem because it relies on the fact that ITl is fixed. 
The crossing table is calculated as follows. For any two vertices u, v E Vo, 
the table entry Tu,v is the number of crossings created on the edges incident 
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to u with the edges incident to v, if 7ro(u) < 7ro(v). Similarly for the table 
entry Tv•u . Figure 2.1 shows an example of what two values in the table 
could be, for a very simple graph. 
Using this table, T, for drawing, D, the entire number of crossings can be 
calculated: 
no-2 no-l 
cr(D(G)) = L L Tu.v 
u=Q v=u+l 
When the position of two vertices are swapped, the saving in time counting 
crossings is enormous-the difference in crossings between the old drawing 
and the new one is Tv•u - Tu•v . 
u v v u 
a b c a b c 
Figure 2.1: Crossing table example. Tu,v = 0 and Tv,u = 3 
2.1 A note on algorithm termination 
The issue of knowing when to terminate the stochastic hill-climbing algo-
rithm is complex, and as such requires some discussion. Many algorithms 
will run for a set time, after which they terminate. However, because of 
the iterative nature of this algorithm, and also some of the other algorithms 
to be introduced later in this thesis, there is no set time after which the 
algorithm completes. A program implementing the algorithm will keep run-
ning, iterating around the loop and trying to improve on the best result so 
far. The question is, "have we arrived at a result that is good enough for 
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our requirements?" Good enough may mean that the quality of the result 
is good (we are not necessarily worried about the amount of time spent to 
get it), or that the program runs as quickly as possible (and therefore the 
result may not be so good). 
There is always, of course, a balance between these two targets, speed or 
quality. Some of the termination conditions used and tested have been: 
• run until terminated by the user (used for testing, but not in experi-
ments); 
• run for a set length of time; 
• run for a set length of time, or until 0 crossings has been reached; 
• run until a certain crossing number has been reached; 
• run until a certain crossing number has been reached, but stop after a 
specific time as well; 
• run until no improvement has occurred in the result for a set length 
of time. 
None of these conditions have been exceptionally good, however, and it has 
been difficult to know when to stop some experiments. 
A suggestion may be as follows, although it has not been implemented or 
tested. It can be seen that for a graph that is very sparse, an iterative 
algorithm should not need to run for a very long time before a minimum 
is reached. This is due to there being very few edges. Similarly, for a very 
dense graph, it would not be very easy to find a better result for any current 
situation, as a complete graph has the same crossing number, whatever the 
ordering of 7r0 and 7rl. As a graph's edge density tends towards 1, the 
number of crossings will gradually get closer to the number of crossings in 
h I b·· h K mn(m-l)(n-l) t e comp ete Ipartlte grap, m,n = 4 . 
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It is therefore suggested that, when m/ (~nond = 0.5, the number of iter-
ations with no improvement before finishing should be greatest. At values 
o or 1, the number of iterations should be 1, as no alteration to the graph 
will make any difference to the crossing number. There should possibly 
therefore be a symmetrical curve from 0 to 1, through 0.5, to determine the 
approximate running time. 
2.2 Stochastic hill-climbing method 
Each ordering of the free side of a one-sided bipartite drawing problem can 
be represented by all permutations of {O, 1,2, ... ,n - 1}, where n is the 
number of vertices on the free side. Finding a solution to the one-sided 
bipartite drawing problem means searching this space for a permutation 
that provides the minimum number of crossings. 
One way of moving across the search space of possible solutions is to take 
small steps, checking to see if they fulfil some criteria. If the criteria used 
is bcrnew(D(G)) ::; bcrold(D(G)), then we have implemented hill-climbing. 
Two different types of small step have been investigated; 
move where the position of a single randomly chosen vertex in the permu-
tation 11'0 is changed to a new random position; or 
swap where the positions of two different randomly chosen vertices are 
interchanged. 
Because the choice of vertex is made randomly, and new positions are also 
chosen randomly, this heuristic is named 'stochastic' hill-climbing. 
Hence, an initial permutation is chosen at random for the free side, 11'0. The 
permutation of the fixed side, 11'1, can be at random or given; in this case 
the permutation used is implied by the graph when it is loaded from a file. 
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Firstly, the small step is performed (either move or swap), and the hill-
climbing criteria is checked. Secondly, if the new solution is better than (or 
the same as) the old one, it is kept; otherwise the small step is reversed. 
These two stages are then repeated. (See Algorithm 6.) 
This method is not the same as Dresbach's so-called 'stochastic' method [64). 
It also differs from Eades' and Kelly's greedy-switch heuristic [62) and from 
Matuszewski et al.'s sifting method [52) which are based on the systematic 
swapping of neighbouring vertices (as opposed to the random swapping of 
non-neighbouring vertices). 
Algorithm 6 General stochastic hill-climbing algorithm 
7rO +- random ordering of 0 ... no - 1 
repeat 
u +- random number from O ... no - 1 
repeat 
v +- random number from 0 ... no - 1 
until v i= u 
7rold = 7ro 
t +- 7ro( u) 
7ro(u) +- 7ro(v) 
7ro(v) +- t 
if bcr(D(G, 7ro)) > bcr(D(G, 7rold)) then 
7rO = 7rold 
end if 
until termination condition is met 
2.2.1 Using move 
The initial version of this algorithm used the move method. Each ver-
tex in Vo was assigned a 'position' in the range 0 ... max..range, where 
'max..range' was an arbitrary number significantly greater than no (often 
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10,000 or 100,000). The loop would then begin, a randomly selected vertex 
being given a new random position each iteration. 
The main drawback to this method is that a check has to be made to ensure 
that two vertices are not at the same position. This was generally done with 
a linear scan through all vertices (no - 1 operations) before assigning the 
new position of the chosen vertex. If a collision was found, a new position 
would be selected. 
Occasionally, the vertex positions would be redistributed in the available 
range to combat the problem of 'clustering', where many vertices would 
be positioned in close proximity to each other. This problem meant that 
it was difficult for vertices to be moved in to the middle of one of these 
'clusters'. The redistribution requires the vertices to be given a new position 
depending on their order when sorted according to old position. This caused 
the algorithm to slow down considerably, especially if the close vertices were 
near to optimal ordering. Increasing the available range goes some way to 
prevent this, but redistribution, ultimately, was the only real fix. 
Linked-lists and other methods of storing the vertex data were investigated. 
However, the added complexity of these removed any benefits of avoiding 
fewer redistribution or linear scanning steps. 
Although this method is more flexible than the following one, the problems 
with collisions and clustering mean that the speed is severely reduced, and 
its option as a viable algorithm is practically non-existant. 
2.2.2 Using swap 
The next step in improving the stochastic hill-climbing algorithm was to 
alter the small local step to swap the positions of two vertices, rather than 
alter the position of one vertex. This has the following benefits 
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• vertices will always have a position in the. range O ... no - 1; 
• there is no possibility of a collision; vertices cannot be at the same 
position; 
• no redistribution (and therefore no sorting) is required; 
• the vertex data structure can be a simple array. 
The swap algorithm is shown in Algorithm 7. 
Algorithm 7 Stochastic hill-climbing using swap 
c = bcr(g) {g is the current working drawing of C} 
repeat 
u <- random number from O ... no - 1 
repeat 
v <- random number from O ... no - 1 
until v # u 
0u = 1l'(u) {store the current positions of u and v} 
0v = 1l'(v) 
1l'(u) = Ov {swap positions of u and v} 
1l'(v) = Ou 
if bcr(g) > c then 
1l'(u) = Ou {if new number of crossings is greater than before} 
1l'(v) = Ov {swap them back again} 
end if 
c = bcr(g) 
until termination condition 
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It was found, by a number of straightforward experimental tests, that swap 
is always as good as, or better than, move. This was initially surprising, 
considering that swap seems to be more restrictive than move. 
An explanation for this, however, may be that both swap and move are 
essentially the same. For two vertices that have j other vertices between 
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them, then move can 'emulated' with j + 1 neighbouring swaps. Similarly, 
swap can be 'emulated' by moving two vertices. This is added to the fact 
that in each iteration swap alters the positions of two vertices, whereas move 
only alters one. 
2.3 Simple genetic algorithm method 
A genetic algorithm was created at the same time as the stochastic hill-
climbing method. Stochastic hill-climbing can easily be derived from this 
genetic algorithm by removing the cross-over operation and having a single 
individual in the population. Mutation would be the small local step, 
The typical structure of a genetic algorithm is shown in Algorithm 8, The 
algorithm starts by creating a population of individuals, where each individ-
ual is a random solution to the problem, The individuals are then combined 
with a cross-over function to produce a new population, The new individuals 
are then subjected to mutation. 
Algorithm 8 Typical structure of a genetic algorithm 
t <- 0 
P(O) = new population 
f = fitness of P(O) 
repeat 
t<-t+1 
I = select individuals to be reproduced according to f 
P(t) = crossover(P(t - 1),1) 
mutate(P(t)) 
f = fitness of P(t) 
until termination condition 
To create a concrete genetic algorithm it is necessary to fix some of the 
parameters of the above general scheme. Crossover needs to be defined (a 
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binary operation), as does mutation (unary). The way that the candidates 
for parents and mutation are chosen must also be decided (candidates for 
crossover are generally decided using the fitness, whereas candidates for 
mutation do not). The initial population should then be chosen. 
Finding an accurate termination condition for the genetic algorithm is as 
problematic as for stochastic hill-climbing. A similar system was used for 
both, counting the number of iterations that had no crossing number im-
provement. 
2.3.1 Representation of an individual 
For this method, each individual was originally represented in software as 
an array of positions in the same way as move. The first entry in the array 
contained the position of vertex 0, the second entry the position of vertex 1, 
and so on. Vertex positions were an integer value from 0 to 9999 inclusive. 
This was chosen to give a large space for the comparatively small graphs 
that were being tested. 
It was then realised that it is preferable to maintain a list of vertices in order, 
rather than a list of vertex positions. With swap this effectively happens, as 
verties are swapped positions rather than moved to new (possibly colliding) 
locations. The software was therefore altered to use this new method. 
For move, this new representation would ensure that there could be no 
collisions with two vertices in the same positions, removing the need for this 
text. However, this change was never made to the move algorithm which is 
not quite as straightforward and would require several node swaps for each 
move. 
The whole population was represented by an array of pointers to each of the 
individuals. 
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2.3.2 Crossover operation 
For this genetic algorithm, a new individual was created by randomly choos-
ing vertex positions from one of two parents. This crossover operation suffers 
many problems akin to the move operation in stochastic hill-climbing, in-
cluding that of having "collisions" between vertices. Results, however, were 
still respectable. 
2.3.3 Mutation operation 
Mutation in this genetic algorithm works as follows. There is a lino chance 
of randomly changing each vertex's position to a new random value. As 
this genetic algorithm uses the 'spread-out vertices' system, like stochastic 
hill-climbing move, this type of mutation is possible. 
Without mutation the algorithm stops very quickly. 
2.3.4 Population size 
In general, genetic algorithms can provide better results than other, sim-
pler, heuristics. The main drawback is usually long computation time. To 
avoid this, it may sometimes be possible to simplify the procedure byalter-
ing or removing crossover, simplifying mutation, using a simpler evaluation 
function, or altering parameters such as the population size. 
Whilst conducting preliminary experiments with different parameters for 
this algorithm, different population sizes were tested ranging from 1 to 1000 
or more. It was found that with larger population sizes the algorithm took 
longer to run, which was expected. However, there was no advantage in 
using larger populations, as a small population was found to achieve the 
same number of crossings. 
In this case, the reduction in size of the population increased the speed of the 
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algorithm and achieved good results. Furthermore, the simplification of the 
genetic algorithm by altering, and eventually removing, crossover became 
the basis for the design and implementation of the stochastic hill-climbing 
algorithms given in Section 2.2. 
2.4 Simulated annealing method 
The simulated annealing method extends stochastic hill-climbing to try and 
eliminate the problem of getting stuck in local minima. Essentially the 
algorithm works in the same way. Starting with a single solution, repeated 
vertex swaps are made to try and reduce the crossing number. However, 
during certain iterations, a vertex swap can be kept even if it increases the 
number of crossings. 
Simulated annealing, as in the real process of annealing metal, has the con-
cepts of 'time' and 'temperature'. Time starts at zero and increases by one 
for each iteration. Temperature starts at a high value and, with iterations 
being processed in groups, it decreases after each group. The variables a, b, q 
and t are used in the algorithm. The number of iterations that should hap-
pen in the current group is q (this starts at a low value); t is the temperature. 
At the end of each iteration group t is decreased by multiplying by a (a < 1) 
and q is increased by multiplying by b (b > 1). In this way, the amount of 
time spent at each temperature value increases as the algorithm progresses. 
During each iteration, two vertices are swapped. If the new number of 
crossings is lower than before the swap then it is kept. If it is the same or 
higher then it is only kept if a generated random number (0 .. 1) is higher 
than a probability, p, calculated as: 
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where crn is the new crossing number having just swapped two vertices and 
CTb is the lowest result so far during this iteration group. This means that 
as time increases less swaps are made that would increase the number of 
crossings. 
The principle behind simulated annealing is that at the beginning the system 
is very unstable, with a high temperature, and many swaps may be made 
that bring the number of crossings down. As the temperature decreases, 
and the number of crossings decreases less rapidly, more swaps are allowed 
that allow the number of crossings to temporarily increase. It is hoped that 
by using this method local minima in the problem space may be avoided. 
The main problem with simulated annealing is the choice of the variables 
a, b, q and t. Choosing q does not seem too difficult: it is chosen fairly low, 
say between 50 and 100 iterations. t should be set high, but how high? 
Setting a and b seems to be harder, though. Various values for a have been 
tried ranging from 0.9 to 1, and for b from 1 to 2. Given time, for a single 
graph it is usually possible to find values that will work fairly satisfactorily 
(this usually means that a and b are accurate to three decimal places). 
However, finding the same set of values that will work for many different 
graphs seems practically impossible. 
Because it has been hard to find any generic values for a and b (and to a 
lesser extent t and q), no detailed and accurate experiments were run for 
this method. 
2.5 Block-crossover genetic algorithm method 
In 1996, Timo Eloranta and Erkki Miikinen published a paper that presents 
a new genetic algorithm for drawing undirected planar graphs, which they 
called "TimGA" [37J. TimGA introduces a new method of crossover for 
planar graphs. A random region is selected in the plane. This region is 
49 
used for both parents of the crossover operation. Parent 1 and parent 2 are 
directly copied to child 1 and 2, but then a region inside child 2 (of the same 
size as the parent region) is set to contain the same vertices as the region 
in parent 1. Similarly between parent 2 and child 1. This implements a 
very good cross-over operation, as a lot of information is kept, and a small 
amount is 'crossed over'. 
This approach has been modified to create a new genetic algorithm for bi-
partite graphs. The internal structure is similar to stochastic hill-climbing 
using swap, i.e. all vertices are positioned from 0 to no - 1. This gives 
similar speed-ups over the previous simple genetic algorithm method as the 
swap version of stochastic hill-climbing gave over move. This new genetic 
algorithm is referred to here as the 'block-crossover genetic algorithm'. 
2.5.1 Representation of an individual 
Each individual in the algorithm has been represented in software by an 
array. The array has no entries, and each entry contains the number of the 
vertex, 0, ... no -1, that corresponds to that index in the array. For example, 
four such arrays are shown in Figure 2.2. The population is another array 
that contains references (pointers) to each individual. 
2.5.2 Crossover operation 
The crossover function for the new block-crossover CA is shown in Figure 2.2. 
A range of vertices is selected from the free side of the drawing. Parents are 
copied to the children, and then the range of vertices is set exactly as in the 
opposite parent. Vertices that are not in the chosen range are placed in the 
same order as they were in their direct parent. 
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Figure 2.2: Crossover operation for the block-crossover genetic algorithm 
2.5.3 Mutation operation 
Mutation is performed by randomly swapping two vertices in each child. 
After some small experimentation, it was decided that there should be a 40% 
chance of this happening. With no mutation the algorithm, in common with 
other GAs, works very badly. As vertex swapping is quite a small mutation 
in itself, a high chance of it happening does not damage the results. 
2.5.4 Population size 
Different population sizes were tried in preliminary testing, ranging from 
one or two up to several hundred. Unlike the simple genetic algorithm 
given in Section 2.3 a very small population did not work well, whereas 
a larger population did. This implies that the crossover function in this 
new algorithm works better, as the crossover function needs at least two 
individuals. 
Large populations, as expected, ran very slowly. Eventually eight individ-
uals were used, which produced good results and did not take a long time. 
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An increase in the population size did not seem to have a significant im-
provement on the results achieved. 
2.6 Sequential one-sided experiments and results 
From the previous sections there are several different comparisons between 
the experiment results that can be made. The algorithms are compared to 
Penalty Minimisation (PM) and Sifting, currently the two best algorithms 
for one-sided crossing minimisation. Experimental results will be presented 
in the following order: 
1. Stochastic Hill Climbing: M Dve and Swap 
• Swap compared to PM and Sifting 
• Move compared to PM and Sifting 
• Swap compared to Move 
2. Block Crossover Genetic Algorithm: lO-second termination (GAlO), 
5-second termination (GA5) and combined with PM (PMGA5) 
• GAlO compared to PM and Sifting by number of crossings 
• GA5 compared to PM and Sifting by number of crossings 
• PMGA5 compared to PM and Sifting by number of crossings 
• GAlO compared to PM and Sifting by time 
• GA5 compared to PM and Sifting by time 
• PMGA5 compared to PM and Sifting by time 
A more detailed explanation of these experiments follows. 
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2.6.1 Experimental environment 
The sequential and parallel algorithms were implemented in C. Experiments 
were run 011 360Mhz Sun ULTRAsparc 5 workstations with 64Mb memory 
running Debian GNU /Linux. The computers were networked with lOOMbit 
Ethernet using switches. The programs were compiled with GNU GCC, and 
parallel communication was provided with PVM. 
2.6.2 One-sided sequential stochastic hill-climbing 
The first of these results compares swap and move to PM, shown in Table 2.1. 
The comparison was made as follows. First, PM was run for each graph 
and the number of crossings achieved and the time taken were recorded. 
Second, the SHC algorithm was run. This terminated when the number of 
crossings reached that of PM. The time taken to reach this crossing number 
can therefore be compared. Over all graphs (112 in total), PM reached its 
crossing number faster in 93.75% of cases, and swap and move were better 
in 6.25% of cases. 
Looking at the complete results in Table KI (Appendix E) it is possible to 
note that the graphs that were better for swap were not necessarily the same 
as those that were better for move. SHC is faster on the graphs that contain 
hardly any edges (very sparse random graphs) which can be expected: the 
first random drawing will probably have no crossings and the algorithm 
completes immediately, whereas PM will compute more before counting the 
number of crossings. 
It is clear that PM is far quicker at reaching its number of crossings than 
SHC is for most graphs. 
The next experiment compares SHC with Sifting; results are shown in Ta-
ble 2.2. The same approach was taken with Sifting being run first, followed 
by SHC which was run until it reached the same number of crossings, time 
53 
Table 2.1: Time comparison between one-sided SHe and PM 
Swap to PM Move to PM 
SHe better (%) 6.25 6.25 
Equal results (%) 0 0 
PM better (%) 93.75 93.75 
being recorded. It is a coincidence that the overall results are the same 
as the previous ones; the individual results are not the same, as seen in 
Table E.2. 
Sifting, as with PM, shows itself to be superior in the amount of time it 
takes to get to its crossing number. However, it is generally possible to 
leave SHe running for longer to achieve a lower number of crossings than 
PM or Sifting. 
Table 2.2: Time comparison between one-sided SHe and sifting 
Swap to Sifting Move to Sifting 
SHe better (%) 6.25 6.25 
Equal results (%) 0 0 
Sifting better (%) 93.75 93.75 
Looking now only at stochastic hill-climbing, swap and move were then 
compared to each other. For each graph the average result from the times 
of swap/PM and swap/Sifting were taken, as were the results from move/PM 
and move/Sifting. These two values, which are shown in Table E.3, were 
compared to see which was lower, i.e. which method was quicker. Over all 
112 graphs, the percentage that each was better is shown in Table 2.3. 
It is clear looking at these results that swap, on average, is better than 
move. This is probably due to the fact that swap can perform much faster, 
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not having to check to see if two vertices are at the same position. Apart 
from this check, the two methods are nearly identical: one swap can be 
represented by two moves, and one move can be represented by a series of 
swaps. It is also possible that swap could benefit from being able to alter 
the positions of two vertices at the same time. 
Table 2.3: Time comparison between one-sided SHC swap and move 
Swap (%) 
Equal (%) 
Move (%) 
Percent better 
64.29 
4.46 
31.25 
Lastly, a combined method was tested, where PM was run first on a graph 
and its output was taken as the starting position for SHC. Complete experi-
ments were not run for this, as in initial tests it performed very badly, taking 
a long time to get results that were not much better than PM itself. Due to 
the way PM works, this was most likely because the result was already in a 
fairly good local minimum which SHC finds very difficult to get out from. 
SHC, therefore, while not performing badly (it was able to get the same 
numbers of crossings as PM, and better) did take a longer time to do so. 
For applications that need a lower number of crossings where time is not so 
much of a consideration, they could be used, however for speed it is better 
to stay with PM or Sifting. 
2.6.3 One-sided sequential genetic algorithms 
Experiments have been run for the block crossover genetic algorithm, com-
paring it to PM and Sifting. Three different versions of the GA have been 
tested. The first, GAlO, runs until no improvement has happened to the 
drawing in 10 seconds (i.e. 10 seconds of stagnation). GA5 is the same, but 
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the stagnation time is 5 seconds. 
The last, PMGA5, is a combination of Penalty Minimisation and the genetic 
algorithm. In this version, PM is first run on the graph. The result of PM 
is then used as one of the individuals of the GA. As with GA5, PMGA5 also 
has a 5 second stagnation time. 
All three methods use 8 individuals in their population, which are all random 
drawings (apart from one individual in PMGA5). 
The different algorithms were run for each graph until it concluded, and then 
the number of crossings reached and the time taken were recorded. The same 
method for aggregating the results as with stochastic hill-climbing has been 
used: the number of times that each method performed better than PM or 
Sifting has been calculated, to give a percentage of times that each algorithm 
is better. 
Table 2.4: Number of crossings comparison between block GA and PM 
GAlO GA5 PMGA5 
GA better (%) 42.02 37.82 
PM better (%) 16.81 22.69 
Equal results (%) 41.18 39.50 
42.86 
o 
57.14 
Table 2.4 shows the results comparing the three block GA methods with PM. 
All three GA methods gave lower numbers of crossings on more graphs than 
PM did, although in a significant number of cases the results were equal. The 
result where PM is never better than PMGA5 should be expected because 
the PMGA5 method is pre-seeded with the result of PM. Because the genetic 
algorithm always transfers the best individual in its current population to 
the new population, the whole result can never get any worse than the best 
starting individual, most likely PM. 
The comparison between block GA and Sifting is shown in Table 2.5. In 
56 
Table 2.5: Number of crossings comparison between block GA and Sifting 
GAlO GA5 PMGA5 
GA better (%) 56.30 53.78 
Sifting better (%) 13.45 16.81 
Equal results (%) 30.25 29.41 
62.18 
2.52 
35.29 
this case, the GA performed much better than Sifting, always getting lower 
numbers of crossings for more than half of the graphs tested. Although 
Sifting generally does not get quite such low results as PM, 2.5% of the 
results show that Sifting was better than PMGA5. 
Looking only at the number of crossings, the genetic algorithm is much bet-
ter than both PM and Sifting. However, as with most genetic algorithms, 
the time taken to get the good result is quite long. In extreme cases, some 
graphs can take over 15 minutes to run in GAlO which is obviously undesire-
able when they run on PM in less than a second. Using PMGA5 the time 
taken can be improved dramatically, even with the added amount of time it 
takes for PM to run. All experiments with PMGA5 completed in less than 
3.5 minutes, and most completed in less than 3 seconds. Full results are 
given in Section E.2 (Appendix E). Tables E.4 and E.6 give crossing com-
parisons betweeen the genetic algorithms and PM and Sifting respectively, 
all results better than PM or Sifting being shown in bold type. Tables E.5 
and E.7 give times taken, not including the 5 or 10 second stagnation time. 
Using PMGA5 is a good alternative to using PM, and can generally get 
better results in only a slightly increased amount of time. It will never get 
worse results than PM. It is interesting to see the number of times that 
PMGA5 improves on PM, and because of this it is recommended to use a 
combination of Penalty Minimisation and a Genetic Algorithm to solve the 
one-sided problem. 
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2.7 Summary of one-sided bipartite graph draw-
ing 
There are many existing sequential one-sided bipartite graph drawing heuris-
tics. Four completely new methods were described in this chapter. The sim-
ple genetic algorithm method was developed simultaneous to the stochastic 
hill-climbing method, but it does not perform particularly well due to the 
internal drawing representation and the crossover function. The stochas-
tic hill-climbing method has two variations, termed move and swap. The 
swap method is the best of these; move suffers from similar problems as the 
simple genetic algorithm because the data representation in implementation 
has problems. 
A new simulated annealing method was proposed, however it proved practi-
cally impossible to find good general parameters for the algorithm. Specific 
parameters for a particular graph could occasionally be found, but these 
would not work well for other graphs in the test set. Because of this the 
algorithm was abandoned. 
The best new algorithm created is the block crossover genetic algorithm. 
This addressed the two main problems with the simple genetic algorithm, 
namely the internal data representation and the crossover method. The 
algorithm can also be seeded with the output of other one-sided methods 
and be used to improve their result. 
Both the stochastic hill-climbing and block-crossover genetic algorithm meth-
ods were tested against the two leading algorithms for one-sided drawing, 
Penalty Minimisation and Sifting. The new methods can achieve lower num-
bers of crossings than these existing algorithms, although they take longer. 
The block-crossover genetic algorithm is the better of the new methods, and 
can also be combined with, say, Penalty Minimisation, to achieve drawings 
with even lower numbers of crossings. 
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Chapter 3 
Parallel one-sided bipartite 
graph drawing 
Four different one-sided bipartite graph drawing algorithms were designed 
for use on parallel systems. They were written and tested using Parallel 
Virtual Machine (PVM). The master-slave topology was used with p + 1 
processors in total (p slaves). Each slave had identification i in the range 
O ... p-l. 
These parallel algorithms, similar to some of the sequential ones, depend 
on random number generators. Because the slave machines will generally 
all have an identical system clock time, the standard method of using the 
srand(time(NULL)); C command on each slave could possibly result in 
many or all slaves running with exactly the same random sequence. There-
fore two options are used. Either the master runs this command, and then 
sends a different random number to each slave, or the master sends the cur-
rent time to each slave and the slave adds its task ID to this number. The 
slave then uses this (system-unique) number as its pseudo-random generator 
seed. 
The parallel methods investigated are all based on the one-sided hill-climbing 
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and genetic algorithm methods. For the same reasons that these one-sided 
sequential methods are difficult to implement for the two-sided problem (see 
page 73), no parallel two-sided methods were investigated. 
3.1 Parallel individual stochastic hill-climbing 
This approach offers a parallel version of the stochastic hill-climbing swap 
algorithm given in Section 2.2.2. For this algorithm a copy of the sequential 
swap program is run on each processor using a master-slave topology in 
PVM. 
The master randomly generates permutations that are sent to the slaves, 
on which a simple mutation of a cyclic shift by lino/pJ positions is applied. 
The mutations will generate permutations that are at least a distance lno/2 J 
from each other because a permutation in the worst case can contain at 
most l no/2 J cycles. This means that these initial mutations ensure a good 
distribution of starting positions over the space of permutations. 
A slave finishes processing after some pre-defined number of runs of the 
stochastic hill-climbing algorithm, or after some pre-defined number of it-
erations without any improvement. As soon as a slave halts, it sends the 
resulting permutation to the master. When all slave tasks have sent a result 
back to the master the best result is chosen and the program halts. (See 
Algorithm 9.) 
Although this algorithm is a very simple parallelisation of the sequential 
algorithm, the cyclic shift in the starting permutations gives a good start-
ing point where many tasks are searching the result space in many different 
areas. This increases the likelihood of finding a better result than can hap-
pen in the sequential algorithm, where only one area of the result space is 
searched. Even running the sequential algorithm many times may not pro-
duce better results, as it starts with a random position each time, whereas 
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the parallel implementation deliberately starts with input permutations that 
are distant from each other. 
Disadvantages of this algorithm are that, once a slave has finished processing 
it is then redundant. No new work is given to it, and the whole program 
can be held up by a single task that takes a long time. That said, the 
implementation does not seem to suffer from this, and produces good results. 
Algorithm 9 Parallel individual stochastic hill-climbing 
Master 
Start p slaves 
Load graph 
Randomise KO 
Send graph and Vo to all slaves 
for i = 0 to p - 1 do 
Receive permutation from slave i 
end for 
Find permutation returned with lowest crossing number 
Finish 
Each slave 
Receive graph and KO from master 
Rotate KO by lino/p J 
Apply Sequential stochastic hill-climbing 
Send KO to master 
Finish 
3.2 Parallel co-operative stochastic hill-climbing 
In an attempt to improve on the parallelism in the individual parallel stochas-
tic hill-climbing algorithm, an addition was made whereby slaves can co-
operate with each other via communication with the master task. This 
version works as follows (see Algorithm 10). 
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The master, as before, creates a random starting permutation and sends 
it to all slaves. The slaves then rotate this permutation Lino/p J times as 
before, and start to run stochastic hill-climbing. When, during the course 
of processing, a slave stagnates (Le. the number of crossings in its graph 
does not decrease after a set number of iterations), it sends its best result 
back to the master. The master keeps a collection of results. It stores the 
result received from the slave, and sends another random result from its 
store back to the slave. The slave does not rotate this new permutation, but 
starts processing it. In this way results are continuously moving between 
slaves. As each slave has a different random number generator, there is 
a chance of it finding better drawings from this permutation. However, 
experimentation determined that purely distributing permutations between 
slaves via the master did not make an appreciable difference to the overall 
result because the results tended to become stuck in local minima. 
3.2.1 Adding mutation 
A further modification to the previous algorithm, given in Algorithm 11, is to 
add a mutation step at each slave. This was added because the population on 
the master can very quickly stagnate with solutions that cannot be improved 
upon because they are stuck in local minima. 
This step is added on each slave, when it has been sent a permutation from 
the master, except the first permutation. The mutation works by swapping 
two randomly chosen vertices a set number of times, but without undoing 
'bad' swaps. 
3.3 Parallel split method 
As Greedy Switch is the bipartite graph equivalent to Bubble sort, the Split 
heuristic by Eades and Kelly [62) works similarly to the sorting method 
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Algorithm 10 Co-operative parallel stochastic hill-climbing 
Master 
Start p slaves 
Load graph 
Randomise 7ro 
Send graph and Vo to all slaves 
Generate population, P, of random solutions 
repeat 
Receive permutation 7r from a slave 
Send back a permutation from P 
w <-- max(bcr(P)) 
if bcr( 7r) ::::: w then 
Store 7r in P 
end if 
until Termination condition is reached 
Tell all slaves to finish 
Find min(bcr(P)) 
Each slave 
Receive graph and 7ro from master 
Rotate 7ro by lino/pJ 
repeat 
Apply Sequential stochastic hill-climbing 
Send 7rO to master 
Receive new 7rO from master 
Optionally call Mutation (Algorithm 11) 
until Told to finish 
Quicksort [65]. First, a pivot vertex is chosen on the free side. Other vertices 
are then placed to the left or right of this vertex depending on where they 
give the least number of crossings compared to the pivot vertex. When this 
has been done, the graph is split in two (removing the pivot vertex) and the 
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Algorithm 11 Mutation procedure 
for a set number of times do 
u +- random number from O ... no - 1 
repeat 
v +- random number from O ... no - 1 
until v f. u 
t <- 1To(u) 
1To(u) <- 1To(v) 
1To(v) <- t 
end for 
process repeated for each half of the graph. Recursion continues until each 
part has only one vertex left. 
Because of the divide-and-conquer properties of this heuristic it is very suit-
able for implementing in parallel. However, after it was first implemented 
and tested as a sequential program the number of crossings in preliminary 
results were found to be very poor compared to other new methods presented 
here. Due to this it was decided not to continue further with implementa-
tion as a parallel version should not achieve better numbers of crossings, 
only faster times. No parallel version was therefore completed. 
3.4 Parallel bisection method 
The aim with the parallel Split method was to partition the graph on one 
vertex. Bisection is a new algorithm for the one-sided problem that tries to 
partition the graph by bisecting it such that there are minimal edge crossings 
between the two parts. The partition method in this algorithm is edge-
based, whereas Split is vertex-based. It can be seen that there is a definite 
parallelism in this method, as with the Split method, where processors can 
be organised into a tree-like structure. 
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One situation in drawing bipartite graphs that can cause a large number of 
edge crossings is where vertices are placed causing edges of extreme length. 
In other words, edges should not extend from the far left of the drawing to 
the far right; they should be kept as short as is reasonably possible. The idea 
behind this method was that longer edges would cause an increased number 
of edges over a central bisection of the drawing. Therefore, bisecting the 
graph and reducing the number of edges over this bisection should lead to a 
drawing with a lower number of overall crossings. After each bisection the 
graph can be treated as two separate graphs which can be independently 
and recursively bisected again. 
An initial sequential program was written to test this algorithm. The imple-
mentation followed the Kernighan-Lin graph bisection algorithm to bisect 
the graph [66]. This is a well known algorithm that has time complexity 
O(no3 ). 
After initial tests this method was abandoned because it gave particularly 
bad results, even for very simple graphs such as cycles. This seems to be 
because of several reasons, some of which are: 
• once a graph has been bisected into two parts, there can be no move-
ment from vertices in one part to the other at a later stage; 
• cycles in the drawing can have many instances where two edges cross 
the bisection, but vertices are not in optimal ordering; 
• many drawings may have a high concentration of crossings over the 
bisection, but this does not automatically mean that the edges are 
lengthy and causing unnecessary crossings elsewhere; 
• edges that cross the bisection were removed from the graph, mean-
ing vertices could be placed in very sub-optimal places after further 
recursion. 
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Some of these reasons for failure in the bisection algorithm seem to demon-
strate why the new two-sided linear arrangement method shown in Chapter 
4 works so well. This is because it tries to reduce the overall lengths of all the 
edges with respect to all other edges, rather than making local irreversible 
decisions. 
3.5 Parallel one-sided experiments and results 
Three parallel methods were tested, all based on the stochastic hill-climbing 
heuristic. They have been compared to sequential stochastic hill-climbing 
(swap), Penalty Minimisation and Sifting. As these are the first known 
parallel methods for bipartite graph drawing it was not possible to compare 
them to any existing methods. 
3.5.1 Experimental environment 
The environment used for testing the parallel algorithms is the same as for 
the one-sided sequential methods, as described in Section 2.6.1. 
For parallel computation, a total of 50 Sun workstations were available. 
These were configured as five parallel computers each with nine processors, 
one master and eight slaves. One of the spare computers was used to run a 
job queueing system written in Per! that kept experiments running on the 
parallel systems. Sequential algorithms were tested by running on individual 
machines in the cluster, saving experimental time by running concurrently. 
3.5.2 Test graphs for parallel experiments 
At the time the parallel experiments were run the 'standard' graph set given 
in Section 1.8 had not been put together, so a collection of randomly gener-
ated graphs were created to test the algorithms. They had from 100 to 1000 
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vertices (in WO-vertex steps), and had edge densities of 0.1%,1% and 10%. 
Due to the randomness of the heuristics, each experiment was run 10 times, 
and both the number of crossings and time results have been averaged. This 
was intended to give more of a 'general case' result. Ten repetitions were 
chosen arbitrarily, being not so many as to take a long time to run, but 
enough to cover a reasonable amount of random variation. 
3.5.3 Parallel one-sided bipartite drawing results 
A number of obstacles have had to be overcome to achieve results for these 
experiments. Firstly, most of the larger graphs (with 600, 700, ... , 1000 
vertices) could not be run successfully on most of the parallel algorithms. 
This was mainly due to the amount of time taken, although some would not 
complete at all-another case of termination condition problems. Because of 
this it was decided to concentrate on the smaller graphs (100 to 500 vertices) 
as they tend to finish in less time. 
The next problem was how to process the large amount of data that was 
generated by the experiments, even for such a small number of graphs. 
Figures 3.1, 3.2 and 3.3 show the main data generated: PM and Sifting 
both finish with a single value, as does parallel individual stochastic hill-
climbing (where all slaves send their results to the master, which outputs 
the best). However the other parallel results, and the results from sequential 
hill-climbing, have no good termination condition. These graphs are plotted 
as lines showing how the number of crossings decreased over time. The 
results from the sequential algorithm have been plotted in full, showing the 
diversity of the results. 
Table E.S in Appendix E contains processed data for each method. This re-
duces the output from each experiment down to a single number of crossings, 
and was calculated in the following way. PM and Sifting have been given 
as they are. Parallel individual stochastic hill-climbing is the average of the 
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Figure 3.1: General random graph, n = 500, density = 0.1%, time in seconds 
10 runs for each graph. The other values are the average of the number of 
crossings that the algorithm had reached at the same time as when parallel 
individual stochastic hill-climbing finished for that graph. This allows the 
algorithms to be compared in a fair way as each had been running for the 
same amount of time. 
It is interesting to see that the parallel individual stochastic hill-climbing 
method seems to be the best in terms of number of crossings, except for the 
graphs generated with 1% edge densities. For these, Sifting is consistently 
the best. With the sparse 0.1% edge density graphs both parallel GA and 
PM generally achieved the same result as parallel hill-climbing. 
Sifting seems to do better than PM in this experiment, which is unusuaL 
However this is also shown to be the case in some of the experimental results 
by Finocchi [48] with randomly generated graphs. Looking at the results of 
other experiments, it generally achieves lower crossings that other methods 
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when used on graphs that have structural symmetries. 
It seems that the best method to achieve a low number of crossings for 
dense and sparse graphs is the parallel individual stochastic hill-climbing 
heuristic, which can use the differing random numbers on each machine to 
search a wide space of results. For other graphs it would be better to use the 
sequential algorithms. It is slightly surprising that the parallel GA methods 
did not perform better than hill-climbing, however this comparison is done at 
the same time for both algorithms. The parallel GA has more communication 
and calculation which will slow it down. Looking at Figures 3.1,3.2 and 3.3 
it would seem that, left for longer, parallel GA with mutation is the better 
algorithm. 
Time-wise, as is often the case, PM and Sifting are far quicker than any of 
the parallel methods. The parallel communications overhead together with 
the fact that genetic algorithms are renowned for having long running times 
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Figure 3.3: General random graph, n = 500, density = 10%, time in seconds 
are both against the parallel algorithms here. It seems that, in this case, 
the extra complexity of the parallel algorithms and the time taken to run 
are not worthwhile for the decrease in number of crossings. However, the 
original aim was primarily to reduce the number of crossings and this has 
been achieved. 
3.6 Summary of parallel one-sided bipartite graph 
drawing 
This chapter introduced four new parallel approaches to the one-sided bipar-
tite graph drawing problem using the master-slave approach. The parallel 
individual stochastic hill-climbing method is an extension of the sequential 
hill-climbing method where each machine in the cluster independently runs 
the same algorithm. Results are sent back to the master machine which 
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outputs the best. 
The parallel co-operative stochastic hill-climbing method is similar to the 
parallel individual method, except that the slaves processing the graphs can 
communicate by means of transferring graphs to the master. In essence the 
system works as a simple distributed genetic algorithm; the master maintains 
a population of individual solutions that are farmed out to the slaves. 
Both these approaches can achieve drawings with slightly lower crossings 
than Penalty Minimisation or Sifting, although they take longer to run. 
Overall the parallel results were slightly disappointing, especially in the 
running time. It is possible that the added overhead caused by the parallel 
libraries and co-ordinating the communications mean that the problem is 
less suited to parallel methods. Certainly it was noticed at times that the 
actual network communications overhead introduced significant delays, even 
on a fast Ethernet link. 
The split method was designed to work as a parallel improvement of the 
existing sequential Split algorithm. However, test sequential versions could 
not achieve low numbers of crossings compared to other existing and new 
algorithms, and no parallel version was developed. 
Parallel bisection was also not developed into a parallel algorithm because 
sequential tests revealed several reasons for it to work very badly. Its per-
formance on simple cycles, for instance, showed that, after an initial bad 
bisection, the algorithm could not then fix the previous 'mistakes' that it 
had made. 
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Chapter 4 
Two-sided bipartite graph 
drawing 
The previous chapters have looked at the problem of one-sided bipartite 
graph drawing. The two-sided problem will now be considered and new 
algorithms and results will be presented. 
Whereas one permutation of vertices stays unchanged in the one-sided prob-
lem, both permutations of vertices are now free to change. No restrictions 
are placed on the positions of the vertices of either side. Unfortunately, as 
with the one-sided problem, this problem is also NP-hard [1]. 
The two-sided bipartite crossing number problem can be referred to as just 
the bipartite crossing number problem. 
One technique that has been used for finding solutions to the two-sided 
problem is to apply a one-sided method iteratively [50]. In a series of ex-
periments the one-sided methods barycentre, LR-Opt (a branch and cut 
method), split, median, stochastic, greedy-switch, assign and greedy-insert 
were applied iteratively until there was no change in the crossing number, 
i.e. until a local minimum had been achieved. The resulting ranking of the 
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heuristics was the above order; iterated barycentre being the best among 
the tested methods both in terms of quality and computation time. 
Although genetic algorithms have been used for the one-sided and k-partite 
graph drawing problems, they were not considered for use with the two-
sided problem because they rely heavily on being able to count the number 
of crossings in each individual. The speed of genetic algorithms is heav-
ily dependent on the fitness function which, for this problem, is based on 
the number of crossings in the drawing. With the stochastic hill-climbing 
method the number of crossings can be calculated once at the beginning; 
from then on it is maintained by adding the difference made by the swap 
in positions of two nodes. For the two-sided problem this is non-trivial, 
but possible, as a new method presented here demonstrates. However, for 
a genetic algorithm, no method for calculating the number of crossings has 
been devised for the crossover function, where two solutions to the problem 
are merged. 
Two new heuristics are presented [67]. The first, called the linear arrange-
ment problem based method, is based on the result of Shahrokhi et al. that 
shows a strong connection between the linear arrangement problem of a 
bipartite graph and its bipartite crossing number [45]. The order of the 
vertices on the two sides are taken in exactly the same order as a solution 
to the linear arrangement problem for the same graph. 
The second method is an extension of the one-sided stochastic hill-climbing 
method for two-sided drawing. It is not possible to easily use or modify 
the one-sided algorithm for the two-sided problem because the fast crossing-
counting method used only works with one side of the graph in fixed posi-
tions. A method has been created to allow both sides to be modified whilst 
keeping track of the number of crossings. 
This algorithm was also extended to allow anyone-sided method to easily be 
applied iteratively. It requires modification of the program data structures 
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so the graph can effectively be "flipped over" to allow processing of the other 
side. 
4.1 Linear arrangement problem based method 
A connection between the bipartite crossing number problem and the linear 
arrangement problem has previously been established [45]. In that paper, 
lower and upper bounds for the optimal number of crossings were derived. 
The main result of that work is the following theorem that gives lower and 
upper bounds in terms of the graph's optimal linear arrangement value, 
L( G) (be is the minimum degree of C and 6e is the maximum degree of 
C): 
Theorem 1. Let G = (Vo, V1 ,E), then 
1 1 
36beL(G) - 12 Ld~::; bcr(G)::; 56eL(G). 
vEV 
Using this result a polynomial time approximation algorithm was obtained 
for the bipartite crossing number problem that is based on an approxima-
tion algorithm for the linear arrangement problem. First, an approximate 
solution to the linear arrangement problem is found. Permutations "0 and 
11'1 are then taken in the same order as produced in the linear arrangement 
problem. Using this idea, it is possible to use any heuristic that solves the 
linear arrangement problem to produce the pair of permutations 11'0 and "1, 
thereby also creating a solution to the two-sided bipartite graph drawing 
problem. 
4.1.1 Linear arrangement (Mohar) method 
Juvan and Mohar present a simple heuristic that solves the linear arrange-
ment problem by using the eigenvector corresponding to the smallest pos-
itive Laplacian eigenvalue Ae of the graph G [68]. This eigenvector is 
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called Fiedler's vector [69, 70J. The Laplacian of a graph, G, is the ma-
trix I(G) - A(G), where A(G) is the adjacency matrix of G and I(G) is 
the diagonal matrix with vertex degrees on the diagonal, i.e. iuu = du, and 
iuv = 0 if u # v. 
Algorithm 12 Procedure "linear arrangement problem method" 
Aa ;- smallest positive Laplacian eigenvalue (or a good approximation) 
F ;- eigenvector corresponding to Aa (Fiedler's vector) 
Use F to construct approximate Linear Arrangement Problem solution 
Construct permutations 7fo and 7f1 
Evaluate the crossing number, bcr(G, 7fo, 7f1) 
The main difficulty with this method is finding a way of calculating Fiedler's 
vector rapidly with good accuracy. The procedure used is jacobi from 
the book Numerical Recipes in C [71J. Although this is not the fastest of 
algorithms, it does produce accurate results (see Algorithm 12). 
4.1.2 Linear arrangement (multi-scale) method 
The second method uses the multi-scale heuristic of Koren and Harel [72J. 
This method gives good results very quickly (they claim it runs in time 
linear to the number of edges). This makes it an excellent choice for using 
in the two-sided crossing minimisation problem. The algorithm is explained 
in their paper, and the software is available on the Internet [73J. 
Neither of these two linear-arrangement methods were examined in any de-
tailor modified in any way. The programs for each were run exactly as given, 
and the output directly used to produce the permutations of the bipartite 
graph's vertices. 
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4.2 Stochastic hill-climbing method 
This two-sided stochastic hill-climbing method works as follows. An initial 
drawing of the graph is generated, with the starting permutations given by 
the input data. One side of the drawing is chosen at random, followed by 
two vertices, again at random, on the same side. Their positions are then 
swapped. If the overall crossing number is less than the previous (best) 
crossing number, the new permutation is kept, otherwise the vertices are 
swapped back to their previous positions. Choosing a side, and then two 
vertices, etc., is repeated until a termination condition occurs. 
This method (see Algorithm 13) is similar to the one-sided stochastic hiJl-
climbing method, however there are differences in the crossing counting 
method used. With the one-sided method the crossing table calculation 
could be used to quickly find the number of crossings in the graph. Due to 
the nature of this type of heuristic, the speed of the whole solution depends 
on the speed of counting the number of crossings. 
Because this is a two-sided method, the crossing table calculation cannot be 
used. There is an area of research that looks at crossing counting itself, and 
there are published algorithms for efficient counting of an entire drawing 
(e.g. [74, 75]). However, it is not efficient in this case to count the entire 
number of crossings in the drawing as it is known that only two vertices 
have swapped positions. This has led to the creation of a new algorithm 
that maintains knowledge of the number of crossings in the drawing for each 
swap that is made. In other words, it calculates the difference in crossings 
that the swap would make. One complete crossing count still needs to be 
made at the beginning to know the number of crossings that are in the initial 
drawing. 
There are three stages to the two-sided vertex-swap crossing calculation 
algorithm. The first two are independent, but must both be performed 
before the third. This new method is used after each swap to maintain a 
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Algorithm 13 Two-sided stochastic hill-climbing algorithm 
7f0 <-- random ordering of O ... !Vol - 1 
7rl <-- random ordering of O ... !Vd - 1 
repeat 
I <-- random choice of either 0 or 1 
u <-- random number from O ... IVlI - 1 
repeat 
v <-- random number from 0 ... I VII - 1 
until v '" u 
7fold = 7ft 
t <-- 7rtU 
if bcr(D(G, 7fo)) 2: bcr(D(G, 7rold)) then 
7ft = 7ro ld 
end if 
until termination condition is met 
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correct crossing count. 
There are several notations used in this method; these are as follows. u and 
v are the vertices to be swapped, and are on side s (these vertices can be 
found in the set IVs!). The other vertices are on side t (in set IV,I). The two 
sides have permutations 7fs and 7ft. Finally, ax(i) is the xth vertex adjacent 
to i (0 :0; x :0; d.; - 1) (a vertex v is adjacent to u if there exists an edge 
e = (u, v)). 
The first step is to calculate the range of vertices in 7rt that is covered by 
the neighbours of u and v. The leftmost vertex in this range is termed l, the 
rightmost T. Similarly, the leftmost neighbour to u is lu, the rightmost Tu, 
the leftmost to v, lv, and the rightmost, Tv (see Figure 4.1. This algorithm 
is straightforward, and shown in Algorithm 14. 
u v 
......................... _ ...... -.-..... --... -. 
t. 
lv ru rv 
Figure 4.1: Positions of vertices for counting algorithm 
The second step is to calculate the value of dCT before the third step begins. 
This is the difference in the number of crossings on the edges adjacent to u 
and v if they are are swapped positions. At the end of this step, dCT will be 
the number of crossings (positive or negative) to add to the total number of 
crossings in the drawing, er, if u, and v were swapped, i.e. CT' = CT + dCT. 
A sub-graph that comprises of the vertices u, v, their incident edges and 
their neighbours is used. der is then calculated as the difference in crossings 
between when this sub-graph has the order u, v, and when it has order v, u. 
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-------------
Algorithm 14 Calculating I and T 
Require: 7T(U) < 7T(V) and U # v 
lu ;- ao(u) 
Tu ;- ao(u) 
for k = 1 to du-l do 
if 7T(ak(u)) < 7T(lu) then 
lu ;- ak(u) 
end if 
if 7T(ak(u)) > 7T(Tu) then 
Tu ;- ak(u) 
end if 
end for 
Iv ;- ao(v) 
Tv ;- ao(v) 
for k = 1 to dv-l do 
if 7T(ak(v)) < 7T(lv) then 
Iv ;- ak(v) 
end if 
if 7T(ak(v)) > 7T(Tv) then 
Tv ;- ak(v) 
end if 
end for 
if 7T(lu) < 7T(lv) then 
I ;-Iu 
else 
I ;- Iv 
end if 
if 7T(Tu) > rr(Tv) then 
r +- Tu 
else 
end if 
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This is shown in Algorithm 15 (see Figure 4.1 for example of a sub-graph). 
Algorithm 15 Calculating initial value of er 
Require: rr(u) < rr(v) and u 'I v {u and v are the vertices to be swapped} 
c+-O (number of crossings on edges incident to u and v) 
d+-O (number of vertices that are adjacent to both u and v) 
for k = 0 to du - 1 do 
f+-O 
for 1 = 0 to dv - 1 do 
if rr(al(v)) < rr(ak(u)) then 
t+-t+l 
else if rr(al(v)) = rr(ak(u)) then 
d+-d+l 
end if 
end for 
c+-e+t 
end for 
er +- (du x dv) - 2e - d {er is now the difference in the number of crossings 
on edges incident to u and v if they are swapped} 
The final step of the algorithm is to count the difference in crossings on all 
edges that will be affected if u and v are swapped, not including the edges 
adjacent to u and v themselves (this was dealt with in the second step). 
Affected edges always have one vertex, i, where rr(u) < rr(i) < rr(v), Le. i 
is positioned between u and v on side s. For the sake of convenience, Q is 
defined here as being all vertices positioned between u and v on side s. 
There are five situations to be dealt with: 
1. all edges from a vertex in Q to a vertex to the left of I; 
2. all edges from a vertex in Q to I; 
3. all edges from a vertex in Q to a vertex between 1 and r; 
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4. all edges from a vertex in Q to r; 
5. all edges from a vertex in Q to a vertex to the right of r. 
For edges from vertices in Q to a vertex to the left of l, the difference in 
number of crossings dcr needs to be decremented by du and incremented by 
dv ' Similarly the opposite for edges from Q to vertices to the right ofr. See 
Algorithm 16. 
Algorithm 16 Calculating difference in crossings for edges from Q to left 
of 1 or right of r 
Require: ,,-(u) < rr(v) and u i= v 
for each vertex i where rr(u) < rr(i) < rr(v) do 
for each vertex, j, adjacent to i do 
if rr(j) < rr(l) then 
dcr <- dv - du 
else if rr(j) > rr(r) then 
dcr <- du - dv 
end if 
end for 
end for 
For edges from vertices in Q to l, dcr is modified as if the edge was to a 
vertes to the left of l, except that it is incremented by 1 if 1 = lu, and is 
decremented by 1 if 1 = lv. Similarly the opposite for edges from vertices in 
Q to r. See Algorithm 17. 
For edges from vertices in Q to any vertex, k (rr(l) < rr(k) < 1f(r), Algo-
rithm 18 is followed to further update the difference in crossings, dcr, if u 
and v were to be swapped. 
Finally, if after these three steps dcr < 0, then u and v are swapped positions 
and cr becomes cr + dcr. The algorithm is then looped, selecting a new 
random side and two new random vertices to swap. 
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Algorithm 17 Calculating the difference in crossings for edges from Q to I 
or from Q to T 
Require: 7f(u) < 7f(v) and U # v 
for each vertex i where 7f(u) < 7f(i) < 7f(v) do 
for each vertex, j, adjacent to i do 
if 7f(j) = 7f(I) then 
dCT +- dv - du 
if I = lu then 
dCT +- dCT + 1 
end if 
if I = Iv then 
dCT +- dCT - 1 
end if 
else if 7f(j) = 7f(T) then 
dcr +- du - dv 
if T = Tv then 
dCT +- dCT + 1 
end if 
if T = Tu then 
dcr +- dCT - 1 
end if 
end if 
end for 
end for 
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Algorithm 18 Calculating difference in crossings for edges from Q to ver-
tices between I and r 
Require: 7r(u) < 7r(v) and U # v 
for each vertex i where 7r(u) < 7r(i) < 7r(v) do 
for each vertex, j, adjacent to i do 
a<-b<-c<-O 
for each vertex, k, adjacent to U do 
if 7r(k) > 7r(j) then 
a<-a+l 
else if k = j then 
c<-c+l 
end if 
end for 
for each vertex, k, adjacent to· v do 
if 7r(k) < 7r(j) then 
b<-b+l 
else if k = j then 
c<-c+l 
end if 
end for 
dcr <- dcr + du + dv - 2(a + b) - c 
end for 
end for 
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The termination condition has similar problems as the one-sided heuristic, as 
discussed in Section 2.1. Two conditions were used for experiments with this 
heuristic. Firstly, "how long has the algorithm been running for": if it had 
been running "too long", it was stopped. "Too long" was usually defined as 
more than three minutes. This allows measurement of the crossing number 
reached after a specified length of time. The other condition was "stop after 
a particular crossing number has been reached". This enabled much better 
comparison with other methods: the other algorithm was run first, and the 
crossing number and time noted. Stochastic hill-climbing was then run, and 
stopped at the crossing number of the other algorithm. The time taken to 
reach the same crossing number was compared. 
4.3 Two-sided experiments and results 
In total, experiments have been run using six two-sided algorithms. These 
have been given shortened names as follows: 
LA-J Linear arrangement (Mohar) method using the jacobi function 
LA-KH Linear arrangement using Koren and Harel's multi-scale method 
2ss Two-sided stochastic hill-climbing 
w-2ss Two-sided stochastic hill-climbing, weighted by vertex degree 
I-PM Iterated Penalty Minimisation (PM) 
1-8 Iterated Barycentre 
The two-sided swap hill-climbing method was slightly modified to choose 
the vertices to swap according to their degree, i.e. the higher the degree of 
the vertex then the more likely it was to be chosen for swap. This is the 
w-2ss method. 
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Three other methods were created 
• Iterated Sifting; 
• Iterated mix of PM and Sifting, starting with PM; 
• Iterated mix of Sifting and PM, starting with Sifting; 
however initial results indicated that these performed worse than the above 
methods, so no further experiments were run. 
4.3.1 Experimental environment 
All the algorithms were implemented in C. The experiments were run on 
360Mhz Sun ULTRAsparc 5 workstations with 64Mb memory and networked 
with lOOMbit Ethernet using switches. The programs were compiled with 
GNU GCC. 
Each experiment was run ten times and an average of the number of cross-
ings and time reached was recorded. This gives a fairer comparison for the 
methods relying on pseudo-random sequences. Graph input data was also 
randomised before each experiment so that the on-disk data order would 
not influence the experiment outcome. This is especially important as some 
graphs are stored in optimal or near-optimal ordering. 
The algorithms were tested with the same graphs as the one-sided sequential 
and parallel methods, namely those used by Finocchi and Demetrescu[48]' 
structured graphs such as meshes and hypercu bes, and randomly created 
graphs. 
4.3.2 Running order of the experiments 
The algorithms were written and compared using experiments in the or-
der specified below. This ordering derives from the way the methods were 
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created-experiments were run after each new method had been programmed 
to test it against existing methods, rather than all experiments being run 
together. Doing things this way meant that lessons learnt in one experi-
ment or algorithm could be used to improve other algorithms subsequently, 
or ideas were developed to create new methods, such as weighted two-sided 
swap (w-2ss) being derived from plain two-sided swap (2ss). 
1. J-8 was created 
2. I-PM was created 
3. 1-8 and I-PM were compared 
4. LA-J was created 
5. 2ss was written 
6. 2ss (finishing at number of crossings of LA-J) and LA-J were compared 
7. LA-KH was created 
8. LA-KH and LA-J were compared 
9. 2ss (finishing at number of crossings of LA-KH) and LA-KH were com-
pared 
10. w-2ss was created 
11. w-2ss (finishing at number of crossings of LA-KH) and LA-KH were 
compared 
12. w-2ss (finishing at number of crossings of 1-8) and J-8 were compared 
13. J-8 and LA-J were compared 
14. 1-8 and LA-KH were compared 
15. I-PM and LA-J were compared 
16. I-PM and LA-KH were compared 
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The following section gives a summary of the results for each of these ex-
periments. 
4.3.3 Results of two-sided experiments 
Experiments were run on the same set of graphs as used for the one-sided ex-
periments. Results are presented in summary form showing, for each method 
tested, the percentage of graphs that had a better, or equal, result for num-
ber of crossings and time. Only two methods are compared in each test; in 
effect creating a 'contest' of two-sided bipartite graph drawing methods. 
Iterated Barycentre and Iterated PM 
These algorithms are simply iterative versions of the one-sided Barycentre 
and Penalty Minimisation (PM) methods. As far as is known, Iterated PM 
has not been attempted before. 
Results are given in Table 4.1. I-PM generally gives better results than 1-3 
but is clearly slower. 
Table 4.1: Comparison between I-B and I-PM 
I-B I-PM 
better % equal % better % 
cr 38.710 4.032 57.258 
time 62.097 4.839 33.065 
LA/Mohar and Stochastic Hill-climbing 
The LA-J results were obtained first. 2ss was then run for each graph while 
the number of crossings in the graph were more than the LA-J result. This 
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allows the two algorithms to be compared by the time taken. 2ss was 
stopped if it ran for more than 5 minutes, which means that LA-J could 
sometimes have a better result for a particular graph. 
The results in Table 4.2 show that 2ss is quicker at reaching the result of 
LA-J in approximately 80% of cases, but 25% of the time it may not reach 
its target. 
Table 4.2: Comparison between LA-J and 2SS to LA-J 
LA-J 
better % equal % 
cr 
time 
24.194 
17.742 
LA/Mohar and LA/Koren-Harel 
6.452 
0.000 
2SS to LA-J 
better % 
69.355 
82.258 
Independent experiments of these two methods were run and compared; the 
results shown in Table 4.3. LA-KH is clearly the better of the two methods; 
LA-J is faster for a small percentage of graphs tested, but LA-KH generally 
achieves a lower number of crossings. 
Table 4.3: Comparison between LA-J and LA-KH 
cr 
time 
LA-J LA-KH 
better % equal % better % 
18.548 
54.839 
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7.258 
0.000 
74.194 
45.161 
------------------------------------------ - - -
LA/Koren-Harel and 2SS to LA-KH 
Similarly to the LA-J /2ss experiment above, 2ss WaE run for each graph 
while the number of crossings WaE greater than the result for LA-KH. The 
results, shown in Table 4.4, show that a greater percentage of graphs will 
have a faEter result with LA-KH. 
Table 4.4: Comparison between LA-KH and 2SS to LA-KH 
cr 
time 
LA-KH 
better % equal % 
49.194 
57.258 
11.290 
3.226 
2SS to LA-KH 
better % 
39.516 
39.516 
LA/Koren-Harel and Weighted Stochastic Hill-climbing 
The previous result indicated that LA-KH is the best method so far. In 
an attempt to improve 2ss, a version WaE developed that randomly chooses 
vertices weighted by degree, i.e. vertices with a higher degree are more likely 
to be chosen to be swapped. 
LA-J WaE not compared with this new variation aE LA-KH had already shown 
itself to be superior. 
The results in Table 4.5 indicate that this new weighted algorithm is gener-
ally faster than LA-KH. However, due to it needing a termination condition, 
LA-KH may be more appropriate for general use. 
Iterated Barycentre and Weighted Stochastic Hill-climbing 
Comparing J-B and w-2ss (Table 4.6) shows that w-2ss will usually achieve 
fewer crossings than J-B in the same time. 
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Table 4.5: Comparison between LA-KH and W-2SS to LA-KH 
cr 
time 
LA-KH 
better % equal % 
36.290 
35.484 
15.323 
9.677 
W-2SS to LA-KH 
better % 
48.387 
54.839 
Table 4.6: Comparison between I-B and W-2SS to I-B 
cr 
time 
I-B 
better % equal % 
25.806 
53.226 
5.645 
0.000 
W-2SS to I-B 
better % 
68.548 
46.774 
4.3.4 Experiments comparing iterative and LA methods 
The previous section compared the new Stochastic Hill-Climbing and Linear 
Arrangement methods, and showed that the best choices are w-2ss and LA-
KH. In a final comparison, the iterative methods [-B and [-PM are compared 
to the two Linear Arrangement algorithms. 
Iterative Barycentre and LA/Mohar 
The results in Table 4.7 show that [-B is obviously the leader here based 
on speed. However it suffers from this, and LA-J is the better in terms of 
overall number of crossings. 
Iterative Barycentre and LA/Koren-Harel 
Similarly to the previous test, [-B is still very fast, although LA-KH is shown 
to be faster than LA-J (see Table 4.8). However, LA-KH is shown to be the 
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Table 4.7: Comparison between I-B and LA-J 
cr 
time 
I-B LA-J 
better % equal % better % 
16.935 
98.387 
8.065 
1.613 
75.000 
0.000 
leader when compared to LA-J and I-B. 
Table 4.8: Comparison between I-B and LA-KH 
cr 
time 
I-B LA-KH 
better % equal % better % 
7.258 
89.516 
5.645 
0.000 
87.097 
10.484 
Iterative Penalty Minimisation and LA/Mohar 
I-PM is, like I-B, again faster than the slow LA-J method. However, Table 4.9 
shows that LA-J is still better when it comes to the number of crossings 
reached. 
Table 4.9: Comparison between I-PM and LA-J 
cr 
time 
I-PM LA-J 
better % equal % better % 
33.871 
98.387 
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4.032 
1.613 
62.097 
0.000 
Iterative Penalty Minimisation and LA/Koren-Harel 
This final comparison, summarized in Table 4.10, shows that LA-KH is defi-
nitely better than an iterated version of what is considered the best one-sided 
method available. 
Table 4.10: Comparison between I-PM and LA-KH 
cr 
time 
I-PM LA-KH 
better % equal % better % 
0.000 
89.516 
7.258 
0.000 
92.742 
10.484 
4.4 Summary of two-sided bipartite graph draw-
Ing 
The current best known algorithm for creating solutions to the two-sided 
bipartite graph drawing problem is iterative Barycentre [50]. Together with 
iterative Penalty Minimisation, this method was compared to three new 
algorithms. 
The stochastic hill-climbing swap method for the one-sided problem was 
extended to be able to run with both sides of the graph. This is a non-
trivial problem due to the way that the number of crossings in the drawing is 
calculated as the algorithm runs. Vertices were weighted by degree, aod the 
algorithm became the weighted two-sided stochastic hill-climbing method. 
A second method was created that uses a solution to the linear arrangement 
problem. Two algorithms for the linear arrangement problem were tested: 
Mohar's method based on using Fiedler's eigenvector, and Koren and Harel's 
multi-scale method. The outputs of these algorithms were used to create· 
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solutions for the two-sided bipartite drawing problem. 
A method was also created that manipulated data structures to allow one-
sided algorithms such as Penalty Minimisation or Sifting to be run in an 
iterative way for the two-sided problem. 
In testing, the linear arrangement (multi-scale) and weighted stochastic hill-
climbing methods produced drawings with the least numbers of crossings, 
compared to all existing and new methods. The linear arrangement (Mohar) 
method and the non-weighted two-sided stochastic hill-climbing methods 
also produced good results, although the stochastic hill-climbing methods 
both suffer from the termination problem. 
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Chapter 5 
k-Planar graph drawing 
The planar crossing number is the minimum number of edge crossings in any 
drawing of a graph in the plane. This is an important and difficult problem 
which has been studied in graph theory, as well as in the theory of VLSI 
[55,76,77]. Computing the value of the planar crossing number is NP-hard 
[1], and exact values are known only for restricted classes of graphs. 
5.1 Introduction to k-planar drawing 
A graph G = (V, E) is known as biplanar [78], if G = GI U G 2, where 
GI = (V, EJ) and G2 = (V, E 2 ) are planar graphs and E = El U E2 . In 
other words, the graph G is composed of two sub-graphs that share the 
same vertices, but have their own edges. Let cr( G) denote the minimum 
number of crossings of its edges over all possible drawings of G in the plane, 
under the usual rules for drawings and crossing numbers [79, 80]. 
Motivated by printed circuit boards, Owens [81] introduced the biplanar 
crossing number of a graph G, that is denoted here by cr2(G). By definition 
cr2(G) = min{cr(GJ)+cr(G2)}, where the minimum is taken over all unions 
G = G I U G2 . A biplanar drawing of a graph G is defined as the drawings of 
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two sub-graphs, G I and G2 on two disjoint planes, such that G I U G2 = G. 
cr2(G) can always be drawn by placing the edges of G I and G2 on two 
different sides of the same plane, while identical vertices of Gland G2 are 
placed in identical locations on the plane on the two sides. 
One can define crk(G) similarly for any k :::: 2, making G a union of k 
sub-graphs. So for k :::: 2, the k-planar crossing number is defined as 
where the minimum is taken over all edge disjoint sub-graphs Gi = (V, E i ), 
i = 1,2, ... , k, so that E = El U E2 U ... U E k • 
5.1.1 Applications of k-planar drawing 
As already noted, the biplanar crossing number was motivated by printed 
circuit boards. Circuit boards can have one or more layers of tracks joined 
by interconnects that traverse the different layers. As circuits get more com-
plicated the need for more layers increases to avoid tracks crossing. If these 
crossings can be reduced then fewer layers can be used, with a subsequent 
reduction in cost. 
Determining crk(G) would also have application to the design of multi-layer 
VLSI circuits [82], but perhaps even the initial case where k = 2 is interesting 
to investigate, as even this simplest case has not been explored in depth. 
5.1.2 Existing k-planar results 
Some exact results for biplanar crossing number exist [83] and for k-planar 
crossing numbers [84]. Sharokhi et al. [84] designed an algorithm for k-planar 
drawing of general graphs, which seems to be the only previously existing 
algorithm for k-planar drawing. The k-planar crossing number problem is 
related to the thickness and book crossing number problems. The thickness 
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8 (G) of G is the minimum number of planar graphs whose union is G. By 
definition, crdG) = 0 if and only if e(G) :S k, i.e. G is k-planar. The nature 
of the crossing number and the biplanar crossing number problems seems 
different, since testing whether cr(G) = 0 can be done in linear time, while 
testing biplanarity is an NP-complete problem [85]. Surveys on biplanar 
graphs and the thickness problem have been pu blsihed previously [78, 86]. 
In a similar way that the k-planar crossing number was defined, one can de-
fine the k-planar fixed vertices straight-line crossing number, cr*k(G), where 
vertices are placed in the same positions in all planes and edges are drawn 
as straight line segments. Note that this definition is different from the defi-
nition of the straight-line k-planar crossing number crk( G) [84]. Obviously 
crk(G) :S crdG) :S cr*k(G). 
For practical purposes, the representation of the problem can be simpli-
fied by working with planar, fixed-vertices, straight-line drawings where the 
edges are coloured by k colours (each colour corresponds to a different plane). 
In this chapter, the focus is on the design of genetic algorithms for pro-
ducing low crossing k-planar fixed-vertices straight-line drawings, although 
the experimental results use only k = 2. As already mentioned, the only 
previously existing algorithm for the problem [84] is based on finding special 
acyclic decompositions of a graph. Although it is interesting theoretically, 
from a practical point of view it is difficult to be implemented. For this 
reason, the results presented here could not be compared with any other 
algorithms. 
On the other hand, it is obvious that some of the graphs used here, meshes 
and cycles for example, can be drawn with no crossings. The algorithms can 
be tested in a limited way with these graphs. 
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5.2 Biplanar algorithms 
Three algorithms are described here, one sequential and two parallel. The 
algorithms used ideas from the planar genetic algorithm, TimGA [60], and 
are extended to be able to manipulate edge colours. 
5.2.1 Sequential genetic algorithm 
This algorithm starts with a population of solutions (also known as genomes) 
ind11 •·· 1 indpopsize. Each solution is a random placement of vertices in a 
plane and distribution of edges over k planes. The fitness function is defined 
as the number of crossings of the drawing of the graph represented by po-
sitions of vertices and distribution of edges over k planes, where a smaller 
fitness value is better. Let cr*k(ind;) denote the number of same colour 
crossings in the individual indi . Crossings are counted by comparing every 
edge with every other edge-if they cross and are the same colour then they 
increment the count by one. 
The crossover operation is as follows: two parental individuals, ind\ and 
ind2 , are chosen randomly depending on their fitness value, where a lower 
value has a higher probability of being chosen. A rectangular area of random 
size of the individual ind\ is chosen. The same rectangular area is taken 
from indz. Two new individuals, ind'\ and ind~, are created such that ind; 
contains the rectangular area from indz and the edges incident with this 
area have the same colour as in indz. The remaining vertices of ind\ are in 
the same positions and the rest of the edges have the 8ame colour as they 
had in ind\. The individual ind~ contains the rectangular area from ind\ 
with the incident edges of the same colour as in ind\ with the rest being the 
positions of other vertices of ind2 and the rest of the edges with the same 
colour as they were in ind2 • The crossover operation is shown in Algorithm 
19. 
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Algorithm 19 Crossover operation 
Select two individuals, parent1 and parent2 
Get rectangular area randomly 
Copy vertices and edges in rectangular area from parent 1 to child2 
Copy vertices and edges in rectangular area from parent2 to child1 
Copy vertices and edges outside rectangular area from parent1 to child1, 
thereby completing child1 
Copy vertices and edges outside rectangular area from parent2 to child2, 
thereby completing child2 
After creating popsize children, they are mutated, which is alternately the 
moving of one randomly picked vertex to a new position or the altering of 
the colour of an edge. It is done, depending on some probability, on each 
individual in the new population. Finally, if the best individual from the 
previous generation was better than the best individual in the new popula-
tion, it is preserved by being copied over a randomly chosen individual in 
the new population. Mutation is shown in Algorithm 20. 
Algorithm 20 Mutation operation 
for (all permutations) do 
Randomly produce a number, p, 
if (p<prob) then 
if iteration count modulo 2 is zero then 
Select a random vertex, U 
Move u to a new randomly selected position in the plane 
else 
Select a random edge, e 
Change e to a randomly selected colour (plane) 
end if 
end if 
end for 
The algorithm terminates when there has been no decrease in the best cross-
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ing number for five seconds, or a drawing has been found with zero crossings. 
5.2.2 Parallel genetic algorithms 
Only the differences between the sequential algorithm and two parallel ge-
netic algorithms are described in this section. Algorithm 21 shows the gen-
eral scheme of the parallel genetic algorithms used. 
Algorithm 21 Basic parallel genetic algorithm 
Start up N parallel tasks 
repeat 
Process one iteration on each task 
Organise transfers of data between tasks 
until Toot declares we have finished 
Based on Algorithm 21, two new parallel algorithms have been created. The 
first uses a new 'mesh' model of computation; the second uses the standard 
distributed computing 'island' model. 
'Mesh' model parallel algorithm 
There are two distinct components to the k-planar fixed vertices straight-
line drawing problem. The first is where to place each vertex; the second, 
on what plane to place each edge. Each individual in the standard genetic 
algorithm contains all information representing one solution. The principle 
behind the algorithm presented here is to divide the algorithm up into two 
separate, but closely linked, parts, each attempting to solve the vertex and 
edge components of the problem. 
Let us use N computers in our parallel genetic algorithm, where N = 
2 x popsize and popsize is the size of the population on each processor. 
The processors are divided into two groups: N /2 processors use the genetic 
algorithm to find only the positions of the vertices, while the other N /2 
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Figure 5.1: Mesh processor arrangement (eight processors) 
processors find only colours for the edges. 
In total, there are popsize2 individuals in the entire population over all 
computers. It is possible to imagine these arranged in a square, as shown 
in Figure 5.1. Processors A, B, C, and D deal with vertices; the individuals 
in processor A's population, for example, are 1, 2, 3 and 4 in the diagram. 
Processors a, b, c, and d find edge colours. Processor a, for example would 
have individuals 1, 5, 9, and 13 in its population. 
As processors a, b, c, and d need to know the vertex positions to calculate 
fitness values, they are sent these values from processors A, B, C, and D. 
Similarly, A, B, C, and D need to know edge colours, which they are sent 
from a, b, c, and d. This synchronization happens after each iteration in 
the genetic algorithm. 
Processor A, therefore, only alters the position of the vertices in its individ-
uals, and is given the edge colours from processors a, b, c, and ·d. 
The algorithm terminates when there has been no change in the best overall 
number of crossings for five seconds. 
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'Island' model parallel algorithm 
The island model is a commonly used system for parallelization, especially 
on distributed parallel computers. Each processor in the system is viewed 
as an island, on which work is done. People (individuals) sometimes travel 
between the islands, however, and therefore work is combined and knowledge 
transferred. 
In this particular algorithm, each processor runs the sequential algorithm. 
After each iteration there is a small possibility that two processors will 
share some data; this happens by two processors swapping one individual 
with each other. The individuals to be sent are chosen according to the same 
probability as when parents are chosen for crossover. The implementation 
used here has a 1% chance that two of the available processors, chosen at 
random, will swap individuals after each iteration. One of the processors, 
the root, co-ordinates this swapping as well as performing its own genetic 
algorithm. 
The root task also has the responsibility of deciding when to finish the algo-
rithm. As with the other algorithms, this is when the number of crossings 
over all processors has not decreased in the previous five seconds. 
Figures 5.2 and 5.3 show the drawing of a 5 x 5 mesh before and after being 
processed by the sequential algorithm. In this case 0 crossings were achieved, 
the optimum. The two planes are shown with thick grey lines and thin black 
lines. 
5.3 Experiments and Results 
The programs were written in c, and used MP! as the parallel communi-
cations library. The experiments were run on an SG! Altix multiprocessor 
machine, each computing node being an Intel Itanium running at 1.3Ghz. 
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Figure 5.2: Drawing of 5 x 5 mesh before processing, 85 crossings 
9 
Figure 5.3: Drawing of 5 x 5 mesh after processing, 0 crossings 
20 
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Table 5.1: Summary of biplanar GA results, not counting results where two 
algorithms had the same best result 
Seq. Par. Island Par. Mesh 
Number with best crossings 5 
Number with best time 8 
The entire system has 30Gb memory. 
27 
7 
3 
15 
Both parallel algorithms used eight processors, and the island model had 
a population size of eight (the mesh model had to use the fixed size of 
(~)2 = 16 individuals in total, as in Figure 5.1). The sequential algorithm 
was run on the same system, and also used a population size of eight. All of 
these experiments were biplanar, i.e. k = 2. Each experiment was stopped 
after three minutes, if it was still running. 
A selection of graphs from those given in Section 1.8 were used. The pro-
grams were run on every graph three times, and an average taken. This was 
to try and remove any discrepancies that may have been caused by system 
events happening on the computer the experiments were running on. 
The complete results from the experiment are given in Table G.1 in Ap-
pendix G. In total, 49 graphs were tested. Table 5.1 gives a summary 
of which algorithms had the better number of crossings, if the result was 
unique. Table 5.2 shows the results if graphs with equal results are also 
counted. 
The experiment results show that the parallel island genetic algorithm pro-
vides better results than both the parallel mesh genetic algorithm and the 
sequential method. The parallel mesh version is often the quickest, but is 
shown to be not so good in the number of crossings that it obtains. 
It can be seen that the sequential algorithm running time was comparable 
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Table 5.2: Summary of biplanar CA results, including results where two 
algorithms had the same best result 
Seq. Par. Island Par. Mesh 
Number with best crossings 18 39 16 
Number with best time 14 21 27 
with the parallel island algorithm running time, but the drawings produced 
by the parallel island algorithm were much better, containing fewer crossings. 
This is an expected result, as the processors in the parallel algorithm could 
work together to reduce the number of crossings in the same time, but more 
efficiently in the case of problems. Whilst one processor in the sequential 
version could run a long time without improving the best individual, the 
parallel processors improved it more often. 
5.4 Summary of k-planar graph drawing 
This chapter has introduced three new algorithms for producing low crossing 
k-planar drawings. They have been tested for bipartite graphs, where k = 2, 
using a more restricted model with fixed vertices and straight-line edges. 
One of the new algorithms is sequential, the other two are parallel using two 
different topologies. 
The sequential genetic algorithm is a fairly standard CA where each individ-
ual has information on the vertex positions and the edge colouring. 
A standard model for parallel genetic algorithms is where each machine in 
the cluster has its own population and individuals can occasionally migrate 
between populations. This is done by transferring the genome data from 
one machine to another. The pamllel island method follows this model. 
Because the k-planar problem is a combination of two closely linked prob-
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lems, the placement of vertices and the colouring of edges, the parallel mesh 
method aims to solve both problems as separate interlinked genetic algo-
rithms. The cluster machines are arranged in a 'mesh': information about 
edge colouring is calculated by half of the machines. The other half calcu-
late vertex positions. Data is shared between the two groups of machines. 
However, this method does not work well; this is possibly because the two 
different parts of the algoritm destroy any meaningful results that the other 
part achieves, rather than working together towards a good combined result. 
The sequential genetic algorithm and the parollel mesh model method were 
generally quicker than the parollel island model method, but they produced 
poorer results that had more crossings. Comparison of all three algorithms 
therefore shows the superiority of the parallel island genetic algorithm. 
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Chapter 6 
Overall conclusions 
This thesis has investigated new methods for drawing graphs with low num-
bers of crossings for three problems: the one- and two-sided bipartite graph 
drawing problems, and the k-planar graph drawing problem. The aim has 
been to create methods that will draw a graph with a low number of edge 
crossings, with time being a secondary consideration. A wide range of heuris-
tics and algorithms have been tried for the investigated problems, and several 
completely new algorithms have been created. 
6.1 Bipartite graph drawing 
The bipartite graph drawing problem is to create a drawing of a bipartite 
graph that has a minimum number of edge crossings. This is a difficult prob-
lem to solve well; only a small class of graphs have been solved theoretically, 
and a small number of algorithms created in the last 25 years or so. 
In Chapters 2-4 of this thesis several new algorithms were created, both 
for sequential and parallel systems, and the one-sided and two-sided ver-
sions of the problem. Very simple methods were devised using stochastic 
hill-climbing, as were more complex methods using genetic algorithms and 
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solutions to the linear arrangement problem. 
6.1.1 One-sided bipartite drawing 
Testing the simpler stochastic hill-climbing methods generally produced 
worse results than the current best leaders, Penalty Minimisation and Sift-
ing. An exception to this was the result of the weighted two-sided swap 
method. The general problem with these methods is deciding when to stop 
running, as they have no in-built termination criteria (except where the 
number of crossings reaches zero). 
Genetic algorithms were used, and seem like a good method to attack these 
graph drawing problems. Again, one particular method stood out as the 
best, which was the one-sided block-crossover algorithm. This is an excellent 
new method for producing low-crossing one-sided bipartite graph drawings. 
When combined with the current leading algorithm, Penalty Minimisation, 
it is the new best method available in terms of the number of crossings 
reached. The time it takes is still slightly slow, albeit generally much better 
than other stochastic methods tried. 
The best parallel algorithm for drawing bipartite graphs seems to be the 
parallel genetic algorithm method. With regard to the number of crossings, 
it generally performs better than the best sequential methods and equal to 
the other parallel methods. Timewise, however, the parallel GA is faster 
than the other parallel methods, although it is not as fast as the sequential 
algorithms. 
6.1.2 Two-sided bipartite drawing 
The new methods for two-sided drawing based on the linear arrangement 
problem work very well. The new leader for this problem, again in terms of 
the number of crossings, is the linear arrangement method based on Koren 
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and Harel's multi-scale algorithm. The stochastic hill-climbing method did 
not perform too well, which is not surprising as it is dependent on slow 
methods to keep track of the current number of crossings. The weighted two-
sided stochastic swap method, however, is nearly equivalent to the multi-
scale linear arrangement method, but is let down by the need to have a 
termination condition. It can also usually achieve fewer crossings in the 
same amount of time as Iterative Barycentre, the existing best method for 
this problem, although Iterative Barycentre [50J is still generally faster than 
the other methods. However, the linear arrangement based method using 
multi-scale presented here is now the best algorithm for finding low-crossing 
solutions to the two-sided problem. 
6.2 k-planar graph drawing 
Investigations were made into methods for creating low-crossing k-planar 
graph drawing, and three new algorithms were created. The algorithms were 
tested for the case that k = 2 only as, although this is the simplest case, it 
still has not been investigated in depth by the graph drawing community. 
The parallel island model algorithm consistently produced drawings with 
lower crossings than the sequential method or the parallel mesh method. 
The parallel mesh method was generally the quickest method, but did not 
produce results even as good as the sequential algorithm. 
For the one-sided bipartite graph drawing problem none of the parallel meth-
ods worked very well. This could be due to the added complexity of the par-
allelism slowing the method down, or maybe this problem is not suited to a 
parallel solution. However, for the new k-planar methods the best method 
is the new one based on the parallel island model. 
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6.3 List of new algorithms created 
The following new algorithms have been presented in this work: 
6.3.1 One-sided bipartite graph drawing 
• Stochastic hill-climbing 
• Block crossover genetic algorithm 
6.3.2 Parallel one-sided bipartite graph drawing 
• Parallel stochastic hill-climbing . 
6.3.3 Two-sided bipartite graph drawing 
• Algorithm based on the linear arrangement problem, with two different 
methods 
• Stochastic hill-climbing (normal, and weighted by vertex degree) 
6.3.4 k-planar graph drawing 
• Sequential genetic algorithm 
• Parallel island model genetic algorithm 
• Parallel mesh model genetic algorithm 
6.4 Further work 
Further work investigating the problems in these areas could include the 
following: 
• Working on ways of increasing the speed at which the new algorithms 
run. Some optimizations should be able to be devised, maybe by 
caching some previously calculated results. 
• Testing the block-crossover genetic algorithm to see if different cross-
over or mutation operations, or population size, could improve the 
results. 
• Designing different genotype representations for the genetic algorithms, 
rather than using the same as the phenotype. 
• More work on parallel algorithms to improve the results in this area 
for all problems. 
• Creating a direct bipartite graph-drawing algorithm using the multi-
scale method, rather than solving the linear arrangement problem first, 
and using that result to derive the graph drawing. 
• Testing new methods for termination of the stochastic/genetic algo-
rithm methods, possibly that depend on graph size and edge density. 
• The one-sided stochastic move method could be improved by imple-
menting a move as a series of neighbouring swaps. Whether this would 
improve the algorithm enough to be worthwhile, however, is debatable. 
• Other experiments and work on k-planar drawing where k > 2; the 
work here only begins to scratch the surface of this area. 
• More theoretical investigation into methods for solving the bipartite 
graph drawing problem. Genetic algorithms, for example, work well, 
but it would be good to know of any theoretical methods that could 
be used to improve the answers further. 
• Finding crossing numbers for example graphs, even if this takes a long 
time. This would give a better way of comparing different heuristics. 
Currently they can only be compared to each other as the best value 
for most graphs is not known. 
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6.5 Final remarks 
For each problem investigated, the one-sided bipartite drawing problem, the 
two-sided bipartite drawing problem, and the k-planar (k = 2) drawing 
problem, the best algorithms were found to be those that are newly pre-
sented here, namely the block-crossing genetic algorithm (combined with 
Penalty Minimisation), the linear arrangement method based on Koren and 
Harel's multi-scale method, and the parallel island model genetic algorithm 
for k-planar drawing. 
III 
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based VLSI layout using stochastic hill-climbing in: Proc. 16th Inti. Conf 
on Industrial and Engineering Applications of Artificial Intelligence and Ex-
pert Systems Lecture Notes in Computer Science 2718 750-758, Springer, 
2003. ISSN: 0302-9743. 
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best! Extended abstract and Poster, PREP 2004, University of Hertford-
shire. 
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for k-planar Graph Drawing in: Proc. of ITAT 2004, Slovakia, 2004. 
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graph drawings and for outerplanar graph drawing is best! in: Communica-
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Appendix B 
Software and systems 
Several different computer systems were used during the period of this work. 
The distributed parallel computer was built by the author as part of a final 
year degree project. These computers were in an undergraduate student lab; 
experiment:; were run overnight and at weekend:; while there was little use 
of the machines. 
When it was decided that the computer lab should be replaced, the Paral-
lelism, Algorithms and Architectures Research Centre (P ARC) asked to be 
able to keep the computers. The author then rebuilt these machines as a 
dedicated distributed parallel computer. 
B.1 Computer systems 
Computers used in the initial parallel cluster were Sun ULTRAsparc 5 work-
stations running Solaris 7. Each machine runs at 360Mhz and has 64Mb 
RAM. Network connection was 100Mb it Ethernet using three 3Com Su-
perStack II baseline 10/100 24-port switches. Network connection to the 
fileserver (not directly used as part of the parallel systems, but from which 
all data and programs were loaded) was 100Mbit. PVM was installed for 
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parallel communication. It was con figured to act as five independent par-
allel computers, each with nine processors to provide one master and eight 
slaves. One of the unused machines ran a system written in Perl to start 
the experiments in turn on the parallel computers. 
In the new pARC parallel computer, twenty ULTRAsparc 5 machines were 
connected with 100Mbit ethernet using two Cisco 2950 switches. Bandwidth 
between the switches is 400Mbps, and 200Mb ps to the fileserver, using Eth-
ernet channel bonding ("Etherchannels"). The workstations ran Debian 
GNU/Linux 3.0 (woody). PVM and MP! were both installed. The version of 
MP! used was MP!CH from the Argonne National Laboratory. 
B.2 Software libraries 
During the course of the project, amongst many small functions and proce-
dures, two main software libraries have been written. The first is a system 
for handling, storing, and drawing bipartite graphs. The second, a smaller 
system for k-planar graphs. 
B.2.1 Bipartite graph drawing library-libbpg 
libbpg is a C software library for manipulating bipartite graphs. A selection 
of the available functions are shown in Table B.l. The library consists 
of around nine source files, with an additional plugin system that allows 
different drawing algorithms to be used. The algorithms implemented at 
the time of writing are barycentre, barycentre with slow sort (as used in 
CPLlB [48]), block-based CA, penalty minimisation, simulated annealing and 
sifting. Plugins do not have to implement algorithms only; one, for example, 
allows graphs to be saved out in the Tulip file format [87]. 
A simple example application written with the library allows graphs to be 
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loaded and different algorithms run on them, either one-sided or iteratively 
two-sided. 
Table B.l: Functions in li bbpg 
Function 
buildcrosstab 
. crossings 
count_crossings 1 
init_bpgraph 
loadgraph 
savegraph 
alloe-int_array 1 
realloe-int_array 1 
free-.inLarray 1 
alloe-int_array2 
free-.int_array2 
alloe-inLarray2s 
realloc_inLarray2s 
free-.int_array2s 
copy -.inLarray 1 
copy_over -.inLarray 1 
initcrosstab 
iniLplugins 
enumerate..algorithms 
check_positions 
randomise_array 
seLsequentiaLarray 
Description 
Build a crossing calculation table for a graph 
Count number of crossings in a graph using 
crossing table 
Count the number of crossings III a graph 
withou t use of a crossing table 
Create a blank bipartite graph structure 
Load a graph from disk into a graph structure 
Save a graph structure to disk 
Allocate one-dimensional array 
Resize one-dimensional array 
Un-allocate one-dimensional array 
Quick allocate two-dimensional array (no re-
size possible) 
Un-allocate two-dimensional array 
Allocate two-dimensional array 
Resize two-dimensional array 
Un-allocate two-dimensional array 
Allocate new array and copy old array into it 
Copy one array on top of another 
Allocate memory for buildcrosstab 
Initialise plugin system 
Enumerate all known algorithms 
Ensure no two vertices are in the same posi-
tion 
Randomise the order of an array 
Fill an array with numbers O .. n-l 
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---- - ----------
renumber -IP'aph 
swap-Bides 
outpuLeps 
Renumbers vertices in graph so that crossing 
table calculation can be used 
Having run renumber ..graph, will move all ver-
tices on layer 1 to layer 2 and vice-versa 
Draw graph as EPS file 
B.2.2 k-planar graph drawing library-planarlib 
The planar graph drawing library is much smaller than the bipartite library, 
mainly because many of the calculations are a lot simpler. It is implemented 
as a single C file (with header file). Functions include those to count the 
number of crossings in a graph, to load a graph from disk, vertex and edge 
memory management, and drawing the graph as an EPS file. 
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Appendix C 
On-disk graph file format 
The on-disk file format for storing graphs is as follows. 
The first line of the file contains one or more numbers. If the graph is 
bipartite, the first line contains "no nl", separated with a single space (the 
line should match the following regular expression: r\d+\s+\d+$/). If the 
graph is not bipartite, the first line will contain a single number with the 
number of vertices in the graph (matching the regexp r\d+$/). 
The graph may be k-partite, in which case the first line will contain more 
than two numbers in the same format as above. 
Each following line will correspond to an edge. The format of the line is "u 
v", where u and v are two vertices (from Vo and VI if the graph is bipartite). 
Vo is the vertices from O ... no - 1, VI is the vertices from no . .. nl - 1. 
No blank lines may appear. An example (for a 20-vertex cycle) is as shown 
in Figure C.l. 
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Figure C.l: On-disk format of 20-vertex cycle 
10 10 
0 10 
1 10 
1 11 
3 11 
2 12 
0 12 
3 13 
5 13 
4 14 
2 14 
5 15 
7 15 
6 16 
4 16 
7 17 
9 17 
8 18 
6 18 
9 19 
8 19 
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Appendix D 
Graph generator programs 
The following programs were used to generate data files defining particular 
structured graphs. 
D.l Meshes 
/* meshgen.c */ 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <limits.h> 
Listing D.l: Mesh generator 
void fatal_error(char *em) 
{ 
} 
fprintf(stderr, "error: %s\ntl, em); 
exit(EXIT_FAILURE); 
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/* a~~oe_ar'ray */ 
/-
a~~oeate an integer array with ma~~oe 
and return a pointer to it 
int **alloc_array(int i. int j) 
{ 
} 
int ** array; 
int eount; 
array = (int **) malloc(i*sizeof(int*»; 
if (array == 0) 
fatal_error("i malloe problem in alloc_array"); 
array[O] = (int *) malloe(i*j*sizeof(int»; 
if (array == 0) 
fatal_error("i*j malloe problem in alloc_array"); 
for (count = 1; count < i; count++) 
array[count] = array[count-1] + j; 
return array; 
/* gen_mesh_ array */ 
/-
generate an array fi~~ed with numbers that can 
be used to generate the data structure defining a mesh 
int **gen_mesh_array(int xsize. int ysize) 
{ 
int **mesh; /- pOinter to array to hold in-core mesh -/ 
int travel; /- counter a~ong edge of mesh -/ 
int x,y; /- counters -/ 
int count 1- /- counter to fill the array with -/ 
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} 
int offset; 
int part = 0; 
/* second counter to fill the array with */ 
/* which part are we currently filling? */ 
mesh = alloc_array(xsize. ysize); 
offset 
offset 
xsize*ysize; 
(offset »1) + (offsettl:l); 
mesh [0) [0) = 0; 
for (travel 1; travel < ysize; travel++) 
{ 
} 
part = i-part; 
x = 0; 
y travel; 
while «x < xsize) kk (y >= 0» 
{ 
mesh [x++) [y--) (part==l)?offset++:count++; 
} 
for (travel 1; travel < xsize; travel++) 
{ 
} 
part = 1-part; 
x = travel; 
y ysize -1; 
while «x < xsize) ILk (y >= 0» 
{ 
mesh [x++) [y--) (part==l)?offset++:count++; 
} 
return mesh; 
/* display_graph_data */ 
/* 
take an array. argl, of size arg2, arg3 and write out 
the graph definition 
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./ 
void display_graph_dataCint •• mesh, int xsize, int ysize) 
{ 
} 
int offset; 
iot x,y; 
offset 
offset 
xsize • ysize; 
(offset»1) + (offsettO; 
printfC"Xd Xd\n", offset, (xsize*ysize)-offset); 
for (y = 0; y < ysize; y++) 
for (x = 0; x < xsize; x++) 
{ 
} 
if (x > 0) 
if (mesh [xl [yl < mesh [x-1] [yl) 
printf("Y.d Y.d\n", mesh[x][yl, mesh[x-1] [y]); 
if (y > 0) 
if (mesh [xl [yl < mesh [xl [y-ll) 
printf("%d %d\n". mesh[x][yl, mesh[x][y-l]); 
if (y < (ysize -1)) 
if (mesh [xl [yl < mesh [xl [y+ll) 
printf ("Y.d Yod \n t1. mesh [x] [y]. mesh [x] [y+1]) ; 
if ex < (xsize -0) 
if (mesh[xl [yl < mesh[x+ll [yl) 
printf("%d %d\n", mesh[x][yl. mesh[x+l][y]); 
int main (int argc. char * argv [] ) 
{ 
int •• mesh; 1* pointer to array to ho~d in-core mesh */ 
iot xsize. ysize; 1* size Of mesh to generate */ 
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} 
if «arge < 2) 11 (arge > 3» 
{ 
} 
printf("Syntax: %s <size> [<s1ze>]\n". argv[O]); 
exit(EXIT_FAILURE); 
xsize = atoi(argv[l]); 
if (argc == 3) 
ysize = atoi(argv[2]); 
else 
ysize xsize; 
if «xsize < 2) 11 (ysize < 2» 
fatal_error("don't be silly"); 
mesh 
display_graph_dataCmesh, xsize. ysize); 
exit(EXIT_SUCCESS); 
D.2 Cycles 
1* cyctegen.c *1 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <limits.h> 
Listing D.2: Cycle generator 
void fatal_error(char *em) 
{ 
} 
fprintf(stderr, "error: %5\n", em); 
exit(EXIT_FAILURE); 
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void display_graph_data(int size) 
{ 
} 
int offset; 
int count; 
offset size / 2; 
printf(":!,d :!,d\n", offset, offset); 
printf(IIO :!,d\n", offset); 
printf("1 :!,d\n", offset); 
for (count 1- count < (offset -1); count++) 
{ 
} 
if (count:!,2 0) 1* even *1 
{ 
} 
printf(":!,d :!,d\n", count, count+offset); 
printi(":!,d :!,d\n ll , count-2, count+offset); 
else 1* odd *1 
{ 
} 
printf (":!,d :!,d\n", count. count+offset); 
printf(lI:!,d :!,d\n", count+2, count+offset); 
printf(":!,d :!,d\n", offset-I, size-i); 
printf(lI:!,d :!,d\n", offset-2, size-i); 
1* main *1 
int main(int argc, char *argv[]) 
{ 
int size; 1* size of cycZe to generate *1 
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if (argc != 2) 
{ 
printf ("Syntax·: Yos <size>\n". argv [0]); 
exit(EXIT_FAILURE); 
} 
size atoi (argv [1]); 
if (size < 2) 
fatal_error("don't be silly"); 
if (sizeYo4 != 0) 
fatal_error("size must be a multiple of four"); 
exit(EXIT_SUCCESS); 
} 
D.3 Hypercubes 
Listing D.3: Hypercube generator 
#!/usr/bin/pert -w 
# 
# hypergen. pt 
# 
# Generate graph data for hypercube 
use strict; 
my %edges; 
my ($x. $y); 
my ($nodes. $level); 
$level $ARGV[O]; 
$nodes 2**$level; 
my =map get_mapping($nodes. $level); 
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print $nodes/2 . " $nodes/2 . l1\nn; 
my $count 0; 
for $x (0 .. $nodes-1) 
{ 
} 
for $y ($x+l .. $nodes-l) 
{ 
} 
if(int(log_2($x-$y)) 
{ 
} 
if ($map [$x) > $map [$y)) 
{ 
$edges{$map[$y)}{$map[$x)} 1" 
} 
else 
{ 
$edges{$map[$x)}{$map[$y)} 1" 
} 
$count ++; 
foreach my $i (sort {$a<=>$b} keys hedges) 
{ 
} 
foreach my $j (sort {$a<=>$b} keys 'l.{$edges{$i}}) 
{ 
print l1$i $j\n"; 
} 
my $val shift; 
return log($val)/log(2); 
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} 
sub get_mapping 
{ 
my ($uodes. Slevel) ()_; 
my Cmap; 
my ($i, $be); 
my ($e1, $e2) (0, $nodes /2) ; 
for my $n (0 .. $nodes) 
{ 
$be = 0; 
for $i (0 .. $level-l) 
{ 
$be += ($n k (2"$;)11:0; 
} 
} 
} 
if ($beY.2) 
{ 
$map [$nl 
} 
else 
{ 
$map [$nl 
} 
ret urn ()map; 
$c2++; 
$e!++; 
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Appendix E 
Complete results for 
one-sided bipartite drawing 
Complete tables of results for one-sided bipartite drawing are given in this 
appendix. Where bold type is used it indicates the best result for a particular 
graph. 
E.1 Stochastic hill-climbing (Section 2.6.2) 
Ta.ble E.l: Complete result:! for comparison between Stochastic Hill Climbing and Penalty 
Minimisation 
Penalty Minimillation SWAP to PM MOVE to PM 
Time (8) Time (s) Time (s) 
a-IOOxlOO.bg 0.0251 0.5483 2.5980 
a-87x81.bg 0.0243 1.4174 1.8200 
add20.hg 2.9940 2.7674 1.4588 
andywa.rhol_100x65. bg 0.0239 0.1887 0.3919 
bnrpcrmutc-lOOx 100. bg 0.0295 0.6399 2.6446 
bars-lOOxlOO.bg 0.0640 0.3200 0,1364 
bClipwrOl.bg 0.0011 0.0409 0.0501 
bcsstk15.bg 0.2800 30.5555 24.8891 
brick·lOOx lOO.bg 0.0247 0.5496 0.2202 
camil-lOOx78.bg 0.0189 0.2059 0.3427 
can61.bg 0.0033 0.1170 0.2502 
cho.r-l()(b; lOO.bg 0.0127 0.5782 1.4013 
chll.r-20x20. bg 0.0003 0.0077 0.0107 
cbar-50x50. bg O.OOHi 0.0669 0.2237 
climb-lOOx lOO-t 10.bg 0.0033 0.2776 0.7498 
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PM (B) SWAP to PM (B) MOVE to PM (5) 
climb-100x 100-t 100.bg 0.0143 0.5929 0.7178 
climb-100x100-t110.bg 0.0167 0.5343 0.4252 
climb-IOOx l00-t120.bg 0.0175 0.7393 1.2019 
climb-IOOx 100-t 130.bg 0.0221 0.7231 0.6321 
climb-l00x 1oo-t140.bg 0.0241 0.6938 0.6045 
climb-IOOx 1 OO-t 150.bg 0.0352 0.4566 0.3207 
dimb-l00x 1OO-t 160. bg 0.0477 0.2099 0.1726 
climb-IOOx 100_t20.bg 0.0071 0.3372 0.8086 
dimb-lOOx 1OO-t30.bg 0.0063 0.2252 0.3468 
dimb-lOOx100-t40.bg 0.0055 0.5057 2.0282 
climb-l00x 100-tSO.bg 0.0053 0.4259 1.2565 
climb-lOOx100-t60. bg 0.0068 0.4611 1.8290 
climb-lOOx100-t 70. bg 0.0078 0.4063 1.3346 
climb-100x100_t80. bg 0.0071 0.4998 2.6023 
climb-l00xl00-t90. bg 0.0104 0.2771 0.3107 
climb-l00xl00.bg 0.0230 0.7117 0.7229 
climb-20x20.bg 0.0004 0.0073 0.0066 
dimb-4Ox40.bg 0.0012 0.0481 0.1824 
c1imb-60x60.bg 0.0059 0.1349 0.0890 
climb-80x80.bg 0.0149 0.2505 0.2802 
cyclc-l00.bg O.OOU; 0.0694 0.2087 
cyclc-IOOO.bg 0.1290 146.2783 168.4662 
cyclc-20.bg 0.0001 0.0013 0.0031 
cydc-200.bg 0.0037 0.4793 2.1882 
cyclc-300.bg 0.0075 1.9258 8.5084 
cyclc-40.bg 0.0004 0.0080 0.0147 
cyclc-400.bg 0.0119 5.4621 29.1085 
cyclc-500.bg 0.0267 13.3130 71.2378 
cyclc-60.bg 0.0005 0.0183 0.0573 
cyclc-80.bg 0.0006 0.0410 0.0857 
geom2-100lt100.bg 0.0080 0.3973 0.6484 
hypcr-4.bg 0.0001 0.0007 0.0020 
hypcr-5.bg 0.0002 0.0044 0.0138 
hyper-6.bg 0.0009 0.0232 0.1486 
hypcr-7.hg 0.0029 0.1352 0.6270 
hypcr-8.bg 0.0120 1.1878 6.3505 
hypcr-9.bg 0.0700 16.0504 75.8073 
irregular-l OOltl OO.bg 0.0213 0.5168 2.7823 
ladY5hoc-67ltl00. bg 0.0195 0.5331 3.3503 
Iconardo-90x64.bg 0.0132 0.1973 0.7358 
mahindBS.bg 2.7900 11.5096 2.4719 
mcsh_10-l0.bg 0.0012 0.0900 0.1714 
mC.\lh_15_ 15. bg 0.0050 1.0424 2.4770 
mcsh-20-20.bg 0.0205 6.3396 32.0859 
mC5h-25-25.bg 0.0493 32.3327 99.2213 
mcsh-30-30.bg 0.0920 132.0892 166.9119 
mCllh-5-5.bg 0.0003 0.0033 0.0072 
monnalisa-l00x65.bg 0.0213 0.1115 0.3715 
monnaliso.-20x 13.bg 0.0003 0.0030 0.0038 
monnalisa-40lt26.bg 0.0018 0.0150 0.0348 
monnali:iIl-60,.39.bg 0.0059 0.0345 0.0890 
monnaU.sa-80,.52.bg 0.0130 0.0821 0.3332 
moonsur£ace-lOOlt loo.bg 0.0420 0.2042 0.1285 
orani678.bg 2.0360 19.9215 3.4718 
psmigrl.bg 8.0420 36.5715 38.4928 
To.ndom-l0D-0.l.bg 0.0005 0.0000 0.0000 
random-100-1.bg 0.0008 0.0122 0.0500 
random-10D-10.bg 0.0037 0.0459 0.0328 
random-lOOO-O.l.bg 0.2600 31.7643 44.1597 
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PM (Ii) SWAP to PM (5) MOVE to PM (I;) 
random·lO()o"l.bg 4.6225 9.7649 5.3685 
random·lOOO-10.bg 4.5025 38.5851 20.2201 
random_20_0.1.bg 0.0001 0.0000 0.0000 
random-20-1. bg 0.0001 0.0000 0.0000 
random-20-1O.bg 0.0001 0.0009 0.0018 
random-200-0.1.bg 0.0020 0.0140 0.0472 
random-200-1.bg 0.0040 0.1637 0.3250 
random_200-10.bg 0.0192 0.5321 0.2507 
random-40-0.1. bg 0.0002 0.0001 0.0003 
ro.ndom-40-1. bg 0.0002 0.0007 0.0006 
random-40-10.bg 0.0004 0.0047 0.0059 
ro.ndom-400-0.1.bg 0.0083 0.7430 1.1018 
ro.ndom-400-1.bg 0.0460 3.2823 1.5731 
ro.ndom-400-10.bg 0.2350 1.3900 0.9391 
random-60-0.1. bg 0.0003 0.0000 0.0000 
ro.ndom-60-1. bg 0.0005 0.0020 0.0102 
random-60-IO.bg 0.0009 0.0181 0.0472 
ro.ndom-600-0.1.bg 0.0286 5.7441 22.2881 
ro.ndom-600-1.bg 0.4700 2.6655 1.5545 
random-600-10. bg 0.7860 8.8196 5.3279 
ro.ndom-80-0.1. bg 0.0006 0.0000 0.0000 
random-80-I. bg 0.0005 0.0088 0.0150 
random-80-10.bg 0.0016 0.0401 0.0484 
random-800-0.1.bg 0.0810 34.9686 71.6104 
random-800-l.bg 1.15820 5.8014 3.3261 
random-800-10.bg 1.8660 16.6728 9.4988 
scra-IOOx100.bg 0.0241 0.1200 2.8643 
scra-87x81. bg 0.0223 1.3706 2.6989 
texturel-l00xl00.bg 0.0423 0.6670 0.4026 
tcxture2-100xlOO. bg 0.0621 0.1552 0.0848 
texture3-IOOx 100. bg 0.0591 0.5536 0.2870 
tcxture4-100x 100. bg 0.0321 0.5724 0.3706 
texture5-100x 100. bg 0.0401 0.3627 0.1756 
texture6-100xI00. bg 0.0543 0.6104 0.6869 
texture7 -IOOxIOO. bg 0.0425 0.6398 1.2512 
tie-IOOxlOO.bg 0.0288 0.2519 0.0305 
trianglc-l00xl00.bg 0.0333 1.9016 0.7386 
:z:cnio8.bg 1.4080 6.2718 2.4327 
SHC%: 6.25 6.25 
PM %: 93.75 93.75 
EQUAL %: 0 0 
Tablc E.2: Completc rCl;ults for eompari50n betwccn Stoehru;tic Hill Climbing and Sifting 
Sifting SWAP to SIFT MOVE to SIFT 
Time (s) Time (5) Time (8) 
a-lOOxlOO.bg 0.0235 0.7514 2.7012 
a-87x81.bg 0.0241 1.2617 1.6961 
add20.bg 0.1660 3.8377 1.8955 
andywarhol-lOOx65. bg 0.0210 0.1999 0.7544 
barpcrmute-100x1OO. bg 0.0302 0.1445 0.1730 
bar .. t 00x100. bg 0.0345 0.2773 0.1076 
bespwrOl.bg 0.0008 0.0343 0.0178 
be88tkl5.bg 0.1380 7.7155 4.8949 
brick-lOOxtOO.bg 0.0135 0.6116 0.2137 
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SIFT (8) SWAP to SIFT (1:1) MOVE to SIFT (5) 
co.mil-lOOx78.bg 0.0174 0.1069 0.0901 
co.n61.bg 0.0031 0.0809 0.0878 
cbo.r-l00xI00.bg 0.0129 0.0773 0.0530 
cbo.r-20x20.bg 0.0003 0.0034 0.0036 
cbo.r-5Ox50.bg 0.001~ 0.0188 0.0136 
climb-l00xlOO-tlO.bg 0.0024 0.0362 0.0485 
climb-lOOx 1 OO-t 100.bg 0.009~ 0.0486 0.0379 
climb-l00xlOO-t110.bg 0.0115 0.0557 0.0385 
climb-l00xl00_t l20.bg 0.0133 0.0511 0.0347 
climb-lOOxl00-t 130.bg 0.01~7 0.0584 0.0374 
climb-lOOxlOO-t 140.bg 0.0168 0.0522 0.0393 
climb-100xlOO-t150.bg 0.0260 0.0586 0.0417 
climb-100xlOO-tI60.bg 0.0327 0.0471 0.0407 
clitnb-l00xlOO-t20.bg 0.0039 0.0464 0.0589 
climb-lOOxlOO-t30.bg 0.0043 0.2498 0.6792 
climb-l00x 1 00-t40.bg 0.0042 0.0672 0.0725 
climb-100x 1 OO-tSO.bg 0.0046 0.0733 0.0923 
climb-lOOxl00-t60.bg 0.OO~3 0.0479 0.0577 
climb-lOOxl 00-t70. bg 0.OO~9 0.1060 0.0916 
c1imb-lOOxlOO-t80.bg 0.0063 0.0770 0.0889 
climb-l00x 1 00-t90. bg 0.0067 0.0391 0.0362 
c1imb-100xl00.bg 0.0138 0.0486 0.0392 
climb-20x20.bg 0.0003 0.0027 0.0026 
climb-40x40.bg 0.0011 0.0124 0.0096 
c1imb-60x60.bg 0.0032 0.0170 0.0146 
c1imb-80x80.bg 0.0081 0.0273 0.0193 
cycle-lOO. bg 0.0010 0.0718 0.2104 
cycle-lOOO.bg 0.1220 150.3065 168.5511 
cycle-20.bg 0.0001 0.0018 0.0030 
cycle-200.bg 0.0031 0.4715 1.9088 
cycle-300. bg 0.0069 1.9301 7.8144 
cycle-40.bg 0.0002 0.0088 0.0138 
cycle-400. bg 0.0124 5.5563 29.3534 
cycle-500. bg 0.0259 13.9788 53.7986 
cycle-60.bg 0.0004 0.0178 0.0695 
cycle-80.bg 0.0006 0.0405 0.0781 
geom2-100xID0.bg 0.0079 0.0547 0.0312 
hyper-4.bg 0.0001 0.0007 0.0030 
hyper-S.bg 0.0002 0.0046 0.0195 
hyper-6.bg 0.0007 0.0210 0.1804 
hyper-7.bg 0.0024 0.1517 0.5883 
hyper-8.bg 0.0116 1.1238 6.1913 
hypcr-9.bg 0.0690 lS.7450 79.9809 
irregular-l00x 100. bg 0.0214 0.1599 0.1783 
ladyshoe-67xlOO.bg 0.0169 0.1602 0.2140 
lconardo-90x64.bg 0.0127 0.0978 0.1261 
mahindns.bg 0.0970 5.5255 1.8766 
mcsh-l0-l0.bg 0.0011 0.0803 0.1541 
mcsh-15-15.bg 0.0052 0.9512 3.5328 
mcsh-20-20.bg 0.0202 4.8984 14.9755 
mcsh-25-25.bg 0.0493 17.4475 21.9524 
mC5h-30-30.bg 0.1100 87.6992 154.9714 
mcsh-5-5.bg 0.0003 0.0033 0.0066 
monno.liso.-l00x65. bg 0.0246 0.1134 0.2176 
monno.lisa-20xI3.bg 0.0003 0.0033 0.0082 
monnalisa-40x26.bg 0.0016 0.0100 0.0106 
monnalisa-60x39.bg 0.0055 0.0231 0.0290 
monnalisa-80x52.bg 0.0122 0.0752 0.1289 
moonsurface-lOOx 100. bg 0.0242 0.1648 0.10S3 
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SIFT (8) SWAP to SIFT (s) MOVE to SIFT (s) 
or .. n;678. bg 0.1880 120.2819 7.4913 
p8migr1.bg 7.7080 3.4783 2.4448 
rnndom-100-0.1.bg 0.0006 0.0000 0.0000 
random-lOO-I. bg 0.0005 0.0105 0.0135 
rnndom-lOO-lO.bg 0.0012 0.0626 0.0361 
random-1000_0.l.bg 0.1087 6.7622 8.9456 
random-lOOO_I.bg 0.2525 21.0359 9.1900 
rnndom-1000-l0.bg l.:moo 22.5564 12.8704 
ro.ndom-20-0.l. bg 0.0001 0.0000 0.0000 
random-20-1.bg 0.0001 0.0000 0.0000 
random-20-10.bg 0.0001 0.0008 0.0025 
random-200-0.1.bg 0.0017 0.0115 0.0546 
random-200-1. bg 0.0029 0.0925 0.1153 
ro.ndom-200-10.bg 0.0098 0.3162 0.2041 
random-40-0.1. bg 0.0002 0.0001 0.0002 
random-40-1.bg 0.0002 0.0005 0.0005 
rnndom_40-10.bg 0.0003 0.0058 0.0123 
random-400_0.1. bg 0.0077 0.5468 0.8481 
random-400-1. bg 0.0133 1.1639 0.8766 
random-400-10.bg 0.0825 1.1528 0.7348 
random-60-0.I.bg 0.0003 0.0000 0.0000 
random-60-1.bg 0.0004 0.0020 0.0097 
random-60-10. bg 0.0005 0.0207 0.0255 
random-600-0.1.bg 0.0238 1.9927 5.2501 
random-600-1. bg 0.0510 2.6565 1.6077 
random-600_10.bg 0.3160 7.4321 4.6098 
random-80-0.I.bg 0.0004 0.0000 0.0000 
random-80-1. bg 0.0005 0.0066 0.0143 
random-80-10.bg 0.0009 0.0441 0.0306 
random-800-0.1. bg 0.0510 3.4004 4.9006 
random-800-1. bg 0.1200 14.1160 6.3825 
random-800-10.bg 0.7080 11.3390 7.6550 
scra-100xlOO.bg 0.0220 0.2322 0.4299 
scra-87x81.bg 0.0214 0.6738 0.3249 
tcxturcl-100x 100.bg 0.0325 0.2579 0.2016 
tcxture2-100x 100.bg 0.0165 0.2080 0.0941 
tcxture3-100x 100.bg 0.0407 0.1966 0.1612 
tcxturc4-100xl00. bg 0.0222 0.4593 0.2902 
tcxturc5-100xl00.bg 0.0273 0.2790 0.1551 
tcxtul\~6-1oox lOO. bg 0.0470 0.2001 0.2374 
tcxturc7-100x lOO. bg 0.0308 0.0975 0.0792 
tie-IOOxl00.bg 0.0286 0.2454 0.0348 
triangie-l00xI00.bg 0.0333 1.9804 0.5740 
:r;enios.bg 0.1940 6.1274 2.5733 
SHC %: 6.25 6.25 
SIFT %: 93.75 93.75 
EQUAL %: 0 0 
Table E.3: Complete re8uits for compari8on between Stochastic Hill Climbing Swap aDd 
SHC Move 
a-IOOx100.bg 
SWAP (PM/SIFT mean) 
Time (a) 
0.6498 
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MOVE (PM/SIFT mean) 
Time (8) 
2.6496 
Swap (1:1) Movc (5) 
a-87x81.bg 1.3396 1.7580 
add20.bg 3.3026 1.6771 
andywnrhol.l00x65. bg 0.1943 0.5732 
barpcrmutc-lOOx 100.bg 0.3922 1.4088 
bars-100x100.bg 0.2987 0.1220 
bcspwrOI.bg 0.0376 0.0340 
bcsstkl5.bg 19.1355 14.8920 
brick-1001l100.bg 0.5806 0.2170 
co.mil-l00x78.bg 0.1564 0.2164 
co.n61.bg 0.0990 0.1690 
cbnr-IOlhlOO.bg 0.3278 0.7272 
cbnr-20x20.bg 0.0056 0.0072 
cba.r-50x50.bg 0.0429 0.1187 
climb-lOOl<IOO.bg 0.3802 0.3810 
climb-l001l 100-t 100. bg 0.3208 0.3779 
climb-1001l 100-t 1 O. bg 0.1569 0.3991 
climb-I001l 1OO-t 110. bg 0.2950 0.2318 
climb-IOOxlOO-t 120.bg 0.39~2 0.6183 
climb-IOOx 100-t 130.bg 0.3908 0.3348 
climb-l00xl00-t 140.bg 0.3730 0.3219 
climb-l00xl00-tI50.bg 0.2576 0.1812 
climb-l00xl00-t160.bg 0.1285 0.1066 
climb-l00xI00-t20.bg 0.1918 0.4337 
climb-lOOxl00-t30.bg 0.2375 0.5130 
climb-l00x100-t40.bg 0.2864 1.0504 
climb-100xlOO-t50.bg 0.2496 0.6744 
climb-IOOx 100-t60.bg 0.2545 0.9434 
climb-l00xlOO-t70.bg 0.2561 0.7131 
climb-l00xl00-t80.bg 0.2884 1.3456 
climb-l00x 100-t90. bg 0.1581 0.1735 
climb-20x20.bg 0.0050 0.0046 
climb-40x40.bg 0.0303 0.0960 
climb-60x60.bg 0.0759 0.0518 
climb-80x80.bg 0.1389 0.1498 
cycle-lOOO.bg 148.2924 168.5086 
cyclc-l00.bg 0.0706 0.2095 
cycle-200. bg 0.4754 2.0485 
cyclc-20.bg O.OOHi 0.0031 
cycle-300. bg 1.9280 8.1614 
cyclc-400.bg 5.5092 29.2310 
cyclc-40.bg 0.0084 0.0142 
cyclc-500.bg 13.6459 62.5182 
cycle-60.bg 0.0180 0.0634 
cycle-80.bg 0.0407 0.0819 
gcom2-100xl00.bg 0.2260 0.3398 
hypcr-4.bg 0.0007 0.0025 
hypcr-5.bg 0.0045 0.0167 
hypcr-6.bg 0.0221 0.1645 
hypcr-7.bg 0.1434 0.6076 
hypcr-8.bg 1.15t~8 6.2709 
hypcr-9.bg 15.8977 77.8941 
irrcgular-1001l 100. bg 0.3384 1.4803 
ladyshoe-67xl00.bg 0.3466 1.7822 
Icona.rdo-90x64. bg 0.1475 0.4309 
mahindas. bg 8.5176 2.1743 
mcsh-IO-lO.bg 0.0852 0.1628 
mcsh-15-15.bg 0.9968 3.0049 
mesh-20-20.bg 5.6190 23.5307 
mcsh-25-25.bg 24.8901 60.5869 
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Swap (8) Move (8) 
mesh-30-30. bg 109.8942 160.9417 
mesh-5-5.bg 0.0033 0.0069 
monnalisa-100x65.bg 0.1125 0.2946 
monnalisa-20x 13. bg 0.0031 0.0060 
monnalisa-40x26.bg 0.01215 0.0227 
monnalisa-60x39. bg 0.0288 0.0590 
monnalisa-8Ox52.bg 0.0787 0.2311 
moonsurfacc-l00xlOO. bg 0.1845 0.1169 
orani678. bg 70.1017 15.4816 
psmigrl.bg 20.0249 20.4688 
mndom-lOOO-O.l.bg 19.2632 26.5526 
random-lOOO-lO.bg 30.5708 16.5453 
random-lOO-O.l.bg 0.0000 0.0000 
random-IOOO-I.bg 15.4004 7.2793 
random-IOO-IO.bg 0.0543 0.03415 
random-loo-I.bg 0.0113 0.0317 
rnndom-200_0.1.bg 0.0128 0.0509 
random-200-tO.bg 0.4242 0.2274 
random-20-0.l.bg 0.0000 0.0000 
rnndom-200_1.bg 0.1281 0.2202 
random·20-l O. bg 0.0009 0.0021 
random-20-l. bg 0.0000 0.0000 
random-400-0.1.bg 0.6449 0.9749 
random-400-10.bg 1.2714 0.8370 
random-40-0.l. bg 0.0001 0.0002 
random-400-1. bg 2.2231 1.2248 
random-40-l0. bg 0.0053 0.0091 
random-40-1.bg 0.0006 0.0006 
random-600-0.t. bg 3.8684 13.7691 
random-600-1 D.bg 8.1259 4.9688 
random-60-D.l. bg 0.0000 0.0000 
random-600-l. bg 2.6610 1.5811 
random-60-10.bg 0.0194 0.0364 
random-60-1.bg 0.0020 0.0100 
random-80D-0.l.bg 19.1845 38.2555 
random-BOO-lOo bg 14.0059 8.5769 
random-80-0.1.bg 0.0000 0.0000 
random-800-I. bg 9.9587 4.8543 
rnndom-BO-lO.bg 0.0421 0.03915 
random-BO-l.bg 0.0077 0.0147 
scra-lOOxlOO.bg 0.4761 1.6471 
scra-87x81.bg 1.0222 1.5119 
texture l-l00xI00.bg 0.4624 0.3021 
text ure2-looxlOO.bg 0.1816 0.0895 
texture3-1 00x1 OD.bg 0.3751 0.2241 
texture4-JOOxlOO.bg 0.5159 0.3304 
textureS-lOOxlOO.bg 0.3208 0.1654 
texture6-IOOxlOO.bg 0.4052 0.4622 
texture7 -IOOxlOO.bg 0.3687 0.6652 
tie-lOOxlOO.bg 0.2487 0.0327 
trianglc-lOOx IOO.bg 1.9410 0.6563 
"enios.bg 6.1996 2.5030 
SWAP %: 64.286 
MOVE %: 31.25 
EQUAL %: 4.464 
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E.2 Block genetic algorithms (Section 2.6.3) 
Table E.4: Complete results for compnrison between Block Genetic Algorithm nnd Penalty 
Minimisation (all results hetter than PM in bold) 
Penalty Minimisation Genetic 10& Genetic 5s PM nod Genetic 5s 
Crossings Crossingll Crolll;lingl; Crossing" 
a-lOOxIOO.bg 1359343 1359343 1359343 1359343 
a-87xBl.bg 1359343 1359343 1359343 1359343 
Ildd20.bg 2674233 2668806 2670173 2669341 
andywnrhol_lOOx65.bg 3391855 3391816 3391819 3391845 
ball-lOOxIOO.hg 934566 934566 934566 934566 
barpcrmute-lOOx 100. bg 2023526 2023526 2023541 2023526 
ba.rs-lOOxlOO.bg 2759942 2757844 2757844 2751882 
bcspwrOI.bg 1732 1729 1729 1729 
bcsstkl5.bg 758469 758913 761316 758469 
brick-l OOx} OO.bg 367631 867585 367585 367536 
cnmil-l00x78.bg 1749463 1749439 1749439 1749435 
cnn61.bg 49580 49577 49577 49577 
cbar-l00xlOO.bg 88815 88815 88815 88815 
cbar-20x20.bg 19 19 19 19 
cbar-50x50.bg 3870 3870 3870 3870 
climb-lOOxlOO-t 10.bg 4950 4949 4949 4949 
c1imb_lOOxl00_t 1 OO.bg 258901 258864 258864 258866 
climb-lOOxlOO-t llO.bg 301106 301057 301057 301035 
c1imb-100xIOO-t120.bg 368997 368954 368954 368958 
c1imb-IOOx 100-t 130. bg 483686 483626 483652 483620 
climb-lOOx 1000t 140. bg 682944 682817 682817 682793 
climb-IOOxlOO-t 150.bg 1575221 1574955 1574955 1574974 
c1imb-IOOx 100-t 160.bg 2603303 2602334 2602343 2602347 
climb_lOOx 100-t20. bg 35011 35015 35015 35011 
climb-l00xl00-t30. bg 69547 69539 69539 69536 
c1imb-IOOx 100-t40.bg 89060 89057 89064 89057 
climb-lOOx 100-t50. bg 116204 116209 116210 116204 
c1imb-l00xl00-t60.bg 127781 127781 127781 127781 
c1imb-lOOxIOO-t 70.bg 147841 147840 147840 147839 
climb-l00xl00-t80. bg 163905 163907 163917 163904 
climb-l00x 100-t90. bg 185412 185387 185387 185372 
climb-l00xl00.bg 479761 479666 479669 479670 
climb_20x20.bg 586 586 586 586 
climb-40x40. bg 11142 11140 11140 11140 
c1imb-60x60. bg 63770 63745 63745 63743 
c1imb-80x80. bg 204879 204830 204830 204830 
cyclc-l00.bg 49 49 49 49 
cycle_ 1000. bg 499 2866 4210 499 
cyclc-20.bg 9 9 9 9 
cyclc-200.bg 99 99 99 99 
cycle_300.bg 149 149 153 149 
cyclc-40.bg 19 19 19 19 
cycle-400. bg 199 205 222 199 
cycl~500. bg '49 264 359 249 
cyclc-60.bg 29 29 29 29 
cyclc-80.bg 39 39 39 39 
geom2-100xlOO.bg 45988 45988 45988 45988 
hypcr-lO.bg 2205440 2210166 2272258 2205440 
hypcr-4.bg 116 116 116 116 
hypcr-5.bg 744 744 744 744 
hypcr-6.bg 4144 4144 4144 4144 
hypcr-7.bg 21216 21216 21216 21216 
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hypcr_S.bg 
hypcr-9.bg 
irrcgular-lOOxlOO. bg 
ladyshoe-67xlOO.bg 
Iconardo-90x64.bg 
mahindas. bg 
mesh-IO-tO.bg 
mcsh-15-15.bg 
mCJ;h-20-20.bg 
mcsh-25-2S.bg 
mcsh·30-30. bg 
mcsh-35-35.bg 
mesh-40-40.bg 
rncsh-5-5.bg 
monnalisa.lOOx65.bg 
monnalisa.20x13.bg 
monnalisn-40x26.bg 
rnonnnHsa-60x39.bg 
rnonnalisu-80x52.bg 
moonsurface-l OOx lOO.bg 
orani678.bg 
psmigrl.bg 
ra.ndom-lOO-Q.I. bg 
ra.ndom-IOO-l.bg 
random-IOO-tO.bg 
ra.ndom-IOOO-O.1.bg 
random_IODO-l.bg 
random-lOOO-lO.bg 
random-20-0,1.bg 
rnndom-20-1,bg 
random-20-10.bg 
random-200-0.1.bg 
nmdom-200-1.bg 
random-200-lO.bg 
random-40-0.1. bg 
rnndom-40-1.bg 
random-40-10.bg 
random-400-0.1.bg 
random-400-I. bg 
random-400-10.bg 
random-60-0.I.bg 
random-60-1.bg 
rnndom-60-10.bg 
rnndom-600-0.1. bg 
random-600-I.bg 
random-600-10.bg 
rnndom-80-0.1.bg 
rnndom-80-1. bg 
random-80-1 D.bg 
random-800-D.I. bg 
random-800-1. bg 
random-800-10.bg 
ring-l00xlDO.bg 
ring-80x80.bg 
Iicra-l00xl00.bg 
scra-87x81.bg 
scrbaU-I00xlOO.bg 
tcxturcl-IOOxIOO.bg 
tcxturc2-100xlOO. bg 
PM 
102976 
482432 
492835 
684467 
1082092 
751581 
961 
3641 
9121 
18401 
32481 
52361 
79041 
81 
4775210 
6837 
115806 
603991 
1906768 
1822802 
2749768 
1997624039 
o 
13 
11684 
5551 
1205548 
1449515083 
o 
o 
6 
o 
590 
220764 
o 
o 
234 
120 
21214 
3707939 
o 
o 
1059 
621 
126840 
18082368 
o 
4 
3710 
1754 
409785 
57950186 
1361164 
13002 
1359343 
1359343 
934566 
3493049 
617794 
CA 1001 
102982 
482527 
492835 
684465 
1082092 
748951 
961 
3641 
9151 
18505 
33602 
63144 
109217 
81 
4775115 
6837 
115806 
603978 
1906763 
1821511 
2744886 
1997632567 
o 
13 
11676 
5767 
1205107 
144961948 
o 
o 
6 
o 
.88 
220698 
o 
o 
233 
120 
21201 
3707093 
o 
o 
1059 
635 
126518 
18081750 
o 
4 
3708 
1813 
409244 
57949682 
1361164 
13002 
1359343 
1359343 
934566 
3492850 
616835 
146 
CA 5" 
102982 
482580 
492835 
684465 
1082092 
750679 
961 
3641 
9201 
19126 
35710 
69712 
162571 
81 
4775115 
6837 
115806 
603978 
1906763 
1821816 
2745586 
1997651219 
o 
13 
11676 
5918 
1206095 
144970989 
o 
o 
6 
o 
.88 
220704 
o 
o 
233 
120 
21206 
3707333 
o 
o 
1059 
655 
126619 
18083381 
o 
4 
3708 
1813 
409897 
57953366 
1361164 
13002 
1359343 
1359343 
934566 
3492850 
616846 
PM and CA Ss 
102976 
482432 
492835 
684461 
1082092 
749341 
961 
3641 
9121 
18401 
32481 
52361 
79041 
81 
4775094 
6837 
115806 
603978 
1906768 
1821540 
2744844 
1997624039 
o 
13 
11670 
5551 
1205265 
1449M077 
o 
o 
6 
o 
.88 
220700 
o 
o 
233 
120 
21177 
370'1'169 
o 
o 
1059 
621 
126564 
18081882 
o 
4 
3707 
1754 
409426 
57949917 
1361164 
13002 
1359343 
1359343 
934566 
3492805 
616769 
PM GAIOs GA 55 PM and CA Ss 
tcxturc3-100xlOO. bg 4835609 4835466 4835490 4835483 
tcxture4-100x 1 00. bg 1182112 11819l!i 1181915 1181924 
textureS-lOOxl 00. bg 1928780 1928316 1928316 1928312 
tcxturc6-100x lOO.bg 5125110 5124980 5125017 5125002 
tcxturc7-10Ox lOO.bg 2243022 2242967 2242985 2242980 
tic-lOOxlOO.bg 3181475 3181475 3181475 3181475 
tril.l.ngle-lOOx 100. bg 4003275 4003275 4003275 4003275 
zcniol:l.bg 5462921 5456448 S458232 5460474 
Table E.S: Complete rc!!uih; for comparison between Block Genetic Algorithm and Penalty 
Minimisation-time taken 
Penalty Minimisation Genetic 101:1 Genetic 5s PM and Genetic 5.\1 
Time (5) Time (5) Time (s) Time (5) 
a-lOOxlOO.bg 0.0251 10.0818 12.1755 0.6053 
a-87x81.bg 0.0243 4.9322 5.9580 1.2090 
add20.bg 2.9940 588.3059 409.1800 226.7805 
andywarhol-l00x65.bg 0.0239 7.9594 3.9514 0.9624 
ball-100xl00.bg 0.0089 0.7349 0.9858 0.9683 
barpermutc-l00xl00.bg 0.0295 10.9552 9.9515 0.9907 
bars-l00x 100. bg 0.0640 15.9517 23.9565 8.9681 
bcspwrOl.bg 0.0011 1.9512 1.9928 1.9574 
bcsstk15.bg 0.2800 528.8983 421.8845 0.9615 
brick-100x100.bg 0.0247 17.6865 26.9677 13.9883 
camil-l00x78.bg 0.0189 3.7080 5.9743 1.9714 
can61.bg 0.0033 1.9883 2.9920 1.3830 
cbar-100x100.bg 0.0127 7.7326 10.9781 0.6036 
cbar-20x20.bg 0.0003 0.7188 0.9937 0.9620 
cbar-5Ox50. bg 0.0015 0.9713 0.9873 0.9677 
climb-100x 100-t 1O.bg 0.0033 4.9891 6.9886 3.0226 
climb-100xlOO-t 100.bg 0.0143 16.9837 25.9789 3.6725 
climb-100x100-tllO.bg 0.0167 16.9808 24.9849 7.9832 
climb-l00x 100-t 120. bg 0.0175 18.9796 27.9793 6.9922 
climb-100x 100-t 130. bg 0.0221 15.9816 15.9769 7.9918 
climb-100x100-t 140.bg 0.0241 23.9796 34.9741 5.9917 
climb-1 OOx 100-t 150. bg 0.0352 20.9735 31.9549 10.9819 
climb-100x100-t 160. bg 0.0477 24.9667 25.9572 9.9682 
climb-100xl00-t20. bg 0.0071 6.9882 9.9914 0.9710 
climb-lOOx100-t30.bg 0.0063 7.9891 10.9926 0.9932 
climb-lOOx100-t40.bg 0.0055 24.9878 9.9802 1.9932 
climb-l00xlOO-t50.bg 0.0053 18.9866 19.9849 0.9922 
climb-l00x100-t60.bg 0.0068 6.9873 9.9854 0.9928 
climb-100x 1OO-t 70.bg 0.0078 9.9873 13.9845 3.9926 
climb-lOOx 1OO-t80.bg 0.0071 16.9830 19.9901 0.9933 
climb-100x 100-t90.bg 0.0104 11.9860 17.9862 1.9897 
climb-lOOxlOO.bg 0.0230 19.7271 18.9736 2.9692 
climb-20x20.bg 0.0004 0.7483 0.9886 0.9684 
climb-40x40.bg 0.0012 3.9670 5.9890 0.9970 
climb-6Ox60.bg 0.0059 2.9647 3.9882 0.9517 
climb-8Ox80.bg 0.0149 8.9625 12.9870 2.9632 
cyclc-100.bg O.OOllS 0.9902 0.9898 0.9929 
cycle-looO. bg 0.1290 675.9666 591.9658 1.0038 
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cyclc-20.bg 
cycle-200.bg 
cyclc-300.bg 
cycJe-40. bg 
cyclc-400.bg 
cycle-SOD.bg 
cycle-50. bg 
cycle-BD. bg 
geom2-100xlOO.bg 
nypcr-lO.bg 
hypcr-4.bg 
hypcr_5.bg 
hypcr-6.bg 
hypcr-7.bg 
hypcr-8.bg 
hyper-9.bg 
irregulllf_lOOxlOO. bg 
Indyt;hoc-67xlOO. bg 
lconardo-90x64.bg 
ma.hinda.!I.bg 
me"h-lO-lO.bg 
mcsh-15-15.bg 
mesh-20-20.bg 
mesh-25-25.bg 
mcsh-30-30.bg 
mcsh-35-35.bg 
mcsh-40-40.bg 
mesh-5-S.bg 
monnalisa.-lOOx65. bg 
monnnlilla.-20x13.bg 
monna.lisa.-40x26.bg 
monnalisll-60x39. bg 
monna.lisa-80x52. bg 
moonllurfacc-lOOx lOO.bg 
orani678.bg 
psmigrl.bg 
random-l 00-0.1. bg 
random_tOO-I.bg 
random-l 00-10. bg 
random-lOOD-Q.I. bg 
random_IOOO_I. bg 
random-lOOO-lO.bg 
random-20-0.1. bg 
random-20-1. bg 
ra.ndom-20-1O.bg 
ra.ndom-200-0.1.bg 
random-200-1.bg 
random-200-10.bg 
random-40-0.1. bg 
random-40~ 1. bg 
random-40-1O. bg 
random-400-0.1.bg 
random-400-1. bg 
random-400-10.bg 
ra.ndom-60-0.1.bg 
random-60-1. bg 
random-60-1O.bg 
rnndom-600-0.1.bg 
random-600-I. bg 
PM 
0.0001 
0.0037 
0.0075 
0.0004 
0.0119 
0.0267 
0.0005 
0.0006 
0.0080 
0.2860 
0.0001 
0.0002 
0.0009 
0.0029 
0.0120 
0.0700 
0.0213 
0.0195 
0.0132 
2.7900 
0.0012 
0.0050 
0.0205 
0.0493 
0.0920 
0.2040 
0.3475 
0.0003 
0.0273 
0.0003 
0.0018 
0.0059 
0.0130 
0.0420 
2.0360 
8.0420 
0.0005 
0.0008 
0.0037 
0.2600 
4.6225 
4.5025 
0.0001 
0.0001 
0.0001 
0.0020 
0.0040 
0.0192 
0.0002 
0.0002 
0.0004 
0.0083 
0.0460 
0.2350 
0.0003 
0.0005 
0.0009 
0.0286 
0.4700 
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GAIOs 
0.7092 
6.7385 
42.9885 
0.9887 
77.9866 
176.9838 
0.9884 
0.9904 
11.9731 
1120.8431 
0.7289 
0.9907 
0.9865 
1.9902 
17.9862 
180.9737 
8.9682 
14.9607 
1.9559 
796.3228 
0.7499 
13.7351 
88.7220 
381.7157 
1052.9663 
981.9455 
1750.6622 
0.9622 
1.7160 
0.7314 
0.7235 
0.9625 
0.9611 
31.9478 
542.3082 
634.9137 
0.7099 
0.9894 
2.7423 
283.8742 
732.6919 
1061.2717 
0.7133 
0.9894 
0.9907 
0.9759 
5.9893 
26.7166 
0.9885 
0.9659 
0.9782 
3.9881 
65.9784 
128.6875 
0.9879 
0.9903 
2.9687 
96.4935 
312.8331 
GA 5,,; 
0.9700 
9.9886 
45.9931 
0.9927 
91.9899 
148.9838 
0.9857 
0.9893 
16.9855 
336.8248 
0.9776 
0.9947 
0.9891 
2.9787 
27.9890 
237.9661 
12.9627 
21.9757 
2.9770 
498.2176 
1.9912 
19.9912 
104.9898 
264.9729 
732.9586 
828.9276 
996.8639 
0.9517 
2.9458 
0.9943 
0.9888 
0.9818 
0.9725 
32.9687 
544.4799 
429.0148 
0.9662 
0.9866 
3.9829 
203.8760 
601.5613 
818.1198 
0.9876 
0.9907 
0.9895 
0.9842 
7.9936 
15.9808 
0.9938 
0.9898 
0.9883 
4.9942 
85.9805 
83.9038 
0.9923 
0.9833 
3.9909 
56.9909 
261.8138 
PM and CA 56 
0.9497 
0.9929 
0.9640 
0.9925 
0.9916 
0.9859 
0.9864 
0.9922 
0.9657 
1.0770 
0.7044 
0.9932 
0.9932 
0.9941 
0.9928 
0.9932 
0.9901 
0.9622 
1.3267 
185.5273 
0.9760 
OJJ707 
0.9781 
0.9691 
OJJ844 
1.0052 
0.9500 
1.0792 
6.8672 
0.8185 
1.0147 
0.9253 
0.9680 
6.9701 
186.9687 
16.9002 
0.9396 
0.9943 
0.9777 
0.9935 
65.9901 
6.9536 
0.9862 
0.9908 
0.9765 
0.9718 
0.9897 
7.9722 
0.9700 
0.9638 
0.9704 
0.9913 
19.9918 
81.9558 
0.9870 
0.9898 
0.9953 
0.9802 
91.9603 
PM GAIOs GA 55 PM and CA Ss 
random-600-10.bg 0.7860 501.4745 266.6446 59.9543 
random-SO-Q.I. bg 0.0006 0.7317 0.9909 0.9735 
random-SO-I. bg 0.0005 0.9894 0.9895 0,9859 
random-SO-lO.bg 0.0016 2.9763 3.9853 0,9773 
random-SOO-O.l.bg 0.0810 97.4253 115.9699 0,9832 
random-BOO-I. bg 1.5820 671.2529 369.2077 123.9801 
rnndom-800-10.bg 1.8660 721.8157 508.8786 21,9773 
ring-lOOxlOO.bg 0.0167 0.9764 0.9664 0,9502 
ring-80x80.bg 0.0028 0.7564 0.9892 0.9937 
5cra-lOOxlOO.bg 0.0247 5.9720 8.9676 0,9747 
5cra-87x81.bg 0.0223 3.9550 4.9109 0,9642 
5crball-IOOxlOO.bg 0.0100 0.7424 0.9857 0,9688 
texturcl-lOOx 100. bg 0.0423 12.9339 18.9491 13.0042 
tcxturc2-100xlOO. bg 0.0627 16.9788 17.9708 28.9822 
tcxturc3-10OxlOO. bg Q.0597 33.9588 17.9439 2.9867 
texture4-100xlOO. bg 0.0327 16.9756 24.9621 10.9915 
texture5-IOOxl 00. bg 0.0407 22.9739 33.9701 13.9915 
texture6-IOOx 1 00. bg 0.0543 31.6851 13.9448 6.9660 
texture7-IOOx lOO. bg 0.0425 14.9524 11.9613 4.9696 
tic-l00xl00.bg 0.0288 0.9629 1,9564 0.9737 
triangle-l00x 1 OO.bg 0.0333 17.9348 25.9416 0.9913 
zenios.bg 1.4080 506.3825 484.5578 25.9920 
Table E.6: Complcte results for comparison between Block Genetic Algorithm and Sifting 
(all rc!Suits bettcr than Sifting in bold) 
Sifting Genetic 105 Genetic 5", PM and Genetic 511 
Crossings Crossings Crossing", Crossings 
a.-lOOxl00.bg 1359343 1359343 1359343 1359343 
a-87x81.bg 1359343 1359343 1359343 1359343 
add20.bg 2672392 2668806 2670173 2669341 
andywarhol-} 00x65.bg 3391824 3391816 3391819 3391845 
ball-100xl00.bg 934566 934566 934566 934566 
barpermutc-lOOxl 00. bg 2025177 2023526 2023541 2023526 
bars-l00xlOO.bg 2760755 2757844 2757844 2757882 
bcspwrOI.bg 1743 1729 1729 1729 
bcsstkl5.bg 764872 758913 761316 758469 
briek-l00xl00.bg 367637 367585 367585 367536 
camil-IOOx78.bg 1749864 1749439 1749439 1749435 
can61.bg 49597 49577 49577 49517 
cbar-l00xlOO.bg 98006 88815 88815 88815 
cbar-20x20.bg 59 IB IB IB 
cbar-50x50.bg 4881 3870 3870 3870 
elimb_l00x 1 OO-t 10. bg 5105 4949 4949 4949 
climb-IOOx lOO-t 100. bg 263599 258864 258864 258866 
climb-lOOxl00-tllO.bg 306119 301057 301057 301035 
climb-l00x 1 OO-t 120. bg 375575 368954 368954 368958 
climb-IOOx lOO-t130. bg 491320 483626 483652 483620 
climb-lOOxlOO-t140. bg 692168 682817 682817 682793 
climb-IOOxlOO-t 150. bg 1584476 1574955 1574955 1574974 
climb-lOOxlOO-t 160. bg 2616598 2602334 2602343 2602347 
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climb.. 100xl00-t20.bg 
climb·l00xl OO-t30. bg 
climb·l00xlQO.t40. bg 
climb·l00x 100-t50. bg 
climb·l00xl00-t60. bg 
climb-IOOxl00-t 70. bg 
climb·l00xl00-tSO.bg 
climb-l00xlOO-t90.bg 
climb-l00xI00.bg 
climb_20x20.bg 
climb-40x40.bg 
climb·60x60.bg 
climb-SOxSO.bg 
cycle-l00.bg 
cycle-IOGO.bg 
cycle-20.bg 
cyclc·200.bg 
cycle-300.bg 
cycle-40.bg 
cyclc-400.bg 
cyclc-500. bg 
cyclc-60.bg 
cycle-80.bg 
gcom2·100xlOO.bg 
hyper_l0.bg 
hypcr-4.bg 
hypcr·5.bg 
hypcr-6.bg 
hypcr-7.bg 
hyper-S.bg 
hypcr-9.bg 
irrcgulnr-l00x 100. bg 
ladyshoe-67xl00. bg 
Iconardo-90x64.bg 
mahindll5.bg 
mcsh-l0-1O.bg 
mcsh-15-15.bg 
mesh-20-20.bg 
mcsh-25-25.bg 
mcsh_30_30.bg 
mcsh-35-35.bg 
mcsh-40-40. bg 
mcsh_5_5.bg 
monnalisa-l00x65. bg 
monnalisa-20x13.bg 
monnaJi~a-40x26.bg 
monnalisa-60x39.bg 
monnaJisa-80x52.bg 
moonsu rfa.ce-l OOx 1 00. bg 
ornni678.bg 
psmigrl.bg 
random-lOO-O.l. bg 
random-tOO-l.bg 
random-lOO-lO.bg 
rnndom-l000-0.1.bg 
random-lOOO-I.bg 
random-IOOO-IO.bg 
random-20-0.I.bg 
random-20-I.bg 
Sifting 
35333 
69541 
S9395 
116553 
128717 
148188 
164415 
187821 
486921 
613 
11279 
64718 
209591 
4' 
499 
9 
99 
149 
19 
199 
249 
29 
39 
49193 
2205440 
116 
744 
4144 
21216 
102976 
482432 
494749 
684835 
1082217 
752974 
961 
3641 
9141 
18471 
32511 
52501 
79379 
81 
4775218 
6837 
115842 
604091 
1906807 
1823280 
2746616 
1997719107 
o 
14 
11682 
5619 
1204581 
144958742 
o 
o 
GA 10s 
35015 
69539 
89057 
116209 
127781 
147840 
163907 
185387 
479666 
686 
11140 
63745 
204830 
49 
2866 
9 
99 
149 
19 
205 
264 
29 3, 
45988 
2210166 
116 
744 
4144 
21216 
102982 
482527 
492835 
684465 
1082092 
7489S1 
961 
3641 
9151 
18505 
33602 
63144 
109217 
81 
4775115 
6837 
115806 
603978 
1906763 
1821:Hl 
2744886 
1997632567 
o 
13 
11676 
5767 
1205107 
144961948 
o 
o 
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GA 58 
3S01S 
69539 
89064 
116210 
127781 
147840 
163917 
185387 
479669 
586 
11140 
63745 
204830 
49 
4210 
9 
99 
153 
19 
222 
359 2, 
39 
45988 
2272258 
116 
744 
4144 
21216 
102982 
482580 
492835 
684465 
1082092 
7S0679 
961 
3641 
9201 
19126 
35710 
69712 
162571 
81 
477S115 
6837 
115806 
603978 
1906763 
1821816 
2745586 
1997651219 
o 
13 
11676 
5918 
1206095 
144970989 
o 
o 
PM and GA 5s 
35011 
69536 
89057 
116204 
127781 
147839 
163904 
185372 
479670 
680 
11140 
63743 
204830 
49 
499 
• 
99 
149 
19 
199 
24, 
29 
3. 
45988 
22054~0 
116 
744 
4144 
21216 
102976 
482432 
492835 
684461 
1082092 
749341 
961 
3641 
9121 
18401 
32481 
52361 
79041 
81 
4775094 
6837 
115806 
603978 
1906768 
1821540 
2744844 
1997624039 
o 
13 
11670 
5551 
1205265 
144955077 
o 
o 
Sifting GA 10. GA 55 PM and GA 55 
random-20-1 O. bg 6 6 6 6 
random-200-0.l. bg 0 0 0 0 
random-200-1. bg 598 588 588 588 
random_200-1O. bg 220781 220698 220704 220700 
random-40-0.1.bg 0 0 0 0 
random-40-l.bg 0 0 0 0 
random_40_l0.bg 233 233 233 233 
random_400-0.1. hg 120 120 120 120 
random-400-l.bg 21252 21201 21206 21177 
random-400-1O.bg 3708236 3707093 3707333 3707169 
random-60-0.I.bg 0 0 0 0 
random-60-1.bg 0 0 0 0 
random-60-10.bg 1060 1059 1059 1059 
random-600-0.l.bg .2. 635 655 .21 
random-600-l.bg 126845 126518 126619 126564 
random-600-l0.bg 18082582 18081750 18083381 18081882 
ra.ndom-80-0.1.bg 0 0 0 0 
random-80-1. bg 4 4 4 4 
random-80-10. bg 3712 3708 3708 3707 
random_800-0.1. bg 1791 1813 1813 1754 
random-800-I. bg 409308 409244 409897 409426 
random-800-10. bg 57951899 57949682 57953366 57949917 
ring-l00xl00.bg 1361164 1361164 1361164 1361164 
ring-80x80.bg 13002 13002 13002 13002 
scra-lOOxlOO.bg 1359754 1359343 1359343 1359343 
scra-87x81.bg 1359749 1359343 1359343 1359343 
scrball-lOOx 100. bg 934566 934566 934566 934566 
texturel-l00xl00.bg 3493303 3492850 3492850 3492805 
texture2-100xl00.bg 617535 616835 616846 616769 
texture3-l00xlOO. bg 4835784 4835466 4836490 4836483 
textute4-100xlOO.bg 1182216 11819Hi 1181915 1181924 
texture5-100xI00. bg 1928858 1928316 1928316 1928312 
texture6-100xlOO. bg 5125449 5124980 5125017 5125002 
texture7-1ooxl00.bg 2245174 2242967 2242985 2242980 
tie-100xlOO.bg 3181475 3181475 3181475 3181475 
triangle-l00xl00. bg 4003275 4003275 4003275 4003275 
zenios.bg 5462625 5456448 5458232 5460474 
Table E.7: Complete results for comparison between Block Genetic Algorithm and Sifting-
time tll.ken 
Sifting Genetic 10s Genetic 55 PM and Genetic 55 
Time (s) Time (s) Time (s) Time (s) 
a-l00xlOO.bg 0.0235 10.0818 12.1755 0.6053 
a-87x81.bg 0.0241 4.9322 5.9580 1.2090 
add20.bg 0.1660 588.3059 409.1800 221>.7805 
Il.ndywarhol-l00x65.bg 0.0210 7.9594 3.9514 0.9624 
ball-lOOxlOO.bg 0.0094 0.7349 0.9858 0.9683 
bnrpermute-l00xlOO. bg 0.0302 10.9552 9.9515 0.9907 
bars-lOOxlOO.bg 0.0345 15.9517 23.9565 8.9681 
bCllpwr01.bg 0.0008 1.9512 1.9928 1.9574 
bClllltk15.bg 0.1380 528.8983 421.8845 0.9615 
briek-lOOxlOO.bg 0.0135 17.6865 26.9677 13.9883 
camil-l00x78.bg 0.0174 3.7080 5.9743 1.9714 
can61.bg 0.0031 1.9883 2.9920 1.3830 
cbar-l00xlOO.bg 0.0129 7.7326 10.9781 0.6036 
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cbar-20x20.bg 
cbar-SOxSO.bg 
climb-l00xlOO-t10.bg 
climb-IOOx lOO-t l00.bg 
climb-IOOxl00-tll0.bg 
climb-IOOxlOO-tI20. bg 
climb-IOOxl00-tI30. bg 
climb-l00x l00-tI40.bg 
climb-l00xl00-tlS0.bg 
climb-l00xl00-t 160.bg 
climb-100xl00-t20.bg 
climb-IOOxI00-t30.bg 
climb-IOOx 100-t40. bg 
climb-IOOx 1000tSO. bg 
climb-100xIOO-t60. bg 
climb-IOOxl 00-t70. bg 
climb-l00xl00-t80. bg 
climb-l00xl00-t90.bg 
climb-l00xlOO.bg 
climb-20x20.bg 
climb-40x40.bg 
climb-60x60.bg 
climb-80x80.bg 
cycle-l00.bg 
cycle-IOOO.bg 
cycle-20.bg 
cyclc-200.bg 
cycle-300.bg 
cycle-40.bg 
cycle-400.bg 
cycle-SOO. bg 
cycle-60.bg 
cycle-80.bg 
geom2-100xI00.bg 
hypcr-lO.bg 
hypcr-4.bg 
hypcr-S.bg 
hypcr-6.bg 
hypcr-7.bg 
hypcr-8.bg 
hypcr-9.bg 
irregula.r-100xl00.bg 
ladyshoe-67x 100.bg 
leonardo-90x64.bg 
mahinda.s. bg 
mcsh-IO-IO.bg 
mesh-IS_lS.bg 
mesh-20-20.bg 
mesh_25_2S.bg 
mcsh-30-30.bg 
me5h-3S-35.bg 
me5h-40-40.bg 
mcsh-S-5.bg 
monnalisa.-l00x6S.bg 
monnalisa.-20xI3. bg 
monnalisa_40x26.bg 
monnalisa-6Ox39.bg 
monnalisa.-80xS2.bg 
moonsurfacc-l00x lOO. bg 
Sifting 
0.0003 
0.0015 
0.0024 
0.0095 
0.0115 
0.0133 
0.0157 
0.0168 
0.0260 
0.0327 
0.0039 
0.0043 
0.0042 
0.0046 
0.0053 
0.0059 
0.0063 
0.0067 
0.0138 
0.0003 
0.0011 
0.0032 
0.0081 
0.0010 
0.1220 
0.0001 
0.0031 
0.0069 
0.0002 
0.0124 
0.0259 
0.0004 
0.0006 
0.0079 
0.2840 
0.0001 
0.0002 
0.0007 
0.0024 
0.0116 
0.0690 
0.0214 
0.0169 
0.0127 
0.0970 
0.0011 
0.0052 
0.0202 
0.0493 
0.1100 
0.2340 
0.3900 
0.0003 
0.0246 
0.0003 
0.0016 
0.0055 
0.0122 
0.0242 
CA 10s 
0.7188 
0.9713 
4.9891 
16.9837 
16.9808 
18.9796 
15.9816 
23.9796 
20.9735 
24.9667 
6.9882 
7.9891 
24.9878 
18.9866 
6.9873 
9.9873 
16.9830 
11.9860 
19.7271 
0.7483 
3.9670 
2.9647 
8.9625 
0.9902 
675.9666 
0.7092 
6.738S 
42.9885 
0.9887 
77.9866 
176.9838 
0.9884 
0.9904 
11.9731 
1120.8431 
0.7289 
0.9907 
0.9865 
1.9902 
17.9862 
180.9737 
8.9682 
14.9607 
1.9559 
796.3228 
0.7499 
13.7351 
88.7220 
381. 7157 
IOS2.9663 
981.9455 
1750.6622 
0.9622 
1.7160 
0.7314 
0.7235 
0.9625 
0.9611 
31.9478 
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CA 5s 
0.9937 
0.9873 
6.9886 
25.9789 
24.9849 
27.9793 
15.9769 
34.9741 
31.9S49 
25.9572 
9.9914 
10.9926 
9.9802 
19.9849 
9.9854 
13.9845 
19.9901 
17.9862 
18.9736 
0.9886 
5.9890 
3.9882 
12.9870 
0.9898 
591.9658 
0.9700 
9.9886 
45.9931 
0.9927 
91.9899 
148.9838 
0.9857 
0.9893 
16.9855 
336.8248 
0.9776 
0.9947 
0.9891 
2.9787 
27.9890 
237.9661 
12.9627 
21.9757 
2.9770 
498.2176 
1.9912 
19.9912 
104.9898 
264.9729 
732.9586 
828.9276 
996.8639 
0.9517 
2.9458 
0.9943 
0.9888 
0.9818 
0.9725 
32.9687 
PM and CA Ss 
0.9620 
0.9677 
3.0226 
3.6725 
7.9832 
6.9922 
7.9918 
5.9917 
10.9819 
9.9682 
0.9710 
0.9932 
1.9932 
0.9922 
0.9928 
3.9926 
0.9933 
1.9897 
2.9692 
0.9684 
0.9970 
0.9517 
2.9632 
0.9929 
1.0038 
0.9497 
0.9929 
0.9640 
0.9925 
0.9916 
0.9859 
0.9864 
0.9922 
0.9657 
1.0770 
0.7044 
0.9932 
0.9932 
0.9941 
0.9928 
0.9932 
0.9901 
0.9622 
1.3267 
185.5273 
0.9760 
0.9707 
0.9781 
0.9691 
0.9844 
1.0052 
0.9500 
1.0792 
6.8672 
0.8185 
1.0147 
0.9253 
0.9680 
6.9701 
Sifting CA 106 CA 56 PM and GA 55 
ornni678.bg 0.18BO 542.3082 544.4799 186.9687 
psmigrl.bg 7.7080 634.9137 429.0148 16.9002 
random-lOO-D.l. bg 0.0006 0.7099 0.9662 0.9396 
random-lOO-Lhg 0.0005 0.9894 0.9866 0.9943 
fandom-IOO_IO.bg 0.0012 2.7423 3.9829 0.9777 
fllndom-lOOO-O.I.bg 0.1081 283.8742 203.8760 0.9935 
random-IOGO-I.bS 0.2525 732.6919 601.5613 65.9901 
ro.ndom-lOOO-lO.hg 1.5000 1061.2117 818.1198 6.9536 
random-20-D.I. bg 0.0001 0.7133 0.9876 0.9862 
ra.ndom-20-1. bg 0.0001 0.9894 0.9907 0.9908 
ra.ndom-20-! O. bg 0.0001 0.9907 0.9895 0.9765 
random-200-0.1.bg 0.0017 0.9759 0.9842 0.9718 
random-200-I.bg 0.0029 5.9893 7.9936 0.9897 
ro.ndom-200-1O.bg 0.0098 26.7166 15.9808 7.9722 
random-40-0.1.bg 0.0002 0.9885 0.9938 0.9700 
random·40-1. bg 0.0002 0.9659 0.9898 0.9638 
random-40-10.bg 0.0003 0.9782 0.9883 0.9704 
random-400-0.1. bg 0.00'77 3.9881 4.9942 0.9913 
random-400-1.bg 0.0133 65.9784 85.9805 19.9918 
random.400·10.bg 0.0825 128.6875 83.9038 81.9558 
random-60-0.1.bg 0.0003 0.9879 0.9923 0.9870 
random-60-1.bg 0.0004 0.9903 0.9833 0.9898 
random·BO-10.bg 0.0005 2.9687 3.9909 0.9953 
random·BOO-O.l. bg 0.0238 96.4935 5B.9909 0.9802 
random-BOO· 1. bg 0.0510 312.8331 261.8138 91.9B03 
random·BOO· 10. bg 0.3160 501.4745 266.6446 59.9543 
random-80-0.1.bg 0.0004 0.7317 0.9909 0.9735 
random_80_1. bg 0.0005 0.9894 0.9895 0.9859 
random-80-10.bg 0.0009 2.9763 3.9853 0.9773 
random-800-0.1.bg 0.0510 97.4253 115.9699 0.9832 
random·800·1.bg 0.1200 671.2529 369.2077 123.9801 
random.800·1O.bg 0.7080 721.8157 508.8786 27.9773 
ring- tOOx 100. bg 0.0162 0.9764 0.9664 0.9502 
ring-80x80. bg 0.0027 0.7564 0.9892 0.9937 
sera- tOOx 100. bg 0.0220 5.9720 8.9676 0.9747 
scra-87x81.bg 0.0214 3.9550 4.9709 0.9642 
6crball-l00x 100. bg 0,0097 0.7424 0.9857 0.9688 
tcxture I. 100xl 00. bg 0.0325 12.9339 18.9491 13.0042 
texture2-100xlOO. bg 0.0165 16.9788 17.9708 28.9822 
texture3· 100xl00.bg 0.0407 33.9588 17.9439 2.9867 
texture4· 1 OOxlOO.bg 0.0222 16.9756 24.9621 10.9915 
texture5_1 OOx 100.bg 0.0273 22.9739 33.9701 13.9915 
texture6_100x too.bg 0.0470 31.6851 13.9448 6.9660 
texturc7-100xl00. bg 0.0308 14.9524 11.9613 4.9696 
tic·100xl00.bg 0.0286 0.9629 1.9564 0.9737 
triangle-l 00xl00. bg 0.0333 17.9348 25.9416 0.9913 
zenio~.bg 0.1940 506.3825 484.5578 25.9920 
E.3 Parallel hill-climbing (Section 3.5) 
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Table E.8: Complete results for onc-sided parallel algorithm,; 
Parallel Parallel Parallel Sequential PM Sifting 
CA GA + Mutation Hill-Climbing Hill-Climbing 
Crossings Crossings Crossings Crossings Crossings Crossings 
random-100-0.1 0 0 0 2 0 0 
random-200-0.1 36 36 3. 36 3. 3. 
random-300-0.1 267 267 267 269 267 267 
random-400-0.1 1068 1070 1068 1074 1068 1073 
random-500-C.1 2518 2519 2518 2524 2522 2525 
random-100-1 61430 61421 61378 61416 761 760 
random-200-1 1065435 1065467 1065199 1065314 16175 16175 
random-300-l 5545603 5545613 5544928 5545110 82413 82328 
random-400-1 17545496 17545189 17543876 17544101 249664 249637 
random-500-1 43391103 43391132 43388410 43388708 620878 620822 
random-lOO-lO 122069 122041 121995 122017 121997 122031 
random-200-lO 2114557 2114593 2114249 2114390 2114334 2114434 
random-300-lO 11008916 11008959 11007592 11007886 11007750 11008566 
ra.ndom-400-lO 34841511 34840897 34838286 34838707 34838350 34840452 
ra.ndom-500-lO 86161798 86161860 86156432 86156888 86156952 86160648 
Table E.9: Complete results for one-sided parallel algorithms~time taken 
Parallel Parallel Parallel Sequential PM Sifting 
CA GA + Mutation Hill-Climbing Hill-Climbing 
Time Time Time Time Time Time 
random-l00-0.l 0.173 0.177 0.003 0.005 0.000 0.001 
random-200-0.1 0.165 0.187 0.079 0.100 0.002 0.002 
random-300-0.1 0.551 0.661 0.509 0.551 0.004 0.006 
random-400-0.1 1.944 1.928 1.647 1.778 0.017 0.011 
random-500-0.1 4.780 5.726 4.289 4.589 0.030 0.017 
random-l00-1 0.163 0.179 0.084 0.092 0.001 0.001 
random-200-1 0.816 0.753 0.610 0.637 0.020 0.006 
random-300-1 2.920 2.936 2.403 2.495 0.060 0.012 
random-400-1 8.679 8.256 6.527 6.687 0.140 0.025 
random-500-1 19.295 18.754 14.498 14.734 0.430 0.055 
random-IOO-IO 0.184 0.202 0.125 0.149 0.004 0.003 
random-200-10 0.894 0.866 0.781 0.814 0.037 0.025 
random-300-10 3.030 3.060 2.556 2.607 0.130 0.095 
random-400-10 9.052 8.898 6.216 6.286 0.280 0.230 
random-50D_IO 20.873 21.172 15.146 15.582 0.630 0.510 
154 
Appendix F 
LA method results for 
two-sided bipartite graph 
drawing 
Table F.1: Comparisons between IB-method, LA-method and SH-method 
(time in seconds) 
Graph Nam.e IB-Illethod SH to IB LA-mothod SH to LA IS (Koren)-mothOd 
Crossings Till10 Tim.e Crossings Time Thno Crossings Timo 
o-lOOxlOO.bg 2550802 0.0031 0.3989 2716464 19.3547 0.0111 1301275 15.888 
s-87x81.bg 2414484 0.0025 0.8535 1327488 2.5816 25.6836 1301275 15.034 
add20.bg 3621791 0.4223 0.0088 1177229 1296.39 51.7084 1021504 37.708 
andywo.rhol-lOOx65.bg 1893498 0.0074 
· 
2856377 2.248 11.4422 2784605 17.056 
bsll-lOOxlOO.bg 947575 0.004 0 934566 9.413 0.0068 749982 9.038 
barpcrmute-lOOxlOO. bg 3175608 0.004 2.6106 4161703 5.4557 0.0162 2040676 18.829 
ba.r~_100x100.bg 3517232 0.0325 0.0324 2075771 6.7551 
· 
2153777 21.607 
bcspwrOI.bg 2954 0.0019 0.0029 464 0.2698 
· 
422 1.263 
bClistk15.bg 889155 0.1933 
· 
727592 923.3729 
· 
741208 36.756 
brick-l00xlOO.bg 501133 0.0171 0 473653 24.6587 0.0011 248574 10.123 
camil-l00x78.bg 1559231 0.0078 
· 
2076490 3.7254 1.2589 1708444 15.594 
can61.bg 69842 0.0026 0.0075 12788 1.1197 
· 
12846 3.835 
cbar-lOOxlOO.bg 88815 0.0027 
· 
88815 6.4762 
· 
88815 8.597 
cbar-20x20.bg 465 0.0004 0.0018 I. 0.0314 I. 0.515 
cbar-50x50.bg 3870 0.0015 19.2498 3870 0.6231 21,2854 3870 2.64 
climb-lOOxlOO-t 1O.bg 19276 0.0077 0 10824 10.7103 0,0212 4764 3.768 
climb-l00xl OO-t 100 .bg 544406 0.0066 0.0182 536316 29.5412 0,0359 252670 9.847 
climb_l00xl()().tl10.bg 672990 0.0071 0 604213 6.1009 0,0876 307039 10.205 
climb-l00x lOO-tl20.bg 760146 0.0062 0.0116 655080 5.3363 0.243 367847 11.468 
climb-l00x lOO-tl30.bg 989397 0.0093 0 923308 6.1088 0.0194 493284 12.783 
climb-l00xl00-t 140.bg 1355640 0.0138 0 1081502 5.6321 0,4582 694348 14.181 
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Graph Name IB-method SH to IB LA-method SH to LA IB (Koren)_method 
Crossings Time Timo Crossings Time Time Crossings Thne 
dimb-lOOxlOG-tI50. bg 2627049 0.0155 0 1690572 5.7368 11.4668 1569210 17.33 
dimb-l00xl0G-tI60. bg 3796488 0.0297 0 2697887 5.6074 3.7222 2597067 19.739 
dimb-l00xl0G-t20. bg 83505 0.0087 0 39548 11.8175 1.0374 35876 5.512 
dimb-l00xl0G-t30.bg 136135 0.0062 0.0022 75347 14.7937 0.8598 70994 6.53 
dimb-l00xl00-t40.bg 169887 0.0082 0.0087 100168 15.6475 0.7436 96178 6.581 
climb-l00xl0G-t50.bg 217630 0.0078 0.038 203147 18.0365 0.0756 124926 7.506 
dimb-l00xl0G-t60.bg 239888 0.0067 0.0406 151225 19.583 0.782 128702 7.294 
dimb-l00xl0G-t 70.bg 271755 0.0066 0.05 178569 20.3396 1.0076 156352 7.927 
dimb-l00xl00-t80.bg 268910 0.0076 0.1685 298802 21.2215 0.0607 174072 8.199 
dimb-l00xl00-t90.bg 341906 0.0084 0.0457 224044 24.6957 0.7863 184132 8.31 
dimb-IOOxIOG.bg 997171 0.0084 0 914106 5.539 0.0136 471565 12.415 
dimb-20x20.bg 1316 0.0004 0 1084 0.0322 0.0004 535 0.659 
dimb-40x40.bg 24032 0.0016 0.0001 19797 0.3074 0.0076 11464 2.31 
climb-60x60.bg 131937 0.004 0 109592 0.9228 0.0246 64595 6.069 
dimb-80x80.bg 415731 0.005 0 335135 2.2201 0.1762 211614 8.251 
cyde-lOO. bg 467 0.0043 
· 
40 0.7583 
· 
82 1.53 
cyde-lOOO.bg 6639 1.1338 
· 
400 4875.714 
· 
777 17.825 
cyde-20.bg 48 0.0001 0.0004 0 0.009 13 0.168 
cyde-200.bg 1057 0.0198 
· 
DO 10.3766 
· 
171 3.355 
cyde-300.bg 1813 0.054 
· 
140 41.6743 
· 
250 5.077 
cyde-40.bg 122 0.0005 0.0053 10 0.0457 29 0.474 
cyde-400. bg 2228 0.0981 
· 
lOO 152.9575 
· 
327 7.116 
cyde-500. bg ~987 0.2015 
· 
240 282.9466 
· 
404 8.998 
cydc-60.bg 274 0.0014 0.0104 20 0.1782 45 0.8 
cyde-80.bg 253 0.0024 0.0684 3D 0.4786 
· 
62 1.185 
geom2-100xl00.bg 179880 0.0037 0.1256 391832 2.4829 0 43073 6.538 
hyper-l0.bg 2221867 0.2571 
· 
2548526 7116.157 144.4579 
· · 
hyper-4.bg 131 0.0001 0.0011 118 0.0049 0.0022 123 0.154 
hyper-5.bg 999 0.0002 U.OOIl:\ 776 0.0346 0.0143 785 0.545 
hyper-6.bg 4710 0.0006 0.0395 4200 0.1669 
· 
4358 1.494 
hypcr-7.bg 22714 0.0026 
· 
23464 16.9141 0.526 22133 3.957 
hypcr-8.bg 108038 0.013 
· 
106400 38.4887 
· 
106921 9.756 
hypcr-9.bg 494357 0.0541 
· 
535292 1247.529 24.5621 498714 21.38 
irregular-100xl00. bg 886963 0.0027 6.6072 3690604 5.2365 0 492835 12.699 
lady"hoe-67xlOO. bg 883543 0.0054 0.9114 727351 2.0314 2.7296 669064 11.151 
leonardo-90x64.bg 455396 0.0077 
· 
1341314 1.8802 0.3251 1073758 11.988 
mahinda;;.bg 1318184 0.8055 0.0013 1266715 836.6369 299.3661 324735 25.755 
mesh-l0-10.bg 1212 0.0028 
· 
007 0.7666 
· 
1008 1.978 
mc!>h-15-15.bg 6286 0.0175 
· 
3897 23.6179 
· 
3857 5.614 
mcsh-20-20.bg 12570 0.0701 
· 
9519 118.2442 
· 
9992 8.964 
mesh-25-25.bg 30245 0.2926 
· 
19340 551.8628 
· 
19708 14.722 
mesh-30-10.bg 6246 0.0445 
· 
3729 31.9283 
· 
3366 6.287 
mesh-30-15.bg 16014 0.1238 
· 
8866 182.8301 
· 
8119 10.96 
mesh-30-20.bg 27610 0.2655 
· 
16465 650.1603 
· 
14920 13.7 
mcsh-30-25.bg 39139 0.5404 
· 
25258 1056.526 
· 
23523 18.843 
mcsh-30-30.bg 45950 0.654 
· 
34200 2470.742 
· 
34836 23.848 
mesh-30-5.bg 1225 0.0066 
· 
706 2.3688 
· 
678 2.946 
mesh-35-35.bg 85203 1.5665 
· 
55098 6805.752 
· · · 
mesh-40-40. bg 120812 3.2542 
· 
84679 21971.12 
· · · 
mesh-5-5. bg 252 0.0002 0.0007 84 0.0088 89 0.302 
monnali"a-l00x65. bg 1945030 0.0101 
· 
5179482 2.7837 0.4914 4314354 19.776 
monnaHsa-20xI3.bg 3588 0.0003 
· 
6332 0.021 0.0336 6156 0.919 
monnalisa-40x26.bg 50578 0.0023 
· 
128954 0.153 0.0044 106336 3.903 
monnalisa-60x39. bg 257956 0.0035 
· 
656433 0.5054 0.0472 540595 7.249 
monnalisa-80x52. bg 770234 0.0077 
· 
2072231 1.3043 0.2279 1731778 12.19 
moonsurfacc-l00x 100.bg 2146803 0.0175 0.7537 1807232 5.771 .1.1508 1599527 16.847 
orani678.bg 4941969 0.9359 0.0601 2202672 710.6326 26.2889 1955821 36.533 
psmigr1.bg 2.05c+09 0.265 73.6012 1.91c+09 608.8471 
· 
1.85e+09 423.455 
random-lOO-G.l. bg 0 0.0005 0 0 0.1306 0 0 0 
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Graph Name IB-mothod SH to IB LA-mothod SH to LA IB (Koron)-method 
Crossings Timo Timo Crossings Time Time Crosllinss Timo 
random-lOO-I. bg 102 0.0009 0.0001 102 0.0126 0 0 1.201 
random·lOO-lO.bg 16707 0.0074 0.0003 9575 0.7139 0.0667 8304 2.706 
random-lOOO-O.l.bg 19093 0.3769 0.0049 18980 3.6272 0.0039 0 0 
random-lOOO-l. bg 1683123 9.4952 0.0113 1672515 3937.91 0.009 772973 41.513 
random-l000-l0.bg 1.58e+08 6.0268 1.243 1.4e+08 3973.301 197.7546 1.360+08 226.149 
random.20-0.I.bg 0 0.0001 0 0 0.0001 0 0 0 
random-20-1.bg 0 0.0001 0 0 0.0001 0 0 0.075 
random-20-1O.bg 25 0.0001 0 12 0.0007 0.0003 0 0.126 
random.200-0.1. bg 5 0.0016 0.0006 5 0.4618 0.0011 0 0 
random-200-1.bg 2257 0.0119 0 1748 0.1166 0.0017 0 0 
random-200-1O.bg 275147 0.0446 0.0011 201022 6.843 0.4308 182662 9.832 
random-40-0.1.bg I 0.0001 0 I 0.0003 0 0 0.286 
random-40-1. bg 3 0.0001 0 I 0.0106 0.0003 0 0.375 
random-40-10.bg 370 0.0004 0.0002 268 0.0217 0.0006 8S 0.498 
random-400-0.1. bg 400 0.0154 0.0006 288 0.6268 0.0032 0 0 
random-400-1. bg 42140 0.442 0.0006 21995 234.6991 0.0763 ~032 7.745 
random-400-1O. bg 4210581 0.6203 0.0424 3435193 118.4158 5.4909 321~659 35.652 
random-60-0. Lbg 0 0.0002 0 0 0.0261 0 0 0 
random-60-1. bg 13 0.0002 0.0001 8 0.0263 0.0004 0 0.594 
random-60-10.bg 1798 0.0015 0.0002 2018 0.164 0 37' 1.011 
random.600-0.1. bg 2806 0.1033 0.0013 2497 0.92 0.0035 0 0 
random-600-1. bg 204855 0.8702 0.0043 206670 611.0068 0.001 581a8 15.637 
random-600-10.bg 20385097 2.5476 0.0854 17455934 715.8014 299.6423 1.640+07 81.408 
random-80-0.1. bg 0 0.0003 0 0 0.0721 0 0 0 
random-80-1. bg 31 0.0005 0.0002 15 0.0151 0.0011 0 0.' 
random-80-10.bg 5416 0.0041 0.0002 2143 0.3074 
· 
2010 1.673 
random-800-0.1. bg 6687 0.1985 0.0032 6851 2.5984 0.0036 0 0 
random-800-1. bg 620494 6.4117 0.0066 555193 2080.685 0.0794 233~6a 25.781 
random-800-10.bg 64476577 3.8251 0.1718 56162991 2123.121 299.6723 5.390+07 140.667 
ring-l OOxlOO. bg 1376092 0.0053 0.0032 1389508 4.7603 0 344728 11.287 
ring-80x80.bg 12979 0.0025 0.0004 10506 0.1934 0.0035 338 2.731 
scra-l00xlOO.bg 2754221 0.0034 0 2558436 3.6129 0.3933 1301275 16.005 
scra-87x81.bg 2322384 0.0023 1.0449 1327488 2.4466 28.4834 1301275 15.098 
scrball_l00xlOO.bg 928260 0.0034 0.0315 934566 9.1585 0.0048 749982 9.185 
texturel.100xl00. bg 3894302 0.0612 0.0167 3323967 6.5414 5.6343 8211303 21.713 
texture2-100x 100. bg 814985 0.0215 0.0005 432977 5.7274 2.2476 390888 11.83 
texture3-100xl00. bg 5035435 0.0327 0.0182 4238284 6.0099 7.0197 4024066 23.237 
texture4-100xlOO. bg 2226143 0.0112 0 1073482 5.5928 28.7785 1080003 15.952 
texture5-100xl00. bg 2224888 0.0284 0.0003 1797332 6.7338 3.0323 1636037 17.318 
text urc6_100x100. bg 5572581 0.01 0.088 3745269 5.788 31.4037 3744003 22.265 
texturo7.100xl00. bg 2900151 0.018 0 2319081 5.1494 3.2826 2075480 17.833 
tie-lOOxl00.bg 3190315 0.0059 0.2814 3184326 5.0847 0.3251 2033573 16.586 
triangle-l00xI00.bg 6123591 0.0029 0.008 4003275 6.5481 
· 
4003275 20.285 
zenios.bg 6845283 0.6242 1.0495 1113354 1220.934 
· 
987540 33.587 
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Appendix G 
Complete results for biplanar 
drawing 
As in appendix E, the hest result of each algorithm is given in hold type. 
For the time taken, results are considered the same if the times are within 
one second of each other. 
Table G.l: Complete results for biplanar algorithms 
Sequential Parallel Island Parallel Mesh 
Crossings Time Crossings Time Crossings 
a-lOOxlOO.bg 607988 12.57 229136 38.26 604885 
a-87x81.bg 598492 27.42 470676 53.13 407660 
andywarhol-lOOx65. bg 812436 36.83 156657 14.48 825480 
ball-lOOxlOO.bg 195773 80.82 202422 29.60 198294 
bcspwr01.bg 22 40.21 14 40.84 30 
cbar-20x20.bg 6.87 3 3.90 0 
cbar-50x50.bg 486 99.94 704 157.18 1182 
climb-lOOx 1 OO-t 100. bg 33185 41.41 29209 48.84 96342 
climb-IOOx 1 OO-t 10. bg 438 116.68 421 130.56 709 
climb-lOOxlOO-t 130. bg 131461 53.72 58022 36.16 133138 
c1imb-lOOxlOO-t 140. bg 274146 33.60 159146 82.68 271328 
c1imb-20x20.bg 11 12.75 16 11.13 16 
c1imb-40x40.bg 1018 98.73 1053 122.01 1340 
cyc1c-100.bg 3 20.62 1 17.19 12 
cyclc-200.bg 71 76.29 30 90.72 166 
cyc1c-20.bg 0 5.01 0 0.05 0 
cyc1c-40.bg 0 5.47 0.18 0 
cyclc-60.bg 1 7.30 1 2.70 1 
cyclc-80.bg 4 13.26 0 4.42 4 
hypcr-5.bg 20 13.86 20 15.1S 25 
hypcr-6.bg 204 73.27 221 71.61 319 
irrcgula.r-l00x 100.bg 477590 34.S6 136895 49.35 494715 
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Time 
36.09 
4.:11 
28.13 
62.14 
43.78 
5.57 
81.46 
89.90 
82.12 
24.07 
26.05 
14.69 
89.45 
28.81 
51.61 
0.04 
1.97 
9.38 
16.09 
20.06 
4S.64 
10.84 
, Scq, er Seq, Time Par Island, er Par I",iand, Time Par Mesh, er Par Mesh, Time 
ladyshoc 67xlOO.bg 243528 57.47 148342 61.75 240637 57.34 
mcsh-lO-lO.bg 94 53.16 39 66.57 140 54.32 
mesh-30-S.bg 226 121.48 131 126.81 335 88.17 
mcsh-5-5. bg 0 5.19 0 0.23 0 0.63 
monnalisa-20x13.bg 428 41.16 543 43.57 418 62.47 
monnalisa-60x39. bg 46512 19.05 36983 50.61 133352 45.46 
moonsurface-lOOxlOO. bg 530151 17.86 168639 26.58 535326 17.67 
random-lOO-lO.bg 589 97.17 580 106.64 849 77.59 
random_IOO_I,bg 0 5.02 0.04 0 0.11 
random_20D_D,I.bg 0 5.00 0 0.04 0 0.02 
random-200-1, bg 13.83 0 7.55 27.98 
random-20-10,bg 0 5.00 0 0.01 0 0.02 
random-20-1.bg 0 5.00 0 0.01 0 0.02 
random-40-0.1. bg 0 5.00 0 0.06 0 0.02 
random-40-10. bg 5.98 0 0.50 0 5.35 
random-40-1.bg 0 5.00 0 0.02 0 0.02 
random-50-lO. bg 7 17.71 4 17.54 12 23.56 
random_60_l.bg 0 5.00 0 0.03 0 0.02 
random-80-10_bg 91 41.17 75 76.40 149 30.80 
random-SO-I. bg 0 5.00 0 0.03 0 0.05 
ring-80x80.bg 23 66.06 8 64.33 98 63.20 
scra-IOOxIOO.bg 607470 33.31 188572 41.22 594653 43.18 
scrball-l OOx HlO.bg 199347 62.14 130196 46.13 203839 23.70 
tcxturc2-100x 100. bg 58337 6.14 47797 34.27 135972 130.92 
tcxturc4-100xlOO. bg 461722 46.41 13'7283 57.72 463005 41.74 
texturc5-100xlOO. bg 498952 29.39 156024 21.56 489089 15.56 
trianglc-l00x 100. bg 1374875 21.74 444342 40.15 1376445 57.38 
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