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abstract: Individuals in a population vary in their growth due to hid-
den and observed factors such as age, genetics, environment, disease,
and carryover effects from past environments. Because size affects ﬁt-
ness, growth trajectories scale up to affect population dynamics. How-
ever, it can be difﬁcult to estimate growth in data fromwild populations
with missing observations and observation error. Previous work has
shown that linear mixed models (LMMs) underestimate hidden indi-
vidual heterogeneity whenmore than 25%of repeatedmeasures aremiss-
ing. Here we demonstrate a ﬂexible and robust way to model growth tra-
jectories. We show that state-space models (SSMs), ﬁt using R package
growmod, are far less biased than LMMs when ﬁt to simulated data sets
with missing repeated measures and observation error. This method is
much faster than Markov chain Monte Carlo methods, allowing more
models to be tested in a shorter time. For the scenarios we simulated,
SSMs gave estimates with little bias when up to 87.5% of repeated mea-
suresweremissing.We use thismethod to quantify growth of Soay sheep,
using data from a long-termmark-recapture study, and demonstrate that
growth decreased with age, population density, weather conditions, and
when individuals are reproductive. The method improves our ability
to quantify how growth varies among individuals in response to their
attributes and the environments they experience, with particular rele-
vance for wild populations.
Keywords: Template Model Builder, Soay sheep, individual quality,
reproductive costs, state-space model, time series.
Introduction
Individuals in a population vary in their growth rates due to
factors such as age, size, environment, behavioral traits, qual-
ity, genetics, disease, and carryover effects (Arnold 1981;
Weiner 1985; Coleman andWilson 1998; Pﬁster and Stevens
2002; Morgan et al. 2003; Sih et al. 2004; Wilson and Nussey
2009; Nussey et al. 2011; O’Connor et al. 2014). For example,
a long-termmark-recapture study of Soay sheep has revealed
that individual growth trajectories are inﬂuenced by senes-
cence, populationdensity,weather, genetics, andmaternal ef-
fects (Clutton-Brock and Pemberton 2004; Ozgul et al. 2009).
Because individual size has consequences for individual ﬁt-
ness and among-individual interactions, growth patterns scale
up to affect population demography and community dynam-
ics (Emmerson and Raffaelli 2004; Pﬁster andWang 2005; de
Valpine et al. 2014). Thus, quantifying individual growth tra-
jectories is of fundamental interest in ecology.
Structured populationmodelsmost commonly account for
variation among individuals that is attributable to observed
covariates such as size, age, or developmental stage. However,
after accounting for covariates, individuals may additionally
differ in their growth trajectories due to hidden factors such
as genetics, maternal effects, parasite load, or other aspects
of individual quality (Brienen et al. 2006; Wilson and Nussey
2009; Kendall et al. 2011).Whether the cause is hidden or ob-
served, individual growth trajectories are inﬂuenced by amix-
ture of persistent (e.g., genotype, personality) and transient
(e.g., parasite load, resource availability) heterogeneity. These
are also referred to as constant, ﬁxed, or static versus labile or
dynamic (Tuljapurkar et al. 2009; Vindenes and Langangen
2015; Bonnet and Postma 2016; Childs et al. 2016). Here
we use the terms persistent and transient (Kendall et al. 2011;
Webber and Thorson 2015).
Persistent heterogeneity in individual growth is especially
important because fast-growing individuals quickly reach
reproductive sizes and thus increase the population growth
rate (Pﬁster andWang 2005; Zuidema et al. 2009; de Valpine
et al. 2014). Or, it can change the amplitude and frequency of
population cycles (Lindström andKokko 2002;Wearing et al.
2004). Heterogeneity also plays an important role in eco-
evolutionary dynamics, leading recent work to argue that it
is sometimes necessary to include persistent individual het-
erogeneity in population models (Hedrick et al. 2014; Chevin
2015;Vindenes andLangangen2015;Childs et al. 2016).How-
ever, doing so will require adequate methods of estimation.
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Methods of quantifying growth patterns can be divided into
autoregressive and size-at-age models. Autoregressive models
use an individual’s current size as a predictor of its future size.
Treating size as a Markov process, as is commonly done for
structured population models, is a ﬁrst-order autoregressive
(AR(1)) model, for example, the Ford-Walford growth model
(Ford 1933;Walford 1946; Easterling et al. 2000; Thorson et al.
2015a). Size-at-age models, on the other hand, estimate size as
a function of age. Simple autoregressive models can be solved
for their equivalent size-at-age models, (Walford 1946; von
Bertalanffy 1957), but this becomes difﬁcult or impossible for
more complexmodels such as those used to estimate individ-
ual growth trajectories. Therefore, this distinction is not al-
ways applicable, but we use it here to describe general strengths
and weaknesses of autoregressive and size-at-age models.
Recent work has quantiﬁed individual growth trajectories
based on size-at-age models including the logistic, von Ber-
talanffy, and monomolecular (Sainsbury 1980; Cheng and
Kuk 2002; English et al. 2011; Sofaer et al. 2013; Huchard
et al. 2014; Vincenzi et al. 2014; Webber and Thorson 2015).
These methods have the strength of being able to use repeated
observations taken at irregular time intervals. For example,
in the long-term study of Soay sheep cited above, weights are
observed each summer, but only 50% of individuals are cap-
tured, creating gaps in the time series—gaps that would not
cause an issue for size-at-age models. This type of missing
repeated measure is common in surveys of wild populations
where recapture rates are imperfect. The simplicity of size-
at-age models is appealing because the shape is controlled by
just a few parameters in which individuals could vary; how-
ever, this limits their ﬂexibility for including temporally vary-
ing predictors and carrying over effects from previous envi-
ronments because the parameters are ﬁxed throughout an
individual’s ontogeny (although see Szalai et al. 2003). All but
two (Cheng and Kuk 2002; Webber and Thorson 2015) of
the size-at-age models cited above are at risk of misestimat-
ing persistent individual heterogeneity because they ignore
transient types of temporal autocorrelation in body size (Brie-
nen et al. 2006; Hamel et al. 2012; Brooks et al. 2013). Quan-
titative geneticists recommend modeling age-dependent traits,
such as size, using process models that also account for plastic
environmental effects and temporal autocorrelation of the
trait (Pletcher andGeyer 1999; Stinchcombe andKirkpatrick
2012; Hadﬁeld et al. 2013). The need to include plasticity in
growthwas also recently highlighted in ﬁsheries, whereman-
agement targets are highly sensitive to changes in growth
parameters (Thorson et al. 2015b; Lorenzen 2016).
An alternative to size-at-age models are AR(1) growth
models, which use an individual’s previous size to predict
its size at the next time point (Walford 1946). AR(1) models
automatically account for the transient component of indi-
vidual heterogeneity and other causes of temporal autocor-
relation in the time series. They are more ﬂexible than size-
at-age models, and consequently, effects of temporally vary-
ing predictors, such as population density or weather, can be
included in the growth trajectory (e.g., Ozgul et al. 2014).
For example, to investigate how climate change could affect
body size and population density of Soay sheep, Simmonds
and Coulson (2015) modeled yearly changes in individual
size as an AR(1) process that varies with weather and popu-
lation density. Because of the autoregressive nature of AR(1)
models, some of the effects of temporally varying predictors
carry over from one age to the next. AR(1) models can esti-
mate persistent heterogeneity due to unobserved variables by
including a random intercept for each individual (Cam et al.
2012; Hamel et al. 2012). However, a weakness of AR(1)
models is that the previous mass is needed to predict the fol-
lowing mass; this means that observations for which the pre-
vious observation is missing must be discarded (as was done
in the sheep growth study cited above) or that missing obser-
vations must be imputed (Nakagawa and Freckleton 2008).
Discarding data reduces statistical power. Imputation is com-
plicated (Horton andKleinman2007) and often requiresmak-
ing assumptions about the growth pattern, which is tautolog-
ical when the growth pattern is what is being determined.
Another weakness of AR(1) models is that they are sensi-
tive to observation error in the response variable unless it is
accounted for; otherwise, they contain temporally autocorre-
lated noise because the model for one imperfect observation
contains the error of both that observation and the observa-
tion before it (for more detail, see Dennis et al. 2006).
Hamel et al. (2012) conducted a simulation study to com-
pare the ability of AR(1) and size-at-age models to estimate
persistent individual heterogeneity and temporal autocorre-
lation in demographic data sets with missing values and no
imputation. They demonstrated that for data sets with many
missing repeated measures and high individual heteroge-
neity, AR(1) models underestimate individual heterogeneity
and that with many missing repeated measures, both types
of models produce biased estimates of temporal autocorrela-
tion. As a result, they recommend against using either type of
model when more than 25% of repeated measures are miss-
ing.However, these have been the only readily availablemeth-
ods, so researchers still try to use them to estimate individual
heterogeneity in growth for data sets with more missing re-
peated measures than the recommended limit (Plard et al.
2015).
One way to take advantage of the ﬂexibility of the AR(1)
approach while still using measurements for which the pre-
vious measurement is missing is to model growth in a state-
space framework (Clark et al. 2007; Shelton and Mangel
2012; Sigourney et al. 2012; Shelton et al. 2013). State-space
methods model time series data using a process model for
the true latent state (size in the case of a growth process)
and another model for drawing observations from that pro-
cess (Kitagawa 1987; de Valpine and Hastings 2002). Thus,
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the process is estimated even at points when observations are
not taken because points are linked in series by either a dif-
ference equation or a differential equation. Taking a state-
space approach has several beneﬁts. It can account for obser-
vation errors and temporal autocorrelation, both of which
can bias estimates (Carroll et al. 2006; Hamel et al. 2012).
Also, it automatically produces interpolated values for miss-
ing observations—values needed for estimating the relation-
ship between individual size and other demographic rates
needed for size-structured population models and some
capture-recapture analyses. A weakness of the state-space
approach is that it requires covariates from the beginning of
an individual’s life to predict the process. So this approach is
only applicable to individuals born after covariate (e.g., pop-
ulation density) observation began, whereas simpler AR(1)
models can use observations of any individual. Another
weakness of state-space models is that parameter estimation
in nontrivial models has traditionally required eitherMarkov
chain Monte Carlo (MCMC) sampling or expectation max-
imization methods, which are too slow to allow for extensive
model selection.
Here, we circumvent this issue by developing a newmethod,
which ﬁts state-space models via maximum likelihood esti-
mation to vastly speed upmodel ﬁtting, and show (with sim-
ulated data) that state-space models avoid the biases of sim-
pler AR(1) models when repeated measures are missing and
when observations contain errors. We use this method to
do extensivemodel selection andﬁnd themost parsimonious
model to account for factors that inﬂuence variation in growth
trajectories for a long-termmark-recapture study of Soay sheep.
Methods
State-Space Growth Model
Our growth model treated an individual’s true size, mi,t, for
individual i in year t, as a latent variable. This allowed miss-
ing sizes to be ﬁlled in by the process model, which links
consecutive values of the latent variable. We modeled size
on the log scale to ensure that it stays positive on the natural
scale, but this will not be required for all study systems.Mod-
eling on the log scale has the additional consequence that ef-
fects aremultiplicative on the natural scale. Ourmodel allows
growth (i.e., changes in size) to be positive ornegative through-
out ontogeny, as is common for leaf area in plants (Salguero-
Gómez and Casper 2010), weight in animals (e.g., Nussey
et al. 2011), and occasionally body length in animals (e.g.,
Wikelski and Thom 2000). Thus, we incorporate multiple
biological processes (e.g., ontogenetic growth, changes in con-
dition, and senescence) into one model.
We assumed that size in the ﬁrst time point of life was
drawn from a normal distribution with the same mean and
variance for all individualsmi,t0i eN(m0, j20), given birth year
t0i for individual i. Then, sizes were projected forward for
each time step of each individual’s life using a mixed effect
model structure that included individual and environmental
ﬁxed effect covariates and random effects to quantify devia-
tions from the average growth trajectory. The AR(1) process
model can be represented as
mi,t p mi,t21Mi,th1 Xi,tb1 zi 1 ct0i 1 nt 1 εi,t , ð1Þ
where X and M are design matrices specifying the ﬁxed ef-
fect formula including autoregressive components; b and
h are the corresponding vectors of coefﬁcients; and εi,t is
Gaussian distributed process error, εi,t e N(0, j2process). We in-
cluded random effects of individual, zi e N(0, j2ind); birth
cohort, ct0i e N(0, j2cohort); and time, nt e N(0, j2time), on the
intercept. These are Gaussian distributed random deviations
from the average growth trajectory. In this formulation, the
random effects of individual and cohort are persistent
throughout an individual’s life and affect the entire ontogeny;
thus, they ignore other types of heterogeneity that do not per-
sist throughout the entire ontogeny, such as compensatory
growth. In models with age as a continuous variable, we also
considered a random slope of age for each individual and es-
timated its correlation with the individual intercept. This
slope could also capture compensatory growth. We did not
consider a random slope of age for cohorts, so we ignore
compensatory growth of that type (but see Hamel et al.
2016). Our state-space model assumed that observed sizes,
o, contain Gaussian distributed error around the true latent
size such that oi,t e N(mi,t , j2obs). Thus, the joint likelihood of
this state-space model contains the likelihoods of each of the
following components: the latent initial sizes, mi,t0i ; the pro-
cess errors, εi,t; the observation errors, oi,t 2mi,t ; the random
deviations for each individual, zi; the random deviations for
each birth cohort, ct0i; and the random deviations for each
time step, vt.
Code for ﬁtting this model in R is available in a package
called growmod, which can be downloaded from GitHub
(https://github.com/mebrooks/growmod).1 The package can
ﬁt all models described in this text and includes functions
for extracting estimated coefﬁcients with standard error esti-
mates and predictions. More details can be found in the sec-
tion “Model Fitting Using TMB.”
Simulation Study Comparing LMMs
and State-Space Models
A linear mixed model (LMM) framework is commonly used
to ﬁt growth as an AR(1) process. This differs from our state-
space approach because observations for which the previous
1. Code that appears in The American Naturalist is provided as a convenience
to the readers. It has not necessarily been tested as part of the peer review.
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observation is missing are omitted, and observation error is
ignored. It is possible to estimate observation error using
LMMs by making assumptions about the correlation struc-
ture (Dennis et al. 2006), but their ability to concurrently es-
timate random effects of time and individual has not been
established. Consequently, the LMMs discussed here ignore
observation error. To test for differences in bias, we applied
LMMs and our state-spacemodel to simulated data described
below. We simulated data from a model that included previ-
ous mass, a quadratic effect of age, an interaction of age and
previousmass, and random intercepts for each individual and
year. Each simulated data set contained 29 years of observa-
tions of 1,500 individuals with random birth years and lon-
gevities randomly sampled with replacement from those ob-
served in the case study described below. In the simulations,
we varied the recapture rate (0.05, 0.125, 0.25, 0.5, 0.75, and
1.0) and the coefﬁcient of variation of observation error
(cvobs p 0, 0.006, 0.012, and 0.018). Simulated observations
did not allow the same individual to be recaptured at the
same time point, which is a suboptimal design for estimating
observation error (Dennis et al. 2010). We did 100 simula-
tions for each combination of recapture probability and cvobs.
LMMs were ﬁt using restricted maximum likelihood via the
lmer function of lme4 in the R statistical computing environ-
ment (Bates et al. 2015b; R Core Development Team 2016).
Details of the simulations can be found in a vignette using
the R command vignette(“sim_growmod”).
Soay Sheep Case Study
We modeled the growth in body mass of Soay sheep (Ovis
aries) using a long-term data set of marked individuals from
the Island of Hirta in the St. Kilda archipelago of Scotland.
In this long-term study, beginning in 1985, sheep were cap-
tured and weighed every August, with about 0.5 annual re-
capture probability (Clutton-Brock and Pemberton 2004).
We assumed that recapture success was randomwith a con-
stant probability given that an individual was alive. Repro-
ductive status was recorded based on observed birth or suck-
ling (Childs et al. 2011), which can vary from year to year
within an individual and is not synonymous with sexual ma-
turity. This includes only live births and excludes individuals
that died before giving birth or those that gave birth to dead
fetuses; it also does not differentiate between lambs that sur-
vived to weaning from those that died. The population den-
sity was measured during island-wide counts since 1986;
here we use the local population density (i.e., the village pop-
ulation; Ozgul et al. 2009; Tavecchia et al. 2009; Childs et al.
2011). Lambs are born in April and May and can reproduce
in the following spring, but the proportion reproducing in
their ﬁrst year varies from 6% to 80% depending on the en-
vironment (Clutton-Brock and Pemberton 2004). Previous
work on this population has shown that growth varies by life
stage and age and that growth is reduced in years with high
population density and for lambs that reproduce in their ﬁrst
year of life (Ozgul et al. 2009; Childs et al. 2011; Nussey et al.
2011). Previous work also found effects on lamb growth from
the North Atlantic Oscillation (NAO) and NAO interacting
with population density as well as effects on adult growth
fromNAO, reproductive effort, and their interaction, all close
to statistical signiﬁcance (Ozgul et al. 2009). Birth mass in
spring is also affected by maternal stage (yearling vs. adult),
maternal mass, population density, and being born as a twin
(Childs et al. 2011). Here, in the main text, we ignore pre-
dictors of mass in the ﬁrst August of life because the neces-
sary predictors were available only for a subset of individuals.
In appendix S1 (apps. S1–S4 available online), we demonstrate
that this does not affect our general results.
We restricted our analyses to individuals born after 1986,
the period when necessary predictors were available, and
used data up to 2014. For simplicity, we focused our study
on females, but sex could easily be included as a covariate.
Using these criteria gave us 4,038 masses of 1,560 unique
females with amedian age of 3 years, observed across 29 years.
Information onmaternal age andmaternal mass in the year of
birth and being born as a twin were available for 951 individ-
uals with 2,566 mass observations. Data are deposited in the
DryadDigitalRepository: http://dx.doi.org/10.5061/dryad.r6j80
(Brooks et al. 2017).
There were 226 repeated observations of 112 individuals
that we used to estimate the distribution of observation errors
(Carroll et al. 2006). Assuming that individual i was mea-
sured ki 1 1 times in August of the same year, then the var-
iance of observations around the true masses could be esti-
mated as
j2obs p
Pn
ip1
Pki
jp1(oi,j 2 oi)Pn
ip1(ki 2 1)
: ð2Þ
For simplicity, we omitted year (t) from the notation in
equation (2) because the relevant repeated measurements
of an individual (i) occur within the same year. This esti-
mate of observation error also included error due to different
dates of observation within the month of August. It is possi-
ble to estimate observation and process error simultaneously
within a state-space model, but we chose to take advantage
of the repeated measurements to speed up model ﬁtting. We
veriﬁed the robustness of this estimate by reﬁtting the most
parsimonious model while simultaneously estimating obser-
vation error.
Sheep Growth Covariates and Model Selection
We performed model selection on individual and environ-
mental covariates in addition to the random effects using
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Akaike information criterion (AIC). In the AIC calculations,
we counted each estimated variance term as one parameter
because our goal was to do inference at the population, rather
than individual, level (Bolker 2015). Alternatively, if the goal
was to do inference at the individual level, then each individ-
ual’s deviation from the average intercept could count as, at
most, one parameter (Vaida and Blanchard 2005). For this
analysis, the maximum number of parameters was small rela-
tive to the number of observations so we did not perform any
small-sample bias correction, but analyses of smaller data sets
may need to do so (Cavanaugh and Shumway 1997; Bengts-
son and Cavanaugh 2006).
Individual covariates included age, lamb status (whether
they were born in year t 2 1), mass in year t 2 1, and repro-
ductive status in year t (whether a female gave birth to a live
fetus in the current year). Recent work on this population
has treated age in various ways (Ozgul et al. 2009; Childs
et al. 2011; Nussey et al. 2011); so we tested versions that in-
cluded age as linear, quadratic, a factor, or in stage classes as
deﬁned by Ozgul et al. (2009). The factor of age was deﬁned
with one level per age, except ages over 12, which were com-
bined into one level.We also included lamb status as a factor
in models with age as a continuous variable or with no other
effect of age to model the discontinuous difference between
lambs and ewes; that is, the lamb effect is essentially a dis-
continuity in the age effect.
Environmental covariates included population density in
year t 2 1 and two versions of theNorth Atlantic Oscillation
(NAO) index: winter NAO (WNAO) was averaged over De-
cember (in year t 2 1) to March (in year t); summer NAO
(SNAO) was averaged over May through August (in year t).
We did not include both versions of NAO in the same model
due to their high correlation. Population density was scaled
to have mean zero and unit variance.We considered interac-
tions supported by earlier work including lamb status and
population density; lamb status and NAO; lamb status and
reproductive status; lamb status, NAO, and population den-
sity; lamb status andmass; mass and NAO; reproductive sta-
tus and NAO; and reproductive status and age (Ozgul et al.
2009; Childs et al. 2011).
To select the form for the age effect, we limited our com-
parison to models containing random intercepts for individ-
uals, birth cohorts, and years but compared all combinations
of covariates for each form of the age effect. Then, given that
form of the age effect, we tested all combinations of covari-
ates in models with additional random slopes on age for in-
dividuals. We estimated individual slopes and intercepts as
multivariate normal with correlation. We also did model se-
lection on versions without cohort effects. Finally, we com-
pared the most parsimonious model for the sheep to an LMM
of the same form.
To make effect sizes interpretable, we calculated predic-
tions on the natural scale by back transforming them. As-
suming thatm, the predicted size on the log scale, is normally
distributed with total variance j2total, directly implies that the
back-transformed values are log-normally distributed with
mean exp(m1 0:5j2total).
With the most parsimonious model, we examined the
estimated individual random deviations from the average
growth intercept and quantiﬁed their correlation with max-
imum mass, longevity, and lifetime reproduction. We also
checked for a relationship with reproduction in the ﬁrst year
of life. We tested the statistical signiﬁcance of each relation-
ship using likelihood-ratio tests performed on linear mixed
models with a random effect of birth cohort.
Model Fitting Using TMB
We ﬁt the state-space models using TMB, an R package for
conducting maximum likelihood estimation of nonlinear
models containing continuous random effects (Kristensen
et al. 2016). Nontechnical readers can safely skip the remain-
der of the “Methods” section. In TMB, using a superset of
C11, the user deﬁnes the joint negative log likelihood of
their model. The difﬁculty of this ﬁrst step is comparable to
writing a model in Bayesian programs that use Gibbs sam-
pling such as NIMBLE,WinBUGS, or JAGS. Then, TMB cal-
culates themarginal negative log likelihood by integrating out
the latent variables (mi,t, zi, ci,t0i , nt) using the Laplace approx-
imation and calculates the gradient of the likelihood using
automatic differentiation. With the marginal negative log
likelihood and the gradient, the model can be ﬁt using any
optimizer in R such as optim or nlminb. Maximizing the
marginal likelihood is also known as the empirical Bayes
method (de Valpine 2009; Vincenzi et al. 2014).
Unlike other methods for ﬁtting nontrivial state-space
models, the algorithm used by TMB does not require prior
distributions for parameters and is less sensitive to initial
values (Bolker et al. 2013). Thus, we initialized parameters
to uninformed values and initialized the latent masses, m,
based on observed masses, o, ﬁlling in missing observations
with the average mass. All ﬁxed effect coefﬁcients (h, b)
and random deviations (z, c, v) were initialized to zero, with
the exception of the autoregressive intercept, the ﬁrst ele-
ment of h, which was initialized to 0.1 because we assumed
the best estimate would be positive. Variance parameters
(j2process, j2ind, j
2
cohort, j
2
year) were initialized to 1 and bounded to
be positive by estimating them on the log scale. We used the
same initial values for all model versions in model selection.
For themost parsimoniousmodel, we subsequently conﬁrmed
that results were consistent when initializing parameters to
other starting values.
All state-space models were ﬁt in R, version 3.2.3, using
TMB, version 1.7.0 (Kristensen et al. 2016; R Core Develop-
ment Team 2016). We did not compare TMB to MCMC
sampling methods (e.g., OpenBUGS, JAGS) because previ-
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ous studies have shown that TMB is typically 100–500 times
faster than MCMC sampling (Pedersen et al. 2011; Bolker
et al. 2013; Kristensen et al. 2016). We recorded the amount
of time it took to ﬁt ourmodels on a laptop computer (Mac-
Book with 2.7 GHz Intel Core i7 processor, eight cores, and
16 GB memory), but timing will vary with hardware. We
ran separate models in parallel on seven cores using the par-
Lapply function (R Core Development Team 2016). We cal-
culated conﬁdence intervals for parameters using standard
errors estimated by TMB using the delta method.
Results
Simulation Study Comparing LMMs and State-Space Models
The state-space model was generally less biased than the
LMM (ﬁg. 1). LMMs underestimated individual heterogene-
ity for lower recapture probabilities, for example,268%mean
(2100%median) bias for 0.25 recapture rate and no observa-
tion error, whereas the state-space models had less than
1% mean (and median) bias. With low recapture rates, the
LMM tended to underestimate the (age-speciﬁc) intercept
Figure 1: Linear mixed models (LMMs) are biased by imperfect recapture rates (left) or observation error (right) in opposite directions. Each
row of panels is a coefﬁcient in a ﬁrst-order autoregressive growth model. Points are the estimated coefﬁcients from 100 replicates. Colored
lines are cubic splines ﬁt to the estimates of each model. Black lines are the true value of the parameter used to simulate data. SSMp state-
space model.
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and overestimate the (age-speciﬁc) slope on previous size (Mh
in eq. [1]). For data sets with 0.125 recapture rate and no ob-
servation error, state-space models estimated ﬁxed effects, as
well as temporal and individual heterogeneity with mean
bias at or below the order of 1023, which translates to a percent
error of 0.6 up to 5,000 and only 3%mean (2%median) bias for
individual heterogeneity (detailed results in app. S3). For data
sets with 0.05 recapture rate and no observation error, LMMs
could not be estimated, while SSMs could be estimated for
85 out of 100 data sets but with considerable bias, as detailed
in appendix S3. Observation error caused LMM estimates to
be biased in the opposite direction from the biases caused by
low recapture rates (ﬁg. 1).
Given the recapture rate (0.5) and cvobs (0.012) from the
sheep data, estimates from LMMs had average bias below
the order of 0.1, except the age effect. On average, LMMs
underestimated individual heterogeneity by 58% (20.03 bias)
and overestimated process error by 57% (0.03 bias). LMMs
also had bias on the order of 1023–1021 (ranging from
1100% up to 80,000%) for all ﬁxed effect terms containing
age (app. S3). For the same simulated data, state-spacemodels
were very precise except that they overestimated the effect
of age on the intercept by 34% (1023 bias) and overestimated
the effect of age on the slope of previous size by 800% (!1024
bias).
Soay Sheep Study Results
Based on model selection, a continuous quadratic effect of
age was more parsimonious than including age as either a
factor or a stage (table 1). Given the quadratic age effect, the
highest-ranked random effects structure contained random
intercepts for individuals, years, and birth cohorts, and a ran-
dom slope on the age effect for each individual. However, the
correlation of individual random slopes and intercepts was
21, which is on the boundary of parameter space and indi-
cates that themodel was degenerate (Bates et al. 2015a); so we
dropped the random slope from what we consider to be the
most parsimonious model. See appendix S4 for more model
selection details. Given the set of models with the continuous
quadratic age effect and the best random effects structure,
themost parsimoniousmodel contained effects of population
density, WNAO, reproductive status, and lamb status; also
age interactedwith reproductive status, and lamb status inter-
acted with population density (table 1). General results were
consistent across the different random effects structures
(app. S4). See appendix S2 for details of the most parsimoni-
ous model.
Reproductive individuals had lower growth rates than non-
reproductive individuals, and the effect was greater in adults
than in lambs (ﬁg. 2). For a median female, the cost of repro-
duction amounted to 0.5 kg, that is, 2% of their body mass
or 46% of their expected growth, if not reproductive. High
population density reduced growth rates for all ages but es-
pecially for lambs (ﬁg. 3). Higher WNAO increased growth
rates (ﬁg. 4).
Persistent heterogeneity among individuals (CV 0.027,
0.001 SE) was larger than process error (CV 0.018, 0.0008 SE)
and heterogeneity among years (CV 0.01, 0.002 SE) and birth
cohorts (CV 0.005, 0.002 SE). Individual deviations from the
average growth trajectory were positively correlated with
maximum mass (0.23, P ! 10215), longevity (0.13, P ! 1026),
lifetime reproduction (0.18, P ! 1029), and reproduction in
the ﬁrst year of life (P ! :01).
In our comparison of an LMM with our most parsimoni-
ous state-space model of sheep growth, the LMMwas able to
Table 1: Model selection results
formulaX formulaM DAIC
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 lamb:pop ~lamb 1 a 1 wnao 0
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 a:wnao 1 lamb:pop ~lamb 1 a 1.04
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 lamb:wnao 1 lamb:pop ~lamb 1 a 1 wnao 1.62
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 a:wnao 1 lamb:pop ~lamb 1 a 1 wnao 1.63
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 lamb:pop 1 lamb:pop:wnao ~lamb 1 a 1 wnao 1.67
~a 1 a2 1 lamb 1 rep 1 pop 1 wnao 1 a:rep 1 lamb:rep 1 lamb:pop ~lamb 1 a 1 wnao 1.99
~fa 1 rep 1 pop 1 wnao 1 lamb:wnao 1 lamb:pop 1 lamb:pop:wnao ~lamb 37.73
~fa 1 rep 1 pop 1 wnao 1 lamb:rep 1 lamb:wnao 1 lamb:pop ~1 39.25
~sta 1 rep 1 pop 1 wnao 1 lamb:pop ~sta 1 wnao 40.87
~sta 1 rep 1 pop 1 wnao 1 lamb:wnao 1 lamb:pop ~sta 1 wnao 41.96
~sta 1 rep 1 pop 1 wnao 1 lamb:rep 1 lamb:pop ~sta 1 wnao 42.11
~sta 1 rep 1 pop 1 wnao 1 lamb:pop 1 lamb:pop:wnao ~sta 1 wnao 42.14
Note: For each form of the age effect (continuous, factor, or stage), we present models that had less than 2 DAIC (Akaike information cri-
terion) compared to the best model of that form, but we present DAIC values calculated across all forms of the age effect. All of these models
contained random effects of individual, year, and birth cohort on the intercept and were ﬁt using the growmod package. Here formulaX and
formulaM are formulas of the design matrices X and M described in equation (1). We use the following abbreviations for the ﬁxed effects
(described in more detail in “Methods”): a p age, sta p life stage, fa p factor of age, lamb p lamb life stage, rep p reproductive status,
pop p population density, wnao p winter NAO.
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use 2,530 observations amounting to 1,799 observed growth
increments—far fewer than the 4,038mass observations used
in the state-space model. Despite sample size differences, the
LMMand state-spacemodels hadquite similar parameter esti-
mates (app. S2). The LMMhad a lower estimated intercept, a
lower (more negative) effect of age, a stronger effect of WNAO,
and a higher slope on previous size. Only the age effect had
conﬁdence intervals that did not overlap the estimate from
the state-space model (app. S2).
Speed of growmod
The most parsimonious model, which was highly parame-
terized relative to other formulas, took 20 s to ﬁt using our
method. The corresponding LMM, with the same ﬁxed and
random effects as in equation (1), could be ﬁt using the lmer
function in 0.2 s. Using seven computer cores in parallel, ﬁt-
ting 4,466 models with different versions of the ﬁxed effects,
and all of the random effects considered here took 6.9 h, that
is, 6 s per model on average.
Discussion
In this study, using ourmethod applied to simulated data, we
showed that state-space models are less biased than LMMs
for estimating AR(1) growth patterns. In comparison with
other modeling approaches, ourmethod is more ﬂexible than
size-at-age models and much faster than MCMC sampling
methods. We applied both LMMs and state-space models to
a well-studied population and showed that, while both mod-
els gave similar results, the LMM’s accuracy was due to two
sources of bias negating each other. Our simulation study
demonstrates that this coincidence should not occur com-
monly, and thus LMMs should not be viewed as equivalent
in accuracy to our state-space approach. For the ﬁrst time,
we have shown that female Soay sheep incur an immediate
cost of reproduction on annual growth of 2% of their body
mass or 46% of their expected growth. Furthermore, we
showed that growth is reduced at high population densities
and low winter NAO values.
Comparison with Other Methodologies
LMMs can be used to model an AR(1) growth process, but
our simulation study showed that imperfect recapture rates
and observation error cause severe biases for LMMs. Esti-
mates of individual heterogeneity were increasingly biased
downward for lower recapture rates and increasingly biased
upward with larger observation error. Observation error in-
creased the age-speciﬁc intercept and reduced the age-speciﬁc
slope on previous mass; this agrees with the statistical princi-
ple that adding noise to data attenuates the estimated slope.
Imperfect recapture caused biases in the opposite direction
from observation error, and in some studies, these biases may
negate each other. However, this coincidental negation is more
likely to be the exception than the rule, and under most cir-
cumstances, the resulting estimates will be severely biased, as
we have shown in the simulation study.When there is substan-
tial bias in estimated LMM coefﬁcients, it is difﬁcult to intuit
the implications for predictive models that use those biased
coefﬁcients. That is because a positive bias in the intercept
combined with a negative bias in the slope on previous mass
may have negligible consequences formost masses in the ob-
served range.
Figure 2: Reproduction reduces growth. Lines represent predictions
of the most parsimonious model for lambs (dashed) and 3-year-old
ewes (solid), 3 being themedian age. Line lengths span 95% of observed
masses for these classes of individuals. Points represent observations.
Color represents whether the female reproduced in year t 1 1. The dot-
ted black 1-to-1 line represents stasis.
Figure 3: Increasing population density reduces growth. Lines repre-
sent predictions of the most parsimonious model for nonreproductive
lambs (dashed) and reproductive 3-year-old ewes (solid). Line lengths
span 95% of observed masses for these classes of individuals. Color rep-
resents predictions (lines) and observations (points) from the years with
the second-lowest and highest population densities; too few observa-
tions were available to plot data from the year with the lowest popula-
tion density. The dotted black 1-to-1 line represents stasis.
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Our modeling approach allowed us to account for the
effects of persistent and transient heterogeneity thatmay have
lasting effects throughout life. Size-at-agemodels can be adapted
to account for the environment (English et al. 2011; Huchard
et al. 2014) and transient individual heterogeneity (Webber
andThorson2015).However, estimated effects of previous envi-
ronments are not persistent in size-at-age models and could
be confounded with other effects such as persistent or tran-
sient individual heterogeneity. Our AR(1) approach includes
the carryover effects of past environments on growth trajec-
tories. For example, lambs that experience a high population
density in their ﬁrst year of life will have a lower size the fol-
lowing year and this will carry over with an effect that di-
minishes based on the autoregressive part of the model
(Mh in eq. [1]). This lasting effect of past environments
can have important repercussions at the population level
(Ozgul et al. 2009). It may also affect population dynamics
because survival and reproduction are associated with mass.
Using TMB allowed us to achieve the ﬂexibility and accu-
racy of state-space models at a speed that is comparable to
LMMs. If we assume this model follows the published pat-
tern (Pedersen et al. 2011; Bolker et al. 2013; Kristensen et al.
2016), then using MCMC sampling methods would require
approximately 20–150 days to select the ﬁxed effects given
the continuous age effect; other age-effect and random-effect
structures would require additional time. Doingmodel selec-
tion either by an exhaustive search, as we have done here,
or by stepwise selection is important for ﬁnding the set of
variables that give the best predictive ability or the highest ex-
planatory power (Murtaugh 2009). Access to fast and ﬂexible
methods gives biologists greater ability to test more forms of
their model and ﬁnd the best one, whereas slower methods
would hinder the selection process.
Comparison with Previous Studies of Soay Sheep
The general results from our model are similar to previous
studies of the same population of Soay sheep, but our results
on reproduction differed. We found that the cost to lambs
was smaller than the cost to adults, whereas Ozgul et al. (2009)
detected only a signiﬁcant cost in lambs. The observed cost to
lambs may be small if those that cannot pay the growth cost
of reproduction die over the winter, especially since there is a
survival cost of reproduction in this population that is stron-
gest for individuals of ages 1 year or over 7 years (Tavecchia
et al. 2005). The survival cost means that we observe a trun-
cated portion of the population. Estimates of the growth costs
of reproduction were similar in both the state-space model
and the LMM of the same form. Ozgul et al. (2009) found a
trend for a positive effect of reproduction on growth of adults
and senescent individuals. Because our LMM and state-space
model of sheep growth gave similar results to each other, we
conclude that the differences between our ﬁndings and those
of Ozgul et al. (2009) are probably due to the 8 years of addi-
tional data in this analysis.
Post hoc analyses showed that the individual growthdevia-
tions are positively correlated with other ﬁtness measures
(longevity, early reproduction, and lifetime reproduction).
This agrees with previous ﬁndings that sheep that grow larger
tend to live longer (Nussey et al. 2011). These correlations
suggest that the growth deviations are capturing aspects of
individual quality (Wilson and Nussey 2009), possibly relat-
ing to the positive genetic correlation between mass and
parasite resistance in this population (Coltman et al. 2001).
However, caution should be used in post hoc interpretations
because individual deviations are biased toward zero (Postma
2006; Hadﬁeld et al. 2010); a thorough assessment should es-
timate correlations within the estimation procedure (Wilson
et al. 2010).
Costs of reproduction are foundational to the study of life-
history evolution. Thus, the cost of reproduction on growth
that we detected is likely to have evolutionary consequences
for the life history of sheep because survival and reproduc-
tion depend on mass (Clutton-Brock et al. 1996; Milner et al.
1999). Current reproduction that reduces a female’s future
mass will also reduce her future survival and reproduction.
Consequences of the growth costmay be subtler than the sur-
vival cost demonstrated by Tavecchia et al. (2005). Previous
predictions of the optimal reproductive allocation in Soay
sheep included reduced survival rates of reproductive fe-
males but did not account for the growth costs observed here
(Clutton-Brock et al. 1996; Marrow et al. 1996; Wilson et al.
2009; Childs et al. 2011). Positive selection on offspringmass
Figure 4: Increasing winter North Atlantic Oscillation (NAO) increases
growth. Lines represent predictions of themost parsimoniousmodel for
nonreproductive lambs (dashed) and reproductive 3-year-old ewes (solid).
Line lengths span 95% of observed masses for these classes of individ-
uals. Color represents predictions (lines) and observations (points) from
the years with the highest and second-lowestwinterNAO; too few obser-
vations were available to plot data from the year with the lowest winter
NAO. The dotted black 1-to-1 line represents stasis.
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and number may be counterbalanced by selection on adult
females to have a high mass leading into the winter when
mortality risk is high. Future work on optimal allocation in
Soay sheep should account for these growth costs.
Conclusion
Our approach ofmodeling growth in a state-space framework
is ﬂexible enough to include environmental effects and avoids
biases caused by observation error andmissing repeatedmea-
sures—common problems in studies of natural populations.
We have shown that biases from these two sources act in op-
posite directions such that, in certain combinations, they can
negate each other almost completely, as in the Soay sheep case
study. However, we recommend against using LMMs when
more than 25% of repeated measures are missing, as previ-
ously recommended by Hamel et al. (2012). We have intro-
duced a new tool (growmod) for avoiding these biases while
estimating individual growth trajectories much faster than was
previously possible. Better estimates will give us more power
to make predictions at higher levels of organization because
patterns of individual growth have consequences for eco-
evolutionary dynamics.
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