The concept of consideration sets makes brand choice a two-step process. House-holds first construct a consideration set which not necessarily includes all available brands and conditional on this set they make a final choice. In this paper we put forward a parametric econometric model for this two-step process, where we take into account that consideration sets usually are not observed. It turns out that our model is an artificial neural network, where the consideration set corresponds with the hidden layer. We discuss representation, parameter estimation and inference.
Introduction
Modeling brand choice is an important topic in marketing research. Due to the increasing amount of household-specific scanner data, marketing researchers should be able to make better predictions and generate improved explanations of consumer behavior. To describe the process of brand choice, various models have been developed and occasionally used in practice. Many of these brand choice models are based on a multinomial logit model [MNL] (McFadden, 1973 , Guadagni and Little, 1983 , Lattin and Bucklin, 1989 or a multinomial probit model (Hausman and Wise, 1978 and Daganzo, 1979) . A key property of these models is that they assume households to consider the full set of available brands.
The assumption that all brands are considered may not always be realistic. This naturally leads to the concept of consideration sets, that is, before making a choice households may reduce the number of brands to a smaller set called the consideration set. The consideration set thus contains only those brands that a household considers to buy. With the concept of a consideration set, it is implicitly assumed that the process of making a decision concerning brand choice is a two-step process. First, there is a reduction of the available set of brands. Second, from the resulting brands a final choice is to be made. In terms of a descriptive quantitative model, the resultant models for brand choice are therefore two-stage models. Note, that consideration sets typically have not been observed and hence have to be estimated from the data.
In this paper, we present a new parametric econometric model for the two-step process of brand choice, that is, we incorporate the formation of consideration sets. The basic premise in this paper is that we abstain from household-specific unobserved heterogeneity, and for the moment we consider an extension towards such additional flexibility as an interesting issue for further research. The model we propose for brand choice is shown to have the structure of an artificial neural network [ANN] .
The use of ANNs is now quite common in economics and business and these models are used to describe and forecast many important variables. For example, they have been used to predict bankruptcy (Zhang et al., 1999) and to highlight structural changes in time series data (Franses and Draisma, 1997; Franses and van Dijk, 2000) . See Vellido et al. (1999) , for a survey of applications of ANNs in business. A recent example of an ANN in marketing concerns forecasting market shares of grocery products, see Agrawal and Schorling (1996) . Although ANNs are valuable tools for empirical modeling, a well-known drawback of ANNs concerns the difficulties when interpreting the parameters. There are ways to overcome this drawback and in this paper we will focus on such an approach.
In marketing research, there is some evidence that an ANN yields more useful insights than a (logistic) regression-based model. For example, West et al. (1997) compare an ANN with discriminant analysis and logistic regression. They conclude that an ANN can outperform the two statistical techniques when the underlying choice rule is known and can give better outof-sample forecasts when the choice rule is not known. Dasgupta et al. (1994) compare the same two statistical techniques with an ANN. They conclude that the superiority of the ANN is not statistically significant. Furthermore, they argue that the performance of an ANN is likely to be sensitive to the data used and perhaps even to the type of application being considered. Kumar et al. (1995) arrive at a similar conclusion. They conclude that it even depends on the purpose of the model, which technique to choose. Finally, Bentz and Merunka (2000) give a method to combine an ANN and a MNL model into a hybrid approach.
In sum, artificial neural networks are applied in marketing research, though with mixed results. To our knowledge, there have been some attempts so far to link ANNs with actual choice behavior, but none of these explicitly incorporate the intermediate step of consideration set formation. In this paper we address the interpretation aspects of an ANN by demonstrating that such a model naturally arises from a two-step brand choice model involving consideration sets, at least when the consideration set stage is assumed to correspond with the hidden layer. We illustrate our model for the choice between six liquid detergent brands and find that the model does not only fit well but also generates more accurate out-of-sample forecasts than a one-step model does.
The outline of this paper is as follows. In Section 2, we present a further but brief elaboration of the concept of consideration sets. In Section 3 we propose our model, discuss how it can be evaluated and how the parameters can be estimated. In Section 4, we illustrate our model on liquid detergent data. Finally, we conclude our paper with a discussion.
Consideration sets
The assumption that households can reduce the total number of alternative brands into a consideration set before making a final choice has recently raised much interest in theoretical and empirical marketing research. In this section we briefly review the relevant literature. 
Theory
The concept of consideration sets can be useful for understanding the brand choice process. The theory of consideration sets first assumes a universal set containing all available brands. This set may contain unobtainable or irrelevant brands. Next, it is assumed that households select brands from the universal set that are appropriate for current goals and of which a household has some knowledge. This selection leads to an awareness set. A further reduction of the available brands is assumed to yield the consideration set, and this set only consists of those brands which a household evaluates prior to making the final choice.
Consideration sets are assumed to be constructed at each decision occasion and hence they may differ across occasions. Due to this dynamic property of the consideration set it is sometimes useful to define a closely related more static set, which is called the choice set (see Shocker et al., 1991) . The choice set consists of the brands considered immediately prior to the final choice. We refer to Roberts and Lattin (1991) , Shocker et al. (1991) , and Horowitz and Louviere (1995) for detailed discussions on the theory of consideration sets and for important surveys of the relevant literature.
Empirical results
The assumption that the brand choice process is a multi-level process is rather appealing, at least from a theoretical point of view. From a practical point of view however, the concept involving awareness sets and consideration sets is a little bit less appealing, as in many situations one cannot observe these sets. Only in cases of experimental surveys, the market researcher may obtain information on the various sets as constructed by households. A drawback of surveys is that they are expensive and not widely available. An additional disadvantage of survey data is that it is not straightforward to forecast the consideration sets.
On the other hand, if one only has scanner data, involving individualspecific and longitudinal information on purchases, one has no direct information on the composition of the consideration set. By treating the consideration set as a stochastic variable, which is somewhere in between all available brands and the selected brand, one can try to estimate this set. As the sets, discussed in the previous subsection, are unobserved most empirical work assumes that only one of these possible sets is to be included in the model. Chiang et al. (1999) , for example, use scanner data to simulate probabilities that a certain consideration set is formed. Based on these probabilities, the final choice can be described.
Households can construct a consideration set in different ways. For example, the formation of the set can be memory-based or stimulus-based. Further, an assumption on the way households create consideration sets enlarges the number of different two-stage models. For example, the consideration set can be assumed constant or time varying over subsequent purchase occasions. Manrai and Andrews (1998) discuss these possibilities (among other things) and give an extensive review of the performance of two-stage models in comparison with a one-stage MNL model. They conclude that a model incorporating consideration set formation, tends to give better forecasts than a MNL model. Although the two-stage models may perform better, Manrai and Andrews (1998) argue that this does not automatically mean that the set formation process is described correctly. Moreover, Horowitz and Louviere (1995) indicate that in case the final choice model is not properly specified the use of a consideration set yields no extra information. Roberts and Lattin (1997) provide a recent review of consideration sets.
In sum, although consideration sets cannot be observed directly, empirical arguments can be found that support the concept. A brief review of the literature suggests that many two-stage brand choice models have been developed and that they can be more useful in practice than a one-stage MNL model.
Consideration sets, brand choice and a neural network
As discussed in the previous section, a two-stage model can be more useful for modeling brand choice than a one-stage model. In this section we present a new parametric two-stage model, which is based on the decision making process of households, and which assumes the unobserved process of consideration set formation. In Sections 3.1 and 3.2 we indicate that this parametric model has strong similarities with an ANN. This is because we assume that the unobserved hidden layer in an ANN corresponds with such a consideration set. In Section 3.3 and 3.4 we elaborate on interpretation and on a method for parameter estimation.
Graphical representation
During the two stages of a decision making process a household needs to form an attitude towards a brand in order to determine whether that particular brand is going to be considered or even purchased. Such attitude formation Figure 1: Formation of the consideration set for two brands based on household-specific (x i ) and brand-specific (y p,j ) characteristics.
depends on two kinds of characteristics. First, household-specific characteristics such as demographic and social factors, for example, the size of the household or the average inter-purchase time can influence attitudes towards brands, and thereby the potential consideration of a brand. Second, brand characteristics like price, promotion, and advertising are of importance. Schematically the attitude formation, resulting in consideration set formation, is illustrated by the highlighted part in Figure 1 . We denote by CS j , a 1/0 node that brand j, j = 1, 2, . . . , J, is included in a consideration set of a household (1) or not (0). For each brand j, there are p = 1, 2, . . . , P possible characteristics y p,j , which can help to determine the value of CS j . Also for every brand j there are i = 1, 2, . . . , I household-specific characteristics x i , which influences consideration set formation. We assume that the brand characteristics y p,j , like price and promotion, only influence brand j, while the variables x i can have an effect on each brand. In Figure 1 we graphically display these assumptions for two brands.
The second step which goes from consideration set to final choice, is illustrated by the highlighted part in Figure 2 , again for two brands. The final choice for brand j, j = 1, 2, . . . , J denoted as the 1/0 binary variable F C j , is determined by the outcome of the consideration set formation stage (CS j ) and by the choice-specific characteristics z q , q = 1, 2, . . . , Q. In our illustration below we have that Q equals 2. We assume that both CS j and z q have an effect on F C j .
As depicted in Figures 1 and 2 the two stages together constitute a larger structure, that is, the whole decision making process. Interestingly, the structure of this process appears to have the familiar structure of an feed-forward artificial neural network. The resulting network consists of three layers. Be- cause we aim to describe a brand choice process including a consideration set, the second (hidden) layer corresponds with this consideration set. Householdspecific and brand-specific characteristics are used as input (the first layer) and the output (third) layer indicates which brand is chosen. A special property of our network is that the network is not fully connected (that is, some effects are restricted to zero). Additionally, the output layer is allowed to benefit from extra information.
To make the connection between the model in Figure 1 and 2 and an ANN more specific, we relax the assumption that the hidden layer contains nodes that give a value of 1 when the brand is considered and a value of 0 when not. Instead, the nodes in this layer indicate the probability that the brand is considered. This again results in a hidden layer with as many nodes as there are brands. Nodes in the output layer indicate the choice made from all available brands and hence this layer also contains as many nodes as there are brands. Additional to a flexible value of CS j , we also assume that nodes in the output layer give the probability that the corresponding brand is chosen. Finally, we assume that the brand with the highest probability (F C j ) is chosen.
Parametric representation
In this section we transform the graphical model proposed in Figures 1 and  2 into an econometric model. When one is familiar with the underlying structure of an ANN, it is not difficult to see that the (overall) structure in Figures 1 and 2 already suggest such a model. Each of the J brands in the hidden layer gets represented by a sigmoidal node CS j which gives the 8 probability that the corresponding brand is considered. This probability is determined according to
We take a weighted sum for each of the J brands, of household-specific variables (x i ) and brand-specific variables (y p,j ). The weights are denoted by α i,j and γ p,j , respectively. Further, a constant α 0,j is added. This weighted sum is scaled to the [0,1]-interval using the logistic function F (v) = (1 + exp(−v)) −1 . The second stage, as illustrated by the highlighted part in Figure 2 can be interpreted as a classification problem where the classes are mutually exclusive. It is now desired that the nodes in the output layer give the choice probabilities for the J brands, and hence that the output of these nodes should lie in the [0,1]-interval and they should sum op to unity. To achieve this, the probability of final choice (F C j ) is determined using
where net j denotes a weighted sum of the inputs to node j. This equation is a generalization of the logistic sigmoid activation function, also known as the normalized exponential or softmax activation function. Upon using this softmax function, the nodes in the output layer can be interpreted as probabilities conditional on the output of the hidden nodes, see Bishop (1995) . The net input of node j in (2) is determined by a weighted sum of the outputs of the consideration layer (CS j ) and extra information (z q ), that is,
where the weights are denoted by β k,j and δ q,j , respectively. Again a constant β 0,j is added. Note that the extra information in z q may include information already used while determining the probabilities of consideration. In fact, no adverse consequences are expected from including the same variables for both the determination of consideration sets and the final choice, see also Andrews and Manrai (1998) . Combining (1) to (3) gives our two-stage model for describing brand choice. The model first determines for each brand the probability that it is considered, based on household-specific and brand-specific characteristics.
Subsequently, based on these probabilities and on extra information, the finally selected brand is determined. The model contains J 2 +J ·(I +P +Q+2) parameters. For example, if J = 4, I = 2, P = 3 and Q = 1, the model has 48 parameters. The number of parameters is quadratic in J, that is, in the number of brands. An increase of brands leads to a rapid increase of parameters.
Interpretation
It is well known that ANN parameters, which are the weights in (1) and (3), cannot be dealt with as in a linear regression model. See Bishop (1995) and Franses and Draisma (1997) , among others. Hence, no t-statistics exist and determining the specific significance of a variable is tedious. The main reason for this drawback is that there are many more parameters than there are observable variables.
To determine the influence of variables, one usually performs a sensitivity analysis. The variables are fixed at their average value and only the value of one variable is allowed to vary. Changes in the outcome of the nodes in the hidden layer and the output layer can give an idea of the importance of that particular variable. Graphs of the outputs of these nodes are then typically used to interpret these changes.
Parameter estimation
To estimate the parameters in an ANN it is conventional to use the backpropagation algorithm. The principle of the back-propagation algorithm is to propagate a training example in forward direction through the network and to calculate for each node its output value. Arrived at the end of the network, the errors made at the nodes in the output layer can be determined. Next, these errors are propagated backwards through the network and accordingly, the parameters are adjusted. See Mitchell (1997) for a useful discussion on the back-propagation algorithm.
The structure of our model results in a number of nodes that is equal to the number of available brands for both the hidden and output layer. A node in the hidden layer, so to say, consults household-specific variables and the variables concerning the corresponding brand. This implies restricting some parameters to a value of zero. In network terminology, this means that the network is not fully connected. This property of the network has no effect on the back-propagation algorithm. The only adjustment made to the algorithm concerns incorporating the estimation of the parameters of the extra information used to determine the final choice. These parameters are adjusted in a similar way as the parameters of the input layer.
Estimation of the parameters in an ANN can take thousands of iterations. Progress of this estimation process is usually measured by a sum-of-squares error function. Training an ANN, that is, estimating the parameters with a sum-of-squares error function assumes a priori that the target data are generated from a smooth deterministic function with added Gaussian noise. In our case, the Gaussian model does not provide a good description, as the target data are binary variables. For such models, that use binary variables, a cross-entropy function, in combination with (2), is more appropriate see Bishop (1995) . The value of the cross-entropy function is determined according to
where N is the number of training examples and J denotes the number of brands in the output layer. The cross-entropy function differs from the sumof-squares error function in that only the error of the node which should have been be activated (F C n j ) is considered. This is due to the target values (t n j ). These are binary and only one of them has a nonzero value for the J alternatives. This ensures that the values of the non-desired nodes drop out.
Another point of concern is the problem of overfitting. To avoid this, two samples are used. The first sample is used to estimate the parameters. The second sample is used to determine the progress of the training process, see Mitchell (1997) . The algorithm iterates until the cross-entropy value for the second sample reaches an approximately fixed value.
Illustration
To illustrate the empirical usefulness of our parametric model for a twostage brand choice process, we demonstrate it on scanner data for six liquid detergent brands.
Data
Our data consists of scanner data with information on six liquid detergent brands, that is, Tide, Wisk, Eraplus, Surf, Solo and All 1 . The data contain 3055 observations of liquid detergent purchases, concerning 400 households. Each observation consists of four household-specific variables. These include the volume the household purchased on the previous purchase occasion, the expenditures on non-detergents, the size of the household and the interpurchase time. Furthermore, three variables are available for each brand per observation. These are the price of a brand (cents/oz.), a 1/0 dummy variable for feature promotion, and a 1/0 dummy for display. An average household consists of three members. The average inter-purchase time is 80 days and expenditures on non-detergents are $34.69. Average prices for the six brands range from 3.9 to 6.1 cents/oz. See Chintagunta and Prasad (1998) for a further discussion of this data. There are 398 incomplete observations, and these are eliminated from the sample. Further, we introduce an extra variable for each brand. For each observation, we determine whether that brand was purchased on the previous purchase occasion. As a result, the first recorded purchase of each household is lost. Hence, in total we have 3055 − 398 − 400 = 2257 observations.
Due to the different scales of the variables, data transformations seem appropriate. All variables (say, w t ) are scaled to the [0,1]-interval using
Finally, for estimation and forecasting purposes, the data sample is divided into three parts. The first sample is used for estimation of the parameters. The second sample is used as a validation sample to monitor the progress of the estimation process and the third sample is used for out-ofsample forecast evaluation. Observations are distributed randomly over the three samples. The first sample contains 1000 observations, the second 500 and the third sample contains 757 observations.
Estimation results
As there are six brands to choose from, the hidden and output layer therefore both consist of six nodes. All variables mentioned above are to be used in this six brand choice model. Each household-specific and brand-specific variable is represented with a node in the input layer, which thus consists of 4 + 4 · 6 = 28 nodes. Due to the restriction that brand variables are only available to corresponding nodes in the hidden layer, parameters for other nodes are set equal to 0. The values of the output layer depend on the outputs of the hidden layer as well as on the prices of the brands, which serve as extra information for making the final choice. 1 Percentage of correct predicted purchases. Note that the parameters of the ANN are estimated for the estimation sample, using the validation sample for progress evaluation. The parameters of the MNL model are estimated for the estimation sample only.
The parameters of the model are estimated five times. Each estimation process consists of 1000 iterations of the back-propagation algorithm. After 1000 iterations, the cross-entropy value is approximately constant, thereby indicating that an optimum has been reached. The estimated parameters, which result in the lowest cross-entropy value for the validation sample, are selected to be used for the evaluation of the impact of the variables and forecasting.
The performance of the model is measured by the fit for each of the three samples. The hitrate, that is, the percentage of times the estimated selected brand matches the actually chosen brand, is determined. The results are shown in the second column of Table 1 . Based on these results, the performance of our model appears to be rather good. To determine whether our two-stage model gives a better fit than a one-stage model, the parameters of a MNL model are estimated for comparison. The MNL model is estimated for the first (estimation) sample, using the same variables as the ANN. Results for this one-stage model are shown in the third column of Table 1 . Apparently, the ANN performs slightly better, especially for the out-of-sample data.
Graphical inference
Due to the large number of explanatory variables, there are many ways to visualize the effects of variables. For example, one can investigate the competitive structure between brands or the influence of promotion activities such as featuring a brand. In this section, we will give a few examples. Figure 3 , which shows the probabilities for Tide and for Wisk that they are chosen for various price levels of Tide. Clearly, Wisk is not a key competitor to Tide. The probability that Wisk is purchased increases but not in a explosive way one would expect for a main competitor. It is also interesting to see that the probability that Tide is chosen stays long at a high level before rapidly dropping towards a value of zero. This suggests that there is some threshold for loyalty.
The effect of promotion activities, that is, feature and display for Tide can be determined by switching these variables on and off during a price increase of Tide. Figure 4 shows four relevant cases concerning the effect on the node for Tide in the hidden layer. The benchmark case concerns no promotion and no purchase of Tide at the previous occasion. Featuring has a clear positive effect on the hidden layer, that is, the probability of considering Tide starts at a higher level. A display has a similar though a little stronger effect on the probability of considering Tide. The effect of Value household-specific characteristic Probability Tide is purchased (FC) Figure 6 : Changes in the probability that Tide is chosen due to changes in household-specific variables the same promotion variables on the final choice is depicted in Figure 5 . Activating one of the two promotion variables causes the curve to shift to the right, resulting in an increasing willingness to accept a higher price by the (average) household. Again, the effect of a display is larger than that of a feature. This can indicate that purchases are based more on stimuli, noticed at the time of purchase, than on recall of memory.
The variable that indicates whether Tide was purchased on the previous occasion can be interpreted as a kind of loyalty variable. When this variable is relevant, there should be a positive effect on consideration and final choice. The effect of this variable on the probability of consideration is indeed large in comparison with the benchmark situation as can be seen from Figure 4 . The effect on the probability that Tide is finally selected, which is shown in Figure 5 , is also positive as the curve shifts to the right. Hence, if one has purchased Tide on the previous occasion, one is more likely to choose for Tide in the current occasion.
The impact of the household variables can be determined in a similar way as in the previous two illustrative examples. Again all variables are fixed at their average value, though now each household-specific variable varies over the [0,1]-interval. Figure 6 shows the influence of changes of these variables on the probability of choosing Tide. Clearly, their influence on this probability is highly non-linear. The results indicate that Tide is more likely to be purchased in small amounts by larger households that do not frequently purchase liquid detergents and spend a limited amount of money on non-detergents when a detergent is purchased.
The above three illustrations give an indication of the possibilities of our artificial neural network model. Other illustrations can easily be generated in order to provide information that can be valuable to a marketing researcher. In fact, we only used the average values for our analysis. Another type of analysis could cluster households according to, for example, household size and analyze the influence of different scenarios on each cluster. In sum, the model turns out to be a good forecasting tool that can also be used to graphically analyze the effects of changes in important variables.
Discussion
The concept of consideration sets has often been used in marketing studies on brand choice. Considering the decision making process as a two-stage process seems to be more appropriate than imposing that a brand is selected in one step. Based on these two stages, we proposed a new parametric econometric model, which appeared to be an artificial neural network. The first stage, that is, the reduction of available brands, was transformed into a stage where for each brand the probability of consideration is determined. This resulted in the interpretation of the hidden layer as the consideration set. Based on the outcome of the first stage, the probability was determined for each brand that it would be chosen.
The forecasting abilities of the model were good in comparison with a one-stage multinomial logit model. Furthermore, an illustration for six liquid detergent brands showed that the model cannot only be used as a tool for forecasting but also for evaluating the effect of individual variables.
A limitation of our model concerns the estimation of the parameters. Due to the fact that the back-propagation algorithm is a heuristic algorithm, one cannot tell whether the parameters estimated are the optimal parameters. We tried to avoid this problem by estimating the model five times and selecting the best one, but still then there is no guarantee that this yields the best parameters. Furthermore, we studied only one data set and other illustrations should reveal whether our model indeed is more useful than a one-stage model. Finally, an issue we postpone for further research is the incorporation of household-specific unobserved heterogeneity. 
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