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Abstract
Learning under multi-environments often requires the ability of out-of-distribution
generalization for the worst-environment performance guarantee. Some novel
algorithms, e.g. Invariant Risk Minimization [3] and Risk Extrapolation [25], build
stable models by extracting invariant (causal) feature. However, it remains unclear
how these methods learn to remove the environmental features. In this paper, we
focus on the Risk Extrapolation (REx) and make attempts to fill this gap. We first
propose a framework, Quasi-Distributional Robustness, to unify the Empirical Risk
Minimization (ERM), the Robust Optimization (RO) and the Risk Extrapolation.
Then, under this framework, we show that, comparing to ERM and RO, REx has
a much larger robust region. Furthermore, based on our analysis, we propose a
novel regularization method, Risk Variance Penalization (RVP), which is derived
from REx. The proposed method is easy to implement, and has proper degree of
penalization, and enjoys an interpretable tuning parameter. Finally, our experiments
show that under certain conditions, the regularization strategy that encourages the
equality of training risks has ability to discover relationships which do not exist in
the training data. This provides important evidence to support that RVP is useful to
discover causal models.
1 Introduction
Consider a learning task, in which the training data is collected from multiple environments, e.g.
research centers, times, experimental conditions and so on. Thus the training data is structured,
S = {S1, S2, . . . , Sm}, Si = {zi1, zi2, . . . , zin} with zij ∼ Pi,
where z = (x, y) is a data point consisting of an input x and the corresponding target y, and Pi is a
data-generating distribution which represents the learning task under the i-th environment. Intuitively,
the sample Si can inherit some features from the environment behind Pi, which varies among the
environments but can be highly related to the target under certain environments. In practice, without
taking the structure of S into consideration, e.g. the shuffle operation, the learner will absorb all the
correlations in the pooled S and learn a model fˆ based on all features which are highly related to the
target [21, 38, 39]. A classical example is the problem of classifying images of cows and camels [7].
Due to the selection bias, cows appear in pastures at most pictures and camels are taken in deserts.
The common algorithms may learn to recognize cows and camels with background features and
struggle to detect cows in the desert and camels in pastures. In other words, the learned model can
have good performance on the learning tasks within the training environments, but may dramatically
fail under some unseen environments.
We denote all possible environments by P , which is a collection of distributions including Pi,
i = 1, . . . ,m and other unseen environments. Let f ∈ F be a hypothetical model that maps x to
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f(x) and `(f, z) be the loss function measuring how poorly the output f(x) predicts the target y. For
a given model f , the risk and the empirical risk are defined by the expected loss and its empirical
version respectively, denoted by
R(f, Pi) = EZ∼Pi [`(f, Z)], R(f, Si) =
1
n
n∑
j=1
`(f, zij).
The out-of-distribution generalization aims to learn a model f that has the best worst-environment
performance, e.g.
fˆOOD = arg min
f
sup
P∈P
R(f, P ).
Denote Q as a distribution on P that controls which environments the learner is likely to see in the
learning procedure. Let S¯ be the pooled S. The Empirical Risk Minimization (ERM, [29]) is
fˆERM ∈ arg min
f
R(f, S¯), and R(f, S¯) :=
1
nm
m∑
i=1
n∑
j=1
`(f, zij),
where R(f, S¯) is the empirical version of R(f, P¯ ) with P¯ =
∫
PdQ. Thus ERM cannot uniformly
minimize the risk R(f, P ) for any P ∈ P. However, due to the sampling at the environment level, the
ERM solution still shows stable performance on certain environments, especially for some domain
generalization problems, e.g. [11, 14, 22, 28, 31, 36].
It is well known that the generalization performance of a causal model is more stable than that of a
non-causal model if we can intervene on the input or change the environment [33]. The predictor
based on causal features will in general work as well under interventions as for the raw data. The
invariant risk minimization (IRM, [3]) proposes to learn a stable classifier by extracting the causal
features, and suggests the objective:
RIRM (f) = R(f, S¯) + λ
m∑
i=1
∥∥∇wR(w ∗ f, Si)∣∣w=1∥∥2,
where f is the entire hypothetical model, w is a scalar, and λ ∈ [0,∞) is a tuning parameter.
Motivated by IRM and the robust optimization, [25] proposes the Minimax Risk Extrapolation
(MM-REx), whose objective function is
RMM−REx(f) = max∑
i qi=1,
qi≥−λ
∑
Pi∈Ptr
qiR(f, Si).
Notice that the penalty in IRM and the maximization of MM-REx are not easy to compute. Further-
more, a practical version, Variance Risk Extrapolation (V-REx, [25]), is proposed that minimizes the
objective
RV−REx(f) = R(f, S¯) + λVar(f,S),
where
Var(f,S) = 1
m
m∑
i=1
(R(f, Si)−R(f, S¯))2.
However it is still unclear: (i) Is V-REx equivalent to MM-REx? (ii) How IRM and V-REx discover
the invariant (causal) features via penalization? In this paper, we focus on the REx methods and
make attempts to answer these questions. For problem (i), we propose a general framework, named
Quasi-Distributional Robustness, to investigate the connection between the distributional robustness
and the MM-REx. Then we suggest a new method, called Risk Variance Penalization (RVP), that
minimizes the following objective function:
RRV P (f) = R(f, S¯) + λ
√
Var(f,S), (1)
which is derived from MM-REx and is an upper bound of a distributional robustness problem. We
further prove that, under mild conditions, the upper bound can be achieved, which also implies
MM-REx can be exactly solved by minimizing (1). To answer (ii), we experimentally prove that,
comparing to the robust optimization, V-REx and RVP can learn invariant features to obtain the
out-of-distribution generalization. Furthermore, we design a learning scheme to illustrate that the
penalization strategy of V-REx and RVP is able to discover relationships which do not exist in the
training data.
2
2 Preliminaries
2.1 The OOD generalization of ERM
A hypothetical model f working well on a task P implies that the risk R(f, P ) should be small.
However, the distribution P is generally unknown and a surrogate, the empirical distribution of
a sample, is available. The generalization guarantee gives the upper bound of R(f, P ) based on
the surrogate, e.g. [2, 5, 13, 16, 23, 30]. Under appropriate conditions, some classical works, e.g.
[5, 6, 9, 10, 24], give the upper bound of R(f, P¯ ) in the form of
R(f, S¯) + C
√
1
mn
VarP¯
(
`(f, Z)
)
+O(
1
mn
),
where C is a constant that depends on F and the confidence level 1− δ. Comparing to learning under
a single-environment, the pooled ERM reduces the generalization bound due to the factor 1/m, and
at the same time, increases the variance term because
VarP¯
(
`(f, Z)
)
= EQ
[
VarP (`(f, Z))
]
+ VarQ
(
EP [`(f, Z)]
)
.
Notice that EQ
[
VarP (`(f, Z))
]
is the inner environment variance, and VarQ
(
EP [`(f, Z)]
)
represents
the cross environment variance introduced by pooling the training data S.
2.2 Related work
Robust optimization. The robust optimization techniques consider the worst-environment loss over
all possible convex combinations of the training environments or data points [4, 8, 15, 18, 27, 37]. A
straightforward approach is to replace the population of the environments by the empirical distribution
of the training environments, and then to minimize the worst empirical performance:
RRO(f) = max
Pi∈Ptr
R(f, Si) = max∑
i qi=1,
qi≥0
∑
Pi∈Ptr
qiR(f, Si).
This assumes that the test distribution is a convex combination of all training distributions, which
cannot extrapolate the training environments. Consequently, it may use unstable features of all
training environments and fail to discover the invariant model[3].
Invariant feature learning. Finding the invariant feature or representation is a common-used method
for the OOD generalization. [26, 28, 29, 34, 40] note that the OOD model can be viewed as a solution
that minimizes the worst-environment risk under different distribution shifts. Invariant feature finding
(selection) is also used in causal discovery. [33] proposes Invariant Causal Prediction (ICP) to
estimate a set of the causal features. [19, 20] use multiple datasets from different environments for
causal discovery.
3 Methodology
3.1 Quasi-distributional robustness
In this section, we propose a new framework, Quasi-Distributional Robustness, to investigate MM-
REx from the view of distributional robustness, and prove that under mild conditions, MM-REx is
also a variance-penalized method.
To proceed further, we need more notations. For a convex function φ : R+ → R with φ(1) = 0, the
φ-divergence between two distributions Q and Q′ is defined by Dφ(Q‖Q′) =
∫
P φ(dQ/dQ
′)dQ′. In
this paper, we use the χ2-divergence, where φ(x) = (x− 1)2/2. Denote Q = (q1, q2, . . . , qm) and
R(f) = (R(f, S1), R(f, S2), . . . , R(f, Sm)),
Qm(λ, ρ) =
{
Q; qi ≥ −λ,
∑
i
qi = 1,
1
2m
∑
i
‖mqi − 1‖2 ≤ ρ
m
}
.
Here Qm is a set of Q and stands for a robust region. For MM-REx, ρ =∞. If λ = 0, Qm is a set
of distributions and can be rewritten as Qm(0, ρ) = {Q : Dφ(Q‖Qm) ≤ ρ/m}, where Qm is an
3
empirical distribution with qi = 1/m, i = 1, . . . ,m. In the following, we still use Dφ to measure the
distance between two elements of Qm(λ, ρ). We further define a robust optimization problem,
minfR(f, λ, ρ) := min
f
max
Q
〈Q,R(f)〉, with Q ∈ Qm(λ, ρ),
where 〈., .〉 stands for the inner product. This is a general version of distributional robustness since qi
can be negative. Thus we call this problem as quasi-distributional robustness (QDR). The choices of
λ and ρ determine the size of Qm and subsequently influence the robustness guarantees. It is easy to
see that, both ERM and RO are special cases ofR(f, λ,+∞):
RERM (f) = R(f,− 1
m
,+∞) and RRO(f) = R(f, 0,+∞).
Thus R(λ,+∞) can represent ERM, RO and MM-REx with different values of λ. However, it is
not easy to interpret λ, since −λ is a lower bound of qi. This motivates us to rewrite the objective
of ERM, RO and MM-REx. Notice that, for ERM, qi ≥ −λ = 1/m. Thus Q(−1/m,+∞) only
contains one element Qm and can be rewritten as Q(−1/m, 0). Further we have
RERM (f) = R(f,− 1
m
,+∞) = R(f,− 1
m
, 0).
In the following, we shall prove that λ and ρ govern each other, and for any λ, we can find a finite
scalar Cλ such thatR(f, λ,+∞) = R(f, λ, Cλ).
3.2 Analysis
We start with an upper bound ofR(f, λ, ρ), which is independent to λ.
Proposition 1. For any f ∈ F , ρ > 0 and −1/m ≤ λ ≤ +∞,
R(f, λ, ρ) ≤ R(f, S¯) +
√
2ρ
m
Var(f,S)
Proof: For any 〈Q,R(f)〉, we can rewrite it as
〈Q,R(f)〉 = R(f, S¯) + 〈Q−Qm,R(f)〉.
Notice that 〈Q−Qm, Im〉 = 0 with Im = (1, 1, . . . , 1). Thus
〈Q,R(f)〉 = R(f, S¯) + 〈Q−Qm,Rc(f)〉,
whereRc(f) = R(f)− Im ∗R(f, S¯). Then we have
max
Q
〈Q,R(f)〉 = R(f, S¯) + max
Q
〈Q−Qm,Rc(f)〉
≤ R(f, S¯) + ‖Q−Qm‖‖Rc(f)‖.
It is easy to see ‖Rc(f)‖2 = mVar(f,S). By the definition of Qm, ‖Q−Qm‖2 ≤ 2ρ/m2. Hence
the proof is finished. 
Notice that the inequality holds uniformly for −1/m ≤ λ ≤ +∞. This implies that, if the equality
can be achieved, that is
R(f, λ, ρ) = R(f, S¯) +
√
2ρ
m
Var(f,S), (2)
then R(f, λ, ρ) can deal with the robust optimization problem on R(f,+∞, ρ). In other words,
the objective function R(f, λ, ρ) can bound all possible linear combinations of the training risks
〈Q,R(f)〉 onQm(∞, ρ). The following result states that the equality in Proposition 1 can be achieved
if λ and ρ are properly selected.
Proposition 2. Suppose that the multi-environment training data S and the hypothetical model f are
given and Var(f,S) > 0. If λ and ρ satisfy
λ ≥ C(f,S, ρ) := − 1
m
+
√
2ρ
m2
|miniR(f, Si)−R(f, S¯)|√
mVar(f,S) , (3)
then the equality in (2) holds.
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Proof: According to the proof of Proposition 1, if (2) holds, the vector Q should satisfy: (i) Q−Qm
andRc(f) are in the same direction; (ii) ‖Q−Qm‖2 = 2ρ/m2. This implies that the i-th element
of Q should be
qi =
1
m
+
√
2ρ
m2
R(f, Si)−R(f, S¯)√
mVar(f,S) .
In addition, Qm(λ, ρ) requires mini qi ≥ −λ. Thus,
1
m
+
√
2ρ
m2
miniR(f, Si)−R(f, S¯)√
mVar(f,S) ≥ −λ
Hence (3) is proved. 
According to the condition (3),R(f, λ, ρ) = R(f,+∞, ρ) when λ is sufficiently large. In fact, the
scalar C(f,S, ρ) measures how hard it is to achieve robustness on Qm(+∞, ρ). If C(f,S, ρ) < 0,
RO is equivalent to MM-REx. From the expression of C(f,S, ρ), we can understand three factors
m, ρ and Var(f,S) that influence the QDR problem. If C(f,S, ρ) > 0, more training environments
(increase m) make the robustness easier to achieve. For simplicity, we call ρ/m as the radius of
Qm(+∞, ρ). It is difficult to obtain a robust model for a large region Qm(+∞, ρ). Thus C(f,S, ρ)
increases as ρ increases. For the third factor Var(f,S), the variance represents the diversity of the
training environments, which benefits the robust learning.
On the other hand, if λ is fixed and ρ is small enough such that
ρ ≤ C ′(f,S, λ) := m(mλ+ 1)
2Var(f,S)
2
(
miniR(f, Si)−R(f, S¯)
)2 ,
then the equation (2) still holds. Thus λ also governs ρ. To proceed further, we denote
ρ+ = Dφ(Q
∗‖Qm), where Q∗ =
(
1 + (m− 1)λ,−λ, . . . ,−λ).
Here Q∗ is a vertex of Qm(λ,+∞) and ρ+ is the largest distance between Q and Qm for Q ∈
Qm(λ,+∞). Now we are ready to state:
Proposition 3. Suppose that the multi-environment training data S and the hypothetical model f are
given and Var(f,S) > 0. If λ is fixed and ρ− = C ′(f,S, λ), then
R(f, λ, ρ−) ≤ R(f, λ,+∞) ≤ R(f, λ, ρ+).
Proof: The first inequality is trivial since Qm(λ, ρ−) ⊂ Qm(λ,+∞). On the other hand, the
center of Qm(λ,+∞) is Qm. For any Q ∈ Qm(λ,+∞), the largest distance between Q and Qm is
achieved at the vertices. Note that
ρ+ = Dφ(Q
∗‖Qm) = max
Q∈Qm(λ,+∞)
Dφ(Q‖Qm),
where Q∗ =
(
1 + (m − 1)λ,−λ, . . . ,−λ). This implies the set Qm(λ,+∞) is covered by
Qm(λ, ρ+). Then the second inequality is proved. 
One can find that for any given λ, there exists ρ∗ ∈ [ρ−, ρ+] such that R(f, λ,∞) = R(f, λ, ρ∗).
Now let’s focus on ρ− and theoretically compare MM-REx and RO. According to Proposition 2
and 3, RO can bound all possible linear combinations of the training risks on Qm(∞, C ′(f,S, 0)).
At the same time, MM-REx can deal with the robust region Qm(∞, C ′(f,S, λ)), which is much
larger than that of RO. Hence the factor (mλ + 1)2 in ρ− = C ′(f,S, λ) represents the potential
benefit of risk extrapolation, which significantly enlarges Qm(∞, C ′(f,S, 0)). In summary, REx is
more robust than RO by enlarging the robust region Qm.
3.3 Risk Variance Penalization
Combining the arguments in Section 3.1 and 3.2, we know that: (1) the quasi-distributional robustness
framework unifies ERM, RO and MM-REx; (2) the tuning parameters λ and ρ govern each other.
These motivate us to consider the transformation from λ to ρ, and to use the following formulation:
R(f,+∞, ρ∗) = R(f, C(f, S, ρ∗), ρ∗) = R(f, λ, ρ∗) = R(f, λ,+∞).
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Thus we suggest a novel method: fˆ = arg minf RRV P (f) with
RRV P (f) = R(f, S¯) +
√
2ρ
m
Var(f,S),
which is a risk-variance-penalized function and ρ is a tuning parameter. We call the method by Risk
Variance Penalization (RVP).
According to Section 3.2, RVP is equivalent to MM-REx. In addition, RRV P is very similar to
RV−REx. This explains the connection between MM-REx and V-REx. The proposed objective
function is simple and easy to compute, because its penalty has no maximization and gradient. This
is also the advantage of V-REx. Comparing to IRM and the two REx methods, the biggest advantage
of the proposed method is the interpretable tuning parameter ρ/m, which is the radius of the robust
region Qm(+∞, ρ). This interpretation provides an insight to understand the relationship between
the distributional robustness and the causality. From the view of distributional robustness, MM-REx
(or RVP) just enlarges the robust region of RO. On the other hand, [25] experimentally proves
that MM-REx obtains the causal performance on the colored MNIST while RO cannot. Similar
to Theorem 1 of [34] and Section 1.1.2 of [35], we foresee that when Qm is sufficiently large that
contains all interventions on environmental features, REx and RVP obtain stable performance on P
and discover causal features. This is an implication of the robustness of a causal model [1, 17, 32]. In
one word, we think that MM-REx tunes λ to determine a robust region, which is sufficiently large to
guarantee the causal performance, and RVP gives the upper bound of the MM-REx on the robust
region.
4 Experiments
In this section, we provide three examples to show: (i) RVP can learn the invariant features; (ii)
the comparison between RVP and V-REx; (iii) the causality behind the risk variance penalty. It is
difficult to provide experimental evidence to support (i) and (iii). First, the dataset should contain
ample environments. According to the arguments in Section 3, REx and RVP can tune λ to focus on
the test environments. Thus the OOD generalization cannot be estimated by the performance on a
single test environment. We shall report the test performance on both training and test environments.
Second, the environments should be sufficiently diverse. In Section 2.1, we have discussed the OOD
generalization of ERM. In some experiments of domain generalization, the transfer performance
of ERM is not bad. Third, we should know the causal features and the non-causal features behind
the learning task. To prove that a model is based on causal features, the stable test performance is a
necessary condition rather than a sufficient condition. On the other hand, Section 3 points out that
RVP and RO are not essentially different. Thus, without a non-causal baseline, there is no evidence to
prove that the improvement on the test performance is caused by learning invariant (causal) features.
Thus, the above mentioned three considerations can rule out many datasets.
In the following, we shall focus on the colored MNIST dataset from [3] to learn a binary classification
task. The generating procedure of the colored MNIST is as follow: First, label each image from the
original MNIST by its digit. If the digit is from 0 to 4, then label the image with y˜ = 0; otherwise,
label the image with y˜ = 1. Second, obtain the final label y by flipping y˜ with probability P. Third,
generate the color label z by flipping the final label y with probability Pi, which represents the
environment generating procedure. Finally, color the image based on the color label z: red for z = 1
and green for z = 0. It is easy to see that the digit determines the final label, and the final label
determines the color. Thus the causal factor is the digit while the color is the spurious feature. To
address the first and second considerations, we use 9 environments corresponding to Pi = i/10,
i = 1, . . . , 9, and denote P = {P1, . . . , P9}. For the third consideration, we take P = 0.5 as the
non-causal baseline, which implies the final label is unrelated to the digit.
The code of this example is based on [3, 25], only replacing their objective functions with RRV P .
We also follow the penalty anneal strategy of [25] that takes λ to be 1 at the first 100 epochs and
then increases λ to 10, 000 from 101 to 500 epochs. Here λ =
√
2ρ/m for RVP. The training
environments are selected from P. In the testing, we do not take the over-fitting into consideration.
For example, if the test performance on a test environment is better than the test performance on
training environments, we still think this result is reasonable. We will record the test performance on
all environments and use the worst one to measure the OOD generalization.
6
Figure 1: The best test accuracy before 500 epochs. The red solid line and blue dotted line stand for
P = 0.25 and P = 0.5 respectively. The red stars represent the training environments.
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Example 1. Consider P = 0.25 and P = 0.5, and take two training environments from P. The
noise level P = 0.5 implies that all causal features are removed from the data. Since the test accuracy
highly depends on λ and other hyper-parameters, we report the best achievable accuracy during 500
epochs. The results are presented in Figure 1. Throughout this section, the accuracy under P = 0.5
is marked by the blue dotted line and the accuracy under P = 0.25 is marked by the red solid line.
The stars represent the training environments. The performance gap between P = 0.25 and P = 0.5
represents what learns from the causal features (digit). One can see that IRM, V-REx and RVP can
obtain good OOD performance via learning causal features while ERM and RO cannot. What’s more,
we consider five training environments from P:
Ptr = {0.04, 0.08, 0.12, 0.16, 0.20}, and P ′tr = {0.80, 0.84, 0.88, 0.92, 0.96}.
Here we report the best achievable accuracy of ERM, IRM, V-REx and RVP during 500 epochs.
The results are presented in Figure 2. One can see that IRM, REx and RVP can obtain good OOD
performance by learning causal features.
Figure 2: The best test accuracy during 500 epochs.
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Example 2. Section 3 illustrates the equivalence between MM-REx and RVP. In this example, we
would like to show that RVP uses a proper penalty and has more stable performance than V-REx.
We take P1 and P2 as the training environments, and compute R(f, S1) and R(f, S2) during the
training procedure. The trajectory R(f, S1) vs R(f, S2) is presented in Figure 3. One can find
that the learning procedure of RVP is similar to that of IRM and more stable than the learning
procedure of V-REx. What’s more, the trajectories of V-REx, RVP and IRM are consistent to the
two-stage hypothesis proposed by [25]. In the first stage, the training risks R(f, S1) and R(f, S2)
keep decreasing by learning predictive features. Then, in the second stage, stable features are obtained
by selecting or fine-tuning from the predictive features, which causes the increase of the risks.
Figure 3: The trajectory R(f, S1) vs R(f, S2) during the training procedure. The risks of the random
initialized model at epoch 0 is marked by the dot. The star stands for the risks of the final model at
epoch 500.
Next we further show that RVP is not sensitive to the tuning procedure of λ. In Example 1, λ
is taken to be 10000. In our tuning experiments, we increase λ from 100 to 3000 and fix other
hyper-parameters. Then we take P9 to be the test environment and check the test accuracy of the
model at the 500-th epoch. According to the results in Figure 4, one can find that the test performance
of RVP is very stable against the tuning parameter λ, even when λ is much smaller than 10000. In
contrast, V-REx and IRM require that λ is sufficiently large to achieve the same performance level of
λ = 10000. However, when λ is fixed, V-REx and IRM are more stable than RVP.
Example 3. The existing works [3, 8, 12] check the stable performance on P to confirm that IRM
and REx can learn causal models/features. However the stable performance is a necessary condition
and cannot provide further evidence to support that IRM and REx are essentially different to RO. In
this example, we design a learning scheme to prove that (1) comparing to RO, REx and RVP remove
the non-causal feature (color); (2) the variance penalization strategy is able to discover relationships
which do not exist in the training data.
According to the results in Figure 3, we mark the final models on the risk planeR(fˆ , S1) vsR(fˆ , S2).
All robust models lie around the line R(fˆ , S1) = R(fˆ , S2) = r, see Figure 5. For the three invariant
models, r ≈ 0.57 while r ≈ 0.27 for RO. In the following, we shall confirm that, from r ≈ 0.27 to
r ≈ 0.57, the non-causal features (color) are removed. In the training environments P1 and P2, y
is positively related to z (color label), e.g. y = z with high probability. If the positive relationship
9
Figure 4: The test accuracy against λ.
decreases as r increases, we may find a predictor based on the negative relationship, e.g. y = −z. To
this purpose, we design a learning scheme to search models such that R(f, S1) ≈ R(f, S2) ≈ r and
push r to a large positive scalar.
Figure 5: The final models. The black solid line represents R(f, S1) = R(f, S2).
Consider the following problem, denoted by elastic learning,
min
f
∑
Pi∈Ptr
R2(f, Si), subject to R(f, S¯) ≥ λ
which enforces the equality of the risks across training environments. The objective function is
formulated into
RE(f) =
∑
Pi∈Ptr
R2(f, Si)− λR(f, S¯).
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We select two training environments from P . At the first 100 epochs, λ = 1 enforces R(f, S1) =
R(f, S2) = 0.5. After that, λ is taken to be 10, 000. Thus the elastic learning will obtain a sequence
of models such that R(fˆ , S1) ≈ R(fˆ , S2) ≈ r, 0.5 ≤ r ≤ 5000. The best achievable accuracy is
presented in Figure 6.
One can find that the best achievable accuracy under P = 0.25 is almost the same to the best
achievable accuracy under P = 0.5. This implies that the elastic learning ignores the causal features
(digit). On the other hand, the elastic learning finds out two different prediction rules. At the
environments P1 to P4, the learned model (models) use the positive correlation y = z to predict
the label y. This can be readily learned from the training data. At the environments P6 to P9, the
learned model (models) use the negative correlation y = −z to predict the label y. Furthermore, by
extracting two models at epoch 100 and epoch 200, we find that the two models have learned two
quite different prediction rules, which are closed to y = z and y = 1− z respectively. To make sure
that this inference procedure is not one directional, we also take P8 and P9 as training environments
and also observe these two models, see Figure 6.
Figure 6: The left panel shows the best test accuracy before 500 epochs. The middle panel and the
right panel report the test accuracy of the learned model at epoch 100 and epoch 200. The red stars
represent the training environments.
5 Conclusion
This work provides a framework, Quasi-Distributional Robustness, and investigates the causality
behind the Risk Extrapolation (REx) from the view of distributional robustness. Furthermore,
we propose the Risk Variance Penalization (RVP), which is derived from MM-REx and has an
interpretable tuning parameter. We experimentally show that under certain conditions, RVP can learn
causal features and is not sensitive to the tuning parameter. In addition, the example 3 in Section 4
introduces a new learning scheme to check the causality from the view of counterfactual inference.
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