Abstract-A modified broadband, through-transmission technique is used to compare the accuracy of three models: a nearly local model, a time-causal model, and a discrete minimum phase model, in determining the dispersion from the measured attenuation. By directly measuring the dispersion without first measuring the absolute phase velocity at different frequencies, the new technique eliminates the needs for measuring the speed of sound in the water and the trigger delays in data sampling, and minimizes the uncertainty in determining the phase spectra. Three specimens are used in the study: a block of Plexiglas that has a linear attenuation, a layer of a special rubber compound with an attenuation proportional to f 1:38 , and a phantom made of castor oil that has an attenuation proportional to f 1:67 . For linear attenuation, all three models accurately predict the dispersion. For nonlinear attenuation, the time causal model is shown to be the most accurate model in predicting the dispersion. The nearly local model slightly overpredicts the dispersion in the case of the rubber compound and significantly overpredicts the dispersion in the case of the castor oil. The dispersion determined by the discrete minimum phase model seems to converge to the dispersion determined by the time causal model when the limit of integration is high enough.
I. Introduction
U ltrasound attenuation and (velocity) dispersion are two material properties that are of considerable importance in theoretical acoustics, nondestructive evaluation, and ultrasound tissue characterization [1] - [3] . For a wide variety of materials, including soft tissues, the attenuation increases with frequency according to a power-law relation: α = α 0 |ω| y , where α 0 and y are two materialdependent parameters [4] . Dispersion refers to the phenomenon that the phase velocity of a propagating wave also changes with frequency. Comparing with the attenuation, the magnitude of the dispersion is very small (often less than 1% in the frequency range from 1 to 10 MHz), its frequency dependence is less certain, and its measurement is considered more difficult.
Although many techniques have been developed for measuring the attenuation and dispersion separately [2] , [5] - [9] , it also has been suggested that these two properties are not independent of each other, and much effort has been devoted to the development of models that can determine dispersion from attenuation, and vice versa [10] - [14] .
The feasibility of such a model is rooted in the theory of analytic functions. If we use h(t) to represent the impulse response of a linear acoustic system, the Fourier transform of h(t) may take the following forms:
where R(ω) and X(ω) are the real and imaginary parts of the frequency response H(ω), respectively, α(ω) is the attenuation coefficient, β(ω) is the propagation constant that is related to the phase velocity V p by β(ω) = ω/V p (ω), and L is the propagation distance. According to the theory of analytic functions, if h(t) is causal, then R(ω) and X(ω) are related to each other by a pair of Hilbert transforms; if h(t) is not only causal but also minimum phase, then α(ω) and β(ω) are related to each other by Hilbert transforms [15] , [16] . When this general theory is applied to the ultrasound measurements, two problems arise. First, the Hilbert transform relations between the attenuation and dispersion are defined in such a way that, in order to obtain the value of one of them at any single frequency, it is necessary to know the values of the other at all frequencies. However, the attenuation is usually measured over a limited frequency range, e.g., from 1 to 10 MHz. The first problem, therefore, is to validate the assumption that the values of α at all other frequencies can be correctly extrapolated from the measured values. The second problem is related to a so-called Paley-Wiener condition which states that, for A(ω) = e −α(ω)L to be the Fourier spectrum of a causal function, a necessary and sufficient condition is that the following inequality is satisfied [15] :
For most materials, the attenuation obeys a power-law frequency dependence α = α 0 |ω| y where 1 ≤ y ≤ 2. For such an attenuation coefficient, the Paley-Wiener condition is not satisfied.
To overcome these problems, several models have been proposed that allow one to determine the dispersion from the local attenuation. In this paper, three models will be discussed. The first model was proposed by O'Donnell et al. [10] , and is referred to as the nearly local model. The second model was developed by Szabo and is referred to as the time-causal model [13] , [14] . Both models require only that the system is linear and causal. For the attenuation obeying a power-law frequency dependence, both models provide closed-form solutions for determining the dispersion from the attenuation. When y = 1, the two models predict the same dispersion. When y is increased from 1 to 2, the two models gradually deviate from each other. Besides the data provided in the original paper [10] , the accuracy of the nearly local model was experimentally confirmed by Lee et al. [9] . However, when both models were tested using the same data, the time-causal model was found more accurate than the nearly local model in predicting the change in wave shape of a broadband pulse passing through a medium [17] . The third model was proposed by Kuc [12] and requires the system to be minimum phase. The Kuc's method [12] numerically calculates the phase function from the measured attenuation by implementing a discrete Hilbert transform algorithm. The method also was found accurate in predicting the change in wave shape of a broadband pulse passing through a medium. In justifying the minimum phase requirement, it was argued that any nonminimum phase transfer function can be written as the product of a minimum phase function and an all-pass function [11] , [12] . The all-pass function, however, does not in general have a linear phase. In other words, a real, linear and causal system cannot always be modeled by a minimum-phase system cascaded with another system that produces a pure time delay. Consequently, the minimum phase condition should be considered as an additional assumption that needs to be verified.
The purpose of this paper is to examine the accuracy of the three models by comparing the directly measured dispersion with the dispersion predicted by each model from the measured attenuation. In measuring the dispersion, a modified broadband through-transmission technique is used that requires a minimum number of variables to be measured and eliminates the need for compensating for the phase uncertainty following fast Fourier transform (FFT). The paper is organized as follows. The three models for determining the dispersion from the attenuation are reviewed first. The principle of the dispersion and attenuation measurements is then described, followed by experimental results obtained from three specimens: a block of Plexiglas, a layer of a special rubber compound, and a phantom containing castor oil. This is followed by a discussion.
II. Three Models for Determining Dispersion from Attenuation

A. Nearly Local Model and Time-Causal Model
By applying the theory of linearity and causality to an acoustic system, and assuming that the attenuation and phase velocity do not change rapidly over the frequency range of interest, O'Donnell et al. [10] derived an equation that enables one to calculate the dispersion from the local 
where V p (ω 0 ) is the phase velocity at a reference frequency ω 0 . The relations between the dispersion and attenuation based on (3) will be referred to as the nearly local model. For the attenuation obeying a power-law frequency dependence, Szabo [13] derived a set of time domain lossy wave equations and proposed a new model for determining the dispersion from the attenuation [14] . Szabo's time causal model also incorporates the results obtained independently by Horton [18] and Ochmann and Makarov [19] .
When the attenuation is a linear function of frequency (y = 1), both the nearly local model and the time causal model predict the same result:
For 1 < y ≤ 2, the dispersion predicted by the two models have the same frequency dependence but different magnitudes:
where a = a n = 2α 0 π(y − 1)
for the nearly local model, (6) and a = a t = −α 0 tan(yπ/2) for the time causal model. (7) A comparison of the normalized magnitude a/α 0 of the two models is shown in Fig. 1 . When y approaches 1, the two models converge. As y approaches 2, the difference between the two models increases. When y = 2, the dispersion vanishes according to the time-causal model and the nearly local model predicts a finite dispersion.
B. Minimum-Phase Model
A minimum-phase model was first proposed by Gurumurthy and Arthur [11] in the continuous time domain for a system having a linear attenuation (y = 1). To satisfy the Paley-Wiener condition, the author imposed a highfrequency limit so that the magnitude function does not go to zero faster than an exponential when the frequency goes to infinity. This modification allowed the authors to derive the phase function and obtain an equation that is almost identical to (4). Kuc [12] extended the above work to the discrete time domain. By implementing the Hilbert transform in the discrete time domain, the folding frequency (1/2 sampling frequency) becomes the natural high-frequency limit and the integration of the logmagnitude function is automatically convergent. Although Kuc [12] also considered the case for y = 1 only, his method can be easily extended to the nonlinear attenuation. If we extended Kuc's model [12] to a more general attenuation that has a power-law frequency dependence, the phase angle of the minimum-phase system can be determined by the following integration:
where the symbol P denotes the Cauchy principle value of the integral, and ω s is the limit of integration [to avoid confusion with the sampling frequency used in data acquisition, we purposely do not call ω s in (8) the sampling frequency]. After obtaining β(ω) from (8), the dispersion can be calculated as:
Because this model does not give a closed-form solution for the dispersion, we will compare the minimum-phase model with the other two models using the experimental data.
III. Principle of Dispersion and Attenuation Measurements
The measurement of attenuation and dispersion using a broadband, through-transmission technique has been described by many authors [5] , [7] - [9] . In all these measurements, the absolute phase velocity of the specimen is first determined at a number of frequencies; and the dispersion is then expressed as the change in phase velocity with frequency. In the following section, we describe a modified technique that directly measures the dispersion without first measuring the absolute-phase velocity. is driven by a pulser, and the receiving transducer (R) is connected to a receiver. The amplified signal is sampled and digitized, and the data are transferred to a computer for processing. For a specimen with a thickness of L, two measurements are performed: one with only a water path and one with the specimen inserted between the two transducers. If we use P 0 (t), P w (t), and P s (t) to designate the transmitted pulse, the received pulse with the water path only, and the received pulse with the specimen inserted, respectively, the Fourier transforms of P w (t) and P s (t) can be found as [9] :
and
where
are the amplitude and phase spectra of U w (ω) and U s (ω), respectively; α w and α are the attenuation functions, and β w and β are the propagation constants, of the water and the specimen, respectively; T = 4z w z s /(z w + z s ) 2 is the combined transmission coefficient at the two water-specimen interfaces, and z w and z s are the acoustic impedance of the water and the specimen, respectively.
The phase spectraφ w (ω) andφ s (ω) in (10) and (11) include the entire propagation delay from the instant when P 0 (t) is launched to the instance that P w (t) or P s (t) is received. In the actual measurement, the pulses usually are sampled after a certain time delay, as shown in Fig. 3 , and the origin of time in calculating the phase spectrum of the recorded pulse using FFT is the beginning of the sampling window. If we designate the time delays of the sampling windows for P w (t) and P s (t) as t w and t s , respectively (due to the difference between the sound velocities in the water and in the specimen, t w may be different from t s ), the phase spectra of the recorded pulses become:
respectively. From (10)- (13), we can solve for β:
Using the relation β = ω/V p (ω), we have:
where V p and c w are the phase velocities of the specimen and the water, respectively. Equation (15) indicates that, to obtain the absolute phase velocity of the specimen, one needs to know the values of c w , t w , and t s . However, if we directly calculate the change in phase velocity, we have:
where ω 0 is a reference frequency at which the recorded pulse has significant energy. In deriving (16), we assume that the dispersion of the water is negligible [8] .
An important feature of (16) is that the terms containing c w , t w , and t s are all cancelled out. This cancellation has two important consequences. First, it simplifies the measurement procedure by reducing the number of variables to be measured. Second, because the actual values of t w and t s have no effects on the dispersion, one can arbitrarily move the recorded pulse within the sampling window prior to calculating the phase (a change in τ is equivalent to a change in t w or t s ). Specifically, a procedure of circularly rotating the pulse to the left is applied so that the center of the pulse is shifted to the beginning of the sampling window [8] . The purpose of this procedure is to remove the rapid-changing component in the phase spectrum that is associated with the delay τ . After the shifting, the phases of the shifted pulses can be directly used in (16) without the need for time-offset compensation.
The dispersion determined by (16) has a unit of s/m, or the dimension of inverse of velocity. If we use a variable
, then the dispersion also can be expressed by the following dimensionless form:
where V 0 = V p (ω 0 ) is the phase velocity at the reference frequency. In deriving (17), a fact that |V 0 S| 1 is utilized. Equation (17) indicates that the two expressions in (16) and (17) differ from each other only by a scale factor V 0 .
By neglecting the attenuation of the water, the attenuation of the specimen can be determined from the amplitude spectra A w (ω) and A s (ω) [9] :
If the unit of L is cm, the unit of α in the above equation is Np/cm. By using the conversion 1 Np = 8.686 dB, α can also be expressed in dB/cm.
IV. Experimental Procedure and Results
Three specimens are used in this study. The first one is a cylindrical block of Plexiglas that has a diameter of 6.3 cm and a thickness (L) of 4.0 cm (the accuracy in determining L is not critical in this study (see Discussion). The second specimen is a layer of a special rubber compound (No. 35084, BFGoodrich Company, Brecksville, OH) that is used as an acoustic absorber due to its high attenuation and excellent impedance match with the water. The thickness (L) of the specimen is 1.28 cm. The third specimen is a cylindrical phantom made of castor oil (Catalog No: 25,985-3, Aldrich Chemical Company, Milwaukee, WI). To make the phantom, the two ends of a plastic tube (inner diameter = 7.6 cm, L = 5.5 cm) are sealed with thin polyethylene film (Glad Cling Wrap, First Brands Corp., Danbury, CT). While the inside of tube is being filled with castor oil, the entire phantom is gradually immersed into the water so that the hydraulic pressures on the two sides of the film are kept nearly equal. The transmitting transducer is Panametrics V309 (5.0 MHz, 13-mm aperture, Waltham, MA), which has a focal length of 8.9 cm. The receiving transducer is Panametrics V384 (3.5 MHz, 6.35-mm aperture) which is nonfocusing. The distance between the two transducers is 18 cm (far field placement) and the water temperature is 22
• C. The pulser/receiver used in the experiment is Panametrics 5052PR with the following settings: energy = 4, damping = 4, H. P. filter = 0.03 MHz. The amplified pulse is digitized by a SONY/TEK 390AD programmable digitizer that has a 10-bit resolution and a sampling frequency of 60 MHz. Each sampling window contains 1,024 samples. The sampled waveforms are averaged 20 times to improve the signal to noise ratio. In order to ensure the accuracy in attenuation and dispersion measurements, the gain and phase angle of the 5052PR receiver are calibrated between 0.5 MHz and 5 MHz at every increment of 0.5 MHz. The calibration is performed by connecting a sinusoidal signal to the input, then comparing the output signal with the input signal. The measured gains at the 10 discrete frequencies are fitted by a second order curve that is used to correct the amplitude spectra of the recorded pulses prior to calculating the attenuation. The phase of the amplifier is found to be quite linear with frequency. Accordingly, no phase correction is used in the calculation of the dispersion.
To determine the dispersion of the specimen, the phase spectrum of each recorded pulse, P w (t) or P s (t), is calculated using the following steps. First, the centroid of the pulse is calculated [8] . The pulse is then circularly shifted to the left so that the centroid is moved to the beginning of the sampling window. The samples originally on the left side of the centroid are wrapped around to the other end of the sampling window. The phase spectrum is then calculated using an FFT algorithm. Additional shift may be applied if the phase spectrum shows discontinuity within the frequency range of interest. Fig. 4 demonstrates the process of phase calculation using the pulses recorded from the castor oil specimen. The dashed line in Fig. 4(a) is the phase spectrum of P w (t) after its centroid was shifted to the beginning of the sampling window. The phase spectrum is continuous within the frequency range of interest (0.5 to 5 MHz) and no further shifting is needed. However, if we shift the pulse to the left by another two samples (each sample corresponds to 0.01667 µs), the change in phase spectrum will be further reduced, as shown by the solid line. However, the dashed line in Fig. 4(b) , which is the phase spectrum of P s (t) after its centroid was shifted to the beginning of the sampling window, shows a discontinuity around 4.2 MHz due to phase wrapping. To remove this discontinuity (necessary) and minimize the change in phase angle (not necessary), the pulse is further shifted to the left by seven samples, and the resultant phase spectrum is shown by the solid line in Fig. 4(b) .The difference of the two solid lines is plotted in Fig. 4(c) . The data shown in this curve are actually used in (16) to calculate the dispersion of the castor oil. Fig. 5 summarizes the results from the Plexiglas specimen. Fig. 5(a) plots the results of attenuation measurement. The circles represent the values calculated from the amplitude spectra of P w (t) and P s (t) using the formula [ln(A w /A s )]/L as shown in (18) with a unit conversion from Np/cm to dB/cm. Because the results show a good linear frequency dependence, the data are fitted with a straight line (solid line) and the two attenuation parame- ters are determined as y = 1 and α 0 = 0.94/(2π) dB/(cm radians MHz). Fig. 5(b) compares the measured and model predicted dispersions. The circles represent the measured dispersion using (16) . The solid line represents the dispersion predicted by the time-causal model and/or nearly local model using (4) with α 0 = 0.94/(2π), and the dashed line represents the dispersion predicted by the minimum phase model using (8) and (9) with f s = ω s /(2π) = 60 MHz, α 0 = 0.94/(2π), and y = 1. The reference frequency (f 0 = ω 0 /2π) is 2 MHz. The same reference frequency is used for the other two specimens. As seen in Fig. 5 , all three models almost predict identical dispersion that is also very close to the measured dispersion. We also may use Fig. 5(b) to express the relative change in phase velocity ∆V p /V 0 . According to (17) , this can be done by simply changing the scale of the ordinate of Fig. 5(b) by a factor of V 0 , which is 2753 m/s for the Plexiglas specimen (V 0 is measured by comparing the time-of-flight of the pulse with and without the specimen inserted between the transmitting and receiving transducers). The measured relative changes in phase velocity at the two ends are: ∆V p /V 0 ∼ = −0.38% at 0.5 MHz, and ∆V p /V 0 ∼ = 0.27% at 5 MHz. Fig. 6 summarizes the results from the rubber compound specimen. The measured attenuation shown in Fig. 6(a) is now fitted with a power curve, and the two parameters are determined as y = 1.38 and α 0 = 7.42/(2π) 1.38 . Fig. 6 (b) compares the measured dispersion (circles) with the dispersions predicted by the three models. The dispersions predicted by the time causal model using (5) and (7) and by the minimum phase model are almost identical, and are also very close to the measured dispersion. The dispersion produced by the nearly local mode using (5) and (6) slightly deviates from the measured dispersion. Using (17) and a measured V 0 = 1,569 m/s for the rubber compound, the measured relative changes in phase velocity are ∆V p /V 0 ∼ = −1.6% at 0.5 MHz, and ∆V p /V 0 ∼ = 1.6% at 4.5 MHz. The results from the castor oil are summarized in Fig. 7 . The two parameters determined from the attenuation measurement are: y = 1.67 and α 0 = 0.70/(2π) 1.67 . The dispersion predicted by the time-casual model and the minimum-phase model are close to each other, and closer to the measured dispersion. However, the dispersion predicted by the nearly local model is now significantly different from the measured values. Using (17) and V 0 = 1,511 m/s for castor oil, the measured relative changes in phase velocity are ∆V p /V 0 ∼ = −0.09% at 0.5 MHz, and ∆V p /V 0 ∼ = 0.12% at 5 MHz.
V. Discussion
We have experimentally compared the accuracy of three models in determining the dispersion from the locally mea- sured attenuation. In measuring the dispersion, a new technique is used that does not give the absolute phase velocity but optimizes the measurement of dispersion in two aspects. First, the technique requires recording only two pulse waveforms: one with and one without the specimen between the transmitting and receiving transducers. The only other variable to be measured is the thickness of the specimen. By eliminating the needs for measuring the sound velocity of the water (c w ) and the trigger delays of the sampling window (t w and t s ), the associated uncertainties in these measurements also are eliminated. Second, the new technique also eliminates the need for phase unwrapping and the associated ±m2π phase uncertainty [20] . In addition, by formulating the dispersion as shown in (16) rather than using the conventional formula [20] , the comparison among the three models becomes immune to the uncertainty in measuring the thickness of the spec- imen. This is because the dispersion in (16) and the attenuation in (18) are both proportional to 1/L. In fact, if we multiply the two sides of (5), (16) , and (18) 
(the same way that the speed of a runner is measured in the Olympics), the comparison among the three models can be made even without measuring L. In doing so, we would get exactly the same curves as plotted in Figs. 5 to 7, except for a difference in unit and a scale factor. Considering the fact that the magnitude of dispersion is extremely small, the above advantages make the new technique ideal for the study reported in this paper.
Several authors [21] , [22] have reported that the results of attenuation and phase velocity measurement using the ultrasonic spectroscopy technique may be pressureamplitude dependent and errors can be generated due to the nonlinear distortion. To minimize the error, Wu [22] recommended that effort should be made to keep a shock parameter σ ≤ 0.1 where σ is defined as:
where p 0 , ρ 0 , B/A, f , and x are, respectively, the pressure amplitude, density of the water, the nonlinearity parameter of the water, the center frequency of the incident ultrasonic pulse, and the axial distance from the transmitter. Instead of actually measuring the value of σ for the experiment conducted in this study, we systematically changed the value of σ by changing the two variables p 0 and x in (19) and observed the changes in the results of the attenuation and dispersion measurements. To change x, we moved the transmitting transducer to four different locations and kept the receiving transducer and the specimen fixed. To change p 0 , we changed the energy setting of 5052PR pulser/receiver from 4 to 2, which reduces the pulse energy delivered to the transducer from 94 µJ to 36 µJ. The attenuation and dispersion then were measured using the rubber compound specimen under the following eight settings: D = 12 cm, 15 cm, 18 cm, and 21 cm with two energy settings at each distance. The resultant eight attenuation curves are superposed in Fig. 8(a) , and the eight dispersion curves are superposed in Fig. 8(b) . These figures indicate that the measurement conditions used in this study do not evoke nonlinear distortion, and the results of attenuation and dispersion measurements are quite stable and should be reliable.
Results from this study verify the accuracy of the timecausal model proposed by Szabo [14] . For both linear and nonlinear attenuation, the time-causal model predicts the dispersion accurately. The dispersion determined by the nearly local model is exaggerated when the power index y is larger than one, and the degree of exaggeration increases as y is increased from 1.38 to 1.67, as shown in Figs. 6 and 7. This trend is in agreement with the curves shown in Fig. 1 . The above observation also agrees with an earlier report [17] in that the time-causal model is found more accurate than the nearly local model in predicting the wave shape change of an ultrasound pulse passing through a specimen. However, Lee et al. [9] measured the attenuation and dispersion of two specimens of polyurethane and reported a good agreement between the measured dispersion and the dispersion predicted by the nearly local model. The attenuation coefficients of the two specimens used in their experiment have a degree of nonlinearity (y = 1.707 and 1.668, respectively) which is similar to that of the castor oil specimen (y = 1.67) used in this study. With such a large value of y, the dispersion predicted by the nearly local model is significantly different from that predicted by the time-causal model, as shown in Fig. 1 . Based on the fact that these authors [9] only tested the nearly local model, a possible explanation for the apparent discrepancy between their results and the results reported in this study is that the technique used by these authors [9] may not be sensitive enough to signalize the deviation of the model prediction from the measured dispersion. With the improved accuracy and precision, the technique used in this study not only shows clear differences among the measured dispersion and the dispersions predicted by different models in the case of y = 1.67 (Fig. 7) , but also detects more subtle differences in the case of y = 1.38 (Fig. 6 ).
An interesting observation is that the dispersion predicted by the minimum phase model is very close to the prediction made by the time causal model. For the Plexiglas (y = 1) and rubber compound specimens (y = 1.38), the differences between the two models are almost imperceptible. For the castor oil specimen (y = 1.67), the minimum phase model slightly overpredicts the dispersion. It should be pointed out that the dispersion determined by (8) and (9) is dependent on the limit of integration ω s used for calculating the phase. In obtaining the results shown in Figs. 5, 6, and 7, a limit of integration f s = ω s /(2π) = 60 MHz was used. If the f s is increased from 60 to 90 MHz, 120 MHz, and then 150 MHz, the curve corresponding to the minimum phase model in Fig. 7 gradually moves toward the curve corresponding to the time-causal model. At 120 MHz, the distance between the two curves is more than halved. The curves in Figs. 5 and 6 also are further merged into the curves corresponding to the time-causal model. This observation suggests that the minimum-phase model may approach the timecausal model asymptotically when the limit of integration keeps increasing (in doing so, the Kuc's [12] discrete minimum-phase model approaches to the continuous time domain minimum-phase model proposed by Gurumurthy and Arthur [11] ). In Kuc's original paper, it was shown that the accuracy of the impulse response of a block of Plexiglas determined by the minimum-phase model gradually improves when the limit of integration is increased from 10 to 20 MHz, 50 MHz, and 100 MHz (Fig. 6 of ref. [12] ). By combining the Kuc's [12] observation and the results obtained in this study, we may reach the following conclusions. First, because the minimum-phase model and the time-causal model are derived independently, the fact that the results from the two models are in excellent agreement with each other (and also in excellent agreement with the experimental data) validates both models. Second, for attenuation obeying a power-law frequency dependence, the time-causal model is the choice for determining the dispersion from the attenuation because the minimum-phase model does not have a closed-form solution, and the computation of discrete Hilbert transform is very time consuming. Third, as stated previously, that, in theory, a causal but nonminimum phase transfer function cannot in general be written as the product of a minimum phase function and an all-pass function that also has a linear phase. The results from this study, however, suggest that a linear acoustic system, or at least for the three specimens used in this study, can indeed be modeled by a minimum-phase system cascaded with another system that produces a pure time delay.
A question may arise: if the dispersion can be determined accurately from the measured attenuation, is there still a need for measuring the dispersion? The answer is yes. First, using the technique presented in this paper, the measurement of the dispersion is as simple as the measurement of the attenuation. In fact, both the attenuation and dispersion can be determined by the same pair of recorded pulses. Second, because the measurements of attenuation and dispersion are two independent processes that the accuracy of each measurement is affected by difference factors, by measuring both the attenuation and dispersion, the accuracy of the overall measurement can be improved. Noticing that, for an attenuation having a power-law frequency dependence, the measurement of attenuation and dispersion reduces to the estimation of two parameters: α 0 and y. By measuring both attenuation and dispersion, the two parameters can be determined more accurately than by measuring the attenuation only. Finally, the timecausal model is only applied to a linear system. By measuring both the attenuation and dispersion, one may reveal possible nonlinearity of the underlying process. For example, in an experiment with highly porous cancellous bone, Droin et al. [23] reported a systematic deviation between the measured dispersion and the one predicted by the local form of the Kramers-Kronig relationship. The heterogeneity may have a profound effect on wave propagation, and mechanisms other than frequency dependent attenuation may have to be invoked to describe the dispersion in cancellous bone.
