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Resumo
Algoritmos de agrupamento estão comumente relacionados à aprendizagem não supervisi-
onada onde nenhum dado rotulado está disponível. No entanto, em muitas situações, uma
pequena quantidade de informação está disponível, essa informação pode ajudar a orientar
o processo de aprendizagem usando dados rotulados e não-rotulados, i.e., aprendizagem
semi-supervisionada. Nesta tese, nosso objetivo é resolver ambos tipos de problemas
com a ajuda de modelos generativos profundos os quais são modelos probabilísticos que
aprendem alguma estrutura oculta subjacente dos dados de forma não supervisionada.
Em primeiro lugar, visamos resolver o caso semi-supervisionado, propondo um mo-
delo para aprender uma representação latente da categoria-característica dos dados, que
é guiada por uma tarefa auxiliar semi-supervisionada. O objetivo desta tarefa auxiliar é
atribuir rótulos aos dados não rotulados e regularizar o espaço de características. Nosso
modelo é representado por uma versão modificada de um autoencoder variacional categó-
rico, i.e., um modelo generativo probabilístico que aproxima uma distribuição categórica
com inferência variacional. Nós nos beneficiamos da arquitetura do autoencoder para
aprender poderosas representações com redes neurais profundas de forma não supervisio-
nada e para otimizar o modelo com tarefas semi-supervisionadas. Derivamos uma função
de perda que integra o modelo probabilístico com nossa tarefa auxiliar para orientar o
processo de aprendizagem. Os resultados experimentais mostram a eficácia do nosso mé-
todo alcançando resultados competitivos em relação aos métodos do estado da arte usando
menos de 1% de exemplos rotulados no conjunto de dados MNIST, SVHN e NORB.
Por último, visamos resolver o caso não supervisionado, propondo um modelo para
aprender os agrupamentos e as representações dos nossos dados de uma maneira end-to-
end. Nosso modelo proposto é uma modificação do modelo generativo empilhado M1+M2
aplicado ao aprendizado semi-supervisionado, no qual, modelamos nossos agrupamentos
com a distribuição Gumbel-Softmax e consideramos o uso de um autoencoder determinís-
tico para aprender características latentes, evitando o problema de variáveis estocásticas
hierárquicas. Os resultados experimentais em três conjuntos de dados mostram a eficácia
do nosso modelo alcançando resultados competitivos com o estado da arte. Além disso,
mostramos que nosso modelo gera amostras realistas.
Abstract
Clustering algorithms are commonly related to unsupervised learning where no labeled
data is available. However, in many situations, a small amount of information is avail-
able, this information may help to guide the learning process by using both labeled and
unlabeled data, i.e. semi-supervised learning. In this thesis we aim to solve both type
of problems with the help of deep generative models which are probabilistic models that
learn some underlying hidden structure of the data in unsupervised way.
Firstly, we aim to solve the semi-supervised case by proposing a model to learn a
feature-category latent representation of the data, that is guided by a semi-supervised
auxiliary task. The goal of this auxiliary task is to assign labels to unlabeled data and
regularize the feature space. Our model is represented by a modified version of a Cate-
gorical Variational Autoencoder, i.e., a probabilistic generative model that approximates
a categorical distribution with variational inference. We benefit from the autoencoder’s
architecture to learn powerful representations with Deep Neural Networks in an unsuper-
vised way, and to optimize the model with semi-supervised tasks. We derived a loss func-
tion that integrates the probabilistic model with our auxiliary task to guide the learning
process. Experimental results show the effectiveness of our method achieving competitive
results against the state-of-the-art methods by using less than 1% of labeled examples on
the MNIST, SVHN and NORB datasets.
Lastly, we aim to solve the unsupervised case by proposing a model to learn both
clusters and representations of our data in an end-to-end manner. Our proposed model
is a modification of the stacked generative model M1+M2 applied to semi-supervised
learning, in which, we model our clusters with the Gumbel-Softmax distribution and we
consider the use of a deterministic autoencoder to learn latent features, avoiding the
problem of hierarchical stochastic variables. Experimental results on three datasets show
the effectiveness of our model achieving competitive results with the state-of-the-art.
Moreover, we show that our model generates realistic samples.
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Chapter 1
Introduction
Most of the recent advances in Machine Learning rely on supervised learning and availabil-
ity of labeled data. However, labeling data is a time consuming process that sometimes
requires the effort of a human expert and/or special devices. On the other hand, large
amounts of unlabeled data are available on different domains, and it is possible to obtain
them from the web, video cameras, laboratories, etc. Learning from this large amount
of data is possible due to unsupervised learning. The most common unsupervised learn-
ing method is clustering, which is widely used in different applications, with the goal of
finding hidden patterns or groupings within the data.
One of the problems when working with clustering is how to learn representations
for the data. Traditional clustering algorithms like k-means [60] and Gaussian mixture
models [12] (GMM) are commonly based on hand-crafted features, However, when the
dimensionality of these features is very high, the clustering becomes inefficient. This
problem can be solved by reducing the dimensionality of the data first and then apply the
clustering algorithm over the embedded data. In the last few years, Deep Neural Networks
(DNNs) have emerged with promising results for different machine learning tasks, DNNs
can help to learn good representations for the data. Normally, these representations can
be learned in a supervised way by performing classification [31, 46, 91] and subsequently
adopting the learned representations, or by extracting useful information from data in
an unsupervised way [21, 98]. However these approaches do not consider an end-to-end
learning framework, as they depend on learning the representations from data and then
using these representations for other tasks, e.g., clustering.
The second problem that arises is the representation of clusters. One of the goals of
unsupervised learning is to infer a function that allows us to explain the hidden structure
of the unlabeled data, when this function represents a probability distribution then this
process is known as density estimation. One of the methods to perform density esti-
mation over the data are Deep Generative Models [28, 45]. These models have become
popular due to their ability to learn distributions from data. By using Bayesian infer-
ence, researchers created probabilistic generative models which learned representations as
distributions of the data in an end-to-end manner. Therefore, the clusters can be repre-
sented by a probability distribution, such as a categorical distribution [39,61], or Mixture
of Gaussians [17,40].
Until now, we have talked about unsupervised clustering where only unlabeled data is
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used in the learning process. However, even if it is hard to obtain large amounts of labeled
data, sometimes a small amount of this data is available. By using both type of data, we
are able to improve the learning process, i.e., semi-supervised learning [44,59,73,80,101].
The goal of semi-supervised clustering is to find clusters or meaningful partitions with the
help of small amount of labeled data in the form of categories or constraints. The problems
aforementioned for unsupervised clustering are also present in the semi-supervised case.
In addition to that, we need to deal with the problem of how to learn jointly from labeled
and unlabeled data.
To address these problems, we propose a modification on a generative model that trans-
forms the data into a feature-category latent space and an end-to-end learning framework.
Our goal is to cluster the data by approximating it with a categorical distribution, thus
our model is based on a Categorical Variational Autoencoder [39]. Our learning frame-
work uses the generative process to improve the learning through the different phases of
our model, while regularizing the categories and the feature representations.
When small amount of labeled data is available, we use this data to input knowledge
about the existing clusters to the categorical latent variables, by transferring the infor-
mation of the labeled data into the unlabeled data through an auxiliary clustering task
during training.
1.1 Motivation
In many real world applications, it is relatively easy to acquire a large amount of unlabeled
data. For example, we have access to thousands of images, speech, audio, books, text and
videos, which are available on the web. However, most of this data does not have a label
that can help us to make predictions or find groupings. In order to obtain labels for this
data, it is required a slow human annotation process and/or expensive devices. Therefore,
being able to utilize the plentiful unlabeled data jointly with the scarce labeled data (if
available) is desired.
Clustering is a method that utilizes unlabeled data in order to find distinct groups such
that similar elements belong to the same group (unsupervised clustering). In addition
to that, this method can receive help from labeled data in the form of class labels or
constraints (semi-supervised clustering). In this work we focus on solving both type of
problems with generative models. The motivation of studying generative models is due
to the learning process, which models probability distributions in their latent space from
the data. Thus, we want to evaluate if the latent space of these models can be used
to represent clusters. Besides that, for the semi-supervised case we want to know if it
is possible to use auxiliary loss functions that jointly with the generative process aid to
improve the learning of clusters. Finally, for the unsupervised case we want to evidence
that we are able to perform clustering with simple generative models, i.e., models that
learn without the help of additional clustering algorithms or complex representations for
the latent space.
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1.2 Objectives
Our main goal is to jointly perform clustering and learn representations given a large
amount of unlabeled data and, if possible, a small amount of labeled data. We aim to
achieve it through the following specific objectives:
• evaluate the applicability of the latent space learned by deep generative models to
represent clusters;
• develop different loss functions to teach the neural network about clustering assign-
ments for the unlabeled data based on the knowledge given by the labeled data;
• extend simple generative models, applied in semi-supervised learning, for clustering;
• perform the learning process in an end-to-end manner, without the requirement of
layer-wise pretraining.
1.3 Contributions
The contributions we present in this work are specified according to the clustering problem.
For semi-supervised clustering our contributions are:
• a semi-supervised auxiliary task which aims to define the clustering assignment for
the unlabeled data that can be used in conjunction with the labeled data;
• a regularization on the feature representations of the data, by minimizing the inter-
cluster feature distances which helps to drive the learning process in this mixed
tasks; and
• a loss function to guide the learning process based on our auxiliary task taking
advantage of the generative model.
For unsupervised clustering our contributions are:
• a combination of deterministic and stochastic layers to solve the problem of hierar-
chical stochastic variables, allowing an end-to-end learning; and
• a simple deep generative model represented by the combination of a simple Gaussian
and a categorical distribution, without the requirement of clustering algorithms or
complex models.
1.4 Thesis Structure
The remainder of this thesis is organized as follows:
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Chapter 2 - Background: Starts giving a brief review about the basic concepts of
probabilistic Machine Learning, then we introduce the concept of neural networks,
giving a brief description of the most important networks and the importance of
the loss functions. After that, we explain probabilistic graphical models and how
they are applied in generative models. Finally, we provide a detailed explanation of
variational autoencoders and its categorical version.
Chapter 3 - Semi-supervised Clustering: Describes our proposed approach for
the semi-supervised problem where we introduce our probabilistic model and derive
different loss functions that will teach our model to learn about the assignments for
the unlabeled data and to regularize the embeddings of the feature representations.
This chapter is based on the publication of Arias and Ramírez [5], presented at the
Conference on Graphics, Patterns and Images (SIBGRAPI), 2017.
Chapter 4 - Unsupervised Clustering: Describes our proposed approach for the
unsupervised problem where we extend the stacked M1+M2 [44] generative model
applied to semi-supervised learning. We detailed the modifications we considered
and why these changes are important for training an end-to-end model in an unsu-
pervised way. This chapter is based on the publication of Arias and Ramírez [4],
presented at the Second Bayesian Deep Learning Workshop (NIPS), 2017.
Chapter 5 - Conclusion: Synthesizes our contributions, showing that deep gen-
erative models can perform clustering and learn representations from the data. We
also provide future works and improvements for the models and methods proposed
in this thesis.
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Chapter 2
Background
In this chapter we provide the background required to have a better understanding of
this thesis. We start by giving some concepts of Machine Learning from the probabilistic
point of view (Section 2.1). Probability Theory provides a framework for quantifying un-
certainty which is very important in machine learning tasks, for instance, maybe we want
to know: What is the best model for our data? What is the best prediction of the future
based on past data? What is the best cluster assignment for new data? etc. Jointly with
decision theory we can answer these questions based on the information available. In Sec-
tion 2.2 we introduce Artificial Neural Networks, these models allow us to learn complex
functions and are based on loss functions (Section 2.2.2), depending on the task we want
to solve, we can define a loss function that will guide the learning process. These models
gained further interest with the development of deep neural networks (Section 2.2.5) that
nowadays are commonly used in different application domains.
In Section 2.3 we give an overview about probabilistic graphical models that allow us
to represent graphically probability distributions of random variables and their depen-
dencies, this representation is very useful in generative models (Section 2.4), which are
the models we focus in this thesis. These models have the advantage to learn hidden
structure of the data through latent variables, we take advantage of this in our work.
Finally, in Section 2.5 we give a detailed explanation of Variational Autoencoders, which
are generative models that combine variational inference with neural networks to learn
probability distributions. The work proposed in this thesis is based on this generative
model, in addition to the vanilla Variational Autoencoder, we consider a modified version
of this model for categorical distributions (discrete variables), this variation can be seen
in Section 2.6.
2.1 Machine Learning
Machine Learning is the study of methods that create models learned from data to describe
or predict some task. These models can be parametric, where the number of parameters
is fixed, and non-parametric, where the model’s size often grows as it learns from more
data. In this thesis we explore parametric models. Machine Learning tasks are typically
classified in two categories:
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(a) Dataset probability distribution (b) Samples from the dataset distribution
Figure 2.1. Probabilistic model assumptions. (a) Image dataset follows an unknown probability dis-
tribution p∗(x). (b) Images from the dataset are samples from the unknown probability distribution,
x ∼ p∗(x).
• Supervised Learning: The model learns a mapping between the given inputs and
their outputs (labeled data). These outputs are given by a teacher who shows the
model what to do. Two common types of supervised learning are classification
(discrete outputs) and regression (continuous outputs).
• Unsupervised Learning: The model learns interesting hidden structure of the data
given only the inputs (unlabeled data). Therefore, there is no teacher that guide the
learning process. We have different types of unsupervised learning such as density
estimation, clustering and dimensionality reduction.
We have an in between which uses both type of data (labeled and unlabeled) called
semi-supervised learning. This type of learning can be used in classification and clustering.
In this thesis we focus on semi-supervised and unsupervised learning for clustering.
2.1.1 Probabilistic Modeling
In machine learning we are often interested in probabilistic models, these models include
random variables and probability distributions that are very useful when we try to make
a prediction of an unknown input because we can measure the degree of certainty of the
prediction before making a decision.
In probabilistic modeling we assume that our observed data x = {xi}Ni=1, e.g., an image
dataset of size N , follows a probability distribution p∗(x) that is unknown, cf. Fig. 2.1(a).
Furthermore, we assume that the observed variables xi, e.g., images in the dataset, are
drawn independently and are identically distributed from the same distribution p∗(x),
this is also known as the i.i.d. assumption, cf. Fig. 2.1(b).
The goal of the probabilistic model is to estimate the unknown probability distribu-
tion p∗(x), we can do that by approximating p∗(x) with a probability distribution pθ(x)
with parameters θ, we require to obtain the best parameters θ such that the probability
distribution of the model pθ(x), approximates the true probability distribution p∗(x),
pθ(x) ≈ p∗(x). (2.1)
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2.1.2 Maximum Likelihood Estimation
A common approach in Machine Learning to obtain the best parameters θ is the Maximum
Likelihood Estimation (MLE), where we consider the probability distribution of the model
as the probability of the data given the parameters, p(x|θ), this is also known as the
likelihood. Under the i.i.d. assumption the likelihood is a product over individual example
likelihoods: p(x|θ) =∏Ni=1 p(xi|θ). The maximum likelihood estimator for θ is:
θMLE = argmax
θ
p(x|θ) (2.2)
= argmax
θ
N∏
i=1
p(xi|θ), (2.3)
this estimation may result in underflow precision problems because we have the product
of probabilities. We can choose a more convenient way to represent this estimation. If
we take the logarithm of the likelihood then we can change the product into a sum, the
logarithm is monotonically increasing, thus it does not affect the argmax:
θMLE = argmax
θ
N∑
i=1
log p(xi|θ), (2.4)
in other works, MLE finds the parameters θ that maximize the probability that the model
will generate the data. An important property of MLE is that the best estimator can be
obtained if the number of examples tends to infinity, N → ∞. When the number of
examples is small, MLE is not always the best approach because we can overfit the data,
we can solve this problem by using regularization strategies such as weight decay. For
limited amount of data we have better approaches like Bayesian Inference.
2.1.3 Bayesian Inference
In the MLE approach we estimate a single value of θ, i.e., a point estimate, then we make
the predictions based on that estimate. MLE is a frequentist approach because we assume
that the true parameter θ is fixed and unknown. On the other hand, when we use Bayesian
inference, we estimate a probability distribution of θ given the data p(θ|x), this is known
as the posterior distribution. Unlike frequentist approaches, Bayesian statistics consider
the true θ to be uncertain and unknown, thus θ is represented as a random variable.
Now that we have two random variables, i.e., the data and the parameters, we model
the joint probability distribution p(x, θ) = p(x|θ)p(θ). The joint probability is the product
of the likelihood p(x|θ) and a prior probability distribution p(θ), the prior encodes our
“prior beliefs” about the parameters and is defined before observing the data. We are
interested in the posterior distribution p(θ|x), i.e., our beliefs about the parameters after
observing the data. In general, the posterior distribution can be inferred using Bayes’
theorem:
p(θ|x) = p(x, θ)∫
p(x, θ)dθ
=
p(x|θ)p(θ)
p(x)
, (2.5)
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where p(x) is known as the evidence, normalizing constant or marginal likelihood.
We can make a prediction using all possible values of θ. For example, we want to
predict the probability distribution of a new example xnew given the observed data:
p(xnew|x) =
∫
p(xnew|θ)p(θ|x)dθ, (2.6)
= Ep(θ|x)
[
p (xnew|θ)
]
. (2.7)
Note that we prefer to express the sum over the parameter space (2.6) as its expec-
tation (2.7), instead. That is, in order to make a new prediction, we require to average
over the posterior distribution.
For real world problem domains, applying Bayes’ theorem exactly is impractical due to
the integrals or summations over large space of parameters. However, we can find approx-
imations of the posterior, avoiding these intractable computations, some methods include
Laplace’s approximation [88], Variational Inference [41], Expectation Propagation [66]
and Markov Chain Monte Carlo [64].
We have shown an application of Bayesian inference for parameter estimation, in
Section 2.4.4 we will see the use of Bayesian inference for latent variable models, which is
of great importance in generative models.
2.1.4 Maximum A Posteriori Estimation
The Maximum A Posteriori Estimation (MAP) is a point estimate version of the Bayesian
approach, and the reason we use this estimation is because of the intractable integrals,
a point estimate offers a tractable approximation. MAP is a regularized version of the
MLE, where we include the prior probability distribution of the parameters p(θ), it can
be obtained by maximizing the posterior distribution of the parameters p(θ|x):
θMAP = argmax
θ
p(θ|x) (2.8)
= argmax
θ
p(x|θ)p(θ) (2.9)
= argmax
θ
{log p(x|θ) + log p(θ)}, (2.10)
where the former term is the log-likelihood term, and the latter is the prior distribution
that acts as a regularization term.
In this section we have reviewed some important concepts of machine learning and
probabilistic modeling, in the next section we focus on one of the most important methods
commonly used in supervised learning called Artificial Neural Networks. This method will
allows us to find different parameters θ by performing maximum likelihood through the
use of stochastic gradient descent.
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2.2 Artificial Neural Networks
Artificial Neural Networks (ANNs) emerged from a supervised algorithm called the per-
ceptron [75]. The perceptron is a binary linear classifier that makes decisions based on
the combination of a set of weights w with the inputs x added to a bias b:
y = f(x) = ø(w · x+ b), (2.11)
where ø is called the activation function, w · x is the dot product between the weights
and inputs, and y is the scalar output, the perceptron uses the activation function called
Heaviside step function or unit step function that produces binary outputs. If we consider
the activation function to be a sigmoid function then we get a continuous output, this is
very useful especially when we require to calculate gradients of a function. Furthermore, a
perceptron with a sigmoid activation function is identical to the logistic regression model.
2.2.1 Multi-layer Perceptron
A Multi-layer Perceptron (MLP) is a combination of multiple perceptrons that are orga-
nized into layers. The goal of this network is to approximate functions. For example, in
classification we are given some inputs x and outputs y associated to the inputs, i.e., we
have an unknown function f ∗ that maps x to y, i.e., y = f ∗(x). With a MLP we estimate
a mapping y = fθ(x) with parameters θ and we learn the parameters θ that results in
the best approximation. In neural networks the parameters θ are given by a matrix of
weights W and a vector of bias b, thus we have:
y = f(x) = ø(Wx+ b), (2.12)
where y is the output vector and ø is an activation function. These models are also
called feedforward because the information flows in one direction, there are no feedback
connections. When we extend the feedforward network with feedback connections, we
obtain a recurrent neural network [34].
We stated that a MLP contains multiple perceptrons organized in layers, this means
that we can approximate not only a single function (one layer) but a composition of
functions (multiple layers). For example, we might have a composition of three functions
f1, f2, f3 that define the mapping y = f3(f2(f1(x))). In this case f1 is called the input
layer, f2 is called a hidden layer and f3 is called the output layer. The number of layers
define the depth of the network. Typically the activation functions of the hidden layers
are nonlinear, thus we can use hyperbolic tangent (tanh), sigmoid function, rectified linear
unit (ReLU), etc.
2.2.2 Loss Function
Loss functions are very important in neural networks, these functions measure the per-
formance of the model and guide the learning process. We can define any type of loss
function that can be applied to the outputs of the network, intermediate layers, embed-
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dings that the network is learning, etc. The main requirement is that the loss function
has to be differentiable. For example, in the classification problem, we require to define
a loss function that compares the true output y with the prediction obtained from the
network yˆ. A possible choice is the mean square error (MSE) given by:
LMSE = 1
N
N∑
i=1
(yi − yˆi)2, (2.13)
where N is the number of examples, this loss penalizes wrong assignments. Our goal
is to minimize this loss, thus the neural network has to improve its parameters in a
way that reduces the error. As explained in Section 2.1.2, it is possible to use maximum
likelihood estimation to obtain the best parameters, in that case we define the classification
problem with the conditional probability distribution p(y|x). Therefore, the MLE for the
conditional, assuming i.i.d. data, is given by:
θMLE = argmax
θ
pθ(y|x) (2.14)
= argmax
θ
N∏
i=1
pθ(yi|xi) (2.15)
= argmax
θ
N∑
i=1
log pθ(yi|xi), (2.16)
we want to minimize the loss, thus we can consider the negative of the log-likelihood and
minimize the loss:
L(θ) = − 1
N
N∑
i=1
log pθ(yi|xi), (2.17)
minimizing the loss is equivalent as maximizing the log-likelihood, that is
argmax
θ
(log pθ(y|x)) ≡ argmin
θ
(− log pθ(y|x)) . (2.18)
Depending on the form of log pθ(y|x) we can obtain different loss functions. For binary
classification, the likelihood can be a Bernoulli distribution, B, parameterized by a sigmoid
activation function, ø,
pθ(y|x) = B(f(x)) = B(ø(Wx+ b)), (2.19)
where the maximum likelihood of a Bernoulli distribution leads to the binary cross-entropy
(BCE) loss, defined by
LBCE = − 1
N
N∑
i=1
yi log f(xi) + (1− yi) log(1− f(xi)). (2.20)
For multi-class classification, the likelihood can be a Categorical distribution, Cat , pa-
rameterized by a softmax activation function, ø,
pθ(y|x) = Cat(f(x)) = Cat(ø (Wx+ b)), (2.21)
CHAPTER 2. BACKGROUND 24
where the maximum likelihood of a Categorical distribution leads to the cross-entropy
loss (CE), which is a generalization of the BCE loss:
LCE = − 1
N
N∑
i=1
yi log f(xi). (2.22)
The loss defined in (2.13) can be obtained by using a Gaussian distribution, N , parame-
terized by a linear activation function,
pθ(y|x) = N (f(x), σ2) = N (Wx+ b, σ2), (2.23)
where the mean is given by the model and the variance is a constant.
We have seen loss functions for classification, however we can define a loss function
depending on the problem. For example, for semantic segmentation we have the Dice
coefficient loss [65], for face recognition we have the Triplet loss [81], for clustering we
have the k-means loss [105], etc. In Chapter 3 we propose different loss functions for the
semi-supervised clustering problem.
2.2.3 Optimization
In the previous section we have seen different loss functions that we require to optimize.
In general for different machine learning algorithms we can perform the optimization by
calculating the gradient of the loss function w.r.t. the parameters, ∇θL(θ), and set this
gradient equal to 0, i.e., ∇θL(θ) = 0. However, in non-linear algorithms we cannot use
that approach because we cannot find a close form solution, this is the case of neural
network where instead we use an iterative optimization method.
One of the simplest iterative optimization algorithms is gradient descent. This algo-
rithm finds a local minimum of a function by taking small steps in the direction defined
by the gradient ∇θL(θ). Iteratively at each epoch, it updates the parameters following
the rule:
θt+1 = θt − η∇θL(θ), (2.24)
where η is the learning rate that controls the size of the step. The main problem with this
approach is that at each epoch it calculates the gradient of all the data at once, therefore
if we have a large amount of data, this algorithm can be very inefficient. A variation of
this algorithm called stochastic gradient descent which solves this problem by using small
mini batches of the data following the rule:
θt+1 = θt − η∇θ
∑
i∈S
log pθ(xi), (2.25)
where S is a random set of the data. We have more optimization algorithms which include
improvements to stochastic gradient descent such as momentum, Nesterov momentum [89]
and adaptive learning rate methods such as AdaGrad [22], RMSProp [32] and Adam [43].
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2.2.4 Backpropagation Algorithm
As aforementioned, in order to optimize the parameters of the network we require to
calculate the gradient of the loss function ∇θL(θ), backpropagation [76] is an algorithm
that allows to compute gradients in an efficient way.
When we use the feedforward network, we provide the initial information to the net-
work through the input x and propagate the information to the hidden layers, finally we
produce a result yˆ with the output layer. We call this process the forward propagation.
Once we have the prediction of the network, we define a loss function to measure the
performance of the model. In order to let the network know about the errors of the cur-
rent state, we require to perform a backward propagation. The backpropagation algorithm
allows to do that by using the chain rule of calculus:
∂L
∂θ
=
∂L
∂o
∂o
∂i
∂i
∂θ
, (2.26)
where the first term is the derivative of the loss function w.r.t. the output layer, the
second term is the derivative of the output layer w.r.t. the input layer and the last term
is the derivative of the input layer w.r.t. the parameters. Depending on the number of
neurons and layers, we will require to compute the gradients w.r.t. all the parameters of
the network, i.e., all weights w and biases b, following the principle of the chain rule.1
2.2.5 Deep Neural Networks
Deep Neural Networks (DNN) are ANNs with multiple hidden layers, networks with one
hidden layer are called shallow networks. DNNs are mostly used for learning represen-
tations and features directly from the input data, unlike traditional machine learning
techniques that require hand-crafted features as the input of the model. They use several
hidden layers to represent a hierarchy of features where higher levels of the hierarchy are
formed by the composition of lower level features.
The main problem with these networks is the amount of computational resources it
requires. Additionally, due to the chain rule we can have products of very small gradients
(vanishing problem) or very large gradients (exploding problem). The first networks that
were able to train with multiple layers were the Deep Belief Network [33] (DBN) and
the Deep Boltzmann Machine [79] (DBM), DBN and DBM are generative models being
the former a hybrid graphical model and the latter an undirected graphical model, these
networks are based on Restricted Boltzmann Machines [85] trained in a greedy layer-wise
manner, requiring pre-training.
Nowadays, one of the most successful deep neural networks for computer vision is the
convolutional neural network [25,50] (CNN). A convolutional neural network is a special
case of MLPs where instead of using the product between the weights and the data,
it considers the convolution operation commonly used in image processing, therefore it
is applied to data that has a grid-like topology. The kernels or filters that define the
convolution are considered the weights of the network, which are typically of small size,
1More details about backpropagation can be found in the books of GoodFellow et al. [27] and
Bishop [12].
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Figure 2.2. Representation of an autoencoder: the encoder receives an input data x and learns a feature
representation h, the decoder receives the feature representation h and learns to reconstruct the input
data, resulting in a reconstructed image x˜.
applying the same kernel to different parts of the image is called weight sharing and the
result is called a feature map. All this process is carried out by a convolutional layer.
Other type of layer is the pooling layer, the main purpose of this layer is to merge similar
features into one by using a max, average or sum operation between the kernel and the
image, this results in a down-sampled version of the previous layer. Finally, in order to
map the high-level spatial representations into a lower dimensional global representation,
a common technique is the use of fully connected layers, which are represented by MLPs.
The first CNN was LeNet-5 [50] (7 layers) proposed in 1998. However, it was until 2012
that these networks showed their real potential. In the ImageNet [77] competition of that
year, a CNN called AlexNet [46] (8 layers) outperformed all the state-of-the-art methods,
which were based on hand-crafted features. In the following years, deeper architectures
were proposed such as VGG [84] (19 layers), GoogleNet [91] (22 layers), ResNet [31] (152
layers) and DenseNet [36] (more than 180 layers). Nowadays we are able to use deep
networks because we can execute them in Graphics Processing Units (GPUs) instead of
CPUs.
2.2.6 Autoencoder
An autoencoder (AE) is a neural network that allows us to learn feature representations
in an unsupervised way. As shown in Figure 2.2, the network consists of two parts: an
encoder network which learns a hidden variable h given an input x, i.e., h = f(x), and
a decoder network which learns to reconstruct the input from the hidden variable, i.e.,
x˜ = g(h). Typically the hidden variable has lower dimensionality than the input and is
commonly used as the feature representation of the data.
The network tries to minimize the reconstruction loss depending on the type of data,
for continuous data we can use the MSE (2.13) and for binary data, we can use the
BCE (2.20). The encoder and decoder can be represented by different types of neural
networks. For example, if we use only convolutional layers then we have a Fully Convolu-
tional Neural Network [83] (FCN) commonly applied to semantic segmentation. If we use
recurrent neural networks then we have a Sequence-To-Sequence [90] model, commonly
applied to machine translation.
CHAPTER 2. BACKGROUND 27
(a) Directed Graphical Model (b) Undirected Graphical Model (c) Hybrid Graphical Model
Figure 2.3. Probabilistic Graphical Models. Each node represents a random variable and the edges
represent probabilistic dependencies.
In this section we have seen how (deep) neural networks can approximate complex
functions and use loss functions to guide the learning process. The hidden layers of these
networks do not require a prior knowledge and because of that we do not know exactly
what these networks are learning in their intermediate layers. In the next section we
introduce models that allow us to incorporate prior knowledge, these models are called
graphical models which describe probabilistic relationship between random variables. We
will see how these two methods are not mutually exclusive and can work together (see
Section 2.5).
2.3 Probabilistic Graphical Models
Probabilistic Graphical Models (PGM) are graphical representations of probability dis-
tributions. PGMs are represented by a graph, where each node in the graph is a random
variable and the edges represent probabilistic dependencies between the random variables,
cf. Fig. 2.3. This graph defines the joint probability distribution that can be decomposed
into a products of factors (subset of random variables).
We have two types of graphical models, depending on the directionality of the graph:
• Bayesian Networks, also known as Directed Graphical Models, cf. Fig. 2.3(a). They
express causal relationships between variables.
• Markov Random Fields, also known as Undirected Graphical Models, cf. Fig. 2.3(b).
They express soft constraints between variables.
Moreover, we have a type called Hybrid Graphical Model that combines both directed and
undirected graphical models, cf. Fig. 2.3(c). An example of this model is the Deep Belief
Network [33]. In this thesis we work with Bayesian networks to represent our generative
models.
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2.3.1 Bayesian Networks
Bayesian Network are directed graphical models where all the random variables are or-
ganized topologically in a directed acyclic graph (DAG). The graph represents the joint
probability distribution of all the random variables. In Figure 2.3(a) we have a Bayesian
network with random variables x1, x2, x3, x4. We can obtain the joint probability distribu-
tion p(x1, x2, x3, x4) by considering the product of conditional distributions of the random
variables. According to the graph, x4 is conditioned on x1 and x3, i.e., p(x4|x1, x3), in
the same way, x3 is conditioned on x1 and x2, i.e., p(x3|x1, x2), finally x1 and x2 are not
conditioned on other random variables, i.e., p(x1) and p(x2) respectively. Therefore, the
joint probability is given by:
p(x1, x2, x3, x4) = p(x4|x1, x3)p(x3|x1, x2)p(x1)p(x2), (2.27)
we can generalize this formulation for a graph with K nodes:
p(x) =
K∏
k=1
p(xk|pak), (2.28)
where pak defines the set of variables that are the parents of the variable xk. Here we say
that pak is a parent of xk, if xk is conditioned on pak.
2.3.2 Ancestral Sampling
Ancestral Sampling is a method that allows to sample from the joint probability distribu-
tion of a Bayesian network. The sampling process is based on the topological order of the
graph. We start the sampling process with variables that do not have parents, then we
continue with the next set of variables conditioned on their parents, which have already
been sampled. For example, according to the graph of Figure 2.3(a), we start the sampling
process with the priors, i.e., x1 ∼ p(x1) and x2 ∼ p(x2), then we follow the topological
order of the graph and sample from the conditional of x3, i.e., x3 ∼ p(x3|x1, x2), finally we
sample from x4, i.e., x4 ∼ p(x4|x1, x3). This sampling method is very useful in generative
models.
2.4 Generative Models
Generative models are probabilistic models whose goal is to generate new samples from
an approximation pθ(x) of the true probability distribution p∗(x). Unlike discriminative
models that learn the distribution directly, generative models learn underlying hidden
structure from the data through latent variables. Thus, generative models estimate the
joint probability distribution of the latent variables and the observable variables. We
have seen in Section 2.3.1 that Bayesian networks provide a graphical representation that
defines the joint probability distribution. Therefore, we can represent generative models
by using Bayesian networks.
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(a) Generative Model (b) Inference Model
Figure 2.4. Graphical models representing (a) the generative process of an image given a set of latent
variables (object, position and orientation) and (b) the inference process of the latent variables given the
observed image.
2.4.1 Latent Variable Models
Latent Variable Models are models that relate observable variables to latent variables.
Latent variables are random variables that are hidden or unobserved, thus they are not
part of the data but are part of the model. Latent variables are used to represent complex
distributions over the observed variables from a model comprised of simpler distributions.
In Figure 2.4(a), we have a generative model that consists of four random variables: one
observed (Image) and three latent (Object, Position and Orientation). We consider the
abbreviated names for simplicity: Image (Im), Object (Ob), Position (Po) and Orienta-
tion (Or). The joint probability distribution of this model is given by:
p(Im,Ob, Po,Or) = p(Im|Ob, Po,Or)p(Ob)p(Po)p(Or), (2.29)
we can generate a new image by using ancestral sampling (see Section 2.3.2). To do
this, we first sample an object, Ob ∼ p(Ob), position, Po ∼ p(Po), and orientation,
Or ∼ p(Or), then we can sample an image from the conditional distribution, Im ∼
p(Im|Ob, Po,Or).
In a general formulation, we denote z as the latent variable and x as the sample we
want to generate. As stated before, our final goal is to find the approximation pθ(x).
The problem of finding this approximation is also known as density estimation. We can
estimate the probability density explicitly or implicitly based on the latent variable z.
2.4.2 Explicit Density Estimation
Explicit Density Estimation models the distribution pθ(x) directly by the principle of max-
imum likelihood estimation (see Section 2.1.2) such that we can generate samples from
this approximation. Estimating the density explicitly may be computationally tractable
or intractable. Tractable explicit models are highly effective because they can use opti-
mization algorithms directly on the log-likelihood of the input data; however, their family
of models is limited and their generation process is slow. Models that lie in this cate-
gory are the fully visible belief networks, which do not require the use of latent variables,
such as: NADE [49], MADE [26], PixelRNN [96], and PixelCNN [95], and nonlinear ICA
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models, which require a differentiable invertible function over the latent variables. On the
other hand, intractable explicit models use approximations to maximize the likelihood.
These approximations can be performed deterministically, most of them are based on
variational methods such as Variational Autoencoders [45,74], or stochastically which are
based on Markov Chain Monte Carlo methods such as Boltzmann Machines [1, 24].
2.4.3 Implicit Density Estimation
Unlike explicit density estimation that requires to model the probability density pθ(x) in
order to generate new samples, implicit density estimation does not require to model this
density directly. The estimation of the density is based on the use of samples from the true
distribution p∗(x), which we have as part of the input data, and the model distribution
pθ(x), which initially can be very noisy because we obtain them by transforming samples
from the noisy distribution p(z) into samples from pθ(x|z). Thus, we can use methods that
compare these set of samples to drive learning. We can test whether the true distribution
p∗(x) and the model distribution pθ(x) are equal by estimating the density difference,
rθ(x) = p
∗(x)− pθ(x), or the density ratio, rθ(x) = p∗(x)/pθ(x). Therefore, by estimating
this difference/ratio directly and exploiting the knowledge of the probabilities involved,
we do not require to compute the marginal likelihoods. There are four approaches to
solve this problem: class-probability matching, divergence matching, ratio matching and
moment matching. A further explanation of these approaches can be found at the work of
Mohamed et al. [68]. Some of the models that belong to this class of density estimation are
Generative Adversarial Networks [28] and Generative Moment Matching Networks [56].
This class of density estimation is commonly used when the goal is to generate samples
of good quality.
In this theses we are not worried about the quality of generated samples but to per-
form clustering based on the latent space learned by the model. Thus, we estimate the
density explicitly and we based on deterministic approximations of intractable models
due to its efficiency in comparison with other models, therefore we will require to infer
the probability distribution over the latent variables z from the observable variables x
through an inference model.
2.4.4 Inference Model
In the example shown in Section 2.4.1 in order to generate a new image, we required
to sample from the probability distributions of the latent variables, i.e., Ob ∼ p(Ob),
Po ∼ p(Po) and Or ∼ p(Or). However, these variables are not part of the data, thus we
require to infer them from the data. We can do this by using an inference model, which is
given by the inverse of the generative model, see Fig. 2.4(b). According to the inference
model, we require to infer the posterior distribution p(Ob, Po,Or|Im), we can do this by
using Bayes’ theorem:
p(Ob, Po,Or|Im) = p(Im|Ob, Po,Or)p(Ob)p(Po)p(Or)
p(Im)
. (2.30)
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(a) Samples from the unknown dataset distri-
bution
(b) Samples from the approximated dataset
distribution
Figure 2.5. Probabilistic model assumptions for labeled data. (a) Images with classes are samples from
the true joint probability distribution, (x, c) ∼ p∗(x, c). (b) Images with classes are generated from the
approximate joint probability distribution, (x, c) ∼ pθ(x, c).
As stated in Section 2.1.3, Bayesian inference becomes impractical because of the
integrals over the large space of the latent variables, we can see this problem when we
calculate the evidence or marginal likelihood. The marginal likelihood p(Im) is obtained
through the marginalization of the latent variables:
p(Im) =
∫ ∫ ∫
p(Im|Ob, Po,Or)p(Ob)p(Po)p(Or) dOb dPo dOr, (2.31)
calculating these integrals is intractable because there is no analytic solution or efficient
estimator. An intractable marginal likelihood p(Im) leads to an intractable posterior dis-
tribution p(Ob, Po,Or|Im). A solution to this problem is to approximate the intractable
posterior with approximate inference methods. We will see in Section 2.5 the application
of Variational Inference to infer an approximation for the posterior.
2.4.5 Difference with Discriminative Models
In Section 2.1.1 we made assumptions about a random variable x that represents our
observed data, we can consider the same assumptions for the case of data with classes or
categories, i.e., supervised learning, where we have two observed variables (x, c), e.g., im-
ages and classes, that we consider as random samples from the unknown joint probability
distribution p∗(x, c), see Fig. 2.5(a). Like we did before, we require to approximate the
true probability distribution with an approximation pθ(x, c) by finding the best parame-
ters θ. Once we obtain the best approximation, we expect the samples drawn from this
distribution to be similar to the original ones, see Fig. 2.5(b).
For discriminative models, such as regression and classification, we are not interested
in the joint probability distribution p∗(x, c), but in the conditional distribution p∗(c|x).
Like in generative models, an approximation pθ(c|x) is chosen and optimized to be close
to the unknown conditional distribution:
pθ(c|x) ≈ p∗(c|x), (2.32)
a common example of these models is image classification, where x is an input image
and c is the class of the image that we would like to predict. In that case pθ(c|x) is
typically a categorical distribution. One way to parameterize this conditional distribution
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(a) Generative Model (b) Discriminative Model
Figure 2.6. Generative and Discriminative Learning. (a) Generative algorithms model the distribution
of individual classes, i.e., pθ(x, c). (b) Discriminative algorithms learn the decision boundary between
classes, i.e., pθ(c|x).
is by using neural networks (see Section 2.2), jointly with stochastic gradient descent (see
Section 2.2.3) it is possible to find a good approximation. However, there are different
discriminative algorithms that can be used such as SVMs, Logistic Regression, etc.
For generative models it is possible to infer the conditional distribution pθ(c|x) by
using Bayes’ theorem:
pθ(c|x) = pθ(x, c)∑K
k=1 pθ(x, ck)
=
pθ(x|c)pθ(c)
pθ(x)
. (2.33)
For the supervised learning task, we can calculate the joint probability pθ(x, c) easily be-
cause both variables are observed, unlike latent variable models which require an inference
model. In the end we have to make a decision about the class assignation for image x,
typically we assign x to the class with the greatest posterior pθ(c|x). This approach is
commonly used by the Naive Bayes classifier and Latent Dirichlet Allocation [13] (LDA),
which are supervised generative models. In practice Ng et al. [71] showed that discrimi-
native models have better performance than generative models for classification because
they can obtain the posterior directly. However, we gain a little understanding about the
data.
Figure 2.6(a) shows how generative models work, they model the distribution of indi-
vidual classes by learning the joint probability distribution pθ(x, c). Unlike these models,
discriminative models learn the decision boundary between the classes, they learn the
conditional pθ(c|x) directly, see Fig. 2.6(b).
In this section we presented an overview about generative models and specified the
class of generative models we will be based on. In the next section we introduce Variational
Autoencoders which are generative models that connect autoencoders and latent variable
models.
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(a) Inference Model (b) Generative Model
Figure 2.7. Probabilistic Model of the Variational Autoencoder. (a) Inference model that approximates
the intractable posterior pθ(z|x) with a variational approximation qφ(z|x). (b) Generative model that
generates new examples by sampling from a prior distribution z ∼ p(z) and then from the likelihood
x ∼ pθ(x|z). (Deterministic nodes are colored yellow and stochastic nodes are colored blue.)
2.5 Variational Autoencoder
Variational Autoencoders [45,74] (VAEs) are generative models that link neural network
autoencoders with Variational Inference. The main difference between AEs and VAEs is
that the former learns a deterministic latent variable and the latter learns a stochastic
latent variable, i.e., it learns a probability distribution from the data.
The generative model is specified by the joint probability distribution of the latent
variable z and the observable variable x, i.e., pθ(x, z) = pθ(x|z)p(z). Figure 2.7(b) shows
the probabilistic generative model from which we can generate new examples by first
sampling from the prior, z ∼ p(z), and then sampling from the likelihood, x ∼ pθ(x|z).
As explained in Section 2.4.4, we require to infer the probability distribution of the
latent variable z given the observable variable x, i.e., we require to infer the posterior
pθ(z|x), cf. Fig 2.7(a). This posterior is intractable because the marginal likelihood,
pθ(x) =
∫
pθ(x|z)pθ(z)dz, is difficult to compute due to the integral w.r.t. the latent
variable z. However, we can approximate the intractable posterior with a tractable one
by using Variational Inference [41,100]. The key idea of Variational Inference is to convert
the inference problem into an optimization problem.
2.5.1 Evidence Lower Bound
In Variational Inference, we specify a family of tractable distributions qφ(z|x). The vari-
ational parameter φ determines a candidate approximation of the intractable posterior.
We can use the Kullback–Leibler (KL) divergence to measure the similarity between a
candidate and the intractable posterior (see Fig. 2.8). Our goal is to find the best vari-
ational parameters φ such that our approximation qφ(z|x) is as close as possible to the
intractable posterior pθ(z|x), i.e., qφ(z|x) ≈ pθ(z|x), we can do that by minimizing the
Kullback–Leibler (KL) divergence of our approximation qφ(z|x) from the true posterior
pθ(z|x),
φ∗ = argmin
φ
{
KL(qφ(z|x) ‖ pθ(z|x))
}
, (2.34)
however, it is not possible to solve this optimization problem directly because we will
require to compute the evidence log pθ(x) which is intractable. To see this problem, we
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Figure 2.8. Variational Inference. Given a family of tractable distributions qφ(z|x) and an intractable
posterior pθ(z|x), we optimize the variational parameters φ such that qφ(z|x) is as close as possible to
the posterior pθ(z|x), the closeness is measured in terms of the KL divergence.
calculate the KL divergence as follows,
KL(qφ(z|x) ‖ pθ(z|x)) =
∫
z
qφ(z|x) log qφ(z|x)
pθ(z|x) (2.35)
= Eqφ(z|x)
[
log
qφ(z|x)
pθ(z|x)
]
(2.36)
= Eqφ(z|x) [log qφ(z|x)− log pθ(x, z)] + log pθ(x) (2.37)
= −Eqφ(z|x) [log pθ(x, z)− log qφ(z|x)] + log pθ(x), (2.38)
this reveals the dependence on the evidence log pθ(x). Thus, we require to optimize an
alternative objective that is equivalent to (2.34). In order to obtain this objetive, we
reorder the terms of (2.38),
log pθ(x) = Eqφ(z|x) [log pθ(x, z)− log qφ(z|x)] + KL(qφ(z|x) ‖ pθ(z|x))), (2.39)
= L(θ, φ) +K(θ, φ), (2.40)
where the expectation and the KL divergence correspond to L and K, respectively, such
that the first term, L, is the variational lower bound also called evidence lower bound
(ELBO), and the second term, K, is the initial KL divergence that we want to minimize.
An important property of the KL divergence is the non-negativity, that is why this term
is greater or equal to zero, K ≥ 0. If zero, then qφ(z|x) is equal to the true posterior
distribution pθ(z|x). Due to the non-negativity of the KL divergence, the ELBO is a
lower bound of the log-likelihood of the data,
log pθ(x) ≥ L(θ, φ). (2.41)
We can conclude that by maximizing the ELBO with respect to φ and θ will approx-
imately maximize the log-likelihood pθ(x) meaning that our generative model improves.
Furthermore, maximizing the ELBO will minimize the KL divergence of the approxima-
tion qφ(z|x) from the true posterior pθ(z|x).
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We can rewrite the ELBO as a sum of the expected log-likelihood of the data and the
KL divergence between the prior pθ(z) and our approximation qφ(z|x),
L(θ, φ) = Eqφ(z|x) [log pθ(x, z)− log qφ(z|x)] , (2.42)
= Eqφ(z|x) [log pθ(x|z) + log pθ(z)− log qφ(z|x)] , (2.43)
= Eqφ(z|x) [log pθ(x|z)]− Eqφ(z|x)
[
log
qφ(z|x)
pθ(z)
]
, (2.44)
= Eqφ(z|x) [log pθ(x|z)]−KL(qφ(z|x) ‖ pθ(z)). (2.45)
Now that we have obtained an objective that we aim to optimize, we need to define the
probability distributions involved in it. A common choice for the approximation qφ(z|x)
is a multivariate Gaussian distribution:
qφ(z|x) = N (z|µφ(x), σ2φ(x)), (2.46)
where µ is the mean and σ2 the diagonal of the covariance matrix that parameterize the
Gaussian distribution. Note that we only consider the diagonal covariance for simplicity
and we will refer to it as variance. For this representation, it is common to consider the
prior over the latent variables as an isotropic standard Gaussian [45,74],
p(z) = N (z|0, I), (2.47)
however, we can use other type of priors like Gaussian mixture models [17, 40]. In Sec-
tion 2.6 we introduce the Categorical Variational Autoencoder which models the approxi-
mation qφ(z|x) with a categorical distribution. Finally, the likelihood pθ(x|z) that defines
the probability distribution of the data can also be a Gaussian,
pθ(x|z) = N (x|µθ(z), σ2θ(z)), (2.48)
where µ is the mean and σ2 is the variance. Note that this likelihood is not required to
be a Gaussian, if x is binary, pθ(x|z) can be modeled with a Bernoulli distribution.
2.5.2 Neural Networks Perspective
From the neural networks perspective, the approximate posterior qφ(z|x) can be seen as
“encoding” the observable variable x into a latent code z and the likelihood pθ(x|z) can
be seen as “decoding” the latent code z into the observable variable x.
In Variational Autoencoders, the encoder is also called inference network because we
use it to parameterize the approximate posterior qφ(z|x). This network takes the input
data x and outputs parameters of the distribution we are learning. Figure 2.9 shows this
process for the Gaussian case, where the inference network outputs the parameters (µ,
σ) that define the Gaussian distribution. Note that we are not using the variance σ2
directly because we can learn different ways to parameterize the Gaussian, a common
representation in the implementation part is the use of log σ, for simplicity we consider
the standard deviation σ.
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Figure 2.9. Initial representation of a Variational Autoencoder. The encoder receives an input data x
and outputs the parameters of a Gaussian distribution (µ(x), σ(x)), the decoder receives a sample from
this Gaussian, z ∼ N (µ(x), σ(x)), and learns to reconstruct the input data, resulting in a reconstructed
image x˜. The red diamonds represent the reconstruction loss (LR), KL divergence loss (LKL) and where
they are applied.
The decoder is also called generative network because we use it to parameterize the
likelihood pθ(x|z). In the training phase, this network takes a sample z from the distri-
bution given by the encoder and outputs the reconstructed input (see Fig. 2.9). In the
testing phase, this network take samples z from a prior distribution p(z) and generates
new data. The inference and generative networks have parameters φ and θ respectively,
these parameters are the weights and biases of the network.
We optimize the parameters φ and θ to maximize the ELBO, L(θ, φ), with stochastic
gradient ascent or we can minimize the negative ELBO, −L(θ, φ), with stochastic gradient
descent which is commonly used in neural networks (see Section 2.2.3), thus we consider
the negative ELBO as the loss function of the variational autoencoder in neural networks:
− L(θ, φ) = −Eqφ(z|x) [log pθ(x|z)] + KL(qφ(z|x) ‖ pθ(z)), (2.49)
where the first term is the negative log-likelihood of the data x given a sample z obtained
from the inference network. It is minimized when the probability assigned to x is high,
i.e., it tries to reconstruct x given the sample z. This term is also called the reconstruction
loss (LR), cf. the MSE (2.13) and BCE (2.20). The second term measures how close is
our approximation qφ(z|x) to a prior distribution pθ(z). It prevents the inference network
to learn a simple identity space, and instead it learns a more interesting space defined by
the prior. This term is also called regularizer (LKL). For the Gaussian case, Kingma et
al. [45] found a closed form for LKL,
LKL = 1
2
J∑
j=0
1 + log σ2j − µ2j − σ2j , (2.50)
where µ and σ are vectors representing the mean and standard deviation. Fig. 2.9 shows
in which part of the network these loss functions are applied.
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Figure 2.10. Problem with stochastic continuous latent variables. It is not possible to backpropagate
the error because the gradient is difficult to compute. Section 2.5.3 gives a detailed explanation of this
optimization problem.
2.5.3 Stochastic Gradient Optimization of the ELBO
Our goal is to optimize the ELBO (2.42) w.r.t. to both variational parameters φ and θ.
The gradients w.r.t. the parameters of the generative model are easy to obtain:
∇θL(θ, φ) = ∇θEqφ(z|x) [log pθ(x, z)− log qφ(z|x)] , (2.51)
= Eqφ(z|x) [∇θ (log pθ(x, z)− log qφ(z|x))] , (2.52)
= Eqφ(z|x) [∇θ (log pθ(x, z))] , (2.53)
≈ 1
S
S∑
s=1
∇θ (log pθ(x, zs)) , (2.54)
where we take S samples of the variable z to approximate the gradient. This approxima-
tion is also known as Monte Carlo gradient estimator. The problem is when we try to
calculate the gradient w.r.t. φ:
∇φL(θ, φ) = ∇φEqφ(z|x) [log pθ(x, z)− log qφ(z|x)] (2.55)
= ∇φ
∫
z
qφ(z|x) (log pθ(x, z)− log qφ(z|x)) dz (2.56)
=
∫
z
∇φ (qφ(z|x) (log pθ(x, z)− log qφ(z|x))) dz. (2.57)
Note that we converted the expectation into an integral, (2.56), because the expecta-
tion is taken w.r.t. qφ(z|x), which is a function of φ. As seen in (2.57) we cannot apply
Monte Carlo gradient estimators because we do not have an expectation. This problem
can be seen graphically in Fig. 2.10 where we cannot backpropagate the error through the
inference network.
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Figure 2.11. Reparameterization trick for stochastic Gaussian latent variable. We can express z as a
deterministic variable z = g(, φ, x) where  is an independent Gaussian noise variable  ∼ N (0, 1). Thus,
instead of generating z from qφ(z|x), we sample the auxiliary variable and obtain z = µφ(x) + σφ(x),
which allows the gradients to backpropagate normally.
2.5.4 Reparameterization Trick
A solution to estimate the gradient for continuous latent variables is the reparameteri-
zation trick [45, 74]. We can express the random variable z ∼ qθ(z|x) as a deterministic
function g of a random variable , parameters φ and the data x:
z = g(, φ, x), (2.58)
where the random variable  ∼ p() does not depend on the parameters φ. In this way, we
can change the original random variable used in the expectation of the ELBO, z ∼ qφ(z|x),
by the independent random variable  ∼ p() but considering z as in (2.58):
∇φL(θ, φ) = ∇φEp() [log pθ(x, z)− log qφ(z|x)] (2.59)
= Ep() [∇φ (log pθ(x, z)− log qφ(z|x))] (2.60)
= Ep() [∇φ (− log qφ(z|x))] (2.61)
≈ 1
S
S∑
s=1
∇φ (− log qφ(zs|x)) , (2.62)
where zs is a deterministic function, zs = g(s, φ, x). Using the reparameterization trick
it is possible to use Monte Carlo gradient estimators. Figure 2.11 shows that with the
reparameterization trick for a Gaussian distribution, it is possible to backpropagate the
gradient normally. There are other stochastic gradient estimators for the ELBO such as
the score function estimator also called REINFORCE [102] when applied to reinforcement
learning, however this method leads to much higher variance in comparison with repa-
rameterization based estimators [74]. In Section 2.6.2 we will see a gradient estimator for
discrete variables called the Gumbel-Softmax estimator [39, 61].
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Figure 2.12. Problem with stochastic discrete latent variables. It is not possible to backpropagate
the error because the gradient is difficult to compute. Section 2.5.3 gives a detailed explanation of this
optimization problem.
2.6 Categorical Variational Autoencoder
In the previous section we introduced the Variational Autoencoder where we represent
the probability distribution of the latent variable z with a Gaussian distribution. For
the Categorical Variational Autoencoder we use a categorical distribution, unlike the
Gaussian, which is a continuous latent variable, the categorical is a discrete latent variable.
Therefore, our approximation qφ(z|x) is defined as:
qφ(z|x) = Cat(z|piφ(x)), (2.63)
where piφ(x)2 are probabilities that parameterize the Categorical distribution. Typically,
the prior over the latent variables is defined by a standard Uniform distribution:
p(z) = U(0, 1). (2.64)
The process to obtain the variational lower bound is the same as the explained in
Section 2.5.1. As we are working with a stochastic discrete latent variable, it is not possible
to calculate the gradient w.r.t. the inference model parameters (see Section 2.5.3). From
the neural networks perspective, it is not possible to backpropagate the error through
stochastic layers, cf. Fig. 2.12.
The first attempt to solve this problem could be the reparameterization trick (Sec-
tion 2.5.4), however, for discrete random variables it is not possible to apply this trick
directly, due to the discontinuous nature of discrete states. We have deterministic relax-
ations of the discrete variables such as sigmoid function or softmax, but, here we require
a probability distribution from which we can draw samples.
2pi ∈ [0, 1] where ∑k pik = 1 being k the number of categories.
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Figure 2.13. Gumbel-Max trick. We can sample from a categorical distribution by using the argmax
over the addition of Gumbel noise, i.e., g ∼ Gumbel(0, 1), to the logarithm of category probabilities, i.e.,
log pi(x). The derivative of the argmax is 0, thus we cannot backpropagate the error.
2.6.1 Gumbel-Max Trick
The Gumbel-Max Trick [29] is a method for sampling from a categorical distribution. The
trick is based on sampling noise from a standard Gumbel distribution, g ∼ Gumbel(0, 1),3
then for each category k, find k that maximizes the following:
z = one hot
(
argmax
k
{gk + log pik}
)
, (2.65)
where one hot is an operator that generates a vector with a one in the given parameter
and zeros elsewhere. Nevertheless, the derivative of the argmax is 0 everywhere except at
the boundary of state changes, where it is undefined. This makes the Gumbel-Max trick
unfeasible for the reparameterization trick, see Fig. 2.13.
2.6.2 Gumbel-Softmax Distribution
The Gumbel-Softmax [39] or the Concrete [61] distribution is a continuous approximation
of the categorical distribution, it is based on the Gumbel-Max Trick where the argmax,
which was the problem in calculating the gradients, is approximated with a softmax and
a temperature parameter:
zk =
exp {(log(pik) + gk) /τ}∑K
j=1 exp {(log(pij) + gj) /τ}
, (2.66)
where τ is the temperature that controls the discreteness of (2.66). When τ → 0 the
samples are identical to those generated by (2.65), they become one-hot. At higher
temperatures τ → ∞ the samples are not longer one-hot and become uniform. The
softmax is a deterministic relaxation of the argmax that jointly with the temperature
parameter make it feasible to use the reparameterization trick, see Fig 2.14.
3The distribution Gumbel(0, 1) can be sampled by drawing u ∼ Uniform(0, 1), and computing g =
− log(− log(u))
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Figure 2.14. Gumbel-Softmax distribution. We can use the reparameterization trick by approximation
the argmax of the Gumbel-Max trick (see Section 2.6.1) with a softmax and a temperature parameter τ ,
allowing the gradients to backpropagate normally.
2.7 Conclusion
In this chapter, we reviewed the main concepts that will be used throughout the devel-
opment of this thesis. We started with the basics of probabilistic modeling and Bayesian
inference, explaining their importance in generative models. Furthermore, we gave a brief
introduction about neural networks and their connections with generative models, we
focused on variational autoencoders due to its deterministic nature to approximate in-
tractable densities. In the next chapter we present our proposal for the semi-supervised
clustering problem which is based on a categorical variational autoencoder and loss func-
tions previously defined in this chapter.
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Chapter 3
Semi-supervised Clustering
In the previous chapter, we explained different concepts that combine probability theory
with machine learning. In Section 2.5 we introduced a generative model called Variational
Autoencoder which allows us to learn probability distributions with neural networks. In
this chapter we present a modification of this generative model to solve the problem
of semi-supervised clustering. We cover the semi-supervised problem first because this
problem considers the use of small amount of labeled data, which makes the problem
easier than the unsupervised case but still challenging.
We start this chapter with an introduction about semi-supervised clustering and an
overview of our proposed model. In Section 3.2, we describe the related works and their
difficulties solving this problem. Section 3.3 introduces our probabilistic model that allows
to learn a feature-category latent representation of the data. Our model is represented
by a modified version of a Categorical Variational Autoencoder (Section 2.6). We benefit
from the autoencoder’s architecture to learn powerful representations with Deep Neural
Networks in an unsupervised way, and optimize the model with semi-supervised tasks. In
Section 3.4 we derive different loss functions that integrate the probabilistic model with our
auxiliary task to guide the learning process. Finally, we present our experimental results
in Section 3.5, showing the effectiveness of our method achieving competitive results with
less than 1% of labeled data in three datasets: MNIST, SVHN and NORB. This chapter in
based on the publication Arias and Ramírez [5] presented at the Conference on Graphics,
Patterns and Images (SIBGRAPI), 2017.
3.1 Introduction
In many learning tasks, there are a large amount of unlabeled data but limited amount of
labeled data, since labeling is a hard and expensive process. Using both type of data is pos-
sible due to semi-supervised learning which uses unlabeled data to improve or modify the
hypothesis obtained from the labeled data. Depending on the objective, semi-supervised
learning can be divided into semi-supervised classification [14] and semi-supervised clus-
tering [6]. We are interested in clustering, therefore we focus on semi-supervised clustering.
However, we will see that depending on the use of the labeled data, this problem can be
compared to semi-supervised classification.
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(a) Class labels (b) Pairwise Constraints
Figure 3.1. Semi-supervised clustering. (a) Class labels or seeded points use labeled data to help
initialize clusters. (b) Pairwise constraints considers two types of constraints: must-link and cannot-link,
the former requires that two observations must be placed in the same cluster, the latter requires that two
observations must not be placed in the same cluster.
In semi-supervised clustering, the goal is to use the small amount of labeled data
to incorporate prior information about the clusters in order to improve the clustering
results. This information can be used in the form of class labels or pairwise constraints,
see Fig. 3.1. In this work we use the labeled data as seeded points and not constraints,
thus our objective is to classify the unlabeled data to the appropriate cluster using the
known clustering assignments.
The problems to perform clustering are also present in the semi-supervised case, these
problems include representation learning and dimensionality reduction. Using deep neural
networks (see Section 2.2.5), it is possible to learn representations from the data. These
representations can be passed as input to an external clustering algorithm [93] or can
be learned jointly with the clustering algorithm [103, 105, 106]. The problem with these
approaches is that they do not consider the underlying statistical structure of the data,
depending only on the clustering algorithm that drives the learning process. Besides the
problems presented in clustering, in the semi-supervised case we require to find a method
that allows us to learn from both labeled and unlabeled data. This problem is commonly
approached with the use of auxiliary tasks [73, 101] that can be incorporated in a neural
network in the form of loss functions.
To address the aforementioned problems we propose a semi-supervised learning method
that considers the use of generative models (see Section 2.4) to learn representations in a
feature-category latent space and an end-to-end learning framework to teach the model
to perform clustering by transferring the knowledge of an auxiliary clustering task. We
represent our clusters with a categorical distribution and we based on a Categorical Vari-
ational Autoencoder (see Section 2.6). By using this generative model, we are able to
learn a discrete latent space that provides uncertainties about the clusters. We propose a
modification of this model where instead of considering only the variational loss, we use
auxiliary tasks in the form of loss functions that take advantage of the labeled data to
perform assignments for the unlabeled data and regularize the feature space. Our two
fold approach comprises, first, verifying that the learned categories match the labels on
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Figure 3.2. Illustration of the proposed model. Our encoder (φ) transforms the data into feature
representations, which are converted into categories by a set of layers (ψ). We take advantage of the small
amount of labeled data to perform the cluster assignments of the unlabeled data by using our auxiliary
task. The decoder (θ) uses the feature representations and clustering information for reconstruction.
Section 3.3 details the construction of the architecture through a probabilistic model.
the data, and, secondly, by assigning the labels of the known data to the unknown ones
that are closer in the feature space. Moreover, we minimize the distance of the features
of the elements within the same cluster to improve the representation and to ease the
category learning phase.
A general view of our proposed model is depicted in Fig. 3.2 where we use an encoder
network to obtain an embedding of the current batch comprised by labeled and unlabeled
data. From the embedding we obtain an approximation of the categorical distribution.
Jointly, the features and the categories are used as inputs to a decoder network that tries
to reconstruct the original image.
3.2 Related Work
Semi-supervised learning uses both labeled and unlabeled data to perform classification or
clustering. In clustering, the labeled data is used in the form of class labels [7] or pairwise
constraints [99], being the former very similar to semi-supervised classification because
we have partially labeled data, i.e., we know the categories of some samples. Different
methods that use this additional information to perform clustering have been proposed [8,
9,11,48]. Recently, deep neural networks have been largely applied to solve this problem
due to its success in learning useful representations from the data [73, 101, 108]. The
information about the labeled or unlabeled data can be incorporated in these networks
through auxiliary tasks. For instance, Weston et al. [101] proposed an auxiliary task
attached to different layers of a deep neural network in the form of a regularizer, the goal
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of the auxiliary task is to force feature representations of neighbouring samples to become
similar. Rasmus et al. [73] proposed a semi-supervised model based on ladder networks
where the auxiliary task is used to denoise representations at every level of a noisy encoder
and minimize the layerwise reconstruction loss between the denoised decoder and a clean
encoder. Similarly, Zhao et al. [108] introduced SWWAE which uses unpooling layers
instead of denoising ones and minimizes the reconstruction loss between the layers of the
encoder and decoder.
Besides of normal autoencoder-based architectures, other methods take advantage of
probabilistic graphical models and Bayesian inference, such as Variational Autoencoders
(see Section 2.5). Recent works proposed extensions and modifications over the VAE
model by adding discrete variables and considering the importance of hierarchical latent
variables. Kingma et al. [44] introduced a deep generative model for semi-supervised
learning based on a VAE whose latent space is the joint distribution over data and labels.
The problem with this model is the layer-wise pre-training which sometimes is costly
because we require to train two networks, the first one for better feature representations
(M1) and the second one for semi-supervised learning (M2), more details about this work
can be found in Section 4.3.1. On the contrary, our approach does not require pre-training
because our auxiliary task helps to improve the feature representations by considering the
distances between elements of the same cluster.
Maaløe et al. [59] introduced the auxiliary deep generative model (ADGM) for semi-
supervised learning which utilizes an extra set of auxiliary latent variables to improve
the variational lower bound. Their model is an improvement to the model proposed by
Kingma et al. [44] in the sense that it is possible to train the model in an end-to-end
fashion with more than one stochastic variables, and without pre-training. Despite of
the success of stochastic latent variables, their complexity increases when dealing with
discrete variables because it is required to marginalize them out in order to backpropa-
gate through them. Unlike their work, we do not marginalize out the discrete variables
when backpropagating instead we approximate a categorical distribution by adopting the
Gumbel-Softmax distribution (see Section 2.6).
Some works have explored the combination of clustering with semi-supervised learning.
For instance, Maaløe et al. [58] proposed the Cluster-aware Generative Model (CaGeM)
based on a VAE and discrete variables. They showed that higher latent representations can
create clusters using unlabeled information and their performance can be refined using ad-
ditional labeled information. Compared to our approach, they focus on the improvement
of generative performances rather than clustering. Recently, Dizaji et al. [19] introduced
the clustering model called Deep Embedded Regularized Clustering (DEPICT) based on
stacked softmax layers on top of deep convolutional autoencoders. Unlike our approach,
they use softmax classifiers for the clustering assignments and denoising autoencoders.
We do not require a denoising and a stacked softmax representation to define our clusters
because we take advantage of the generative process of our categorical distribution.
A different approach is based on Generative Adversarial Networks (GANs) [28]. GANs
are powerful generative models where two networks, a generator and a discriminator,
are trained at the same time and compete against each other in a minimax game. The
generator tries to fool the discriminator by creating realistic images, and the discriminator
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(a) Inference Model qψ,φ(c, f |x) (b) Generative Model pθ(x|f, c)
Figure 3.3. The probabilistic graphical model of our proposed solution. (a) The inference is done
from the data, x, to the features, f , and finally to the categories, c, which is a discrete node. We re-
parametrized the categories with a Gumbel-Softmax distribution. (b) The generative model corresponds
to our decoder that transforms the features, f , and the categories, c, into the reconstructed data. (Nodes
colored in blue represent non-deterministic nodes.)
tries not to be fooled by the generator. Most of the existing methods for semi-supervised
learning using GANs modify the discriminator to have k outputs corresponding to k
real categories. For instance, Springenberg et al. [86] proposed a categorical generative
adversarial network (CatGAN) which uses information theory to train both the generator
and discriminator. In some cases an additional category is included to represent fake
samples from the generator [80] or an additional player to train conditional generators [54].
3.3 Probabilistic Model
In this section we define our probabilistic model based on a Categorical Variational Au-
toencoder (see Section 2.6), where we use the approximation of the categorical distribution
learned by this model to represent our cluster assignments.
We use two latent variables to model the data, the features, f , and the categories, c,
of the data, i.e., we have pθ(x, f, c). Our assumption is that we can have a generative
process, such that if we sample f ∼ p(f) and c ∼ p(c), we can generate a new data point
by x ∼ pθ(x|f, c)—as shown in Fig. 3.3(b). This process is the main driver of our method.
Since we are interested in clustering the data, we do not care about the generated data,
but rather about the existing latent space for the categories.
Since we have a generative process, we also have the inverse inference process pθ(c, f |x).
We assume that the categories are dependent on the features, as shown in Fig. 3.3(a),
thus,
pθ(c, f |x) = pθ(c|f)pθ(f |x). (3.1)
Nevertheless, computing the latter distribution is intractable since the prior of x, pθ(x),
needs to be computed for the entire latent space. Thus, we approximate the distribution
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with variational parameters (i.e., families of distributions), such that
qψ,φ(c, f |x) ≈ pθ(c, f |x), (3.2)
that is, we want to find the variational parameters ψ and φ that minimize the divergence
between our variational posterior, qψ,φ(c, f |x), and the true posterior, pθ(c, f |x), therefore
we have
argmin
ψ,φ
{
KL(qψ,φ(c, f |x) ‖ pθ(c, f |x))
}
, (3.3)
we explain the solution of this divergence in Section 3.4.1. Due to the assumptions given
by (3.1), we can approximate the features as
qφ(f |x) ≈ pθ(f |x). (3.4)
This distribution allows us to compute our latent variables from the data, x. On the
other hand, our categorical variable, c, is a discrete node that represents a categorical
distribution that we use to associate each cluster with each category. Nevertheless, this
variable will not allow us to easily train our distributions as neural networks because
we can not backpropagate through discrete nodes (see Section 2.6). Thus, we need to
reformulate it into a deterministic path within the model. As explained in Section 2.6.2,
we can approximate the categorical distribution with the Gumbel-Softmax distribution,
thus we can approximate the inference from the features as:
qψ(c|f) ≈ pθ(c|f), (3.5)
where qψ(c|f) is a categorical distribution represented by the Gumbel-Softmax distribu-
tion. We implement our distributions through neural networks; therefore, the main dis-
tributions’ parameters corresponds to the neural network’s parameters that implements
them, i.e., qφ(f |x), qψ(c|f), and pθ(x|f, c)—cf. Fig. 3.2 and Section 3.5.4.
3.4 Learning with Auxiliary Tasks
In this section we introduce our main proposal which allows to jointly learn from both
labeled and unlabeled data. To this end, we define two auxiliary tasks, the first one
considers the feature representations of the data to learn cluster assignments, and the
second one is a regularizer which minimizes the distances of the feature representations
of the same cluster.
Our main objective for teaching our network is to improve the cluster representations.
To achieve it we must maintain the reconstruction task that drives the distributions
from which we are deriving the inference of the category space. On top of that, we
must maintain the consistency of the label data we have, and to maximize the chance
of assigning correct labels to our unlabeled data. The former is similar to performing a
classification task on the labeled data, as we want to predict the correct label to each
of them. The latter requires us to infer the labels for the data. To do so, we exploit
the information of the existing ones to serve as representatives for each cluster, and we
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Figure 3.4. Architecture of our proposed model for MNIST. The encoder and decoder are given by
Convolutional Neural Networks. The red diamonds represent the reconstruction loss (LR), categorical
loss (LC), feature loss (LF ), assignment loss (LA) and in which part of the network they are applied.
assign them the labels of their closest known neighbor. Finally, we need to minimize the
differences of the feature representations of within the same cluster. To achieve all those
goals, we define a loss function that should be minimized as
Ltotal = wRLR + wCLC + wALA + wFLF , (3.6)
where LR is the reconstruction loss, LC is the loss of the categorical distribution fit, LA
is the assignment loss of an element to a determined cluster, LF is the feature loss which
works as a regularizer for the feature representation in each cluster. We consider the
normalized version of each loss in order to have values in the same range, in this way we
can define the importance of each loss by assigning them some weights w∗. We explain
the selection of these weights in Section 3.5.6.
3.4.1 Categorical VAE Loss
The loss function is obtained from the generative model and is derived with the help
of variational inference. When working with variational models we are interested in the
posterior pθ(c, f |x) because we want to learn a distribution from the observable vari-
able x. The posterior is intractable because the normalization factor pθ(x) depends on
the latent variables. We can approximate the posterior with a variational distribution
qψ,φ(c, f |x), cf. (3.2), that we want to find, by maximizing the Evidence Lower Bound
(see Section 2.5.1), L(θ, ψ, φ), which is equivalent to solve (3.3). A lower bound for the
intractable log-likelihood log pθ(x) of this model is:
log pθ(x) ≥ Ec,f∼qψ,φ(c,f |x) [log pθ(c, f, x)− log qψ,φ(c, f |x)] = LP , (3.7)
where qψ,φ(c, f |x) is our approximation of the inference, and pθ(c, f, x) is the joint prob-
ability between the likelihood (how likely our categorical variable c and features f are to
generate data x) and a prior. We represent the approximate distribution qψ,φ(c, f |x) with
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a deep neural network parameterized by ψ and φ (as an encoder, see inference model in
Fig. 3.2). The variational lower bound specified in (3.7) is defined as
LP = Eqψ,φ(c,f |x) [log pθ(x|c, f)]−KL(qψ,φ (c, f |x) ‖ pθ (c, f)) (3.8)
where the first term is the reconstruction loss (LR) which encourages the decoder to learn
to reconstruct the data when using samples from the categorical latent space and feature
representations. We approximate this loss with the normalized mean square error (MSE)
defined by
LR = 1
N
N∑
i=1
1
|xi|(xi − x˜i)
2, (3.9)
where N is the number of samples, |xi| is the size of the i-th input (e.g., number of pixels
in an image) and x˜ is the reconstruction of the input obtained from our network (as a
decoder, see generative model in Fig. 3.2).
The second term of (3.8) is the distance between the joint distribution of our latent
variables given the data and the prior. However, we are not interested in the joint distri-
bution, but rather on a way to optimize each independent variable. Thus, by working the
KL-divergence we obtain (see Appendix A.1 for a complete derivation)
LP =Eqψ,φ(c,f |x) [log pθ(x|c, f)]− Eqφ(f |x) [KL(qψ (c|f) ‖ p (c))]−
KL(qφ (f |x) ‖ p (f)),
(3.10)
where the new terms represent the regularization of c and f , respectively. Since we do not
know exactly what the distribution of the features is, we do not assume any variational
distribution for f , we will approximate it with the feature loss LF (see Section 3.4.3). Note
that for the c’s regularizer we obtain the expected divergence over the possible features
produced by our data, i.e., f ∼ qφ(f |x). Since we want to maximize LP , we need to
minimize the expected KL-divergence, which is equivalent to minimize the KL-divergence
alone. Hence, our categorical loss becomes
LC = KL(qψ (c|f) ‖ p (c)). (3.11)
This term can be interpreted as regularizing ψ, encouraging the approximate posterior
qψ(c|f) to be close to the prior p(c). The model proposed by Kingma et al. [45] specifies
the prior as a standard normal distribution N (0, 1) because they consider a multivariate
Gaussian for the approximate posterior. Unlike their model, ours uses categorical latent
variables. Thus, we specify the prior as a standard uniform distribution U(0, 1) because
initially all categories are equally likely to be chosen. Finally our normalized categorical
loss is given by
LC = 1
N logK
N∑
i=1
K∑
k=1
qik log (Kqik) , (3.12)
where N is the number of samples to cluster, K is the number of clusters, qik are the prob-
abilities of the logits obtained with a softmax function and N logK is the normalization
factor, allowing to obtain values between 0 and 1.
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Figure 3.5. Assignment of categories to unlabeled data. We compare the feature of the unlabeled
sample (white) with the labeled ones (colored), and assign the label based on the k-nearest neighbor, in
this example we considered the 1-nearest neighbor (shown with a red edge).
Intuitively, this loss measures the negative entropy of the parameters that define a
categorical distribution. Thus, minimizing this loss, maximizes the entropy, meaning that
we add a degree of uncertainty to our clusters, this is reflected when the probabilities
are close to an uniform distribution. The importance of this loss is that it allows the
generative model to not to be biased to a certain cluster. That’s why we consider this
loss as a regularizer.
3.4.2 Assignment Loss
To verify the assignments of the network to the unlabeled data, we need to infer the more
likely label for each unlabeled sample we are observing. To achieve that we exploit the
information from the labeled data, and use them as representatives of their respective
cluster to disperse their labels to the unlabeled samples. In order to assign a label for
the unlabeled data, we use the k-nearest neighbor (kNN) on the feature space, i.e., we
compare the feature of the unlabeled samples with the labeled ones, and assign the label
based on the majority vote, cf. Fig. 3.5. Note that any other clustering or assignment
algorithm will work for this task, and we selected kNN for its simplicity. We rely on the
fact that similar features learned by the neural network should belong to the same cluster.
Once we obtained the assignments for the unlabeled data, we consider a modification
of the negative log-likelihood loss (see Section 2.2.2). Since log-likelihood loss maximizes
the log-probability of the correct assignment, this loss is normally used in supervised
learning. In our case, we have the assignments for the unlabeled data, plus the existing
labels of the labeled data. One problem with this loss is that it only penalizes one category
at a time, and it does not assign the correct label in case of a mistake. Let
Cx = arg max
ci
{p(ci|x) : ∀ i} , (3.13)
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be the set of the categories that maximize the conditional likelihood (2.66) that x belongs
to the category ci, i.e., the assignment set, and let C be the set of categories that x
does not belongs to. Our modification of the negative log-likelihood, besides trying to
maximize the log-probability of the potential true category, minimizes the log-probability
of other categories through
LA =
N∑
i=1
[
− log p(ci|xi) +
∑
d∈C
log p(d|xi)
]
, (3.14)
where ci ∈ Cxi , is the assigned category to the datum xi, d is a category different than
ci, and p(c∗|x∗) are the assignment probabilities (2.66). That is, the loss function pe-
nalizes the assignment if it is not correct by moving the wrong predictions away, and
the correct ones closer. Note that (3.14) is not normalized, besides that, small values
of p(c∗|x∗) produce large values for − log p(c∗|x∗) and small values for log p(c∗|x∗), i.e.,
limx→0 log(x) = −∞. Thus, we normalize the values of this function independently with
a hyperbolic function
LA = 1
2N
N∑
i=1
[
tanh
(− log p(ci|xi))+∑
d∈C
tanh
(
log p(d|xi)
)
+ 1
]
, (3.15)
where 2N is the normalization factor that allows values between 0 and 1, we add the value
1 in the last term because tanh produces values between −1 and 0 for negative values.
3.4.3 Feature Loss
In this section we introduce our second auxiliary task defined as a regularizer over the
feature representations. Let D(a, b) be a metric function that measures distances between
an element a and a group of elements b in the feature space. In our experiments, we use
D = `2 distance, but any distance can be used. And given the features of all the data, we
want the neural network to learn an embedding such that the distances between elements
belonging to the same cluster are minimized. Therefore we want the feature representa-
tions of similar elements be as close as possible. This process can be seen graphically in
Fig. 3.6, where a is represented by an element in a cluster and b is represented by the
labeled data of the cluster that a was assigned to.
Since we have a subset of labeled data for each cluster, we are sure that their feature’s
distances have to be close. On the contrary, we cannot be sure for the unlabeled data.
That is why we weight differently the importance of distances for the labeled and unlabeled
data (through a parameter α ∈ [0, 1]). Our feature loss function is defined as
LF = α
L
L∑
i
D(fi, ri) +
(1− α)
U
U∑
j
D(fj, rj), (3.16)
where L is the number of labeled samples, U is the number of unlabeled samples, fi are
the labeled data features, fj correspond to unlabeled samples, and rk are all the labeled
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(a) Initial State (b) Minimize Distance (c) Intermediate State (d) Final State
Figure 3.6. Feature Loss of the proposed model. (a) Initial state of the data after the assignment
process. (b) We want to minimize the distances between the current element and the labeled data of the
cluster that it was assigned. (c-d) We expect that throughout the epochs we get the features that belong
to the same cluster close to each other. (Dark colors represent labeled data and light colors represent
unlabeled data after the assignment process.)
features that correspond to the assigned cluster of fk, i.e., rk ∈ Ck, where Ck is the cluster
that fk belongs to. We normalize D(f, r) in order to obtain values between 0 and 1
D(f, r) =
1√
2|r|
|r|∑
l
‖f − rl‖, (3.17)
where
√
2|r| is the normalization factor, |r| is the number of labeled features of the assigned
cluster of f and the value
√
2 is an upper bound of the `2 distance assuming that the
features have positive values and unit norm, i.e., ‖f‖ = 1. We assure that our features,
f , have these properties (see Section 3.5.4).
3.5 Experiments and Results
In this section, we evaluate the performance of our proposed method on 3 benchmarks:
MNIST [50], SVHN [70] and NORB [52]. We provide quantitative comparisons of our
model with different semi-supervised methods based on deep neural networks, e.g., Em-
bedCNN [101], SWWAE [108], DEPICT [19], Ladder Network [73], and generative mod-
els, e.g., M1+M2 [44], ADGM [59], CatGAN [86]. Experimental results show that our
method achieves competitive results compared to the state-of-the-art. In this thesis we
performed more experiments, resulting in different hyperparameters than those presented
in the published paper [5]. Open source code, with which the most important results can
be reproduced, is available at https://gitlab.com/mipl/clustering-sibgrapi-2017.
3.5.1 Datasets
The following datasets are used in our experiments:
• MNIST: The MNIST [50] dataset consists of 70000 handwritten digits of 28×28
pixel size and 10 classes. We consider the standard split of the data, which consists
of 60000 images for training and 10000 images for testing.
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• SVHN: The SVHN [70] dataset consists of 73257 house number digits for training
and of 26, 032 for testing. Unlike MNIST, the images are colored with pixel size
3×32×32.
• NORB: The NORB [52] dataset consists of 24300 images of toys for training and
an equal amount for testing. The images are given in pairs, where each image size
is 96×96. Following Miyato et al. [67] we resized the initial images size to 32×32.
• Synthetic: We considered two standard datasets: “two moons” and “circles” spec-
ified by 2D points and 2 clusters.
3.5.2 Evaluation Metrics
We evaluate our clustering results with two clustering metrics commonly used in the
literature, clustering accuracy (ACC) and normalized mutual information (NMI).
Clustering Accuracy (ACC)
For a set of N input elements, this metric is defined as:
ACC =
∑N
i=1 1{li = map(ci)}
N
, (3.18)
where li is the ground truth label of i-th input, ci is the cluster assignment produced
by the algorithm and map(ci) is the optimal mapping function that permutes clustering
labels to match the ground truth labels. The optimal mapping can be obtained by using
the Kuhn-Munkres algorithm [47]. In the implementation part it is common to use an
easier approach to find this mapping. It is based on the following, for each cluster k, we
find the validation example xi that maximizes q(ck|xi) and assign the label of xi to all
the elements that were assigned to cluster k, then we compute the ACC normally with
this mapping. This approach was given by Makhzani et al. [62] and is commonly used
for unsupervised methods. For the semi-supervised problem this metric can be reduced
to Classification Accuracy because the labeled data defines the cluster assignments and
mappings. Larger values for ACC indicates better performance.
Normalized Mutual Information (NMI):
For two arbitrary variables Y and C, representing the ground truth labels and cluster
labels respectively, NMI [104] is defined as follows:
NMI(Y ,C ) =
I(Y,C)√
H(Y )H(C)
, (3.19)
where I(Y,C) denotes the mutual information between Y and C and H(∗) denotes the
entropy. If Y and C are identical (perfect correlation) then the NMI is equal to 1.
Otherwise, it becomes 0 if Y is independent from C (no correlation). Thus, larger values
for NMI indicates better performance.
CHAPTER 3. SEMI-SUPERVISED CLUSTERING 54
Figure 3.7. Architecture of our proposed model for SVHN and NORB datasets. The encoder and
decoder are given by Convolutional Neural Networks. The variables fsz and k are the dimensionality of
the features and number of clusters respectively.
3.5.3 Experimental Setup
For each dataset, we consider the number of classes as the number of clusters, and try to
learn the clustering of the data, instead of simply classifying the data. From the training
set, we randomly chose 100 labeled examples for MNIST and 1000 labeled examples for
SVHN and NORB that are fixed for the whole training phase. We ensure that all classes
have the same number of labeled images. After that, we randomly split the training
images into 80% for training set and 20% for validation set, we perform the splits trying
to maintain the classes balanced for both training and validation sets, i.e., we group by
labels and obtain the desired percentage for each category. This set of images is our
unlabeled data.
3.5.4 Proposed Network Architecture
We adopted the architecture proposed by Dilokthanakul et al. [17] with modifications in
the inference and generative networks. The architecture for MNIST is depicted graphically
in Fig. 3.4, for SVHN and NORB it is depicted in Fig. 3.7. All the convolutional layers,
except the output layer of the generator network, are followed by batch normalization [38]
and rectified linear unit (ReLU) as non-linearity. We represent the convolutional layers
as (n@h×w, s, p) where n is the number of filters, h and w are the height and width of
each filter respectively, s is the stride and p is the padding. In the following we detail the
architecture of our networks.
Inference Network
This network is based on a convolutional encoder. In Table 3.1, we show the architec-
ture of this encoder. The dimensionality of the input image for MNIST, SVHN and
NORB is (1×28×28), (3×32×32) and (2×32×32) respectively. The output is a vector
of size (1×fsz), where fsz is the feature size. This vector is followed by a ReLU ac-
tivation function in order to obtain positive values and then normalize it to have unit
norm with a `2 normalization layer. This normalized vector is our feature representation
f—we benefit from this representation in our feature loss (see Section 3.4.3). This layer
is followed by three linear layers with ReLU activations in between: {Linear(fsz, fsz),
Linear(fsz, fsz/2), Linear(fsz/2, k)}, the last layer outputs the logits, log pi, of size k
used to approximate a categorical distribution. For MNIST and SVHN, we require 10
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Table 3.1. Convolutional Encoder Network: Input is an image, all hidden layers are followed by Batch
Normalization and ReLU non-linearity. Convolutional layers are specified as (filters@height × width,
stride, padding). The output is a feature vector.
Dataset Input Convolutional Output
MNIST 1×28×28
( 16@6×6, 1, 0)
1×200( 32@6×6, 1, 0)
( 64@4×4, 2, 1)
(200@9×9, 1, 0)
SVHN 3×32×32
( 16@5×5, 1, 0)
1×250
( 32@5×5, 1, 0)
( 64@5×5, 1, 0)
(128@3×3, 1, 0)
(256@4×4, 2, 1)
(250@9×9, 1, 0)
categories, thus log pi ≈ Linear(fsz/2, 10). For NORB, we require 5 categories, there-
fore log pi ≈ Linear(fsz/2, 5). Then, we have another layer that represents the Gumbel-
Softmax version, c, of our categories, C, of size (1×k) by (2.66). The feature and cat-
egorical representations, f and c, respectively, will be passed as input to the generator
network.
Generative Network
This network is based on a convolutional decoder. It receives the feature vector f of
size (1×fsz) and a vector of probabilities, c, of size (1×k) obtained from the Gumbel-
Softmax distribution. These two vectors are concatenated, (1×(fsz + k)), then a linear
layer is applied to obtain a vector with the same size of the feature representation f ,
Linear(fsz + k, fsz). This vector is the input of the convolutional decoder. In Table 3.2,
we show the architecture of this decoder. This is a reverse version of the encoder, where
the output is a matrix with the same dimensions of our input image, i.e., (1×28×28) for
MNIST, (3×32×32) for SVHN and (2×32×32) for NORB. For MNIST and NORB, we
assume that the input image follows a Bernoulli distribution (values between 0 and 1).
Hence, we use a Sigmoid layer as our final activation which outputs the reconstructed
image.
3.5.5 Training
Our model uses the initialization defined by LeCun et al. [51]. For training we used
Adam [43] optimizer with the default hyperparameters for 1st- and 2nd-order moments
β1 = 0.9 and β2 = 0.999. We iterate for 100 epochs, and in every epoch we consider a
different random permutation of our data. For MNIST, we use a batch size of 200 images
being 100 the labeled ones and the rest unlabeled. For SVHN, we use a batch size of 400
being 200 the labeled ones and the rest unlabeled, due to SVHN considers 1000 labeled
data, during each batch selection we take 200 randomly selected labeled data from the
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Table 3.2. Convolutional Decoder Network: The input is a vector with the size of the features, all
hidden layers are followed by Batch Normalization and ReLU non-linearity. Convolutional layers are
specified as (filters@ height × width, stride, padding). The output is an image.
Dataset Input Convolutional Output
MNIST 1×200
( 64@9×9, 1, 0)
1×28×28( 32@4×4, 2, 1)
( 16@6×6, 1, 0)
( 1@6×6, 1, 0)
SVHN 1×250
(256@9×9, 1, 0)
3×32×32
(128@4×4, 2, 1)
( 64@3×3, 1, 0)
( 32@5×5, 1, 0)
( 16@5×5, 1, 0)
( 3@5×5, 1, 0)
1000 initially defined. For NORB, we use a batch size of 200 being 100 the labeled ones
and we follow the same batch selection used in SVHN.
3.5.6 Hyperparameters
An important step when training neural networks is the setup of hyperparameters. Since it
is hard to do a full hyperparameters search due to the high dimensionality and prohibiting
computational time, we chose our parameters independently. All the hyperparameters
were found in the validation set. The following exploration was performed over the MNIST
dataset. We started with the following setup: {fsz = 150, η = 0.001, τ = 1, α = 0.5,
κ = 1, wR = 1, wC = 1, wA = 1, wF = 1}, where fsz is the feature size, η is the learning
rate, τ is the temperature used in Gumbel-Softmax, α is the importance of the labeled
data in the regularization of distances, κ is the number of nearest neighbors to consider
in the assignment process and w∗ are the weights used in our loss function L—cf. (3.6).
During the first training phase, using the initial parameters, we found that we did not
get improvements in the clustering metrics. Fig. 3.9 shows the percentage error of the
losses at each epoch, we can see that the reconstruction loss (LR) and feature loss (LF )
decrease fast, the assignment loss (LA) decreases but very slowly and the categorical
loss LC increases fast in the first 10 epochs and slowly in the rest of epochs. The main
problems are clearly visible in the assignment and categorical loss. Thus, we performed
a study about the relationship between these two losses. To this end, we obtained the
average and standard deviation of the logits’ softmax per cluster, i.e., probabilities. We
chose the logits because these values are affected by the two losses (see Fig. 3.4). Then,
we vary the weight of the assignment loss (wA). Fig. 3.8 displays this process, something
to notice is that when obtaining the mean and standard deviation, we found that all
the statistics showed the same behavior for all the clusters. Therefore, we display only
one of them for better visualization. As we can see in Fig. 3.8(a) when we set wA to 0,
there is no standard deviation. Thus, the probabilities are uniformly distributed, i.e., we
minimized the categorical loss. On the other hand, when we increase wA, Fig. 3.8(c), the
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Figure 3.8. Effect of the assignment loss (LA) over the categorical loss (LC) at different epochs given
by the mean (µ) and standard deviation (σ) obtained from the softmax of the logits (log pi). The smaller
the weight of the assignment loss, the more uniform the clusters become, i.e., σ is close to 0. On the other
hand the larger the weight of the assignment loss, the less uniform the clusters become, i.e., σ is greater
than 0. Note that for the assignment weight (wA) equal to 5, σ is greater than µ, i.e., the probabilities
have either values close to 1 or 0. Because we consider balance data, the mean is 1/K.
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Figure 3.9. Training loss at different epochs for reconstruction loss (LR), categorical loss (LC), feature
loss (LF ) and assignment loss (LA), considering weights equal to 1 for all the losses, i.e., w∗ = 1.
standard deviation increases. Therefore, the probabilities move away from the uniform
distribution, i.e., the categorical loss increases. Fig. 3.8(b) displays the behavior for wA
equal to 1, which is the value used in our initial setup, we can see that the standard
deviation is relatively small in comparison with larger weights, this explains the behavior
of the losses plot (Fig. 3.9) where the assignment loss is very high with slow convergence
and the categorical loss increases slowly but is small. Therefore, for our selection of
hyperparameters we changed the weight of the assignment loss, wA, we tested values
(3, 5, 7, 10, 15) and with all of them we obtained more than 90% of ACC and NMI, cf.
Fig. 3.10(a). Likewise, we improved the results by decreasing the weight of the categorical
loss, wC . We considered values (0.1, 0.3, 0.5, 0.8) and found that with 0.1 we obtained the
best results, cf. Fig. 3.10(b). Finally, we compared the best weights at different epochs,
this comparison can be seen in Fig. 3.11 where the weight of the assignment loss is slightly
better than the categorical one. Therefore, we set the value of 10 for the weight of the
assignment loss and 1 for the other weights.
For the feature size, fsz, we tested values between 100 and 250, as shown in Fig. 3.10(c)
we obtained similar results for sizes greater than 100. We chose the size 200 because
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Table 3.3. Selected hyperparameters of our model for each dataset.
Dataset fsz η τ α κ wA
MNIST 200 0.001 1.0 0.5 1 10
SVHN
NORB 250 0.001 0.5 0.5 1 10
the clustering performance with this size was better than with other sizes. Fig. 3.10(d)
displays the results when varying the α parameter, we tested values (0.5, 0.6, 0.7, 0.8) and
found that 0.5 is a good trade-off value that gives the same importance to the embeddings
of labeled and unlabeled data. For the number of nearest neighbors, κ, we tested values
(1, 3, 5, 7, 9 , 11). As we can see in Fig. 3.10(e), we obtained similar results with different
values for κ, however, the best results were obtained considering only the nearest neighbor.
This means that images belonging to different clusters may have similar features for the
distance `2, that’s why for larger values of κ the results do not improve. Therefore, we set
the value of 1 for the nearest neighbor evaluation. By using other type of distance metric
we may obtain better results for larger values of κ, we leave this test for future work.
We did not change the learning rate because with the value of 0.001 the total loss
does not increase, meaning that the steps we are giving with the gradients are converging
to a local minimum. We tested with 0.1 but the loss began to increase in the first
epochs. Additionally, we decay the learning rate by 0.5 every 30 epochs. Finally, for
the temperature τ , used in Gumbel-Softmax, we fixed the temperature to 1. We tried to
smooth the temperature from 1 to 0.5 without improvements. For the SVHN dataset the
exploration of hyperparameters can be found in Appendix A.2. For the NORB dataset
we used the same hyperparameters of the SVHN dataset. Our final setup is specified in
Table 3.3.
3.5.7 Results
In this section we present our results compared to the state-of-the-art. While our main
focus is clustering based on semi-supervised learning, we also show competitive results
for semi-supervised classification. All the results of the related works were reported from
the original papers. The character ‘-’ means that results for that metric or setup were
not executed. For all the experiments we did not perform any type of pre-processing
over the images, we only normalized their pixel values. For MNIST we normalized the
values to the range of [0, 1], for SVHN we normalized with the z-score, i.e., subtract the
mean and divide by the standard deviation of the data. For NORB we normalized the
images following Maaløe et al. [59]. Our final results were performed using all the training
samples with 5 random seeds for network initialization and data splits.
Synthetic Data
We considered two standard synthetic datasets with feature dimensionality of two: the
“two moons” dataset and the “circles” dataset. To this end, we defined an architecture
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Figure 3.10. Hyperparameter selection on validation set for (a) assignment loss weight, (b) categorical
loss weight, (c) feature representations size, (d) importance of labeled data used in the feature loss and
(e) number of nearest neighbors to consider in the assignment process. The selection of the parameters
was executed in the same order as shown in this figure.
CHAPTER 3. SEMI-SUPERVISED CLUSTERING 60
1 10 20 30 40 50
92.0
94.0
96.0
98.0
100.0
Iteration number
A
C
C
(%
)
wC = 0.1
wA = 10
(a)
1 10 20 30 40 50
85.0
90.0
95.0
100.0
Iteration number
N
M
I
(%
)
wC = 0.1
wA = 10
(b)
Figure 3.11. Performance of weights (wA, wC) at different iterations for (a) clustering accuracy (ACC)
and (b) normalized mutual information (NMI) metrics.
(a) 4 labeled points (b) Epoch 5 (c) Epoch 8 (d) Epoch 12
Figure 3.12. Semi-supervised clustering on the “circles” dataset. (a) Two labeled points per cluster
were specified. (b-d) We visualize that with a few number of epochs we get perfect cluster assignments.
based on a multi-layer perceptron because CNNs receives a grid-like input. In Fig. 3.12,
we can see the clustering process for the “circles” dataset based on two labeled points
per cluster. Our method is able to perform the clustering assignment perfectly in a few
number of epochs.
For the “two moons” dataset, we considered three labeled points per cluster, this
dataset was tested by assigning the labeled points manually and randomly. Our method
assigns clusters perfectly when the labeled points cover all the data (manually selected),
however, when they do not cover all the data then the clustering assignment fails (ran-
domly selected). This problem could be due to the assignment process based on kNN
algorithm, thus, depending on the initialization of the labeled points the results may
vary, cf. Fig. 3.13.
Clustering
We evaluated our clustering results only with the MNIST dataset because related works
that use neural networks for clustering do not consider SVHN and NORB, we use these
datasets to compare our model with semi-supervised classification methods. For training,
we considered 100 labeled examples evenly distributed across the categories. Note that
the related works are fully unsupervised, even if the results are not comparable we want
to show that our model is good for clustering and illustrate the results of similar tasks.
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(a) 6 labeled points (b) Epoch 1 (c) Epoch 3 (d) Epoch 20
(e) 6 labeled points (f) Epoch 1 (g) Epoch 3 (h) Epoch 20
Figure 3.13. Semi-supervised clustering on the “two moons” dataset. Three labeled points per cluster
were specified. (a-d) The first row depicts the clustering process when the labeled data is manually
specified. We see that we obtain perfect cluster assignment. (e-h) The second row depicts the clustering
process when the labeled data is randomly specified. We see that our model is prone to errors when
labeled points does not cover completely the data.
Table 3.4. Clustering performance, ACC and NMI, on MNIST of different unsupervised algorithms.
Model NMI ACC
GMVAE [17] - 0.778
VADE [40] - 0.945
JULE-SF [106] 0.876 0.940
JULE-RC [106] 0.915 0.961
DEPICT [19] 0.916 0.965
Proposed 0.955 0.983
Note that our results are not directly comparable with unsupervised methods. However, we
want to show our model’s clustering results.
As we can see in Table 3.4, unsupervised algorithms show promising results, most of
them obtained more than 90% of performance. GMVAE [17] and VADE [40] are methods
based on generative models and Bayesian inference that are very related to us in terms of
the algorithms and techniques employed. JULE-RC [106] and DEPICT [19] are models
based on Deep Neural Networks, the former use a recurrent approach and the latter use
denoising autoencoders. According to the results, generative Bayesian models can be
applied to clustering and show competitive results but they are outperformed by non-
generative approaches. Our results show that by considering a small amount of labeled
data, which commonly is easy to obtain, it is possible to get good clusters and improve
the results. In Fig. 3.14, we can visualize the feature representations f of the MNIST
dataset during training, we used t-SNE [97] for the visualization. We can see how the
clusters are being created throughout the epochs.
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(a) Epoch 1 (b) Epoch 5 (c) Epoch 20
(d) Epoch 50 (e) Epoch 80 (f) Epoch 100
Figure 3.14. Visualization of the feature representations on MNIST dataset at different epochs with
t-SNE [97], from 200 dimensions to 2.
Semi-supervised Classification
We evaluate our model for the task of classification, considering only related works that use
deep neural networks as their learning representations. Table 3.5 shows the classification
error considering 100 labeled examples for MNIST and 1000 labeled examples for SVHN
and NORB. We chose these values because all the related works report their results with
the same number of labeled examples. Despite the design of our model that is not built
for classification, it achieves comparable results with the state-of-the-art.
For the MNIST dataset, our method outperforms different models such as Embed-
CNN [101], which improves supervised learning by jointly learning an embedding task
using unlabeled data, SWWAE [108], which uses unpooling layers in the decoder and
trains jointly a supervised loss with reconstruction loss on each level of the network,
and DEPICT [19], which employs denoising autoencoders with reconstruction losses in
a similar way as SWWAE [108]. We obtained comparable results with SDGM [59] and
ADGM [59], which are methods based on generative models, they use a full Bayesian
approach with skip connections between the input data and all the latent variables in
the inference model, resulting in a better variational approximation. Having a better
approximation makes their models better than ours, the disadvantage of these models is
the efficiency in the representation of the discrete variable.
We believe that our model does not perform so well as the Ladder Network [73] due
to the use of reconstruction losses on each level of the network, we have seen that other
models, SWWAE [108] and DEPICT [19], use this type of regularization on each layer
and showed that reconstructing from denoising layers improve the performance.
For the SVHN dataset, the results show that this dataset is more difficult than MNIST.
Unlike MNIST, our method obtains better results than ADGM [59] but is outperformed
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Table 3.5. Semi-supervised test error (%) benchmarks on MNIST, SVHN and NORB for randomly and
evenly distributed labeled data.
Model MNIST SVHN NORB
100 1000 1000
M1+TSVM [44] 11.82 (± 0.25) 55.33 (± 0.11) 18.79 (± 0.05)
EmbedCNN [101] 7.75 - -
SWWAE [108] 8.71 (± 0.34) 23.56 -
Small-CNN [73] 6.43 (± 0.84) - -
M1+M2 [44] 3.33 (± 0.14) 36.02 (± 0.10) -
DEPICT [19] 2.65 (± 0.35) - -
VAT [67] 2.12 24.63 9.88
Conv-CatGAN [86] 1.39 (± 0.28) - -
SDGM [59] 1.32 (± 0.07) 16.61 (± 0.24) 9.40 (± 0.04)
ADGM [59] 0.96 (± 0.02) 22.86 10.06 (± 0.05)
Improved GAN [80] 0.93 (± 0, 65) 8.11 (± 1.3) -
Conv-Ladder τ -model [73] 0.89 (± 0.50) - -
Proposed 1.66 (± 0.20) 20.66 (± 1.09) 8.18 (± 0.58)
by SDGM [59]. All the Bayesian approaches do not overcome the 10% of test error;
however, Generative Adversarial Networks [28] (GANs) obtained the best results by a
large margin, this motivates us to explore these models in future works. For the NORB
dataset, our method outperformed all the related works that reported results on this
dataset. However, we can not affirm that our method is the best in this dataset because
methods like GANs [80] or Ladder Network [73] might outperform our results due to its
performance on the other datasets.
The results show that the feature representations learned by our model have good
discriminative properties that is desired for the clustering embedding. The classification
is a byproduct of the cluster definition within our model.
Image Generation
Besides clustering, we also evaluated the generative part of our model. Even if our model
is not fully variational, we can perform conditional generation. In order to do that, we
pass a test image through the encoder network and obtain its feature vector f . Then we
fix the values of this vector and vary the values of the categorical variable c. Due to the
categorical variable is the representation of our clusters, we can vary it in the form of one-
hot vectors, all these process can be seen in Fig. 3.15(a). The results of generation can be
seen in Figure 3.15(b) where we generated digits conditioned on the feature representation,
for some categorical samples we do not obtain well formed digits, due to the unknown
structure of the feature space. However, we want to show that even if image generation
is not our goal, due to the nature of our model we were able to generate images.
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(a) Generative Model (b) Generated samples
Figure 3.15. Image generation on MNIST. (a) We generate random images by inputting a test image
x through the encoder, i.e., f = gφ(x), and generate samples pθ(x|f, c) by varying the categories c. (b)
Generated samples where the first column represents the test image x and the other columns represent
random generated images conditioned on the feature vector f .
3.6 Conclusion
In this chapter, we presented our proposal for the problem of semi-supervised clustering.
Our method is a variation of the Categorical Variational Autoencoder, as well as a semi-
supervised end-to-end learning framework that is based on auxiliary tasks. We assigned
images to clusters, and regularized the embedding of the feature space by minimizing the
distance between similar feature representations, and by penalizing the cluster assignment
with the aid of the known data assignments. Experimental results showed that our ap-
proach can generate clusters with small amount of labeled data, additionally the learned
features have discriminative representations which can be employed in semi-supervised
classification tasks. Moreover, we have shown an exploration of the hyperparameters that
we chose independently; however, testing a combination of hyperparameters may lead to
better results. In the next chapter we consider the problem of unsupervised clustering,
which is a harder problem because we do not have any information about the clusters.
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Chapter 4
Unsupervised Clustering
In the previous chapter, we evaluated the applicability of deep generative models for semi-
supervised clustering with our proposed model based on auxiliary tasks. Motivated by the
results that generative models achieved in the semi-supervised problem, in this chapter
we propose a generative model to solve the problem of unsupervised clustering. We start
this chapter with a brief introduction about unsupervised clustering. In Section 4.2 we
explain the related works and their difficulties solving this problem. Section 4.3 presents
our proposed generative model which is a modification of the stacked M1+M2 generative
model applied to semi-supervised learning. An overview of the M1+M2 model is given
in Section 4.3.1 where we describe the problems associated with this model and our
proposed solution. This section ends with a formal definition of our generative model and
the lower bound that we aim to optimize. Finally, we present our experimental results in
Section 4.4, showing that a simple generative model can lead to state-of-the-art results
on three different datasets: MNIST, USPS and REUTERS-10k. This chapter is based on
the publication Arias and Ramírez [4], presented at the Second Bayesian Deep Learning
Workshop at the conference on Neural Information Processing Systems (NIPS), 2017.
4.1 Introduction
Unsupervised clustering is an open problem in machine learning whose goal is to find
groupings from the data such that samples that belong to the same group are similar
to each other whereas samples in different groups are dissimilar. Unlike semi-supervised
clustering, previously seen in Chapter 3, which uses a small amount of labeled data,
unsupervised clustering considers only unlabeled data.
In this work, we aim to address unsupervised clustering and representation learning in
an end-to-end manner by using simple generative models. To this end, we propose a prob-
abilistic generative model that transforms the data into a feature-category latent space,
as we did in Chapter 3. Our model is based on the semi-supervised generative model
(M1+M2) proposed by Kingma et al. [44]. The main problem with the M1+M2 model is
that it requires pre-training due to the problem of hierarchical stochastic variables [92],
we solve this problem by combining a deterministic variable, that represents our features,
with two stochastic random variables, that represent a Gaussian and a categorical distri-
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Figure 4.1. Illustration of the proposed model. Our encoder transforms the data into feature represen-
tations which are converted into categories and Gaussian representations, the latter is used to improve the
initial feature representations. The decoder uses the Gaussian representations and clustering information
for reconstruction. Section 4.3 details the construction of the architecture through a probabilistic model.
bution. The Gaussian distribution is used to improve the feature representations and the
categorical distribution is used to perform the clustering assignments.
Our model is considered “simple” because it does not require additional clustering
algorithms [30, 103, 105] in the learning process or generative models that commonly use
complex prior distributions like mixture of Gaussians [17, 40]. We based our model on
the M1+M2 mainly because it was the first deep generative model proposed for a similar
task (semi-supervised learning). Nowadays, generative models that outperform M1+M2
have been proposed [58, 59], but we consider them as “complex” because they use skip
connections and auxiliary latent variables that lead to a complex derivation of the loss
function.
A general view of our proposed model is depicted in Figure 4.1 where initially the
unlabeled data is passed through an encoder to learn representations, from these repre-
sentations we infer a continuous Gaussian latent variable to provide more robust set of
features and a discrete latent variable to provide clustering assignments, this information
is passed through a decoder for the reconstruction of the input data, in this way we can
improve the feature representations for clustering in an unsupervised way. Additionally,
after training, we can discard the encoding part of the model, leaving only the learned
Gaussian and categorical distributions from which we can take samples and generate
images.
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4.2 Related Work
Traditional clustering algorithms like k-means [60], Gaussian mixture models (GMM) [12]
and spectral clustering [57] are commonly used to group data. However, they are inef-
fective when the dimensionalilty of the data is very high [87]. Therefore, it is commonly
required to reduce the dimensionality of the data before the clustering process [18,94].
In the last few years, with the help of Deep Neural Networks (DNNs), we can learn
feature representations in low dimensional space. For instance, the stacked autoencoder
(SAE) [98] and deep CCA (DCCA) [3], are models based on DNNs that learn non-linear
representations unsupervisely. Some works use these networks as a pre-processing step
to learn feature representations and then apply a clustering algorithm over these repre-
sentations as a subsequent step. For instance, Tian et al. [93] combine graph clustering
with neural networks, they use a graph represented by a similarity matrix as input for a
SAE and then apply the k-means algorithm over the feature representations of the last
layer. Chen [15] uses a Deep Belief Network (DBN) [33] to learn representations and then
applies non-parametric maximum-margin clustering. Saito et al. [78] concatenate features
from intermediate layers of a deep autoencoder and apply the k-means algorithm.
Recent works jointly learn representations and clustering. For instance, Xie et al. [103]
proposed the model Deep Embedding Clustering (DEC) which is based on two phases: the
first one employs a SAE to learn representations and then uses k-means to initialize the
cluster centroids over the latent space, the second phase trains simultaneously the encoder
of the SAE and a loss function based on the divergence between soft assignments and a
target distribution. The problem with this approach is that the local structure of the data
is not preserved because the decoder is removed, optimizing only the clustering loss. This
problem is addressed by Guo et al. [30] who proposed an improved version of DEC called
IDEC, their approach is based on DEC but they do not remove the decoder when training
jointly with the clustering loss, thus preserving the local structure of the data. Similarly,
Yang et al. [105] proposed the Deep Clustering Network (DCN) where the first phase is
similar to DEC and the second phase is similar to IDEC, i.e., they use the reconstruction
loss jointly with a clustering loss, the clustering loss is given by the k-means loss and
because of that it is required an alternating stochastic optimization between the network
parameters and clustering parameters. The problem with these works is that they require
a pre-training phase to learn feature representations and an external clustering algorithm
that is trained jointly with the pre-trained network. Unlike these works, our method does
not require pre-training nor external clustering algorithms.
Besides of normal autoencoder-based architectures, other methods take advantage
of deep generative models, such as Variational Autoencoders (see Section 2.5). Recent
works [17, 40, 69] combine Variational Autoencoders with Gaussian mixture models for
clustering. Instead of considering a normal Gaussian prior, commonly used in VAEs,
some of these works use a mixture of Gaussians prior where each Gaussian represents a
cluster. For instance, Dilokthanakul et al. [17] proposed Gaussian Mixture Variational
Autoencoder (GMVAE) where the mixture of Gaussians is represented by neural networks,
i.e., the neural network outputs multiple means and variances to represent each Gaussian,
and a categorical distribution that is used to choose one component of the Gaussian
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mixture. One way to backpropagate through discrete variables is by marginalizing them
out [44]; however it requires multiple forward calls. In GMVAE they avoid this problem
because they do not need to sample from the discrete distribution due to its neural
network representation. Thus, only a forward call is required. The problem with this
approach is that it becomes inefficient when the number of clusters increases due to the
number of layers and parameters that the neural network requires in order to represent
each Gaussian. Similarly, Jian et al. [40] proposed Variational Deep Embedding (VaDE).
Unlike GMVAE, they do not model each Gaussian with neural networks but instead use
global parameters, these parameters are initialized with a normal GMM. Other differences
include the use of pre-training with a SAE that GMVAE does not require and for the
discrete variable they derive a deterministic approximation of its posterior, thus only
a forward call is required. Other works like Nalisnick et al. [69] combined VAE and
GMM but they use the mixture of Gaussian distribution as the approximate posterior
of VAE, improving the capacity of the original VAE. Unlike all these works, we use a
simpler generative model that does not require pre-training and instead of modeling the
clusters with a GMM, we use an approximation of the categorical distribution based on
the Gumbel-Softmax distribution (see Section 2.6.2).
Besides the described methods, different works have been proposed in the field of
clustering with deep neural networks [19,35,42,55,82,106,107]. Some of these methods are
based on Convolutional Neural Networks with different types of clustering loss functions
such as JULE [106] which is based on an agglomerative clustering loss, DEPICT [19]
which uses a loss function similar to DEC but with an additional balanced assignment
loss and DBC [55] which is similar to DEC but uses fully convolutional autoencoders.
Other methods are based on Generative Adversarial Networks [62, 72, 86]. For instance
Premachandran et al. [72] use features learned from the discriminator of an infoGAN [16]
and perform the k-means clustering over these representations. A survey about different
methods for clustering with deep learning can be found in the work of Aljalbout et al. [2].
4.3 A Simple Deep Generative Model for Clustering
In this section we introduce our main proposal which allows to cluster data in unsupervised
way. We start giving a review of the stacked generative model M1+M2, from which we
based our probabilistic model, and explain the differences we consider in our model.
Finally, we give a formal definition of our generative model and derive a loss function
that can be optimized with the reparameterization trick (see Section 2.5.4).
4.3.1 Revisiting the Stacked Generative Model (M1+M2)
Our probabilistic model is based on the stacked generative model (M1+M2) proposed
by Kingma et al. [44] for semi-supervised learning. This model is comprised of two ap-
proaches: a latent-feature discriminative model (M1) and a generative semi-supervised
model (M2). The former is represented by a vanilla variational autoencoder (see Sec-
tion 2.5) where the latent space is defined by an isotropic Gaussian, as shown in Fig. 4.2,
and is used to learn feature representations of the data. The latter generates data from
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(a) Inference Model (b) Generative Model
Figure 4.2. Latent-feature discriminative model (M1). (a) Inference model that approximates the
intractable posterior pθ(z|x) with an isotropic Gaussian qφ(z|x). (b) Generative model that generates
new examples by sampling from a standard Gaussian prior z ∼ p(z). (Nodes colored in blue represent
non-deterministic nodes.)
a latent class variable c, represented by a multinomial distribution, and a continuous
variable z, represented by a standard normal distribution, cf. Fig. 4.3(b). The inference
process varies according to the input data, if the class variable c is provided then only z
is considered as latent variable, otherwise both c and z are treated as latent variables, cf.
Fig. 4.3(a). A problem arises when we consider the last case (unlabeled data) because the
categorical distribution is not reparameterizable, Kingma et al. [44] approach this problem
by marginalizing out the variable c, however this approach is expensive for models with
a large number of categories because it requires to infer on qφ(z|x, c) for each c.
As we can see in Fig. 4.4, the stacked generative model uses hierarchical stochastic
layers that Kingma et al. [44] were not able to train end-to-end, and thus relied on pre-
training. The problem of hierarchical stochastic variables was studied by Sønderby et
al. [92] and Lars et al. [58] where they found the problem of inactive stochastic units.
The M1+M2 model was trained by first learning a new latent representation z1 using the
generative model from M1, and subsequently learning a generative semi-supervised model
M2, using embeddings from z1 instead of the raw data x.
In our model we replace the stochastic layer that produces x with a deterministic one,
thus avoiding the problem of hierarchical stochastic variables. We learn these representa-
tions with the use of a nonlinear encoder, i.e.,
xˆ = g(x). (4.1)
We consider this layer as our feature representations of the data from which we infer the
latent variables, cf. Fig. 4.5(a).
4.3.2 Generative Unsupervised model
We propose a probabilistic model that describes the data as being generated by two latent
variables, the continuous variable z and the categorical variable c, i.e., we have pθ(x, z, c).
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(a) Inference Model (b) Generative Model
Figure 4.3. Generative semi-supervised model (M2). (a) Inference model that approximates the in-
tractable posteriors with an isotropic Gaussian qφ(z|x, c) and a categorical distribution qφ(c|x). (b)
Generative model that generates new examples by sampling from a standard Gaussian z ∼ p(z) and a
categorical prior c ∼ p(c).
The generative model P is defined as p(c)p(z)pθ(x|z, c), cf. Fig. 4.5(b),
p(c) = Cat(c|pi), (4.2)
p(z) = N (z|0, I), (4.3)
pθ(x|z, c) = f(x; z, c, θ), (4.4)
where Cat(c|pi) is a categorical distribution, N (z|0, I) is a standard normal Gaussian
distribution, f(x; z, c, θ) is a likelihood function, e.g., a Bernoulli or Gaussian distribution,
represented by a non-linear combination of the latent variables c and z, we use deep neural
networks to represent this non-linearity.
4.3.3 Variational Lower Bound
Computing the posterior distribution pθ(z, c|x) is intractable, thus we approximate this
posterior with a tractable one, qφ(z, c|xˆ), by using variational inference [45, 74] and a
deterministic representation (4.1) of the data. Therefore, our inference model Q is defined
as qφ(c|xˆ)qφ(z|xˆ), cf. Fig. 4.5(a),
qφ(c|xˆ) = Cat(c|piφ(xˆ)), (4.5)
qφ(z|xˆ) = N
(
z|µφ (xˆ) , diag
(
σ2φ (xˆ)
))
, (4.6)
where piφ(xˆ) is a probability vector, σφ(xˆ) is vector of standard deviations and µφ(xˆ) is
a vector of means, all the functions that define these vectors are represented as neural
networks, cf. Fig. 4.6.
Our categorical variable c is a discrete node that represents a categorical distribution
that we use to associate each cluster with each category. Nevertheless, we cannot back-
propagate through discrete nodes. Thus, we need to reformulate it into a deterministic
path within the model. We use the Gumbel-Softmax distribution (Section 2.6.2) to ap-
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(a) Inference Model (b) Generative Model
Figure 4.4. Stacked generative semi-supervised model (M1+M2). (a) Inference model that approximates
the intractable posteriors with hierarchical stochastic variables z1, z2 and c. (b) Generative model that
generates new examples by first sampling from priors p(z2) and p(c) and then from pθ(z1|z2, c). Kingma
et al. [44] were not able to train this model end-to-end.
proximate our categorical distribution with a continuous one. Unlike the stacked model
M1+M2, this approximation does not require marginalization of the variable c, allowing
us to backpropagate through c ∼ qφ(c|xˆ) for a simple gradient estimation.
As we are dealing with an unsupervised method, we need to infer both latent vari-
ables, i.e., c and z. Thus, we optimize the model by maximizing the lower bound (see
Appendix B.1 for a complete derivation):
log pφ(x) ≥ Ec,z∼qφ(c,z|xˆ) [log pθ(x|c, z)]−KL(qφ (c|xˆ) ‖ p (c))−KL(qφ (z|xˆ) ‖ p (z)), (4.7)
where the first term can be approximated with the reconstruction loss (LR), in our ex-
periments we represent this loss with binary cross entropy (binary data) and mean square
error (continuous data), the second and third terms work as regularizers of the cate-
gorical (LC) and Gaussian (LG) distributions respectively, encouraging the approximate
posterior qφ(∗|xˆ) to be close to a prior p(∗). We specify a standard uniform distribution
p(c) ∼ U(0, 1) for the categorical and a standard Gaussian distribution p(z) ∼ N (0, 1)
for the Gaussian. Figure 4.6 shows how the neural networks represent these approximate
distributions by learning their parameters in a deterministic way.
4.4 Experiments and Results
In this section, we evaluate the performance of our proposed method on three benchmarks:
MNIST [50], USPS [37] and REUTERS-10K [53]. We provide quantitative comparisons
of our model with different unsupervised methods including GMVAE [17], DEC [103],
DCN [105] and VaDE [40]. We compare our proposed model against models based on
multilayer perceptrons with the exception of GMVAE, which uses convolutional neural
networks. We consider GMVAE because their approach is also based on bayesian meth-
ods. Experimental results show that a simple model can lead to good results compared
with the state-of-the-art without the need of complex models and layer-wise pre-training.
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(a) Inference Model Q (b) Generative Model P
Figure 4.5. Probabilistic graphical model of our approach for unsupervised learning. The variable
xˆ represents learned features from an encoder network. (a) Inference model that approximates the
intractable posteriors with an isotropic Gaussian qφ(z|xˆ) and a categorical distribution qφ(c|xˆ), note that
we do not use the input data, x, directly. (b) Generative model that generates new examples by sampling
from a standard Gaussian z ∼ p(z) and a categorical prior c ∼ p(c).
Moreover, we provide qualitative results, showing that our model can generate realistic
samples for any specified cluster. In this thesis we performed more experiments, result-
ing in different hyperparameters than those presented in the published paper [4]. Open
source code, with which the most important results can be reproduced, is available at
https://gitlab.com/mipl/simple-vae-clustering.
4.4.1 Datasets
The following datasets are used in our experiments:
• MNIST: The MNIST [50] dataset consists of 70000 handwritten digits of 28×28
pixel size and 10 classes. We consider the standard split of the data, which consists
of 60000 images for training and 10000 images for testing.
• USPS: The USPS [37] dataset consists of 9298 gray-scale handwritten digit images
with size of 16×16 pixels. The features are floating point values in [0, 2]. We
consider the standard split of the data, which consists of 7291 images for training
and 2007 images for testing.
• REUTERS-10K: The REUTERS-10K is a subset of 10000 examples taken from
the original REUTERS [53] dataset, which contains around 810000 English news
stories labeled with a category tree. REUTERS-10K uses only 4 root categories:
corporate industrial, government/social, markets and economics as labels and ex-
cludes all documents with multiple labels. The features of this dataset are obtained
by using tf-idf on the 2000 most frequent words. This dataset was initially employed
by Xie et al. [103] and is commonly used for clustering nowadays. We consider a
split of 80% for training and 20% for testing.
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Figure 4.6. Representation of the proposed model with neural networks, the parameters of the approx-
imate distributions are learned from the deterministic representations of the input data, xˆ, where the
reparameterization trick is employed for learning the Gaussian distribution z and the Gumbel-Softmax
approximation for the categorical distribution c.
4.4.2 Evaluation Metrics
We evaluated our clustering results with two clustering metrics commonly used in the
literature, clustering accuracy (ACC) and normalized mutual information (NMI) [104].
Both metrics are in the range of [0, 1], where larger values indicate more precise clustering
results. An explanation about how these metrics work can be found in Section 3.5.2.
4.4.3 Experimental Setup
For each dataset, we consider the number of classes as the number of clusters. We ran-
domly split the training images into 80% for training set and 20% for validation set, we
perform the splits trying to maintain the classes balanced for both training and validation
sets, i.e., we group by labels and obtain the desired percentage for each category.
4.4.4 Proposed Network Architecture
Fig. 4.7 shows the architecture used in our model, we consider fully connected multilayer
perceptron (MLP) to represent our networks. All the layers, except the input, output and
embeddings, are followed by batch normalization [38] and rectified linear unit (ReLU)
as non-linearity. The architecture of the encoder used for learning our representations
xˆ is D − 512 − 256 − df , where D is the input dimensionality and df is the feature
dimensionality. Our inference and generative models are parameterized by three neural
networks: latent inference model qφ(z|xˆ), categorical model qφ(c|xˆ) and generative model
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Figure 4.7. Our proposed architecture. Colored nodes represent stochastic nodes. The variables df , dz,
k are the dimensionality of the features, latent Gaussian, and number of clusters, respectively.
pθ(x|z, c). For the latent inference model we approximate the stochastic variables by
using two linear layers for µ and σ respectively, we then apply reparameterization trick
using these outputs. The architecture for the categorical model is df − df − df/2 − k
where k is the number of clusters, this last layer represents the logits l used in Gumbel-
Softmax [39, 61] to approximate a categorical distribution. Finally the generative model
is given by the combination of the latent variables z and c, we use linear layers to obtain
vectors of dimensionality df , then we add these two vectors and pass them through a
decoder network df − 256− 512−D.
4.4.5 Training
Our model uses the initialization defined by LeCun et al. [51]. For training we used
Adam [43] optimizer with the default hyperparameters for 1st- and 2nd-order moments
β1 = 0.9 and β2 = 0.999. We iterate for 300 epochs, and in every epoch we consider a
different random permutation of our data. For this problem we used a batch size of 300
elements.
4.4.6 Hyperparameters
The setup of hyperparameters is an important step when training neural networks. The
approach we took is similar to the one presented in Section 3.5.6 where we chose the
parameters independently. However, due to the use of multilayer perceptrons rather
than convolutional neural networks, it was possible to perform combinations for some
parameters. All the hyperparameters were found in the validation set. We started with
the following setup for all the datasets: {df = 100, dz = 50, η = 0.0001}, where df is the
feature size, dz is size of the latent Gaussian and η is the learning rate.
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Figure 4.8. Clustering performance at each epoch, considering all loss weights equal to 1.
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Figure 4.9. Importance of loss function weights for (a) clustering accuracy (ACC) and (b) normalized
mutual information (NMI) on the validation set, by varying the reconstruction loss weight (wR), categor-
ical loss weight (wC) and Gaussian loss weight (wG). The selection of weights consider the initial setup
specified in Section 4.4.6.
During the first training phase, using the initial parameters, we found that we did not
get improvements in the clustering metrics, cf. Fig. 4.8. Thus, we started modifying the
weights of each loss function. Figure 4.9 shows the importance of weights for each loss. As
we can see, increasing the weights of the reconstruction, wR, and categorical, wC , do not
result in improvements. However, increasing the weight of the Gaussian regularizer, wG,
improves the initial results. We believe this problem happens because the loss functions
are not in the same range. We obtained the best results by using a weight of 5 for the
Gaussian regularizer and 1 for the rest.
After setting the correct weights for our loss functions, we started varying the learning
rate η, we tested with values (0.0001, 0.001, 0.01) and found that 0.001 gives better results.
For the feature and Gaussian size we tried different combinations. We fixed the size of the
features to values (100,150) and for each of these values, we varied the size of the latent
Gaussian to values (50, 100, 150 , 200). According to the results, depicted in Figure 4.10,
we set the feature size (df ) to 100 for MNIST, 150 for USPS and REUTERS-10K. The
latent Gaussian size (dz) is set to 150 for MNIST, 100 for USPS and REUTERS-10K.
Finally we smooth the temperature used in Gumbel-Softmax from 1 to 0.5 in the first 100
epochs.
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Figure 4.10 Hyperparameter selection on three validation sets by varying the latent Gaussian size (dz)
with two feature sizes (df ∈ {100, 150}). We selected the pair that showed maximum performance per
dataset.
Table 4.1. Clustering performance, ACC (%) and NMI (%), on all datasets on test set. The standard
deviation (%) is shown in parenthesis when available. Colored rows denote methods that require pre-
training.
Method MNIST USPS REUTERS-10K
ACC NMI ACC NMI ACC NMI
k-means [30] 53.24 - 66.82 - 51.62 -
GMM [40] 53.73 - - - 54.72 -
AE+k-means [30] 81.82 74.73 69.31 66.20 70.52 39.79
AE+GMM [40] 82.18 - - - 70.13 -
GMVAE [17] 82.31 (± 4) - - - - -
DCN [105] 83.00 81.00 - - - -
DEC [103] 86.55 83.72 74.08 75.29 73.68 49.76
IDEC [30] 88.06 86.72 76.05 78.46 75.64 49.81
VaDE [40] 94.46 - - - 79.83 -
Proposed 83.07 (± 9) 80.18 (± 6) 72.58 (± 3) 67.01 (± 2) 80.41 (± 5) 52.13 (± 5)
4.4.7 Quantitative Evaluation
In this section we present our results compared to the state-of-the-art. All the results
of the related works are reported from the original papers. The character ‘-’ means that
results for that metric or setup were not executed. For all the experiments we did not
perform any type of pre-processing over the images, we only normalize their pixel values
to be in the range of [0, 1]. Our final results are performed using all the training samples
with 10 random seeds for network initialization and data splits. The results of this thesis
differ from those reported in the published paper [4], due to the selected hyperparameters
and number of seeds which reflect a more refined experiment.
As we can see in Table 4.1, traditional clustering algorithms like k-means and GMM
perform poorly on all the datasets, however when using features learned from an au-
toencoder their results improve dramatically, which shows the potential of deep learning
in unsupervised clustering field. Our model achieves comparable results with the state-
of-the-art, something important to consider is that most of the related works rely on
CHAPTER 4. UNSUPERVISED CLUSTERING 77
Table 4.2. MNIST test error-rate (%) for kNN on latent space xˆ.
Method k
3 5 10
VAE [45] 18.43 15.69 14.19
DLGMM [69] 9.14 8.38 8.42
VaDE [40] 2.20 2.14 2.22
Proposed 3.46 3.30 3.44
layer-wise pretraining (colored rows), ours is trained end-to-end. DCN [105], DEC [103]
and IDEC [30] use the same initialization step which is based on pretraining a stacked
autoencoder and use the k-means algorithm over the feature representations, then a clus-
tering loss is jointly optimized with the autoencoder. Unlike these works, ours does not
require an external clustering algorithm like k-means because we learn statistical underly-
ing structure of the data with generative models. GMVAE [17] and VaDE [40] are Bayesian
methods that are very related to us, the main difference is that they consider complex
priors, i.e., Gaussian mixture priors, ours considers a simple Gaussian. Furthermore, they
approach the problem of backpropagation through discrete variables by representing the
mixture of Gaussians with neural networks (GMVAE) or by finding an approximation
derived from its generative model (VaDE). Unlike them, we use the Gumbel-Softmax dis-
tribution which allows us to backpropagate through discrete variables efficiently. Using
GMM as prior improves the clustering process because each cluster is represented by a
Gaussian, we believe that our model does not perform so well because of this prior.
Existing unsupervised methods [45, 69] that learn data representations are an excel-
lent benchmark for our model. However, since their objective is not clustering, we use the
k-Nearest Neighbors classifier (kNN) on the features learned on MNIST to evaluate them.
Specifically, we compared our model against DLGMM [69] and VAE [45]. In Table 4.2,
we can see that our model outperforms DLGMM and VAE significantly, and shows com-
petitive results against VaDE [40]. Note that none of these models required labels during
training.
4.4.8 Qualitative Evaluation
Besides clustering, we also evaluated the generative part of our model. Firstly, we demon-
strate style and category separation by passing a test image through the inference network
to infer values for the latent variables. Then we fix the values of the latent variable z and
vary the values of the categorical variable c, i.e., vary a one-hot vector that represents each
cluster, this process can be seen in Figure 4.11(a) where qφ(z|xˆ) represents the inference
over the latent variable z that we fixed and the one-hot that we vary according to the
required cluster. In Fig. 4.11(b) we show how our model has learned to separate style and
category information.
As a second approach, we demonstrate the impact of choosing different number of
clusters k for MNIST. To this end, we chose different number of clusters and generate
images from these clusters. We can do this by fixing the categorical variable c, i.e., fix
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(a) Generative model (b) Generated samples
Figure 4.11. Style transfer generation on MNIST. The latent space has learned styles and can transfer
it, (a) we show this behavior by inputting a test image x through qφ(z|xˆ) and generate samples pθ(x|z, c)
for each category c. (b) Generated samples where the first column represents the test image x and the
other columns represent generated images with similar style.
a one-hot vector, and varying the values of the latent variable z, i.e., sample from the
Gaussian prior z ∼ N (0, 1), cf. Figure 4.12(a). In Fig. 4.12(b) we can see that, if k
is smaller than the number of true clusters, similar digits are clustered together, such
as 4 with 9, and 3 with 8. On the other hand, if k is larger than the number of true
clusters, some clusters are repeated but we can consider them as sub-clusters where each
sub-cluster contains similar style information, like digit 6 where one cluster generates
fatter 6’s, while the other thinner 6’s, cf. Fig. 4.12(d). And if the true number of cluster
is known, our model yields an accurate representation, cf. Fig. 4.12(c).
Fig. 4.13 shows the feature representations of MNIST at different epochs using t-
SNE [97], we reduced the dimensionality of the feature representations to 2D. Different
colors indicate ground-truth classes. We can see that after a number of epochs, we can
learn more discriminative representations improving the clustering process.
4.5 Conclusion
We proposed a simple generative model for unsupervised clustering based on the stacked
generative model M1+M2. Unlike M1+M2 we avoid the problem of hierarchical stochas-
tic layers by using deterministic layers to learn representations, from which we infer our
latent variables. Thus, we are able to train our model end-to-end without the requirement
of layer-wise pretraining. Furthermore we represent our categorical distribution with the
Gumbel-Softmax distribution that is a deterministic approximation based on the repa-
rameterization trick. Experimentally we found that a weight for the Gaussian regularizer
(wG) was very important for our model to work, this hyperparameter requires a better
study about why it is required, we believe this occurs because the losses are not normal-
ized. Our results show that our approach generates clusters that accurately represent
their given class and is amongst the most competitive models. Due to the nature of our
model, we are able to generate realistic samples when conditioned on cluster informa-
tion. Moreover the learned feature representations have discriminative properties that
are learned without labels.
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(a) Generative Model (b) 7 clusters
(c) 10 clusters (d) 14 clusters
Figure 4.12. Generated images by varying the number of clusters on MNIST. (a) We generate random
images by fixing the desired category c and by sampling from the Gaussian prior, z ∼ N (0, 1), we show
the results of (b) seven, (c) ten, and (d) fourteen clusters (each row shows the output of one cluster).
Notice that diverging from the true cluster number forces the model to group similar representations
together.
(a) Epoch 1 (b) Epoch 5 (c) Epoch 20
(d) Epoch 50 (e) Epoch 150 (f) Epoch 300
Figure 4.13. Visualization of the feature representations on MNIST dataset at different epochs.
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Chapter 5
Conclusion
In this chapter we synthesize our contributions and limitations based on the proposed
methods for semi-supervised and unsupervised clustering. Moreover, we provide possible
improvements and directions for future works.
5.1 Summary of Contributions and Limitations
The main goal of this thesis was to jointly perform clustering and learn representations
in a semi-supervised and unsupervised way. We based our approach in deep generative
models which aim to learn underlying hidden structure of the data in an unsupervised
manner. In order to understand these models, we reviewed the most important concepts of
probabilistic machine learning in Chapter 2, including probabilistic graphical models and
latent variable models which are very important to define generative models. Moreover,
we reviewed neural networks emphasizing the importance of loss functions and describing
their connections with generative models through a detailed explanation of Variational
Autoencoders. An important factor in the formulation of our proposal was the latent
space learned by the Categorical Variational Autoencoder because it allowed us to learn a
discrete latent space in an unsupervised manner, in this way, we obtained the uncertainties
for each element of our data w.r.t. categories given by the Gumbel-Softmax distribution.
We started addressing the problem of semi-supervised clustering because it is an easier
problem than the unsupervised one, due to the additional information it has in the form of
labels. Therefore, in Chapter 3 we presented an extension of the Categorical Variational
Autoencoder, in which we combined the variational lower bound derived from this model
with our proposed auxiliary task in the form of loss functions. These loss functions
taught our network to perform clustering assignments and regularized the feature space
by approaching elements that belong to the same cluster. Experimentally, our model was
able to learn both feature representations and clusters, taking advantage of the small
amount of labeled data, without any type of pre-training. During the hyperparameters
search we found that the assignment loss dominated the error, thus we required to set a
weight for this loss, otherwise the model did not improve. We did not expect this behavior
because we normalized the losses to be in the range of [0,1]. However, normalizing the
losses gave more importance to the regularization with an uniform prior distribution.
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One important result depicted in the synthetic dataset (See Fig. 3.13) showed that the
performance of our model is affected by the initial seeds of the labeled data, we believe
this problem is due to the euclidean distance we considered in the assignment process
and feature loss. Most of our results were compared with state-of-the-art methods for
semi-supervised classification because we considered the use of labeled data as seeded
points rather than constraints. Thus, the final objective was to assign categories to the
unlabeled data, in this regard, the problem of semi-supervised clustering can be compared
to semi-supervised classification.
Following the success of our semi-supervised approach for clustering, in Chapter 4
we presented our proposal for unsupervised clustering, which is a harder problem than
the semi-supervised one because we do not have any information about the clusters.
Just like we did with the semi-supervised problem, we proposed an extension of the
Categorical Variational Autoencoder. Unlike the semi-supervised case, which combined
auxiliary and variational loss functions, we presented a fully variational loss function.
Additionally, with our combination of deterministic and stochastic layers we avoided the
problem of inactive units in hierarchical representations, allowing an end-to-end learning.
Experimentally, our model was able to learn feature representations that we tested with
a kNN classifier. Unlike most of the state-of-the-art approaches, our model was able to
learn in an end-to-end manner. Furthermore, improving our deterministic features with
an isotropic Gaussian and representing the clusters with a categorical distribution we
were able to perform clustering without labels and external clustering algorithms. During
the hyperparameters search we found that a weight for the Gaussian loss was required.
We do not have a concrete answer about why we need to set a weight for this loss, our
assumptions are that the losses may be in different ranges. Thus, a normalization for
each loss could solve the problem. Finally, because our model considers stochastic latent
spaces for the Gaussian and categorical, we were able to perform different types of image
generation that showed qualitatively the generative power of our model.
5.2 Improvements and Future Works
We have seen that deep generative models are powerful enough to achieve state-of-the-
art-results for clustering tasks. However, we believe that our results can be improved by
testing different combinations of hyperparameters with techniques like random search [10].
In addition to that, better ways of normalization might be applied to the loss functions in
order to avoid the use of weights. Furthermore, for the semi-supervised case, different sim-
ilarity metrics and distances can be applied in the comparison of feature representations
for the assignment process and feature loss.
One important test for the semi-supervised model is a fully variational approach,
in our proposal we did not consider our features as stochastic variables, instead, we
used our feature loss to approximate the KL-divergence between our features and a prior
distribution. Having a fully variational approach will allow us to perform different types
of image generation, as we did in our model for the unsupervised problem. Besides that,
we have seen that Bayesian models with complex priors like mixture of Gaussians [17,40],
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showed the best results for clustering. Thus, using this type of prior in our models may
result in a further improvement.
Incorporating classical clustering algorithms as part of the learning process has been
applied in different works [30,103,105,106]. As future work, we can do something similar
in our work, we can use a clustering algorithm in the form of an auxiliary task for the
assignment process or by considering a predefined loss function like the k-means loss. In
this work, we based our models in VAEs, however, a generative model called Generative
Adversarial Network [28] (GAN) has attracted much attention in the last few years be-
cause this model has improved the results of VAE in some tasks such as realistic image
generation. Some works [72,86] have been proposed to solve the clustering problem with
GANs. Thus, we can extend these works by using the aforementioned ideas of jointly
learning a clustering algorithm with the feature representations of a GAN and/or work
over the embeddings to regularize the feature space by using for instance a triplet loss [81].
The latent features can be obtained from the infoGAN [16] or we can use models that
integrate inference with GANs such as: ALI [23] or BiGAN [20], or models that integrate
VAEs with GANs [62,63].
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Appendix A
Semi-supervised Clustering
A.1 Evidence Lower Bound
In this section, we provide the derivation of the variational lower bound (ELBO) of the
our proposed probabilistic model defined in Section 3.4.1.
We are interested in finding the parameters φ and ψ that minimize the divergence
between our approximation qψ,φ(c, f |x) and the true posterior pθ(c, f |x), cf. (3.3). For
simplicity we omit the parameters of each probability distribution:
KL(q(c, f |x) ‖ p(c, f |x)) =
∑
c,f
q(c, f |x) log q(c, f |x)
p(c, f |x) (A.1)
= Ec,f∼q(c,f |x)
[
log
q(c, f |x)
p(c, f |x)
]
(A.2)
= Ec,f∼q(c,f |x) [log q(c, f |x)− log p(c, f |x)] (A.3)
= Ec,f∼q(c,f |x) [log q(c, f |x)− log p(c, f, x) + log p(x)] (A.4)
= Ec,f∼q(c,f |x) [log q(c, f |x)− log p(c, f, x)] + log p(x) (A.5)
= −Ec,f∼q(c,f |x) [log p(c, f, x)− log q(c, f |x)] + log p(x) (A.6)
Then, reordering the terms,
log p(x) = Ec,f∼q(c,f |x) [log p(c, f, x)− log q(c, f |x)] + KL(q(c, f |x) ‖ p(c, f |x)), (A.7)
= L(θ, ψ, φ, ) +K(θ, ψ, φ), (A.8)
where the expectation and the KL divergence correspond to L and K, respectively, such
that the first term, L, is the variational lower bound, and the second one, K, is the initial
KL divergence that we want to minimize. An important property of the KL divergence
is the non-negativity, that is why this term is greater than zero, K ≥ 0. If zero, then
q(c, f |x) is equal to the true posterior distribution p(c, f |x).
The variational lower bound, L, also called evidence lower bound (ELBO) can be
expanded:
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L = Eq(c,f |x) [log p(c, f, x)− log q(c, f |x)] (A.9)
= Eq(c,f |x) [log p(x|c, f) + log p(c, f)− log q(c, f |x)] (A.10)
= Eq(c,f |x) [log p(x|c, f)]− Eq(c,f |x) [log q(c, f |x)− log p(c, f)] (A.11)
= Eq(c,f |x) [log p(x|c, f)]− Eq(f |x)
[
Eq(c|f) [log q(c|f) + log q(f |x)− log p(c, f)]
]
(A.12)
= Eq(c,f |x) [log p(x|c, f)]− Eq(f |x)
[
Eq(c|f)
[
log
q(c|f)
p(c|f)
]
+ log q(f |x)− log p(f)
]
(A.13)
= Eq(c,f |x) [log p(x|c, f)]− Eq(f |x) [KL(q(c|f) ‖ p(c|f)) + log q(f |x)− log p(f)] (A.14)
= Eq(c,f |x) [log p(x|c, f)]− Eq(f |x) [KL(q(c|f) ‖ p(c|f))]− Eq(f |x)
[
log
q(f |x)
p(f)
]
(A.15)
= Eq(c,f |x) [log p(x|c, f)]− Eq(f |x) [KL(q(c|f) ‖ p(c|f))]−KL(q(f |x) ‖ p(f)) (A.16)
When we consider the parameters of each distribution, we obtain (3.10).
A.2 Hyperparameter Selection for SVHN
In this section we present the selection of hyperparameters for the SVHN dataset. We
follow the same strategy used in Section 3.5.6 where we chose our parameters indepen-
dently due to the high dimensionality and prohibiting computational time to perform a
full hyperparameters search. All the hyperparameters were found in the validation set.
We started with the following setup: {fsz = 150, η = 0.001, τ = 1, α = 0.5, κ = 1,
wR = 1, wC = 1, wA = 10, wF = 1}, where fsz is the feature size, η is the learning rate,
τ is the temperature used in Gumbel-Softmax, α is the importance of the labeled data
in the regularization of distances, κ is the number of nearest neighbors to consider in the
assignment process and w∗ are the weights used in our loss function L—cf. (3.6). Note
that we set a predefined weight for the assignment loss because for the MNIST dataset
we found that without this weight we did not get improvements in the clustering metrics.
We began varying the feature size, fsz, we tested values between 150 and 300, as shown
in Fig. A.1(a) we obtained the best results with a size equal to 250, thus we chose this size
for our features. For the temperature τ , used in Gumbel-Softmax, we tested values (0.5,
0.8, 1), and found the best results with a fixed temperature of 0.5 (see Fig. A.1(b)). We
tried to smooth the temperature from 1 to 0.5 without good results. Fig. A.1(c) displays
the results when varying the α parameter, we tested values (0.5, 0.6, 0.7, 0.8) and found
the best results with 0.5, meaning that giving more importance to the distances of the
labeled data does not help that much. For the number of nearest neighbors, κ, we tested
values (1, 3, 5, 7). As we can see in Fig. 3.10(e), the best results were obtained considering
only the nearest neighbor.
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Figure A.1. Hyperparameters selection on SVHN validation set for (a) feature representations size, (b)
temperature of gumbel-softmax, (c) importance of labeled data used in the feature loss and (d) number
of nearest neighbors to consider in the assignment process. The selection of the parameters was executed
in the same order as shown in this figure.
A.3 Visualizing Learned Feature Representations
In Fig. A.2 and Fig. A.3 we can visualize the feature representations f of the SVHN and
NORB datasets respectively, we used t-SNE [97] for the visualization. We can see how
the clusters are being created throughout the epochs.
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(a) Epoch 1 (b) Epoch 5 (c) Epoch 20
(d) Epoch 50 (e) Epoch 80 (f) Epoch 100
Figure A.2. Visualization of the feature representations on SVHN dataset at different epochs with
t-SNE [97], from 250 dimensions to 2.
(a) Epoch 1 (b) Epoch 5 (c) Epoch 20
(d) Epoch 50 (e) Epoch 80 (f) Epoch 100
Figure A.3. Visualization of the feature representations on NORB dataset at different epochs with
t-SNE [97], from 250 dimensions to 2.
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Appendix B
Unsupervised Clustering
B.1 Evidence Lower Bound
In this section, we provide the derivation of the variational lower bound (ELBO) of the
our proposed probabilistic model defined in Section 4.3.3.
We are interested in finding the parameters φ that minimize the divergence between
our approximation qφ(z, c|xˆ) and the true posterior pθ(z, c|x). For simplicity we omit the
parameters of each probability distribution:
KL(q(z, c|xˆ) ‖ p(z, c|x)) =
∑
z,c
q(z, c|xˆ) log q(z, c|xˆ)
p(z, c|x) (B.1)
= Ez,c∼q(z,c|xˆ)
[
log
q(z, c|xˆ)
p(z, c|x)
]
(B.2)
= Ez,c∼q(z,c|xˆ) [log q(z, c|xˆ)− log p(z, c|x)] (B.3)
= Ez,c∼q(z,c|xˆ) [log q(z, c|xˆ)− log p(z, c, x) + log p(x)] (B.4)
= Ez,c∼q(z,c|xˆ) [log q(z, c|xˆ)− log p(z, c, x)] + log p(x) (B.5)
= −Ez,c∼q(z,c|xˆ) [log p(z, c, x)− log q(z, c|xˆ)] + log p(x) (B.6)
Then, reordering the terms,
log p(x) = Ez,c∼q(z,c|xˆ) [log p(z, c, x)− log q(z, c|xˆ)] + KL(q(z, c|xˆ) ‖ p(z, c|x)), (B.7)
= L(θ, φ) +K(θ, φ), (B.8)
where the expectation and the KL divergence correspond to L and K, respectively, such
that the first term, L, is the variational lower bound, and the second one, K, is the initial
KL divergence that we want to minimize. An important property of the KL divergence
is the non-negativity, that is why this term is greater than zero, K ≥ 0. If zero, then
q(z, c|xˆ) is equal to the true posterior distribution p(z, c|x).
The variational lower bound, L, also called evidence lower bound (ELBO) can be
expanded:
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L = Eq(z,c|xˆ) [log p(z, c, x)− log q(z, c|xˆ)] (B.9)
= Eq(z,c|xˆ) [log p(x|z, c) + log p(z, c)− log q(z, c|xˆ)] (B.10)
= Eq(z,c|xˆ) [log p(x|z, c)]− Eq(z,c|xˆ) [log q(z, c|xˆ)− log p(z, c)] (B.11)
= Eq(z,c|xˆ) [log p(x|z, c)]− Eq(z|xˆ)
[
Eq(c|xˆ) [log q(c|xˆ) + log q(z|xˆ)− log p(z, c)]
]
(B.12)
= Eq(z,c|xˆ) [log p(x|z, c)]− Eq(z|xˆ)
[
Eq(c|xˆ)
[
log
q(c|xˆ)
p(c)
]
+ log q(z|xˆ)− log p(z)
]
(B.13)
= Eq(z,c|xˆ) [log p(x|z, c)]− Eq(z|xˆ) [KL(q(c|xˆ) ‖ p(c)) + log q(z|xˆ)− log p(z)] (B.14)
= Eq(z,c|xˆ) [log p(x|z, c)]− Eq(z|xˆ) [KL(q(c|xˆ) ‖ p(c))]− Eq(z|xˆ)
[
log
q(z|xˆ)
p(z)
]
(B.15)
= Eq(z,c|xˆ) [log p(x|z, c)]−KL(q(c|xˆ) ‖ p(c))−KL(q(z|xˆ) ‖ p(z)) (B.16)
Due to the non-negativity of the KL divergence, the ELBO is a lower bound of the log-
likelihood of the data, pθ(x):
log pθ(x) ≥ L(θ, φ) (B.17)
≥ Eqφ(z,c|xˆ) [log pθ(x|z, c)]−KL(qφ(c|xˆ) ‖ p(c))−KL(qφ(z|xˆ) ‖ p(z)). (B.18)
