Abstract. The concepts of stability, attractivity and asymptotic stability for systems subject to restrictions of the input values are introduced and analyzed in terms of Lyapunov functions. A comparison with the well known input-to-state stability property i n troduced by Sontag is provided. We use these concepts in order to derive su cient conditions for global stabilization for triangular and feedforward systems by means of saturated bounded feedback c o n trollers and also recover some recent results due to Teel.
Introduction
Input to state stability analysis of nonlinear control systems has been a subject of research b y many authors and the corresponding results consist powerful tools for the feedback stabilizability problem (see for instance and references therein). The well known input{to{state{stability (ISS) property proposed by Sontag in 15] and studied further in 12, 1 6 , 1 8 , 1 9 , 2 0 ] play an important role to the global stabilization procedure for a wide class of systems like those having triangular structure, cascade connections, feedforward systems and linear systems subject to actuator saturations.
Our purpose is to analyze a weaker version of the ISS property, that has been originally introduced in 31, 3 2 , 33] , and give applications to stabilization of nonlinear interconnected systems by means of nested saturation functions.
In Section 2 we g i v e the concepts of stability, attractivity, asymptotic and uniform asymptotic stability o f c o n trol systems _ x = f(x u) (x u) 2 R n R k (1.1) f(0 0) = 0 subject to the restriction that each admissible control is an essentially bounded map t ! u(t) 2 R k with the property that for any initial state x 0 2 R n and time t the following holds (x(t x 0 u ) u (t)) 2 L (1.2) where x(t x 0 u ) denotes the trajectory of (1.1) of initial value x 0 and input u and L is a subregion of R n R k containing zero.
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Reveived by the journal March 20, 1996 . Acceptated for publication January 18, 1997. , where similar problems are considered. Speci cally, the main di erence with Teel's approach for the case (1.5) is that our procedure is \backforward" and no change of coordinates is needed, while in 24] is \feed-forward".
For the case (1.4) the hypothesis of Theorem 3.1 can be relaxed. In Proposition 3.7 we establish that global stabilization by means of a nested saturation can be succeeded, provided that there exists a C 1 function y = (x) w i t h (0) = 0 such that the map x ! D (x)f(x (x)) is bounded and zero is UGAS for the subsystem _ x = f(x (x)).
Using the analysis of Theorem 3.1 we c a n r e c o ver the main results of Teel where each g i is C 1 and o(y i+1 : : : y m u ) a t 0 . P articularly, Lemma 3.10 presents a general global stabilization approach b y using saturation which is applicable to a wide class of feedforward systems including those of the previous form (1.6).
Notations. We consider a system of the form (1.1) whose dynamics f : R n R k ! R n are C 0 vanishing at zero. Assume that (1.1) is complete, namely for every initial x 0 and essentially bounded input u each solution x(t) = x(t x 0 u ) o f (1.1) is de ned for all t 0.
Let L be a closed subset of R n+k with the following properties. P1. Zero 0 2 R n+k belongs to L.
P2. The projection (L) o f L on R n along R k coincides with the state space, i.e. (L) = R n .
Next we extend the usual notions of positive i n variance, stability, asymptotic stability and uniform asymptotic stability concerning single di erential equations, as well as control systems with inputs taking values on a subset I of R k (see for instance 12]), for the case (1.1) where the admissible inputs u depend on the initial state x 0 in such a w ay that (x(t) u (t)) 2 L 8 t 2 0 t x 0 u ] (2.1) for some 0 < t x 0 u +1 also depending on x 0 and u. Of course, the de nitions given below h a ve sense provided that for every initial x 0 the set U(x 0 L t x 0 u ) of inputs u satisfying (2.1) for some t x 0 u > 0 is nonempty.
L{positive i n variance
We s a y that the set M R n is positively invariant with respect to , which in turns guarantees completeness of (2.7). Indeed, each trajectory x(t) : = x(t x 0 v ) of (2.7) is also a trajectory of (1.1) with the same initial x 0 and input u(t) = ( u 1 (t) : : : u k (t)) with components
This is an immediate consequence of the fact that a i (x(t)) u i (t) b i (x(t)), or equivalently (x(t) u (t)) 2 L. It turns out that the origin is (R n I){ First, notice that (3.12) with y 2 as input is complete. This is an immediate consequence of boundedness of 0 1 and g 1 and completeness of the subsystem (3.1). In order to prove that zero is L 1 {UGAS for (3.12) we n e e d t o establish that this system satis es the following properties. Property 1 . If we de ne := f(x y 1 ) : jy 1 ; 0 (x)j c 0 g (3.15) each trajectory of (3.11) enters after some nite time provided that (x(t) y 1 (t) y 2 (t)) 2 L 1 :
Indeed, by (3.10) and (3.11) there exists a constant > 0 such that _ y 1 (t) = ;E 1 1 (y 1 (t) ; 0 (x(t))) + y 2 (t) + g 1 (x(t) y 1 (t)) ; 1 2 E 1 c 0 + C 0 + 1 < ;
(3.17) as long as (3.16) holds and y 1 (t) > 0 (x(t)) + 1 2 c 0 : (3.18) From (3.17) it follows that y 1 (t) y 10 ; t , as long as (3.16) and (3.18) hold, thus there exists a time T > 0 such that (x(T) y 1 (T)) 2 . Similarly, a constant 0 > 0 can be found such that y 1 (t) > y 10 + 0 t as long as y 1 (t) < 0 (x(t)) ; 1 2 c 0 and (3.16) hold from which w e get the desired conclusion.
Property 2 . The set as de ned by (3.15) is L 1 {positively invariant f o r (3.12). It su ces to show that _ y 1 (t) =;E 1 1 (y 1 (t) ; 0 (x(t))) + y 2 (t)
for 1 2 c 0 y 1 (t) ; 0 (x(t)) c 0 (3:19a) and similarly
E 1 c 0 ; 1 ; C 0 therefore jD 0 (x)f(x y 1 )j + jy 2 j + jg 1 (x y 1 )j < 1 2 E 1 c 0 E 1 1 (jy 1 ; 0 (x)j) 8 1 2 c 0 j y 1 ; 0 (x)j c 0 (x y 1 y 2 ) 2 L 1 :
The previous inequality implies both (3.19a ) and (3.19b ).
Property 3 . Each trajectory x(t) of the subsystem (3.1) enters S n (0 " 0 ) after some nite time, provided that jy 1 (t) ; 0 (x(t))j 0 (jx(t)j)
This is an immediate consequence of the fact that zero 0 2 R n is L 0 { UGAS for the system (3.2). Taking into account Properties 1 and 2 it follows that each trajectory (x(t) y 1 (t)) of (3.12) is de ned for all t 0 and enters after some nite time T and remains thereafter, provided that (3.16) holds for all t 0. We now distinguish two cases. The rst is (x(T) y 1 (T)) 2 N := S n+1 (0 0 )\ . Since in that region 1 (x y 1 ) = ;E 1 (y 1 ; Fx ) and N is contained to the region of attraction of (3.7) it follows by the positive i n variance of that (x(t) y 1 (t)) ! 0 a s t ! +1. The second case is (x(T) y 1 (T)) 2 n N.
In that region jy 1 (t) ; 0 (x(t))j 0 (jx(t)j) = c 0 , h e n c e b y Property 3 (x(T 0 ) y 1 (T 0 )) 2 N for some T 0 > T , and so (x(t) y 1 (t)) ! 0 a s t ! +1.
It turns out by taking into account the previous discussion and (3. We conclude that for the system (3.4) with y 2 as input Conditions A1, A2 and A3 are satis ed with (f y 2 + g 1 ) 0 , 1 , 1 and L 1 instead of f, 0 , 0 and L 0 , respectively, hence by repeating the previous analysis we can nd a saturation 2 and a constant E 2 > 0 s u c h t h a t t h e m a p y 3 = 2 (x y 1 y 2 ) : = ;E 2 2 (y 2 ; 1 (x y 1 )) = ;E 2 2 (y 2 +E 1 1 (y 1 ; 0 (x))) globally asymptotically stabilizes the system _ x = f(x y 1 ), _ y 1 = y 2 + g 1 (x y 1 ), _ y 2 = y 3 + g 2 (x y 1 y 2 ).
We proceed similarly by induction. For reasons of completeness we n o t e that for each 1 i m we can select appropriare constants E j > 0 and su ciently small positive constants c j < C j;1 , " j and j , 1 j i ; 1 s u c h that C j + j+1 + 2 E 2 j c j;1 + E j C j;1 + E j j < 1 2 E j+1 c j (3:20a)
Esaim: Cocv, March 1997, Vol. 2, pp. 57{85 j := supf j g j (x y 1 : : : y j )j g (3:20b) for each j the matrices 2 6 6 6 6 6 6 6 6 4 . . . _ y j;1 = y j + g j;1 (x y 1 : : : y j;1 ) _ y j = ;E j (y j ; j;1 (x y 1 : : : y j;1 )) + g i (x y 1 : : : y j ) and in addition the region " j;1 := f (x y 1 : : : y j ) : j(x y 1 : : : y j;1 )j " j;1 jy j ; j;1 (x y 1 : : : y j;1 )j j;1 (j(x y 1 : : : y j;1 )j) g is a subset of S n+j (0 j;1 ) and the restriction of j on A j is linear. globally asymptotically stabilizes (1.5). This result can be modi ed by the following corollary which states that stabilization can be succeeded by m e a n s of a saturated feedback of the form (3.22), where each T i is the identity matrix. The latter imply (3.10) and (3.20a), respectively with i = 0. In order to complete the proof it su ces to show that the constants E i can be chosen in such a w ay that both (3.28a) and (3.28b) are satis ed and for each 1 j m the matrix (3.21) with F = ;E 0 , A = 0 , B = 1 and G ji = 0 is Hurwitz.
But this is a direct consequence of Lemma 3.4 below. Notice that for every j 2 w e g e t H ij (E i E i;1 : : : E i;j 0 E i;j;2 : : : ) = E i E i;1 : : : E i;j H i(j;1) The latter implies that for any positive constants " 1 : : : " m we can nd constants E 0 E 1 : : : E i , in such a w ay that 0 < E i < " i and H ij > 0 which imply that for every 1 i n the polynomial p i (s) is Hurwitz. As in the proof of Theorem 3.1 we m a y assume that 0 (x) = Fxfor (y 1 x ) 2 S n+1 (0 0 ) and because of (3.8) S n+1 (0 0 ) a n d t h us " 0 are both contained to the common region of (local) attraction of zero for the family of systems _ (3.39) We proceed as in the proof of Theorem 3.1. Notice again that completeness of (3.1) and boundedness of 0 1 and g 1 imply completeness of (3.39).
Moreover, similar to the proof of Theorem 3.1 we can establish the following properties. The previous inequality leads as in the proof of Theorem 3.1 to the desired property.
Finally, b y (3.36) and the fact that zero 0 2 R n is UGAS for (3.1) with respect to L 0 , w e can easily verify that the following holds. Property 3 . Each trajectory x(t) o f _ x = f(x y 1 ) e n ters S n (0 " 0 ) after some nite time, provided that jy 1 (t) ; 0 (x(t))j b (jx(t)j).
Finally, w e t a k e i n to account that 1 (x y 1 ) = ;E 1 c ;1 (y 1 ; Fx ) f o r (x y 1 ) 2 " 0 and the facts that E 1 c ;1 > E 1 E 10 and the region " 0 > S n+1 (0 0 ) i s c o n tained to the common region of attraction of zero for (3.38) for all E 1 E 10 , which in turns implies that zero is locally AS for _ x = f(x y 1 ), _ y 1 = ;E 1 c ;1 (y 1 ; Fx ) + g 1 (x y 1 ). We then proceed as in the proof of Theorem 3.1 to complete the proof. for certain constants k 2 k 1 > 0. We also make the following assumption. Proof. We proceed as in the proof of Theorem 3. Roughly speaking the latter is a consequence of (3.63) and the fact that for appropriate small " 0 the restriction of the graph of the map y = 0 (x) on the region N {except of its slight modi cation near the boundary of N { coincides with the graph of the map y = ;E 0 x. Furthermore, we can select the constants and " 0 in such a w ay that f (x y) : jxj " 0 jy ; 0 (x)j " 0 g N : (3.65) In addition to the previous requirements the desired constants can be selected arbitrarily small in such a w ay that the following inequalities hold for certain constants 0 < p , p 0 < 1: We n o w brie y describe the applicability of Lemma 3.10 for the feedforward case (1.6). By extending the approach in the Example 3. The same procedure is applicable for the general case (3.40). Our methodology also works for several other cases under di erent assumptions as the following example shows. 
