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Abstract
Using a new proposal for the “picture lowering” operators, we compute the tree level scat-
tering amplitude in the minimal pure spinor formalism by performing the integration over the
pure spinor space as a multidimensional Cauchy-type integral. The amplitude will be writ-
ten in terms of the projective pure spinor variables, which turns out to be useful to relate
rigorously the minimal and non-minimal versions of the pure spinor formalism. The natu-
ral language for relating these formalisms is the Cˇech-Dolbeault isomorphism. Moreover, the
Dolbeault cocycle corresponding to the tree-level scattering amplitude must be evaluated in
SO(10)/SU(5) instead of the whole pure spinor space, which means that the origin is removed
from this space. Also, the Cˇech-Dolbeault language plays a key role for proving the invariance
of the scattering amplitude under BRST, Lorentz and supersymmetry transformations, as well
as the decoupling of unphysical states. We also relate the Green’s function for the massless
scalar field in ten dimensions to the tree-level scattering amplitude and comment about the
scattering amplitude at higher orders. In contrast with the traditional picture lowering opera-
tors, with our new proposal the tree level scattering amplitude is independent of the constant
spinors introduced to define them and the BRST exact terms decouple without integrating
over these constant spinors.
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1 Introduction
For more than a decade a manifestly super-Poincare´ covariant formulation for the superstring,
known as the pure spinor formalism [1], has shown to be a powerful framework in two branches.
The first one is the computation of scattering amplitudes and the second one is the quantization of
the superstring in curved backgrounds which can include Ramond-Ramond flux. The strength of
the pure spinor formalism resides precisely in the fact that it can be quantized in a manifestly super-
Poincare´ manner, so this covariance is not lost neither in the scattering amplitudes computation
nor in the quantization of the superstring in curved backgrounds.
Since the present paper is about the first branch, we will give a brief description of what has
been done in scattering amplitudes, not attempting to give a complete list of references.
One key ingredient in this formalism is a bosonic ghost λα, constrained to satisfy Cartan’s pure
spinor condition in 10 space-time dimensions [2] 3. The prescription for computing multiloop am-
3Even before pure spinor were incorporated in the description for the superstring, Howe showed that integrability
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plitudes was given in [4], where as in the RNS formalism, it was necessary to introduce picture
changing operators (PCO’s) in order to absorb the zero-modes of the pure spinor variables. Up to
two-loops, various amplitudes were computed in [5], [6] and [7]. Later on, by introducing a set of
non-minimal variables λ¯α and rα, an equivalent prescription for computing scattering amplitudes
was formulated in [8] and [9]. This last superstring description is known as the “non-minimal”
pure spinor formalism, in order to distinguish it from the former “minimal” pure spinor formalism.
With the non-minimal formalism, also were computed scattering amplitudes up to two-loops [10],
[11]. Because of its topological nature, in the non-minimal version it is not necessary to introduce
PCO’s. Nevertheless, it is necessary to use a regulator. The drawback of having to introduce this
regulator appears beyond two-loops, since it gets more complicated due to the divergences coming
from the poles contribution of the b ghost [12] [13].
In this paper we will make a new proposal for the lowering picture changing operators, so
in the following, we will discuss some facts which led us to them. First of all, the pure spinor
condition defines a space, also called the pure spinor cone. In the geometric treatment by Nekrasov
[14] it was found that the pure spinor space has non-vanishing first Pontryagin class, as well as
non-vanishing first Chern class; leading to anomalies in the pure spinor space diffeomorphism and
worldsheet conformal symmetry respectively. Nevertheless, the careful analysis in [14] shows that
these anomalies are cancelled by removing the tip of the cone i.e the point λα = 0. Therefore,
in order to have a well defined theory, one should remove this point from the pure spinor space.
Secondly, according to Berkovits’ prescription for computing scattering amplitudes [4], in order to
match the 11 pure spinor zero-modes in the minimal formalism, one should introduce 11 lowering
PCO’s defined by Y IOld = C
I
αθ
αδ(CIαλ
α), for I = 1. . .11, where CIα are constant spinors. In this
definition, θα are the fermionic superspace coordinates. With the measure element also given in [4],
the integration over the pure spinor zero-modes is performed without removing the point λα = 04.
A third consideration that suggests for another treatment for the PCO’s comes from the higher
dimensional twistor transform using pure spinor; which allowed to obtain higher-dimensional scalar
Green’s functions [15], [16]. As shown in [16], in order to integrate over the projective pure spinor
space when d > 6, it was necessary to develop integration techniques because of the non-linearity
of the pure spinor conditions. Those integrations are always integrations over cycles. These three
considerations lead us to define a new lowering PCO, given by Y INew =
CIαθ
α
CIαλ
α . In this way the
integration over the pure spinor zero-modes is performed as a multidimensional Cauchy integral,
where the integration contours go around the anomalous point λα = 0. As we will discuss in this
paper, the new PCO fulfill our requirement and as a bonus, allows to establish elegant relationships
along pure spinor lines allowed to find the super Yang-Mills and supergravity equations of motion in ten dimensions
[3].
4Here is worth to mention that the geometric treatment of [14] was posterior to the multiloop scattering amplitude
prescription of [4].
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between the minimal and non-minal formalisms, as well as between the minimal formalism and
the twistor space. Furthermore, as was shown explicitly by tree and one-loop computations, given
the distributional definition of the PCO’s Y IOld, the scattering amplitudes depends on the constant
spinors CI ; so for some choices of these CI ’s, the theory is non-Lorentz invariant and the unphysical
states do not decouple [17]. These issues were solved by integrating over the CI ’s [17], [18]. In
contrast, with our PCO’s proposal there is no need to integrate over them. We will also formally
prove that at tree level the unphysical states decouple and that the scattering amplitude does not
depend on the constant spinors CI ’s.
Although we only consider tree-level scattering amplitudes in this paper, we hope to make some
progress at the loop level in the future, by also redefining the raising PCO’s.
The organization of this paper is as follows. In section 2 we briefly review the minimal pure
spinor formalism, where we focus in introducing the basic notation in order to write down the
tree-level scattering amplitude prescription of [4].
In section 3 we make our proposal for the new set of PCO’s and discuss the restriction that must
be imposed in order to have a well defined multidimensional Cauchy-type integral, which will result
in the condition that the integration cycles go around the anomalous point of the theory λα = 0. It
happens that this condition is related to the specific choice of the constant spinors CI ’s; so we will
give two examples, one where the CI ’s choice does not allows to define contours around the origin
and another one which does. It turns out that the first choice is the same made in [17], which will
allow to make some comparisons.
In section 4 we will compute the tree-level scattering amplitude. We start by formally defining the
integration contours. Then, we proceed to write the amplitude using the projective pure spinor
coordinates. Using these coordinates we analyze the poles structure and express the result of the
scattering amplitude in terms of the degree of the projective pure spinor space, which is useful to
relate the minimal and non-minimal formalism. Although in [8] was argued that taking the large
scale limit for a regulator of the non-minimal pure spinor formalism, the scattering amplitude be-
haves like the scattering amplitude in the minimal formalism using the old PCO’s and in [19] was
shown that fixing the gauge of a topological theory of gravity coupled to the worldsheet, the old
PCO’s are equivalent to a particular regulator in the non-minimal side, we present here a rigorous
equivalence at tree level, in which the PCO’s do not correspond to any particular regulator in the
non-minimal side. Computations of the kinematical factors in one and two-loops [10] give evidence
of the equivalence of the scattering amplitudes prescription for the two formulations, as well as the
equivalence obtained in [19], so it will be interesting to generalize the arguments presented in this
paper at the loop level. The relationship between the minimal and non-minimal formalisms will be
established using the Cˇech-Dolbeault language; for that reason we include a subsection about this
subject.
In section 5 we show that the scattering amplitude is invariant under BRST, Lorentz and super-
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symmetry transformations. Also we show the decoupling of unphysical states. The Dolbeault
formulation will be extremely useful, both for proving the invariances as well as the decoupling of
unphysical states.
In section 6 we prove that the scattering amplitude is independent of the constant spinors CI ’s.
First we consider the simplest non-trivial case, i.e pure spinor in four dimensions. Then, we proceed
to consider the ten dimensional case. The two cases are studied differently; in four dimensions is
straightforward and it teaches us what should be done. Extending the four dimensional proof to ten
dimensions would be difficult, so we present a more elegant demonstration using the Cˇech-Dolbeault
language.
In section 7 we will establish a direct relation between pure spinor scattering amplitudes and Green’s
functions for massless scalar fields in ten dimensions.
In section 8 we will comment about what should be done in order to have a genus g formulation for
the scattering amplitude. In particular, we define a product for Cˇech cochains which would allow
to get a well defined scattering amplitude from the Cˇech point of view.
Finally, we present some conclusions. The appendix contains several simple examples cited through
the paper, as well as some demonstration of statements.
2 Review of Minimal Pure Spinor Formalism
In this section we will review the tree-level N-point amplitude prescription given in [4]. As noted in
[17], the picture changing operators are not BRST closed inside the correlators, leading to a more
careful treatment for decoupling the unphysical states.
In the pure spinor formalism, the type IIB superstring action is given by
S =
1
2π
∫
Σg
d2z
(
1
2
∂xm∂¯xm + pα∂¯θ
α + pˆα∂θˆ
α − ωα∂¯λ
α − ωˆα∂λˆ
α
)
, (2.1)
where (xm, θα, θˆα) are coordinates for the type IIB ten-dimensional superspace. So, the indices run as
follows: m = 0. . .9, and α = 1, . . .16. (pα, pˆα, ωα, ωˆα) are the conjugate momenta to (θ
α, θˆα, λα, λˆα),
while λα and λˆα satisfy the pure spinor condition in d = 10
λα(γm)αβλ
β = 0 , λˆα(γm)αβλˆ
β = 0, (2.2)
where the matrices γm are generators of the Clifford algebra in R10. From now on, we will focus on
the left moving variables in (2.1), keeping in mind that all the subsequent treatment is analogous
for the right moving variables. From (2.1) we can find easily the OPE’s
xm(y)xn(z)→ −ηmn ln |y − z|2, pα(y)θ
β(z)→
δβα
(y − z)
. (2.3)
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Nevertheless, the pure spinor condition does not allow a direct computation of the OPE among λα
and ωα. As discussed in [1], the pure spinor spinor constraint must be solved, expressing λ
α in terms
of 11 unconstrained U(5) variables (λ+, λab, λ
a), where a = 1, . . .5 and λab = −λba. Although those
U(5) fields are not manifestly Lorentz invariant, their OPE’s are equivalent to Lorentz invariant
OPE’s involving λα, the pure spinor Lorentz current Nmn =
1
2
ωα(γmn)
α
βλ
β and the pure spinor ghost
number current J = ωαλ
α. Furthermore, note that because of the pure spinor condition, there is
a gauge invariance δωα = Λm(λ
mλ)α, so (λ
α, ωα) must appear precisely in the gauge invariant
combinations Nmn and J .The OPE’s involving the pure spinor are
Nmn(y)λ
α(z)→
1
2
(γmnλ)
α(z)
y − z
, J(y)λα(z)→
λα(z)
y − z
, (2.4)
Nmn(y)Npq(z)→ −3
ηq[mηn]p
(y − z)2
+
ηp[nNm]q(z)− ηq[nNm]p(z)
y − z
,
J(y)J(z)→
−4
(y − z)2
, J(y)Nmn(z)→ regular,
Nmn(y)T (z)→
Nmn(z)
(y − z)2
, J(y)T (z)→
−8
(y − z)3
+
J(z)
(y − z)2
,
where T is the energy momentum tensor
T =
1
2
∂xm∂xm + pα∂θ
α − ωα∂λ
α. (2.5)
Note that the ghost number current and pure spinor Lorentz current have levels −4 and −3 respec-
tively. Furthermore, the ghost number current has anomaly −8, which should be kept in mind for
defining scattering amplitudes.
Besides the pure spinor λα, another key ingredient in this formalism is the BRST charge Q =∮
dzλαdα, where
dα = pα −
1
2
(γmθ)α∂xm −
1
8
(γmθ)α(θγm∂θ) (2.6)
is the supersymmetric Green-Schwarz constraint. Given the supersymmetric combination Πm =
∂xm + 1
2
(θγm∂θ), dα has the following OPEs
dα(y)dβ(z)→
γmαβΠm
y − z
, dα(y)Π
m(z)→
γmαβ∂θ
β
(y − z)
, (2.7)
dα(y)f(x(z), θ(z))→
Dαf(x(z), θ(z))
y − z
, (2.8)
where Dα =
∂
∂θα
+ 1
2
(θγm)α
∂
∂xm
is the supersymmetric derivative. From the first OPE in (2.7) it can
easily be checked that Q2 = 0 because of the pure spinor condition.
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Vertex operators in the pure spinor formalism for the massless states are given by ghost number
one and conformal weight zero objects. V = λαAα(x, θ) is the most general object satisfying both
conditions. Since V must be in the cohomology of Q, then
D(αAβ) = γ
m
αβAm, (2.9)
where the indices on the left hand side are symmetrized and Am(x, θ) is some superfield. The gauge
invariance δV = QΛ implies that δAα = DαΛ and δAm = ∂mΛ, which are the gauge invariance for
super-Yang-Mills, while the equation (2.9) is the super-Yang-Mills equation of motion. In order to
define scattering amplitudes, the integrated version of the vertex operators U is also needed. In the
case of the massless vertex operator, through ∂V = QU the explicit form of U is found
U = ∂θαAα(x, θ) + Π
mAm(x, θ) + dαWα(x, θ) +
1
2
NmnFmn(x, θ), (2.10)
where W α and Fmn are the spinor and vector super-Yang-Mills superfield strengths respectively.
Since the pure spinor λα have 11 zero modes5 in any Riemann surface Σg, it is necessary to
absorb them when computing scattering amplitudes. The manner that they are absorbed is by
introducing 11 PCO’s
Y IC = C
I
αθ
αδ(CIαλ
α), I = 1, . . .11, (2.11)
inside the scattering amplitude [4], which for N-points at tree level is
A = 〈V1(z1)V2(z2)V3(z3)
∫
dz4U4(z4). . .
∫
dzNUN (zN)Y
1
C(y1). . .Y
11
C (y11)〉. (2.12)
So, to perform this computation the OPE’s (2.3), (2.4) and (2.7) are used to integrate over the non-
zero modes, remaining an integral over the zero modes of the pure spinor and θα6. Note that δ(Cαλ
α)
is a Dirac’s delta function and CIα is a constant projective spinor, which can be thought as a point
in the CP 15 space. Although in [4] it was argued that the scattering amplitude was independent of
the constant spinors CIα, it was later found in [17] that indeed the amplitude depends on the choice
of CIα and also that Q exact states do not decouple. In the next section, we propose a new picture
operators, which does not have that disadvantage.
3 The New Picture Changing Operators
In this section we introduce the new lowering picture changing operators. In particular, we will
discuss why with this new proposal for the picture changing operators, the origin must be removed
5the spinors ωα, pα and θ
α have 11g, 16g and 16 zero modes respectively for the Riemann surface of genus g
6The integration over the fields x is treated in detail in D’Hoker and Phong [20], we will not focus in those
integrals.
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from the pure spinor space. This will allow to write the tree-level scattering amplitude in terms of
the projective pure spinor variables in the following section, and also, to find a relationship with
the twistor space in section 7. In the end of the present section we give examples of choices for the
constant spinors CI ’s and discuss their implications.
3.1 The New Proposal for the PCO’s
In this subsection we discuss some motivations which led us to define new lowering PCO’s.
The bosonic spinor λα, constrained to satisfy the pure spinor condition λγmλ = 0, constitutes
an interesting and non-trivial complex space, which will be denoted through this paper as the pure
spinor space PS or the pure spinor cone. Since the coordinates λα of such space are holomorphic,
the integral ∫
[dλ]δ(Cλ)f(λ) (3.1)
is only well defined if the domain of integration, i.e the cycles around which we integrate are known.
Moreover, as shown by Nekrasov [14], the tip of the pure spinor cone λα = 0 introduces anomalies.
Then, by removing this point of the pure spinor space, the theory is anomaly free 7. This is simple
to see if one computes the de-Rham cohomology of the pure spinor minus the origin space
H i (PS r {0}) = R, for i = 0, 6, 15, 21, (3.2)
so the first Chern class and second Chern character both vanish, c1(PSr{0}) = ch2(PSr{0}) = 0
and therefore the theory is anomaly free. This motivates us to make a new proposal for the
PCO’s, in such a way that the tip of the cone is naturally excluded. Furthermore, Skenderis and
Hoogeveen [17] showed that the scattering amplitude, as formulated in [4], depends on the choice
of the constant spinors CIα, having to integrate over them in order to obtain a manifestly Lorentz
invariant prescription. Nevertheless, as we will show in section 6, the scattering amplitude will not
depend on the constant spinors using the new PCO’s.
Our proposal, which seems to be the most natural, is to define the PCO’s as
Y IC =
CIαθ
α
CIαλ
α
, I = 1, . . .11, (3.3)
where CIα are again constant spinors. Just like the standard PCO’s (2.11), this new PCO’s are not
manifestly Lorentz invariant. Also, since QY IC = 1, they are not BRST closed. Using these PCO’s
it will be necessary to modify the usual BRST charge of the minimal formalism in order to have a
7This is the unique singular point of the pure spinor space because it is a complex cone over the smooth manifold
SO(10)/U(5) ⊂ CP 15.
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global description, as will be done in section 5. Then, we will be able to show in that section that
the scattering amplitude is BRST, Lorentz and supersymmetric invariant.
Since we want to integrate over the pure spinor zero modes, basically as a multi-dimensional
Cauchy’s integral, we will start by considering the analogous of the poles. This role will be played
by the denominators of the PCO’s, so we start by defining the functions
f I(λ) ≡ CIαλ
α, (3.4)
which map the pure spinor space to the complex numbers for each value of I = 1, ..., 11, i.e f I :
PS → C. Given these functions, secondly we define the hypersurface “DI” as the subspace f
I = 0
DI = {λ
α ∈ PS : CIαλ
α = 0}. (3.5)
In order to have a well defined integration over the pure spinor space inside the scattering amplitude,
it is necessary to impose the condition that the intersection between the DI ’s satisfies D1 ∩D2... ∩
D11 = {finite number of points} in order to have a Cauchy like integral over PS. Just to be more
explicit, using the U(5) decomposition [1] for writing the pure spinor constraint, we require that
the 16 equations
f I = 0, and χa = λ+λa −
1
8
ǫabcdeλbcλde = 0, with I = 1, 2, ..., 11; a, b, c, d, e = 1, 2, ..., 5,
(3.6)
intersect in a finite number of points. However, the five equations χa = 0 must be taken carefully
because with only this condition, there are more singular points besides λα = 0. Therefore, a
second set of equations ζa = λ
bλba = 0, must be taken into account. Both set of conditions χ
a = 0
and ζa = 0 come from the U(5) decomposition of the pure spinor condition [1]. Although the first
one implies in the second one when λ+ 6= 0, as will be explained with one example in appendix
A.1, disregarding the second one could lead to a not well defined tangent space at every point of
PS. Therefore, both conditions will be considered when we construct an example for the CI ’s in
subsection 3.2.
To demand that the constant spinors CI ’s are linearly independent in C16 is not enough to
obtain an intersection in a finite number of points. However, clearly the origin {0} is a common
point in the intersection of all the hypersurfaces DI . We claim that the only common point between
the hypersurfaces DI ’s is the origin because precisely, it is the unique anomalous or singular point
of the theory. Therefore, the integration contours are those that go around the origin of the pure
spinor space.
In the following subsection we give an example for the constant spinors CIα which allow for such
a type of intersection.
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3.2 Some Examples for the Constant Spinors CIα
In this subsection we will consider two examples. One where the CI ’s are linearly independent,
although do not allow for an intersection of the hypersurfaces DI in a finite number of points. In
the second example, we construct a set of CI ’s which intersect just in the origin.
First Example We will make the same choice for the CI ’s as in [17], so we consider this example
basically to establish a comparison with this reference. Let the CIα’s be in the U(5) representation:
CIα = (C
I
+, C
I,ab, CIa) a, b = 1, ..., 5,
where CI,ab = −CI,ba. Making the choice of [17]
C1α = δ
+
α , C
2,ab = δ
[a
1 δ
b]
2 , · · · , C
11,ab = δ
[a
4 δ
b]
5 , all other C
I
α = 0, (3.7)
the functions f I ’s are
f 1 = λ+ , f 2 = λ12 , f
3 = λ13 , · · · , f
11 = λ45. (3.8)
With the conditions f I = 0 the pure spinor constraints are satisfied identically, but the parameters
λa’s are free, therefore the intersection is the space C5, in contrast with our requirement of inter-
secting just in the origin. With this choice we can “naively” compute the three point tree level
amplitude only locally (λ+ 6= 0), obtaining the same result as in [17] as we will review below. The
answer will not be Lorentz invariant. For 3-points the computation is as follows:
A = 〈λαA1α(z1)λ
βA2β(z2)λ
γA3γ(z3)Y
1(z). . .Y 11(z)〉
=
∫
Γ
[dλ]
∫
d16θλαλβλγfαβγ(θ)
C1θ
C1λ
. . .
C11θ
C11λ
=
∫
Γ
[dλ]
∫
d16θλαλβλγfαβγ(θ)
θ+
λ+
θ12
λ12
. . .
θ45
λ45
=
∫
Γ
dλ+ ∧ dλ12 ∧ . . . ∧ dλ45
(λ+)3
∫
d16θλαλβλγfαβγ(θ)
θ+
λ+
θ12
λ12
. . .
θ45
λ45
.
(3.9)
where Γ is defined as Γ = {λ ∈ PS : |f I | = ǫI , I = 1, ..., 11, ǫI ∈ R+} and [dλ] = dλ+ ∧ dλ12 ∧
. . . ∧ dλ45/(λ
+)3 [4]. Note that naively λ+ = 0 is a singularity, but we do not have access to it
since we are on the patch λ+ 6= 0. So, for this coordinate is possible that the cycle of integration
is not well defined. Formally, we should choose a patch which allows to access the singularity. In
this particular example, the singularity is C5, which is a non-compact and infinite space, that can
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not be contourned with a compact space defined by some cycle Γ. Therefore, in the Cauchy’s sense
this is a not well defined integral. That is what we meant with naively computing the integral.
The only contribution to the integral above will come from α = β = γ = +. In our case, in contrast
with [17], there are no subtleties with the integrals coming from the other choices, which are of the
form
∫
Γ
dλab
λab
λab
. For example,∫
Γ
[dλ](λ+)2λcd
1
λ+
1
λ12
. . .
1
λ45
=
∫
Γ
dλ+d10λab
λcd
λ+
1
λ+
1
λ12
. . .
1
λ45
(3.10)
will give zero because there is a double pole in λ+ and any choice of λcd will kill one of the poles
λab. Choosing α = β = γ = + we obtain
A =
∫
d16θf+++(θ)θ
+θ12. . .θ45, (3.11)
which is exactly the same answer found by Skenderis and Hoogeveen in [17], as in their case, it is
not Lorentz invariant. Now we give a geometrical explanation of why it is not Lorentz invariant.
Remember that the intersection between the hypersurfaces is C5, D1 ∩ ... ∩ D11 = C
5, so the
scattering amplitude is defined on the space
PS r C5. (3.12)
Since the SO(10) group acts transitively up to scalings on the the pure spinor space PS, then it is
always possible to have an element g ∈ SO(10) such that if λ ∈ (PSrC5), then (gλ) /∈ (PSrC5),
i.e (gλ) ∈ C5. This argument implies that the scattering amplitude is not Lorentz invariant, since
it is not invariant under SO(10), and it is not globally defined on PS, because we can make a
transformation from (PS rC5) to PS where the scattering is not defined. In the appendix A.4 we
give further simple examples.
Note that the origin is the only fixed point under SO(10) transformations acting on the pure spinor
space8, this means that the condition for the intersection of theDI ’s in the origin,D1∩...∩D11 = {0},
it is not just a sufficient condition, but actually it is necessary condition in order to get a well defined
scattering amplitude, i.e that the scattering amplitude is invariant under the BRST, supersymmetry
and Lorentz transformations, see section 5. Summarizing, we showed that this specific choice for
the CI ’s is not allowed, since it does not obey our requirement of the hypersurfaces intersecting at
the origin.
Second Example Now, we show how to construct a set of CI ’s which allow to satisfy D1 ∩ . . .∩
D11 = {0}. This geometrical construction is as follows: Take eleven points satisfying the conditions
χa = 0 and ζa = 0. Then, evaluate each one of the 10 gradient vectors V
a and Aa, corresponding to
8This is because the origin is the unique singular point in PS.
12
χa and ζa respectively, at each one of those eleven points (see the appendix A.1 for more details).
With this vectors, we construct 11 planes through the origin, such that at each one of the 11 points
in PS, the 10 gradients belong to the planes. We present the answer as an 11× 16 matrix
C =

1 2 1 −1 1 0 0 0 0 0 1 0 0 0 0 1
0 −4 −1 2 1 1 0 0 0 0 0 −1 0 0 0 −1
0 0 3 −2 4 1 −2 0 0 0 0 0 0 4 4 0
0 0 0 −1 −1 3 1 1 0 0 0 0 0 0 2 1
0 0 0 0 −2 3 4 3 2 0 0 0 0 1 0 1
1 0 0 0 0 1 2 3 2 0 0 0 −1 0 1 0
0 1 0 0 0 0 −1 −3 0 −3 0 0 −3 0 0 2
0 0 1 0 0 0 0 −1 1 2 0 0 1 1 0 0
0 0 0 1 0 0 0 0 −1 −1 2 1 −1 0 1 0
0 0 0 0 1 0 0 0 0 −2 −2 2 −1 0 1 0
0 0 0 0 0 1 0 0 0 −1 1 2 −1 1 0 1

. (3.13)
We computed CIαλ
α and using Mathematica, we found the intersections of the 11 planes with the
pure spinor condition
χa = λ+λa −
1
8
ǫabcdeλbcλde = 0.
The answer is 12 times the tip of the cone: λα = 0. This number 12 is the multiplicity or number of
times the hypersurfaces intersect. This will be further discussed in the next section. Nevertheless,
there are 5 additional non-zero solutions9. This is not an issue, since this non-zero solutions are not
in the remaining pure spinor equations ζa = λ
bλba = 0, therefore, we can discard them safely. Note
that the 11 CI ’s form a C5 space in C16, which is invariant by U(5) group, so applying elements of
U(5) to the matrix CIα (3.13) we get an infinite numbers of C
′I ’s, for which the intersection with
PS is the origin.
Instead of computing the scattering amplitude in this second example as we did in the first one,
we will show in the next section how to find the answer without an explicit form for the CI ’s. In
conclusion, what we wanted to show with this example is that we can indeed find a set of constant
spinors fulfilling our requirement of intersection of the planes and PS only at the origin.
9For these non-zero solution λ+ = 0. Those are precisely the points for which the constrains χa = 0 are not
enough to describe the pure spinor space.
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4 The Tree Level Scattering Amplitude and Cˇech-Dolbeault
Equivalence in the Pure Spinor Formalism
In the present section we will compute the scattering amplitude in a covariant way. We start
by defining the scattering amplitude and the integration contours. Then, we proceed to perform
the scattering amplitude computation in the projective pure spinor space coordinates, where the
singular point is explicitly removed. This scattering amplitude computation will become important
in the rest of the paper. For instance, this computation will introduce the notion of degree of the
projective pure spinor space, which will be useful to relate in a simple way the minimal and non-
minimal formalisms. Actually, the framework in which we relate both formalisms is given by the
Cˇech-Dolbeault language. This is not surprising because the PCO’s are defined locally, so, the Cˇech
language is a natural formalism to describe the scattering amplitude because it is a description in
terms of patches. That is the reason why we include a subsection for reviewing the Cˇech-Dolbeault
language.
At the end of this section we will argue that our picture changing operators are not related to any
particular regulator.
4.1 Integration Contours
Before attempting to compute the tree level scattering amplitude, we must discuss which are the
integration contours. This will allow to have a well defined amplitude.
The contours will be given by the homology cycles. In our case, they are naturally defined as
Γ = {λα ∈ PS : |f I(λ)| = |CIλ| = εI}. (4.1)
Clearly, Γ is an 11-cycle, i.e it has real dimension 11. Except for the integration contour, the tree
level scattering amplitude corresponding to the zero modes has the same form as in the first example
in the sub-section 3.2
A =
∫
d16θ
∫
Γ
W, (4.2)
where W is given by
W = [dλ]Y 1C ...Y
11
C λ
αλβλγ fαβγ(θ) (4.3)
and Y IC ’s are the new PCO’s (3.3). Since the integrand W satisfies d(W ) = (∂ + ∂¯)(W ) = 0 then
it belongs to the de-Rham cohomology group H11DR(PS rD), where PS rD is the space in which
the W -form is defined, i.e D is the hypersurface on PS given by D = D1 ∪ . . . ∪ D11. Then, the
cycle Γ belongs to the homology group H11(PS rD,Z). We will illustrate this with the following
example. Consider for instance the integral
∫
γ
dz/z, where γ is the circle γ = {z ∈ C : |z| = ǫ}. So
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any circle C around the origin is related to γ since γ − C is the boundary of some annulus U , i.e
∂(U) = γ − C, therefore γ is an element of the homology group H1(Cr {0},Z) and by the Stokes
theorem
∫
γ
dz/z =
∫
C
dz/z. In C2 we have an analogous situation, for example consider the integral∫
ϕ
dz1dz2/(z1z2). Here the torus ϕ, defined by ϕ = {(z1, z2) ∈ C
2 : |z1| = ǫ1, |z2| = ǫ2} is an element
of the homology group H2(C
2
r {(0, z2) and (z1, 0) : z1, z2 ∈ C},Z) = H2((Cr {0})× (Cr {0}),Z)
and the integral depends only of the class of the torus ϕ. The same is true for the integral (4.2).
Therefore, the integral (4.2) will depend only on the homology class cycle and the cohomology class
cocycle. This is the principle that will allow us to show that the scattering amplitude is independent
of the CI ’s, which will be discussed in the section 6.
4.2 The Scattering Amplitude as an Integral over the Projective Pure
Spinor Space
In the last subsection we have defined the integration contours in the pure spinor space in order to
have a well defined tree level scattering amplitude. Now, in this subsection we will proceed to write
the coordinates for the pure spinor space in terms of the projective pure spinor coordinates. Then,
we will compute the tree-level scattering amplitude in this new coordinates.
As we will show in the next sub-subsection, in the projective coordinates we can make a simple
analysis of the poles in the scattering amplitude integral. The cycle Γ previously defined will be
used to obtain the integration contours in the projective pure spinor space.
4.2.1 Contours for the Amplitude in the Projective Pure Spinor Coordinates
We can write the pure spinor coordinates as λα = γ λ˜α, where γ ∈ C and λ˜α are global coordinates
for the SO(10)/U(5) space10. That is, λ˜α satisfies the constraints λ˜γmλ˜ = 0 and has the equivalence
relation λ˜α ∼ cλ˜α, where c ∈ C∗. When γ = 0 then λα = 0, but λ˜α can take any value in the
projective pure spinor space, i.e SO(10)/U(5), also known as the twistor space [16]. In these
coordinates the poles take the form
γf˜ 1 ≡ γ C1αλ˜
α = 0, (4.4)
γf˜ 2 ≡ γ C2αλ˜
α = 0,
·
·
·
γf˜ 11 ≡ γ C11α λ˜
α = 0.
10Actually γ is the fiber of the O(−1) line bundle over SO(10)/U(5) [14].
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When γ 6= 0, we have 11 constraints and 10 degrees of freedom for the projective pure spinor space,
so, it is not possible to find a solution for the 11 constraints. On the other hand, when γ = 0,
naively all the constraints behave as being zero. Nevertheless, we must consider this case inside the
scattering amplitude. In the numerator of W there are 7 γ’s coming from the integration measure
plus 3 coming from the vertex operators, contributing in total γ10 in the numerator. Therefore,
only one of the 11 γ’s will remain in the denominator of W . This remaining γ kills one of the 11
functions f˜ I . Therefore, now the cycle Γ is given by
Γ = C × Γ˜, (4.5)
where C is the cycle C = {γ ∈ C : |γ| = ǫ} and Γ˜ is a 10-cycle which we define in the following.
After integrating around the contour |γ| = ε, which belongs to Γ and excludes the origin of the
space, the denominator of W will have 11 f˜ I ’s. However, remember that one of the f˜ I ’s was killed
by γ. Therefore, the cycle Γ˜ must be given by
Γ˜ = {|f˜ i| = ǫi,where the i’s are ten numbers between 1 to 11}. (4.6)
After this simple analysis, now we proceed to compute the scattering amplitude.
4.2.2 The Tree Level Scattering Amplitude in the Projective Pure spinor Space
The tree-level scattering amplitude has the form
A =
∫
Γ
[dλ]
∫
d16θY 1C ...Y
11
C λ
αλβλγfαβγ(θ). (4.7)
As discussed in [4], the term λαλβλγfαβγ(θ) can always be written in the following form
λαλβλγfαβγ(θ) ∝ (λγ
mθ)(λγnθ)(λγpθ)(θγmnpθ)K, (4.8)
up to BRST exact and global terms, which are decoupled as we will show later in section 5. K is
the kinematic factor, which is a function of the polarizations and momenta11. Then the amplitude
takes the form
A =
∫
Γ
[dλ]
∫
d16θ
C1θ
C1λ
...
C11θ
C11λ
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5θ
α1θα2θα3θα4θα5K
=
∫
Γ
[dλ]
∫
d16θ
ǫα1...α5β1...β11C1β1...C
11
β11
C1λ...C11λ
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5θ
1...θ16K. (4.9)
In the coordinates λα = γλ˜α, we can choose the following parametrization for the projective pure
spinor in the patch λ˜+ 6= 0
λ˜α = (1, uab,
1
8
ǫabcdeubcude). (4.10)
11In general, when there are more than 3 vertex operators in the scattering amplitude, it must include integrals of
the worldsheet coordinates (z, z¯). However, we are not taking care of those terms.
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So, as shown in [14], the integration measure becomes [dλ] = γ7dγ ∧ du12 ∧ ... ∧ du45 and the
amplitude locally can be written as
A =
∫
Γ
dγ
γ
∧
du12 ∧ ... ∧ du45ǫ
α1...α5β1...β11C1β1...C
11
β11
C1λ˜...C11λ˜
(λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5K, (4.11)
where the θα variables have been integrated. The integral around the contour |γ| = ε is trivial, then
A = (2πi)
∫
Γ˜
du12 ∧ ... ∧ du45ǫ
α1...α5β1...β11C1β1...C
11
β11
C1λ˜...C11λ˜
(λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5K, (4.12)
where the contour Γ˜ was defined in (4.6). Note that up to a sign, the scattering amplitude is
independent of the choice of the 10-cycle out of the 11 possibilities. To illustrate that we can
consider the simplest and non trivial case of the projective pure spinor space, i.e the projective pure
spinor space in d = 4, in this case the integral is (see also the appendix A.3)∫
γ˜
ǫabλ˜
adλ˜bǫcdC1cC
2
d
(C1λ˜)(C2λ˜)
, (4.13)
where λ˜a = (λ˜1, λ˜2) are the homogeneous coordinates of CP 1. In this case we have two choices.
First we can take γ˜ = {λ˜ ∈ CP 1 : |C1λ˜| = ǫ} and for simplicity we set C1 = (1, 0) and C2 = (0, 1).
In the patch λ˜2 6= 0 we have the parametrization λ˜a = (u, 1), therefore, the contour γ˜ is well defined
and the integral (4.13) is ∫
|u|=ǫ
du
u
. (4.14)
Note that in the patch λ˜1 6= 0 the cycle γ is not well defined. The second choice is γ˜ = {λ˜ ∈ CP 1 :
|C2λ˜| = ǫ}. Here we must take the patch λ˜1 6= 0, where the parametrization is given by λ˜a = (1, v).
Then, the integral (4.13) becomes
−
∫
|v|=ǫ
dv
v
. (4.15)
So, we have shown for the d = 4 projective pure spinor space, that different choices of the cycle
γ˜ results just in changing the sign of (4.13). The same argument holds for the ten dimensional
projective pure spinor space.
The integration measure in (4.12), du12 ∧ ...∧ du45, is the same found in a covariant manner by
Berkovits and Cherkis in [16]. Therefore, we have the following identity.
Identity If λ˜α is an element of the projective pure spinor space in 10 dimensions, i.e. if λ˜α ∈
SO(10)/U(5), then the integration measure [dλ˜] defined by [16]
[dλ˜](λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5 =
23
10!
ǫα1...α5β1...β11dλ˜
β1 ∧ ... ∧ dλ˜β10 λ˜β11 , (4.16)
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written in the parametrization λ˜α = (λ˜+, λ˜ab, λ˜
a) = (1, uab,
1
8
ǫabcdeubcude) is
[dλ˜] = du12 ∧ ... ∧ du45. (4.17)
This identity is proved in the appendix B
With this identity in mind, the amplitude (4.12) can be written in a covariant manner with
respect to SO(10)/U(5)
A = (2πi)
∫
Γ˜
[dλ˜]ǫα1...α5β1...β11C1β1...C
11
β11
C1λ˜...C11λ˜
(λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5K. (4.18)
This integral is the same as the 10 dimensional integral found in [16], so it is possible to have a
twistor type version for the scattering amplitude at tree level. In [16] the integral is solved up to a
proportionality factor. However, we will find a rigorous solution. Using (4.17) in (4.18) we get
A = (2πi)23
∫
Γ˜
1
10!
dλ˜β1 ∧ ... ∧ dλ˜β10λ˜β11ǫα1...α5β1...β11
ǫα1...α5γ1...γ11C1γ1 ...C
11
γ11
C1λ˜...C11λ˜
K
= (2πi)23
∫
Γ˜
5!
10!
dλ˜β1 ∧ ... ∧ dλ˜β10λ˜β11δγ1[β1δ
γ2
β2
...δγ11β11]
C1γ1 ...C
11
γ11
C1λ˜...C11λ˜
K. (4.19)
Without loss of generality, we take C1λ˜, ..., C10λ˜ to define Γ˜, then (4.19) becomes
A = (2πi)23
∫
Γ˜
5!
(dC1λ˜) ∧ ... ∧ (dC10λ˜)(C11λ˜)
C1λ˜...C11λ˜
K (4.20)
= (2πi)235!
∫
Γ˜
(df˜ 1) ∧ ... ∧ (df˜ 10)
f˜ 1...f˜ 10
K
where f˜ I = CI λ˜. The others terms, like∫
Γ˜
(C1λ˜)(dC2λ˜) ∧ ... ∧ (dC10λ˜) ∧ (dC11λ˜)
C1λ˜...C11λ˜
do not contribute since one of the poles (C1λ˜, ..., C10λ˜) is canceled, in this case, (C1λ˜). Another
choice of the CI ’s just change the sign of (4.20).
Naively, it can be thought that the integral in (4.20) gives (2πi)10. However, remember that f˜ I are
functions over the projective pure spinor space and Γ˜ is a 10-cycle in the projective pure spinor
space. Therefore, this integral is non-trivial as in the flat space. Despite that the answer will just
differ from this trivial case by a number, to know the formal answer will be extremely useful for
relating the minimal and non-minimal pure spinor formalisms.
Before establishing the equivalence between the minimal and non-minimal pure spinor formalism
for the tree level scattering amplitude, it is needed to give a short introduction to the Cˇech and
Dolbeault language, which will be very useful to understand that correspondence.
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4.3 Cˇech and Dolbeault Language
Due to the behavior (1/λ) in the new lowering picture changing operators, they are defined locally
in the pure spinor space. However, it will be interesting to have a global description, i.e patch
independent, which can be achieved by introducing the Cˇech language. In this section we give a
simple introduction to the Cˇech formalism and the Cˇech-Dolbeault isomorphism, which turns out
to be useful for relating the minimal and non-minimal pure spinor formalism from the tree level
scattering amplitude as we will show in subsection 4.4, and to check the BRST, Lorentz and SUSY
symmetries in the section 5.
Given the new formulation for the PCO’s
Y IC =
CIθ
CIλ
, I = 1, ..., 11, (4.21)
it is clear that Y IC is just defined in the patch PS r DI where DI is the hypersurface given by
f I = CIαλ
α = 0. Because 11 PCO’s are needed in order to compute the tree level scattering
amplitude, it is sufficient to have 11 patches to cover the pure spinor space at this order. Each
patch is defined by the denominator of the picture operator, i.e we define the patch UI as
UI = PS rDI , DI = {λ ∈ PS : f
I ≡ CIαλ
α = 0}. (4.22)
The set U = {UI} is a cover of the pure spinor space without the origin since we claimed that
D1 ∩ ... ∩D11 = {0}. This means
PS r {0} = U1 ∪ ... ∪ U11 =
11⋃
I=1
UI . (4.23)
This is as desired because the singular point is removed from the theory. Note that in the papers
[9][21] the authors take the patches Uα = PS rDα where Dα = {λ ∈ PS : λ
α = 0}, α = 1, ..., 16.
Clearly these Dα’s satisfy D1 ∩ ... ∩ D16 = {0}, therefore PS r {0} = U1 ∪ ... ∪ U16 and we can
define the PCO’s as
Yα =
θα
λα
, α = 1, ..., 16. (4.24)
Actually, for tree level scattering amplitudes this notation is not very convenient, as is explained in
the appendix A.2.
Now, we introduce the Cˇech cochains because this terminology will be extensively used in this
paper. The Cˇech k-cochain, denoted by ψI1...Ik+1, is an holomorphic p-form in the intersection
UI1...Ik+1 = UI1 ∩UI2 ∩ ...∩UIk+1 . I.e ψI1...Ik+1 ∈ Ω
p(UI1...Ik+1) where Ω
p(U) is the abelian group of the
holomorphic p-forms over U . We choose the abelian group of p-forms because it will be the group
used in this paper. The Cˇech cochains must be antisymmetric in the Cˇech labels, for instance,
ψI1..Ii...Ij...Ik+1 = −ψI1..Ij...Ii...Ik+1. This is related to the orientation of the manifold, which in our
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case is PS r {0}.
We define the set of the 0-cochains on PS r {0} with values in the holomorphic p-forms as
C0(U,Ωp) =
11⊕
I=1
Ωp(UI). (4.25)
Similarly the 1-cochains are elements of the set
C1(U,Ωp) =
⊕
I<J
Ωp(UIJ) (4.26)
and so on. We define the Cˇech operator as the map δ : Ck(U,Ωp)→ Ck+1(U,Ωp) given by
(δψ)I1....Ik+2 ≡ ψI2I3....Ik+2 − ψI1I3....Ik+2 + ... + (−1)
k+1ψI1I2....Ik+1. (4.27)
It is easy to show that δ is a nilpotent operator, δ2 = 0. If (δψ)I1....Ik+2 = 0 then ψI1....Ik+1 is called
a cocycle and the set of all cocycles in Ck(U,Ωp) is an abelian subgroup denoted by Zk(U,Ωp).
If ψI1....Ik+1 = (δρ)I1....Ik+1 then ψI1....Ik+1 is called a coboundary and the set of all coboundary in
Ck(U,Ωp) is denoted by Bk(U,Ωp). Clearly every coboundary is a cocycle since δ2 = 0, then we
can define the coset
Hk(PS r {0},Ωp) =
Zk(U,Ωp)
Bk(U,Ωp)
(4.28)
known as the k-Cˇech cohomology group with values in the Abelian group of holomorphic p-forms
Ωp on PS r {0}. We refer the reader to [22][23] for more details about this topic.
Note that the PCO’s are elements of C0(U,O), where Ω0 ≡ O is a group of holomorphic functions,
for instance
Y IC =
CIθ
CIλ
∈ O(UI) (4.29)
is an holomorphic function on the patch UI . It is easy to see that Y
I
C is not a cocycle
(δYC)
IJ =
(
CJθ
CJλ
−
CIθ
CIλ
) ∣∣∣∣∣
UIJ
= −
C [IθCJ ]λ
(CIλ)(CJλ)
∣∣∣∣∣
UIJ
6= 0 (4.30)
and therefore Y IC is not in the Cˇech cohomology. The PCO’s have the particular property that the
product of different PCO’s is a Cˇech cochain, for example
ζI1...Ik ≡ Y I1C ...Y
Ik
C =
CI1θ...CIkθ
(CI1λ)...(CIkλ)
∈ O(UI1...Ik), k ≤ 11 (4.31)
is an element of Ck−1(U,O) because ζI1...Ik is antisymmetry in its Cˇech labels. This happens because
the variables θα are grassmann numbers, θαθβ = −θβθα. When k = 11 we have
ζI1...I11 = ǫI1...I11
C1θ...C11θ
(C1λ)...(C11λ)
∈ O(U1 ∩ ... ∩ U11). (4.32)
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This element is important because it is inside to the scattering amplitude. Since the cover U just
has 11 patches and (δζ)I1...I11I12 is antisymmetric in all its Cˇech labels then
(δζ)I1...I11I12 = 0 (4.33)
so ζI1...I11 belongs to Cˇech cohomology.
4.3.1 Cˇech-Dolbeault Isomorphism
Now we give a simple explanation about the Cˇech-Dolbeault isomorphism, which as we will show in
section 4.4, is the base to obtain the relationship between the minimal and the non-minimal pure
spinor formalisms. There is a simple way to relate the Cˇech and Dolbeault cocycles using the so
called the partition of unity [22][23][9]. We can take the partition of unity as
ρI =
f I f¯I
(|f 1|2 + ....+ |f 11|2)
, I = 1, ..., 11 (4.34)
where f I = CIλ, f¯I is its complex conjugate: f¯I = C¯I λ¯, and λ¯α = (λ
α)∗. It is clear that this
partition of unity is subordinated to the cover U , i.e, ρI 6= 0 only when λ
α ∈ UI , outside of the
patch UI the partition of unity is identically zero. Obviously this partition of unity satisfies the
condition
11∑
I=1
ρI = 1. (4.35)
Let ψI1...Ik+1 be a k-Cˇech cocycle (ψI1...Ik+1 ∈ Z
k(U,Ωp)), then we define the corresponding ηψ
Dolbeault cocycle of type (p, k) as
ηψ =
1
k!
11∑
I1...Ik+1=1
ψI1...Ik+1ρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρIk+1 . (4.36)
Note that ηψ is a (p, k) form, which is p holomorphic and k antiholmorphic. As expected, ∂¯ηψ =
dλ¯α∧
∂
∂λ¯α
ηψ = 0 because ψI1...Ik+1 is a cocycle. Also ψI1...Ik+1 is a coboundary, ψI1...Ik+1 = (δτ)I1...Ik+1,
then ηψ is ∂¯-exact, i.e ηψ = ∂¯ητ , where ητ is the corresponding Dolbeault cochain to τI1...Ik
ητ =
1
(k − 1)!
11∑
I1...Ik=1
τI1...IkρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρIk , (4.37)
i.e ηψ = η(δτ) = ∂¯ητ . Therefore we have a map between the Cˇech and Dolbeault cohomology groups
Hk(PSr {0},Ωp) and H
(p,k)
∂¯
(PSr {0}). Actually this map is an isomorphism but we do not show
that statement here [22][23]. In particular we can consider the Cˇech cocycle
βI1...I11 = ǫI1...I11
d(C1λ) ∧ ... ∧ d(C11λ)
(C1λ)...(C11λ)
∈ Ω11(U1 ∩ ... ∩ U11) (4.38)
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which will appear in the section 4.4. Clearly βI1...I11 is an element of H
10(PS r {0},Ω11) so we can
find its corresponding ηβ ∈ H
(11,10)
∂¯
(PS r {0}). Applying the map (4.36) to βI1...I11 we get
ηβ =
1
10!
11∑
I1...I11=1
βI1...I11ρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρI11
= (−1)i−1
d(C1λ) ∧ ... ∧ d(C11λ) ∧ ∂¯ρ1 ∧ ... ∧
̂¯∂ρi ∧ ... ∧ ∂¯ρ11
(C1λ)...(C11λ)
(4.39)
where ̂¯∂ρi means that it must be removed from (4.39). The CI dependence is eliminated by a global
transformation from the projective pure spinor space to itself, as will be done in the section 6. 12.
Since the pure spinor space without the origin (PS r {0}) is contractible to SO(10)/SU(5), i.e
PSr {0} is deformed to SO(10)/SU(5) 13, where one can think of SO(10)/SU(5) as the boundary
of the PS r {0} space, then the topological invariants of these two spaces are the same [24], in
particular the following two groups are isomorphic
H
(11,10)
∂¯
(PS r {0}) ≈ H21DR(SO(10)/SU(5)) (4.40)
where DR means the de-Rham cohomology [23]. For the purposes of this paper it is enough to
show that the map
i∗ : H
(11,10)
∂¯
(PS r {0}) −→ H21DR(SO(10)/SU(5)) (4.41)
is an injective homomorphism, i.e for any element η ∈ H
(11,10)
∂¯
(PS r {0}) there is just one element
i∗(η) ∈ H21DR(SO(10)/SU(5)), where “i” is the map which embeds the SO(10)/SU(5) space in the
PS r {0} space and “i∗” is the pull back of the differential forms.
Proof
Let λ = (λ1, ..., λ16) = (λα) ∈ C16 be a point of the pure spinor space, PS r {0}, i.e λγmλ = 0
and λ 6= 0, then the SO(10)/SU(5) space is embedded in PS r {0} by
SO(10)/SU(5) = {(λα) ∈ PS r {0} : λαλ¯α = r
2}, r is a positive constant, r ∈ R+, (4.42)
where λ¯α is the conjugate complex of λ
α 14. Therefore (4.42) defines the injective map
i : SO(10)/SU(5) −→ PS r {0}. (4.43)
Now we must prove two statements in order to show that (4.41) is an injective homomorphism:
12We recommend to see the example in the appendix A.3 to get more information about this computation.
13For example the space C r {0} can be deformed to S1.
14Note that when r →∞ we can think the SO(10)/SU(5) space like the boundary of the PS r {0}.
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1. First, we need to verify that the map (4.41) is well defined, in others words, if η is an (11,10)-
form on PS r {0} which is ∂¯ closed, i.e ∂¯η = 0, then the 21-form on SO(10)/SU(5) given by
“i∗η” is “d” closed, i.e d(i∗η) = 0.
Since the exterior derivate operator d commutes with pull back, then we have
d(i∗η) = i∗(dη) = i∗[(∂ + ∂¯)η]. (4.44)
Remember that η is a (11,10)-form, this means ∂η = 0 because the complex dimension of the
pure spinor space is 11, dimC(PS r {0}) = 11, so we have d(i
∗η) = i∗(∂¯η). As ∂¯η = 0 then
we have shown d(i∗η) = 0.
2. Finally, we must show that the homomorphism i∗ is injective. To show this, it is sufficient to
prove that i∗ maps the zero to the zero. In others words, if η is a (11,10)-form on PS r {0}
which is ∂¯ exact, i.e η = ∂¯τ , where τ is a (11,9)-form on PS r {0}, then the 21-form on
SO(10)/SU(5) given by “i∗η” is “d” exact, i.e (i∗η) = d(i∗τ).
Since τ is a (11,9)-form then η = ∂¯τ = (∂ + ∂¯)τ = dτ , because ∂τ = 0. So we have
i∗η = i∗(dτ) = d(i∗τ). (4.45)
Therefore we showed that the map (4.41) is an injective homomorphism.
To see more information about this topic we refer to [22][24].
This isomorphism will be very useful to obtain the equivalence between the minimal and non-
minimal pure spinor formalism and to show that the scattering amplitude is invariant under BRST,
Lorentz and supersymmetry transformations.
4.4 Equivalence Between the Minimal and Non-Minimal Formalism
In the previous subsection we gave the basic tools for writing the Dolbeault cocycle corresponding
to the scattering amplitude. Using that, we will relate the minimal and non-minimal pure spinor
formalisms. Specifically, we must find the Dolbeault cocycle corresponding to the scattering ampli-
tude (4.9) using the isomorphism H10(PS r {0},Ω11) ≈ H
(11,10)
∂¯
(PS r {0}), which was explained
in the previous subsection.
Since the elements of the group H
(11,10)
∂¯
(PS r {0}) are (11,10)-forms, they can not be evaluated
in the whole space of the pure spinor minus the origin. However, PS r {0} can be contracted to
the space SO(10)/SU(5), which can be thought as the boundary in the infinite of the PS r {0}
space. Then, by the isomorphism (4.41), the elements of H
(11,10)
∂¯
(PSr{0}) can be evaluated in the
SO(10)/SU(5) space. As will be explained in this section, this fact means that the picture lowering
operators are not related to any particular regulator.
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Now we show how to get the Dolbeault cocycle corresponding to (4.9). The scattering amplitude
(4.9) can be written as
A =
∫
Γ
[dλ]
ǫα1...α5β1...β11C1β1...C
11
β11
C1λ...C11λ
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5K (4.46)
=
1
11!
∑
I1...I11
ǫI1...I11
∫
Γ
[dλ]
ǫα1...α5β1...β11CI1β1 ...C
I11
β11
CI1λ...CI11λ
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5K
≡
1
11!
∑
I1...I11
ǫI1...I11
∫
Γ
βI1...I11 =
∫
Γ
β1,...,11
where the θα’s have been integrated. Clearly βI1...I11 is a Cˇech cochain15
βI1...I11 ∈ C10(U,Ω11) (4.47)
where U is the cover of the PS r {0} space, which was defined in the subsection 4.3, i.e U =
{UI}, I = 1, ..., 11, and the patches UI ’s are given by UI = PS rDI , where DI is the hypersurface
DI = {λ
α ∈ PS : CIαλ
α = 0}. Remember that PS r {0} = U1 ∪ ... ∪ U11. Since there are 11
patches to cover PS r {0} then βI1...I11 is in the Cˇech cohomology because C11(U,Ω11) = {0} and
(δβ)I1...I12 ∈ C11(U,Ω11), so (δβ)I1...I12 = 0, so we can write
βI1...I11 ∈ H10(PS r {0},Ω11). (4.48)
Now, using the partition of unity (4.34) we can find the Dolbeault cocycle, ηβ , given by (4.36) and
(4.39)
ηβ =
1
10!
11∑
I1...I11=1
βI1...I11ρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρI11 . (4.49)
Note that, since βI1...I11 is an element of H10(PS r {0},Ω11), then ηβ ∈ H
(11,10)
∂¯
(PS r {0}), as
was explained in the sub-subsection 4.3.1. The Dolbeault cohomology group H
(11,10)
∂¯
(PSr{0}) was
computed in [14], H
(11,10)
∂¯
(PSr{0}) = C, so it only has one generator which is ηβ. The computation
(4.49) is not straightforward because it is needed to make a non-trivial global transformation from
SO(10)/U(5) to itself in order to find an expression for the Dolbeault cocycle ηβ independent of
the constants CI ’s. See the simple example given in the appendix A.3. To avoid this difficulty, we
will introduce the concept of the degree of the projective pure spinor space, in order to obtain ηβ
in a simpler way.
15In [14] was shown that the measure [dλ] is defined globally on PS r {0}, so, the Cˇech indices come only from
the PCO’s.
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4.4.1 The Projective Pure Spinor Degree
The last step (4.20) in the computation of the scattering amplitude with the projective pure spinor
space variables was
A = (2πi)23
∫
Γ˜
5!
(df˜ 1) ∧ ... ∧ (df˜ 10)
f˜ 1...f˜ 10
K, (4.50)
This integral is known [22][26] and its result is given by the intersection theory∫
Γ˜
(df˜ 1) ∧ ... ∧ (df˜ 10)
f˜ 1...f˜ 10
= (2πi)10
∑
ν
(D˜1, ..., D˜10)pν (4.51)
where ν is the number of points pν where the hypersurfaces D˜I were defined by D˜I = {λ˜
α ∈
SO(10)/U(5) :]CI λ˜ = 0, I = 1, . . .10} and (D˜1, ..., D˜10)pν ≡ mν is the multiplicity
16 in pν . Re-
member that the coordinates λ˜α, α = 1, ..., 16 can be thought as coordinates of C16 r {0} with the
equivalence relation λ˜α ∼ cλ˜α, c 6= 0 ∈ C, satisfying the constraints λ˜γmλ˜ = 0, so the projective
pure spinor space SO(10)/U(5) is embedded in CP 15 = C16 r {0}/(λ˜α ∼ cλ˜α), c ∈ C∗. Therefore
the hypersurface D˜I ⊂ SO(10)/U(5) is the intersection between the linear subspace C
I
αλ˜
α = 0 and
SO(10)/U(5), where now λ˜α ∈ CP 15, i.e D˜I = {{C
I
αλ˜
α = 0} ∩ SO(10)/U(5), where λ˜α ∈ CP 15}.
Note that the intersection of the 10 linear subspaces CI λ˜ = 0, I = 1, ..., 10 in CP 15 is the linear
subspace CP 5 embedded in CP 15, therefore the intersection of the hypersurfaces D˜I ’s is just the
intersection between CP 5 and SO(10)/U(5), this means
D˜1 ∩ ... ∩ D˜10 = CP
5 ∩ SO(10)/U(5)
∣∣∣
CP 15
. (4.52)
Since SO(10)/U(5) is a smooth manifold on CP 15, the multiplicity in each intersection point of
(4.52) is one [22]. So, the sum of the multiplicity at each intersection point pν is the number of
intersection points among CP 5 and SO(10)/U(5), denoted by #(SO(10)/U(5) · CP 5)∑
ν
(D˜1, ..., D˜10)pν =
#(SO(10)/U(5) · CP 5), (4.53)
This number is called the degree of the projective pure spinor space
deg(SO(10)/U(5)) ≡ #(SO(10)/U(5) · CP 5). In [25] it was shown that the degree of this space is
given by
deg(SO(10)/U(5)) =
∫
SO(10)/U(5)
ω10
(2πi)10
, (4.54)
where ω is
ω = −∂∂ ln(λ˜˜¯λ), (4.55)
16The multiplicity can be understood in the same way as in the solutions of a system of algebraic equations.
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and λ˜α is an holomorphic coordinate for SO(10)/U(5). Therefore we have that
A =
∫
Γ
[dλ]
ǫα1...α5β1...β11C1β1...C
11
β11
C1λ...C11λ
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5K
=
∫
SO(10)/U(5)
(2πi) 23 5! ω10K (4.56)
Notice that using the pure spinor measure [25]
[dλ](λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5 =
23
11!
ǫα1...α5β1...β11dλ
β1 ∧ ... ∧ dλβ11, (4.57)
and replacing this measure in the amplitude (4.46) we obtain 17
A = 23
∫
Γ
5!
(df 1) ∧ ... ∧ (df 11)
f 1...f 11
K (4.58)
where f I = CIλ, I = 1, .., 11. In the same way as (4.50) this integral is given by the intersection
theory [22][26] ∫
Γ
(df 1) ∧ ... ∧ (df 11)
f 1...f 11
= (2πi)11(D1, ..., D11){0}, (4.59)
where the origin is the unique point of intersection between the hypersurfaces DI ’s given by (4.22),
DI = {λ
α ∈ PS : f I = 0}, I = 1, ..., 11, i.e D1 ∩ ... ∩D11 = {0} as we claimed, and (D1, ..., D11){0}
means the multiplicity of this intersection. So using (4.50), (4.51), (4.53) and (4.59) we can conclude
(D1, ..., D11){0} = deg(SO(10)/U(5)). (4.60)
As computed in [25], the degree of the projective pure spinor space is 12. That explains why the
multiplicity in the intersection point, i.e the origin, between the matrix (3.13) and PS is 12.
4.4.2 The Dolbeault Cocycle
Now, using the degree of the projective pure spinor space we can compute easily the Dolbeault
cocycle corresponding to the form βI1...I11. From (4.56) we have that the scattering amplitude is
A =
∫
Γ
β1,...,11 = (2πi) 23 5!
∫
SO(10)/U(5)
ω10 K. (4.61)
17The normalization factor 23 in the measure comes from the fact that
(λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5(γ
qλ¯)α1(γrλ¯)α2(γsλ¯)α3(γqrs)
α4α5 = 265!(λλ¯)3.
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Writing ω in coordinates as in the appendix B, we have∫
Γ
β1,...,11 = (2πi) 23 5!
∫
SO(10)/U(5)
ω10K
= (2πi) 23 5!
∫
C20
(10!)
∧
a<b, c<d duabdu¯
cd
(1 + 1
2
uabu¯ab +
1
82
ǫabcdeǫafghiubcudeu¯fgu¯hi)8
K
= 23 5!
∫
C20
∫ 2π
0
i(10!) dφ
∧
a<b, c<d duabdu¯
cd
(1 + 1
2
uabu¯ab +
1
82
ǫabcdeǫafghiubcudeu¯fgu¯hi)8
K. (4.62)
So (4.62) is a 21-form evaluated locally on the SO(10)/SU(5) space given by (4.42). This can be
seen in the following simple way: the variables uab parametrize the projective pure spinor space in
the patch λ+ 6= 0, i.e λ˜α = (1, uab,
1
8
ǫabcdeubcude), and φ parametrizes the circle γ = e
iφ. So we have
locally the space SO(10)/U(5)
∣∣∣
λ+ 6=0
× U(1). Since U(5) = U(1) × SU(5) then we get the space
SO(10)/U(5)
∣∣∣
λ+ 6=0
× U(1) = SO(10)/SU(5)
∣∣∣
λ+ 6=0
. Note that we have done just a local analysis.
Actually, it is impossible to write globally the space SO(10)/SU(5) as the product between the
projective pure spinor space and the circle, SO(10)/SU(5) 6= SO(10)/U(5) × U(1).
The expression (4.62) means that we found the Dolbeault cocycle ηβ evaluated in the space
SO(10)/SU(5) locally, i.e we got (i∗ηβ)
∣∣∣
λ+ 6=0
, where i is the embedding i : SO(10)/SU(5) →
PS r {0}, explained in the sub-subsection 4.3.1. In the following, we are going to obtain ηβ in a
covariant way in the PS r {0} space.
Remember that the holomorphic pure spinor measure [dλ] was given in (4.57). We define a new
antiholomorphic 10-form in the PS r {0} space as
[
dλ¯
]′
(λ¯γm)α1(λ¯γn)α2(λ¯γp)α3(γmnp)
α4α5 =
23
10!
ǫα1...α5β1...β11dλ¯β1 ∧ ... ∧ dλ¯β10λ¯β11 , (4.63)
where λ¯α is a pure spinor, λ¯α(γ
m)αβλ¯β = 0. Note that (4.63) has the same algebraic expression as
in (B.3), with the difference that in this case λ¯α belongs to the PS r {0} space while the one in
(B.3) it is a projective pure spinor. It is easy to see that in the parametrization on the patch λ+ 6= 0
λα = γ(1, uab, ǫ
abcdeubcude/8), λ¯α = γ¯(1, u¯
ab, ǫabcdeu¯
bcu¯de/8), (4.64)
the (11,10)-form [dλ] ∧ [dλ¯]′ becomes
[dλ] ∧ [dλ¯]′ = γ7γ¯8dγ ∧ du12 ∧ ... ∧ du45 ∧ du¯
12 ∧ ... ∧ du¯45. (4.65)
The SO(10)/SU(5) space given in (4.42) is parametrized on the patch λ+ 6= 0 in the following way
λα = r eiφ(1, uab, ǫ
abcdeubcude/8), where r is positive constant. (4.66)
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So, we can write the 21-form of (4.62) as
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
∣∣∣
λ+ 6=0
=
i dφ
∧
a<b, c<d duabdu¯
cd
(1 + 1
2
uabu¯ab +
1
82
ǫabcdeǫafghiubcudeu¯fgu¯hi)8
. (4.67)
Using the pure spinor constraint it is not hard to verify that the (11,10)- form [dλ]∧ [dλ¯]′/(λλ¯)8
is ∂¯ closed on PS r {0}:
∂¯
(
[dλ] ∧ [dλ¯]′
(λλ¯)8
)
= 0. (4.68)
Therefore, the (11,10)-form [dλ]∧ [dλ¯]′/(λλ¯)8 belongs to cohomology group H
(11,10)
∂¯
(PSr {0}) and
the pull back i∗ is just the restriction
i∗
(
[dλ] ∧ [dλ¯]′
(λλ¯)8
)
=
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
, (4.69)
which is an element of the de-Rham cohomology group H21DR(SO(10)/SU(5)). Finally, we found the
Dolbeault cocycle ηβ corresponding to β
1,...,11
β1,...,11 Cˇech-Dol−−−−−−−−−−−→ ηβ ≡ 2
3 5! (10!)
[dλ] ∧ [dλ¯]′
(λλ¯)8
K, (4.70)
and (4.62) in a covariant way is given by∫
Γ
β1,...,11 =
∫
SO(10)/SU(5)
ηβ
∣∣∣
SO(10)/SU(5)
≡ 23 5!
∫
SO(10)/SU(5)
(10!)
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
K. (4.71)
Using the Cˇech-Dolbeault isomorphism we have gone from a theory in an 11-cycle Γ to a theory
in the whole SO(10)/SU(5) space. Furthermore, notice that since the non-minimal pure spinor
formalism is defined in the whole pure spinor space PS r {0}, which is a non-compact space, then
there are an infinite number of global functions on it such that the amplitude does not change.
These functions are called regulators. This is in contrast with the SO(10)/SU(5) space, which is a
compact manifold whose unique generator is given by (4.69).
Note that integrating the non compact direction of the PS r {0} space we get the space
SO(10)/SU(5). This means that for any regulator in the non-minimal formalism after integrating
the non compact direction of the PS r {0} space, one must get the expression (4.71). We will be
more explicit by using coordinates in the following. If λα is a pure spinor, then it can be written
as λα = γλ˜α, where γ ∈ C∗ = U(1)× R+ and λ˜α is a projective pure spinor. So, setting γ = ρ eiφ,
where eiφ ∈ U(1) and ρ ∈ R+ and integrating by ρ in the non-minimal formalism we must get
(4.71) for any regulator. This implies that our picture changing operators does not correspond to
any particular regulator and therefore we believe that the scattering amplitude prescription with
the new picture operators is perhaps more fundamental than the prescription with regulators.
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4.4.3 A Particular Regulator
In this sub-subsection we would like to illustrate what we said in the last paragraph with a particular
regulator.
The most useful regulator in the non-minimal pure spinor formalism for computing the tree level
scattering amplitude is
N = exp(−λ¯αλ
α − rαθ
α), (4.72)
as given in [8], where rα is a spinor such that rα(γ
m)αβλ¯β = 0. After integrating the variables rα
and θα we get [27]
A = 23 5!
∫
PS
[dλ] ∧ [dλ¯] e−(λλ¯) (λλ¯)3K (4.73)
where the measure [dr] was given in [25][8]
[dr] =
1
23 5! 11!
(λ¯γm)α1(λ¯γn)α2(λ¯γp)α3(γmnp)
α4α5ǫα1,...,α5β1...β11∂
β1
r ....∂
β11
r , (4.74)
the factor 23 comes from a normalization explained in the footnote 17. We replaced the vertex
operators in the amplitude by (λγm)α1(λγ
n)α2(λγ
p)α3(γmnp)α4α5 K, where K is the kinematic factor.
Using the coordinates λα = γλ˜α = ρ eiφλ˜α, which were explained previously, the integration measure
is [14]
[dλ] ∧ [dλ¯] = (γγ¯)7 dγ ∧ dγ¯ ∧ [dλ˜] ∧ [d˜¯λ] = −2 i (ρ2)7 ρ dρ ∧ dφ ∧ [dλ˜] ∧ [d˜¯λ]
= −2 i (ρ2)7 ρ dρ ∧ [dλ] ∧ [dλ¯]′
∣∣∣
SO(10)/SU(5)
∣∣∣
r=1
,(4.75)
where SO(10)/SU(5)|r=1 means that the space SO(10)/SU(5) has size r = 1 (see (4.42)). So,
integrating the non-compact variable ρ from r0 to r we get
23 5!
∫
PS
[dλ] ∧ [dλ¯] e−(λλ¯) (λλ¯)3K (4.76)
= 23 5!
∫
SO(10)/SU(5)
(10!)[dλ] ∧ [dλ¯]′
(
e−ρ
2(λ˜˜¯λ)
(λ˜˜¯λ)8
+
ρ2e−ρ
2(λ˜˜¯λ)
(λ˜˜¯λ)7
+
ρ4e−ρ
2(λ˜˜¯λ)
2(λ˜˜¯λ)6
+
+
ρ6e−ρ
2(λ˜˜¯λ)
3!(λ˜˜¯λ)5
+
ρ8e−ρ
2(λ˜˜¯λ)
4!(λ˜˜¯λ)4
+
ρ10e−ρ
2(λ˜˜¯λ)
5!(λ˜˜¯λ)3
ρ12e−ρ
2(λ˜˜¯λ)
6!(λ˜˜¯λ)2
+
ρ14e−ρ
2(λ˜˜¯λ)
7!(λ˜˜¯λ)
+
+
ρ16e−ρ
2(λ˜˜¯λ)
8!
+
ρ18(λ˜˜¯λ)e−ρ
2(λ˜˜¯λ)
9!
+
ρ20(λ˜˜¯λ)2e−ρ
2(λ˜˜¯λ)
10!
)∣∣∣∣∣
SO(10)/SU(5)|ρ=r
SO(10)/SU(5)|ρ=r0
K,
Note that SO(10)/SU(5)|ρ=r − SO(10)/SU(5)|ρ=r0 is the boundary of the finite pure spinor space,
i.e
PSr0,r ≡ {λ
α ∈ C16 : λα(γm)αβλ
β = 0 and r20 ≤ λ
αλ¯α ≤ r
2}, (4.77)
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where r0, r are positive constants. In order to obtain the whole pure spinor space, PS r {0}, we
must take the limits r0 → 0 and r →∞, so we get the equivalence
23 5!
∫
PS
[dλ] ∧ [dλ¯] e−(λλ¯) (λλ¯)3K = 23 5!
∫
SO(10)/SU(5)
(10!)
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
K =
∫
Γ
β1,...,11.
(4.78)
This is the reason why we say that SO(10)/SU(5) is the “boundary” of the PS r {0} space,
although it is a non-compact space. The equivalence (4.78) holds for any regulator because the
Cˇech-Dolbeault isomorphism relates the minimal formalism with a formalism in SO(10)/SU(5),
which only has one cohomology generator given by ([dλ] ∧ [dλ¯]′/(λλ¯)8)|SO(10)/SU(5).
Although the equivalence between the minimal and non-minimal formalisms is somewhat pre-
mature because in tree level we can absorb any number in the coupling constant e−2µ [27], the
previous result is beautiful and it will be very import for computing loop amplitudes [28].
5 Symmetries of the Scattering Amplitude
In this section we analyze the symmetries of the scattering amplitude with the new PCO’s. Namely,
we will show that the scattering amplitude is invariant under BRST, Lorentz and supersymmetry
transformations. Here we will often use the Cˇech language and the Cˇech-Dolbeault isomorphism
presented in the subsection 4.3.
5.1 BRST Invariance
We will show that the tree level scattering amplitude is BRST invariant and that the Q exact states
are decoupled.
As we discussed in the subsection 4.3, the PCO’s are defined locally because they behave like 1/λ:
Y IC =
CIθ
CIλ
and they are well defined only in UI = PS rDI . Therefore, as proposed in [9] one must
add to the old BRST charge
Q =
∮
dz λαdα, (5.1)
where dα are the constraints (2.6), the Cˇech operator δ given in (4.27). The δ operator play an
important role in the construction of the b-ghost, as we will discuss in the section 8. So the total
BRST charge is
QT =
∮
λαdα + δ ≡ Q+ δ. (5.2)
By definition, if the tree level scattering amplitude A is physical then it must be QT closed, i.e
QT A = 0.
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In the following we will show that the amplitude is QT closed. First of all, remember that in
the tree level scattering amplitude the vertex operators can always be written as a global function
in PSr{0} given by λαλβλγ fαβγ(θ, ki, ei) [4], where the ki’s are the momenta and the ei’s are the
polarizations of the vertex operators. Since the tree level scattering amplitude is given by
A =
∫
Γ
[dλ]
∫
d16θ
11∏
I=1
Y IC λ
αλβλγ fαβγ(θ, ki, ei). (5.3)
and the measure [dλ] is globally defined on PSr{0} [14], then the scattering amplitude is δ closed.
This was explained carefully in the subsection 4.4 (see the explanation after (4.46)). Now it remains
to show QA = 0. Because
QY IC = 1, (5.4)
therefore we have
Q(A) = Q
(∫
Γ
[dλ]
∫
d16θ
11∏
I=1
Y IC λ
αλβλγ fαβγ(θ, ki, ei)
)
(5.5)
=
1
11!
11∑
I1,...,I11=1
ǫI1,...,I11Q
(∫
Γ
[dλ]
∫
d16θ
CI1θ...CI11θ
CI1λ...CI11λ
λαλβλγ fαβγ(θ, ki, ei)
)
=
1
11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
(δτ)I1,...,I11
where τ I1,...,I10 is the holomorphic 11-form
τ I1,...,I10 = [dλ]
∫
d16θ
CI1θ...CI10θ
CI1λ...CI10λ
λαλβλγ fαβγ(θ, ki, ei) ∈ C
9(U,Ω11) (5.6)
where U is the cover of the PS r {0} space given in the subsection 4.3. Clearly (δτ)I1,...,I11 is a
trivial element of the Cˇech cohomology group H11(PS r {0},Ω11), so its corresponding Dolbeault
cocycle
η(δτ) =
1
10!
11∑
I1,...,I11=1
(δτ)I1,...,I11ρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρI11 , (5.7)
where ρI is partition of unity (4.34), is a trivial element of the Dolbeault cohomology group
H
(11,10)
∂¯
(PS r {0}), i.e
η(δτ) = ∂¯(ητ ) (11,10)-form on PS r {0}, (5.8)
where ητ is the (11,9)-form given by
ητ =
1
9!
11∑
I1,...,I10=1
τ I1,...,I10ρI1 ∧ ∂¯ρI2 ∧ ... ∧ ∂¯ρI10 , (5.9)
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as explained in the sub-subsection 4.3.1. So we can write (5.5) as∫
Γ
(δτ)1,...,11 =
∫
SO(10)/SU(5)
i∗(∂¯(ητ )) =
∫
SO(10)/SU(5)
d(i∗(ητ )), (5.10)
where “i” is the map i : SO(10)/SU(5) → PS r {0} given in the sub-subsection 4.3.1. Finally,
applying the Stokes theorem∫
Γ
(δτ)1,...,11 =
∫
SO(10)/SU(5)
d(i∗(ητ )) =
∫
∂(SO(10)/SU(5))
i∗(ητ ) (5.11)
and since the SO(10)/SU(5) space is a compact manifold without boundary, ∂(SO(10)/SU(5)) =
∅, then we can conclude
Q(A) = 0. (5.12)
Thus, we have shown that the tree level scattering amplitude is QT closed.
Now we will show that the global (i.e (δΩ)IJ = ΩJ−ΩI = 0) and Q exact (i.e 〈Q(Ω) 〉) functions
are decoupled, that is, they are QT = Q + δ exact. A Q exact function inside to the scattering
amplitude is given by
〈Q(Ω) 〉 =
∫
Γ
[dλ]
∫
d16θY 1C ...Y
11
C Q(Ω(λ, θ, k)). (5.13)
Only the terms with 5 θ’s and 3 λ’s in Q(Ω) will contribute, because there are 11 θ’s coming from
the 11 PCO’s and the scattering amplitude must have ghost number zero. So, we focus on the
global term
Ω(λ, θ, k, e) = λαλβθγ1 ...θγ6fαβγ1...γ6(ki, ei), (5.14)
where ki are the momenta and ei are the polarizations. We can write (5.13) as∫
Γ
[dλ]
∫
d16θ Y 1C ...Y
11
C Q(Ω(λ, θ, k)) = −
∫
Γ
[dλ]
∫
d16θ Q(Y 1C ...Y
11
C Ω(λ, θ, k))
+
∫
Γ
[dλ]
∫
d16θ Q(Y 1C ...Y
11
C )Ω(λ, θ, k). (5.15)
The term Y 1C ...Y
11
C Ω(λ, θ, k) is identically zero because there are 17 θ’s. So∫
Γ
[dλ]
∫
d16θ Y 1C ...Y
11
C Q(Ω(λ, θ, k)) =
∫
Γ
[dλ]
∫
d16θ Q(Y 1C ...Y
11
C )Ω(λ, θ, k) (5.16)
=
1
11!
11∑
I1,...,I11=1
ǫI1...I11
∫
Γ
[dλ]
∫
d16θ Q(Y I1C ...Y
I11
C )Ω(λ, θ, k)
=
1
11!
11∑
I1,...,I11=1
ǫI1...I11
∫
Γ
(δκ)I1...I11,
where κI1...I10 is the holomorphic 11-form
κI1...I10 = [dλ]
∫
d16θ
CI1θ...CI10θ
CI1λ...CI10λ
λαλβθγ1 ...θγ6fαβγ1...γ6(ki, ei) ∈ C
9(U,Ω11). (5.17)
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Note that δ 〈Q(Ω) 〉 = 0, since (δ(δκ))I1...I12 = 0. Using the same procedure that allowed as go from
(5.5) and to conclude in (5.12) we have
〈Q(Ω) 〉 =
1
11!
11∑
I1,...,I11=1
ǫI1...I11
∫
Γ
(δκ)I1...I11 =
∫
∂(SO(10)/SU(5))
i∗(ηκ) = 0. (5.18)
Therefore we have shown that every global and exact function inside to the scattering amplitude is
decoupled.
For a general case we must show that the scattering amplitude decouple the states which are
QT exact, i.e
〈 (Q+ δ)(Ω) 〉 = 0 (5.19)
for any Ω.
First of all, we know that the BRST operator is nilpotent (Q+δ)2 = 0 and we want to show that the
BRST exact terms are decoupled from the scattering amplitude. The QT exact terms are written
as
〈 (Q + δ)(Ω) 〉 =
∫
Γ
[dλ]
∫
d16θ
11∏
I=1
Y IC(Q+ δ)(Ω). (5.20)
However, as the 11-form [dλ]
∏11
I=1 Y
I
C is a 10-Cˇech cochain, C
10(U,Ω11), then it is possible that
the product of the cochains [dλ]
∏11
I=1 Y
I
C and (Q+ δ)(Ω) is not well defined, because the product
of two cochains is not always a cochain. For instance, let us consider the following 2 cochains
Y IC =
CIθ
CIλ
∈ C0(U,O), ΩJ =
Λmn(C
Jγmnθ)
(CJλ)
∈ C0(U,O). (5.21)
Clearly
ΨIJ ≡ Y IC Ω
J =
(CIθ) (CJγmnθ)Λmn
(CIλ)(CJλ)
6= −
(CJθ) (CIγmnθ)Λmn
(CIλ)(CJλ)
/∈ C1(U,O), (5.22)
In the particular case when Ω is a global holomorphic function in PS r {0} the product with any
Cˇech cochain is well defined, for example the vertex operators in (5.3), or as in the computation
(5.13). Note also that the Cˇech operator is not a derivate operator, i.e it does not satisfy the Leibniz
rule. So it is not well defined acting on the product (5.22)
(δΨ)IJK 6= (δY )IJΩK ± Y I(δΩ)JK . (5.23)
Therefore the expressions (Q + δ) 〈 (Q+ δ)(Ω) 〉 and 〈 (Q + δ)(Q+ δ)(Ω) 〉 are not equal i.e (Q +
δ) 〈 (Q+ δ)(Ω) 〉 6= 〈 (Q + δ)(Q+ δ)(Ω) 〉, and in most cases the left hand side is not defined when
Ω has Cˇech labels. Therefore the expression (5.19) does not make sense unless that Ω will be a
global holomorphic function, like we assumed in (5.13).
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From the analysis above we can conclude that for the tree level scattering amplitudes, the naive
existence of the homotopy operator [8][9] given by
ξ =
CIθ
CIλ
∣∣∣∣∣
UI
+
CIθCJθ
CIλCJλ
∣∣∣∣∣
UI∩UJ
+ ...+
C1θC2θ...C11θ
C1λC2λ...C11λ
∣∣∣∣∣
U1∩U2∩...∩U11
, (5.24)
which by definition satisfies
(Q+ δ)(ξV1V2V3U1...UN−3) = V1V2V3U1...UN−3 (5.25)
for V1V2V3 unintegrated vertex operators and U1...UN−3 integrated vertex operators, is not allowed
because
ξV1V2V3U1...UN−3 (5.26)
is not a global function on PS r {0}. Therefore at tree level it is sufficient to decouple the global
and Q exact functions, see (5.13).
5.2 Lorentz and Supersymmetry Invariance
Now we show that although the new lowering picture operators are neither Lorentz nor supersym-
metry invariant, the scattering amplitude is invariant under both transformations.
5.2.1 Lorentz Invariance
It is easy to show that the action of the Lorentz generators Mmn = (1/2)
∫
dz[(ωγmnλ) + (pγmnθ)]
on the PCO’s is Q exact:
MmnY IC = −
1
2
Q
[
(CIγmnθ)(CIθ)
(CIλ)2
]
, (5.27)
then, replacing this in the scattering amplitude we get
Mmn(A) (5.28)
=
1
2 11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
[dλ]
∫
d16θ
11∑
i=1
(−1)iQ
[
(CIiγmnθ)(CIiθ)
(CIiλ)2
]
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
λαλβλγ fαβγ(θ, ki, ei)
=
1
2 11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
[dλ]
∫
d16θ
11∑
i=1
(−1)i−1
(CIiγmnθ)(CIiθ)
(CIiλ)2
Q
(
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
)
λαλβλγ fαβγ(θ, ki, ei)
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where the term
̂CIiθ
̂CIiλ
means it must be removed from the expression. Making an algebraic manipu-
lation we find
11∑
i=1
(−1)i−1
(CIiγmnθ)(CIiθ)
(CIiλ)2
Q
(
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
)
≡
11∑
i=1
(−1)i−1πIiQ
(
Y I1C ...Ŷ
Ii
C ... Y
I11
C
)
= (δψ)I1...I11 (5.29)
where we define
πI ≡
(CIγmnθ)(CIθ)
(CIλ)2
(5.30)
and ψI1...I10 is given by
ψI1...I10 = −
1
9!
π[I1 Y I2C ... Y
I10]
C (5.31)
≡ −
1
9!
(
πI1 Y I2C Y
I3
C ... Y
I10
C − π
I2 Y I1C Y
I3
C ... Y
I10
C + all permutation
)
∈ C9(U,O).
We define the holomorphic 11-form
ΨI1...I10 = [dλ]
∫
d16θ ψI1...I10 λαλβλγ fαβγ(θ, ki, ei) ∈ C
9(U,Ω11). (5.32)
So we can write (5.28) in the following way
Mmn(A) =
1
2 11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
(δΨ)I1...I11. (5.33)
With the same procedure used to show the BRST invariance of the amplitude, i.e following the
steps from (5.5) to (5.12) we obtain
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
(δΨ)I1...I11 =
∫
∂(SO(10)/SU(5))
i∗(ηΨ) = 0 (5.34)
since ∂(SO(10)/SU(5)) = ∅. Finally, we conclude the tree level scattering amplitude is Lorentz
invariant
Mmn(A) = 0. (5.35)
5.2.2 Invariance under Supersymmetry
Now we show that the tree level scattering amplitude is invariant under supersymmetry transfor-
mations. We call the supersymmetry generator “q”, which is given by
q = εαqα (5.36)
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where εα is a Grassmann constant spinor spinor and
qα =
∫
dz (pα +
1
2
γmαβθ
β∂xm +
1
24
γmαβγmγδθ
βθγ∂θδ).
It is easy to see that the action of q on the PCO’s is
q(Y IC) = ε
αqα(Y
I
C) = Q
[
(εCI)(CIθ)
(CIλ)2
]
. (5.37)
Therefore in the tree level scattering amplitude we have
q(A) (5.38)
=
1
11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
[dλ]
∫
d16θ
11∑
i=1
(−1)i−1Q
[
(εCIi)(CIiθ)
(CIiλ)2
]
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
λαλβλγ fαβγ(θ, ki, ei)
=
1
11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
[dλ]
∫
d16θ
11∑
i=1
(−1)i
(εCIi)(CIiθ)
(CIiλ)2
Q
(
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
)
λαλβλγ fαβγ(θ, ki, ei).
Making a similar algebraic manipulation like in (5.29) we get
[dλ]
∫
d16θ
11∑
i=1
(−1)i
(εCIi)(CIiθ)
(CIiλ)2
Q
(
CI1θ...ĈIiθ...CI11θ
CI1λ...ĈIiλ...CI11λ
)
λαλβλγ fαβγ(θ, ki, ei)
= (δΦ)I1...I11, (5.39)
where we have the following definitions
ΦI1...I10 = [dλ]
∫
d16θ φI1...I10 λαλβλγ fαβγ(θ, ki, ei) ∈ C
9(U,Ω11), (5.40)
φI1...I10 =
1
9!
ϕ[I1 Y I2C ... Y
I10]
C , (5.41)
ϕI =
(εCI)(CIθ)
(CIλ)2
. (5.42)
Using the same argument as in (5.34) it is clear that
q(A) =
1
11!
11∑
I1,...,I11=1
ǫI1,...,I11
∫
Γ
(δΦ)I1...I11 =
∫
∂(SO(10)/SU(5))
i∗(ηΦ) = 0. (5.43)
So the tree level scattering amplitude is invariant under supersymmetry transformations.
In conclusion, we succeeded in proving the invariance under the total BRST, Lorentz and su-
persymmetry transformations, where the Cˇech-Dolbeault language played a central role.
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6 Independence of the Constant Spinors CIα’s
In this section, our goal is to show that the scattering amplitude is independent of the choice of the
constant spinors CI ’s. This implies that they do not need to be integrated, in contrast with the
analysis presented in [4][17], where it did was necessary.
We will present an example of pure spinors in four dimensions, where the conditions of linear
independence for the CI ’s and the intersection of the hyperplanes DI ’s in the origin are equivalent.
However, in ten dimensions it is not sufficient that the CI ’s are linearly independent, so, based on
the assumption that the hypersurfaces DI = {C
Iλ = 0}, I = 1, ..., 11, meet just in the origin, we
will show that the scattering amplitude is independent of the CI ’s choice.
6.1 Pure Spinors in d = 4: A Simple Example
Before we show the independence of the CI ’s for pure spinors in ten dimensions, we give a simple
example in four dimensions in order to understand how this can be achieved.
Consider the pure spinor space in d = 4 dimensions, i.e the flat space C2. In this case the integral
corresponding to (4.46) is given by∫
Γ
ϑ =
∫
Γ
[dλ]
ǫcdC1c C
2
d
(C1λ)(C2λ)
, c, d = 1, 2 (6.1)
where λa = (λ1, λ2) are the coordinates of C2 and the measure is simply [dλ] = 2−1ǫab dλ
a ∧ dλb =
dλ1 ∧ dλ2. Clearly, the vectors Cj , j = 1, 2 must be linearly independent in order to obtain an
integral different from zero, i.e the determinant det(Cja) 6= 0. This implies that the intersection
of the hyperplanes Cjλ = 0, j = 1, 2 is just the origin. To compute (6.1), firstly we consider the
simple case when Cja = δ
j
a. Then the integral is∫
Γ
ϑ =
∫
Γ
dλ1 ∧ dλ2
λ1λ2
. (6.2)
Secondly we define in a natural way the 2-cycle Γ as the torus Γ = {λa ∈ C2 : |λ1| = ǫ1 and |λ2| =
ǫ2}, where ǫ1, ǫ2 are positive arbitrary constants. So (6.2) is a trivial integral and its answer is∫
Γ
ϑ = (2πi)2. (6.3)
Once the answer is known, we must know what happens if we choose two arbitrary vectors C ia but
keep the same 2-cycle Γ = {λa ∈ C2 : |λ1| = ǫ1 and |λ2| = ǫ2}. In other words, we want to know
the answer to the question: is (6.1) independent of the constants Cj’s?. We will show that the
answer is affirmative and its result is the same as in (6.3). From (6.1) we have∫
|λ2|=ǫ2
∫
|λ1|=ǫ1
(a1b2 − a2b1)dλ
1 ∧ dλ2
(a1λ1 + a2λ2)(b1λ1 + b2λ2)
, (6.4)
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where C1 = (a1, a2) and C
2 = (b1, b2). Without loss of generality, we can set a2, b1 6= 0. To solve
(6.4), first note that since ǫ1 is an arbitrary constant, it can be set to a very large value such that
the pole −(b2/b1)λ
2 is inside of the cycle |λ1| = ǫ1, so integrating λ1 we have∫
|λ2|=ǫ2
∫
|λ1|=ǫ1
(a1b2 − a2b1)dλ
1 ∧ dλ2
(a1λ1 + a2λ2)(b1λ1 + b2λ2)
= (2πi)
∫
|λ2|=ǫ2
(a1b2 − a2b1)dλ
2
(a1b2 − a2b1)λ2
, (6.5)
getting the same answer as in (6.3). However, since the integral depends on a very large value of
ǫ1, this is not a satisfactory way for computing, so we must look for a better analysis.
As det(Cja) = (a1b2 − a2b1) 6= 0, then we can make the following change of variables
λ1 = M−1(b2z
1 − a2z
2) (6.6)
λ2 = M−1(−b1z
1 + a1z
2)
where M = (a1b2 − a2b1). Using these new coordinates (6.5) becomes∫
Γ
dz1 ∧ dz2
z1z2
. (6.7)
where Γ is the 2-cycle given by |b2z
1 − a2z
2| = ǫ1|M | and |a1z
2 − b1z
1| = ǫ2|M |. Since ǫ1 and ǫ2 are
positive arbitrary constants then |z1| > 0, |z2| > 0 and applying the triangle inequality we get
0 < |z1| ≤ (ǫ1|a1|+ ǫ
2|a2|) (6.8)
0 < |z2| ≤ (ǫ1|b1|+ ǫ
2|b2|)
where without loss of generality, we set a2, b1 6= 0. Therefore the torus Γ = {(z
1, z2) ∈ C2 :
|b2z
1−a2z
2| = ǫ1|M |, |a1z
2−b1z
1| = ǫ2|M |} can be deformed to the torus Γ′ = {(z1, z2) ∈ C2 : |z1| =
(ǫ1|a1|+ǫ
2|a2|)/2, |z
2| = (ǫ1|b1|+ǫ
2|b2|)/2}. So, we have shown that the integral (6.1) is independent
of the constants Cj ’s when we fix the integration cycle, because it can always be deformed to a
cycle of the type |C iλ| = εj, j = 1, 2, for some εj, j = 1, 2. Formally we are saying the following:
remember that the integral (6.1) just depends of the classes of the homology cycle [Γ] and the
cocycle of cohomology [ϑ] (see subsection 4.1). So, if det(Cja) 6= 0 then all the holomorphic 2-forms
ϑ are in the same cohomology class [ϑ] and all the 2-cycle Γ = {(λ1, λ2) ∈ C2 : |Cjλ| = ǫj , j = 1, 2}
are in the same homology class [Γ]. Now we must show the same for pure spinors in d = 10.
6.2 Pure Spinors in d = 10
In the previous example the conditions det(Cja) 6= 0 and {C
1λ = 0} ∩ {C2λ = 0} = {0} were
equivalent. However, in the pure spinor space in d = 10 the condition det(CIα) 6= 0 does not
make sense because I = 1, .., 11 and α = 1, ..., 16, but remember that we have always claimed that
D1 ∩ ... ∩ D11 = {0}, where DI = {λ
α ∈ PS : CIαλ
α = 0}. In this case is not easy to follow the
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same analysis of the previous example because PS is not a flat space. Therefore we will make use
of the ideas presented previously in this paper, like the Cˇech-Dolbeault isomorphism, to prove that
the scattering amplitude is independent of the CI ’s.
From (4.46) we have that the amplitude is given by
A =
∫
Γ
β1,...,11 (6.9)
where the 11-cycle Γ was defined as Γ = {λα ∈ PS : |CIλ| = ǫI , I = 1, ..., 11}, ǫI ∈ R+. In the
sub-subsection 4.4.2 we found the Dolbeault cocycle
ηβ = 2
3 5!
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
K (6.10)
corresponding to β1,...,11, thanks to the isomorphism from the group H10(PS r {0},Ω11) to
H21DR(SO(10)/SU(5)) (see sub-subsection 4.3.1). As the Dolbeault cocycle ηβ is independent of the
constants CI ’s, then, choosing another set of constant spinors C ′I , I = 1, .., 11, such that they
satisfy the same condition D′1 ∩ ... ∩D
′
11 = {0}, its Cˇech cocycle β
′1,...,11 is in the same cohomology
class as β1,...,11, because β ′1,...,11 and β1,...,11 have the same corresponding Dolbeault cocycle ηβ and
the groups H10(PS r {0},Ω11) and H21DR(SO(10)/SU(5)) are isomorphic. It means that∫
Γ
β1,...,11 =
∫
Γ
β ′1,...,11, (6.11)
because the cohomology classes [β1,...,11] and [β ′1,...,11] are the same.
So we have shown that the tree level scattering amplitude is independent of the constant spinors
CI ’s and therefore it is not needed to integrate over them.
7 Relation with Twistor Space
In the sub-subsection 4 we studied the tree-level scattering amplitude in the projective pure spinor
space. In this section we will show that the result found there, given by the integral (4.20), is the
same found by Berkovits and Cherkis in [16]. In that reference, the projective pure spinor space
allowed to get the Green’s function for a massless scalar field in d = 10 dimensions.
The Green’s function for a massless scalar field in d = 10 dimensions is given by the integral
Φ(x) =
∫
Γ˜
[dλ˜] F (λ˜, ω)|ω=xλ˜, (7.1)
which is written covariantly [16]. In this integral, λ˜α is a projective pure spinor, [dλ˜] is the measure
of the projective pure spinor space given by (B.1), while F (λ˜, ω)|ω=xλ˜ is given by
F (λ˜, ω) =
ǫα1...α11β1...β5A
α1
1 ...A
α11
11 (γ
mω)β1(γnω)β2(γpω)β3(γmnp)
β4β5∏11
r=1(A
α
rωα)
, ωα = (x · γλ˜)α. (7.2)
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AαI ’s are constant spinors and the cycle Γ˜ is given by ten out of the eleven poles of F (λ˜, ω). The
measure (B.1) is not suitable for obtaining the relationship between twistors and scattering ampli-
tude, so we will modify it as follows. First note that for |x| 6= 0 then (x · γλ˜)α is a pure spinor if
and only if λ˜α is also a pure spinor. This is very easy to show:
1. In the backward direction: If λ˜α is a pure spinor in ten dimensions, then (x · γλ˜)α is also a
pure spinor. So, we must prove that (x ·γλ˜)α(γ
m)αβ(x ·γλ˜)β = 0 using the condition λ˜γλ˜ = 0.
Then,
(x · γλ˜)α(γ
m)αβ(x · γλ˜)β = x
nxp{λ˜δ(γn)δα(γ
m)αβ(γp)βρλ˜
ρ}
= 2 xmxp(λ˜γpλ˜)− x
nxp(λ˜γmγnγpλ˜)
= −
1
2
xnxp(λ˜γm{γn, γp}λ˜)
= −
1
2
x · x(λ˜γmλ˜) = 0. (7.3)
2. Let’s now make the prove in the forward direction, i.e, assuming that (x ·γλ˜)α is a pure spinor,
then λ˜α is also a pure spinor. We start defining the pure spinor ρα: ρα ≡ (x · γλ˜)α. Then,
writing λ˜α in terms of ρα we find
λ˜α =
1
x · x
(ργ · x)α. (7.4)
Since ρα is a pure spinor, then performing a similar computation as in the proof in the
backward direction, it is trivial to show that λ˜α is a pure spinor: λ˜γmλ˜ = 0.
Using the previous property we redefine the measure [dλ˜] given in (B.1) by
[dλ˜]′(λ˜γ · xγm)α1(λ˜γ · xγn)α2(λ˜γ · xγp)α3(γmnp)
α4α5 =
23
10!|x|8
ǫα1...α5β1...β11d(λ˜γ · x)β1 ∧ ... ∧ d(λ˜γ · x)β10(λ˜γ · x)β11 . (7.5)
Performing a simple computation as in (B.5) we can show that [dλ˜] = eiφ[dλ˜]′, where φ ∈ R is a
constant. Then, up to a phase factor, we write
Φ(x) =
∫
Γ˜
[dλ˜]′ F (λ˜, ω)|ω=xλ˜. (7.6)
Replacing F (λ˜, ω)|ω=xλ˜ and using the measure (7.5) we get
Φ(x) =
235!
|x|8
∫
Γ˜
d(A1x · γλ˜) ∧ ... ∧ d(A10x · γλ˜)
(A1x · γλ˜)...(A10x · γλ˜)
, (7.7)
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where without loss of generality, we chose Γ˜ = {λα ∈ SO(10)/U(5) : |(AIx ·γλ˜)| = ǫI , I = 1, ..., 10}.
From (4.20) and (7.7) the relationship between the tree level scattering amplitude and the Green’s
function for the massless scalar field is clear
CIα → (AIγ · x)α,
K →
1
(2πi)|x|8
. (7.8)
This result was not known using the old PCO’s. Although the construction for the scattering
amplitudes at the genus g is in progress we think that it is likely to have a relationship between
loops scattering amplitudes and massless solutions for higher-spin [16].
8 Comments About the Loop-Level
Now we give a glance about the scattering amplitude at the loop-level. The loop level in the
minimal pure spinor formalism has two fundamental ingredients: the picture raising operators and
the b-ghost. The picture raising operators are needed to absorb the zero modes of the field ωα and
some of the zero modes of the field pα, given in the action (2.1).
Because at the loop level the complex structure of the Riemann surfaces have deformations, known
as the moduli space, in order to fix these deformations it is necessary to introduce the b-ghost. In
the pure spinor formalism the b-ghost is not a fundamental field [4][8] and therefore its construction
in terms of the others fields is such that satisfies
{QT , b(z)} = T (z), (8.1)
where QT is the BRST charge and T (z) is the stress-energy tensor.
In [9] was given the b-ghost for the minimal pure spinor formalism. Nevertheless it has not been
used to compute scattering amplitudes. One reason for not using it is the difficulty for dealing with
the Cˇech indices inside the scattering amplitude. In this section we will give some directions for
computing scattering amplitudes with b-ghost in the minimal pure spinor formalism.
8.1 Product of Cˇech Cochains
In this sub-subsection we define a product between the Cˇech cochains such that the result will
be also a Cˇech cochain. The aim is to obtain a well defined scattering amplitude, i.e since the
loop level scattering amplitude includes the b-ghost and the lowering and raising picture changing
operators, which are mathematical objects define locally, then it is necessary that the product of
all these objects will be a Cˇech cochain, such that the BRST operator QT = Q + δ is also well
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defined allowing in this manner to establish a relationship between the minimal and non-minimal
formalism.
As we have shown in the example (5.22), the product of two Cˇech cochains is not in general a
Cˇech cochain. This implies that the Cˇech operator δ is not defined acting on this product, because
it does not satisfy the Leibniz rule, i.e it is not a derivative operator, see the example (5.23). So we
are going to define a product between the Cˇech cochains and show how the Cˇech operator acts on
them. This is a small step towards the definition of loop-level scattering amplitudes.
As we showed previously with the example (5.22), considering two general cochains ψI and τ I
in the Abelian group of holomorphic function, the product in most cases is not a Cˇech cochain
ψIτJ /∈ C1(U,O) (8.2)
because ψIτJ 6= −ψJτ I . So, we define the following antisymmetric product
ψI ∗ τJ ≡
1
2
(
ψIτJ − ψJτ I
) ∣∣∣
UI∩UJ
≡
1
2
ψ[IτJ ] = πIJ ∈ C1(U,O), (8.3)
which looks like an exterior product. Obviously this product is antisymmetric in the index I, J ,
i.e ψI ∗ τJ = −ψJ ∗ τ I , however the exchange of the ψI and τJ depends if they are grassmann or
bosonic variables, this means
ψI ∗ τJ = (−)(deg(ψ
I )·deg(τJ ))τJ ∗ ψI , (8.4)
where deg(ψI) = 0 or 1 if ψI is a bosonic or grassmann variable respectively. Note that if the
product of the Cˇech cochains is well defined, as in the case of the product of the picture lowering
operators Y IC Y
J
C , then it is in agreement with (8.3):
Y IC ∗ Y
J
C =
1
2
Y
[I
C Y
J ]
C = Y
I
CY
J
C . (8.5)
Now, acting with the Cˇech operator on (8.3) we get
(δπ)IJK = [δ(ψ ∗ τ)]IJK =
1
22
(δψ)[IJτK] = −
1
22
ψ[I(δτ)JK] =
3
4
1
3!
(
(δψ)[IJτK] − ψ[I(δτ)JK]
)
=
3
4
(
(δψ)IJ ∗ τK − ψI ∗ (δτ)JK
)
∈ C2(U,O). (8.6)
Note that δ acts like the exterior derivative over elements with star product, but with a coefficient
in the front. This is a beautiful property. If we have three Cˇech cochains ψI , τJ , ρK ∈ C0(U,O)
then we define
ψI ∗ τJ ∗ ρK =
1
3!
ψ[IτJρK] = χIJK ∈ C2(U,O). (8.7)
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It is simple to see that this product is associative. Acting with the Cˇech operator we have
(δχ)IJKL =
1
3! 2
(δψ)[IJτKρL] = −
1
3! 2
ψ[I(δτ)JKρL] =
1
3! 2
ψ[IτJ (δρ)KL]
=
4
3!
1
4!
(
(δψ)[IJτKρL] − ψ[I(δτ)JKρL] + ψ[IτJ (δρ)KL]
)
(8.8)
=
4
3!
((δψ)IJ ∗ τK ∗ ρL − ψI ∗ (δτ)JK ∗ ρL + ψI ∗ τJ ∗ (δρ)KL) ∈ C3(U,O).
Again, the Cˇech operator acts like the exterior derivative operator over elements with the star prod-
uct, nevertheless it has a coefficient in the front. It is straightforward to generalize this procedure
for higher cochains with values on any Abelian group. Notice that the expressions (5.31) and (5.41)
are just the ∗ product.
If we use this product between the homotopy operator (5.24) and the PCO’s inside the tree level
scattering amplitude the result vanishes because there are 11 patches to cover the pure spinor space.
8.2 The b-ghost
Unlike the tree-level scattering amplitude, in higher orders of the genus expansion the cover U =
{UI} given by the eleven patches UI = PS r DI , I = 1, .., 11 (see 4.22) is not enough. The
explanation is simple, since the b-ghost is a linear combination of 0,1,2 and 3-Cˇech cochains in the
pure spinor space [9] and the product of the 11 picture lowering operators
∏11
I=1 Y
I
C is a 10-Cˇech
cochain then, with the antisymmetric ∗ product it is clear that the scattering amplitude will vanish
if the number of patches is less than 11 + 4(3g − 3), g > 1, where g is the genus of the Riemann
surface. In the particular case when g = 1 this number is 11+4. One can think to add more patches
to the tree level scattering amplitude (see the appendix A.2) and so to apply the ∗ product with
the naive homotopy operator, however this product needs to be better understood, since actually
the operator δ is not a derivate operator strictly speaking because of those coefficients in the front
of (8.6) and (8.8) 18. Note also that the tree level scattering amplitude must be δ closed in contrast
to the genus-g, as we discuss later.
So, in this approach the b-ghost is given by
b = b(0) + b(1) + b(2) + b(3) (8.9)
with
bµ(0) =
AµαG
α
(Aµλ)
, bµν(1) =
AµαA
ν
βH
[αβ]
(Aµλ)(Aνλ)
, bµνρ(2) =
AµαA
ν
βA
ρ
γK
[αβγ]
(Aµλ)(Aνλ)(Aρλ)
, bµνρκ(3) =
AµαA
ν
βA
ρ
γA
κ
δL
[αβγδ]
(Aµλ)(Aνλ)(Aρλ)(Aκλ)
,
where the specific form of the numerators (G,H,K, L) above can be found in [8] and the Aµα’s belong
to a bigger set of constant spinors Aµ ∈ {CI , V i} ≡ {C1, ..., C11, V 1, ..., V 4(3g−3)}, i.e µ ∈ {I, i},
18Actually, we wish that the operator QT = Q+ δ acts like the exterior derivate, however we do not succeed yet.
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where the V i’s are linearly independent vectors in C16 such that the hypersurfaces P i ≡ {λα ∈ PS :
V iαλ
α = 0} satisfy D1 ∩ .. ∩D11 ∩ P
1 ∩ ... ∩ P 4(3g−3) = {0}. We define the patches UI = PS rDI ,
U i = PS r P i and get the cover U = {UI , U
i} where PS r {0} =
⋃11
I=1 UI
⋃4(3g−3)
i=1 U
i. Note that
the CI ’s are the same as in the tree level case, so the cycle Γ given in (4.1) is a good definition to
compute the scattering amplitude. Using the commutators and anticommutators given in [9]
{Q,Gα(z)} = λαT (z),
[
Q,H [αβ]
]
= λ[αGβ], {Q,K [αβγ]} = λ[αHβγ], (8.10)[
Q,L[αβγδ]
]
= λ[αKβγδ], λ[ηLαβγδ] = 0,
where T (z) is the stress-energy tensor given in the section 2, it is easy to verify that the b-ghost
(8.9) satisfies
{Q+ δ, b(z)} = T (z), (8.11)
where, for instance
(δ b(0))
µν =
AναG
α
(Aνλ)
−
AµαG
α
(Aµλ)
=
AµαA
ν
βλ
[αGβ]
(Aµλ)(Aνλ)
=
AµαA
ν
β
[
Q,H [αβ]
]
(Aµλ)(Aνλ)
.
8.2.1 The Ghost Number Bidegree
As in bosonic string theory, the b-ghost must have ghost number -1 and the BRST charge must
increase the ghost number by one unit. Note that b(0) has ghost number -1 but b(1), b(2), b(3) have
ghost number −2,−3,−4 respectively (the numerators have ghost number zero, see [9]), where the
ghost current is given by Jλ = λ
αωα. However, since the total BRST charge is QT = Q+ δ and the
Cˇech operator increases the number of patches in one, then the number of patches is also a ghost
number. So we define the total ghost number by
JT =
∫
dzJλ + Jδ,
Jδ ≡ (
∑
µ
µ∂µ − 1),
where the operator Jδ acts on the Cˇech cochains in the Cˇech labels, for example
(
∑
η
η∂η − 1) b
µνρκ
(3) = 3 b
µνρκ
(3) .
Therefore the b-ghost (8.9) has JT ghost number -1, as expected. In the tree level scattering
amplitude the Jδ ghost number is not relevant because this amplitude is δ closed, see the subsection
5.1. Nevertheless, at loop level this ghost number become very important since the relation (8.11)
means that the scattering amplitude is QT = Q + δ closed up to boundary terms in the moduli
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space [20], i.e if we consider a loop level scattering amplitude where the ∗ product is used to insert
the b-ghost, then we expect to get
(Q + δ)
〈
....
∫
dzµzz¯(z)b(z)
〉
=
〈
....
∫
dzµzz¯(z)(Q+ δ)(b(z))
〉
=
〈
....
∫
dzµzz¯(z)T (z)
〉
=
∫
M
∂
∂τ i
〈 .... 〉 , (8.12)
where .... means the global insertions, µzz¯(z) is the Beltrami differential, τ
i’s are the Teichmu¨ller
parameters and M is the Moduli space. Now, with the aim to see the importance of the Jδ ghost
number at the loop level we can regard the 1-loop scattering amplitude. In this amplitude we have
11 zero modes of the pure spinor λα and 11 zero modes of the spinor ωα [4], so at 1 loop the zero
modes of λα and ωα form the pure spinor phase space. Integrating somehow the zero modes of the
fields ωα, dα and θ
α then the scattering amplitude shall behave as∫
Γ
[dλ]
AI1...AI11
(AI1λ)...(AI11λ)
AI12AI13λ4
(AI12λ)(AI13λ)
, (8.13)
where we are not being careful with the spinorial indices. Note that this amplitude is a 12-Cˇech
cochain and have Jλ ghost number -1. However this ghost number must always be zero, therefore it
should be compensated with one Jδ ghost number
19 and so we will get an 11-Cˇech cochain. As the
tree level scattering amplitude is a 10-Cˇech cochain and it is related to the Green’s function for the
massless scalar field then the 1 loop amplitude, which should be a 11-Cˇech cochain, suggests that
it should be related to the Green’s function for the massless higher-spin field [16]. This was only
a simple and crude analysis about the 1-loop scattering amplitude. Actually the full analysis must
be over the whole pure spinor phase space. This is because, for instance, at two loops we should
get a Cˇech cochain in the pure spinor space bigger than 11, so its corresponding Dolbeault cochain
will be identically zero and the amplitude will vanish. Therefore it is necessary to regard the whole
pure spinor phase space, i.e the space of the λα’s and ωα’s.
One could think that the scattering amplitude must have JT = Jλ + Jδ ghost number zero, but
that is not true. For example, in the tree level amplitude it is impossible to construct the picture
lowering operator such that the amplitude has JT ghost number zero and the origin is removed from
the pure spinor space. So the conditions that the scattering amplitude has Jλ ghost number zero is
necessary in order to get a physical amplitude, i.e a (Q+ δ) closed scattering amplitude.
This was just a glance about the loop level scattering amplitudes, which is a work in progress
[28].
19Perhaps because (8.13) is δ exact.
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9 Conclusions
We proposed a new “picture lowering” operator and computed the scattering amplitude at tree
level in such a way that we eliminated the singular point of the pure spinor space, getting in this
way a theory free of anomalies [14]. Since the new picture operators are defined just on each patch
of the pure spinor space, it is necessary to introduce the Cˇech operator as part of the BRST charge
in order to have a well defined formalism. Therefore, we have introduced the Cˇech formalism for
the scattering amplitudes computation, which seems to be the correct formulation [9][21]. Given
the Cˇech-Dolbeault isomorphism, we found the corresponding Dolbeault cocycle for the scattering
amplitude. What is interesting here is that the Dolbeault cocycle must not be evaluated in whole
pure spinor space, but in the SO(10)/SU(5), which can be thought like a sphere in the pure spinor
space. This confirms that the singular point was removed from the pure spinor space. Moreover,
since the de-Rham cohomology group of this manifold has just one generator given by
[dλ] ∧ [dλ¯]′
(λλ¯)8
∣∣∣∣∣
SO(10)/SU(5)
,
i.e H21DR(SO(10)/SU(5)) = C [14], then these picture operates do not correspond to any particular
regulator of the non-minimal formalism. This may suggest that the minimal pure spinor formalism
is, in this sense, more fundamental than the non-minimal formalism since it directly involves coho-
mology generators. Note that in this paper the tree level scattering amplitude was always computed
using three unintegrated vertex operators and the rest were integrated vertex operators. In contrast
with the minimal formalism, in the non-minimal formulation it is possible to compute tree level
amplitude with all the vertex operators unintegrated [8]. The difficulty in the minimal formalism
is the b-ghost. Although we gave a glance about how to treat this issue, in order to continue with
the loop-level this subject must be further developed [28].
Using the Cˇech-Dolbeault isomorphism, we also showed in an elegant manner that the tree-level
scattering amplitude is BRST, Lorentz and supersymmetric invariant.
In contrast with the PCO’s proposed in [4], with the new PCO’s proposed in this paper the
tree level scattering amplitude is independent of the choice of the constants spinors CI ’s. That
is because the cohomology class of the scattering amplitude is the same when the constants CI ’s
satisfy the constraint {C1λ = 0} ∩ {C2λ = 0} ∩ ... ∩ {C11λ = 0} = {0}, for λα satisfying the pure
spinor condition.
Finally, we obtained a relationship between the tree-level scattering amplitude in the pure spinor
formalism and the Green’s function for the massless scalar field in the twistor formalism [16]. We
believe that perhaps there is a relationship between the loop-level scattering amplitudes in the pure
spinor formalism and the Green’s function for the higher-spin massless fields [16], which we would
like to explore in the future.
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A Some Simple Examples
A.1 The Pure Spinor Condition in the U(5) decomposition
We will give an example of a point p ∈ PS, for which in the U(5) decomposition, is necessary to
consider both conditions χa = 0 and ζa = 0 in order to have a well defined tangent space at p.
Consider for instance the point p = (λ+ = 0, λab = 0, λ
a = δ1a) in the pure spinor space. Then,
the gradient vectors V a = (λa,−1
4
ǫabcdeλbc, λ
+δab), which generate the holomorphic tangent space
to the cone given by
χa ≡ λ+λa −
1
8
ǫabcdeλbcλde = 0, a, b, c, d, e = 1, ..., 5,
do not generate a tangent space of complex dimension 11 at the point p. This is because V i =
(0, ..., 0) for i = 2, .., 5, i.e only V 1 is different from zero at p, which means that p is a singular
point20 of the space χa = 0, a = 1, ..., 5. So χa = 0 does not describe completely the pure spinor
space since actually PS only has one singular point: λα = 0. For that reason, we must consider the
rest of the pure spinor equations
ζa = λ
bλba = 0, a, b = 1, ..., 5. (A.1)
Note that p is actually a point in the pure spinor space since it satisfies both χa = 0 and ζa = 0.
In contrast, there exists points which do not satisfy simultaneously both set of equations. To the
20We say that p is a singular point of PS (or any space) if and only if it is not possible to define an unique tangent
space in p with the same dimension of PS.
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five equations ζa = 0 corresponds five gradient vectors Aa = (0, λ
bδca − λ
cδba, λba) = (0, λ
[bδ
c]
a , λba) .
Therefore at the point p we have in addition to V 1, four linearly independent vectors
Ai = (0, λ
[1δ
j]
i , 0), i, j = 2, 3, .., 5, (A.2)
where [1j] are the components ([12], [13], ..., [15]) of such vectors and we have a well defined tangent
space at p. Summarizing, with this particular example for the point p, we argued the necessity of
considering the conditions ζa = 0 and now we have at every point of the pure spinor space, except
for the origin, a tangent space of complex dimension 11. In other words, the pure spinor space
without the origin is a smooth manifold embedded in C16. Note however that for λ+ 6= 0, the five
vectors V a’s are linearly independent and the solutions of the equations χa = 0 satisfy trivially the
equations ζa = 0. Therefore, when λ
+ 6= 0 the five equations χa = 0 are enough to describe the
pure spinor space.
A.2 Another Cover For The Pure Spinor Space
We argued that the constant spinors CI ’s given in (3.7) are not a good choice because the intersection
of the hypersurfaces {CIλ = 0}, I = 1, ..., 11 is the non compact space C5. This means that the
union of the patches UI = PS r {C
Iλ = 0}, where the scattering amplitude is supported, is not
the whole pure spinor space, i.e
U1 ∪ ... ∪ U11 = PS r C
5. (A.3)
Then one question arises: Is it possible to complete the patches UI in such a way that they form a
cover of the PSr {0} space? Obviously the answer is positive. Here we show what is the difficulty
for completing the patches for the tree level scattering amplitude.
In [9] it was proposed the cover for the pure spinor space U = {Uα}, α = 1, ..., 16, with the
patches Uα’s given by
Uα = PS rDα, Dα ≡ {λ
α ∈ PS : λα = 0}. (A.4)
Clearly U is a cover of the pure spinor space without the origin
16⋃
α=1
Uα = U1 ∪ ... ∪ U16 = PS r {0}. (A.5)
So, we can define the following picture operators
Y α =
θα
λα
. (A.6)
The first difficulty here is that there are 16 PCO’s instead of 11, however this is not really a
problem. Note that in the U(5) decomposition, i.e λα = (λ+, λab, λ
a), a, b = 1, ..., 5 and λab = −λba,
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and choosing the picture operators
Y + =
θ+
λ+
and Yab =
θab
λab
, (A.7)
we fall in the first example of the subsection 3.2, with the difference that now we have a cover for
PS r {0}. So the tree level scattering amplitude is given by
A =
∫
Γ
[dλ]
∫
d16θ
11∏
i=1
θi
λi
λαλβλγfαβγ(θ) (A.8)
where
θ1
λ1
≡
θ+
λ+
,
θ2
λ2
≡
θ12
λ12
, · · · ,
θ11
λ11
≡
θ45
λ45
(A.9)
and the cycle Γ is given by Γ = {λα ∈ PS : |λi| = εi, i = 1, ..., 11}, εi ∈ R+. Now we must verify if
(A.8) is a physical amplitude, i.e if it is QT = Q+ δ closed.
In the same way as in (5.5) it is not hard to show that (A.8) is Q closed. Then now we must show
that the amplitude (A.8) is δ closed. Since in this case there are 16 patches then the analysis can
not be similar to the one presented in the subsection 4.4. Acting with the δ operator in (A.8) we
get
(δA)1,...,11,j =
∫
Γ
[dλ]
∫
d16θ
(
11∏
i=2
θi
λi
θj
λj
−
11∏
i=3
θ1
λ1
θj
λj
θi
λi
+ ... +
11∏
i=1
θi
λi
)
λαλβλγfαβγ(θ), (A.10)
where j is any number from 12 to 16. Naively (A.10) can be written as
(δA)1,...,11,j =
∫
Γ
[dλ]
∫
d16θ Q
(
11∏
i=1
θi
λi
θj
λj
)
λαλβλγfαβγ(θ), (A.11)
nevertheless that is not true. In the subsection 4.1 we said that the scattering amplitude also
depends of the homology class of the cycle Γ. Since the computation (A.11) has 12 Cˇech labels and
Γ is a 11-cycle we need to be careful. From (A.10) we can see that just the term∫
Γ
[dλ]
∫
d16θ
11∏
i=1
θi
λi
λαλβλγfαβγ(θ) (A.12)
contributes, since the other terms vanish because the cycle |λj| = εj is not in Γ. Therefore the
scattering amplitude (A.8) is not physical.
Actually, we have shown that the cycle Γ is a trivial element of the homology groupH11(PSrD),
where D = D1 ∪ ... ∪ D16. This is because the intersection D1 ∩ ... ∩ D11 is C
5, so the difficulty
of using the cover U and the PCO’s (A.6) is to get a well defined cycle Γ such that we can write
(δA)1,..,11,j like in (A.11), i.e a non trivial element of the homology group H11(PSrD). Note that if
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we add to the cover U = {UI}, I = 1, .., 11, where the patches UI ’s are given in (4.22), more patches,
then there is not problem. The reason is simple, since the condition D1 ∩ ... ∩D11 = {0}, for the
DI ’s given in (4.22), then the cycle Γ (4.1) will always be a non trivial element of the homology
class, so applying the δ operator to the amplitude we get something equal to (A.11).
In conclusion, for tree level scattering amplitude with 3 unintegrated vertex operators and the
remaining integrated, it is sufficient to work with 11 patches such that they cover the pure spinor
space without the origin PS r {0}.
A.3 The Cˇech-Dolbeault Correspondence for Pure Spinor in d = 4
Our next simple example is the pure spinor space in d = 4 dimensions, i.e PS = C2. We choose the
coordinates λa = (λ1, λ2) and consider the integral
I =
∫
Γ
d(C1λ) ∧ d(C2λ)
(C1λ)(C2λ)
=
∫
Γ
ψ, (A.13)
where C iλ = C iaλ
a, det(C ia) 6= 0 and Γ is given by Γ = {λ
a ∈ C2 : |C iλ| = εi}, εi ∈ R+. We can
write (A.13) as
I =
∫
Γ
[dλ]
ǫabC1aC
2
b
(C1λ)(C2λ)
, (A.14)
where [dλ] = (1/2)ǫabdλ
a ∧ dλb = dλ1 ∧ dλ2.
Note that C2 can be seen as the total space of the universal line bundle O(−1) over CP 1, i.e λa = γλ˜a
where γ is the fiber and λ˜a are the coordinates of CP 1. So, without loss of generality we choose
Γ = {λa ∈ O(−1) : |γ| = ε, |C1λ˜| = ε1, where λ˜a ∈ CP 1} ε, ε1 ∈ R+ (as in the sub-subsection 4.2.1)
and the measure [dλ] is given like in reference [14] by [dλ] = γdγ ∧ [dλ˜], where [dλ˜] = ǫabdλ˜
aλ˜b is
the measure for the twistor space in d = 4 [16]. Then, integrating γ we get∫
Γ
[dλ]
ǫabC1aC
2
b
(C1λ)(C2λ)
=
∫
Γ
dγ
γ
∧ [dλ˜]
ǫabC1aC
2
b
(C1λ˜)(C2λ˜)
= (2πi)
∫
|C1λ˜|=ε1
[dλ˜]
ǫabC1aC
2
b
(C1λ˜)(C2λ˜)
, (A.15)
where the right hand side has the same form as the Green’s function for the massless scalar field
in d = 4 using the twistor language [16]. This result in d = 4 is analogous to the one obtained in
d = 10, see (4.20).
Now, using the partition of unity
ρi =
|C iλ|2
(|C1λ|2 + |C2λ|2)
, i = 1, 2 (A.16)
subordinated to the cover U = {U1, U2}, where
Ui = C
2
r {C iλ = 0}, i = 1, 2,
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we find the Dolbeault cocycle corresponding to ψ. Note that from the condition det(C ia) 6= 0 then
{C1λ = 0} ∩ {C2λ = 0} = {0}, so we get C2 r {0} = U1 ∪ U2.
Since ψ is a (2,0) holomorphic form over U1∩U2 then ψ is 1-Cˇech cochain, i.e ψ ∈ C
1(U,Ω2), where
Ω2(C2 r {0}) is the abelian group of the (2,0) holomorphic forms over C2 r {0}. So, using (4.36),
the Dolbeault cocycle corresponding to ψ ≡ ψ12 = −ψ21 is given by
ηψ =
2∑
α,β=1
ψαβρα ∧ ∂¯ρβ = ψ12ρ1 ∧ ∂¯ρ2 + ψ21ρ2 ∧ ∂¯ρ1 = ψ12 ∧ ∂¯ρ2 (A.17)
where 1, 2 are the Cˇech labels. Replacing ψ12 and ρ2 in ηψ we get
ηψ =
d(C1λ) ∧ d(C2λ) ∧
[
(C¯1λ¯)d(C¯2λ¯)− (C¯2λ¯)d(C¯1λ¯)
]
(|C1λ|2 + |C2λ|2)2
. (A.18)
Note that this (2,1)-form is global on C2 r {0}.
Therefore from the Cˇech-Dolbeault correspondence we have∫
Γ
ψ12 =
∫
S3
ηψ|S3, (A.19)
where S3 is the sphere |λ1|2 + |λ2|2 = r2, r ∈ R+. Since S3 is a U(1)-line bundle over CP 1 space
then we can write ηψ in the S
3 coordinates
λa = r eiθ(1, u),
where eiθ parametrizes the fiber U(1), u parametrizes the CP 1 space and r is the size of S3. So,
ηψ|S3 = i
|ǫabC1aC
2
b |
2
(|C11 + C
1
2 u|
2 + |C21 + C
2
2 u|
2)2
dθ ∧ du ∧ du¯. (A.20)
Note that the constant r does not appear and the U(1) part is decoupled. Therefore we can perform
a global transformation from CP 1 → CP 1 to eliminate the CI ’s constants. This transformation is
known as the Mo¨bius transformation
v =
C11 + C
1
2 u
C21 + C
2
2 u
, where
(
C11 C
1
2
C21 C
2
2
)
∈ GL(2,C). (A.21)
With this transformation we obtain
ηψ|S3 = i
1
(1 + vv¯)2
dθ ∧ dv ∧ dv¯. (A.22)
(A.22) is the d = 4 equivalent to (4.62) for pure spinors in d = 10 and ηψ|S3 is a generator of the
de-Rham cohomology group H3DR(S
3) = C in coordinates. Integrating by dθ we have the following
equality ∫
|C1λ˜|=ε1
[dλ˜]
ǫabC1aC
2
b
(C1λ˜)(C2λ˜)
=
∫
C2
1
(1 + vv¯)2
dv ∧ dv¯ = (2πi)
∫
CP 1
H, (A.23)
where the hyperplane class H is written locally as H = (1/(2πi))(1 + vv¯)−2dv ∧ dv¯ [25]. So (A.23)
is just (2πi) times the degree of the projective complex space CP 1, which is one.
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A.4 Global Integrals
Now we want to give a simple example with the aim to explore the global definition of the degree
of a hypersurface. Let us consider the following cone in C4
χ ≡ z1z2 − z3z4 = 0 (A.24)
and the integral
I =
∫
Γ
df 1 ∧ df 2 ∧ df 3
f 1f 2f 3
, (A.25)
where f i = C iZ = C i1z1 + C
i
2z2 + C
i
3z3 + C
i
4z4 and Γ = {Z ∈ C
4 : χ = 0 and ||f i|| = εi}, εi ∈ R
+.
We choose the C i’s in a similar way to (3.7), i.e, f 1 = z1, f
2 = z2, f
3 = z3.
Note that the intersection
{f˜ 1 = 0} ∩ {f˜ 2 = 0} ∩ {χ˜ = 0}
∣∣∣
CP 3
= {[0, 0, 1, 0], [0, 0, 0, 1]}
where {f˜ i = 0} ≡ {f i = 0}/ ∼ and the equivalence relation is given by Z ∼ cZ, c ∈ C∗. The
same is true for χ˜. This means that the degree of the smooth manifold χ˜ = 0 embedded in CP 3
is deg(χ˜ = 0)=2. So we would expect that (A.25) will be (2πi)32 from the discussion of the
sub-subsection 4.4.1.
Now, it is important to note that the intersection
{f 1 = 0} ∩ {f 2 = 0} ∩ {f 3 = 0} ∩ {χ = 0}
∣∣∣
C4
= C,
which, as we will explain, implies that the integral (A.25) is not well defined. Replacing the f i’s in
(A.25) we have an integral like in C3∫
|zi|=εi
dz1 ∧ dz2 ∧ dz3
z1z2z3
= (2πi)3, (A.26)
where we have lost all the information about the cone, in fact we are in one chart. If we want to
obtain global information, we must write the integral in the following way
I =
1
(2πi)
∫
R
df 1 ∧ df 2 ∧ df 3 ∧ dχ
f 1f 2f 3χ
=
1
(2πi)
∫
R
dz1 ∧ dz2 ∧ dz3 ∧ d(z1z2 − z3z4)
z1z2z3(z1z2 − z3z4)
, (A.27)
where R is given by R = {Z ∈ C4 : ||f i|| = εi, |χ| = ε}. Integrating first z1 and then z2, z3 and z4,
we would obtain as a result (2πi)3. Nevertheless, note that the pole f 3 is eliminated and it should
be recovered from χ. This implies that the cycles |f 3| = ε3 and |χ| = ε were mixed. To understand
this better, let us first integrate over the cycle |f 3| = ε3 in (A.27). We will obtain
1
(2πi)
∫
R
dz1 ∧ dz2 ∧ dz3 ∧ d(z1z2 − z3z4)
z1z2z3(z1z2 − z3z4)
=
1
(2πi)
∫
R
dz3 ∧ dz1 ∧ dz2 ∧ (−z3)dz4
z1z2z3(z1z2 − z3z4)
=
−1
(2πi)
∫
R
dz3 ∧ dz1 ∧ dz2 ∧ dz4
z1z2z3(
z1z2
z3
− z4)
, (A.28)
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so we get an infinite in the denominator and the integral is zero. Therefore we have a contraction
and (A.25) is not well defined for f i = zi, i = 1, 2, 3. This contraction comes from the fact that the
integral is not well defined globally for those f i’s, i.e changing the order in which we compute the
integral (A.27) is equivalent to a change of chart in the cone.
In the pure spinor formalism the f I ’s, given by the constant spinors CI ’s (3.7), have the same
problem. Although we can not do the same trick as (A.27), because the constraints (3.6) χa = 0
do not describe the whole pure spinor space, it can be useful to understand this more complicated
problem. For the constrains χa = 0 we have
I =
∫
R
(df 1) ∧ ... ∧ (df 11) ∧ d(χ1) ∧ ... ∧ d(χ5)
f 1...f 11(χ1)...(χ5)
(A.29)
where R goes around every pole. Integrating first by the cycle |λ+| = ε we get an infinite in the
denominator, just as in the previous example.
Now, changing f 3 = z3 by f
3 = z3 − z4 in the example of the cone χ = z1z2 − z3z4 = 0, we get
the intersection
{f 1 = 0} ∩ {f 2 = 0} ∩ {f 3 = 0} ∩ {χ = 0}
∣∣∣
C4
= {0}
with multiplicity m{0} = 2, which comes from the equation z
2
4 = 0. So, we have the integral
I =
1
(2πi)
∫
R
df 1 ∧ df 2 ∧ df 3 ∧ dχ
f 1f 2f 3χ
=
1
(2πi)
∫
R
dz1 ∧ dz2 ∧ d(z3 − z4) ∧ d(z1z2 − z3z4)
z1z2(z3 − z4)(z1z2 − z3z4)
. (A.30)
This integral does not have any problems and its result is the expected (2πi)32 (which was explained
in the sub-subsection 4.4.1 and matches with the Bezout theorem [22]).
B Proof of the Identity [dλ˜] = du12 ∧ ... ∧ du45.
Let us give again the statement that we want to proof.
If λ˜α is an element of the projective pure spinors space in 10 dimensions, i.e. if λ˜α ∈ SO(10)/U(5),
then the integration measure [dλ˜] defined by [16]
[dλ˜](λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5 =
23
10!
ǫα1...α5β1...β11dλ˜
β1 ∧ ... ∧ dλ˜β10 λ˜β11, (B.1)
written in the parametrization λ˜α = (λ˜+, λ˜ab, λ˜
a) = (1, uab,
1
8
ǫabcdeubcude) is
[dλ˜] = du12 ∧ ... ∧ du45. (B.2)
Proof
53
Since SO(10)/U(5) is a complex manifold we can write an anti-holomorphic measure as [25]
[d˜¯λ](˜¯λγm)α1(˜¯λγn)α2(˜¯λγp)α3(γmnp)
α4α5 =
23
10!
ǫα1...α5β1...β11d˜¯λβ1 ∧ ... ∧ d
˜¯λβ10
˜¯λβ11, (B.3)
or in a more appropriate way as
[d˜¯λ] =
1
235!10!
1
(λ˜˜¯λ)3
(λ˜γm)α1(λ˜γ
n)α2(λ˜γ
p)α3(γmnp)α4α5ǫ
α1...α5δ1...δ11d˜¯λδ1 ∧ ... ∧ d
˜¯λδ10
˜¯λδ11 , (B.4)
where ˜¯λα = (
˜¯λ+,
˜¯λab, ˜¯λa) = (1, u¯
ab, 1
8
ǫabcdeu¯
bcu¯de). From (B.1) and (B.4) it is simple to see that
[dλ˜] ∧ [d˜¯λ] =
1
5!(10!)2
1
(λ˜˜¯λ)3
ǫα1...α5β1...β11ǫ
α1...α5δ1...δ11dλ˜β1 ∧ ... ∧ dλ˜β10 λ˜β11 ∧ d˜¯λδ1 ∧ ... ∧ d
˜¯λδ10
˜¯λδ11
=
1
(10!)2
1
(λ˜˜¯λ)3
δδ1[β1δ
δ2
β2
...δδ11β11]λ˜
β11 ˜¯λδ11dλ˜
β1 ∧ ... ∧ dλ˜β10 ∧ d˜¯λδ1 ∧ ... ∧ d
˜¯λδ10
=
1
10!
1
(λ˜˜¯λ)2
dλ˜β1 ∧ ... ∧ dλ˜β10 ∧ d˜¯λβ1 ∧ ... ∧ d
˜¯λβ10
−
10
10!
1
(λ˜˜¯λ)3
dλ˜β1 ∧ ... ∧ dλ˜β9 ∧ ˜¯λα1dλ˜
α1 ∧ d˜¯λβ1 ∧ ... ∧ d
˜¯λβ9 ∧ λ˜
α2d˜¯λα2
= −
1
10!
(
1
(λ˜˜¯λ)2
∂∂(λ˜˜¯λ) ∧ ... ∧ ∂∂(λ˜˜¯λ)
−
10
(λ˜˜¯λ)3
∂(λ˜˜¯λ) ∧ ∂(λ˜˜¯λ) ∧ ∂∂(λ˜˜¯λ) ∧ ... ∧ ∂∂(λ˜˜¯λ)
)
=
1
10!
(
i(λ˜˜¯λ)8/10∂∂ ln(λ˜˜¯λ)
)10
. (B.5)
In [25] it was shown that
ω10
10!
=
du12 ∧ ... ∧ du45 ∧ du¯
12 ∧ ... ∧ du¯45
(λ˜˜¯λ)8
, (B.6)
where
ω = −∂∂ ln(λ˜˜¯λ) (B.7)
and
(λ˜˜¯λ) = (1 +
1
2
uabu¯
ab +
1
82
ǫa1b1c1d1e1ǫa1b2c2d2e2ub1c1ud1e1 u¯
b2c2 u¯d2e2).
So, we have shown that
[dλ˜] = exp(iφ)du12 ∧ ... ∧ du45 (B.8)
where φ ∈ R is a constant. Since this phase factor does not affect the amplitude we can set φ = 0
and thus the identity was proven 
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