Abstract. We show that if f is in anisotropic Hardy space H p A , 0 < p ≤ 1, with respect to a dilation matrix A, then its Fourier transformf satisfies pointwise estimate
Introduction
In the real-variable theory of Hardy spaces H p of Fefferman and Stein [8] , a well-known problem is the characterization off for f ∈ H p . Coifman [5] characterized all suchf on R using entire functions of exponential type. In higher dimensions necessary conditions have been studied by a number of authors [7, 11, 13] . In particular, Taibleson and Weiss [13] showed that for p ∈ (0, 1], the Fourier transform of f ∈ H p (R n ) is continuous and satisfies the following estimate:
This leads to the following consequences; see [10, III.7] , [11] for more details. At the origin, the estimate (1.1) forces f ∈ H p ∩L 1 to have vanishing moments, as seen by the degree of 0 of f at the origin, illustrating the necessity of the vanishing moments of the atoms. Away from the origin, the polynomial growth is sharp, as given by an extension of the Hardy-Littlewood inequality for f ∈ H p , 0 < p ≤ 1,
The estimate (1.1) also sheds light on multiplier operators of H p . When paired with the molecular characterization of H p , it shows that the multiplier operator T m : H p → H p is bounded provided the multiplier m satisfies the (integral) Hörmander condition. On the other hand, if T m is any bounded multiplier operator on H p , then m is necessarily continuous and bounded on R n \{0}. The main purpose of this paper is to extend (1.1) from the isotropic (classical) setting to anisotropic Hardy spaces H p A associated with a dilation matrix A. In this new setting, the continuous dilation ϕ t (x) = t −n ϕ(x/t) for t > 0 is replaced by the discrete dilation
for k ∈ Z and the Euclidean norm | · | is generalized by a quasinorm ρ : R n → [0, ∞) associated with A. When A = 2I n , the anisotropic setting coincides with the classical theory since ρ can be chosen as ρ(x) = |x| n . We denote by ρ * the quasi-norm associated with the transposed matrix A * . Our main result takes the following form.
, thenf is a continuous function and satisfies
with C = C(A, p).
Theorem 1 leads to similar consequences as in the isotropic setting. At the origin, we obtain a sharper order for the convergence off (ξ) as ξ → 0. This is given by Corollary 6, and shows the necessity of vanishing moments for anisotropic atoms in H p A . We then obtain necessary conditions for a function m to be a multiplier on H p A , given by Corollary 7. Lastly, we show in Corollary 8 that the function |f (ξ)| p ρ * (ξ) p−2 is integrable, which is a generalization of Hardy-Littlewood's inequality (1.2) . In Theorem 9, we further improve this estimate using rearrangement functions as in the work of García-Cuerva and Kolyada [11] , though we use a slightly different argument.
The anisotropic structure considered here was motivated by wavelet theory, and is certainly not the first generalization of the underlying R n structure. Calderón and Torchinsky [3, 4] studied the parabolic setting of using dilations of continuous groups {A t } t>0 on R n . Folland and Stein [9] replaced the underlying R n with homogeneous groups, and Coifman and Weiss initiated the study of Hardy spaces on spaces of homogeneous type in their seminal work [6] . However, the extension of (1.1) was not considered in the parabolic setting, and the Fourier transform takes a more abstract form on homogeneous groups. Moreover, the Fourier transform is not even considered on spaces of homogeneous type, as these spaces might not have an underlying group structure.
In the next section, we briefly give the background on anisotropic Hardy spaces. In Section 3, we prove Theorem 1. The consequences of this theorem are in Section 4.
Anisotropic Setting
We now introduce the anisotropic structure and the associated Hardy spaces. For more details see Bownik [2] .
Let A be an n × n matrix, and | det A| = b. We say A is a dilation matrix if all eigenvalues λ of A satisfy |λ| > 1. If λ 1 , . . . , λ n are the eigenvalues of A, ordered by their norm from smallest to largest, then define λ − and λ + to satisfy 1 < λ − < |λ 1 | and |λ n | < λ + . Given a dilation matrix A, we can find a (non-unique) homogeneous quasi-norm, that is, a measurable mapping ρ A : R n → [0, ∞) with a doubling constant c satisfying:
Note that (R n , dx, ρ A ) is a space of homogeneous type (dx denotes the Lebesgue measure), and any two quasi-norms associated with A will give the same anisotropic structure. This anisotropic quasi-norm is related to the Euclidean structure by the following lemma of Lemarie-Rieusset [12] .
Lemma 2. Suppose ρ A is a homogeneous quasi-norm associated with dilation A. Then there is a constant c
where c A depends only on the eccentricities of A: ζ ± = ln λ ± ln b .
In the isotropic setting, the 'basic' geometric object is the Euclidean ball B(x, r), centered at x ∈ R n with radius r. Conveniently, whenever r 1 < r 2 , we have B(x, r 1 ) ⊂ B(x, r 2 ). But for a dilation matrix A, we do not expect B(x, r) ⊂ A(B(x, r)). Instead, one can construct ellipsoids {B k } k∈Z , associated with A, such that for all k, B k+1 = A(B k ), B k ⊆ B k+1 , and
k . These nested ellipsoids will serve as the basic geometric object in the anisotropic setting. Moreover, we can use the ellipsoids to define the canonical quasinorm associated with A as follows:
Once A is fixed, we will drop the subscript and ρ will always denote the canonical norm. If A * is the adjoint of A, then A * is also a dilation matrix with the same determinant and eccentricities ζ ± , but with its own nested ellipsoids {B * k } k∈Z and (canonical) norm ρ * . If k ∈ Z and ϕ is in the Schwartz class S, with ϕ dx = 0, we denote its anisotropic dilation by
Then the radial maximal function on f ∈ S ′ is given by
The anisotropic Hardy space H
Analogous to the isotropic setting, this definition is independent of the choice of ϕ and is equivalent to the grand maximal function formulation.
In particular, we have the atomic decomposition of H p A , which greatly simplifies the analysis of Hardy spaces. For a fixed dilation A, we say (p, q, s) is an admissible triplet (with respect to A) if p ∈ (0, 1], 1 ≤ q ≤ ∞, p < q, and s ∈ N satisfying s ≥
The standard strategy is to prove a uniform estimate on atoms, and extend it to all f ∈ H p A . We will use this strategy for all of our results, possible due to the following atomic characterization, see [ 
where the infimum is taken over all possible atomic decompositions.
Proof of Theorem 1
To prepare for the following two lemmas, we recall two basic facts. Define the dilation operator by D A (f )(x) = f (Ax) commutes with the Fourier transform by the following identity for all j ∈ Z:
Second, the eccentricities of A * are the same as A, that is, (2.1) and (2.2) hold with the same constants c A , ζ + , ζ − . Indeed, A * has the same eigenvalues as A.
Suppose α is a multi-index, with |α| ≤ s. There exists a constant C = C(s) such that
Proof. Without loss of generality, we can assume a is supported on B k , so supp(D 
Let T (x) be the degree s − |α| Taylor polynomial of the function x → e −2πi x,ξ centered at the origin. Using the vanishing moments of an atom, we have
The third line is a consequence of Taylor's remainder formula. To obtain the other estimate, we estimate without the Taylor approximation
Lemma 5. Let a be a (p, q, s) atom supported on x 0 + B k for some x 0 ∈ R n and k ∈ Z. Then we have the following bound, with C independent of a,
Proof. Setting α = 0, (3.2) reduces to the following estimate
Indeed, with (3.1) and setting α = 0 in (3.2),
This immediately yields the second estimate (3.4) . To see the first estimate, we take ρ
This shows (3.4), which we will use to prove (3.3) .
In the second inequality we used the fact that 1 −
where the last inequality holds since 1/p−1 ≥ 0. This completes the proof of the lemma.
We are now ready to prove Theorem 1 by extending (3.3) to every f ∈ H 
Therefore, the sumf (ξ) = i λ iâi (ξ) converges absolutely on R n . Furthermore, on each compact set K, ρ * (ξ) is bounded by a constant C ′ independent of a, so the absolute convergence above is also uniform on each compact set K. Withâ i infinitely differentiable (hence continuous) for all i, we concludef (ξ) is continuous on all compact sets K, and hence on R n .
Applications of Theorem 1
We now consider consequences of Theorem 1. The first corollary refines the order of 0 at the origin, and the second gives necessary conditions on a multiplier m on H p A . The third corollary is the Hardy-Littlewood inequality on Hardy spaces, which will be strengthened by a rearrangement argument.
Proof. We start by verifing this on an atom a, with support B k . By (3.4 
Since s ≥ ⌊(1/p − 1)ζ − ⌋, this implies (s + 1)ζ − > 1 p − 1. Therefore, we obtain (4.1) for atoms;
By (3.3) and the fact that (λ i ) ∈ ℓ 1 , we can apply the Dominated Convergence Theorem to the above sum (treated as an integral). Since each term in the sum goes to 0 as ξ → 0 we obtain (4.1). 
with M > 0 as the operator norm of T m . Then, m is continuous on R n \{0} and uniformly bounded with m ∞ ≤ CM.
. Under the Fourier transform, we havê
Then by (1.3), the following estimate holds for all k ∈ Z, ξ ∈ R n ,
1 \B * 0 , and we have
This estimate will force m to be bounded if we there exists f ∈ H 
To see why Theorem 9 strengthens (4.2), we observe that if g(ξ) = 1/ρ * (ξ), a simple computation shows
Together, these two facts can be used to show the left-hand side of (4.7) majorizes the left-hand side of (4.2).
Proof of Theorem 9. We will prove the following estimate for all f ∈ H We first prove (4.9) for unit atoms. Using a dilation argument, we extend it to all atoms, and to any f ∈ H p A using the atomic decomposition. Let f be a unit (p, 2, s) atom, that is, an atom supported on x 0 + B 0 . Without loss of generality, we set x 0 = 0. On unit atoms, the estimates (3.3) and (3.4) reduce to f ∞ ≤ ρ * (ξ) where the first estimate has a positive power, and the second has a negative power. These give F ǫ ∞ ≤ C, and F ǫ (ξ) ≤ Cρ * (ξ) −λ , which by the properties of the rearrangement function and (4.8), imply F ⋆ ǫ (t) ≤ C min{1, t −λ }.
With these estimates, 
