A family of algorithms for the approximate solution of the boundconstrained minimization problem is described. These algorithms employ the standard barrier method, with the inner iteration based on trust region methods. Local models are conic functions rather than the usual quadratic functions, and are required to match rst and second derivatives of the barrier function at the current iterate. The various members of the family are distinguished by the choice of a vectorvalued parameter, which is the zero vector in the degenerate case that quadratic local models are used. Computational results are used to compare the e ciency of various members of the family on a selection of test functions.
Introduction
We are concerned with the bound-constrained minimization problem, which has the form minimize f(x) subject to l i x] i u i ; i = 1; 2; : : : n (1) where l i 2 ?1; 1), u i 2 (?1; 1], and l i < u i for i = 1; 2; : : : n, and f : U ! R is assumed to have continuous second derivatives on the open set U C := fx 2 R n : l i x] i u i ; i = 1; 2; : : : ng.
Here and in the rest of the paper we adopt the following general notation. The symbol R denotes the set of real numbers. We use R + for the set of nonnegative real numbers and R ++ for the set of positive real numbers. The set of extended real numbers, i.e. R f?1g f1g, is denoted by R. The set of real n n matrices is R n n and the set of real symmetric n n matrices is R n^n .
We denote the i th component of a vector x by x] i . Similarly, the component of a matrix H in row i and column j is H] i;j . A subscript, as in x k , without brackets denotes a speci c point as, for example, the k th iterate in an iterative algorithm. We let e i represent the i th unit vector, i.e. the If X and Y are subsets of R n , we de ne dist(X; Y ) := inffkx ? yk : x 2 X; y 2 Y g: In case X = f xg, we write dist( x; Y ).
We use the notation rf( x) for the gradient, or rst derivative, of the function f evaluated at the point x and r 2 f( x) for the Hessian, or second derivative of f evaluated at x. If f is a function of two variables, x and , then r x f( x; ) and r 2 xx f( x; ) denote the gradient and Hessian respectively taken with respect to the x variable and evaluated at x := x and := .
If H 2 R n n , we denote the smallest and largest eigenvalues of H by min (H) and max (H) respectively. We denote the largest and smallest singular values of H by min (H) and max (H).
Numerous methods have been developed for the solution of (1) . Some of the popular algorithms belong to the category of barrier methods. The barrier approach was pioneered by Fiacco and McCormick 9] . It is based on constructing an auxiliary function : C 0 R ++ ! R and a decreasing sequence of positive real numbers f k g 1 k=0 , such that (x; k ) := f(x) + b(x; k ); k = 1; 2; : : : ; 1 and the function b : C 0 R ++ ! R satis es the following properties:
1. the function b( ; ) : C 0 R ++ ! R has continuous second derivatives on C 0 R ++ ; 2. for xed 2 R ++ the function b( ; ) : C 0 ! R is strictly convex; 3. for xed 2 R ++ and x 2 @C, if fx j g 1 j=0 is a sequence in C 0 which converges to x, then lim j!1 b(x j ; ) = 1; 4. for xed x 2 C 0 , lim !0 b(x; ) = 0.
We call b the barrier term and the barrier function. This de nition of a barrier function is somewhat di erent from that used by other writers, so a few words of explanation are in order. We have generally followed the notation of Conn, Gould, and Toint 5, pp. 493, 494]. However, Conn et al do not provide an explicit de nition of a barrier function. They do provide 5, p. 494] a set of three properties which they require a barrier term to satisfy, but which are inadequate to constitute a de nition. The rst di culty is that they fail to require the satisfaction of our fourth property, without which there is no reason to expect convergence of the algorithm. This is a rather obvious oversight, but there is also a problem with their third condition, which we will discuss later. The smoothness assumption of our rst condition may be relaxed to require only continuous rst derivatives for some applications, but for our purposes continuity of second derivatives is necessary. Also. our requirement that b be strictly convex is not standard, but it holds for the most common barrier methods, and is useful in some convergence proofs.
Other authors, such as Nocedal and Wright 14, p. 500], choose to de ne a function b : C 0 ! R which is smooth and satis es our third condition, and then proceed to de ne the barrier function by (x; k ) := f(x)+ k b(x); thus ensuring satisfaction of our fourth condition. This is not quite as general as our method, but includes all common barrier functions. The solution process in a barrier algorithm consists of successively approximately solving a sequence of problems of the form minimize (x; k ) (2) where the minimization is over x 2 C 0 with k xed. The solutions form a sequence fx k g which, under appropriate conditions, may be expected to converge to a solution x of (1). Since increases without bound as we approach @C, any standard unconstrained minimization algorithm may be used to nd the x k , provided that the appropriate steps are taken to ensure that all iterates remain within C 0 .
The complete solution process thus involves a double iteration. The outer iteration produces a sequence fx k g, which, if the process is successful, converges to a solution x of (1). For each speci c k, the inner iteration produces a sequence of iterates fx k;j g 1 j=1 designed to nd an approximate solution x k+1 of (2) . In order to indicate speci c barrier terms, we denote the set of indices i
for which l i > ?1 by B l , and the set of indices i for which u i < 1 by B u :
The best-known example is the log barrier term, (2) in the hope that the sequence fx k g of approximate solutions will converge to a solution of (1) .
We should note that it is inappropriate to replace the second condition in the de nition of a barrier function with the stronger condition that if lim k!1 dist(x k ; @C) = 0, then lim k!1 b(x k ; ) = 1 for any xed > 0.
The latter condition is one of the properties listed as characterizing barrier terms by Conn, Gould, and Toint 5, p 494], who mistakenly claim 5, p. 494 and 512] that it is satis ed by the log barrier term. However, a simple example shows that this condition may fail to hold for the log barrier term when the feasible region is unbounded. Let n := 2, l 1 := l 2 := 0, and u 1 := u 2 := 1. Let x k := (k + 1; 1=(k + 1)) for k = 0; 1; 2; : : : . Then dist(x k ; @C) = 1=(k + 1), so lim k!1 dist(x k ; @C) = 0, but b(x k ; k ) = ? k log(k + 1) + log 1 k + 1 = 0; k = 0; 1; 2; : : : :
One method which has been used successfully for the solution of (2) The use of conic local models in a barrier algorithm has two potential advantages. First, because of the additional degrees of freedom involved in the speci cation of a conic function, it is possible to incorporate more function-value and derivative information from current and previous iterates in a conic model. Second, because a conic function goes to in nity along its horizon, just as ( ; k ) does along its bounding hyperplanes, there is a possibility that a conic may give a more accurate approximation to in the vicinity of @C. In particular, the conic model may be constructed so that the horizon of the model coincides with one of the bounding hyperplanes of the constraint region C. We will see in Section 2 that these two possible advantages correspond to two distinct approaches to constructing a conic model for ( ; k ).
At each inner iteration a local conic model m k;j of ( ; k ) at x k;j is constructed, following which it is necessary to compute an approximate solution x k;j+1 to the trust region subproblem minimize m k;j (x) subject to x 2 T k;j (6) where T k;j C 0 is a compact convex connected set the interior of which includes x k;j . We will see that this approximate minimization can be accomplished by transforming (6) to a quadratic subproblem and computing an approximate solution to the latter. If the algorithm succeeds, this will produce a sequence fx k;j g converging to an approximate solution x k+1 of (2).
In the next three sections we discuss the algorithmic details which need to be dealt with in order to develop a viable algorithm based on this scheme. In Section 2 we discuss the construction of a local conic model for the barrier function ( ; k ). In Section 3 we deal with various alternatives for de ning the corresponding quadratic subproblem. In Section 4 we examine methods for solving the quadratic subproblem (6) and look at convergence criteria. We also explain the selection of a starting point for the inner iteration. We then present the complete algorithm in Section 5. Section 6 contains a description of numerical results obtained by applying various versions of our algorithm to a variety of test problems. Finally, we summarize our ndings in Section 7. In a companion paper 2] we present a convergence analysis of the algorithms presented in this paper.
Constructing the Conic Model
Given the barrier function ( ; k ) and a sequence of iterates fx k;i g j i=0 , we wish to construct a local conic model m k;j for ( ; k ) based at x k;j which will incorporate as much information as possible from the current and previous iterates. Authors of previous conic-based algorithms, such as Sorensen 16] and Ariyawansa 1] , have used the extra degrees of freedom available with conic models to interpolate function and gradient values at both the current iterate and the immediately preceding iterate, and have then chosen the matrix B k;j of the conic in a manner very much analogous to that used in quasi-Newton methods. We have chosen instead to emulate Newton's method by requiring initially that m k;j (x k;j ) = (x k;j ; k ); (7) rm k;j (x k;j ) = r x (x k;j ; k ); and (8) r 2 m k;j (x k;j ) = r 2 xx (x k;j ; k ): (9) Conditions (7) and (8) where v k;j := (x k;j ; k ), g k;j := r x (x k;j ; k ), B k;j 2 R n n is symmetric, and a k;j 2 R n . From the form of r 2 xx m k;j , as given by Begashaw 3] , we see that condition (9) leads to B k;j = H k;j ? a k;j g T k;j ? g k;j a T k;j ; where H k;j := r 2 xx (x k;j ; k ):
Thus, we need only specify a k;j to uniquely de ne the model function m k;j . In view of our desire to model ( ; k ), we can choose from two general approaches at this point. We can attempt to choose a k;j so as to make the value of m k;j at x k;j?1 agree with that of ( ; k ) at x k;j?1 . We will nd that when this is possible, there is still considerable latitude in the choice of a k;j . Alternatively, we can attempt to choose a k;j so as to cause m k;j to emulate the global behavior of ( ; k ), by forcing the horizon of m k;j to coincide with one of the bounding hyperplanes of C.
We begin by considering our rst approach for specifying a k;j . If we wish to have m k;j also satisfy m k;j (x k;j?1 ) = (x k;j?1 ; k )
we need to choose a k;j so that (12) Hence, we can choose^ k;j to satisfy (10) provided that the quantity under the radical sign in (12) is non-negative, in which case we will always choose the larger of the two possible values. Since we need to have x k;j and x k;j?1 on the same side of the horizon, we also require the entire expression (12) to be positive. We will rst decide how to proceed in case both of these conditions are satis ed, and then look at alternative procedures in case they are not.
If we have determined an acceptable^ k;j , then any a k;j which satis es a T k;jŝ k;j = 1 ?^ k;j will ensure (10). The eligible vectors constitute an a ne subspace of dimension n?1, from which we must select one. In our numerical work, we examined the following four alternative methods for choosing a k;j : a k;j in the direction r x (x k;j ; k ) a k;j in the direction rf(x k;j ) a k;j in the direction of the largest component of r x (x k;j ; k ) a k;j in the direction of the largest component of rf(x k;j ):
The above four choices respectively lead to: (16) where { := argmax 1 i n k rf(x k;j )] i k, provided that s k;j rf(x k;j ; k )] { e { 6 = 0.
The previous four methods determine a k;j directly from either rf(x k;j ) or r x (x k;j ; k ): We tried four additional possibilities for a k;j based on our rst approach. In the rst of these we de ne a k;j as the solution to the 
One plausible choice is W k;j := J T k;j , where J k;j is the scaling matrix which we will introduce in (26). Note that (17) locates the smallest (in L 2 -norm) horizon vector in the denominator of h ?1 k;j (in (27)), whose domain is in the original space (x ? space), whereas, with W k;j := J T k;j , (19) locates the smallest (in L 2 -norm) horizon vector in the denominator of h k;j (in (26)), whose domain is in the scaled space (w ? space).
If the entire expression (12) is negative, then it is impossible to generate a conic model which satis es (7)- (10) . Note that this di culty can arise only when g T k;jŝ k;j < 0 and (1=2)ŝ T k;j H k;jŝk;j < g T k;jŝ k;j : In this case it seems reasonable to at least guarantee (7)- (9) . One way we can do this is by setting a k;j = 0. This results in a quadratic model m k;j . We have done this in our algorithm. Other choices are certainly possible.
If the discriminant in (12) is negative, one possibility is to again set a k;j = 0, resulting in a quadratic model for this iteration. An alternative is to take only the real part of (12), which is equivalent to replacing the discriminant with 0. Intuitively, this seems likely to provide a better approximation than the quadratic model, since the latter may be seen as equivalent to increasing the quantity under the radical by an appropriate non-negative quantity. There is a third option which has some logical appeal. We can easily see that by substituting an appropriate valueṽ for v k;j?1 we can make the quantity under the radical sign in (12) equal to 0. This is
This is equivalent to selecting the conic model m k;j with the largest possible value for m k;j (x k;j?1 ) consistent with satisfying (7)- (9) . Notice that this is similar to the previous method. Now, however, we also change the denominator in (12) . We found this method to be the most successful of the three in preliminary numerical tests, and have used it in deriving our numerical results.
This concludes the description of our rst approach for choosing a k;j . The alternative approach is to construct the model m k;j by choosing a k;j so that the horizon of m k;j coincides with one of the hyperplanes bounding C. Here the choice of which hyperplane to be used for this purpose is not obvious. In our numerical tests, we tried several possibilities, which are de- Of course, many other choices are possible. One additional point needs to be mentioned. Since we wish to have a model which is continuous at least on T k;j , it is necessary to somehow ensure that x k;j+1 2 X + k;j . This requires that 1 ?a T k;j (x k;j+1 ?x k;j ) > 0. For computational reasons, it is advisable to require the stronger condition that 1 ? a T k;j (x k;j+1 ? x k;j ) for some satisfying 0 < < 1. Our handling of this problem will be discussed in Section 3.
Specifying the Quadratic Subproblem
In the previous section we looked at the de nition of the conic model function
In this section, we will look at the de nition of the trust region T k;j and the conversion of (6) to a quadratic subproblem. We need to make use of a few basic facts about conic functions. For numerical reasons, it is advantageous to introduce a nonsingular scaling matrix J k;j 2 R n n . Let the map h k;j be de ned by h k;j (w) := J k;j w 1 + a T k;j J k;j w :
The inverse of h k;j satis es
Then (25) According to the terminology of Davidon 6] , who rst introduced such maps in the context of optimization, the map (26) and its inverse (27) are collinear scalings.
We now comment on the choice of J k;j . While it is possible to choose J k;j := I, the identity matrix in R n n , other choices may be more useful. We found this scaling to be quite useful for barrier algorithms. This may be explained by the observation that the barrier term often becomes extremely ill-conditioned near @C since kr 2 b(x; )k ! 1, but this illconditioning only a ects the diagonal entries of B k;j .
Having chosen a collinear scaling, we need to de ne the trust region T k;j .
Since e cient methods have been developed for minimizing a quadratic function over a ball in R n , it is desirable to reduce the trust region subproblem to this form. Inasmuch as the actual numerical minimization is performed in the w ? space, this requires that we chooseT k;j := h ?1 k;j (T k;j ) to be a ball in w ? space. Thus we wish to havê T k;j := fw 2 R n : kwk k;j g
for some k;j > 0
We must be somewhat careful in the choice of k;j . Since we require that T k;j be connected, it is necessary to choose k;j so that := 1+a T k;j J k;j w > 0 for all w 2T k;j . It follows that we must have k;j < 1=kJ T k;j a k;j k. Both for practical reasons and to facilitate convergence proofs it is desirable to require the somewhat stronger condition
for some xed 2 (0; 1), which guarantees that for w 2T k;j . With k;j chosen so that k;j (1 ? )=kJ T k;j a k;j k), let
Then the trust region problem that we solve in the x ? space is the minimization of the conic m k;j over the trust region T k;j .
One method for ensuring the satisfaction of (31) is to reduce k;j whenever the quantity kJ T k;j a k;j k becomes too large. For example, we could rede ne the trust region radius by k;j := (1 ? )=kJ T k;j a k;j k: This approach has the theoretical advantage that the model function remains unchanged. However we found that this method performed very poorly in practice. This may be attributed to the fact that the vector a k;j often becomes quite large, forcing a drastic reduction in k;j . For example, suppose a k;j is de ned by (21), and the minimizer x of f occurs on @C. Then if lim k!1 x k = x , it follows that ka k;j k is necessarily large for x k;j near x . A similar situation occurs quite often when other de nitions for a k;j are used. As a result, it is common for an excessive number of iterations to be needed, and the algorithm frequently tends to stall near the boundary.
An alternative is to reduce ka k;j k rather than k;j when k;j kJ T k;j a k;j k becomes too large. Thus we may make the assignment a k;j := 1 ? k;j kJ T k;j a k;j k a k;j :
This has the theoretical disadvantage that the local model itself is modi ed, and hence the modeling properties on which the de nition of a k;j is based are negated to some extent. However, the direction of a k;j is unchanged, and the model m k;j still satis es m k;j (x k;j ) = (x k;j ; k ), rm k;j (x k;j ) = r x (x k;j ; k ), and r 2 m k;j (x k;j ) = r 2 xx (x k;j ; k ). In view of the markedly superior performance of this method on selected test problems, we elected to use it throughout our computational work. Even with the above modi cation, there is no guarantee that the solution to (6) will be feasible. For reasons of computational e ciency, it is certainly desirable to avoid obtaining infeasible points. Thus it would seem plausible to arrange that k;j be chosen so that T k;j C 0 . This, however, has two drawbacks. The rst di culty is that it is not easy to compute the appropriate k;j . The second is that even where possible, such strict limitation of k;j tends to produce unnecessarily small steps, resulting in slow convergence. Thus we choose to de ne T k;j in a manner which permits (6) to have infeasible solutions. Whenever an infeasible point is computed, we employ the procedure described in the following paragraph.
After T k;j is de ned by (32) with k;j (1 ? )=kJ T k;j a k;j k, the problem (6) is approximately solved by applying one of the methods discussed in Section 4 to the quadratic problem minimizem k;j (w) subject to kwk k;j
to obtain w k;j which approximately solves (33). The tentative solution to (6) is x k;j + h k;j (w k;j ). If x k;j + h k;j (w k;j ) 6 2 C 0 , then we reduce k;j and solve (33) again. On the other hand, if x k;j + h k;j (w k;j ) 2 C 0 , then we evaluate (x k;j + h k;j (w k;j ); k ) to determine whether a su cient reduction in has been accomplished. If so, we set x k;j+1 := x k;j + h k;j (w k;j ); if not, then we reduce k;j and solve (33) again. This procedure is repeated as necessary until x k;j+1 2 C 0 has been determined which reduces su ciently.
The criterion for deciding whether has been su ciently reduced will be discussed in Section 4.
Once an acceptable x k;j+1 is determined, we test to determine whether convergence of the inner algorithm has been achieved. If it has not, we set j := j + 1 and repeat the process described in the previous paragraph. Otherwise, we set x k+1 := x k;j+1 and test for convergence of the outer algorithm. If our convergence criterion for the outer algorithm is satis ed,
we terminate the algorithm with x := x k+1 . Otherwise we set k := k + 1 and repeat the outer iteration. The convergence criteria for the inner algorithm and for the outer algorithm are discussed in Section 4, as is the choice of a starting point for the outer iteration. 4 Further Algorithmic Details
Quadratic Minimization
We can choose from two general approaches to solving (33). One possibility is to attempt to nd an exact solution. This has the advantage of keeping the number of inner iterations to a minimum, and thus requiring far fewer function evaluations. However, it generally requires the solution of several matrix equations, which may make the total cost prohibitive for larger systems. The second possibility is to nd an approximate solution to (33). Numerous techniques have been developed for this purpose. This choice reduces the cost of each inner iteration dramatically, but often requires that many more inner iterations be performed.
The exact minimization method is based on the following theorem. A proof of this theorem is given by Sorensen 15] . The solution of (34) is accomplished by using an iterative method to solve the equation 1= ? 1=kw k = 0 for , where w solves (B + I)w = ?ĝ: This method is discussed in detail by Mor e 10], Mor e and Sorensen 11], Sorensen 15] , and Gay 8] .
The alternative is to nd an approximate solution to (33). Several choices are available. Dennis and Schnabel 7] discuss some of the early approaches, including the dogleg and double dogleg algorithms. More recent methods are detailed by Conn, Gould and Toint 5].
Our algorithm provides the Steihaug-Toint truncated conjugate gradient method as an alternative to exact minimization. This involves applying the standard conjugate gradient algorithm to (33) with two modi cations. In case any step crosses the boundary of the trust region, the iteration is terminated at the point where the conjugate gradient path crosses the boundary. In addition, if at any step the search direction is a direction of negative curvature, then the algorithm is terminated at the point where that search direction intersects the trust region boundary. This method is discussed in 5].
Acceptance of the Trial Point and Adjustment of the Trust Region Radius
Once the quadratic subproblem has been approximately solved for w k;j such that x k;j + h k;j (w k;j ) 2 C 0 , it is necessary to evaluate the solution point to determine whether it provides su cient progress to be accepted as x k;j+1 .
In addition, an adjustment in the trust region radius may be made at this time. The method used here is standard in trust region algorithms. Four additional parameters are needed, 1 ; 2 ; 1 , and 2 , satisfying 0 < 1 < 2 < 1 and 0 < 1 < 1 < 2 . The ratio k;j := (x k;j ; k ) ? (x k;j + h k;j (w k;j ); k ) m k;j (x k;j ) ? m k;j (x k;j + h k;j (w k;j ))
is then computed and compared to 1 . If k;j 1 , then the computed x k;j+1 is accepted. If 1 k;j 2 , then k;j+1 := k;j . However, if k;j > 2 , then k;j+1 := 2 k;j . Subsequently, convergence testing is performed, and, depending on the result of the convergence test, either the inner iteration is terminated or the next iterate is computed. If k;j < 1 , then the trust region radius is reduced by k;j := 1 k;j and a new candidate for x k;j+1 is computed.
Convergence Tests
In this section we discuss the convergence test used for the outer iteration, followed by the convergence test for the inner iteration.
The Outer Iteration
Our convergence test for the outer iteration is based on the rst-order necessary conditions for a bound-constrained minimizer. To our knowledge this is the rst time that this speci c convergence criterion has been used. Since we are considering only bound-constraints, the constraint gradients For an iterate x k we de ne
The following theorem shows that (x k ) is an appropriate quantity to measure convergence.
Theorem 2 Assume that x is a solution to (37). Let fx k g be a sequence
of points converging to x such that l i < The third case, where x ] i = u i is handled in an exactly symmetrical manner. 2 Accordingly, we test for convergence by requiring that (x k ) be less than some chosen positive number C . Since this test is based only on rst-order information, it is possible for the iteration to converge to a saddle point, or even to a relative maximizer in exceptional cases. However, because we require each iterate to satisfy a su cient decrease condition, such a result is quite rare in practice.
In case some of the l i or u i or both are in nite, we need to modify the de nition,of (x) slightly. In this case we de ne 
The analog of Theorem (2) is then easily proven.
The Inner Iteration
We hope that the inner iteration will converge at least to a local minimizer of ( ; k ), but the most that we can reasonably demand, if f is not necessarily convex, is that x k be su ciently close to satisfying the second order necessary conditions for a minimizer of ( ; k ), which are r (x k ; k ) = 0 and r 2 xx (x k ; k ) is positive de nite. A function : R + ! R + which is continuous and satis es (0) = 0 and (t) > 0 if t > 0 is called a forcing function. Our test for the convergence of the inner iteration is as follows. We de ne a constant G satisfying 0 < G < 1 and a forcing function H . In order for an inner iterate x k;j to be accepted as x k+1 we require that kg k;j k G kg k;0 k and min (r 2 xx (x k;j ; k )) ? H ( k ): In our numerical work we de ned H by
Starting Point for the Inner Iteration
While it is theoretically acceptable to begin the k th iteration with x k;0 := x k , it is computationally much more e cient, for most problems, to choose x k;0 by linear extrapolation from x k?1 and x k . For k 2, we set Intuitively, extrapolation can be viewed as making an educated guess as to the location of the minimizer of ( ; k ) based on the behavior of the previous two iterations. The theory behind this technique is discussed by Nash and Sofer 13].
Algorithm Schemes
In this section we present algorithm schemes for the outer and inner iterations of our new conic model trust region barrier algorithm. The format and notation of our algorithm schemes generally follow that used in Algorithm 13.4.1 and Algorithm 13. Step 3: Test for Convergence
Evaluate (x k+1 ) as de ned by (40). If (x k+1 ) C , terminate the algorithm with x k+1 as the approximation to x .
Step 4: Update the barrier parameter The inner iteration is outlined in Algorithm 2. It should be noted that the Cholesky decomposition in Step 5, as well as all of Step 6, may be omitted when the objective function is known in advance to be convex, as in this case H k;j+1 is always positive de nite.
Algorithm 2 Inner Iteration
Step 1: Initialization An initial point x k;0 2 C 0 , an initial trust region radius k;0 , a barrier parameter k , and a forcing function 1 H are given. The constants 1 , 2 , 1 , 2 , l , u , , and G are also given and satisfy 0 < < 1, 0 < 1 2 ? , 1 < 2 < 1, 0 < 1 < 1 < 2 , 0 < l < u , and 0 < G < 1. Set a k;0 := 0 2 R n .
Set j := 0.
Compute g k;0 := r x (x k;0 ; k ). Compute H k;0 := r 2 xx (x k;0 ; k ).
Step 2: Model de nition Set B k;j := H k;j ? a k;j g T k;j ? g k;j a T k;j .
Choose a nonsingular (not necessarily symmetric) scaling matrix J k;j 2 R n n such that l min (J k;j ) max (J k;j ) u :
If k;j kJ T k;j a k;j k 1 ? , set a k;j := (1 ? )a k;j =kJ T k;j a k;j k. Step 3:
Step calculation Find w k;j which approximately minimizesm k;j over fw 2 R n : kwk k;j g. Set s k;j := J k;j w k;j =(1 + a T k;j J k;j w k;j ).
Step 4: Acceptance of the trial point If x k;j + s k;j = 2 C 0 set k;j := 1 k;j and go to Step 3.
Otherwise compute (x k;j + s k;j ; k ) and compute k;j := (x k;j ; k ) ? (x k;j + s k;j ; k ) m k;j (0) ?m k;j (w k;j ) :
If k;j < 1 , set k;j := 1 k;j and go to Step 3.
Otherwise, set x k;j+1 := x k;j +s k;j and compute g k;j+1 := r x (x k;j+1 ; k ) and H k;j+1 := r 2 xx (x k;j+1 ; k ).
Step 5: Test for convergence If kg k;j+1 k > G kg k;0 k go to Step 7.
Otherwise, attempt to perform a Cholesky decomposition of H k;j+1 + H ( k )I: If the Cholesky decomposition is successful, set x k+1 := x k;j+1 and terminate the iteration.
Step 6: Search along a direction of negative curvature Compute g k;j+1 := r x (x k;j+1 ; k ) and H k;j+1 := r 2 xx (x k;j+1 ; k ).
Compute a k;j+1 (see Section 2). Set j := j + 1 and go to Step 2.
Step 7: Trust region update and choice of horizon vector 6 Numerical Results
Test Problems
The object of our numerical work was to answer two questions. First, we wanted to determine whether the use of conic local models rather than the traditional quadratic local models might result in an improvement in the performance of barrier-type algorithms. Second, we wanted to compare the e ect of using various conic model de nitions, hoping to perhaps determine a \best" conic barrier algorithm.
Our test problems fall into two categories. The problems in the rst category are randomly generated and all have dense Hessian matrices. Those in the second set are more or less standard test problems.
Two groups of dense problems were used. The problems in the rst group are nonconvex quadratics. Those in the second group are convex quadratics. In each case speci c problem instances were constructed using the pseudo-random number generator DLARAN, available on NETLIB. We tested both the log barrier algorithm and the reciprocal barrier algorithm (with = 1) on each problem. Further details are provided below.
The remaining problems are all taken from the literature. The obstacle problem, torsion problem, and journal bearing problem are described by Mor e and Toraldo 12]. They are also included in the CUTE 4] collection, although there are some discrepancies between the CUTE codes and the problem descriptions of Mor e and Toraldo 12]. We coded these algorithms according to the problem descriptions of Mor e and Toraldo 12] . All three of these problems feature sparse Hessian matrices. The remaining problems are all included in the CUTE 4] collection. Two are quadratic and three non-quadratic. All were solved using sparse matrix methods.
Methods and Parameters
For each problem the number of dimensions was varied. Some problem formulations require an additional parameter, which took on two or more values. Thirteen di erent algorithmic variants were used, corresponding to the quadratic model and twelve conic model variations. Each model is characterized by the method of choosing the vector a k;j . These methods are described below. While the methods given correspond exactly with those discussed in Section 2, the order is di erent. This is due to the order in which they were included in the code. M8 Conic Model: a k;j is chosen according to (17). Thus m k;j (x k;j?1 ) = (x k;j?1 ; k ) and a k;j is chosen to minimize kak subject to a Tŝ k;j = 1 ?^ k;j . M9 Conic Model: a k;j is chosen according to (18). Thus m k;j (x k;j?1 ) = (x k;j?1 ; k ) and a k;j is chosen to minimize ka ? a k;j?1 k subject to a Tŝ k;j = 1 ?^ k;j . M10 Conic Model: a k;j is chosen according to (21). Thus a k;j is in the direction of the bounding hyperplane of C 0 nearest to x k;j . M11 Conic Model: a k;j is chosen according to (19). Thus m k;j (x k;j?1 ) = (x k;j?1 ; k ) and a k;j is chosen to minimize kW k;j ak subject to a Tŝ k;j = 1 ?^ k;j , where W k;j := J k;j as de ned by (29). M12 Conic Model: a k;j is chosen according to (16) . Thus m k;j (x k;j?1 ) = (x k;j?1 ; k ) and a k;j is chosen to minimize kW k;j (a?a k;j?1 )k subject to a Tŝ k;j = 1 ?^ k;j where W k;j := J k;j as de ned by (29). 
Results
Several parameters required some problem-dependent adjustment. Selection of appropriate values presented a very di cult problem. Ideally, one would like to be able to preset parameter values based on known properties of the given objective function, or at least to have some method for automatic adjustment during execution of the algorithm. However, in our situation, the development of any such automatic method would require extensive prior knowledge of the behavior of the various algorithmic variants to be tested, which was, of course, not available. Thus we found that we needed to make the required adjustments for each problem based largely on trial and error.
While it was necessary to vary certain parameters from problem to problem, we chose to x as many as possible in order to minimize complexity and to reduce the probability of introducing bias.
We xed the initial trust region radius 0;0 := 0:5. The constants 1 and 2 , which determine the acceptability of a trial point in Algorithm 2, as well as the constants 1 and 2 , which determine the amount by which the trust region radius is increased or decreased, were also xed. We used the values 1 := 10 ?4 , 2 := 0:7, 1 := 0:7, and 2 := 1:5. While there is no question that some improvement in performance could be obtained from ne-tuning these values on a problem dependent basis, there does not seem to be any obvious reason why varying any of these values would favor one algorithmic variant over another.
The maximum number of outer iterations and the maximum number of inner iterations per outer iteration were xed at 100. For all the problems but one, these limits proved adequate. In the case of the problem BIGGSB1, we failed to obtain convergence on a few iterations.
There remain four parameters which were allowed to vary. Two of these are G and C , which de ne convergence in the inner algorithm and the outer algorithm respectively.
Recall that Algorithm 2 terminates when r x (x k;j ; k ) G r x (x k;0 ; k ).
If G is too small, the result is that unnecessary iterations must be performed in Algorithm 2. On the other hand, if G is too large, the early iterates of Algorithm 1 are imprecise, frequently resulting in a premature approach of fx k g to the boundary and consequent stalling. We used G := 10 ?3 whenever possible, decreasing it by a factor of 10 if necessary.
Convergence of Algorithm 1 occurs when (x k ) C p n. We chose to set the convergence criterion at C p n rather than C n or C n 2 only because doing so allowed us to obtain what appeared to be reasonable rates of convergence for all choices of n. Since (x k ) depends on the scaling of the original problem, we found it necessary to experiment to determine an appropriate value for C for each problem.
The third parameter which we found it necessary to adjust is 0 , the initial value of the barrier parameter. Choosing 0 too large may require an excessive amount of computation. For example, if := 0:2 and convergence of Algorithm 2 occurs in three iterations when 0 := 1, then choosing 0 := 10 6 is clearly ine cient. On the other hand, if 0 is assigned a value which is too small, the likely scenario is a premature approach to the boundary and consequent stalling of Algorithm 1. For each problem class, a reasonable value for 0 was determined by trial and error.
The fourth parameter which was varied is , which determines k+1 via k+1 := k : A value which is too large requires an excessive number of iterations of Algorithm 1, while a value which is too small may increase the number of iterations required by Algorithm 2, sometimes making convergence extremely di cult. This parameter was also selected by trial and error for each class of problems. The forcing function H was de ned simply by H ( ) := . We implemented the Cholesky decomposition in Step 5 of Algorithm 2 and also Step 6 of Algorithm 2 only for nonconvex objective functions, since the condition
is automatically satis ed when the objective function is convex.
For each set of problems, an attempt was made to select a combination of parameters which would give a nearly optimal convergence rate for the quadratic variant of the algorithm, when applied to the instance of the problem with smallest dimension and, in the case of problems the speci cation of which involves an additional parameter, with the smallest value of that parameter. Except for the problem BIGGSB1, these choices gave at least eventual convergence for all problem instances and all dimensions tested. The decision to base parameter choice on the performance of the quadratic version of the algorithm is clearly somewhat biased. However, since a principal objective was to determine whether any of the nonquadratic variants might yield a signi cant improvement over the quadratic variant, it seemed reasonable to set the standard rather high. Moreover, the amount of work necessary to optimize parameters for each method and each problem individually would have been prohibitive.
The standard for comparison of the various methods is the total number of function evaluations required. Certainly other criteria could have been included, such as CPU time or number of Hessian-vector products. Such additional criteria, while they might be useful for the purpose of comparing our algorithm class with other bound-constrained minimization algorithms, add very little information relevant to our objective of comparing the efciency of various modeling methods within our algorithm, since all three numbers are approximately proportional. There is some extra computational overhead associated with using any of the conic models, rather than the quadratic model. In order to attempt to quantify this additional cost, we examined CPU-time used and number of function evaluations required for each of the randomly generated quadratic problems with dense Hessians described in 6.3.1. This collection includes six groups of twenty problems. Each problem was solved using both the log barrier method and the reciprocal barrier method, and using the quadratic model and eight variants of the conic model (those labeled M0 through M8). Table 1 displays the ratio of average time per function evaluation for each of the conic models to average time per function evaluation for the quadratic model for each group of problems, using the log barrier method. Table 2 : Ratio of cpu-time for conic algorithms to cpu-time for quadratic algorithms: reciprocal barrier case Overall, the conic models required more time per function evaluation, in the most extreme case approximately 13% more. This disadvantage for the conic-based methods clearly became less signi cant with increasing n.
Since most practical problems involve objective functions which are considerably more expensive to evaluate than those in our test problems, we would expect the importance of the di erence in computational time per iteration attributable to algorithmic di erences to become relatively insignicant. Accordingly, it seems likely that any conic method having a signi cant advantage over the quadratic method in number of function evaluations required would also be superior in terms of CPU time required. In view of this, we decided in the interests of simplicity, to restrict our comparisons to the number of function evaluations required.
Randomly Generated Dense Problems
Two groups of dense test problems were used. All dense problems include both upper and lower bounds on the variables. The starting point x 0 for the iteration in all of these problems was chosen by x 0 ] i := (l i + u i )=2, i = 1; 2; : : : n.
The rst group of test problems consists of nonconvex quadratics. The components of rf(x) and r 2 f(x) were selected using the pseudo-random number generator DLARAN, as were the constraint bounds. We used n := 20; n := 40; and n := 60. For each n we ran 20 problem instances, computing the average number of function evaluations for each of the thirteen modeling methods. The same set of parameters was used for our runs with the log barrier method and with the reciprocal barrier method. The convergence criterion for the outer iteration was (x k ) 10 ?1 p n. The convergence criteria for the inner iteration were kr x (x k;j ; k )k 10 ?7 kr x (x k;0 ; k )k and min (r 2 xx (x k;j ; k )) ? k . We used 0 := 10 5 and := 10 ?1 . Table 3 presents our test results using the log barrier algorithm. The same problems were solved with the reciprocal barrier algorithm. The results of those tests are shown in Table 4 .
The second group of test problems consists of convex quadratics. The gradient vector and constraint boundary were chosen pseudo-randomly as with the nonconvex quadratics. Each Hessian matrix was constructed by generating a set of n vectors fv i g n i=1 , and then setting r 2 f(x) := P n i=1 v i v T i . In this case it was necessary to use a di erent set of parameters for the reciprocal barrier runs than we used for the log barrier runs, as we were unable to nd a set of parameters which would produce a reasonable rate of convergence for both. Table 5 gives the results using the log barrier algorithm. Table 6 gives the results using the reciprocal barrier algorithm.
Sparse Problems
We tested our algorithm on eight problems having sparse Hessian matrices. Five of these are convex and quadratic and three are nonconvex and nonquadratic. Only the log barrier method was utilized in solving these eight problems. For each problem several values for n were used. In some problems an additional parameter is involved in the problem de nition. For those problems, runs were made using two or more values for the additional parameter. In the case of the three nonconvex problems, we used H ( k ) := k to test convexity. The torsion problem, the obstacle problem, and the journal bearing problem are sparse convex quadratic problems resulting from nite element approximations to partial di erential equations, as described by Mor e and method n=20 n=40 n=60 For both variants, we used the convergence criteria (x k ) 10 ?4 p n for the outer iteration and kr x (x k;j ; k )k 10 ?4 kr x (x k;0 ; k )k: for the inner iteration. We set 0 := 10 for both. For obstacle problem A we set := 0:4, method n=400 n=900 n=1600 M0  195  268  269  M1  211  274  278  M2  221  249  276  M3  229  255  306  M4  237  281  256  M5  212  243  256  M6  240  302  336  M7  211  232  328  M8  223  231  244  M9  213  276  250  M10  821 1315  1668  M11  217  220  266  M12  197  242  253   Table 7 : Problem OBSTCLA and used n := 400, n := 900, and n := 1600. For obstacle problem B we used := 0:2, and n := 400, n := 900, n := 1600, and n := 2500. For OBSTCLA, we started the iteration with x 0 ] i =: 1:0, i = 1; 2; : : : n. For OBSTCLB, we started the iteration at the center of the constraint region. Runs were made with each of the thirteen modeling methods. Tables 7 and  8 for the inner iteration. We set 0 := 10, = 0:4, and used n = 900, n = 1600, and n = 2500. Tables 9, 10 , and 11 display our results for TORSN. The journal bearing problem (JRNLB) also includes a parameter b . We used the choices b := 0:1 and b := 0:5. JRNLB is a sparse problem with only non-negativity constraints on the variables. We began all iterations at the origin. The convergence criteria were (x k ) 10 ?4 p n for the outer iteration and kr x (x k;j ; k )k 10 ?4 kr x (x k;0 ; k )k for the inner iteration.
We set 0 := 10; := 0:2, and used n := 400, n := 1600, n := 3600, and n := 6400. Results for JRNLB are recorded in Tables 12 and 13 we will examine further results from one problem class for which one of the conic methods appears to be rather promising. Following that, we will explore some of the factors which seem to limit the usefulness of our conicbased algorithms.
Since M1 appears to show a consistent improvement over M0 in minimizing our class of convex quadratic functions, we examine this case more closely. Running M0 and M1 each on 150 instances for both the log barrier and reciprocal barrier methods, using each of n =: 20, n := 40, and n := 60, It seems clear that M1 does reduce the number of function evaluations from that required by M0 for this class of problems. Perhaps modifying M1 in some manner to take advantage of relevant parameters could provide a statistically signi cant improvement, but it does not appear that such an improvement would carry over to more general problems.
A major dilemma in designing an optimization algorithm based on conic local models is the manner in which the vector a k;j is to be speci ed. The alternatives which we investigated include several of the more obvious choices, as well as some which may appear rather illogical. As can be seen from our computational data, none of the conic choices that we tested provided a consistent advantage over the method using standard quadratic local models. While M1, for example, consistently outperformed M0 on the random convex quadratics, it performed very poorly on TORSN and PENTDI. M11 and M12 were probably the most impressive performers among the conic methods. Each produced comparable numbers to M0 in most cases, and did somewhat better on TORSN. We would suggest that if any of our conic methods deserves further testing, M11 and M12 are the most likely candidates. However, from our results it seems somewhat doubtful that either has a su cient advantage over M0 to overcome the slight additional computational overhead. Another di culty which arises when attempting to use conic-based models in conjunction with barrier algorithms for constrained optimization is the necessity of ensuring that the condition a T k;j (x ?x k;j ) 1 ? is satis ed at each step. This problem has been discussed in Section 3. In general, this forces the designer of the algorithm to choose between sacri cing some of the modeling properties of conic functions by altering the vector a k;j and consenting to slow convergence as a result of reducing k;j . This problem is more signi cant for barrier algorithms than for unconstrained optimization algorithms, primarily because of the presence of the barrier. In particular, those de nitions for a k;j which are designed to induce the horizon of the model function m k;j to coincide with one of the bounding hyperplanes of C su er from the defect that the norm of the originally computed a k;j becomes extremely large when dist(x k;j ; @C) becomes small. This category includes M1, M2, M3, and M10. It should be remembered also that these methods as implemented do not generally result in the horizon of m k;j coinciding with a bounding hyperplane, because of the necessity of reducing ka k;j k. In fact, when we ran tests in which we used the same methods for de ning a k;j , but reduced k;j rather than a k;j in order to satisfy a T k;j (x ? x k;j 1 ? , we often failed to see any sign of convergence within a reasonable number of iterations. It has frequently been suggested that one possible advantage in using conic models in optimization routines is that they might be useful modeling functions, such as barrier functions, which approach in nity near a particular hyperplane. In view of these considerations, it seems that this hypothesized advantage of conic models may be di cult or impossible to realize in practice.
The other justi cation for making use of conic models, which is that they allow more accurate modeling of objective functions because of the additional parameters available, is more plausible. As discussed in Section 3, we can match function, gradient, and Hessian values of the objective function ( ; k ) at the current iterate with in nitely many conic models, one for each choice of the vector a k;j . On the other hand, only one quadratic model is available which satis es these requirements. Hence, if we can specify an appropriate de nition for a k;j with consistency, we de nitely should be able to construct a more accurate model in general. Our results with M11 and M12 o er some encouragement in this regard. It is certainly possible that suitable re nements to one of these methods might lead to a computationally useful algorithm.
In conclusion, our computational results are somewhat encouraging in that we found two conic methods which seem to hold a slight advantage over the quadratic method in terms of number of function evaluations required. It remains to be determined whether this advantage can be translated into an advantage in total computational cost for some classes of problems.
