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Linear MIMO Precoding in Jointly-Correlated
Fading Multiple Access Channels with Finite
Alphabet Signaling
Yongpeng Wu, Chao-Kai Wen, Chengshan Xiao, Xiqi Gao, and Robert Schober
Abstract—In this paper, we investigate the design of linear
precoders for multiple-input multiple-output (MIMO) multiple
access channels (MAC). We assume that statistical channel state
information (CSI) is available at the transmitters and consider
the problem under the practical finite alphabet input assumption.
First, we derive an asymptotic (in the large-system limit) weighted
sum rate (WSR) expression for the MIMO MAC with finite alpha-
bet inputs and general jointly-correlated fading. Subsequently,
we obtain necessary conditions for linear precoders maximizing
the asymptotic WSR and propose an iterative algorithm for
determining the precoders of all users. In the proposed algorithm,
the search space of each user for designing the precoding matrices
is its own modulation set. This significantly reduces the dimension
of the search space for finding the precoding matrices of all users
compared to the conventional precoding design for the MIMO
MAC with finite alphabet inputs, where the search space is the
combination of the modulation sets of all users. As a result,
the proposed algorithm decreases the computational complexity
for MIMO MAC precoding design with finite alphabet inputs
by several orders of magnitude. Simulation results for finite
alphabet signalling indicate that the proposed iterative algorithm
achieves significant performance gains over existing precoder
designs, including the precoder design based on the Gaussian
input assumption, in terms of both the sum rate and the coded
bit error rate.
I. INTRODUCTION
In recent years, the channel capacity and the design of opti-
mum transmission strategies for multiple-input multiple-output
(MIMO) multiple access channels (MAC) have been widely
studied [1, 2]. However, most works on MIMO MAC rely on
the critical assumption of Gaussian input signals. Although
Gaussian inputs are optimal in theory, they are rarely used in
practice. Rather, it is well-known that practical communication
signals usually are drawn from finite constellation sets, such as
pulse amplitude modulation (PAM), phase shift keying (PSK)
modulation, and quadrature amplitude modulation (QAM).
These finite constellation sets differ significantly from the
Gaussian idealization [3]. Accordingly, transmission schemes
designed based on the Gaussian input assumption may result
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in substantial performance losses when finite alphabet inputs
are used for transmission [4–8]. For the case of the two-user
single-input single-output MAC with finite alphabet inputs,
the optimal angle of rotation and the optimal power division
between the transmit signals were found in [9] and [10],
respectively. For the MIMO MAC with an arbitrary number
of users and generic antenna configurations, an iterative algo-
rithm for searching for the optimal precoding matrices of all
users was proposed in [5].
The transmission schemes in [4–10] require accurate in-
stantaneous channel state information (CSI) available at the
transmitters for precoder design. However, in some appli-
cations, the obtained instantaneous CSI at the transmitters
might be outdated. Therefore, for these scenarios, it is more
reasonable to exploit the channel statistics at the transmitter
for precoder design, as they change much slower than the
instantaneous channel parameters [11]. For finite alphabet
inputs, for point-to-point systems, an efficient precoding al-
gorithm for maximization of the ergodic capacity over Kro-
necker fading channels was developed in [12]. Also, in [13],
asymptotic (in the large-system limit) expressions for the
mutual information of the MIMO MAC with Kronecker fading
were derived. Despite these previous works, the study of the
MIMO MAC with statistical CSI at the transmitter and finite
alphabet inputs remains incomplete, for two reasons: First, the
Kronecker fading model characterizes the correlations of the
transmit and the receive antennas separately, which is often
not in agreement with measurements [14]. In contrast, jointly-
correlated fading models, such as Weichselberger’s model
[14], do not only account for the correlations at both ends
of the link, but also characterize their mutual dependence.
As a consequence, Weichselberger’s model provides a more
general representation of MIMO channels. Second, systematic
precoder designs for statistical CSI at the transmitter for the
MIMO MAC with finite alphabet inputs have not been reported
yet, even for the Kronecker fading model.
In this paper, we investigate the linear precoder design for
the K-user MIMO MAC assuming Weichselberger’s fading
model, finite alphabet inputs, and availability of statistical CSI
at the transmitter. By exploiting a random matrix theory tool
from statistical physics, called the replica method1, we first
derive an asymptotic expression for the weighted sum rate
(WSR) of the MIMO MAC for Weichselberger’s fading model
in the large-system regime where the numbers of transmit and
receive antenna both approach infinity. The derived expression
indicates that the WSR can be obtained asymptotically by
calculating the mutual information of each user separately over
equivalent deterministic channels. This property significantly
reduces the computational effort for calculation of the WSR.
Furthermore, exploiting Karush-Kuhn-Tucker (KKT) analysis,
we establish necessary conditions for the optimal precoding
matrices for asymptotic WSR maximization. This analysis
facilities the derivation of an efficient iterative gradient descent
1We note that the replica method has been applied to communications
problems before [13, 15, 16].
algorithm2 for finding the optimal precoders of all users. In
the proposed algorithm, the search space for the design of
the precoding matrix of each user is only the user’s own
modulation set. Accordingly, denoting the number of transmit
antennas and the size of the modulation set of user k by Nt
andQk, respectively, the dimensionality of the search space for
finding the precoding matrices of all users with the proposed
algorithm is
∑K
k=1Q
2Nt
k , whereas the dimensionality of the
search space of the algorithm employing instantaneous CSI at
the transmitter in [5] is
(∏K
k=1Qk
)2Nt
. This indicates that
the proposed algorithm does not only provide a systematic
precoder design method for the MIMO MAC with statistical
CSI at the transmitter, but also reduces the implementation
complexity by several orders of magnitude compared to the
precoder design for instantaneous CSI. Moreover, the precoder
designed for statistical CSI has to be updated much less
frequently than the precoder designed for instantaneous CSI
as the channel statistics change very slowly compared to the
instantaneous CSI. In addition, unlike the algorithm in [5],
the proposed algorithm does not require the computationally
expensive simulation over each channel realization. Numerical
results demonstrate that the proposed design provides substan-
tial performance gains over systems without precoding and
systems employing precoders designed under the Gaussian
input assumption.
The following notations are adopted throughout the pa-
per: Column vectors are represented by lower-case bold-
face letters, and matrices are represented by upper-case bold-
face letters. Superscripts (·)T , (·)∗, and (·)H stand for the
matrix/vector transpose, conjugate, and conjugate-transpose
operations, respectively. det(·) and tr(·) denote the matrix
determinant and trace operations, respectively. diag {b} and
blockdiag {Ak}Kk=1 denote diagonal matrix and block diago-
nal matrix containing in the main diagonal (or block diagonal)
the elements of vector b and matrices Ak, k = 1, 2, · · · ,K ,
respectively. ⊙ and ⊗ denote the element-wise product and
the Kronecker product of two matrices. vec (A) returns a
column vector whose entries are the ordered stack of columns
of A. [A]mn denotes the element in the mth row and nth
column of matrix A. ‖X‖F denotes the Frobenius norm of
matrix X. IM denotes an M ×M identity matrix, and EV [·]
represents the expectation with respect to random variable V ,
which can be a scalar, vector, or matrix.
II. SYSTEM MODEL
Consider a MIMO MAC system with K independent users.
We suppose each of the K users has Nt transmit antennas
and the receiver has Nr antennas. Then, the received signal
y ∈ CNr×1 is given by
y =
K∑
k=1
Hkxk + v (1)
where xk ∈ CNt×1 and Hk ∈ CNr×Nt denote the trans-
mitted signal and the channel matrix of user k, respectively.
v ∈ CNr×1 is a zero-mean complex Gaussian noise vector
with covariance matrix3 INr . Furthermore, we make the com-
mon assumption (as e.g. [11, 17]) that the receiver has the
instantaneous CSI of all users, and each transmitter has the
statistical CSI of all users.
The transmitted signal vector xk can be expressed as
xk = Bkdk (2)
2It is noted that although we derive the asymptotic WSR in the large-system
regime, the proposed algorithm can also be applied for systems with a finite
number of antennas.
3To simplify our notation, in this paper, without loss of generality, we
normalize the power of the noise to unity.
where Bk and dk denote the linear precoding matrix and
the input data vector of user k, respectively. Furthermore,
we assume dk is a zero-mean vector with covariance matrix
INt . Instead of employing the traditional assumption of a
Gaussian transmit signal, here we assume dk is taken from a
discrete constellation, where all elements of the constellation
are equally likely. In addition, the transmit signal xk conforms
to the power constraint
Exk
[
xHk xk
]
= tr
(
BkB
H
k
) ≤ Pk, k = 1, 2, · · · ,K. (3)
For the jointly-correlated fading MIMO channel, we adopt
Weichselberger’s model [14] throughout this paper. This model
jointly characterizes the correlation at the transmitter and
receiver side [14]. In particular, for user k, Hk can be modeled
as [14]
Hk = URk
(
G˜k ⊙Wk
)
UHTk (4)
where URk = [uRk,1,uRk,2, · · · ,uRk,Nr ] ∈ CNr×Nr and
UTk = [uTk,1,uTk,2, · · · ,uTk,Nt ] ∈ CNt×Nt represent
deterministic unitary matrices, respectively. G˜k ∈ CNr×Nt is
a deterministic matrix with real-valued nonnegative elements,
and Wk ∈ CNr×Nt is a random matrix with independent
identically distributed (i.i.d.) Gaussian elements with zero-
mean and unit variance. We define Gk = G˜k ⊙ G˜k and
let gk,n,m denote the (n,m)th element of matrix Gk. Here
Gk is referred to “coupling matrix” as gk,n,m corresponds to
the average coupling energy between uRk,n and uTk,m [14].
Henceforth, the transmit and receive correlation matrices of
user k can be written as
Rt,k = EHk
[
HHk Hk
]
= UTkΓTkU
H
Tk
Rr,k = EHk
[
HkH
H
k
]
= URkΓRkU
H
Rk
(5)
where ΓTk and ΓRk are diagonal matrices with [ΓTk ]mm =∑Nr
n=1 gk,n,m, m = 1, 2, · · · , Nt and [ΓRk ]nn =∑Nt
m=1 gk,n,m, n = 1, 2, · · · , Nr, respectively.
III. ASYMPTOTIC WSR OF MIMO MAC WITH FINITE
ALPHABET INPUTS
We divide all users into two groups, denoted as set A
and its complement set Ac: A = {i1, i2, · · · , iK1} ⊆{1, 2, · · · ,K} and Ac = {j1, j2, · · · , jK2}, K1 + K2 =
K . Also, we define HA =
[
Hi1 Hi2 · · ·HiK1
]
, dA =[
dTi1 d
T
i2
· · ·dTiK1
]T
, dAc =
[
dTj1 d
T
j2
· · ·dTjK2
]T
, BA =
blockdiag
{
Bi1 ,Bi2 , · · · ,BiK1
}
, and yA = HABAdA + v.
Then, the capacity region (R1, R2, · · · , RK) of the K-user
MIMO MAC satisfies the following conditions [20]:∑
i∈A
Ri ≤ I (dA;y|dAc ) , ∀A ⊆ {1, 2, · · · ,K} (6)
where
I (dA;y |dAc )=EHA
[
EdA,yA
[
log2
p (yA |dA,HA )
p (yA |HA ) |HA
]]
.
(7)
In (7), p(yA|HA) denotes the marginal probability density
function (p.d.f.) of p(dA,yA|HA). As a result, we have
I(dA;y |dAc ) =
−EHA
[
EyA
[
log2EdA
[
e−‖yA−HABAdA‖
2
]∣∣∣HA]]−Nr log2 e.
(8)
The expectation in (8) can be evaluated numerically by Monte-
Carlo simulation. However, for a large number of antennas,
the computational complexity could be enormous. Therefore,
by employing the replica method, a classical technique from
statistical physics, we obtain an asymptotic expression for (8)
as detailed in the following.
A. Some Useful Definitions
We first provide some useful definitions. Consider a virtual
MIMO channel defined by
zA =
√
TABAdA + vˇA (9)
TA ∈ CK1Nt×K1Nt is given by TA = blockdiag(
Ti1 ,Ti2 , . . . ,TiK1
) ∈ CK1Nt×K1Nt , where Tik ∈ CNt×Nt
is a deterministic matrix, k = 1, 2, · · · ,K1. vˇA ∈ CK1Nr×1
is a standard complex Gaussian random vector with i.i.d.
elements. The minimum mean square error (MMSE) estimate
of signal vector dA given (9) can be expressed as
dˆA = EdA
[
EvˇA
[
dA
∣∣∣zA,√TA,BA]] . (10)
Define the following mean square error (MSE) matrix
ΩA = BAEzA
[
EdA
[
(dA − dˆA)(dA − dˆA)H
]]
B
H
A . (11)
Also, define the MSE matrix of the ikth (i1 ≤ ik ≤ iK1) user
as
Ωik = 〈ΩA〉k
where 〈X〉k ∈ CNt×Nt denotes a submatrix obtained by
extracting the ((k − 1)Nt + 1)th to the (kNt)th row and
column elements of matrix X.
Definition 1: Define vectors γik =
[γik,1, γik,2, . . . , γik,Nr ]
T and ψik =
[ψik,1, ψik,2, . . . , ψik,Nt ]
T
. Define the following matricesTik = UTik diag
(
G
T
ik
γik
)
U
H
Tik
∈ CNt×Nt
Rik = URik diag (Gikψik )U
H
Rik
∈ CNr×Nr
(12)
where γik,n and ψik,m satisfy the following equations{
γik,n = u
H
Rik
,n (INr +RA)
−1
uRik ,n
, n = 1, 2, · · · , Nr
ψik,m = u
H
Tik
,mΩikuTik ,m
, m = 1, 2, · · · , Nt
(13)
B. Asymptotic Mutual Information
Now, we are ready to provide a simplified asymptotic
expression of (8).
Proposition 1: For the MIMO MAC model (1), when Nr
and Nt both approach infinity but the ratio β = Nt/Nr is
fixed, the mutual information in (8) can be asymptotically
approximated4 by
I (dA;y |dAc ) ≃ I
(
dA; zA
∣∣√TABA)
+ log2 det (INr +RA)− log2 e
∑K1
k=1 γ
T
ik
Gikψik
(14)
where I
(
dA; zA
∣∣√TABA) represents the mutual information
between dA and zA of channel model (9).
Proof: Please refer to Appendix A.
Suppose the transmit signal dk is taken from a discrete
constellation with cardinality Qk. Define Mk = QkNt . Sk
denotes the constellation set of user k. ak,j denotes the jth
element in the constellation set Sk, k = 1, 2, · · · ,K , j =
1, 2, · · · ,Mk. Then, based on the definition of TA, BA, and
model (9), (14) can be further simplified as
I (dA;y |dAc ) ≃
∑
i∈A
I
(
dik ; zik
∣∣√TikBik )
+ log2 det (INr +RA)− log2 e
∑K1
k=1 γ
T
ik
Gikψik
(15)
where
I
(
dik ; zik
∣∣√TikBik ) = log2Mik−
1
Mik
Mik∑
m=1
Ev
{
log2
Mik∑
p=1
e
−
(∥∥∥√TikBik (ak,p−ak,m)+v
∥∥∥2−‖v‖2)}
(16)
Eq. (15) implies that, in the large-system regime, the mutual
information I (dA;y |dAc ) can be evaluated by calculating
the sum of the mutual informations of all individual users
4It it noted that the asymptotic expression obtained based on the replica
method is also useful for systems with a finite number of antennas [13].
over the equivalent channel Tik , k = 1, 2, · · · ,K1. Compared
to the conventional method of calculating mutual informa-
tion which requires a search over all possible combinations
of all users’ signal sets [5], the asymptotic expression in
Proposition 1 has a significantly lower implementation com-
plexity. Moreover, given statistical channel knowledge (i.e.,
{UTk}∀k, {URk}∀k, {Gk}∀k), the asymptotic mutual infor-
mation can be obtained from Proposition 1, without knowing
the actual channel realization. Thus, the derived asymptotic
expression can be used to design transceivers which only
require knowledge of the channel statistics, see Section IV.
C. WSR Problem
It is well known that the capacity region of the MIMO
MAC (R1, R2, · · · , RK) can be achieved by solving the WSR
optimization problem [1]. Without loss of generality, assume
weights µ1 ≥ µ2 ≥ · · · ≥ µK ≥ µK+1 = 0, i.e., users are
decoded in the order K,K − 1, · · · , 1 [5]. Then, the WSR
problem can be expressed as
Rwsum (B1,B2, · · · ,BK) =
max
B1,B2,··· ,BK
∑K
k=1∆kf(B1,B2, · · · ,Bk) (17)
tr
(
BkB
H
k
)
≤ Pk, k = 1, 2, · · · ,K (18)
where ∆k = µk − µk+1, k = 1, 2, · · · ,K .
f(B1,B2, · · · ,Bk) = I(d1, · · · ,dk;y|dk+1, · · · ,dK)
can be evaluated based on Proposition 1. When
µ1 = µ2 = · · · = µK = 1, (17) reduces to the sum-
rate maximization.
IV. LINEAR PRECODING DESIGN FOR MIMO MAC
A. Necessary Conditions for Asymptotically Optimal Pre-
coders
Proposition 2: The asymptotically optimal precoders for
maximization of the WSR in (17) satisfy the following con-
ditions
κlBl=log2 e
K∑
k=l
∆k
(
k∑
t=l
(Θ1,k,t,l−Θ2,k,t,l)+Θ3,k,l
)
,
l = 1, 2, · · · ,K
(19)
κl
(
tr
(
B
H
l Bl
)
− Pl
)
= 0, l = 1, 2, · · · ,K (20)
tr
(
B
H
l Bl
)
− Pl ≤ 0, l = 1, 2, · · · ,K (21)
κl ≥ 0, l = 1, 2, · · · ,K (22)
where Θ1,k,t,l ∈ CNt×Nt are matrices with elements
[Θ1,k,t,l]mn = tr
(
Ω
(k)
t B
H
t
√(
T
(k)
t
)H
Dk,t,l,mn
)
,
m,n = 1, 2, · · · , Nt
(23)
[Θ2,k,t,l]mn = −ωTk,t,l,mnGtψk,t +
(
γ
(k)
t
)T
Gtθk,l,mnσ (k − l)
(24)
[Θ3,k,l]mn = tr
(
(INr +RAk )
−1
Lk,l,mn
)
. (25)
with
Dk,t,l,mn = − 12UTtdiag
(
GTt γ
(k)
t
)−1/2
×diag (GTt ωk,t,l,mn)UHTtBt +
√(
T
(k)
t
)H
eme
H
n σ (t− l)
(26)
ωk,t,l,mn=
[
uHRt,1
(
INr+RAk
)−1
Lk,l,mn
(
INr+RAk
)−1
uRt,1,
uHRt,2
(
INr +RAk
)−1
Lk,l,mn
(
INr +RAk
)−1
uRt,2, · · · ,
uHRt,Nr
(
INr +RAk
)−1
Lk,l,mn
(
INr +RAk
)−1
uRt,Nr
]T
(27)
Lk,l,mn = URldiag (Glθk,l,mn)U
H
Rl
(28)
θk,l,mn =
[
uHTl,1Qk,l,mnuTl,1,u
H
Tl,2
Qk,l,mnuTl,2, · · · ,
uHTl,NtQk,l,mnuTl,Nt
]T (29)
Qk,l,mn = Bl∆k,l,mnB
H
l +BlEk,lene
H
m. (30)
Here, em is a unit-vector with the mth element being one and
all other elements zeros, and σ [x] denotes the Kronecker delta
function where σ [x] = 1, x = 0, and σ [x] = 0, otherwise.
Also, T(k)t , R
(k)
t , γ
(k)
t , ψ
(k)
t , and Ω
(k)
t are obtained based
on Definition 1 and (11) by setting A = {1, 2, · · · , k}, t =
1, 2, · · · , k. Furthermore, matrix RAk ∈ CNr×Nr in (27) is
given by RAk =
∑k
t=1R
(k)
t . Moreover, ∆k,l,mn ∈ CNt×Nt
in (30) is a matrix where element [∆k,l,mn]ij is taken from
row p = i + (j − 1)Nt and column q = m + (n − 1)Nt of
matrix Ξk,l ∈ CN2t×N2t , 1 ≤ i ≤ Nt, 1 ≤ j ≤ Nt, defined as
Ξk,l =
−Ev
[
Edl
[
KN2t
(
Φk,dldHl
⊗
[
ΦT
k,dld
H
l
BTl
√(
T
(k)
l
)T√(
T
(k)
l
)∗])]]
−Ev
[
Edl
[(
Ψ∗
k,dld
T
l
⊗
[
Ψk,dldTl
BTl
√(
T
(k)
l
)T√(
T
(k)
l
)∗])]]
.
(31)
Here, KN2t ∈ CN
2
t×N2t denotes a communication matrix [27],
and
Φk,dldHl
=
(
dl − dˆ(k)l
)(
dl − dˆ(k)l
)H
(32)
Ψk,dldTl
=
(
dl − dˆ(k)l
)(
dl − dˆ(k)l
)T
(33)
Ek,l=Ev
[
Edl
[(
dl − dˆ(k)l
)(
dl − dˆ(k)l
)H ∣∣∣z(k)l ]] . (34)
Vectors z(k)l and dˆ
(k)
l of the lth user are obtained based on
(9), (10), and T(k)l , l = 1, 2, · · · , k.
Proof: In order to solve the WSR optimization problem
in (17), we can establish a Lagrangian cost function for the
precoding matrices. Then, based on the KKT conditions and
the matrix derivation technique [28], we can obtain Proposition
2. Due to the space limitation, details of the proof are omitted
here, and will be given in an extended journal version of this
paper.
B. Iterative Algorithm for Weighted Sum Rate Maximization
The necessary condition in (19) indicates that the precoding
matrices of different users depend on each another. Thus,
the optimal precoding matrices Bl, l = 1, 2, · · · ,K have
to be found numerically. Problem (17) is a multi-variable
optimization problem. Therefore, we employ the alternating
optimization method which iteratively updates one precoder
at a time with the other precoders being fixed. This is a com-
monly used approach in handling multi-variables optimization
problems [5]. In each iteration step, we optimize the precoders
along the gradient descent direction which corresponds to
the partial derivative of the WSR (17) with respect to Bl,
l = 1, 2, · · · ,K . The partial derivative is given by the right
Algorithm 1: Gradient descent algorithm for WSR maxi-
mization with respect to {B1,B2, · · · ,BK}
1) Initialize B(1)l , l = 1, 2, · · · ,K , with
tr
((
B
(1)
l
)H
B
(1)
l
)
= Pl, l = 1, 2, · · · ,K . Set
initialization index to n = 1. Initialize γ(k),(0)t and
ψ
(k),(0)
t , t = 1, 2, · · · , k, k = 1, 2, · · · ,K . Set the
tolerance ε and the maximum iteration number Nmax.
Select values for the backtracking line search parameters
θ and ω with θ ∈ (0, 0.5) and ω ∈ (0, 1).
2) Using Definition 1, compute T(k)t , R(k)t , γ(k),(n)t , and
ψ
(k),(n)
t for B
(n)
k , γ
(k),(n−1)
t , and ψ
(k),(n−1)
t , t =
1, 2, · · · , k, k = 1, 2, · · · ,K .
3) Using (17), compute the asymptotic value
R
w,(n)
sum,asy (B1,B2, · · · ,BK) for B(n)k , T(k)t , R(k)t ,
γ
(k),(n)
t , and ψ
(k),(n)
t , t = 1, 2, · · · , k, k = 1, 2, · · · ,K .
4) Using (19), compute the asymptotic gradient
∇BlRw,(n)sum,asy (B1,B2, · · · ,BK), l = 1, 2, · · · ,K , for
B
(n)
k , T
(k)
t ,R
(k)
t , γ
(k),(n)
t , and ψ
(k),(n)
t , t = 1, 2, · · · , k,
k = l, l+ 1, · · · ,K .
5) Set l := 1.
6) Set the step size u := 1.
7) Evaluate c = αu
∥∥∥∇BlRw,(n)sum,asy (B1,B2, · · · ,BK)∥∥∥2
F
.
If c is smaller than a threshold, then go to step 13.
8) Compute B˜(n)l = B(n)l +
u∇BlRw,(n)sum,asy (B1,B2, · · · ,BK).
9) If tr
((
B˜
(n)
l
)H
B˜
(n)
l
)
> Pl, update B(n+1)l =
√
PlB˜
(n)
l∥∥∥B˜(n)l ∥∥∥
F
; otherwise, B(n+1)l = B˜
(n)
l .
10) Using Definition 1, compute T(k)t , R(k)t , γ(k),(n)t ,
and ψ(k),(n)t for B
(n+1)
1 , · · · ,B(n+1)l , B(n)l+1, · · · ,B(n)K ,
γ
(k),(n−1)
t , and ψ
(k),(n−1)
t , t = 1, 2, · · · , k, k =
1, 2, · · · ,K .
11) Using (17), compute Rw,(n+1)sum,asy (B1,B2, · · · ,BK) for
B
(n+1)
1 , · · · ,B(n+1)l , B(n)l+1, · · · ,B(n)K , T(k)t , R(k)t ,
γ
(k),(n)
t , and ψ
(k),(n)
t , t = 1, 2, · · · , k, k = 1, 2, · · · ,K .
12) Set u := βu. If Rw,(n+1)sum,asy < Rw,(n)sum,asy + c, go to step 7.
13) If l ≤ K , l := l + 1, go to step 6.
14) If Rw,(n+1)sum,asy − Rw,(n)sum,asy > ε and n < Nmax, set n :=
n+ 1, go to step 2; otherwise, stop the algorithm.
hand side of (19). The backtracking line search method is
incorporated to determine the step size for each gradient
update [21]. In addition, if the updated precoder exceeds
the power constraint tr
{
BlB
H
l
}
> Pl, we project Bl
onto the feasible set through a normalization step: Bl :=√
PlBl/
√
tr
{
BlB
H
l
}
[22]. The resulting algorithm is given
in Algorithm 1.
The computational complexity of linear precoder design
algorithms for the MIMO MAC with finite alphabet inputs is
determined by the required number of summations in calcu-
lating the mutual information and the MSE matrix (e.g., (16),
(31) or [5, Eq. (5)], [5, Eq. (24)]). The conventional precoder
design for instantaneous CSI in [5] requires summations over
all possible transmit vectors of all users. For this reason,
the computational complexity of the conventional precoding
design scales linearly with
(∏K
k=1Qk
)2Nt
. However, (15)
and (19) imply that Algorithm 1 only requires summations
over each user’s own possible transmit vectors to design the
precoders. Accordingly, the computational complexity of the
proposed Algorithm 1 for statistical CSI grows linearly with∑K
k=1Q
2Nt
k . As a result, the computational complexity of
Algorithm 1 is several orders of magnitude lower than that of
the conventional design. To exemplify this more clearly, we
give an example. We consider a practical massive MIMO MAC
system where the base station is equipped with a large number
of antennas and serves multiple users having much smaller
numbers of antennas. In particular, we assume Nr = 64,
Nt = 4, K = 4, µ1 = µ2 = µ3 = µ4, and all users employ the
same modulation constellation. The numbers of summations
required for calculating the mutual information and the MSE
TABLE I: Number of summations required for calculating
the mutual information and the MSE matrix.
Modulation QPSK 8PSK 16 QAM
Algorithm 1 262144 6.7 e+007 1.7 e+010
Design Method in [5] 1.85 e+019 7.9 e+028 3.4 e+038
matrix in Algorithm 1 and in the precoding design in [5] are
listed in Table I for different modulation formats.
We observe from Table I that Algorithm 1 significantly
reduces number of summations required for MIMO MAC
precoder design for finite alphabet inputs. Moreover, since
Algorithm 1 is based on the channel statistics {UTk}∀k,{URk}∀k, {Gk}∀k, it avoids the time-consuming averaging
process over each channel realization for the mutual infor-
mation in (7). In addition, Algorithm 1 is executed only
once since the precoders are constant as long as the channel
statistics do not change, whereas the algorithm in [5] has to
be executed for each channel realization. Due to the non-
convexity of the objective function Rwsum (B1,B2, · · · ,BK)
in general, Algorithm 1 will find a local maximizer of the
WSR. Therefore, we run Algorithm 1 for several random
initializationsB(1)k and select the result that offers the maximal
WSR as the final design solution [5, 6].
V. NUMERICAL RESULTS
In this section, we provide examples to illustrate the perfor-
mance of the proposed iterative optimization algorithm. We
consider a two-user MIMO MAC system with two transmit
antennas and two receive antennas5 for each user. We assume
equal user powers P1 = P2 = P , µ1 = µ2 = 1, and the same
modulation format for both users. The average signal-to-noise
ratio (SNR) for the MIMO MAC with statistical CSI at the
transmitter is given by SNR = E[tr(HkH
H
k )]P
NtNr
.
For illustrative purpose, we consider an example of jointly
correlated fading channel matrices for two users. The channel
statistics in (4) are given by
UT1 =
[ −0.7830 0.6196 + 0.0547j
−0.6196 + 0.0547j − 0.7830
]
UR1 =
[
0.9513 − 0.0364 + 0.3061j
0.0364 + 0.3061j 0.9513
]
G˜1 =
[
1.8366 0.3979
0.6122 0.3061
]
and
UT2 =
[ −0.9628 0.2683 − 0.0313j
−0.2683 − 0.0313j − 0.9628
]
UR2 =
[
0.7757 − 0.0479 − 0.6293j
0.0479 − 0.6293j 0.7757
]
G˜2 =
[
0.1242 1.2415
0.1862 1.5519
]
.
Figure 1 plots the sum-rate curves for different transmission
schemes and QPSK inputs. We employ the Gauss-Seidel
algorithm together with stochastic programming to obtain the
optimal covariance matrices of both users under the Gaussian
input assumption [11]. Then, we decompose the obtained
optimal covariance matrices {Q1,Q2, · · · ,QK} as Qk =
UkΛkU
H
k , and set Bk = UkΛ
1
2
k , k = 1, 2, · · · ,K . Finally,
we calculate the average sum-rate of this precoding design
under finite alphabet constraints. We denote the corresponding
sum-rate as “GP with QPSK inputs”. For the case without
precoding, we set B1 = B2 =
√
P
Nt
INt . We denote the
corresponding sum-rate as “NP with QPSK inputs”. Also,
the sum-rates achieved with the Gauss-Seidel algorithm and
5Although the derivations in this paper are based on the assumption that Nt
and Nr both approach infinity, we want to show that the proposed Algorithm
1 can perform well even for a MIMO MAC system with a small number
of antennas. Therefore, we consider an example of Nt = Nr = 2 in the
simulations.
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Fig. 1: Average sum-rate of two-user MIMO MAC with
QPSK modulation.
without precoding for Gaussian inputs are also plotted in
Figure 1, and denoted as “GP with Gaussian input” and “NP
with Gaussian input”, respectively. For comparison purpose,
we plot the average sum rate achieved by Algorithm 1 in [5]
with instantaneous CSI, which is denoted as “AL in [12] with
QPSK inputs”. We denote the proposed design in Algorithm
1 as “FAP with QPSK inputs”. We observe from Figure 1 that
for QPSK inputs, the proposed algorithm achieves a better
sum-rate performance than the other precoding schemes with
statistical CSI. In particular, at a sum-rate of 4 b/s/Hz, the SNR
gains of the proposed algorithm over the “NP with Gaussian
input” design and the “GP with Gaussian input” design are
2.5 dB and 11 dB, respectively. The sum rate achieved by
the proposed algorithm with statistical CSI is close to the
sum rate achieved by Algorithm 1 in [5] with instantaneous
CSI. At a target sum rate of 4 b/s/Hz, the SNR gap between
the proposed algorithm and Algorithm 1 in [5] is less than 1
dB. The sum-rates achieved by the “GP with Gaussian input”
design almost remain unchanged for SNRs between 10 dB
and 20 dB. Similar to the point-to-point MIMO case [12], this
is because the Gauss-Seidel algorithm design implements a
“water filling” power allocation policy within this SNR region.
As a result, when the SNR is smaller than a threshold (e.g.,
20 dB in this case), the precoders allocate most energy to
the strongest subchannels and allocates little to the weaker
subchannels. Therefore, one eigenvalue of Qk may approach
zero. For finite alphabet inputs, this power allocation policy
may result in allocating most of the power to subchannels that
are close to saturation. It will lead to a waste of transmission
power and impede the further improvement of the sum-rate
performance.
Next, we verify the performance of the proposed precoding
design in a practical communication system. To this end, we
employ the low density parity check encoder and decoder
simulation packages from [24], with code rate 1/2 and code
length L = 9600. We employ the same transceiver structure as
in [5]. Figure 2 depicts the average coded BER performance
of different precoding designs for QPSK inputs. We observe
that for a target BER of 10−4, the proposed “FAP” design
achieves 2.5 dB SNR gain over the “NP” design. It is noted
that code rate 1/2 corresponds to a targeted sum-rate of 4
b/s/HZ for a two-user MIMO MAC system with two transmit
antennas and QPSK inputs. Therefore, the SNR gain for the
coded BER matches the SNR gain for the sum-rate. Also, for
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Fig. 2: BER of two-user MIMO MAC with QPSK
modulation.
the coded BER, the “FAP” design yields a 28 dB SNR gain
over the “GP” design, which is larger than that for the sum-rate
in Figure 1. This is because for SNRs between 10 dB and 20
dB, the “GP” design results in a beamforming structure which
allocates most power to the stronger subchannel. Thus, the
BER performance of the weaker subchannel is much worse
than that of the stronger subchannel. Therefore, the overall
coded BER is high.
VI. CONCLUSION
In this paper, we have studied the linear precoder design
for the K-user MIMO MAC with statistical CSI at the
transmitter. We formulated the problem from the standpoint
of finite alphabet inputs based on a very general jointly-
correlated fading model. We first obtained the WSR expres-
sion for a MIMO MAC system assuming a jointly-correlated
fading model for the asymptotic large-system regime under
finite alphabet input constraints. Then, we established a set
of necessary conditions for the precoding matrices which
maximize the asymptotic WSR. Subsequently, we proposed
an iterative algorithm to find the precoding matrices of all
users with statistical CSI at the transmitter. In the proposed
algorithm, the search space for each user is its own modulation
set, which significantly reduces the dimension of the search
space compared to a previously proposed precoding design
method for MIMO MAC with finite alphabet inputs and
instantaneous CSI at the transmitter. Numerical results showed
that, for finite alphabet inputs, precoders designed with the
proposed iterative algorithm achieve substantial performance
gains over the precoders designed based on the Gaussian input
assumption and transmissions without precoding.
APPENDIX A
PROOF OF PROPOSITION 1
Due to space limitations, we only outline the main steps
leading to Proposition 1. Details of the proof will be given
in an extended journal version of this paper. First, we con-
sider the case K1 = K . Define H = [H1 H2 · · ·HK ],
B = blockdiag {B1,B2, · · · , BK}, x =
[
xT1 x
T
2 · · ·xTK
]T
,
and d =
[
dT1 d
T
2 · · ·dTK
]T
. From (8), the mutual information
of the MIMO MAC can be expressed as I(d;y) = F −
Nr log2 e, where F = −Ey,H [log2 Z(y,H)] and Z(y,H) =
Ex
[
e−‖y−Hx‖
2
]
. The expectations over y and H are difficult
to perform because the logarithm appears inside the average.
The replica method, nevertheless, circumvents the difficulties
by rewriting F as
F = − log2 e lim
r→0
∂
∂r
lnEy,H [(Z(y,H))
r] (35)
The reformulation is very useful because it allows us to first
evaluate Ey,H [(Z(y,H))r] for an integer-valued r, before
considering r in the vicinity of 0. This technique is called
the replica method [26], and has been widely adopted in the
field of statistical physics [29].
Basically, to compute the expectation over Z(y,H), it is
useful to introduce r replicated signal vectors x(α)k , for α =
0, 1, . . . , r, yielding
Ey,H [(Z(y,H))
r] = EH,X
[∫ r∏
α=0
e
−
∥∥∥y−∑Kk=1Hkx(α)k
∥∥∥2
dy
]
(36)
where X =
[
XT1 X
T
2 · · · XTK
]T
, Xk =
[
x
(0)
k x
(1)
k · · · x(r)k
]
,
and {x(α)k } are i.i.d. with distribution p(xk). Now, the ex-pectation over y can be performed because it is reduced
to the Gaussian integral. However, the expectation over H
involves interactions among the replicated signal vectors.
Define a set of random vectors: V = [V1V2 · · · VK ],
Vk =
[
vTk,1 v
T
k,2 · · ·vTk,Nr
]T
, vk,n =
∑
m vk,n,m,
vk,n,m =
[
v
(0)
k,n,m v
(1)
k,n,m · · · v(r)k,n,m
]
, and v(α)k,n,m =
[Wk]n,m[G˜k]n,mu
H
Tk,m
x
(α)
k for α = 0, . . . , r. For given Xk,
vk,n,m is a Gaussian random vector with zero mean and
covariance Qk,n,m, where Qk,n,m ∈ C(r+1)×(r+1) is a matrix
with entries [Qk,n,m]αβ = Ewk,n,m
[(
v
(α)
k,n,m
)H
v
(β)
k,n,m
]
=
gk,n,m
(
x
(α)
k
)H
uTk,mu
H
Tk,m
x
(β)
k , ∀α, β. For ease of no-
tation, we further define Tk,m = uTk,muHTk,m and
Rk,n = uRk,nu
H
Rk,n
. Therefore, we have [Qk,n,m]αβ =
gk,n,m
(
x
(α)
k
)H
Tk,mx
(β)
k . Let Q = {Qk,n,m}∀k,n,m, where
∀k, n,m stands for k = 1, 2, · · · ,K , m = 1, 2, · · · , Nt, and
n = 1, 2, · · · , Nr. It is useful to separate the expectation over
X in (36) into the expectation over Q, and then all possible
x
(α)
k configurations for a given Q by introducing a δ-function,
Ey,H [(Z(y,H, σ))
r] =
∫
e
S(Q)
dµ(Q) (37)
where
S(Q) =
ln
∫
EV
[∏r
α=0 e
−
∥∥∥y−∑Kk=1(∑Nrn=1(∑KNtm=1 v(α)k,n,m
)
uRk,n
)∥∥∥2]
dy
(38)
µ(Q)=EX

 ∏
k,n,m
r∏
0≤α≤β
δ
(
gk,n,m
(
x
(α)
k
)H
Tk,mx
(β)
k
−[Qk,n,m](α,β)
)] (39)
Using the inverse Laplace transform of the δ-function, we
can show that if Nt is large, then µ(Q) is dominated by the
exponent term as
J (Q) = maxQ˜
{∑
k,n,m tr
(
Q˜k,n,mQk,n,m
)
− lnEX
[
e
∑
k,m tr(
∑
n gk,n,mQ˜k,n,mX
H
k Tk,mXk.)
]}
(40)
We define the set Q˜ = {Q˜k,n,m}∀k,n,m and Q˜k,n,m ∈
C(r+1)×(r+1) is a Hermitian matrix. As a result, by applying
the method of steepest descent to (37), we have [15, 30]
F = − lim
Nt→∞
lnEy,H [(Z(y,H))
r] ≈ −max
Q
{S(Q)− J (Q)}
(41)
The extremum over Q˜ and Q in (40) and (41) can be obtained
via the saddle point method, yielding a set of self-consistent
equations. To avoid searching for the saddle-points over all
possible Q and Q˜, we make the following replica symmetry
(RS) assumption for the saddle point:
Qk,n,m = qk,n,m11
H + (ck,n,m − qk,n,m)Ir+1 (42)
Q˜k,n,m = q˜k,n,m11
H + (c˜k,n,m − q˜k,n,m)Ir+1 (43)
where 1 ∈ C(r+1)×1 is a vector with all elements equalling to
one. This RS assumption has been widely accepted in physics
[29], and was also used in communications [11, 13, 15, 16].
After some tedious algebraic manipulations, we obtain the
RS solution of F as
F = − lim
r→0
∂
∂r
max
{ck,n,m},{qk,n,m}
min
{c˜k,n,m},{q˜k,n,m}
T (r) (44)
where
−T (r) = ∫ EX [e−‖z−√Ξ′x‖2+xH(Ξ′−Ξ)x]
×
(
EX
[
e(
√
Ξ′x)Hz +zH(
√
Ξ′x)−xHΞx
])r
dz
+r ln det
(
INr +
∑
k,n
(∑
m ck,n,m − qk,n,m
)
Rk,n
)
+Nr ln(r + 1) +
∑
k,n,m(c˜k,n,m + rq˜k,n,m)
×(ck,n,m + rqk,n,m) + r(c˜k,n,m − q˜k,n,m)(ck,n,m − qk,n,m)(45)
We define Ξ′ = T′(0), Ξ = T′(−1),
T′(τ) = blockdiag (T′1(τ),T
′
2(τ), . . . ,T
′
K(τ)), and
T′k(τ) =
∑
k,m (
∑
n gk,n,m(τ c˜k,n,m + q˜k,n,m))Tk,m. The
parameters {ck,n,m, qk,n,m, c˜k,n,m, q˜k,n,m} are determined by
equating the partial derivatives of F to zero. It is easy to check
that c˜k,n,m = 0, ∀k, n,m and ck,n,m = tr(Tk,m), ∀k, n,m.
Motivated by the first term on the right side of (45) in the
exponent, we can define a Gaussian channel vector as in (9).
The conditional distribution of the Gaussian channel vector
is given by (10). Upon the observation of the output z, the
optimal estimate of x in the mean-square sense is
xˆ = Ex
[
x
∣∣∣z,√Ξ] . (46)
Let γk,n,m = q˜k,n,m and ψk,n,m = ck,n,m−qk,n,m. Finally,
at r = 0, F can be expressed as
F=ln 2 I
(
x; z
∣∣√Ξ)+lndet (INr +R)−∑
k,n,m
γk,n,mψk,n,m+Nr
(47)
where Ξ = T, T = blockdiag (T1,T2, . . . ,TK), Tk =∑
m (
∑
n gk,n,mγk,n,m)Tk,m and R =
∑
k,n (
∑
m ψk,n,m)
Rk,n. The parameters γk,n,m and ψk,n,m are determined by
equating the partial derivatives of F to zeros. Hence, we have
γk,n,m = tr
(
(INr +R)
−1
Rk,n
)
(48)
and
ψk,n,m =
∂
∂γk,n,m
I
(
x; z
∣∣∣√Ξ) = gk,n,mtr (ΩkTk,m) (49)
where the derivative of the mutual information follows from
the relationship between the mutual information and the
MMSE revealed in [22, 31]. Let γk,n = γk,n,m and ψk,m =
tr (ΩkTk,m), for m = 1, 2, . . . ,M . Using (47) and substitut-
ing the definitions of γk,n and ψk,m, we then obtain (14) for
the case K1 = K . The case with arbitrary value K1 can be
proved following a similar approach as above.
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