A new four-point implicit block multistep method is developed for solving systems of first-order ordinary differential equations with variable step size. The method computes the numerical solution at four equally spaced points simultaneously. The stability of the proposed method is investigated. The Gauss-Seidel approach is used for the implementation of the proposed method in the PE (CE) m mode. The method is presented in a simple form of Adams type and all coefficients are stored in the code in order to avoid the calculation of divided difference and integration coefficients. Numerical examples are given to illustrate the efficiency of the proposed method.
Introduction
In many fields of application in, e.g., science and engineering one can find equations of the form T . Most of the existing methods for solving ODEs like that in (1) will only approximate the numerical solutions at one point, sequentially. Thus, developing faster methods which can give faster solutions to the problem are needed.
Block methods for the numerical solution of first-order ODEs have been proposed by several authors, such as [1] [2] [3] [4] . Among the earliest researchers investigating the block method, Houwen and Sommeijer [5] have developed block Runge-Kutta methods, Omar [6] introduced a block method based on Adams formulas for solving higher order ODEs and Majid [7] proposed a variable step size and order Adams type block method. The advantage of a block method is that in each application, the solution will be approximated at more than one point. The number of points depends on the structure of the block method. Therefore, applying these methods can give faster solutions to the problem and also can be managed to produce a desired accuracy.
The authors in [8, 9] have introduced a four-point diagonally and fully implicit block method in which at each application of the method, the solution will be approximated at four points simultaneously. The Jacobi iteration was used for the implementation of the methods in [8, 9] .
The Gauss-Seidel approach for the implementation of the two-point block one-step method was discussed in [10] . In this paper, the same approach will be considered for the four-point implicit block multistep method. The proposed block method will approximate the solutions at four points simultaneously in each step, using variable step size. The method is derived by using the Lagrange interpolation polynomial and the closest point in the interval will be considered for obtaining the corrector and predictor formula. Therefore, the approximated values of y n+1 , y n+2 , y n+3 and y n+4 are obtained by integrating (1) 
Derivation of the four-point implicit block multistep method
In Fig. 1 , the solutions for y n+1 , y n+2 , y n+3 and y n+4 with step size h at the points x n+1 , x n+2 , x n+3 and x n+4 respectively are approximated simultaneously using five back values at the points x n , x n−1 , x n−2 , x n−3 and x n−4 of the previous four steps with step size rh. The set of points {x n−7 , . . . , x n } are used for deriving the predictor formula and the order is 1 less than the order of the corrector. The method will compute the solution at four points concurrently using four earlier steps.
The interpolation points involved for obtaining the corrector formulas for y n+1 , y n+2 , y n+3 and y n+4 are {(x n−4 , f n−4 ), . . . , (x n+4 , f n+4 )}. The first point y n+1 is derived by integrating (1) as follows:
The function f (x, y) in (2) is approximated by the Lagrange polynomial which interpolates the set of points mentioned.
Evaluating the integral using MATHEMATICA will give the formula for the first point in terms of r as follows.
The first point: 
The approximate value for the second point, y n+2 , is derived by integrating (1) over the interval [x n+1 , x n+2 ].
Approximating f using the Lagrange polynomial and lastly evaluating the integral using MATHEMATICA, the formula for the second point in terms of r is obtained as follows. The second point: 
The fourth point: 
During the implementation of the method, the choice for the next step size will be limited to half, double or the same as the current step size. If the approximated solution at step i has the desired accuracy therefore, the choice for the next step will be double or the same as the current step size which may be specified by the step size controller. Otherwise the step size becomes half.
In the code developed, when the next step size is doubled, the ratio r is 0.5 and q can be 0.5 or 0.25, but if the next step size remains constant, r is 1 and q can be 1, 2 or 0.5. In the case of step size failure, r is 2 and q is 2. In order to reduce the computational cost, all the coefficients of the formula are stored in the code developed.
In our code, an estimation of the local truncation error is obtained by comparing the derived corrector formula of order p at the fourth point, and the same corrector formula for that point of order p − 1.
Implementation of the four-point implicit block multistep method
The method is implemented in PE(CE) m mode where P stands for an application of the predictor, E stands for an evaluation of the function f , and C stands for an application of the corrector. During the implementation, the iteration involved the Gauss-Seidel approach. The iteration processes are as follows: respectively at the mth iteration, the Gauss-Seidel iteration is utilized. This strategy is called the half-Gauss-Seidel approach.
Absolute stability
The absolute stability of the proposed method (4PG) when using a linear first-order test problem y = f = λy (7) is discussed. The stability region is plotted when the step size ratio is constant, doubled and halved for the method. The test Eq. (7) is substituted into the corrector formula of the method. Setting the determinant of the corrector formula written in matrix form to zero will give the stability polynomial. The stability polynomials of the proposed method are indicated by P r (h, t) for r = 1, 2 and 0.5 as follows: The stability region is inside the boundary of the dotted points. The stability region is larger when the step size is half (r = 2) compared to when the step size is double (r = 0.5) or constant (r = 1), since the region should get larger with reducing step size.
Numerical results
In order to study the efficiency of the method presented, we consider three given problems in order to compare our computed solutions with the solutions obtained in [9] . The following notation is used in the tables. Implementation of the implicit block multistep method using Gauss-Seidel iteration 4P1FI Implementation of the four-point one-block fully implicit method using the Jacobi iteration in [9] TIME The execution time taken in microseconds
The calculated errors are defined as
where (y) t is the t-th component of the approximate y. A = 1, B = 0 corresponds to the absolute error test, A = 0, B = 1 corresponds to the relative error test and finally A = 1, B = 1 corresponds to the mixed error test. The mixed error test is used for all test problems. The maximum error is defined as follows:
where N is the number of equations in the system and P is the number of points in the block which are computed in the new step. In the code, we iterate the corrector to converge using the convergence criterion
and r is the number of iterations. Problem 1. Nonlinear non-stiff Krogh's problem:
Exact solution:
Source: Johnson and Barney [11] .
Problem 2.
A two-body orbit problem (mildly stiff):
Source: Hairer et al. [12] .
Problem 3. Linear non-stiff complex eigenvalues:
The code was written in C language and all computations were carried out with a DYNIX/ptx operating system. The numerical results for the above test problems are tabulated in Tables 1-3 . Table 4 gives the ratio of the total steps (Rstep) and execution times (Rtime) for the 4PG code compared to the 4P1FI code, for solving Problems 1-3. The results for the total steps and execution times for the given problems are also presented in the histograms and graph lines in Figs. 3-5 . In Figs. 3-5 , it is apparent that method 4PG required fewer total steps compared to method 4P1FI in most tolerances. It can be seen that the execution times of 4PG for solving the given problems are shorter than those for 4P1FI.
Tables 1-3, show that for all test problems the total number of steps and function calls for the 4PG method are less than those for the 4P1FI method. The execution times for the 4PG method for solving all the given problems are shorter than those for 4P1FI in all tolerances. The maximum errors of 4PG are comparable to or better than those for the 4P1FI code. In Table 4 , the ratios being greater than 1 show the advantage of 4PG over 4P1FI. 
Conclusion and future work
In this paper, a four-point four-step method is developed for solving systems of ODEs. From the numerical results we can conclude that the method has superiority in terms of total number of steps, maximum errors and execution times over the 4P1FI code given in [9] .
However, we emphasize that there are some other variable step size methods in the literature devised by other authors. Cong and Xuan in [13] have mentioned that the explicit RK codes DOPRI5 and DOP853 are currently known as being the most efficient integrators for non-stiff first-order ODEs. These codes are embedded explicit RK methods due to Dormand and Prince, with step size control and dense output, and coded by Hairer and Wanner (see [12] ). Our future work will 1247 3809 Table 4 The ratios of total steps and execution times for the 4P1FI method to those for the 4PG method.
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be devoted to investigating the performance of the method proposed in this paper compared against those of the above mentioned codes.
