Using tools from stochastic contraction theory, we show how the synchronization of nonlinear dynamical systems helps protect those systems from stochastic pertubations. These results open new perpectives for understanding the functional role of synchronization in neuronal networks.
Introduction
Synchronization has long been identified as a pervasive -and intriguing -characteristic of neuronal networks (Singer, 1993; Buzsaki, 2006) . A large number of studies have sought to unveil the underlying mechanisms of this phenomenon, from both physiological (Hestrin and Galarreta, 2005; Fukuda et al., 2006) and computational (see for instance Pham and Slotine, 2007, and references therein) viewpoints. On the other hand, the functional role of synchronization has also attracted a large amount of interest: mostly, synchronization is thought to allow distant cerebral sites to communicate with each other (Crick and Koch, 2005; Canolty et al., 2006; and therefore to play a role in temporal binding (Grossberg, 2000; Engel and Singer, 2001) or in attention and sensory-motor integration mechanisms Palva and Palva, 2007) .
Here, we propose another role for synchronization. We argue that it may help protect interconnected neurons from the influence of the random pertubations -the so-called "neuronal noise" -which affect every neurons in the nervous system. In presence of a large noise intensity, this would be a necessary condition for meaningful computations to be carried out. The mathematical support for our hypothesis is mainly provided by stochastic contraction theory .
Main results

Background and settings
Consider a network of n dynamical elements coupled through diffusive connections.
This can be rewritten in matrix form as follows:
where
and where L is the Laplacian matrix of the network built from the K ij (for details, see . In the sequel, we follow the reasoning of , which starts by defining an appropriate projection matrix V describing the synchronization subspace (V represents the state projection on the subspace M ⊥ , orthogonal to the linear subspace M, invariant under synchronization).
Assume that the couplings are strong enough, so that
is uniformly negative definite, and let
Assume also that the noise intensities σ T i σ i are uniformly upper-bounded by a constant C.
Let now m = 1 n i x i be the "center of mass" of the x i . Then, according to , we have, after exponential transients of rate λ sync
where ρ(n, k) is a constant characteristic of the network and of the noise intensity. For instance, in the present case of identity metric, we have
On the trajectory of the "center of mass"
In the noise-free case, one has a strong result, which says that every x i tends to a common trajectory . One can then deduce that this common trajectory is in fact the nominal trajectory of the original system (because all the couplings vanish on the synchronization manifold). Since the relation (3) between the x i is much weaker in the stochastic case, we cannot derive such a result. Nevertheless, we still know that the x i lives "in a small neighborhood" of m, as quantified by (3). It is then natural to study the trajectory followed by m, in the hope that it is related in some way to the nominal trajectory of the noise-free system.
The "center of mass" m satisfies the following stochastic equation
Assume now that f (2) is uniformly bounded by a constant f (2) . To make the dynamics explicit with respect to m, we can use the Taylor-Lagrange inequality:
Let
so that the dynamics of m can be written as
Summing inequality (4) for i = 1, . . . , n and using the triangle inequality lead to
is a sum of n independent Wiener processes. As such, we expect that its influence on the dynamics of m vanishes when n → +∞.
• In the case of diffusive couplings, it is easy to see that λ sync → +∞ when k → +∞, so that ρ(n, k) → 0. As a consequence, E(ε max ) → 0 when k → +∞. This is natural because the stronger the coupling strength, the closer the x i to each other. Hence, when k becomes very large, we are almost (except for the presence of the term W ) in the noise-free case.
• Similarly, when f is linear, we have f (2) = 0, so that m is driven by the almost (because of the term W ) noise-free original system, even in the zero coupling case. This is however not surprising, because, although we know that the "center of the bowl" m almost follows the nominal trajectory of the original system, we have no idea of the diameter of that bowl (which depends on ρ; and in the zero coupling case, ρ may be very large, so that the x i may be anywhere).
We have now to relate the trajectory of m to the trajectory of the system without perturbation. This cannot be done in the general case, because the influence of the (small) "perturbations" ε max and W on the dynamics cannot be determined independently of f . For instance, if f is chaotic, any small but non zero perturbation can dramatically affect the trajectory of m. On the contrary, if f is contracting with a sufficiently strong contraction rate, results by can be used to guarantee a confidence cylinder around the nominal trajectory of the original system.
There is however a lot of room between those two extremities. For instance, if f represents the dynamics of a FitzHugh-Nagumo (FN) oscillator, the behaviour of m is globally unchanged in presence of small perturbations (Tuckwell and Rodriguez, 1998) , as illustrated in the next section.
Examples
Synchronization of noisy FitzHugh-Nagumo oscillators
As illustration of the above development, we provide here a detailed analysis of how the synchronization of a large number of FitzHugh-Nagumo oscillators helps protect these oscillators from the influence of noise. The dynamics of diffusively-coupled noisy FitzHugh-Nagumo oscillators are given by
Let λ(L) be the smallest eigenvalue of the Laplacian matrix built from the k ij . According to and section 2.1, if λ(L) > c then λ sync is given by
Thus, following the development of section 2.2, the "center of mass" m follows the dynamics
where f is the dynamics of a FitzHugh-Nagumo oscillator and where
Finally, for a given i, combining the above result with those in (Tuckwell and Rodriguez, 1998) and using the (rough) bound Figure 1: Three configurations were tested in our simulation. Note that a single set of parameters and initial conditions was used for all the FN oscillators. First, the trajectory of a single noise-free oscillator (groupe I) was plotted in green. Second, the trajectory of a single noisy (σ = 1) oscillator (group II) was plotted in blue. Third, 1000 noisy (σ = 1) oscillators (group III) were coupled by all-to-all connections (k = 1). The trajectory of one out of these 1000 oscillators was plotted in red. One can remark that, the simulations are very much in accordance with our theory: although the oscillators of group II and III are subject to the same amount of noise, the behaviour of the "synchronized" oscillator, as compared to the behaviour of the "unsynchronized" one, is much more similar to that of the noise-free oscillator. Fig. 1 , except that group II is now composed of 1000 noisy and unconnected oscillators. We plotted the trajectory of the noise-free trajectory in green, the average trajectory of oscillators in group II ("unsynchronized") in blue and the average trajectory of oscillators in group III ("synchronized") in red. One can remark that without synchronization, the average trajectory of oscillators in group II carries no information. On contrary, the average trajectory of the oscillators in group III is very similar to the noise-free trajectory, in accordance with our theory. In light of this simulation, we believe that the success of Multiunit Activity neuronal recording (Stark and Abeles, 2007) heavily relies on the local synchronization of the measured neurons, without which the avereging (or summing) operation would provide very little information.
