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Resumen
Este trabajo tiene que ver con la investigacio´n de particiones en dimensiones superiores. En
particular se usa la teor´ıa de las particiones-P y el nu´mero de extensiones lineales de un
conjunto parcialmente ordenado P.
Los principales resultados de e´ste trabajo son:
1. Se introducen las llamadas composiciones del tipo H, las cuales son particiones de
dimension tres, se presentan unas condiciones y relaciones que debe cumplir una com-
posicio´n de un nu´mero entero positivo n para que sea de e´ste tipo, adema´s de algunos
ejemplos.
2. Se usan algunas particiones-P y el nu´mero de extensiones lineales, para obtener el
nu´mero de composiciones del tipo H, de un entero positivo n.
Palabras clave: Particiones, conjuntos parcialmente ordenados, particiones-P, exten-
siones lineales, composiciones de dimensio´n superior.
Abstract
This work deals with the investigation of higher dimensional partitions. Is used in particular
theory P−partitions the number of linear extensions of a poset. The main results are:
1. Are introduced so-called H type compositions, which are partitions of dimension three,
there are conditions and relationships that must meet a composition of a positive
integer n to be of this type, plus some examples.
2. Used some P−partition and the number of linear extensions, to obtain the number of
compositions of the type H, of a positive integer n.
Keywords: Partitions, posets, P−partitions, linear extensions, higher dimensional com-
positions.
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Introduccio´n
La teor´ıa de particiones tiene una historia interesante, algunos problemas se remontan a la
Edad Media, no obstante los primeros descubrimientos y aportes a e´sta teor´ıa se hicieron
en el siglo XVIII, cuando Euler demostro´ muchos teoremas de particiones, fue e´l quien
sento´ las bases de e´sta teor´ıa. A partir de e´stos avances otros matema´ticos han contribuido a
su desarrollo. Algunos aportes sobre aspectos combinatoriales se encuentran en libros sobre
ana´lisis elemental y ana´lisis combinatorial, teor´ıa de nu´meros y estad´ıstica, por lo que es
sorprendente ver tantas aplicaciones de e´sta teor´ıa a otras ramas.
La teor´ıa de particiones estudia varios problemas de enumeracio´n y esta´ relacionada con
series q, funciones especiales y polinomios ortogonales. Euler fue quien resolvio´ el problema
de encontrar el nu´mero de particiones de un nu´mero entero n en un nu´mero m de partes
dado, cuando intento´ responder a una carta de Philippe Naude´ en 1740 quien le pregunto´:
¿De cua´ntas formas se puede expresar el nu´mero 50 como suma de 7 sumandos enteros
positivos diferentes? Problemas de este tipo capturaron el intere´s de Euler y los abordo´ de
la siguiente manera:
1. ¿De cua´ntas formas se puede escribir un entero positivo n como suma de m enteros
positivos diferentes, o de cualquier cantidad de enteros?
2. ¿De cua´ntas formas se puede escribir un entero n como suma de m enteros positivos
iguales o diferentes, o de cualquier cantidad de ellos? [9].
Las soluciones a estos problemas se encuentran en sus libros Observationes analyticae variae
de combinationibus y en De partitione numerorum, pero el trabajo que fusiona toda la
creatividad de Euler para responder a Philip Naude´ es De partitione numerorum in partes
tam numero quam specie datas. En esta obra presenta de manera sorprendente lo que hoy
se llaman funciones generadoras o funciones generantes, las cuales fueron una innovacio´n
importante en toda la historia de las particiones. Pero su incursio´n en el tema de particiones
pronto aporto´ una verdadera joya para las matema´ticas y e´sta ser´ıa el teorema del nu´mero
pentagonal. Al respecto, Andre´ Weil en 1974 menciona lo siguiente: Trabajando con series
y productos, Euler descubrio´ un nu´mero de hechos que le parecieron bastante inusitados y
sorprendentes. Se fijo´ en el siguiente producto infinito:
(1− x)(1− x2)(1− x3)...
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y formalmente comenzo´ a expandirlo. Calculo´ por lo menos quince o veinte te´rminos; la
fo´rmula final en notacio´n moderna es:∏∞
n=1(1− qn) =
∑+∞
−∞(−1)nq
n(3n−1)
2 [9].
Una de las herramientas fundamentales para el estudio de las particiones y
composiciones es el teorema del nu´mero pentagonal de Euler, el cual constituye un camino
hacia la construccio´n de una gran cantidad de particiones de dimensio´n uno. Sin embargo,
la falta de este instrumento para dimensiones de orden mayor a uno, hace que el estudio
de particiones y composiciones de dimensio´n superior sea ma´s complicado. De hecho actual-
mente existen pocas funciones generantes que permitan conocer la estructura de particiones
de este tipo. Los estudios de Knuth y Schensted se han dirigido a particiones planas es decir
particiones de dimensio´n dos, sin que se tenga mayor informacio´n sobre funciones gener-
antes para particiones de dimensiones mayores y el uso de herramientas combinatorias para
obtener e´ste tipo de fo´rmulas ha sido poco explorado.
La investigacio´n de particiones de dimension superior, fue introducida por MacMahon en
1916, de hecho e´l considero´ una variedad de aspectos, entre ellos combinatoria geome´trica de
las particiones y presento´ una conjetura para dar el nu´mero de particiones k-dimensionales
de un nu´mero entero n, sin embargo alrededor del an˜o 1960 se demostro´ que esa conjetura es
solamente verdadera cuando k es uno o dos [1]. MacMahon presento funciones generantes de
particiones planas, es decir particiones en dos dimensiones y particiones planas restringidas,
para las cuales hace uso de los polinomios Gaussianos.
Stanley en 1972 introdujo la teor´ıa de las particiones-P [16], la cual es una generalizacio´n
de la teor´ıa de las composiciones y la teor´ıa de las particiones, con la que se han tratado
numerosos problemas de permutaciones y particiones; una de las aplicaciones importantes
de e´stas particiones la hace con particiones planas y particiones r-dimensionales.
Recientemente A.M.Can˜adas y M.A.O.Angarita, usaron como herramienta las particiones-P
y obtuvieron fo´rmulas para calcular el nu´mero de algunas composiciones restringidas de un
entero positivo n en las cuales cualquier suma parcial de las partes es una suma mixta de
nu´meros cuadrados y triangulares [6]. Adema´s A.M. Can˜adas y otros han usado el nu´mero
de extensiones lineales para producir fo´rmulas que permiten calcular particiones restringidas
de orden superior, cuyas partes son de tipo poligonal [5].
Los resultados de e´ste trabajo fueron publicados en JP Journal of Algebra, Number Theory
and Applications y se socializaron en el XVIII Congreso Colombiano de Matema´ticas en
Julio de 2011, en Bucaramanga [5].
El trabajo se distribuye de la siguiente manera: en el primer cap´ıtulo se describen algunos con-
ceptos y teor´ıa sobre posets, particiones, funciones generantes y extensiones lineales para un
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conjunto parcialmente ordenado P, en el cap´ıtulo dos se hace un estudio sobre las particiones-
P y las funciones generantes asociadas a e´stas particiones, al final de e´ste cap´ıtulo se describe
la aplicacio´n que hace Stanley a las particiones r-dimensionales. En el cap´ıtulo tres se da
una descripcio´n de las composiciones del tipo H, las cuales son particiones de dimension
tres y se presenta una fo´rmula para calcular el nu´mero de composiciones del tipo H, de un
entero positivo n, luego se presenta un ape´ndice en el que se encuentran algunos ejemplos
de composiciones del tipo H, posteriormente se presentan las conclusiones y trabajo futuro
y finalmente se presenta la bibliograf´ıa.
Cap´ıtulo 1
Teor´ıa sobre Posets y Particiones
En e´ste capitulo se describen algunas definiciones y caracter´ısticas especiales sobre la teor´ıa
de Posets y particiones que son de gran importancia en la combinatoria enumerativa.
1.1. Conjuntos parcialmente ordenados
Un conjunto ordenado, conjunto parcialmente ordenado o poset es una pareja or-
denada (P,≤) que consta de un conjunto P y una relacio´n binaria ≤ contenida en P × P,
denominada el orden (o el orden parcial) sobre P, tal que :
(a) La relacio´n ≤ es reflexiva. Esto es, para cada x ∈ P, x ≤ x.
(b) La relacio´n ≤ es antisime´trica. Esto es, para cada pareja x, y ∈ P
x ≤ y y y ≤ x implica x = y.
(c) La relacio´n ≤ es transitiva. Esto es, para toda tripla x, y, z ∈ P
x ≤ y y y ≤ z implica x ≤ z.
Frecuentemente si no hay confusio´n, la relacio´n de orden no se menciona expl´ıcitamente
cuando se habla de un conjunto parcialmente ordenado. De tal manera que frases como
“Dado un poset P”, normalmente quiere decir que al conjunto P se le ha dotado de una
relacio´n de orden la cual usualmente se nota ≤. Escribimos x < y si x ≤ y y x 6= y, en cuyo
caso diremos que la relacio´n entre x y y es estricta. Se dira´ que dos elementos x, y de un
poset dado P son comparables si x ≤ y o y ≤ x y que un poset es finito (infinito) si
y solamente si el conjunto subyacente es finito (infinito). Una relacio´n ≤ sobre un conjunto
P que es reflexiva y transitiva pero no necesariamente antisime´trica se llama un pre-orden
[8].
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Dado un poset P, entonces se denota P op al poset antiisomorfo o poset dual de P, cuyos
elementos se identifican con los de P y x ≤ y en P op si y solamente si y ≤ x en P. Por
lo que, de cada hecho Φ relacionado con un poset P se puede obtener su hecho dual Φ op
reemplazando cada ocurrencia de ≤ por ≥ y viceversa. Donde x ≥ y si y solamente si y ≤ x
[8].
Si (P,≤) es un poset finito, entonces se puede representar gra´ficamente con un sistema de
c´ırculos (representando los elementos de P) y l´ıneas conecta´ndolos (indicando una relacio´n
entre los puntos). La construccio´n de esta representacio´n gra´fica cumple con las siguientes
reglas:
(1) A cada punto x ∈ P, se le asocia un punto p(x) del plano euclidiano R2, representa´ndolo
con un pequen˜o circulo con centro en p(x).
(2) A cada relacio´n x < y en P, para la cual no existe t ∈ P tal que x < t < y se le asigna
un segmento de recta l(x, y), conectando el circulo con centro en p(x) y el circulo con
centro en p(y).
(3) Los pasos (1) y (2) se llevan a cabo de forma tal que :
(a) Si x < y y no existe t ∈ P tal que x < t < y entonces p(x) debe quedar por debajo
de p(y) (esto es, la segunda coordenada de p(x) es estrictamente menor que la de
p(y)).
(b) El circulo con centro en p(z) no interseca el segmento de recta l(x, y) si z 6= x y
z 6= y.
Una configuracio´n de c´ırculos y l´ıneas satisfaciendo las condiciones (1)-(3) se llama un dia-
grama de Hasse de P [8, 15].
Por ejemplo, la figura 1-1 es un diagrama de Hasse representando el poset (P,≤) con P =
{a, b, c, d} y a < c, a < d, b < c, b < d.
Los diagramas de Hasse comu´nmente se definen para conjuntos ordenados finitos. En general
no es posible representar completamente un conjunto ordenado infinito por medio de un dia-
grama, pero si su estructura es suficientemente regular este puede ser sugerido gra´ficamente.
Se llamara´ ideal ordenado o simplemente ideal de un conjunto parcialmente ordenado
(P,≤), a un subconjunto I de P tal que si x ∈ I y y ≤ x entonces y ∈ I. Se denotara´ J(P )
como el conjunto de todos los ideales ordenados de P por inclusio´n [17].
Si X ⊂ Y denota una contenencia arbitraria de conjuntos no necesariamente propia, P es un
poset y S ⊂ P, entonces un elemento x ∈ P es una cota superior de S si s ≤ x para todo
s ∈ S, una cota inferior se define de forma dual, adema´s x es la mı´nima cota superior
de S si :
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Figura 1-1: Diagrama de Hasse
1. x es una cota superior de S.
2. x ≤ y, para cada cota superior y de S.
El concepto dual de mı´nima cota superior es el de ma´xima cota inferior. Sup S (Inf S) es
la notacio´n usual para la minima cota superior (ma´xima cota inferior) de S ⊂ P, la cual se
denomina tambie´n el supremo (´ınfimo) del conjunto S.
Si P es un poset se definen sus elementos, primero, menor o mı´nimo y ultimo, mayor
o ma´ximo, notados respectivamente ⊥ y > tales que ⊥ ≤ x y x ≤ >, para cada x ∈ P.
Note que si los elementos ⊥ y > existen entonces son u´nicos.
Una vez definidos los elementos Sup S e Inf S para un subconjunto S de un poset P, se
pueden detallar estas definiciones para los casos extremos en los que S = ∅ o S = P. En el
primer caso se observa que si P tiene ma´ximo, entonces {>} es el conjunto de cotas superiores
de P de donde Sup P = > y en el caso que P no tenga ma´ximo, entonces el conjunto de cotas
superiores de P es vac´ıo y por lo tanto el Sup P no existe. Razonamientos duales pueden
hacerse con respecto al mı´nimo. Si S es el subconjunto vac´ıo de P entonces cada elemento
x ∈ P cumple vac´ıamente la condicio´n s ≤ x para cada s ∈ S y por lo tanto, P es el conjunto
de cotas superiores de ∅. De donde Sup ∅ existe si y solamente si P tiene mı´nimo y en este
caso Sup ∅ = ⊥. Dualmente Inf ∅ = > si P tiene ma´ximo.
Si (P,≤) es un poset, entonces un elemento m ∈ P es maximal (minimal) si y solamente
si, x ≤ m (m ≤ x) para cada x ∈ P relacionado con m. Si A ⊂ P, notamos maxA (minA)
como el conjunto de elementos maximales (minimales) de A [17].
Si (P,) y (Q,) son conjuntos parcialmente ordenados, entonces QP denotara´ el conjunto
de todas las funciones f : P → Q que preservan el orden, (es decir, aquellas funciones tales
que, si x  y en P, entonces f(x) f(y) en Q) se tiene adema´s que para dos funciones f, g
en QP, f ≤ g si f(x) ≤ g(x) para todo x ∈ P. Se dice que dos posets P y Q son isomorfos si
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existe una biyeccio´n que preserva el orden f : P→ Q cuya inversa preserva el orden. En tal
caso, escribiremos P ∼= Q.
Dados (P,) y (Q,) conjuntos ordenados, entonces f : P → Q es llamada un orden de
sumergimiento, s´ı y so´lo s´ı f es inyectiva y para todo x, y ∈ P se tiene:
x  y ⇔ f(x) f(y).
Si (P,) y (Q,) son posets, entonces el producto directo (o cartesiano) de P y Q es el
poset (P× Q,≤) sobre el conjunto {(x, y) : x ∈ P y y ∈ Q} tal que (x, y) ≤ (x′, y′) en P× Q
si x  x′ en P y y  y′ en Q.
Para un poset P y a ∈ P, se define el cono superior aO y el cono inferior aM, asociados
al punto a, de forma tal que:
aO = {x ∈ P | a ≤ x}, aM = {x ∈ P | x ≤ a}.
Los subconjuntos de P, aO \ a y aM \ a se llaman los conos truncados superior e inferior
asociados al punto a ∈ P y se notan respectivamente aH y aN. De esta forma tendremos que:
aH = aO \ a = {x ∈ P | a < x}, aN = aM \ a = {x ∈ P | x < a}.
Para un poset P y A ⊂ P, denotamos AO y AM a los subconjuntos de P, tales que AO =⋃
a∈A
aO, AM =
⋃
a∈A
aM. Si A = A
O (respectivamente A = AM), entonces A se llama un cono
superior (cono inferior). Dos conos A = AO ⊂ P, B = BM ⊂ P, se dicen mutuamente
complementarios si A+B = P, [15].
Un poset (C,≤) es una cadena o un conjunto linealmente ordenado si y solamente si,
para todo par de puntos x, y ∈ C se tiene x ≤ y o y ≤ x. Esto es, todos sus puntos son
comparables. Una cadena C en un conjunto ordenado P sera´ llamada una cadena maximal
si y solo si, para todas las cadenas K ⊆ P con C ⊆ K, se tiene C = K. Un poset (P,≤) es
una anticadena si y solamente si para todo par de puntos x, y ∈ P con x 6= y, se tiene que x
es incomparable con y. Una descripcio´n alterna de anticadena puede darse en los siguientes
te´rminos: Un poset P es una anticadena, si x ≤ y en P solamente si x = y. El cardinal
ma´ximo de las anticadenas de un poset P se llama el ancho del poset y se nota w(P). Con
respecto al ancho de un poset P uno de los resultados ma´s notables es el teorema de Dilworth,
el cual establece que el ancho w(P) es el menor n ∈ N tal que P puede escribirse como una
unio´n de n cadenas, [8, 15].
Si n es un entero positivo, se denota como n el poset con n elementos, con la propiedad
especial que cualquier par de elementos son comparables.
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La unio´n de unos subconjuntos disyuntos dos a dos X1, . . . , Xn, de un conjunto P se llama
una suma y se nota
n∑
i=1
Xi = X1+· · ·+Xn. En particular si P1 y P2 son (disyuntos) conjuntos
ordenados, la unio´n disyunta P1 + P2 de P1 y P2 es un conjunto ordenado tal que x ≤ y en
P1 + P2 si y solo si una de las dos siguientes condiciones se tiene:
x, y ∈ P1 y x ≤ y en P1 o x, y ∈ P2 y x ≤ y en P2.
Un diagrama para P1 + P2 se construye disponiendo los diagramas de P1 y P2 uno al lado
del otro.
Algunas veces si P es un poset y no hay confusio´n, se usara´n las notaciones xy, x + y para
indicar Inf{x, y} y Sup{x, y} respectivamente en el caso que existan, para x, y ∈ P. Adema´s
si S ⊂ P, entonces ∏
s∈S
s,
∑
s∈S
s, denotara´n respectivamente Inf S y Sup S, si ellos existen
[8, 15].
Si P es un conjunto ordenado no vac´ıo y para cada x, y ∈ P, xy y x + y existen, (es
decir, cada par de elementos tiene una mı´nima cota superior y una ma´xima cota inferior)
entonces P se denomina un ret´ıculo y se dice que P es un ret´ıculo completo si para cada
subconjunto S ⊂ P existen ∏
s∈S
s y
∑
s∈S
s.
Si X es un conjunto arbitrario y ∅ 6= M ⊂ P (X), en donde P (X) es la coleccio´n de
subconjuntos o conjunto de partes de X entonces M es un ret´ıculo de conjuntos si es
cerrado para uniones e intersecciones finitas y un ret´ıculo completo de conjuntos, si es
cerrado para uniones e intersecciones arbitrarias. Si M es un ret´ıculo de conjuntos entonces
el poset (M,⊂) es un ret´ıculo para el que Inf{A,B} = A∩B y Sup{A,B} = A∪B [8,15].
Adema´s se tiene que una trayectoria reticular finita no negativa en el plano (con pasos
unitarios a la derecha y hacia abajo) es una secuencia L = (v1, v2, ..., vk), donde vi ∈ N2 y
vi+1 − vi = (1, 0) o (0,−1), [17].
Un poset P se llama filtrante a derecha (filtrante a izquierda) si y solamente si para
cada par de elementos x, y ∈ P, existe z ∈ P, tal que x ≤ z y y ≤ z (z ≤ x y z ≤ y respec-
tivamente). Esto es, todos sus subconjuntos con dos elementos son acotados superiormente
(inferiormente).
Un grafo dirigido es una tripla (V (Γ), A(Γ), γ) en donde V (Γ), A(Γ) son conjuntos con
V (Γ) 6= ∅ y γ es una funcio´n γ : A(Γ) −→ V (Γ)× V (Γ), V (Γ) se denomina el conjunto de
ve´rtices del grafo y A(Γ) se llama el conjunto de aristas o flechas del grafo. Si e ∈ A(Γ)
y γ(e) = (p, q) entonces p se llama el ve´rtice inicial de e y q el ve´rtice terminal de
e. Dos grafos Γ = (V (Γ), A(Γ), γ) y Γ′ = (V (Γ′), A(Γ′), γ′) se dicen isomorfos, si existen
correspondencias uno a uno α : V (Γ) −→ V (Γ′) y β : A(Γ) −→ A(Γ′), tales que si
γ(e) = (u, v) entonces γ′(β(e)) = (α(u), α(v)). Si dos grafos Γ y Γ′ son isomorfos entonces
se escribira´ Γ ' Γ′ [8].
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1.2. Extensiones Lineales
La enumeracio´n de trayectorias reticulares es un tema que se ha desarrollado ampliamente.
Ciertos problemas de trayectorias reticulares son equivalentes a determinar el nu´mero de
extensiones lineales para un poset dado P o el nu´mero de composiciones restringidas de un
entero positivo n. Muchas propiedades combinatorias de un poset finito P tienen interpreta-
ciones simples en te´rminos del poset J(P) (conjunto de todos los ideales ordenados de P por
inclusio´n). A continuacio´n se presentan algunas propiedades y relaciones que son importantes
para la numeracio´n de extensiones lineales.
Proposicio´n 1.1. Sea P un poset finito y m ∈ N. Las siguientes cantidades son iguales:
(1) el nu´mero de funciones que preservan el orden σ : P→ [m], donde [m] = {1, 2, ...,m}
(2) el nu´mero de multicadenas 0̂ = I0 ≤ I1 ≤ ... ≤ Im = 1̂ de ancho m en J(P),
(3) la cardinalidad de J(P× [m− 1]).
Demostracio´n. Dada σ : P → [m] definimos Ij = σ−1(j). Sea 0̂ = I0 ≤ I1 ≤ ... ≤ Im = 1̂,
definimos el ideal ordenado I de P× [m− 1] por I = {(x, j) ∈ P× [m− 1] : x ∈ Im−j}. Con
el ideal ordenado I de P× [m−1] definimos σ : P→ [m] por σ(x) = min{m− j : (x, j) ∈ I}
si (x, j) ∈ I para algu´n j y en otro caso σ(x) = m. Esto define la biyeccio´n deseada. Las
equivalencias de (1) y (3) se siguen del siguiente ana´lisis:
[m]P ∼= ([2][m−1])P ∼= [2][m−1]×P.
Como una modificacio´n de e´sta proposicio´n y preservando la misma notacio´n, se tiene:
Proposicio´n 1.2. las siguientes cantidades son iguales:
(1) el nu´mero de funciones sobreyectivas que preservan el orden σ : P→ [m],
(2) el nu´mero de cadenas 0̂ = I0 ≤ I1 ≤ ... ≤ Im = 1̂ de ancho m en J(P).
Un caso especial de la proposicio´n 1.2 es de intere´s particular, si |P| = p, entonces una
biyeccio´n que preserva el orden σ : P → [p] es llamada una extensio´n de P de orden
total o una extensio´n lineal de P. El nu´mero de extensiones lineales de P es denotado
e(P). Se sigue de la proposicio´n 1.2 que e(P) es igual al nu´mero de cadenas maximales de
J(P). Tambie´n se puede identificar una extensio´n lineal σ : P → [p] con una permutacio´n
σ−1(1), ..., σ−1(p) de los elementos de P. El conjunto de todas las permutaciones e(P) de [n]
se denota L(P) y es llamado el conjunto Jordan-Ho¨lder de P.
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Se puede identificar una cadena maximal de J(P) con un cierto tipo de “trayectoria reticular”
en el espacio Eucl´ıdeo, como sigue: Sea C1., ..., Ck una particio´n de P en cadenas, se define
una funcio´n δ : J(P)→ Nk por:
δ(I) = (| I ∩ C1 |, | I ∩ C2 |, ..., | I ∩ Ck |),
si se da el orden del producto usual en Nk, entonces δ es un homomorfismo reticular inyectivo,
que preserva el cubrimiento (y por tanto preserva el rango). As´ı, en particular J(P) es
isomorfo a un subret´ıculo de Nk [17].
Dada δ : J(P)→ Nk, como se describio´ anteriormente se define Γδ =
⋃
T cx(δ(T )), donde cx
denota la envoltura convexa en Rk, T se extiende sobre todos los intervalos de J(P) que son
isomorfos a a´lgebras booleanas. As´ı Γδ es un subconjunto compacto polie´drico de Rk. Es claro
entonces, que el nu´mero de cadenas maximales en J(P) es igual al nu´mero de trayectorias
reticulares desde el origen (0, 0, ..., 0) = δ(0ˆ) hasta δ(1ˆ), con pasos unitarios en la direccio´n
de los ejes coordenados. En otras palabras, e(P) es igual al nu´mero de maneras de escribir
δ(1ˆ) = v1 + v2 + ...+ vn,
donde cada vi es un vector de coordenadas unitarias en Rk y donde v1 + v2 + ... + vi ∈ Γδ,
para toda i.
Por ejemplo, siM = 2×n y tomando las cadenas C1 = {(2, j) | j ∈ n} y C2 = {(1, j) | j ∈ n},
entonces δ(J(M)) = {(i, j) ∈ N2 | 0 ≤ i ≤ j ≤ n}. Cuando n = 3 se obtiene la figura (1-2),
aqu´ı e(P) es igual al nu´mero de trayectorias reticulares desde (0, 0) hasta (n, n) con pasos
(1, 0) y (0, 1), los cuales no sobrepasan la diagonal principal x = y del plano (x, y). Se puede
mostrar que e(2×n) = 1
n+1
(
2n
n
)
= Cn. Donde los valores para cada Cn son llamados Nu´meros
de Catalan [17]. Para e´ste caso e(2× 3) = C3 = 5
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Se denotara´ Mn como el poset (δ(J(2 × n)),), donde (i, j)  (i′, j′) si y solo si i  i′ y
j  j′.
1.3. Particiones
Una particio´n de un entero positivo n, es una sucesio´n finita decreciente de enteros positivos
(λ1, λ2, . . . , λr), denominados partes tales que:
n =
r∑
i=1
λi, λj−1 ≥ λj, 2 ≤ j ≤ r, max{λi | 1 ≤ i ≤ r} = λ1, por ejemplo hay 5
particiones del nu´mero 4 :
(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1).
A veces una particio´n λ = {λi | 1 ≤ i ≤ r} se escribe en la forma
λ = (1f12f23f3 . . . ), en donde exactamente fi de las partes λj son iguales a i [1]. Cuan-
do el orden de las partes es considerado en las particiones se denominan composiciones.
La teor´ıa de particiones ordenadas o composiciones se origino´ con MacMahon, en su estu-
dio inicial sobre composiciones, e´l noto´ que hay 2n−1 composiciones del nu´mero n [17]. Por
ejemplo, las composiciones de 4 son las siguientes:
(4), (1, 3), (3, 1), (2, 2), (1, 1, 2), (1, 2, 1), (2, 1, 1), (1, 1, 1, 1).
La funcio´n P : Z −→ N, tal que P (n) es el nu´mero de particiones de n con n ≥ 0, (P (n) = 0,
si n < 0 y P (0) = 1) se llama la funcio´n de particio´n [1]. Por ejemplo:
P (1) = 1, 1 = (1),
P (2) = 2, 2 = (2), 1 + 1 = (12),
P (3) = 3, 3 = (3), 2 + 1 = (12), 1 + 1 + 1 = (13).
La funcio´n de particio´n crece ra´pidamente; se tiene por ejemplo que P (10) = 42, P (20) = 627,
P (100) = 190569292. Se considera que la sucesio´n vac´ıa forma la u´nica particio´n de cero y
por eso P (0) = 1, [1].
Si S es el conjunto de todas las particiones de n, entonces P (S, n) es el nu´mero de particiones
de n que pertenecen a un subconjunto S de S. Por ejemplo si O es el conjunto de todas las
particiones cuyas partes son impares y D es el conjunto de todas las particiones con partes
distintas, entonces:
P (O, 1) = 1, 1 = (1),
P (O, 2) = 1, 1 + 1 = (12),
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P (D, 1) = 1, 1 = (1),
P (D, 2) = 1, 2 = (2).
Se denotara´ como P (′′H ′′(≤ d), n), al conjunto de todas las particiones de n con partes en
H, en las cuales ninguna parte aparece mas de d veces.
1.3.1. Funciones generantes
Para obtener resultados sobre el nu´mero de particiones de un nu´mero entero positivo dado,
se pueden utilizar argumentos combinatorios, algebraicos por medio de series generantes o
con operaciones anal´ıticas sobre funciones generantes.
La funcio´n generadora o funcio´n generante f(q) de la sucesio´n a0, a1, a2, . . . es la serie
de potencias f(q) =
∑
n≥0
anq
n. Por ejemplo para la sucesio´n 1, 1, 1, ..., se tiene la funcio´n
generante
1 + q + q2 + q3 + ... =
1
(1− q) .
La introduccio´n de las funciones generantes fue en realidad un gran aporte para el avance de
la teor´ıa de las particiones, pues se pueden utilizar para probar que dos conjuntos tienen el
mismo cardinal demostrando que las funciones generantes son iguales, adema´s proporcionan
una mejor comprensio´n para tratar problemas de enumeracio´n.
Algunas veces, se utilizan las siguientes abreviaturas esta´ndar para realizar las pruebas de
algunos teoremas:
(a)n = (a; q)n = (1− a)(1− aq)...(1− aqn−1),
(a)∞ = (a; q)∞ = l´ım
n→∞
(a; q)n,
(a)0 = 1.
Se define tambie´n (a)n para todo nu´mero real n por
(a)n = (a)∞/(aqn)∞.
Los siguientes resultados sobre funciones generadoras se prueban en [1].
Teorema 1.3. Sea H un conjunto de enteros positivos y
f(q) =
∑
n≥0
P (′′H ′′, n)qn,
fd(q) =
∑
n≥0
P (′′H ′′(≤ d), n)qn.
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Entonces para |q| ≤ 1
f(q) =
∏
n∈H
(1− qn)−1,
fd(q) =
∏
n∈H
(1− q(d+1)n)(1− qn)−1 =
∏
n∈H
(1 + qn + · · ·+ qdn).
El Teorema anterior establece la funcio´n generante para la sucesio´n an, donde an es el nu´mero
de particiones de n con partes en el conjunto H y la funcio´n generante para la sucesio´n bn,
donde bn es el nu´mero de particiones de n cuyas partes no aparecen ma´s de d veces y sus
partes esta´n en el conjunto H.
El siguiente resultado es consecuencia del Teorema 1.3 en el cual se considera O como el
conjunto de todas las particiones con partes impares y D como el conjunto de todas las
particiones con partes distintas.
Corolario 1.4. (Euler) Para todo n el nu´mero de particiones de n en distintas partes es
igual al nu´mero de particiones de n en partes impares, es decir, P (D, n) = P (O, n).
Se tienen adema´s del teorema 1.3 las siguientes funciones generantes para P (D, n) y P (O, n);
∑
n≥0
P (O, n)qn =
∞∏
n=1
(1− q2n−1)−1,
∑
n≥0
P (D, n)qn =
∞∏
n=1
(1 + qn).
1.3.2. Representacio´n gra´fica de particiones
A cada particio´n λ se le puede asociar su correspondiente representacio´n
gra´fica Γλ conocida como grafo de Ferrers, el cual es el conjunto de puntos del plano con co-
ordenadas enteras (i, j), tales que si
λ = (λ1, λ2, . . . , λn), entonces (i, j) ∈ Γλ si y solamente si
−n + 1 ≤ i ≤ 0, 0 ≤ j ≤ λ|i|+1 − 1. Si se usan unidades cuadradas en lugar de puntos
la representacio´n gra´fica recibe el nombre de diagrama de Young o diagrama de caja. Por
ejemplo la figura 1-3 muestra las respectivas representaciones para la particio´n 5+4+3+3+1
del nu´mero 16.
Si λ es una particio´n de un entero n, entonces la particio´n λ′ = (λ′1, λ
′
2, . . . , λ
′
m), obtenida de
λ escogiendo λ′i como el nu´mero de partes de λ mayores o iguales que i, se llama la particio´n
conjugada de λ. El arreglo de la figura 1-4 muestra la particio´n conjugada de la particio´n
5 + 4 + 3 + 3 + 1, donde:
λ′1 = 5, λ
′
2 = 4, λ
′
3 = 4, λ
′
4 = 2, λ
′
5 = 1.
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Figura 1-3: Representacio´n gra´fica de la particio´n (54321)
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Figura 1-4: Particio´n conjugada de la particio´n (54321)
Con la representacio´n gra´fica se observa fa´cilmente que si
∑
λi = n entonces
∑
λ′i = n
y que la conjugacio´n es una involucio´n del conjunto de particiones de un entero. Adema´s
la particio´n conjugada λ′ se puede obtener fa´cilmente de λ intercambiando las filas con las
columnas en el diagrama de Ferrers.
El diagrama de Ferrers de una particio´n entera es una herramienta muy u´til para visualizar
particiones y algunas veces para probar ciertas identidades, por ejemplo con ayuda de grafos
de Ferrers en [1], se prueban los siguientes resultados.
Teorema 1.5. El nu´mero de particiones de n con a lo ma´s m partes es igual al nu´mero de
particiones de n en las que ninguna parte excede a m.
Demostracio´n. Se puede establecer una correspondencia uno a uno entre las dos clases de
particiones en consideracio´n, la asignacio´n de cada particio´n en su conjugada, la correlacio´n
es sin duda uno a uno, y teniendo en cuenta la representacio´n gra´fica vemos que en la
conjugacio´n de la condicio´n “con a lo ma´s m partes” se transforma en “ninguna parte
excede m” y viceversa.
Teorema 1.6. El nu´mero de particiones de a − c con exactamente b − 1 partes ninguna
excediendo c, es igual al nu´mero de particiones de a − b con exactamente c − 1 partes,
ninguna excediendo b.
1.3 Particiones 17
Teorema 1.7. Si Pe(D, n) (Po(D, n)), denota el nu´mero de particiones de n en un nu´mero
par (impar) de partes diferentes, entonces
Pe(D, n)− Po(D, n) =
{
(−1)m si n = 1
2
m(3m± 1),
0 de otra forma.
El siguiente resultado, conocido como el teorema del nu´mero pentagonal de Euler, simplifica
la forma de encontrar una fo´rmula de recurrencia para el nu´mero de particiones de n (P (n)).
Corolario 1.8. (Teorema del nu´mero pentagonal de Euler)
∞∏
n=1
(1− qn) = 1 +
∞∑
m=1
(−1)mq 12m(3m−1)(1 + qm)
=
∞∑
m=−∞
(−1)mq 12m(3m−1).
Si se hace la expansio´n,
∞∏
n=1
(1− qn) =
∞∑
m=−∞
(−1)mq 12m(3m−1) = 1− q − q2 + q5 + q7 − q12 − q15 + q22 + ...
se observa que las u´nicas potencias que aparecen son los nu´meros pentagonales, los cuales
tienen la forma 3n
2+n
2
.
Uno de los resultados que se derivan del Teorema del nu´mero pentagonal de Euler es el
siguiente:
Corolario 1.9. Si n > 0, entonces
P (n) − P (n − 1) − P (n − 2) + P (n − 5) + P (n − 7) + · · · + (−1)mP (n − 1
2
m(3m − 1)) +
(−1)mP (n− 1
2
m(3m+ 1)) + · · · = 0.
El corolario anterior permite encontrar un algoritmo para P (n), por ejemplo se tiene que:
P (0) = 1,
P (1) = P (0) = 1,
P (2) = P (1) + P (0) = 2,
P (3) = P (2) + P (1) = 3,
P (4) = P (3) + P (2) = 5,
P (5) = P (4) + P (3)− P (0) = 7,
P (6) = P (5) + P (4)− P (1) = 11.
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1.4. Particiones restringidas
En e´sta seccio´n se definen particiones restringidas, polinomios Gaussianos e inversiones y se
dara´n algunas relaciones entre ellos, ya que describen particiones-P interpretando me´todos
combinatorios para encontrar trayectorias reticulares, e´stas relaciones se pueden encontrar
con ma´s detalle en [1].
Las particiones restringidas tienen partes menores o iguales a N y el nu´mero de partes
es menor o igual a M , donde N,M son enteros no negativos. Denotando p(N,M, n) como el
nu´mero de particiones de n en al menos M partes cada una menor o igual a N , se tiene:
p(N,M, n) = 0 si n > MN,
p(N,M,NM) = 1.
La funcio´n generante de una particio´n restringida esta´ dada por:
G(M,N, q) =
∑
n≥0
p(N,M, n)qn,
e´sta expresio´n es un polinomio en q, que fue estudiado por primera vez por Gauss y es
conocido como polinomio Gaussiano, el cual es una generalizacio´n de los nu´meros combi-
natorios. El siguiente teorema es uno de los resultados ma´s relevantes, pues permite construir
una expresio´n para la funcio´n generante de particiones restringidas [1].
Teorema 1.10. Para M,N ≥ 0 se tiene:
G(M,N ; q) =
(1− qN+M)(1− qN+M−1)...(1− qM+1)
(1− qN)(1− qN−1)...(1− q)
=
(q)N+M
(q)N(q)M
.
Los polinomios Gaussianos permiten estudiar particiones restringidas y cuando se trabaja con
las funciones generantes de particiones planas (particiones en dos dimensiones) se requiere
de su uso. El polinomio Gaussiano tambie´n se denota como
[
n
m
]
, el cual es un polinomio de
grado n−m en q y esta´ definido por:
[
n
m
]
=
{
(q)n(q)m−1(q)
−1
n−m, si 0 ≤ m ≤ n;
0, en otro caso.
1.4 Particiones restringidas 19
Se puede probar que
[
N +M
M
]
= G(M,N ; q). Aqu´ı el coeficiente de qj, es el nu´mero de
particiones de j, en al menos M partes, cada una menor o igual a N . Por ejemplo, de[
7
3
]
= 1 + q + 2q2 + 3q3 + 4q4 + 4q5 + 5q6 + 4q7 + 4q8 + 3q9 + 2q10 + q11 + q12,
se tiene que el coeficiente 4 que acompan˜a a q8 enumera las particiones de 8 en al menos 3
partes cada una menor o igual a 4, por lo tanto hay 4 particiones de e´ste tipo.
Para nu´meros enteros m,n tales que 0 ≤ m ≤ n, el polinomio gaussiano
[
n
m
]
satisface las
siguientes relaciones:
[
n
0
]
=
[
n
n
]
= 1; (1-1)
[
n
m
]
=
[
n
n−m
]
; (1-2)
[
n
m
]
=
[
n− 1
m
]
+ qn−m
[
n− 1
m− 1
]
; (1-3)
[
n
m
]
=
[
n− 1
m− 1
]
+ qm
[
n− 1
m
]
; (1-4)
limq→1
[
n
m
]
=
n!
m!(n−m)! =
(
n
m
)
. (1-5)
Los polinomios Gaussianos son llamados tambie´n “coeficientes q−bino-
miales” debido a (1-5) y se utilizan tambie´n para estudiar ciertos problemas de permuta-
ciones.
Param1, ...,mr ≥ 0 se define el coeficiente multinomial Gaussiano (o coeficiente q−multinomial)
por:
[
m1 +m2 + ...+mr
m1,m2, ...,mr
]
=
(q)m1+m2+...+mr
(q)m1(q)m2 ...(q)mr
,
se tiene que[
n
m
]
=
[
n
m, n−m
]
.
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Cuando r = 2 en el Teorema 1.10, se observa que
[
m1 +m2
m1,m2
]
es la funcio´n generante para p(m1,m2, n), el nu´mero de particiones de n con al menos m2
partes, cada una ≤ m1, [1].
Un conjunto M con elementos repetidos se llamara´ un multiconjunto, el cual se puede
escribir como M = {xa11 , xa22 , ..., xann }, donde xaii indica que el elemento xi se repite ai veces.
Ahora se considerara´n permutaciones de multiconjuntos; una permutacio´n de un multicon-
junto M es un arreglo en el que cada elemento pertenece al multiconjunto M y para cada
xi el nu´mero total de apariciones de xi en el arreglo es ai, por ejemplo 3, 3, 2, 2, 1, 1, 2, 3 es
una permutacio´n del multiconjunto M = {33, 23, 12}.
Se define inv(m1,m2, ...,mr;n) como el nu´mero de permutaciones
ξ1ξ2...ξm1+m2+...+mr del multiconjunto {1m12m2 ...rmr} en el cual hay exactamente n pare-
jas (ξi, ξj) tales que ξi > ξj, si i < j.
El siguiente teorema establece una relacio´n entre algunas particiones restringidas y el nu´mero
de inversiones de un multiconjunto dado [1]. Los argumentos usados en la demostracio´n de
e´ste teorema permiten entender las pruebas de los teoremas 3.1 y 3.2.
Teorema 1.11. inv(m1,m2;n) = p(m1,m2, n)
Demostracio´n. Para realizar la prueba de e´ste teorema se define una biyeccio´n entre las
permutaciones enumeradas por inv(m1,m2;n) y las particiones enumeradas por p(m1,m2, n).
Por ejemplo, si se considera el diagrama de Young de una particio´n con cada parte menor
o igual que 11 y con a lo ma´s siete partes, ver figura 1-5 (aqu´ı se muestra la particio´n
8 + 6 + 6 + 1 + 1).
Partiendo del punto A y siguiendo la trayectoria sen˜alada por los puntos, hasta llegar a B,
haciendo una codificacio´n de la siguiente forma: si se realiza un movimiento verticalmente,
se escribe un 2 por cada unidad recorrida y si es horizontal se escribe un 1 por cada unidad
recorrida, entonces para este gra´fico se tiene:
1 1 1 2 1 1 2 2 1 1 1 1 1 2 2 1 2 2.
El nu´mero de 1′s a la derecha del primer nu´mero dos que aparece en la codificacio´n, dice
que es la mayor parte de la particio´n, para e´ste caso el nu´mero uno aparece ocho veces; el
nu´mero de 1′s a la derecha del segundo dos, dice que es la segunda parte de la particio´n, en
e´ste caso el nu´mero uno despue´s del segundo nu´mero dos aparece seis veces; y en general el
nu´mero de 1′s a la derecha del i-e´simo 2 dice que es la i-e´sima parte de la particio´n. Luego la
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Figura 1-5: Diagrama de Young
relacio´n anterior entre las particiones y permutaciones permite establecer una biyeccio´n entre
las permutaciones de {1m12m2} con n inversiones y las permutaciones de n, con al menos m2
partes, cada una menor o igual a m1, por lo tanto inv(m1,m2;n) = p(m1,m2, n).
Los siguientes teoremas son una generalizacio´n del teorema anterior; las demostraciones se
pueden ver en [1], el teorema 1.13 se debe a MacMahon y es de gran importancia para la
teor´ıa de las particiones-P de Stanley que se considerara´n ma´s adelante.
Teorema 1.12. Para r ≥ 1, ∑
n≥0
inv(m1,m2, ...,mr;n)q
n =
[
m1 +m2 + ...+mr
m1,m2, ...,mr
]
Se denota ind(m1,m2, ...,mr;n) como el nu´mero de permutaciones
ξ1ξ2...ξm1+m2+...+mr
del multiconjunto {1m12m2 ...rmr} en el cual,
m1+m2...+mr−1∑
i=1
χ(ξi) = n
donde,
χ(ξi) =
{
i, si ξi > ξi+1;
0, en otro caso.
La suma
∑m1+m2...+mr−1
i=1 χ(ξi) es llamada el mayor ı´ndice de la permutacio´n. Por ejemp-
lo, si se tiene la permutacio´n 1 2 2 1 1 1 2 1, entonces el mayor ı´ndice es 0+0+3+0+0+0+7 =
10.
De la definicio´n anterior se tiene el siguiente teorema:
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Teorema 1.13. Para r ≥ 1, ∑
n≥0
ind(m1,m2, ...,mr;n)q
n =
[
m1 +m2 + ...+mr
m1,m2, ...,mr
]
De los teoremas 1.12 y 1.13, comparando los coeficientes de qn se observa que
ind(m1,m2, ...,mr;n) = inv(m1,m2, ...,mr;n) [1].
1.5. Particiones de Orden superior
Las particiones de dimensiones superiores de un nu´mero entero positivo n son arreglos de
enteros no negativos del tipo ni1,i2...ir tales que:
n =
∑
i1,...ir≥0
ni1,i2...ir (1-6)
donde ni1,i2...ir ≥ nj1,j2...jr siempre que i1 ≤ j1, i2 ≤ j2, ..., ir ≤ jr (todos ni1,i2...ir no nega-
tivos) [1].
En particular las particiones planas de un nu´mero entero positivo n son matrices bidi-
mensionales de enteros no negativos sujetos a la condicio´n de ser no crecientes a lo largo de
filas y columnas; es decir, nij ≥ n(i+1)j y nij ≥ ni(j+1) para todo i, j ≥ 1. Por ejemplo hay
seis particiones planas de tres:
3 0 0
0 0 0
0 0 0
,
2 1 0
0 0 0
0 0 0
,
2 0 0
1 0 0
0 0 0
,
1 1 1
0 0 0
0 0 0
,
1 1 0
1 0 0
0 0 0
,
y
1 0 0
1 0 0
1 0 0
.
Si pp(n) denota el nu´mero total de particiones planas de un nu´mero entero no negativo n,
se tiene la siguiente fo´rmula, cuya prueba fue realizada por MacMahon y se conoce como
fo´rmula de particiones planas de MacMahon. [2].
Teorema 1.14. La funcio´n generante para el nu´mero de particiones planas es
∞∑
n=0
pp(n)qn =
∞∏
n=1
1
(1− qn)n .
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Si se restringe pp(n) al nu´mero de particiones planas con al menos k filas, entonces la funcio´n
generante esta´ dada por:
∞∑
n=0
ppk(n)q
n =
∞∏
n=1
1
(1− qn)min(k,n) .
Se puede ver que e´ste resultado incluye el caso k = 1 es decir, las particiones unidimension-
ales.
Se denotara´ la funcio´n generante de particiones planas con al menos
r-columnas, al menos k-filas y con ni la primera entrada de la i-e´sima fila como pir(n1, n2, ..., nk; q).
La funcio´n generante de e´stas particiones satisface la siguiente relacio´n de recurrencia y
condicio´n inicial:
pir+1(n1, n2, ..., nk; q) = q
n1+n2+...+nk
nk∑
mk=0
nk−1∑
mk−1=mk
...
n1∑
m1=m2
pir(m1, ...,mk; q),
pi1(n1, n2, ..., nk, q) = q
n1+n2+...+nk .
Por ejemplo
pi3(2, 2; q) = q
4 + q5 + 3q6 + 3q7 + 4q8 + 3q9 + 3q10 + q11 + q12,
aqu´ı el coeficiente 4 que acompan˜a a q8 enumera las particiones planas de 8, con al menos 3
columnas y 2 filas; con entradas 2 en la primera y segunda fila, es decir hay 4 particiones de
e´ste tipo , [2].
El siguiente teorema da una fo´rmula para la funcio´n generante pir(n1, n2, ..., nk; q) como un
determinante, haciendo uso de los polinomios gaussianos.
Teorema 1.15.
pir(n1, n2, ..., nk; q) = q
n1+n2+...+nkdet
(
q
1
2
(i−j)(i−j−1)
[
nj + r − 1
r − i+ j − 1
])
1≤i, j≤k.
Si pk,r(m,n) denota el nu´mero de particiones planas de m, con al menos r columnas, al
menos k filas y con cada entrada ≤ n y
pik,r(n, q) =
∞∑
m=0
pk,r(m,n)q
m,
se puede observar que
pik,r(n, q) =
∑
nk≤...≤n1≤n
pir(n1, ..., nk; q)
= q−knpir+1(n, ..., n; q)
entonces, se puede representar el polinomio pik,r(n, q) como:
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Teorema 1.16.
pik,r(n, q) =
(q)1(q)2...(q)k−1
(q)r(q)r+1...(q)r+k−1
(q)n+r(q)n+r+1...(q)n+r+k−1
(q)n(q)n+1...(q)n+k−1
.
Alrededor del an˜o 1960 Schensted encontro´ una correspondencia entre matrices y ciertas
particiones planas, la cual fue extendida ma´s tarde por Knuth de donde se tiene el siguiente
teorema, el cual permite una simplificacio´n en la deduccio´n de muchas funciones generantes
de particiones planas restringidas.
Teorema 1.17. Existe una correspondencia uno-a-uno entre
(1) El conjunto de matrices A de k × k con entradas no negativas;
(2) El conjunto de pares ordenados (pi, pi,) de las particiones planas en las que hay una
estricta disminucio´n a lo largo de las columnas, donde cada entrada no exceda a k, y
las filas correspondientes de pi y pi, son de la misma longitud;
(3) El conjunto de todas las secuencias ordenadas lexicogra´ficamente de pares ordenados de
nu´meros enteros, cada uno ≤ k.
Adema´s, la correspondencia deseada es tal que la suma de la columna i-e´sima (respectiva-
mente, la suma de la fila i-e´sima) de una matriz A de la forma (1), es igual al nu´mero de
veces que aparece i, en la correspondiente particio´n plana pi (respectivamente pi,) en (2),
[1, 12,14].
MacMahon realizo´ una conjetura en la cual afirma que si Mk(n) denota el nu´mero de parti-
ciones k-dimensionales de n, entonces:
∞∑
n=0
Mk(n)q
n =
∞∏
i=1
(1− qi)−(k+i−2k−i ); (1-7)
e´sta conjetura es realmente cierta para k = 1 y 2. MacMahon finalmente llego´ a dudar de
la verdad de (1-7); sin embargo, su falsedad para todo k > 2 se establecio´ hasta finales de
1960. La demostracio´n se puede ver en [1].
Para particiones de dimensiones uno y dos se tratan problemas en los que la funcio´n gen-
eradora relacionada es de alguna forma bien conocida, por ejemplo, un producto infinito,
entonces es fa´cil conocer ciertas caracter´ısticas de esas particiones, por desgracia, no sucede
lo mismo si tenemos en cuenta las particiones de dimensio´n d con d > 2. As´ı el co´mputo de
incluso particiones tridimensionales se convierte en un problema complicado.
Cap´ıtulo 2
Particiones-P
2.1. Introduccio´n
En e´ste cap´ıtulo se realiza un estudio de la teor´ıa de las particiones-P, que introdujo Richard
Stanley en 1972, la cual es una generalizacio´n comu´n de las teor´ıa de las particiones y com-
posiciones, e´sta teor´ıa constituye una herramienta muy u´til para abordar diferentes proble-
mas relacionados con particiones y permutaciones. Para el desarrollo de e´sta teor´ıa Stanley
tiene en cuenta los aportes que MacMahon realizo a la teor´ıa de particiones.
2.2. Notacio´n y definiciones
Para definir particiones-P previamente se definira´n conjuntos ordenados etiquetados.
Si (N,≤) es el conjunto de los nu´meros naturales dotado con su orden natural y (P,E) un
conjunto ordenado con |P| = p, entonces una etiqueta w de P es una biyeccio´n w : P →
{1, 2, . . . , p} = [p] ⊂ N. Se dice que una etiqueta w es llamada una etiqueta natural si
satisface:
x E y implica w(x) ≤ w(y),
w es llamada una Etiqueta estricta si:
x E y implica w(x) ≥ w(y).
Un conjunto ordenado con una etiqueta w es llamado conjunto ordenado etiquetado.
2.2.1. Particiones-P
Definicio´n 2.1. Si w es una etiqueta de (P,E) entonces una particio´n-(P, w) de n o particio´n
del poset, es una transformacio´n σ : P→ N que satisface las siguientes condiciones:
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1. x y en P implica σ(x) ≥ σ(y), es decir, revierte el orden,
2. x y en P y w(x) > w(y) implica σ(x) > σ(y),
3.
∑
x∈P
σ(x) = n.
Si w es una etiqueta natural, entonces σ recibe el nombre de Particio´n-P. Si w es una
etiqueta estricta entonces σ es llamada una Particio´n-P estricta. Si σ es una particio´n-
(P, w) entonces los valores σ(x) con x ∈ P son llamados las partes de σ.
As´ı, las particiones-P son una generalizacio´n de las particiones y composiciones, donde las
primeras se obtienen cuando P es una cadena y las u´ltimas se obtienen cuando P no tiene
relaciones. Es decir, si P es una cadena con p elementos una particio´n P de n es equivalente
a una particio´n ordinaria de n en al menos p partes, por otro lado si P es una unio´n disjunta
de p puntos entonces una particio´n P de n es equivalente a una composicio´n de n en p partes.
Tambie´n se define una particio´n-(P, w;m) como una particio´n-(P, w) con partes menores o
iguales a m, donde m es un entero no negativo. Si P es una cadena con p elementos entonces
una particio´n-P de n es equivalente a una particio´n ordinaria de n en al menos p partes.
Se denotara´A(P, w) como el conjunto de todas las clases de particiones-(P, w) (ana´loga-
menteA(P, w) denotara´ el conjunto de todas las clases de particiones-P estrictas yA(P, w;m)
las clases de todas las particiones-(P, w;m)) as´ı:
A(P, w; 0) ⊆ A(P, w; 1) ⊆ ... ⊆ A(P, w;m).
Dos etiquetas w y w′ son equivalentes (denotadas w ∼ w′) si A(P, w) = A(P, w′). Esto define
una relacio´n de equivalencia sobre las p! etiquetas w. Se puede ver que w ∼ w′ significa que
w(x) < w(y)⇔ w′(x) < w′(y),
donde y cubre a x; es decir x < y y ningu´n z ∈ P satisface x < z < y. Se denotara´ como
< w > a las clases de equivalencia (relativas a∼) que contienen a w. Una clase de equivalencia
consiste en todas las etiquetas naturales. El nu´mero de etiquetas naturales es denotado e(P).
En [16] y [17] Stanley menciona una serie de problemas combinatoriales interesantes rela-
cionados con etiquetas de conjuntos ordenados, por ejemplo: dado un conjunto ordenado
etiquetado (P, w), ¿Cua´ntas etiquetas son equivalentes a w?
La mayor´ıa de los conceptos anteriores se puede extender a posets infinitos. As´ı, la nocio´n de
particiones-P puede ser extendida de tal manera que en las condiciones de finitud se cumple
lo siguiente:
1. Para cada elemento x ∈ P existe una particio´n-P, llamada σ tal que σ(x) > 0.
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2. Para cualquier entero dado n, existe un nu´mero finito de particiones-P.
Por lo tanto, si P es un conjunto parcialmente ordenado, entonces una funcio´n que revierte
el orden w de P al conjunto de los enteros no negativos es una etiqueta de P, si se tiene
so´lo un nu´mero finito de x y tambie´n w(x) > 0; en e´ste caso, un etiquetado w de P es una
particio´n-P de n si
∑
x∈P
w(x) = n [1].
La figura 2-1, muestra una particio´n-(M3, w) del nu´mero 22 = C1 + C2 + C3 + C4, donde
Ci denota el i-e´simo nu´mero de Catalan. En este caso, se tiene una etiqueta M3 con una
funcio´n w : M3 → P tal que, P = {1, . . . , 10}, w(i, 3) = 4 − i, si 0 ≤ i ≤ 3, w(j, 2) = 7 − j,
si 0 ≤ j ≤ 2, w(k, 1) = 9− k, si 0 ≤ k ≤ 1, y w(0, 0) = 10.
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Figura 2-1: Particio´n (M3, w)
Si P es finito de cardinalidad p, entonces J(P) tiene ancho p. El rango v(I) de cada I ∈ J(P) es
igual a la cardinalidad del ideal ordenado I. El nu´mero de cadenas 0 ≤ I ≤ 1 en J(P), tal que
el rango v(I) = n, es igual al nu´mero de particiones-(P; 2) de n. Se tiene que σ : P→ {0, 1}
es una particio´n-(P; 2) de n s´ı y so´lo s´ı σ−1(1) es un ideal ordenado de P de cardinalidad n.
El siguiente resultado permite establecer una conexio´n entre las particiones-P y el nu´mero de
cadenas maximales del conjunto de ideales ordenados de P ordenados por inclusio´n (J(P)).
Proposicio´n 2.2. El nu´mero e(P) de biyecciones que preservan el orden (o etiquetas natu-
rales) P→ [p] es igual al nu´mero de cadenas maximales en J(P).
Demostracio´n. Sea σ : P → [p] una etiqueta natural. Definiendo
Ii = σ
−1({1, 2, ..., i}), i = 0, 1, ..., p entonces ∅ = I0 ⊂ I1 ⊂ ... ⊂ Ip = P es una cadena maxi-
mal de ideales ordenados de P. Por otro lado, dada una cadena maximal, la funcio´n σ : P→
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[p] definida por σ(i) ∈ Ii − Ii−1 es una etiqueta
natural. Si σ(xij) = j, entonces algunas veces se denota una biyeccio´n que preserva el orden
σ : P→ [p], por la permutacio´n xi1 , xi2 , ..., xip de los elementos de P. Tambie´n se dice que la
permutacio´n xi1 , xi2 , ..., xip extiende P a un orden total.
2.2.2. Funciones generantes asociadas a las particiones-P
Ahora se realizara´ un estudio de las funciones generantes asociadas a las particiones-(P, w)
y particiones-(P, w) estrictas y algunas de sus propiedades, ya que e´stas contienen toda la
informacio´n acerca del poset P y dan una lista de todas las particiones-P y particiones-
(P, w) estrictas. Las demostraciones de algunos de e´stos resultados pueden verse en [17]. Los
resultados de e´sta seccio´n son importantes pues permiten obtener el teorema de reciprocidad
para particiones P, el cual es de utilidad para la aplicacio´n que Stanley hace a las particiones
r−dimensionales.
Definicio´n 2.3. Sea (P, w) un conjunto ordenado etiquetado con elementos x1, ..., xp. Se
define la funcio´n generante F (P, w; q1, ..., qp) (denotada de manera corta como F (P, w) para
particiones-P en las variables q1, ..., qp de la siguiente manera:
F (P, w) =
∑
σ∈A(P,w)
q
σ(x1)
1 ...q
σ(xp)
p
y de forma ana´loga para particiones-P estrictas
F¯ (P, w) =
∑
τ∈A(P,w)
q
τ(x1)
1 ...q
τ(xp)
p ,
donde σ se extiende sobre todas las particiones-P (σ : P→ N) y τ sobre todas las particiones-
P estrictas.
Las funciones generantes F y F¯ esencialmente dan una lista de todas las particiones-P y
particiones-P estrictas y contienen toda la informacio´n posible acerca de e´stas. De hecho,
es fa´cil recuperar el poset P si bien F o F¯ se conocen. Adema´s xi < xj en P si y solo si
el exponente σi de qi es siempre mayor o igual al exponente σj de qj en cada te´rmino de
F (P, w); por razones de simplificidad y aplicabilidad es ma´s conveniente utilizar funciones
generantes menos complejas que F (P, w), por lo tanto se presentan algunas definiciones y
propiedades para trabajar con e´stas funciones.
Definicio´n 2.4. Sea (P, w) un conjunto ordenado etiquetado con elementos x1, ..., xp. Se de-
finen las funciones generantes Um(P, w; q) y U(P, w; q) (denotadas de manera corta Um(P, w)
y U(P, w)) por
Um(P, w) =
∑
σ∈A(P,w;m)
qσ(x1)+...+σ(xp)
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U(P, w) =
∑
σ∈A(P,w)
qσ(x1)+...+σ(xp).
Aqu´ı U(P, w) = limm→∞Um(P, w) = F (P, w; q, q, ..., q). El coeficiente de qn en Um(P, w) es
igual al nu´mero de particiones-(P, w;m) de n y el coeficiente de qn en U(P, w) es igual al
nu´mero de particiones−(P, w) de n. Se puede ver que Um(P, w) es un polinomio en q. Si
w es una etiqueta natural, el s´ımbolo w es omitido en la notacio´n, escribiremos F (P) para
F (P, w); U(P) para U(P, w) etc.
Definicio´n 2.5. Sean los elementos de P denotados como x1, ..., xp y sea σ una funcio´n
P→ {0, 1, 2...} = N0, entonces hay una u´nica cadena definida de subconjuntos de P,
∅ = P0 ⊂ P1 ⊂ ... ⊂ Pk = P (2-1)
tal que:
1. Si x, y ∈ Pi − Pi−1 para alguna i = 1, 2, ..., k entonces σ(x) = σ(y).
2. Si x ∈ Pi, y /∈ Pi para alguna i = 1, 2, ..., k entonces σ(y) < σ(x).
Si σ ∈ A(P, w) dada por la cadena (2-1), entonces cada Pi es un ideal ordenado de P (ya que
σ revierte el orden y cada funcio´n τ : P→ {0, 1, 2...} = N0 dada por (2-1) esta´ en A(P, w)).
A la cadena (2-1) se le llama una cadena w−compatible de ideales ordenados.
Se observa que una cadena ∅ = I0 ⊂ I1 ⊂ ... ⊂ Ik = P de ideales ordenados es w−compatible
si y solo si la restriccio´n de w a cada Ii+1−Ii (considerado como un subconjunto de P) preserva
el orden. Entonces para e´ste caso:
1. Si w es natural entonces existe una cadena de ideales ordenados que es w−compatible,
2. si w es estricta solo las cadenas Ii+1 − Ii son anticadenas que son w−compatibles,
3. la cadena ∅ = I0 ⊂ I1 = P es w−compatible si y solo si w es natural y
4. cada cadena maximal de ideales ordenados (es decir cada | Ii+1−Ii |= 1) es w−compatible
para cada w.
Se puede ver que los te´rminos de la funcio´n generante F (P, w) alrededor de cada σ ∈ A(P, w)
los cuales son cadenas (2-1) w−compatibles esta´n dados por:
ρ(P1)ρ(P2)...ρ(Pk−1)/(1− ρ(P1))(1− ρ(P2))...(1− ρ(Pk)), (2-2)
donde
ρ(Pi) =
∏
xj∈Pi
xj.
Por lo tanto se tienen las siguientes relaciones para las funciones generantes de particiones-P
[16]:
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Proposicio´n 2.6.
F (P, w) =
∑ ρ(P1)ρ(P2)...ρ(Pk−1)
(1− ρ(P1))(1− ρ(P2))...(1− ρ(Pk)) , (2-3)
donde la suma es sobre todas las cadenas w−compatibles de ideales ordenados de P.
De la proposicio´n anterior se tiene que F (P, w) es una funcio´n racional cuyo denominador
se puede tomar como:
(1− ρ(I1))(1− ρ(I2))...(1− ρ(Ir)),
donde los I ′js son ideales ordenados no nulos de P.
Corolario 2.7. Para la funcio´n generante de una sola variable U(P) se puede escribir:
U(P, w; q) =
W (P, w; q)
(1− q)(1− q2)...(1− qp) ,
donde W (P, w; q), (escrito de manera corta W (q)) es un polinomio en q con coeficientes
enteros.
Demostracio´n. Si cada qi es igual a q en (2-3), y teniendo en cuenta que | Pi |= pi,
entonces el denominador de (2-3) seria (1− qp1)(1− qp2)...(1− qpk); e´ste denominador divide
a (1 − q)(1 − q2)...(1 − qp), donde cada qi es igual a q en F (P, w), obtenie´ndose U(P, q).
Por lo tanto la suma en la proposicio´n 2.6 se puede colocar sobre el denominador comu´n
(1− q)(1− q2)...(1− qp).
Corolario 2.8. Con W (P, w; q) definido como en el corolario (2.7,) y considerando que
| P |= p, se tiene:
W (P, w; 1) = e(P).
En particular, si an denota el nu´mero de particiones−(P, w) de n, entonces
an =
e(P)np−1(1+o( 1
n
))
p!(1−p)! cuando n→∞.
Demostracio´n. Cuando cada qi = q en (2-3) y cada te´rmino de (2-3) tiene como denomi-
nador (1 − q)(1 − q2)...(1 − qp), el numerador tiene factores de la forma (1 − qi) y por eso
desaparecen cuando q = 1 excepto aquellos te´rminos donde k = p. E´stos te´rminos con k = p
aparecen si y solo si (2-1) es una cadena maximal de ideales ordenados de P, y consecuente-
mente cada cadena maximal de ideales ordenados produce los te´rminos en (2-2) con k = p.
Cada te´rmino contribuye con un 1 en W (P, w; 1) y as´ı W (P, w; 1) es igual al nu´mero de
cadenas maximales de ideales ordenados de P. Por la proposicio´n (2.2) se tiene que
W (P, w; 1) = e(P).
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La fo´rmula para an se obtiene, estandarizando las te´cnicas para estimar los coeficientes en
la expansio´n de la funcio´n racional. Todos los polos de U(P, w; q) se encuentran en el c´ırculo
unitario y los polos con multiplicidad ma´s grande son q = 1 con multiplicidad p. La expansio´n
de Laurent de U(P, w; q) alrededor de q = 1 es:
U(P, w; q) =
e(P)
(1− q)pp! + o((q − 1)
(1−p)),
y as´ı
an =
(−1)ne(P)
p!
(−p
n
)
(1 + o( 1
n
)) =
e(P)np−1(1+o( 1
n
))
p!(p−1)! cuando n→∞.
Tambie´n se tiene que W (P, w; q) =
∑
pi∈L(P)
ql(pi), donde ql(pi) = Πj∈Dpiq
j, con l(pi) el mayor
ı´ndice de pi, definido por
l(pi) =
∑
j∈Dpi
j
y Dpi es el conjunto descenso de pi definido como:
Dpi = {i|ai > ai+1},
con pi ∈ GP una permutacio´n tal que pi = a1a2...an.
Definicio´n 2.9. 1. Sea C una cadena y p ∈ P. Decimos que una funcio´n f : [p] → C es
pi−compatible si satisface las siguientes condiciones:
a) f(a1) ≥ f(a2) ≥ ... ≥ f(ap), y
b) f(ai) > f(ai+1) si ai > ai+1.
2. Si f : [p]→ C definida como arriba, se dice que f es dual ρ−compatible si satisface:
a) f(b1) ≥ f(b2) ≥ ... ≥ f(bp), y
b) f(bi) > f(bi+1) si bi < bi+1.
Lema 2.10. Dada f : [p] → C, existe una u´nica permutacio´n pi = (a1, ..., ap) ∈ GP, (donde
GP es el conjunto de todas las permutaciones de P) para la cual f es pi−compatible.
La combinacio´n de los siguientes lemas (2.11 y 2.12) nos permiten obtener un teorema
importante para la funcio´n generante de particiones-(P, w)
Lema 2.11. 1. Sea pi = (a1, ..., ap) ∈ GP y sea Spi el conjunto de todas las funciones
pi−compatibles f : [p]→ N, entonces
Fpi(x1, ..., xp) :=
∑
f∈Spi
(x
f(1)
1 ...x
f(p)
p ) =
∏
j∈Dpi xa1xa2 ...xaj∏p
i=1(1− xa1xa2 ...xai)
, (2-4)
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2. Sea Spi el conjunto de todas las funciones dual pi−compatibles f : [p]→ N entonces:
F pi(x1, ..., xp) :=
∑
f∈Spi
(x
f(1)
1 , ..., x
f(p)
p ) =
∏
j∈Api xa1xa2 ...xaj∏p
i=1(1− xa1xa2 ...xai)
, (2-5)
donde Api = [p− 1]−Dpi es el conjunto ascenso de pi, que se define como:
Api = [n− 1]−Dpi.
El siguiente resultado es conocido como el lema fundamental de particiones-(P, w) y permite
que el conjunto A(P, w) de todas las particiones-(P, w) en que se divide un nu´mero finito
simple de subconjuntos (es decir e(P)) se pueden manejar por separado.
Lema 2.12. 1. Sea P un orden parcial natural sobre [p] y sea L(P) ⊆ GP un conjunto
Jordan Ho¨lder. Una funcio´n σ : P → N es una particio´n−P si y solo si e´sta es
pi−compatible para algu´n pi ∈ L(P) (necesariamente u´nico). Equivalentemente
A(P) =
⋃
pi∈L(P)
Spi.
2. Una funcio´n τ : P → N es una particio´n−P estricta si y solamente si e´sta es dual
pi−compatible para algu´n pi ∈ L(P), (necesariamente u´nico). Equivalentemente si A(P)
denota el conjunto de todas las particiones −(P) estrictas, entonces
A(P) =
⋃
pi∈L(P)
Spi.
El siguiente teorema da otra manera de obtener las funciones generantes FP y F P, se obtiene
de la combinacio´n de los Lemas 2.11 y 2.12.
Teorema 2.13. Sea P un orden natural parcial sobre [p], con conjunto Jordan Ho¨lder L(P).
Entonces
FP(x1, ..., xp) =
∑
pi∈L(P)
∏
j∈Dpi xpi(1)xpi(2)...xpi(j)∏p
i=1(1− xpi(1)xpi(2)...xpi(i))
, (2-6)
y
F P(x1, ..., xp) =
∑
pi∈L(P)
∏
j∈Api xpi(1)xpi(2)...xpi(j)∏p
i=1(1− xpi(1)xpi(2)...xpi(i))
. (2-7)
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Ejemplo: Sea P dado por la figura 2-2, entonces L(P) = {3124, 3142, 1324, 1342, 1432}. Por
el Lema 2.12 decimos que cada particio´n-P, σ : P → N satisface exactamente una de las
condiciones:
σ(3) > σ(1) ≥ σ(2) ≥ σ(4)
σ(3) > σ(1) ≥ σ(4) > σ(2)
σ(1) ≥ σ(3) > σ(2) ≥ σ(4)
σ(1) ≥ σ(3) ≥ σ(4) > σ(2)
σ(1) ≥ σ(4) > σ(3) > σ(2)
d
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Figura 2-2: Poset etiquetado
Se sigue entonces que:
FP,w(x1, x2, x3, x4) =
x1
(1− x1)(1− x1x2)(1− x1x2x3)(1− x1x2x3x4)
+
x1x2
(1− x2)(1− x1x2)(1− x1x2x3)(1− x1x2x3x4)
+
x21x2x4
(1− x1)(1− x1x2)(1− x1x2x4)(1− x1x2x3x4)
+
x1x2x4
(1− x2)(1− x1x2)(1− x1x2x4)(1− x1x2x3x4)
+
x1x
2
2x
2
4
(1− x2)(1− x2x4)(1− x1x2x4)(1− x1x2x3x4)
El ejemplo anterior ilustra el significado fundamental detra´s de la combinatoria dado por el
Lema 2.12.
Si w es una etiqueta de un conjunto parcialmente ordenado P, se define la etiqueta comple-
mentaria w por
w(x) = p+ 1− w(x)
tal que si w es una etiqueta natural, entonces w es estricta y se tiene el siguiente resultado:
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Lema 2.14. Sean pi ∈ GP, Fpi, y F pi como en el Lema (2.11) entonces e´stas funciones
racionales se relacionan as´ı:
x1x2...xpF pi(x1, x2, ..., xp) = (−1)pFpi( 1
x1
, ...,
1
xp
).
Demostracio´n. Sea pi = (a1, ...ap) se tiene por el Lema 2.11 que:
Fpi(
1
x1
, ...,
1
xp
) =
∏
j∈Dpi(xa1xa2 ...xaj)
−1∏p
i=1(1− (xa1xa2 ...xai)−1)
(2-8)
= (−1)px
p
a1
xp−1a2 ...xap
∏
j∈Dpi(xa1xa2 ...xaj)
−1∏p
i=1(1− xa1xa2 ...xai)
. (2-9)
pero como Api = [n− 1]−Dpi, entonces
∏
j∈Dpi
xa1xa2 ...xaj
∏
j∈Api
xa1xa2 ...xaj =
p−1∏
j=1
xa1xa2 ...xaj
= xp−1a1 x
p−2
a2
...xap−1 .
La prueba se sigue comparando los te´rminos de la ecuacio´n 2-9 con la ecuacio´n 2-5.
El siguiente teorema muestra una relacio´n entre las funciones generantes FP y F P, se obtiene
de manera inmediata por el Teorema 2.13 y el Lema 2.14.
Teorema 2.15. Teorema de reciprocidad para las particiones P. Las funciones
racionales FP(x1, ..., xp) y F P(x1, ..., xp) esta´n relacionadas por:
x1x2...xpF P(x1, ..., xp) = (−1)pFP( 1
x1
, ...,
1
xp
).
2.3. Aplicacio´n a las particiones r-dimensionales
Stanley deduce el siguiente resultado sobre particiones r-dimensionales en [16], el cual se
puede demostrar haciendo uso del teorema de reciprocidad para las particiones P.
Sea P un ideal ordenado finito de N r0 = N0 ×N0 × ...×N0 (r−veces), donde los elementos
de N r0 son:
N r0 = {(m1, ...,mr) | mi ≥ 0 para i = 1, ..., r}
Si S = {i1, i2, ..., it} ⊆ {1, 2, ..., r} y para cada entero n ≥ 0 consideramos las funciones τ de
P sobre los enteros positivos N con las siguientes propiedades:
1. τ(m1, ...,mr) ≥ τ(m1, ...,mi + 1,mr) para toda i ∈ [r],
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2. τ(m1, ...,mr) > τ(m1, ...,mi + 1,mr) si i ∈ S,
3.
∑
x∈P τ(x) = n,
entonces τ se llama una particio´n r-dimensional de n de la forma P estricta en las direcciones
i1, i2, ..., it. Sea an el nu´mero de tales funciones τ (como funciones de n con r,P y S fijos) y
A(q) =
∞∑
n=0
anq
n,
considerando bn como el nu´mero de particiones r-dimensionales de n de forma P estricta en
las direcciones j1, j2, ..., jp−t = [r]− S, se define
B(q) =
∞∑
n=0
bnq
n,
y se tiene la siguiente proposicio´n para las funciones generantes:
Proposicio´n 2.16. A(q) y B(q) son funciones racionales en la variable q relacionadas por:
B(q) = (−1)pqpA(1/q),
donde |P| = p.
Demostracio´n. Se puede elegir una etiqueta w de P que sea decreciente en las direcciones
i1, i2, ..., it y creciente en las otras direcciones j1, ..., jp−t. Entonces
A(q) = qpU(P, w; q),
B(q) = qpU(P, w; q).
Por el teorema (2.15) de reciprocidad para U(P, w; q), se tiene que
qpU(P, w; q) = (−1)pU(P, w; 1/q),
con lo cual se tiene la prueba.
En [16] Stanley hace notar el intere´s creciente que hay en la determinacio´n de las funciones
del tipo A(q). En particular menciona el trabajo de Gordon y la teor´ıa que se tiene para el
caso r = 2, es decir, la teor´ıa de particiones planas o particiones bidimensionales y agrega
que para r ≥ 3 casi nada se sabe, y la proposicio´n 2.16 emite so´lo un de´bil rayo de luz en
una oscuridad inmensa.
Cap´ıtulo 3
Composiciones del tipo H
3.1. Introduccio´n
En este cap´ıtulo, se van a construir biyecciones entre los conjuntos de trayectorias reticulares
de un poset Pk con diagramas de Hasse de la forma:
e e
e
e
e
e e
Pk =
  
  
  
  
@@
@@
@@
@@
· ·
·· ·
·
· · ·
a1
b2
b1
bk
ck
c2
c1
Figura 3-1:
y algunos tipos de composiciones inducidos por Pk. Se nota que el nu´mero de trayectorias
reticulares que unen los ve´rtices a1‖ck es igual al nu´mero de extensiones lineales de un poset
P con diagrama de Hasse como se muestra en la figura 3-2.
cc
ccc ppp
@
@
P =
γ0
δ1
δ2
δk−1
δk
Figura 3-2: Poset P
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En e´ste caso se consideran las cadenas C1, C2 ⊂ P, donde C1 = {γ0} y C2 = {δ1, δ2, ..., δk}.
Se denotara´ pnk =
1
2
[(n−2)k2− (n−4)k] como el nu´mero poligonal correspondiente de orden
n y rango k.
3.2. Composiciones del tipo H
Para m ≥ 3 fijo, se dira´ que una composicio´n λ = {chij | 1 ≤ h ≤ 6, 1 ≤ i, j ≤ m, chij ≥ 0}
de un entero positivo n es del tipo H, si se satisfacen las siguientes condiciones y relaciones:
(aM) n =
6∑
h=1
m∑
i=1
m∑
j=1
chij
(bM) Si c
h
i0j0
= 0 (chi0j0 6= 0) para algu´n 1 ≤ i0 ≤ m , 1 ≤ j0 ≤ m y 1 ≤ h ≤ 6, entonces
chij0 = 0 (c
h
ij0
6= 0) para toda 1 ≤ i ≤ m.
(cM) Si c
1
i0j0
6= 0 para alguna 1 ≤ i0, j0 ≤ m, entonces para toda j, j0 ≤ j ≤ m,
c1i0j0 = c
1
i0j
= kp
(i0+4)
j′+2 −
k∑
r=1
p
(i0+4)
αr+2 ,
para alguna 0 ≤ α1 < α2 < . . . < αk = j′ ≤ j0, 2 ≤ k < m + 2, k fijo. En e´ste caso,
para toda i, 1 ≤ i ≤ m, c1ij0 = kp(i+4)j′+2 −
k∑
r=1
p
(i+4)
αr+2. Si j
′ ≤ j ≤ j0, entonces c1i0j = c1i0j0 .
Adema´s c1i0j = 0 si j < j
′ y j′ ≥ 2 (ver relaciones (a), (b)).
(dM) Si c
2
i0j0
6= 0 para alguna 1 ≤ i0, j0 ≤ m, entonces para toda 1 ≤ i ≤ m, j0 ≤ j ≤ m,
c2ij =
k∑
r=1
p
(i+4)
αr+2.
(eM) Si c
3
i0j0
6= 0 para alguna 1 ≤ i0, j0 ≤ m y c1i0m 6= 0, entonces c3ij0 = kpi+4j′+2, j′ = j0, para
toda i, 1 ≤ i ≤ m.
Si c3i0j0 6= 0 para alguna 1 ≤ i0, j0 ≤ m con j0−k+ 1 ≥ 0 y c1ij = 0 para toda 1 ≤ i, j ≤
m, entonces para toda i , 1 ≤ i ≤ m, c3ij0 = kpi+4j′+2 para alguna j′, k − 1 ≤ j′ ≤ j0.
Si c3i0m = kp
i0+4
j′+2 para alguna j
′, k − 1 ≤ j′ ≤ m y para r < m, se tiene que c3i0r 6= 0
entonces c3ir = kp
i+4
s+2 para toda 1 ≤ i ≤ m, s = j′ si j′ ≤ r, y s = r si j′ ≥ r (ver
relacio´n (b)).
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(fM) Si c
1
i0m
6= 0 o c3i0m 6= 0 para alguna 1 ≤ i0 ≤ m, j′ ≤ m, entonces para cada i, 1 ≤ i ≤ m,
se tiene c4im = (m+ 2− k)pi+4r+2, j′ ≤ r ≤ m. En e´ste caso, si j ≤ m, entonces
c4i0j = (m+ 2− k)pi0+4t+2 ,
t = r si r ≤ j, y t = j si r ≥ j (ver relaciones (b), (e), (f), j′ definida en (cM) or (eM)).
(gM) Si para alguna 1 ≤ i0, j0 ≤ m, c5i0j0 6= 0, entonces para cada i, 1 ≤ i ≤ m, se tiene
c5ij0 = k
r−1∑
h=j′
[3i+ (i+ 2)(h− 1) + 7],
(ver relaciones (c), (d), j′ definido en (cM) o (eM)).
(hM) Si para alguna 1 ≤ i0, j0 ≤ m, se tiene c6i0j0 6= 0, entonces para cada i con 1 ≤ i ≤ m,
se tiene:
c6ij0 = (m+ 2)
j0−1∑
h=r
[3i+ (i+ 2)(h− 1) + 7],
(ver relaciones (e), (f)).
(iM) Si el subconjunto λim = {chim ∈ λ | chim 6= 0} es una composicio´n de (m + 2)p5m+2
entonces para toda i, j fija 1 ≤ i, j ≤ m, el subconjunto λij = {chij ∈ λ | chij 6= 0} es
una composicio´n de (m+ 2)pi+4j+2.
Cada una de las partes chij ∈ λ satisfacen las siguientes relaciones:
(a) c1ij = 0 si y solo si c
2
ij = 0,
(b) c1ij 6= 0 si y solo si c3ij = 0,
(c) Si c1ij 6= 0 y j′ < t en c4ij, entonces c5ij 6= 0. Por otro lado, Si c3ij 6= 0 y j′ < t en c4ij
entonces c5ij 6= 0.
(d) Si j′ ≤ t en c4ij entonces c5ij = 0.
(e) c4ij = (m+ 2− k)p(i+4)r+2 , r < j si y solo si c6ij 6= 0,
(f) Si c4ij = (m+ 2− k)p(i+4)j+2 , entonces c6ij = 0.
Se denotara´ c(H, n) como el nu´mero de composiciones del tipo H de un entero positivo n.
El siguiente teorema es una consecuencia de la definicio´n de composiciones del tipo H:
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Teorema 3.1. Si n es un entero positivo para el cual existe una composicio´n λ del tipo H
con k y m fijos, entonces
n = (m+ 2)[(ρm+1 − 1)(p3m+1 − 1) + (ρm+2 − 4)m], (3-1)
donde ρn =
n(n+1)(n+2)
6
.
Demostracio´n. Se puede notar que, cada nu´mero poligonal de orden n y rango k se puede
escribir de la forma:
pnk = p
n−1
k + p
3
k−1,
por lo tanto,
6∑
h=1
m∑
j=1
chij = (m+ 2)[(i+ 1)(ρm+1 − 1) + (ρm+2 − 4)],
de e´sta manera,
n =
6∑
h=1
m∑
i=1
m∑
j=1
chij = (m+ 2)
m∑
i=1
[(i+ 1)(ρm+1 − 1) + (ρm+2 − 4)]
= (m+ 2)[(ρm+1 − 1)(p3m+1 − 1) + (ρm+2 − 4)m].
El siguiente teorema da una fo´rmula para calcular el nu´mero de composiciones del tipo H
de un entero positivo n:
Teorema 3.2. Si un entero positivo n tiene la forma dada en (3-1) entonces:
c(H, n) =
m+2∑
t=3
(t− 2)(m− t+ 3) +
m+2∑
t=3
t−3∑
k=0
[(m− t+ 3)(2k)]. (3-2)
Demostracio´n. Considerando un poset Pm con diagrama de Hasse de la forma:
Para cada i ≥ 0, Pm puede ser escrito de la forma: Pm = P1i + P2i + P3i ,
Donde P1i = (ci)M, P
2
i = (ci)
O − {ci}, P3i = Pm − (P1i + P2i ).
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Figura 3-3:
Para cada 0 ≤ i ≤ m y m ≥ 3 fijos, se define una unio´n wi de particiones-Pji , (1 ≤ j ≤ 3)
tal que (en e´ste caso, sin pe´rdida de generalidad se consideran, 5 ≤ s ≤ m+ 4 fijos):
wi(x) =

−ps2 + psh+3, Si x = ah ∈ P1i ,
0, Si x = ah ∈ P3i ,
ps2 + p
s
h+3, Si x = bh ∈ P1i ,
2[3(s− 4) + (s− 2)(h− 1) + 7], Si x = bh ∈ P3i ,
s[3(s− 4) + (s− 2)(h− 1) + 7], Si x = ch ∈ P2i ,
(s− 2)psh+3, Si x = ch ∈ P1i .
tambie´n se define otro tipo de unio´n de particiones-Pji , que se llamara´n w
′
i tal que:
w′i(x) =

0, Si x = ah ∈ P1i + P3i ,
2psh+3, Si x = bh ∈ P1i ,
2[3(s− 4) + (s− 2)(h− 1) + 7], Si x = bh ∈ P3i ,
s[3(s− 4) + (s− 2)(h− 1) + 7], Si x = ch ∈ P2i ,
(s− 2)psh+3, Si x = ch ∈ P1i .
Ahora se puede observar que cada trayectoria reticular de la forma
ah||cm−1 ∈ Pm, (bh||cm−1 ∈ Pm, respectivamente)
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tiene asociada una u´nica composicio´n del tipo λ(s−4)m de (m + 2)psm+2 (ver condicio´n (iM))
con k = 2 y
c2(s−4)m = p
s
2 + p
s
h+3, (c
2
(s−4)m = 2p
s
h+3, respectivamente).
Realmente, existe una biyeccio´n entre el conjunto Λh (Γh) de trayectorias reticulares de la
forma ah||cm−1 ∈ Pm (bh||cm−1 ∈ Pm, respectivamente) y el conjunto de composiciones del
tipo λ(s−4)m de (m+ 2)psm+2 con
c2(s−4)m = p
s
2 + p
s
h+3 fijos (c
3
(s−4)m = 2p
s
h+3 respectivamente).
En efecto los mismos argumentos pueden ser usados para concluir que para cada k fijo,
2 ≤ k ≤ m + 1, existe una correspondencia biyectiva entre los conjuntos Λh, h ≥ 0 y
composiciones del tipo
λ(s−4)m de (m+ 2)psm+2 con c
2
(s−4)m =
k∑
r=1
psαr+2,
fijando
0 ≤ α1 < α2 < . . . < αk−1 < αk, αk + 2 = h+ 3,
(Tambie´n hay correspondencia biyectiva de Γh y composiciones de tipo λ(s−4)m de (m+2)psm+2
con c3(s−4)m = kp
s
h+3).
Por definicio´n el nu´mero de composiciones del tipo λ1(m) de (m+ 2)p
5
m+2, es igual al nu´mero
de composiciones del tipo H de un entero positivo
n = (m+ 2)[(pm−1 − 1)(p3m+1 − 1) + (pm+2 − 4)m]
(ver 3-1) con m ≥ 3 fijo, es posible ver que c(H, n) es igual a:
m−1∑
t=0
εtδt +
m−1∑
t=0
γtδ
′
t,
donde δi denota el nu´mero de trayectorias reticulares de la forma ai||cm−1 ∈ Pm y εi es el
nu´mero de todas las sumas de la forma
v∑
r=1
psαr , 2 ≤ v ≤ i+ 2, 2 ≤ α1 < α2 < α3 < . . . < αv = i+ 3.
Entonces existe una correspondencia biyectiva entre e´stas sumas con α1, αv fijos y los ele-
mentos del conjunto Aαv−α1−1 = {1, 2, ..., αv − α1 − 1}(A0 = ∅), por lo tanto, εi =
i∑
t=0
2t.
Para i ≥ 0 y s ≥ 5 fijos, se tiene que
γi = |{kpsi+3 | 2 ≤ k ≤ i+ 2}| = i+ 1
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y δ′i es el nu´mero de trayectorias reticulares que unen los puntos bi y cm−1. Adema´s, si i ≥ 0
entonces δ′i = δi = m− i, as´ı
m−1∑
t=0
εtδt enumera el nu´mero de composiciones del tipo
λ1m de (m+ 2)p
5
m+2 con c
1
1m 6= 0,
y
m−1∑
t=0
γtδ
′
t enumera el nu´mero de composiciones del tipo
λ1m de (m+ 2)p
5
m+2 con c
3
1m 6= 0.
Se observa que c(H, n) esta´ dado por la siguiente identidad:
m−1∑
t=0
εtδt +
m−1∑
t=0
γtδ
′
t =
m−1∑
t=0
t∑
k=0
2k(m− t) +
m−1∑
t=0
(t+ 1)(m− t).
En la siguiente tabla se escribe el nu´mero c2(u, v) de todas las composiciones del tipo H de
4104 (m=4) con c2(s−4)4 =
k∑
r=1
psαr+2, 5 ≤ s ≤ 8, u = α1 + 2, v = αk + 2.
Tambie´n se da el nu´mero de composiciones con c1ij = 0 para toda 1 ≤ i, j ≤ 4 en tal caso,
c3(v) denota el nu´mero de composiciones con c3(s−4)4 = kp
s
v. El correspondiente nu´mero de
trayectorias reticulares asociados con tales composiciones son:
c2(u, v)\c3(v) Nu´mero de trayectorias reticulares nu´mero de trayectorias
composiciones asociada reticulares asociadas
c2(2, 3) 4 a0||c3 4
c2(2, 4) 6 a1||c3 3
c2(2, 5) 8 a2||c3 2
c2(2, 6) 8 a3||c3 1
c2(3, 4) 3 a1||c3 3
c2(3, 5) 4 a2||c3 2
c2(3, 6) 4 a3||c3 1
c2(4, 5) 2 a2||c3 2
c2(4, 6) 2 a3||c3 1
c2(5, 6) 1 a3||c3 1
c3(3) 4 a0||c3 4
c3(4) 6 a1||c3 3
c3(5) 6 a2||c3 2
c3(6) 4 a3||c3 1
Adema´s c(H, 4104) =
∑
2≤i≤5
3≤j≤6
c2(i, j) +
∑
3≤k≤6
c3(k) = 62.
Cap´ıtulo 4
Ejemplo de las composiciones del tipo
H
Ya que la definicio´n de las composiciones del tipo H es algo complicada, se utiliza un ejemplo
en el cual se considera la lista completa de composiciones del tipo H de 1320 con m = 3,
k ∈ {2, 3, 4}:
k=2
λ1 =
{
c1ij =
 7 7 79 9 9
11 11 11
 , c2ij =
 p52 + p53 p52 + p53 p52 + p53p62 + p63 p62 + p63 p62 + p63
p72 + p
7
3 p
7
2 + p
7
3 p
7
2 + p
7
3
 ,
c3ij = c
5
ij = 0, 1 ≤ i, j ≤ 3, c4ij =
 3p53 3p53 3p533p63 3p63 3p63
3p73 3p
7
3 3p
7
3
 , c6ij =
 0 50 50 + 650 65 65 + 85
0 80 80 + 105
},
λ2 =
{
c1ij =
 7 7 79 9 9
11 11 11
 , c2ij =
 p52 + p53 p52 + p53 p52 + p53p62 + p63 p62 + p63 p62 + p63
p72 + p
7
3 p
7
2 + p
7
3 p
7
2 + p
7
3
 ,
c3ij = 0, 1 ≤ i, j ≤ 3 c4ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 , c5ij =
 0 20 200 26 26
0 32 32
 ,
c6ij =
 0 0 650 0 85
0 0 105
},
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λ3 =
{
c1ij =
 7 7 79 9 9
11 11 11
 , c2ij =
 p52 + p53 p52 + p53 p52 + p53p62 + p63 p62 + p63 p62 + p63
p72 + p
7
3 p
7
2 + p
7
3 p
7
2 + p
7
3
 ,
c3ij = 0, 1 ≤ i, j ≤ 3, c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij =
 0 20 20 + 260 26 26 + 34
0 32 32 + 42
 ,
c6ij = 0, 1 ≤ i, j ≤ 3
}
,
λ4 =
{
c1ij = c
2
ij = c
5
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p53 2p532p63 2p63 2p63
2p73 2p
7
3 2p
7
3
 ,
c4ij =
 3p53 3p53 3p533p63 3p63 3p63
3p73 3p
7
3 3p
7
3
 , c6ij =
 0 50 50 + 650 65 65 + 85
0 80 80 + 105
},
λ5 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p53 2p532p63 2p63 2p63
2p73 2p
7
3 2p
7
3
 ,
c4ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 , c5ij =
 0 20 200 26 26
0 32 32
 , c6ij =
 0 0 650 0 85
0 0 105
},
λ6 =
{
c1ij = c
2
ij = c
5
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p54 2p542p63 2p64 2p64
2p73 2p
7
4 2p
7
4
 ,
c4ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 , c6ij =
 0 0 650 0 85
0 0 105
},
λ7 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p53 2p532p63 2p63 2p63
2p73 2p
7
3 2p
7
3
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij =
 0 20 20 + 260 26 26 + 34
0 32 32 + 42
},
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λ8 =
{
c1ij = c
2
ij = c
6
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p54 2p542p63 2p64 2p64
2p73 2p
7
4 2p
7
4
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij =
 0 0 260 0 34
0 0 42
},
λ9 =
{
c1ij = c
2
ij = c
6
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
},
λ10 =
{
c1ij =
 0 17 170 22 22
0 27 27
 , c2ij =
 0 p52 + p54 p52 + p540 p62 + p64 p62 + p64
0 p72 + p
7
4 p
7
2 + p
7
4
 , c3ij =
 2p53 0 02p63 0 0
2p73 0 0
 ,
c4ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 , c5ij = 0, 1 ≤ i, j ≤ 3, c6ij =
 0 0 650 0 85
0 0 105
},
λ11 =
{
c1ij =
 0 17 170 22 22
0 27 27
 , c2ij =
 0 p52 + p54 p52 + p540 p62 + p64 p62 + p64
0 p72 + p
7
4 p
7
2 + p
7
4
 , c3ij =
 2p53 0 02p63 0 0
2p73 0 0
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij =
 0 0 260 0 3
0 0 42
 , c6ij = 0, 1 ≤ i, j ≤ 3
}
,
λ12 =
{
c1ij =
 0 0 300 0 39
0 0 48
 , c2ij =
 0 0 p52 + p550 0 p62 + p65
0 0 p72 + p
7
5
 , c3ij =
 2p53 2p54 02p63 2p64 0
2p73 2p
7
4 0
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ13 =
{
c1ij =
 0 10 100 13 13
0 16 16
 , c2ij =
 0 p53 + p54 p53 + p540 p63 + p64 p63 + p64
0 p73 + p
7
4 p
7
3 + p
7
4
 , c3ij =
 2p53 0 02p63 0 0
2p73 0 0
 ,
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c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij =
 0 0 260 0 34
0 0 42
 , c6ij = 0, 1 ≤ i, j ≤ 3
}
,
λ14 =
{
c1ij =
 0 10 100 13 13
0 16 16
 , c2ij =
 0 p53 + p54 p52 + p540 p63 + p64 p62 + p64
0 p73 + p
7
4 p
7
2 + p
7
4
 , c3ij =
 2p53 0 02p63 0 0
2p73 0 0
 ,
c4ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 , c5ij = 0, 1 ≤ i, j ≤ 6, c6ij =
 0 0 650 0 85
0 0 105
},
λ15 =
{
c1ij =
 0 0 230 0 30
0 0 37
 , c2ij =
 0 0 p53 + p550 0 p63 + p65
0 0 p73 + p
7
5
 , c3ij
 2p53 2p54 02p63 2p64 0
2p73 2p
7
4 0
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ16 =
{
c1ij =
 0 0 130 0 17
0 0 21
 , c2ij =
 0 0 p54 + p550 0 p64 + p65
0 0 p74 + p
7
5
 , c3ij =
 2p53 2p54 02p63 2p64 0
2p73 2p
7
4 0
 ,
c4ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
},
k=3
λ17 =
{
c1ij =
 0 27 270 35 35
0 43 43
 , c2ij =
 0 p52 + p53 + p54 p52 + p53 + p540 p62 + p63 + p64 p62 + p63 + p64
0 p72 + p
7
3 + p
7
4 p
7
2 + p
7
3 + p
7
4
 ,
c3ij =
 3p53 0 03p63 0 0
3p73 0 0
 , c4ij =
 2p53 2p54 2p542p63 2p64 2p64
2p73 2p
7
4 2p
7
4
 , c5ij = 0,
1 ≤ i, j ≤ 3, c6ij =
 0 0 650 0 85
0 0 105
},
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λ18 =
{
c1ij =
 0 27 270 35 35
0 43 43
 , c2ij =
 0 p52 + p53 + p54 p52 + p53 + p540 p62 + p63 + p64 p62 + p63 + p64
0 p72 + p
7
3 + p
7
4 p
7
2 + p
7
3 + p
7
4
 ,
c3ij =
 3p53 0 03p63 0 0
3p73 0 0
 , c4ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 , c5ij =
 0 0 390 0 51
0 0 63
 ,
c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ19 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 3p53 3p54 3p543p63 3p64 3p64
3p73 3p
7
4 3p
7
4
 ,
c4ij =
 2p53 2p54 2p542p63 2p64 2p64
2p73 2p
7
4 2p
7
4
 , c5ij = 0, 1 ≤ i, j ≤ 3, c6ij =
 0 0 650 0 85
0 0 105
},
λ20 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 ,
c4ij =
 2p53 2p54 2p542p63 2p64 2p64
2p73 2p
7
4 2p
7
4
 , c5ij =
 0 0 390 0 51
0 0 63
 , c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ21 =
{
c1ij =
 0 0 530 0 69
0 0 85
 , c2ij =
 0 0 p52 + p53 + p550 0 p62 + p63 + p65
0 0 p72 + p
7
3 + p
7
5
 , c3ij =
 3p53 3p54 03p63 3p64 0
3p73 3p
7
4 0
 ,
c4ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ22 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 3p53 3p54 3p553p63 3p64 3p65
3p73 3p
7
4 3p
7
5
 ,
c4ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
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λ23 =
{
c1ij =
 0 0 430 0 56
0 0 69
 , c2ij =
 0 0 p52 + p54 + p550 0 p62 + p64 + p65
0 0 p72 + p
7
4 + p
7
5
 , c3ij =
 3p53 3p54 03p63 3p64 0
3p73 3p
7
4 0
 ,
c4ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ24 =
{
c1ij =
 0 0 360 0 47
0 0 58
 , c2ij =
 0 0 p53 + p54 + p550 0 p63 + p64 + p65
0 0 p73 + p
7
4 + p
7
5
 , c3ij =
 3p53 3p54 03p63 3p64 0
3p73 3p
7
4 0
 ,
c4ij =
 2p53 2p54 2p552p63 2p64 2p65
2p73 2p
7
4 2p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
k=4
λ25 =
{
c1ij =
 0 0 1010 0 131
0 0 161
 , c2ij =
 0 0 p52 + p53 + p54 + p550 0 p62 + p63 + p64 + p65
0 0 p72 + p
7
3 + p
7
4 + p
7
5
 ,
c3ij =
 3p53 3p54 03p63 3p64 0
3p73 3p
7
4 0
 ,
c4ij =
 2p53 2p54 p552p63 2p64 p65
2p73 2p
7
4 p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
,
λ26 =
{
c1ij = c
2
ij = 0, 1 ≤ i, j ≤ 3, c3ij =
 4p53 4p54 4p554p63 4p64 4p65
4p73 4p
7
4 4p
7
5
 ,
c4ij =
 p53 p54 p55p63 p64 p65
p73 p
7
4 p
7
5
 , c5ij = c6ij = 0, 1 ≤ i, j ≤ 6
}
.
A continuacio´n se presentan algunas de e´stas composiciones con m = 4, es decir para el
nu´mero 4104:
Con j′ = 4, r = 4, k = 2,
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λ1 =
{
c1ij = c
2
ij = c
5
ij = c
6
ij = 0, c
3
ij =

2p53 2p
5
4 2p
5
5 2p
5
6
2p63 2p
6
4 2p
6
5 2p
6
6
2p73 2p
7
4 2p
7
5 2p
7
6
2p83 2p
8
4 2p
8
5 2p
8
6
 ,
c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6

}
Con j′ = 3, r = 4, k = 2,
λ2 =
{
c1ij = c
2
ij = c
6
ij = 0, c
3
ij =

2p53 2p
5
4 2p
5
5 2p
5
5
2p63 2p
6
4 2p
6
5 2p
6
5
2p73 2p
7
4 2p
7
5 2p
7
5
2p83 2p
8
4 2p
8
5 2p
8
5
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 ,
c5ij =

0 0 0 32
0 0 0 42
0 0 0 52
0 0 0 62

}
Con j′ = 3, r = 3, k = 2,
λ3 =
{
c1ij = c
2
ij = c
5
ij = 0, c
3
ij =

2p53 2p
5
3 2p
5
3 2p
5
3
2p63 2p
6
3 2p
6
3 2p
6
3
2p73 2p
7
3 2p
7
3 2p
7
3
2p83 2p
8
3 2p
8
6 2p
8
3
 , c4ij =

4p53 4p
5
3 4p
5
3 4p
5
3
4p63 4p
6
3 4p
6
3 4p
6
3
4p73 4p
7
3 4p
7
3 4p
7
3
4p83 4p
8
3 4p
8
3 4p
8
3
 ,
c6ij =

0 60 138 234
0 78 180 306
0 96 222 378
0 114 264 450

}
.
Con j′ = 1, r = 1, k = 2,
λ4 =
{
c1ij =

p53 − p52 p53 − p52 p53 − p52 p53 − p52
p63 − p62 p63 − p62 p63 − p62 p63 − p62
p73 − p72 p73 − p72 p73 − p72 p73 − p72
p83 − p82 p83 − p82 p83 − p82 p83 − p82
 ,
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c2ij =

p53 + p
5
2 p
5
3 + p
5
2 p
5
3 + p
5
2 p
5
3 + p
5
2
p63 + p
6
2 p
6
3 + p
6
2 p
6
3 + p
6
2 p
6
3 + p
6
2
p73 + p
7
2 p
7
3 + p
7
2 p
7
3 + p
7
2 p
7
3 + p
7
2
p83 + p
8
2 p
8
3 + p
8
2 p
8
3 + p
8
2 p
8
3 + p
8
2
 , c4ij =

4p53 4p
5
3 4p
5
3 4p
5
3
4p63 4p
6
3 4p
6
3 4p
6
3
4p73 4p
7
3 4p
7
3 4p
7
3
4p83 4p
8
3 4p
8
3 4p
8
3
 ,
c6ij =

0 60 138 234
0 78 180 306
0 96 222 378
0 114 264 450
 , c3ij = c5ij = 0
}
Con j′ = 2, r = 3, k = 2,
λ5 =
{
c1ij = c
2
ij = 0, c
3
ij =

2p53 2p
5
4 2p
5
4 2p
5
4
2p63 2p
6
4 2p
6
4 2p
6
4
2p73 2p
7
4 2p
7
4 2p
7
4
2p83 2p
8
4 2p
8
4 2p
8
4
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
5
4p63 4p
6
4 4p
6
5 4p
6
5
4p73 4p
7
4 4p
7
5 4p
7
5
4p83 4p
8
4 4p
8
5 4p
8
5
 ,
c5ij =

0 0 26 26
0 0 34 34
0 0 42 42
0 0 50 50
 , c6ij =

0 0 0 96
0 0 0 126
0 0 0 156
0 0 0 186

}
Con j′ = 3, r = 3, k = 2,
λ6 =
{
c1ij = c
2
ij = c
5
ij = 0, c
3
ij =

2p53 2p
5
4 2p
5
5 2p
5
6
2p63 2p
6
4 2p
6
5 2p
6
6
2p73 2p
7
4 2p
7
5 2p
7
6
2p83 2p
8
4 2p
8
5 2p
8
6
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
5
4p63 4p
6
4 4p
6
5 4p
6
5
4p73 4p
7
4 4p
7
5 4p
7
5
4p83 4p
8
4 4p
8
5 4p
8
5
 ,
c6ij =

0 0 0 96
0 0 0 126
0 0 0 156
0 0 0 186

}
Con j′ = 3, r = 2, k = 2,
λ7 =
{
c1ij = c
2
ij = 0, c
3
ij =

2p53 2p
5
3 2p
5
3 2p
5
3
2p63 2p
6
3 2p
6
3 2p
6
3
2p73 2p
7
3 2p
7
3 2p
7
3
2p83 2p
8
3 2p
8
3 2p
8
3
 , c4ij =

4p53 4p
5
4 4p
5
4 4p
5
4
4p63 4p
6
4 4p
6
4 4p
6
4
4p73 4p
7
4 4p
7
4 4p
7
4
4p83 4p
8
4 4p
8
4 4p
8
4
 ,
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c5ij =

0 20 20 20
0 26 26 26
0 32 32 32
0 38 38 38
 , c6ij =

0 0 78 174
0 0 102 228
0 0 126 282
0 0 150 336

}
Con j′ = 1, r = 1, k = 2,
λ8 =
{
c1ij =

p53 − p52 p53 − p52 p53 − p52 p53 − p52
p63 − p62 p63 − p62 p63 − p62 p63 − p62
p73 − p72 p73 − p72 p73 − p72 p73 − p72
p83 − p82 p83 − p82 p83 − p82 p83 − p82
 ,
c2ij =

p53 + p
5
2 p
5
3 + p
5
2 p
5
3 + p
5
2 p
5
3 + p
5
2
p63 + p
6
2 p
6
3 + p
6
2 p
6
3 + p
6
2 p
6
3 + p
6
2
p73 + p
7
2 p
7
3 + p
7
2 p
7
3 + p
7
2 p
7
3 + p
7
2
p83 + p
8
2 p
8
3 + p
8
2 p
8
3 + p
8
2 p
8
3 + p
8
2
 , c4ij =

4p53 4p
5
4 4p
5
4 4p
5
4
4p63 4p
6
4 4p
6
4 4p
6
4
4p73 4p
7
4 4p
7
4 4p
7
4
4p83 4p
8
4 4p
8
4 4p
8
4
 ,
c5ij =

0 20 20 20
0 26 26 26
0 32 32 32
0 38 38 38
 c6ij =

0 0 78 174
0 0 102 228
0 0 126 282
0 0 150 336
 , c3ij = c5ij = 0
}
Con j′ = 2, r = 2, k = 2,
λ9 =
{
c1ij = c
2
ij = c
5
ij = 0, c
3
ij =

2p53 2p
5
4 2p
5
4 2p
5
4
2p63 2p
6
4 2p
6
4 2p
6
4
2p73 2p
7
4 2p
7
4 2p
7
4
2p83 2p
8
4 2p
8
4 2p
8
4
 , c4ij =

4p53 4p
5
4 4p
5
4 4p
5
4
4p63 4p
6
4 4p
6
4 4p
6
4
4p73 4p
7
4 4p
7
4 4p
7
4
4p83 4p
8
4 4p
8
4 4p
8
4
 ,
c6ij =

0 0 78 174
0 0 102 228
0 0 126 282
0 0 150 336

}
Con j′ = 2, r = 2, k = 2, y α1 = 0, α2 = 2
λ10 =
{
c1ij =

0 p54 − p52 p54 − p52 p54 − p52
0 p64 − p62 p64 − p62 p64 − p62
0 p74 − p72 p74 − p72 p74 − p72
0 p84 − p82 p84 − p82 p84 − p82
 , c2ij =

0 p54 + p
5
2 p
5
4 + p
5
2 p
5
4 + p
5
2
0 p64 + p
6
2 p
6
4 + p
6
2 p
6
4 + p
6
2
0 p74 + p
7
2 p
7
4 + p
7
2 p
7
4 + p
7
2
0 p84 + p
8
2 p
8
4 + p
8
2 p
8
4 + p
8
2
 ,
52 4 Ejemplo de las composiciones del tipo H
c3ij =

2p53 0 0 0
2p63 0 0 0
2p73 0 0 0
2p83 0 0 0
 , c4ij =

4p53 4p
5
4 4p
5
4 4p
5
4
4p63 4p
6
4 4p
6
4 4p
6
4
4p73 4p
7
4 4p
7
4 4p
7
4
4p83 4p
8
4 4p
8
4 4p
8
4
 , c6ij =

0 0 78 174
0 0 102 228
0 0 126 282
0 0 150 336
 ,
c5ij = 0
}
Con j′ = 2, r = 2, k = 2, y α1 = 1, α2 = 2,
λ11 =
{
c1ij =

0 p54 − p53 p54 − p53 p54 − p53
0 p64 − p63 p64 − p63 p64 − p63
0 p74 − p73 p74 − p73 p74 − p73
0 p84 − p83 p84 − p83 p84 − p83
 , c2ij =

0 p54 + p
5
3 p
5
4 + p
5
3 p
5
4 + p
5
3
0 p64 + p
6
3 p
6
4 + p
6
3 p
6
4 + p
6
3
0 p74 + p
7
3 p
7
4 + p
7
3 p
7
4 + p
7
3
0 p84 + p
8
3 p
8
4 + p
8
3 p
8
4 + p
8
3
 ,
c3ij =

2p53 0 0 0
2p63 0 0 0
2p73 0 0 0
2p83 0 0 0
 , c4ij =

4p53 4p
5
4 4p
5
4 4p
5
4
4p63 4p
6
4 4p
6
4 4p
6
4
4p73 4p
7
4 4p
7
4 4p
7
4
4p83 4p
8
4 4p
8
4 4p
8
4
 c6ij =

0 0 78 174
0 0 102 228
0 0 126 282
0 0 150 336
 ,
c5ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 3, k = 2, y α1 = 0, α2 = 3
λ12 =
{
c1ij =

0 0 p55 − p52 p55 − p52
0 0 p65 − p62 p65 − p62
0 0 p75 − p72 p75 − p72
0 0 p85 − p82 p85 − p82
 , c2ij =

0 0 p55 + p
5
2 p
5
5 + p
5
2
0 0 p65 + p
6
2 p
6
5 + p
6
2
0 0 p75 + p
7
2 p
7
5 + p
7
2
0 0 p85 + p
8
2 p
8
5 + p
8
2
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
5
4p63 4p
6
4 4p
6
5 4p
6
5
4p73 4p
7
4 4p
7
5 4p
7
5
4p83 4p
8
4 4p
8
5 4p
8
5
 c6ij =

0 0 0 96
0 0 0 126
0 0 0 156
0 0 0 186
 ,
c5ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 3, k = 2, y α1 = 0, α2 = 3
53
λ13 =
{
c1ij =

0 0 p55 − p52 p55 − p52
0 0 p65 − p62 p65 − p62
0 0 p75 − p72 p75 − p72
0 0 p85 − p82 p85 − p82
 , c2ij =

0 0 p55 + p
5
2 p
5
5 + p
5
2
0 0 p65 + p
6
2 p
6
5 + p
6
2
0 0 p75 + p
7
2 p
7
5 + p
7
2
0 0 p85 + p
8
2 p
8
5 + p
8
2
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 c5ij =

0 0 0 32
0 0 0 42
0 0 0 52
0 0 0 62
 ,
c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 3, k = 2, y α1 = 2, α2 = 3
λ14 =
{
c1ij =

0 0 p55 − p54 p55 − p54
0 0 p65 − p64 p65 − p64
0 0 p75 − p74 p75 − p74
0 0 p85 − p84 p85 − p84
 , c2ij =

0 0 p55 + p
5
4 p
5
5 + p
5
4
0 0 p65 + p
6
4 p
6
5 + p
6
4
0 0 p75 + p
7
4 p
7
5 + p
7
4
0 0 p85 + p
8
4 p
8
5 + p
8
4
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
5
4p63 4p
6
4 4p
6
5 4p
6
5
4p73 4p
7
4 4p
7
5 4p
7
5
4p83 4p
8
4 4p
8
5 4p
8
5
 c6ij =

0 0 0 96
0 0 0 126
0 0 0 156
0 0 0 186
 ,
c5ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 4, k = 2, y α1 = 2, α2 = 3
λ15 =
{
c1ij =

0 0 p55 − p54 p55 − p54
0 0 p65 − p64 p65 − p64
0 0 p75 − p74 p75 − p74
0 0 p85 − p84 p85 − p84
 , c2ij =

0 0 p55 + p
5
4 p
5
5 + p
5
4
0 0 p65 + p
6
4 p
6
5 + p
6
4
0 0 p75 + p
7
4 p
7
5 + p
7
4
0 0 p85 + p
8
4 p
8
5 + p
8
4
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 c5ij =

0 0 0 32
0 0 0 42
0 0 0 52
0 0 0 62
 ,
54 4 Ejemplo de las composiciones del tipo H
c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 3, k = 2, y α1 = 1, α2 = 3
λ16 =
{
c1ij =

0 0 p55 − p53 p55 − p53
0 0 p65 − p63 p65 − p63
0 0 p75 − p73 p75 − p73
0 0 p85 − p83 p85 − p83
 , c2ij =

0 0 p55 + p
5
3 p
5
5 + p
5
3
0 0 p65 + p
6
3 p
6
5 + p
6
3
0 0 p75 + p
7
3 p
7
5 + p
7
3
0 0 p85 + p
8
3 p
8
5 + p
8
3
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
5
4p63 4p
6
4 4p
6
5 4p
6
5
4p73 4p
7
4 4p
7
5 4p
7
5
4p83 4p
8
4 4p
8
5 4p
8
5
 c6ij =

0 0 0 96
0 0 0 126
0 0 0 156
0 0 0 186
 ,
c5ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 3, r = 4, k = 2, y α1 = 1, α2 = 3
λ17 =
{
c1ij =

0 0 p55 − p53 p55 − p53
0 0 p65 − p63 p65 − p63
0 0 p75 − p73 p75 − p73
0 0 p85 − p83 p85 − p83
 , c2ij =

0 0 p55 + p
5
3 p
5
5 + p
5
3
0 0 p65 + p
6
3 p
6
5 + p
6
3
0 0 p75 + p
7
3 p
7
5 + p
7
3
0 0 p85 + p
8
3 p
8
5 + p
8
3
 ,
c3ij =

2p53 2p
5
4 0 0
2p63 2p
6
4 0 0
2p73 2p
7
4 0 0
2p83 2p
8
4 0 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 c5ij =

0 0 0 32
0 0 0 42
0 0 0 52
0 0 0 62
 ,
c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 4, r = 4, k = 2, y α1 = 1, α2 = 4
λ18 =
{
c1ij =

0 0 0 p56 − p53
0 0 0 p66 − p63
0 0 0 p76 − p73
0 0 0 p86 − p83
 , c2ij =

0 0 0 p56 + p
5
3
0 0 0 p66 + p
6
3
0 0 0 p76 + p
7
3
0 0 0 p86 + p
8
3
 ,
55
c3ij =

2p53 2p
5
4 2p
5
5 0
2p63 2p
6
4 2p
6
5 0
2p73 2p
7
4 2p
7
5 0
2p83 2p
8
4 2p
8
5 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 , c5ij = c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 4, r = 4, k = 2, y α1 = 2, α2 = 4
λ19 =
{
c1ij =

0 0 0 p56 − p54
0 0 0 p66 − p64
0 0 0 p76 − p74
0 0 0 p86 − p84
 , c2ij =

0 0 0 p56 + p
5
4
0 0 0 p66 + p
6
4
0 0 0 p76 + p
7
4
0 0 0 p86 + p
8
4
 ,
c3ij =

2p53 2p
5
4 2p
5
5 0
2p63 2p
6
4 2p
6
5 0
2p73 2p
7
4 2p
7
5 0
2p83 2p
8
4 2p
8
5 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 , c5ij = c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 4, r = 4, k = 2, y α1 = 3, α2 = 4
λ20 =
{
c1ij =

0 0 0 p56 − p55
0 0 0 p66 − p65
0 0 0 p76 − p75
0 0 0 p86 − p85
 , c2ij =

0 0 0 p56 + p
5
5
0 0 0 p66 + p
6
5
0 0 0 p76 + p
7
5
0 0 0 p86 + p
8
5
 ,
c3ij =

2p53 2p
5
4 2p
5
5 0
2p63 2p
6
4 2p
6
5 0
2p73 2p
7
4 2p
7
5 0
2p83 2p
8
4 2p
8
5 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 , c5ij = c6ij = 0
}
Con j′ = 1, j′ = 2, j′ = 3, j′ = 4, r = 4, k = 2, y α1 = 3, α2 = 4
λ21 =
{
c1ij =

0 0 0 p56 − p52
0 0 0 p66 − p62
0 0 0 p76 − p72
0 0 0 p86 − p82
 , c2ij =

0 0 0 p56 + p
5
2
0 0 0 p66 + p
6
2
0 0 0 p76 + p
7
2
0 0 0 p86 + p
8
2
 ,
56 4 Ejemplo de las composiciones del tipo H
c3ij =

2p53 2p
5
4 2p
5
5 0
2p63 2p
6
4 2p
6
5 0
2p73 2p
7
4 2p
7
5 0
2p83 2p
8
4 2p
8
5 0
 , c4ij =

4p53 4p
5
4 4p
5
5 4p
5
6
4p63 4p
6
4 4p
6
5 4p
6
6
4p73 4p
7
4 4p
7
5 4p
7
6
4p83 4p
8
4 4p
8
5 4p
8
6
 , c5ij = c6ij = 0
}
Cap´ıtulo 5
Conclusiones y recomendaciones
5.1. Conclusiones
En e´ste trabajo se estudia el problema abierto que consiste en determinar el nu´mero de
particiones (composiciones) de dimensio´n 3 para un entero positivo n. En particular se
muestra que la teor´ıa de particiones-P, es una herramienta fundamental para estudiar e´ste
tipo de problemas si el poset P se elige de manera conveniente. Es as´ı, como en e´ste trabajo
se elige un poset P en el cual el nu´mero de trayectorias reticulares contenidas en e´l, esta´ en
correspondencia biyectiva con el nu´mero de algunas composiciones especiales restringidas de
dimensio´n 3.
5.2. Recomendaciones
Un trabajo interesante para el futuro, consiste en determinar posets convenientes cuyas
trayectorias reticulares este´n en correspondencia biyectiva con distintos tipos de particiones
de dimensio´n superior.
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