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Unsupervised Multi-Class Domain Adaptation:
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Yabin Zhang∗, Bin Deng∗, Hui Tang, Lei Zhang, and Kui Jia
Abstract—In this paper, we study the formalism of unsupervised multi-class domain adaptation (multi-class UDA), which underlies
some recent algorithms whose learning objectives are only motivated empirically. A Multi-Class Scoring Disagreement (MCSD)
divergence is presented by aggregating the absolute margin violations in multi-class classification; the proposed MCSD is able to fully
characterize the relations between any pair of multi-class scoring hypotheses. By using MCSD as a measure of domain distance, we
develop a new domain adaptation bound for multi-class UDA as well as its data-dependent, probably approximately correct bound,
which naturally suggest adversarial learning objectives to align conditional feature distributions across the source and target domains.
Consequently, an algorithmic framework of Multi-class Domain-adversarial learning Networks (McDalNets) is developed, whose
different instantiations via surrogate learning objectives either coincide with or resemble a few of recently popular methods, thus
(partially) underscoring their practical effectiveness. Based on our same theory of multi-class UDA, we also introduce a new algorithm
of Domain-Symmetric Networks (SymmNets), which is featured by a novel adversarial strategy of domain confusion and discrimination.
SymmNets afford simple extensions that work equally well under the problem settings of either closed set, partial, or open set UDA. We
conduct careful empirical studies to compare different algorithms of McDalNets and our newly introduced SymmNets. Experiments
verify our theoretical analysis and show the efficacy of our proposed SymmNets. We make our implementation codes publicly available.
Index Terms—Domain adaptation, multi-class classification, adversarial training, partial or open set domain adaptation
F
1 INTRODUCTION
S TANDARD machine learning assumes that training and testdata are drawn from a same underlying distribution. As
such, uniform convergence bounds guarantee the generalization
of models learned on the training data for use of testing [1].
Although standard machine learning has achieved great success
in various tasks [2], [3], [4], even with few training data [5],
[6] or training data of multiple modalities [7], in many practical
scenarios, one may encounter the situation that annotated training
data can only be collected easily from one or several distributions
that are related to the testing one; in order words, the target data
of interest follow a distribution differing from the training source
ones. A typical example in deep learning based image analysis is
that one may annotate as many synthetic images as possible, but
often fails to annotate even a single real image; it is expected to
adapt the models learned from synthetic images for testing of real
images. This problem setting falls in the realm of transfer learning
or domain adaptation [8]. In this work, we focus particularly on
unsupervised domain adaptation (UDA) where the target data are
completely unlabeled.
In literature, theoretical studies on domain adaptation charac-
terize the conditions under which classifiers trained on the labeled
source data can be adapted for use on the target domain [9],
[10], [11], [12]. For example, Ben-David et al. [10] propose a
notion of distribution divergence induced by the hypothesis space
of binary classifiers, based on which a bound of expected error
on the target domain is thus developed; Mansour et al. [11]
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extend the zero-loss loss used in [10] to arbitrary loss functions
of binary classification. These theoretical results motivate many
of existing UDA algorithms, including the recently popular ones
based on domain-adversarial training of deep networks [13], [14],
[15], [16], [17]. A common motivation in them is to design
adversarial objectives that concern with minimax optimization,
in order to reduce the hypothesis-induced domain divergence via
the learning of domain-invariant feature representations. While
theoretical adaptation conditions are strictly derived under the set-
ting of binary classification with analysis-amenable loss functions,
practical algorithms easier to be optimized are often expected to
be applied to the cases of multiple classes. In other words, learning
objectives in many of the recent algorithms are only inspired by,
rather than strictly derived from domain adaptation bounds in [10],
[11].
This gap between theories and algorithms is recently studied
in [18], where a notion of margin disparity discrepancy induced
by pairs of multi-class scoring hypotheses is introduced to mea-
sure the divergence between domain distributions, thus extending
theories in [10], [11] to a multi-class setting closer to practical
algorithms. In spite of the being bridged gap, the scalar-valued
margin function defined in [18] is deficient in terms of fully
characterizing the disagreements between pairs of multi-class
scoring hypotheses; as a result, the theory developed in [18] cannot
well explain the effectiveness of a series of recent UDA algorithms
[16], [17], [19], [20], [21] whose designs take relationships among
all of the multiple classes into account, and thus promote a better
alignment of conditional feature distributions across domains.
In this work, we are motivated to develop theories of unsu-
pervised multi-class domain adaptation (multi-class UDA) that
connect more closely with the aforementioned practical, state-of-
the-art algorithms [16], [17], [19], [20], [21]. Technically, we are
inspired by the multi-class classification framework of Dogan et
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al. [22], which aggregates violations of class-wise absolute mar-
gins as a single loss, and propose a notion of matrix-formed Multi-
Class Scoring Disagreement (MCSD) that takes a full account of
the element-wise disagreements between any pair of multi-class
scoring hypotheses. MCSDs defined over domain distributions
induce a novel MCSD divergence, measuring distribution distance
between the source and target domains. Based on MCSD diver-
gence, we develop a new adaptation bound for multi-class UDA;
a data-dependent, probably approximately correct (PAC) bound
is also developed using the notion of Rademacher complexity.
We connect our results with existing theories of either binary
[10] or multi-class UDA [18] by introducing degenerate versions
of MCSD divergence and the corresponding domain adaptation
bounds. We show advantages of MCSD divergence over these
degenerate versions.
The bounds derived in our theory of multi-class UDA based
on either MCSD divergence or its degenerate versions naturally
suggest adversarial objectives of minimax optimization, which
promote learning of conditional feature distributions invariant
across the source and target domains. We term such an algorithmic
framework as Multi-class Domain-adversarial learning Networks
(McDalNets), as illustrated in Figure 2. While it is difficult to
directly optimize the objectives of McDalNets, we show that a few
optimization-friendly surrogate objectives instantiate the recently
popular methods [16], [18], thus (partially) explaining the underly-
ing mechanisms of their effectiveness. In addition to McDalNets,
we introduce a new algorithm of Domain-Symmetric Networks
(SymmNets) motivated from our same theory of multi-class UDA;
Figure 3 gives an illustration. The proposed SymmNets are fea-
tured by a domain confusion and discrimination strategy that
ideally achieves the same theoretically derived learning objective.
While most of the theories and algorithms presented in the
paper concern with closed set UDA, where the two domains share
a same label space, one may be also interested in other variant
settings, such as the partial [23], [24], [25], [26], [27] or open
set [28], [29] UDA. In this work, we present simple extensions of
SymmNets that are able to achieve partial or open set UDA as well.
We conduct careful ablation studies to compare different algo-
rithms of McDalNets, its degenerate versions, and also our newly
introduced SymmNets. As shown in Table 2, experiments on five
commonly used benchmarks show that algorithms of McDalNets
consistently improve over its degenerate versions, certifying the
usefulness of fully characterizing disagreements between pairs of
scoring hypotheses in multi-class UDA. Experiments under the
settings of closed set, partial, and open set UDA also verify the
effectiveness of our proposed SymmNets empirically.
1.1 Relations with Existing Works
1.1.1 Domain Adaptation Theories
In literature, these exist theoretical domain adaptation results
concerning mostly with the classification problem and also with
regression [11], [30], [31]. For classification, these results consider
either a setting where target data are partially labeled [32], [33],
or the standard UDA setting from the perspectives of optimal
transportation [12], [34] or hypothesis-induced domain divergence
[9], [10], [11], [18], [35]. We focus on the later line of theories
that are closely related to our contributed one.
Seminal domain adaptation theories [9], [10], [11] bound
the expected target error for binary classification with terms
characterizing the expected source error, the domain distance
under certain metrics of distribution divergence, and constant ones
depending on the capacity of hypothesis space; the term of domain
distance differentiates these theoretical bounds. For example, Ben-
David et al. [9], [10] propose for the binary classification the
H-distance/H∆H-distance by characterizing the disagreement of
class predictions between any pair of hypotheses with the zero-
one loss; Mansour et al. [11] introduce a notion of discrepancy
distance by extending the zero-one loss of [9] to general loss
functions of binary classification; by fixing one hypothesis of
[11] to the ideal source minimizer, Kuroki et al. [35] propose a
more tractable source-guided discrepancy (i.e., S-disc). Although
many of recent algorithms [13], [14], [16], [17] are motivated
from seminal theories [9], [10], the gap between theories of binary
classification and practical algorithms of multi-class classification
remains. To reduce the gap, Zhang et al. [18] extend the theories
of [10], [11] to the case of multiple classes based on a notion
of margin disparity discrepancy (MDD); MDD is a measure of
domain distance built on a scalar-valued margin disparity function
that characterizes the difference of multi-class scoring hypotheses.
While both of our MCSD and those of [10], [11], [18] are
based on characterization of the disagreements between any pair
of labeling/scoring hypotheses, our MCSD is capable of character-
izing them at a finer level, especially in the multi-class setting (cf.
Figure 1). Technically, our MCSD characterizes the element-wise
disagreements of multi-class scoring hypotheses by aggregating
violations of class-wise absolute margins; in contrast, the zero-
one loss of [10] only characterizes the labeling disagreement, and
the margin disparity of [18] improves over [10] with a scoring
disagreement via a scalar-valued, relative margin. In fact, we show
that degenerate versions of our MCSD connect more closely with
those of [10], [18]. Consequently, the domain divergence induced
by our MCSD can better explain the effectiveness of a series of
recent UDA algorithms [16], [17], [19], [20], [21], whose designs
take the relations of scores of all the multiple classes into account.
1.1.2 Algorithms of Multi-Class Domain Adaptation
Existing algorithms of multi-class UDA are mainly motivated by
learning domain-invariant feature representations [13], [14], [16],
[17], [19], [20], [21], [36], [37], [38], [39], [40], or by minimizing
the domain discrepancy in the image space via image generation
[41], [42]. We briefly review the former line of algorithms,
focusing on those based on the strategy of adversarial training.
Motivated to minimize the domain divergence measured by
H∆H-distance of [10], Ganin et al. [13] introduce the first strat-
egy of domain-adversarial training of neural networks (DANN),
where a binary classifier is adopted as the domain discriminator,
and domain distance is minimized by learning features of the
two domains in a manner adversarial to the domain discriminator.
Tzeng et al. [14] summarize three implementation manners of
adversarial objective, including minimax [13], confusion [43],
and GAN [44]. Domain discriminator of binary classifier enables
learning alignment of marginal feature distributions across do-
mains, but it is ineffective for alignment of conditional feature
distributions, which is necessary in the practical UDA problems
of multi-class setting. Recent methods [16], [17], [18], [19], [20],
[21] strive to overcome this limitation by playing adversarial
games between two classifiers. More specifically, Saito et al. [16]
adopt the maximum L1 distance of output probabilities of two
symmetric classifiers as the surrogate domain discrepancy; Lee
et al. [20] replace the L1 distance in [16] with the Wasserstein
distance [45], taking the advantage of its geometrical characteri-
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, FEBRUARY 2020 3
zation; in [18], two classifiers are used asymmetrically to estimate
the conditional feature distributions with marginal loss; in [19],
two task classifiers are introduced implicitly by applying two
random dropout to a same task classifier; a classifier concatenated
by two task classifiers is adopted to implement the adversarial
training objective in [17], [21].
Motivated by the domain adaptation bounds to be presented in
Section 2, we propose an algorithmic framework of McDalNets
whose optimization-friendly surrogate objectives instantiate these
recently popular methods [13], [16], [18] (cf. Section 3.1), thus
(partially) explaining the underlying mechanisms of their effec-
tiveness. We also introduce a new algorithm of SymmNets whose
learning objective aligns with our developed theoretical bound as
well (cf. Section 3.2).
1.1.3 Variants of Problem Settings
The theories and algorithms discussed so far apply to the problem
setting of closed set UDA, where a shared label space across
domains is assumed. There exist other variant settings, e.g., partial
[23] or open set [28] UDA; we discuss these settings and the
corresponding methods as follows.
The setting of partial UDA assumes that classes of the target
domain constitutes an unknown subset of those of the source
domain. To address the challenge brought by this partial class
coverage, a typical strategy is to weight source instances using
collective prediction evidence of target instances [23], [25], [26],
[27]. Simply extending our SymmNets with a weighting scheme
empirically gives excellent results.
The setting of open set UDA assumes that both the source
and target domains contain certain classes that are exclusive to
each other, where for simplicity all the unshared classes in each
domain are aggregated as a single (super-) unknown class. A
key issue to extend methods of closed set UDA for use in the
open set setting is to design appropriate criteria that reject target
instances of unshared classes, for which Busto et al. [28] adopt
a predefined distance threshold, and Saito et al. [29] learn the
rejection automatically via adversarial training. Our algorithm of
SymmNets is flexible to be applied to open set UDA, simply by
adding an additional output neuron to the task classifier, which
is responsible for the aggregated super-class, while keeping other
algorithmic ingredients fixed.
1.2 Contributions
Many of recent algorithms for multi-class UDA [16], [19], [20],
[21], including our preliminary work of SymmNets [17], rely on
an adversarial strategy that learns to align conditional feature
distributions across domains via a full account of relationships
among hypotheses of classifiers. While these algorithms are in-
spired by classical domain adaptation theories [9], [10], [11], their
learning objectives are largely designed empirically; as such, the
connections between theories and algorithms remain loose. The
present paper aims to connect these algorithms by formalizing a
theory of multi-class UDA, which underlies these algorithms with
a framework that also inspires new algorithms. We summarize our
technical contributions as follows.
• We propose to aggregate violations of absolute margin
functions to define a notion of matrix-formed Multi-Class
Scoring Disagreement (MCSD), which enables to fully
characterize the relations between any pair of scoring
hypotheses. Based on the induced MCSD divergence as
a measure of domain distance, we develop a new adap-
tation bound for multi-class UDA; a data-dependent PAC
bound is also developed using the notion of Rademacher
complexity. We connect our results with existing theories
of either binary or multi-class UDA by introducing degen-
erate versions of MCSD divergence and the corresponding
adaptation bounds.
• Our developed theories naturally suggest adversarial ob-
jectives to learn aligned conditional feature distributions
across domains; we term such an algorithmic frame-
work based on deep networks as Multi-class Domain-
adversarial learning Networks (McDalNets). We show
that different instantiations of McDalNets via surrogate
learning objectives either coincide with or resemble some
recently popular methods, thus (partially) underscoring
their practical efficacy. We also introduce a new algorithm
of Domain-Symmetric Networks (SymmNets-V2) based on
our same theory of multi-class UDA, which improves over
SymmNets-V1 proposed in our preliminary work.
• While theories and algorithms presented in the paper are
mostly concerned with the problem setting of closed set
UDA, we also present simple extensions of SymmNets
that work equally well under the settings of partial or
open set UDA. We conduct careful ablation studies to
compare different algorithms of McDalNets, its degen-
erate versions, and our newly introduced SymmNets.
Experiments on commonly used benchmarks show the
superiority of McDalNets and SymmNets over the de-
generate counterparts, certifying the effectiveness of fully
characterizing disagreements between pairs of scoring
hypotheses in multi-class UDA. Codes are available at
https://github.com/YBZh/MultiClassDA.
2 A THEORY OF UNSUPERVISED MULTI-CLASS
DOMAIN ADAPTATION
We present in this section a theory of unsupervised multi-class
domain adaptation (multi-class UDA). Our theoretical derivations
follow [10], [11], which are mostly concerned with binary classi-
fication, but with a key novelty of measuring the distance between
domain distributions using a divergence that fully characterizes
the relations between different hypotheses of multi-class classifi-
cation. We also present degenerate versions of the proposed dis-
tribution divergence to connect with theoretical results developed
in the literature. We start with basic notations of multi-class UDA.
All proofs are given in the appendices.
2.1 Learning Setup
For a standard learning setting of multi-class classification, learn-
ers receive samples from a distribution D over X × Y , where X
is the instance space and Y = {1, ...,K} is the label space. We
also write Dx as the corresponding marginal distribution over X .
Multi-class UDA assumes two different but related distributions
over X × Y , namely the source one P and target one Q. Learners
receive ns labeled examples {(xsi , ysi )}nsi=1 drawn i.i.d. from P
and nt unlabeled examples {xtj}ntj=1 drawn i.i.d. from Qx. The
goal of multi-class UDA is to identify a labeling hypothesis
h : X → Y from a space H such that the following expected
error over the target distribution is minimized
EQ(h) := E(x,y)∼QL(h(x), y), (1)
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where L is a properly defined loss function. For ease of theoretical
analysis, Ben-David et al. [9], [10] assume L as a 0-1 loss of the
form 1[h(x) 6= y], where 1 is the indicator function, which is
extended in [11] as general loss functions of binary classification.
Domain adaptation theories [10], [11], [18] typically bound the
expected target error (1) using derived meaningful quantities.
Consider a space F that contains scoring functions f : X →
R|Y| = RK , which induces a labeling function hf : x →
arg maxk∈Y fk(x), where fk denotes the kth component of the
vector-valued function f . Adding a same function g : X → R to
all components fk of f does not change classification decision,
since arg maxk∈Y fk(x) = arg maxk∈Y(fk(x) + g(x)), which
could be problematic for obtaining unique solutions of scoring
functions. Similar to [22], we fix this issue by enforcing the sum-
to-zero constraint
∑K
k=1 fk(x) = 0 to the scoring functions.
2.2 Domain Distribution Divergence and Adaptation
Bounds based on Multi-Class Scoring Disagreement
Unsupervised domain adaptation is made possible by assuming the
closeness between the distributions P and Q; otherwise classifiers
learned from the labeled source data would be less relevant for
the classification of target data. Some measure of distribution
distances thus becomes a crucial factor to develop either UDA
theories or the corresponding algorithms.
In the seminal work [10], a key innovation is the introduction
of a distribution distance induced by a hypothesis spaceH{0,1} of
binary classification
d0-1(Px, Qx) := sup
h,h′∈H{0,1}
|EQx1[h 6= h′]− EPx1[h 6= h′]| ,
(2)
where the disagreement between h and h′ in fact specifies a
measurable subset {x ∈ X |h(x) 6= h′(x)}, and the distribution
distance (termed H∆H-divergence in [10]) between Px and Qx
is measured on the subsets by taking the supremum over all pairs
of h, h′ ∈ H{0,1}. Compared with the simple `1 distribution
divergence, the distance (2) is more relevant to the problem of
domain adaptation and can be estimated from finite samples for
anH{0,1} of fixed VC dimension [10]. Based on the same idea of
characterizing the hypothesis disagreement, Mansour et al. [11]
extend the 0-1 loss based distance (2) to incorporate general
loss functions L, giving rise to the distance (termed discrepancy
distance in [11])
dL(Px, Qx) := sup
h,h′∈H
|EQxL(h, h′)− EPxL(h, h′)| . (3)
Note that (3) is symmetric and satisfies triangle inequality, but
it does not strictly define a distance since it is possible that
dL(Px, Qx) = 0 for Px 6= Qx.
In spite of being more general, the distance (3) applies only
to UDA problems of binary classification. To develop multi-class
UDA, disagreement of multi-class hypotheses should be taken into
account. The key issue here is to extend binary loss functions L,
especially margin-based ones, to the case of multiple classes [46].
In literature, there exists no a canonical formulation of multi-class
classification; various formulation variants have been proposed
depending on different notions of multi-class margin and margin
based loss [47], [48], [49], where margins are usually defined
either by comparing components {fk}Kk=1 of a K-class scoring
function f (i.e., relative margins), or directly on the components
{fk}Kk=1 themselves (i.e., absolute margins). Notably, Dogan et al.
[22] unify these variants by a framework that decomposes a multi-
class loss function into class-wise margins and margin violations
(i.e., large-margin losses), and then aggregates these violations as
a single loss value.
Motivated by this framework, we propose in this paper a
matrix-formed multi-class scoring disagreement (MCSD) to fully
characterize the difference between any pair of scoring functions
f ′,f ′′ ∈ F , which is later used to define a distribution distance
tailored to multi-class UDA.
Definition 1 (Absolute margin function). For a multi-class
scoring function f : X → R|Y| = RK , its absolute margin
function µ : RK × Y → RK is defined on an example (x, y) as
µk(f(x), y) =
{
+fk(x), k = y
−fk(x), k ∈ Y \ {y}
. (4)
Given the sum-to-zero constraint
∑K
k=1 fk(x) = 0, the defined
margin function enjoys the following properties [22].
• µy(f(x), y) is non-decreasing w.r.t. fy(x) ,
• µk(f(x), y) is non-increasing w.r.t. fk(x) ∀ k ∈ Y \{y}
• When µk(f(x), y) ≥ 0 ∀ k ∈ Y and ∃k ∈ Y such that
µk(f(x), y) > 0, we have arg maxk∈Y fk(x) = y .
The third property characterizes correct classification by checking
non-negativeness/positiveness of absolute margins. To develop
MCSD, we consider the following ramp loss to penalize margin
violations
Φρ(x) :=

0, ρ ≤ x
1− x/ρ, 0 < x < ρ
1, x ≤ 0
. (5)
For ρ > 0 and a distribution D over R, ramp loss has the nice
property of Ex∼DΦρ(x) ≥ Ex∼D1[x ≤ 0], which is important to
bound the target error EQ(hf ) using margin-based loss functions
defined over the scoring function f .
Definition 2 (Multi-class scoring disagreement). For a pair of
scoring functions f ′,f ′′ ∈ F , the multi-class scoring disagree-
ment (MCSD) is defined with respect to a distribution D over the
domain X as
MCSD(ρ)D (f
′,f ′′) :=
1
K
Ex∼D‖M (ρ)(f ′(x))−M (ρ)(f ′′(x))‖1,
(6)
where ‖ · ‖1 is the L1 norm andM (ρ)(f(x)) ∈ [0, 1]K×K is the
matrix of absolute margin violations defined as
M
(ρ)
i,j (f(x)) = Φρ(µi(f(x), j)). (7)
Each columnM (ρ):,k of the matrixM
(ρ) computes violations of the
absolute margin function µ(f(·), k) w.r.t. a class k ∈ Y , and the
corresponding ‖M (ρ):,k (f ′) −M (ρ):,k (f ′′)‖1 measures difference
of margin violations between the scoring functions f ′ and f ′′.
The proposed MCSD (6) is based on absolute value aggregation
of these disagreements. To have an intuitive understanding of the
behaviors of f ′, f ′′, and the MCSD(ρ)D (f
′,f ′′), we plot in Figure
1(c) the value of MCSD(ρ)D (f
′,f ′′) (firing on a single instance x)
in the case of K = 3 and ρ = 5, by fixing either f ′(x) or f ′′(x)
and using the other as the argument.
We have the following definition of distribution distance based
on the proposed MCSD.
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(a) (b) (c)
Fig. 1. Plots of various disagreements between two scoring functions f ′ and f ′′ firing on a single instance x in a case of K = 3 and ρ = 5,
where the scoring functions satisfy the sum-to-zero constraint. Top row: fix f ′(x) to be [10;−5;−5] and use f ′′(x) = [f ′′1 ; f ′′2 ;−(f ′′1 + f ′′2 )] as
the argument; Bottom row: fix f ′′(x) to be [10;−5;−5] and use f ′(x) = [f ′1; f ′2;−(f ′1 + f ′2)] as the argument. (a) The degenerate M˜CSD defined
as (12), which can be considered as a variant of margin disparity (MD) [18]; (b) the degenerate M̂CSD defined as (13), which is equivalent to the
H∆H-distance proposed in [10]; (c) our proposed MCSD (6).
Definition 3 (MCSD divergence). Given the definition of
MCSD, we define the divergence between distributions Px and
Qx over the domain X with respect to the space F as
d
(ρ)
MCSD(Px, Qx) :=
sup
f ′,f ′′∈F
[MCSD(ρ)Qx(f
′,f ′′)−MCSD(ρ)Px (f ′,f ′′)]. (8)
The proposed MCSD divergence (8) satisfies the properties of non-
negativity and triangle inequality, but it is not symmetric w.r.t. Px
andQx. Nevertheless, we show its usefulness for multi-class UDA
by developing the following bound.
Theorem 1. Fix ρ > 0. For any scoring function f ∈ F , the
following holds over the source and target distributions P and Q,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)MCSD(Px, Qx) + λ, (9)
where the constant λ = E(ρ)P (f∗) + E(ρ)Q (f∗) with f∗ =
arg min
f∈F
E(ρ)P (f) + E(ρ)Q (f), and
EQ(hf ) := E(x,y)∼Q1[hf (x) 6= y], (10)
E(ρ)P (f) := E(x,y)∼P
K∑
k=1
Φρ(µk(f(x), y)). (11)
Theorem 1 has a form similar to the domain adaptation bound
proposed by Ben-David et al. [10]; differently, it replies on
absolute margin based loss function and MCSD divergence to
achieve a full characterization of multi-class UDA. As the bound
(9) suggests, given fixed λ, the expected target error EQ(hf ) is
determined by the distance d(ρ)MCSD(Px, Qx) (and the expected
loss E(ρ)P (f) over the source domain); smaller d(ρ)MCSD(Px, Qx)
indicates better adaptation of multi-class UDA. To connect with
domain adaptation bounds developed in literature, notably those
proposed in [10], [18], we first present the following two scalar-
valued, degenerate versions of MCSD as
M˜CSD
(ρ)
D (f
′,f ′′) := Ex∼DΦρ/2[µhf′′ (x)(f
′′(x), hf ′(x))],
(12)
M̂CSD
(ρ)
D (f
′,f ′′) := Ex∼D1[Φρ[µhf′′ (x)(f
′′(x), hf ′(x))] = 1],
(13)
which gives the degenerate distribution divergences d(ρ)
M˜CSD
and
d
(ρ)
M̂CSD
. We have the following propositions for the degenerate
versions of MCSD.
Proposition 1. Fix ρ > 0. For any scoring function f ∈ F ,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)M˜CSD(Px, Qx) + λ, (14)
Proposition 2. Fix ρ > 0. For any scoring function f ∈ F ,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)M̂CSD(Px, Qx) + λ. (15)
Compared with the scalar-valued, degenerate versions (12) and
(13) (and also their corresponding ones in [18] and [10]), our
matrix-formed MCSD (6) is able to characterize finer details of
the scoring disagreement, as illustrated in Figure 1. Consequently,
domain adaptation bound developed on the induced MCSD diver-
gence would be beneficial to characterize multi-class UDA in a
finer manner, which possibly inspires better UDA algorithms.
2.3 A Data-Dependent Multi-Class Domain Adaptation
Bound
In this section, we extend the multi-class UDA bound in Theorem
1 to a PAC bound, by showing that both terms of E(ρ)P (f)
and d(ρ)MCSD(Px, Qx) can be estimated from finite samples.
Our extension is based on the following notion of Rademacher
complexity.
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Definition 4 (Rademacher complexity). Let G be a space of
functions mapping from Z to [a, b] and S = {z1, ..., zm} a fixed
sample of size m draw from the distribution D over Z . Then, the
empirical Rademacher complexity of G with respect to the sample
S is defined as
R̂S(G) := 1
m
Eσ sup
g∈G
m∑
i=1
σig(zi), (16)
where {σi}mi=1 are independent uniform random variables taking
values in {−1,+1}. The Rademacher complexity of G is defined
as the expectation of R̂S(G) over all samples of size m
Rm,D(G) := ES∼DmR̂S(G). (17)
The Rademacher complexity captures the richness of a function
space by measuring the degree to which it can fit random noise.
The empirical version has the additional advantage that it is data-
dependent and can be estimated from finite samples. We have the
following definition from [50], before introducing our Rademacher
complexity based adaptation bound.
Definition 5. For a space F of scoring functions mapping from
X to R|Y|, we define
Π1(F) := {x→ fk(x)|k ∈ Y,f ∈ F}. (18)
The defined space Π1(F) can be seen as the union of projections
of F onto each output dimension.
Theorem 2. Let F be the space of scoring functions mapping
from X to RK . Let P and Q be the source and target distributions
over X × Y , and Px and Qx be the corresponding marginal
distributions over X . Let P̂ and Q̂x denote the corresponding
empirical distributions for a sample S = {(xsi , ysi )}nsi=1 and a
sample T = {xtj}ntj=1. Fix ρ > 0. Then, for any δ > 0, with
probability at least 1− 3δ, the following holds for all f ∈ F
EQ(hf ) ≤E(ρ)P̂ (f) + d
(ρ)
MCSD(P̂x, Q̂x)
+ (
2K2
ρ
+
4K
ρ
)R̂S(Π1F) + 4K
ρ
R̂T (Π1(F))
+ 6K
√
log 4δ
2ns
+ 3K
√
log 4δ
2nt
+ λ,
(19)
where the constant λ = min
f∈F
E(ρ)P (f) + E(ρ)Q (f), and
E(ρ)
P̂
(f) :=
1
ns
ns∑
i=1
K∑
k=1
Φρ(µk(f(x
s
i ), y
s
i )). (20)
3 CONNECTING THEORY WITH ALGORITHMS
In the derived bound (19) of multi-class UDA, the constant λ and
complexity terms are assumed to be fixed given the hypothesis
space F . To minimize the expected target error EQ(hf ), one
is tempted to minimize the first two terms of E(ρ)
P̂
(f) and
d
(ρ)
MCSD(P̂x, Q̂x). In practice, a function ψ of feature extractor
is typically used to lift the input space X to a feature space
Xψ = {ψ(x)|x ∈ X}, where with a slight abuse of notation,
the space F of scoring functions f : Xψ → R|Y| = RK and the
induced labeling functions hf : ψ(x)→ arg maxk∈Y fk(ψ(x))
are again well defined. We correspondingly write as Pψ and
Qψ for the source and target distributions over the lifted domain
Xψ × Y , and their empirical (or marginal) versions as P̂ψ and
Q̂ψ (or Pψx and Q
ψ
x ). The function ψ is typically implemented as
a learnable deep network.
Given learnable ψ, minimizing right hand side of the
bound (19) can be achieved by identifying ψ∗ that minimizes
d
(ρ)
MCSD(P̂
ψ
x , Q̂
ψ
x ), and additionally identifying f
∗ with ψ∗ that
minimize E(ρ)
P̂ψ
(f). Recall that the MCSD divergence (8) is defined
by taking supremum over all pairs of f ′,f ′′ ∈ F . Spelling
d
(ρ)
MCSD(P̂
ψ
x , Q̂
ψ
x ) out gives the following general objective of
minimax optimization for multi-class UDA
min
f ,ψ
E(ρ)
P̂ψ
(f) + [MCSD(ρ)
Q̂ψx
(f ′,f ′′)−MCSD(ρ)
P̂ψx
(f ′,f ′′)],
max
f ′,f ′′
[MCSD(ρ)
Q̂ψx
(f ′,f ′′)−MCSD(ρ)
P̂ψx
(f ′,f ′′)],
(21)
which suggests an adversarial learning strategy to promote
domain-invariant conditional feature distributions via the learned
ψ, thus extending [13] to account for multi-class UDA. We
term the general algorithm (21) via the adversarial learning
strategy as Multi-Class Domain-Adversarial Learning Networks
(McDalNets). Figure 2 gives an architectural illustration, where
the scoring function f is for the multi-class classification task of
interest, and f ′ and f ′′ are auxiliary functions for learning of
ψ. Since f , f ′, and f ′′ contain all the parameters of classifiers,
we also use them to respectively refer to the task and auxiliary
classifiers.
Task Classification
MCSD divergence
Fig. 2. An architectural illustration of Multi-Class Domain-Adversarial
Learning Networks (McDalNets), which are motivated from the theoreti-
cally derived objective (21). The gradient reversal layer is adopted here
to implement the adversarial objective; we note that other implementa-
tions (e.g., those discussed in [14]) would apply as well.
3.1 Different Algorithms of Multi-Class Domain-
Adversarial Learning Networks
The proposed MCSD divergence is amenable to the theoretical
analysis of multi-class UDA. However, it is difficult to directly
optimize the MCSD based problem (21) via stochastic gradient
descent (SGD), due to the use of ramp loss Φρ in MCSD
(6) that causes an issue of vanishing gradients. 1 To develop
specific algorithms of McDalNets that are optimization friendly,
we consider surrogate functions of MCSD (6), which are easier to
be trained by SGD and also able to characterize the disagreements
1. We have tried to train a multi-class domain-adversarial learning network
(illustrated in Figure 2) with the exact objective (21). However, it turns out that
the optimization stagnates after a few iterations, since absolute values of the
outputs of scoring functions increase over the predefined ρ, and the gradients
thus vanish.
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of all K pairs of the corresponding elements in scoring functions
f ′,f ′′ ∈ F . These surrogates give the following objectives of
specific algorithms
min
f ,ψ
LP̂ψ (f) + [SurMCSDQ̂ψx (f ′,f ′′)− SurMCSDP̂ψx (f ′,f ′′)],
max
f ′,f ′′
[SurMCSDQ̂ψx (f
′,f ′′)− SurMCSDP̂ψx (f ′,f ′′)],
(22)
respectively with SurMCSDDψ (f ′,f ′′) over a distribution Dψ as
(L1/MCD [16]) : Ex∼D
1
K
‖φ(f ′(ψ(x)))− φ(f ′′(ψ(x)))‖1,
(23)
(KL) : Ex∼D
1
2
[KL(φ(f ′(ψ(x))), φ(f ′′(ψ(x))))
+ KL(φ(f ′′(ψ(x))), φ(f ′(ψ(x))))],
(24)
(CE) : Ex∼D
1
2
[CE(φ(f ′(ψ(x))), φ(f ′′(ψ(x))))
+ CE(φ(f ′′(ψ(x))), φ(f ′(ψ(x))))],
(25)
where φ(·) is the softmax operator, KL(·, ·) is the Kullback-
Leibler divergence, and CE(·, ·) is the cross-entropy function, and
due to the same issue from ramp loss, we have used a standard log
loss
LP̂ψ (f) = E(x,y)∼P̂ − log[φy(f(ψ(x)))], (26)
to replace the term E(ρ)
P̂ψ
(f) of empirical source error in
(21). While MCSD (6) takes a matrix-formed difference, the
optimization-friendly surrogates (23), (24), and (25) generally
take vector forms that characterize scoring disagreements between
K entry pairs of f ′ and f ′′. In fact, we have the following
proposition to show the equivalance of the matrix-formed MCSD
to an aggregation of K disagreements between any entry pair of
f ′ and f ′′.
Proposition 3. Given the ramp loss Φρ defined as (5), there exists
a distance measure ϕ : R× R→ R+ defined as
ϕ(a, b) = (K − 1)|Φρ(−a)− Φρ(−b)|+ |Φρ(a)− Φρ(b)|,
such that the matrix-formed ‖M (ρ)(f ′(x)) −M (ρ)(f ′′(x))‖1
in MCSD (6) can be calculated as the sum of ϕ-distance values of
K entry pairs between f ′k(x) and f
′′
k (x), i.e.,
‖M (ρ)(f ′(x))−M (ρ)(f ′′(x))‖1 =
K∑
k=1
ϕ(f ′k(x), f
′′
k (x)).
We also consider an algorithm that replaces the MCSD terms
of (21) with surrogate function of the scalar-valued, degenerate
MCSD version of (12), giving rise to
min
f ,ψ
LP̂ψ (f) + [ ˜SurMCSDQ̂ψx (f ′,f ′′)− ˜SurMCSDP̂ψx (f ′,f ′′)],
max
f ′,f ′′
[ ˜SurMCSDQ̂ψx (f
′,f ′′)− ˜SurMCSDP̂ψx (f ′,f ′′)],
(27)
with ˜SurMCSDDψ (f ′,f ′′) over a distribution Dψ as 2
(MDD [18] variant) : Ex∼D − log[φhf′ (ψ(x))(f ′′(ψ(x)))].
(29)
2. For better optimization, we follow [18], [44] and practically implement
the surrogate disagreement terms in (27) as
˜SurMCSD
Q̂
ψ
x
(f ′,f ′′) = Ex∼Q̂ log[1− φhf′ (ψ(x))(f
′′(ψ(x)))],
˜SurMCSD
P̂
ψ
x
(f ′,f ′′) = Ex∼P̂ − log[φhf′ (ψ(x))(f
′′(ψ(x)))].
(28)
Similarly, an algorithm based on the degenerate (13) can be
considered as an equivalence of the DANN algorithm [13] with
̂SurMCSDDψ (f ′,f ′′) over a distribution Dψ as 3
(DANN [13]) : Ex∼D − log[sigmoid(d(ψ(x)))], (31)
where d : Dψ → R is a mapping function, and 1[d(ψ(x)) >
0] = 1[hf ′(ψ(x)) = hf ′′(ψ(x))].
We note that algorithms discussed above resemble some re-
cently proposed ones in the literature of UDA. For example, the
objective (22) with the surrogate (23) is equivalent to the MCD
algorithm [16]; the objective (27) with the degenerate surrogate
(29) can be considered as a variant of MDD [18]. In Section 5,
we conduct ablation studies to investigate the efficacy of these
algorithms, and compare with a new one to be presented shortly,
which is motivated from the same theoretically derived objective
(21).
3.2 A New Algorithm of Domain-Symmetric Networks
Apart from the task classifier f , algorithms of McDalNets pre-
sented above use two auxiliary classifiers f ′ and f ′′ only for
learning ψ, which is less efficient in use of parameters. To improve
the efficiency, we propose an integrated scheme that concatenates
f ′ and f ′′ as [f ′;f ′′] ∈ R2K , and lets them be respectively
responsible for classification of the source and target instances, as
shown in Figure 3. We correspondingly use the notations of fs and
f t to replace f ′ and f ′′, and denote the concatenated classifier
as fst, which shares parameters with fs and f t. We term such a
network as Domain-Symmetric Networks (SymmNets) due to the
symmetry of class-wise neuron distributions in fs and f t.
To achieve the theoretically motivated learning objective (21),
we have the following two designs to train SymmNets.
• Since target data {xtj}ntj=1 are unlabeled, to enforce sym-
metric predictions between the respective K neurons of
fs and f t, we use a cross-domain training scheme that
trains the target classifier f t using labeled source data
{(xsi , ysi )}nsi=1.
• While different algorithms presented in Section 3.1 take
adversarial training strategy (e.g., a manner of reverse gra-
dients [13]) to learn domain-invariant conditional feature
distributions, for SymmNets, we instead use a domain
confusion (and discrimination) training scheme on the
concatenated classifier fst to achieve the same goal.
We introduce the following notations before presenting the al-
gorithm of SymmNets. For an input x, fs(ψ(x)) ∈ RK and
f t(ψ(x)) ∈ RK are the output vectors before the softmax
operator φ, and we denote ps(x) = φ(fs(ψ(x))) ∈ [0, 1]K
and pt(x) = φ(f t(ψ(x))) ∈ [0, 1]K . We also apply soft-
max to output of the concatenated classifier fst, resulting in
pst(x) = φ([fs(ψ(x));f t(ψ(x))]) ∈ [0, 1]2K . For ease of sub-
sequent notations, we also write psk(x) (resp. p
t
k(x) or p
st
k (x)),
k ∈ {1, . . . ,K}, for the kth element of probability vector ps(x)
(resp. pt(x) or pst(x)) predicted by fs (resp. f t or fst).
3. For better optimization, we follow [13] and practically implement the
surrogate disagreement terms as
̂SurMCSD
Q̂
ψ
x
(f ′,f ′′) = Ex∼Q̂ log[1− sigmoid(d(ψ(x)))],
̂SurMCSD
P̂
ψ
x
(f ′,f ′′) = Ex∼P̂ − log[sigmoid(d(ψ(x)))].
(30)
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, FEBRUARY 2020 8
Fig. 3. The architecture of our proposed SymmNets, which includes a feature extractor ψ and three classifiers of fs,f t, and fst. Note that the
classifier fst shares its layer neurons with those of fs and f t. Parameters of the classifiers (i.e., fs,f t, and fst) and those of feature extractor ψ
are respectively updated by gradients from loss terms in green and yellow boxes. Please refer to the main text for how the objectives are defined.
Learning of the Source and Target Task Classifiers We train
the task classifier fs using a standard log loss over the labeled
source data as follows
min
fs
Ls
P̂ψ
(fs) = − 1
ns
ns∑
i=1
ωysi log(p
s
ysi
(xsi )), (32)
where ωysi ∈ [0, 1] is fixed as the value of 1 for closed set and
open set UDA, and will be turned active in Section 4 for the
extension of SymmNets to the setting of partial UDA.
To account for element-wise disagreements between predic-
tions of fs and f t, it is necessary to establish neuron-wise
correspondence between them. To this end, we propose a cross-
domain training scheme that trains the target classifier f t again
using the labeled source data
min
ft
Lt
P̂ψ
(f t) = − 1
ns
ns∑
i=1
ωysi log(p
t
ysi
(xsi )). (33)
At a first glance, it seems that training f t on {(xsi , ysi )}nsi=1
only makes it a duplicate classifier of fs. However, its effect on
establishing neuron correspondence between fs and f t is very
essential to achieve learning of domain-invariant features via the
objectives of domain confusion and discrimination, as presented
shortly. We also present ablation studies in Section 5 that verify
the efficacy of the scheme (33).
Adversarial Feature Learning via Domain Confusion and
Discrimination Algorithms in Section 3.1 use surrogate MCSD
functions and minimize the induced MCSD divergence to learn
ψ, in order to align conditional feature distributions across the
source and target domains. Instead of using surrogate MCSD
functions in SymmNets, we propose domain confusion objectives
to directly reduce domain divergence, by learning ψ such that
it produces features whose scoring disagreements between fs
and f t (via their parameter-sharing fst) on both the source and
target domains are equally small (and ideally null). Our confusion
objectives are as follows
min
ψ
ConFUSEst
P̂ψ
(fs,f t) =− 1
2ns
ns∑
i=1
ωysi log(p
st
ysi
(xsi ))
− 1
2ns
ns∑
i=1
ωysi log(p
st
ysi+K
(xsi )),
(34)
min
ψ
ConFUSEst
Q̂ψx
(fs,f t) =− 1
2nt
nt∑
j=1
K∑
k=1
pstk+K(x
t
j)log(p
st
k (x
t
j))
− 1
2nt
nt∑
j=1
K∑
k=1
pstk (x
t
j)log(p
st
k+K(x
t
j)),
(35)
where for a source example (xs, ys) with the label ys = k, we
identify its corresponding pair of the kth and (k +K)th neurons
in fst, and use a cross-entropy between (two-way) uniform
distribution and probabilities on this neuron pair; for a target
example xt, we simply use a cross-entropy between probabilities
respectively on the first and second half sets of neurons in fst.
We again fix ωysi = 1 for closed set UDA.
To provide an adversarial objective to the confusion ones (34)
and (35), we use the following domain discrimination loss
min
fs,ft
DisCRIMst
P̂ψ,Q̂ψx
(fs,f t) =− 1
ns
ns∑
i=1
ωysi log(p
st
ysi
(xsi ))
− 1
nt
nt∑
j=1
log(
K∑
k=1
pstk+K(x
t
j)),
(36)
where ωysi = 1 for closed set UDA, and p
st
k (x) and p
st
k+K(x)
can be viewed as the probabilities of classifying an example x of
class k as the source and target domains respectively.
Overall Learning Objective Combining (34) and (35), and (32),
(33), and (36) gives the following objective to train SymmNets
min
ψ
ConFUSEst
P̂ψ
(fs,f t) + λConFUSEst
Q̂ψx
(fs,f t),
min
fs,ft
Ls
P̂ψ
(fs) + Lt
P̂ψ
(f t) + DisCRIMst
P̂ψ,Q̂ψx
(fs,f t), (37)
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where λ ∈ [0, 1] is a trade-off parameter to suppress less stable
signals of ConFUSEst
Q̂ψx
(fs,f t) at early stages of training, since
signals of ConFUSEst
P̂ψ
(fs,f t) from labeled source data are
authentic and thus more stable. We note that the objective (37)
of SymmNets is different from that in our preliminary work
[17]: in (37), the scoring disagreements between fs and f t
are minimized explicitly on target data, the entropy objective is
achieved implicitly in the target confusion objective (35), and both
the class and domain supervision of source data is adopted in
the domain discrimination objective (36); in our preliminary work
[17], the scoring disagreements between fs and f t are minimized
implicitly on target data, the entropy objective is adopted explicitly,
and only the domain supervision of source data is adopted in
the domain discrimination objective. we use SymmNets-V1 and
SymmNets-V2 to report the results respectively from these two
versions of our algorithms.
Theoretical Connection We discuss the conditions on which the
objective (37) of SymmNets connects with the theoretically de-
rived objective (21). We first show with the following proposition
that the objective (37) minimizes the term in (21) of empirical
source error defined on both the fs and f t.
Proposition 4. Let F be a rich enough space of continuous
and bounded scoring functions, with the sum-to-zero constraint∑K
k=1 fk = 0. For f
s,f t ∈ F and a fixed function ψ that
satisfies ψ(x1) 6= ψ(x2) when y1 6= y2, ∃ ρ > 0 such
that, minimizer fs∗ of Ls
P̂ψ
(fs) in (37) also minimizes a term
E(ρ)
P̂ψ
(fs) in (21) of empirical source error defined on fs, and
minimizer f t∗ of Lt
P̂ψ
(f t) in (37) also minimizes a term E(ρ)
P̂ψ
(f t)
in (21) of empirical source error defined on f t.
We note that the assumption of continuous and bounded scoring
functions in Proposition 4 could be practically met with function
implementation of fully-connected network layer; the assumption
of ψ(x1) 6= ψ(x2) when y1 6= y2 is also reasonable with
properly initialized and learned ψ. The objective (21) promotes
alignment of conditional feature distributions across the two do-
mains, by learning ψ that reduces MCSD divergence. We show
with the following proposition that the objective (37) has a same
effect.
Proposition 5. For ψ of a function space of enough capacity and
fixed functions fs and f t with the same range, minimizer ψ∗ of
ConFUSEst
P̂ψ
(fs,f t)+λConFUSEst
Q̂ψx
(fs,f t) with the parame-
ter λ > 0 in (37) zeroizes MCSD(ρ)
Q̂ψx
(fs,f t)−MCSD(ρ)
P̂ψx
(fs,f t)
in (21) of empirical MCSD divergence defined on fs and f t.
We finally note that given fixed ψ, minimizing the domain dis-
crimination term DisCRIMst
P̂ψ,Q̂ψx
(fs,f t) in (37) over fs and
f t (together with minimization of Ls
P̂ψ
(fs) and Lt
P̂ψ
(f t)) will
increase divergence between P̂ψx and Q̂
ψ
x , thus providing an adver-
sarial feature learning signal similar to that provided by maximiz-
ing the MCSD divergence in (21). Specifically, MCSD(ρ)
P̂ψx
(fs,f t)
is minimized by minimizing Ls
P̂ψ
(fs) + Lt
P̂ψ
(f t) based on the
Lemma A.2 in appendices (i.e., MCSD(ρ)
P̂ψx
(fs,f t) ≤ E(ρ)
P̂ψ
(fs)+
E(ρ)
P̂ψ
(f t)) and the Proposition 4. On the other hand, minimizing
DisCRIMst
Pˆψ,Qˆψx
(fs,f t) maximizes the output diversity of fs
and f t, thus resulting in the maximization of MCSD(ρ)
Qˆψx
(fs,f t).
4 EXTENSIONS FOR PARTIAL AND OPEN SET DO-
MAIN ADAPTATION
The theories and algorithms discussed so far apply to the closed set
setting of multi-class UDA, where a shared label space between
the source and target domains is assumed. In this section, we show
that simple extensions of our proposed algorithm of SymmNets
can be used for either the partial [23], [25], [26], [27] or the open
set [28], [29] multi-class UDA.
Partial Domain Adaptation The partial setting of multi-class
UDA assumes that classes of the target domain constitutes an un-
known subset of that of the source domain. As the setting suggests,
a key challenge here is to identify the source instances that share
the same classes with the target domain. To this end, we leverage
the class-wise symmetry of neuron predictions between fs and
f t in a SymmNet, and propose a soft class weighting scheme
that simply weights source instances using collective prediction
evidence of target instances from f t. Specifically, we compute
the following class-wise averages of prediction probabilities for
target instances, and use these averaged probabilities {ωysi }nsi=1 as
weights for terms in the objectives (32), (33), (34), and (36) that
involve labeled source data {(xi, yi)}nsi=1
ωk =
1
nt
nt∑
j=1
ptk(x
t
j), k ∈ {1, . . . ,K}. (38)
Such a scheme has the effect that source instances that are
potentially of the classes exclusive to the target domain would be
weighted down in the instance-reweighting version of the learning
objective (37), thus promoting partial adaptation. In practice,
we use more balanced class-wise weights in the early stages of
training via
ωk ← ξ ωk
maxk∈Y ωk
+ (1− ξ), k ∈ {1, . . . ,K}. (39)
where ξ is a parameter set to be smaller in the early stages of
training. We note that similar soft weighting schemes are also
used in [23], [25].
Open Set Domain Adaptation The open set setting of multi-
class UDA takes a step further to assume that the target domain
contains certain classes that are exclusive to the source domain as
well. Let Ks and Kt respectively denote the numbers of classes
in the source and target domains, and K˜ be the number of classes
common to them, which is assumed known in [28], [29]. We have
K˜ ≤ Ks and K˜ ≤ Kt. Extending a SymmNet for the open
set setting can be simply achieved by adapting its fs and f t to
respectively have K˜ + 1 output neurons, where the final neuron
of fs is responsible for an aggregated prediction of the domain-
specific Ks − K˜ classes, and the same applies to the adapted
f t. Although domain-specific classes in the source domain are
treated as a single, super class, to achieve effective training of
the adapted SymmNet via SGD, we still respect their overall
population by sampling a ν ≥ 1 factor of more source examples
from the super class than those from each of the K˜ shared classes,
when constituting a training source batch. We investigate different
values of ν in Section 5; setting ν = 6 consistently gives good
results. Since target instances are unlabeled, we simply sample
them randomly to constitute training target batches.
5 EXPERIMENTS
In this section, we conduct experiments to investigate the practice
of our introduced theory and algorithms. We compare different
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algorithms or implementations of McDalNets, its degenerate ver-
sions, and our proposed SymmNets-V1 [17] and SymmNets-V2
under the closed set setting of multi-class UDA. We also evaluate
the efficacy of our SymmNets for partial and open set settings.
These experiments are conducted on six benchmark datasets by
implementing algorithms on three backbone networks, which are
specified shortly. Additional experiments, results, and analysis are
provided in the appendices.
Datasets We use the benchmark datasets summarized in Table 1
for our evaluation. In the closed set UDA, we follow standard
protocols [36], [51] for the datasets of Office-31 [52], Office-
Home [53], ImageCLEF-DA [54], and VisDA-2017 [55]: all
labeled source and target samples are used for training; for the
Digits datasets of [56], [57], [58], we follow the protocols in
[19]. In partial UDA, all labeled source samples construct the
source domain, and the target domain is constructed following
the protocols of [23], [25]: for Office-31 [52], the samples of
ten classes shared by Office-31 [52] and Caltech-256 [59] are
selected as the target domain; for Office-Home [53], we choose
(in alphabetic order) the first 25 classes as target classes and
select all samples of these 25 classes as the target domain. In
open set UDA, the samples of ten classes shared by Office-31
[52] and Caltech-256 [59] are selected as shared classes across
domains. In alphabetical order, samples of Class 21∼Class 31 and
Class 11∼Class 20 are used as unknown samples in the target and
source domains, respectively; we follow the standard split for the
benchmark dataset of Syn2Real [60].
TABLE 1
Summary of datasets. “C”, “P”, and “O” indicate the respective settings
of closed set, partial, and open set domain adaptation.
Dataset Involved No. of No. of No. ofTasks Domains Classes Samples
Office-31 [52] C+P+O 3 31 4,110
Office-Home [53] C+P 4 65 15,500
ImageCLEF-DA [54] C 3 12 1,800
Digits [56], [57], [58] C 3 10 172.5K
VisDA-2017 [55], [60] C 2 12 280K
Syn2Real [60] O 2 13 248K
Implementations Details All our methods are implemented using
the Pytorch library. For the close set and partial settings of UDA,
we adopt a ResNet pre-trained on ImageNet [61], after removing
the last fully connected (FC) layer, as the feature extractor ψ. We
fine-tune the feature extractor ψ and train a classifier fst from
scratch through back propagation. Learning rate for the newly
added layers is set as 10 times of that of the pre-trained layers.
All parameters are updated by SGD with momentum of 0.9. We
follow [51] to employ the annealing strategy of learning rate
and the progressive strategy of λ: the learning rate is adjusted
by ηp =
η0
(1+αp)β
, where p is the progress of training epochs
linearly changing from 0 to 1, η0 = 0.01, α = 10, and
β = 0.75, which are optimized to promote convergence and
low errors on source samples; λ is gradually changed from 0
to 1 by λp = 21+exp(−γ·p) − 1, where γ is set to 10 in all
experiments. We empirically set ξ = λ in all the experiments. Our
classification results are obtained from the target task classifier
f t unless otherwise specified, and the comparison between the
performance of the source and target task classifiers is illustrated
in Figure 4. For the open set UDA, we follow [60] to replace the
very top FC layer of an ImageNet pre-trained ResNet with three
FC layers powered by batch normalization [62] and Leaky ReLU
activation; the feature extractor ψ is defined by pre-trained layers
together with first two of the three added FC layers, and the last
FC layer is the classifier fst. We freeze parameters of pre-trained
layers and update those of the added FC layers with a learning rate
of 0.001, following [29]. We also follow [28], [29] to report OS
as the accuracy averaged over all classes and OS∗ as that averaged
over the domain shared classes only. We additionally implement
our methods based on the AlexNet [2] and modified LeNet [14],
[63] to testify its generalization to different architectures. Please
refer to the appendices for more details. For fair comparison,
results of other methods are either directly reported from their
original papers if available or quoted from [15], [25] and [29],
[60] for the closed set, partial and open set settings of UDA,
respectively.
5.1 Analysis on Different Instantiations of McDalNets
In this section, we investigate different instantiations of McDal-
Nets that are achieved by using surrogate functions (23), (24), or
(25) to replace the MCSD terms in the general objective (21), by
comparing with the counterparts based on surrogate functions (30)
or (28) of degenerate MCSD (13) or (12). These experiments are
conducted on the datasets of Office-31 [52], ImageCLEF-DA [54],
Office-Home [53], Digits [56], [57], [58], and VisDA-2017 [55]
under the setting of closed set UDA. In practice, we downweight
the MCSD divergence in (21) with respect to the feature extractor
ψ at early stages of training, resulting in the following objective
min
f ,ψ
E(ρ)
P̂ψ
(f) + ζ[MCSD(ρ)
Q̂ψx
(f ′,f ′′)−MCSD(ρ)
P̂ψx
(f ′,f ′′)],
max
f ′,f ′′
[MCSD(ρ)
Q̂ψx
(f ′,f ′′)−MCSD(ρ)
P̂ψx
(f ′,f ′′)],
(40)
where we empirically set ζ = λ as described in the beginning of
Section 5. The weight ζ is similarly applied to objectives based on
surrogate MCSD functions. We adopt the gradient reversal layer
to implement the adversarial objective. Therefore, the instantiation
of McDalNets with surrogate function (30) of degenerate MCSD
(13) coincides with that of DANN [13], [51]. The implementation
details of other settings are the same as those described in the
beginning of Section 5, except that we train three classifiers f ,
f ′, and f ′′ from scratch and the classification results are obtained
from the task classifier f . For ease of optimization, we also train
auxiliary classifiers f ′ and f ′′ using a standard log loss over
labeled source data. The “Source Only” indeed gives a lower
bound, where we fine-tune a model on the source data only.
Results in Table 2 show that all instantiations of McDalNets
improve over the baseline of “Source Only”, certifying the efficacy
of MCSD divergence in domain discrepancy minimization. The
McDalNets based on MCSD surrogates (23), (24), and (25)
generally achieve better results than those based on surrogates
(30) and (28) of the degenerate MCSD (13) and (12), testifying
the advantage of characterizing finer details of the scoring dis-
agreement in multi-class UDA. McDalNets based on the MCSD
surrogate of CE (25) generally achieve better results than those
based on L1/MCD [16] (23) and KL (24), probably due to
the mechanism that the CE based surrogate (25) also makes
predictions of lower entropy; further explanation via illustration
is given in the appendixes. Among all algorithms, SymmNets-V2
proposed in the present paper achieve the best results across all
tasks, confirming its efficacy in multi-class UDA.
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TABLE 2
Accuracies (%) of different instantiations of McDalNets on the datasets of Office-31 [52], ImageCLEF-DA [54], Office-Home [53], Digits [56], [57],
[58] and VisDA-2017 [55] under the setting of closed set UDA. Each accuracy reported here is a result averaged over individual tasks of a specific
dataset. All the results of individual tasks for the respective datasets are given in the appendices.
Methods Office-31 ImageCLEF-DA Office-Home Digits VisDA-2017
Source Only 81.8 82.7 58.9 70.5 41.8
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 82.8 84.2 60.0 72.5 58.4
MDD [18] variant (28) 84.5 86.7 61.1 did not converge did not converge
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 84.7 87.0 62.0 90.6 70.4
KL (24) 84.6 87.6 63.3 82.9 69.0
CE (25) 85.3 87.8 64.0 94.9 70.5
SymmNets-V2 (37) 89.1 89.7 68.1 96.0 71.3
TABLE 3
Ablation experiments on components of SymmNets-V2 using the datasets of Office-31 [52] and VisDA-2017 [55] under the setting of closed set
UDA. All methods are based on models adapted from a 50-layer ResNet. Please refer to the main text for specifics of these methods.
Methods A→W A→ D D→ A W→ A Synthetic→ Real
SymmNets-V2 (w/o Lt
P̂ψ
) 71.0±0.8 74.5±0.9 63.3±0.2 62.8±0.1 41.9
SymmNets-V2 (w/o adversarial training) 78.3±0.3 83.3±0.2 64.6±0.5 66.6±0.1 41.6
SymmNets-V2 94.2±0.1 93.5±0.3 74.4±0.1 73.4±0.2 71.3
We also plot convergence curves for different instantiations
of McDalNets in Figure 4, where we observe that those based
on MCSD surrogates of L1/MCD [16] (23), KL (24), and CE
(25) converge generally smoother than those based on degenerate
MCSD surrogates (28) and (30). It could be attributed to the in-
built function property of MCSD (6), as illustrated in Figure 1.
We particularly note that McDalNets based on degenerate MCSD
surrogate (28) do not converge on the datasets of Digits and
VisDA-2017. In comparison, SymmNets-V2 achieves the lowest
classification error and the smoothest convergence.
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Fig. 4. Convergence plottings on the adaptation task W → A of the
Office-31 [52] by Source Only, McDalNets based on the degenerate
MCSD surrogates MDD [18] variant (28) and DANN [13], [51] (30),
McDalNets based on the MCSD surrogates L1/MCD [16] (23), KL (24),
and CE (25), and SymmNets-V2. SymmNets-V2-fs and SymmNets-
V2-f t represent the results obtained from the source classifier fs and
target classifier f t, respectively.
5.2 Ablation Studies of SymmNets
In this section, we investigate the effects of different components
in our proposed SymmNets-V2 by conducting ablation experi-
ments on the datasets of Office-31 [52] and VisDA-2017 [55]
under the setting of closed set UDA, where networks are adapted
from a 50-layer ResNet. To investigate how the cross-domain
training term Lt
P̂ψ
(33) contributes to a better adaptation in our
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Fig. 5. Histograms of class weight ωk learned by SymmNets-V2 (with
active ωk) on the task of A→W under the setting of partial UDA. Model
is adapted from a 50-layer ResNet.
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Fig. 6. Curve plottings for test accuracy of the unknown class (Unknown)
and the mean accuracies over all classes (OS) and domain-shared
classes (OS∗), when setting different values of ν in open set UDA. The
results are reported on the A→ W task of Office-31 dataset [52] based
on the SymmNets-V2 adapted from a 50-layer ResNet.
overall adversarial learning objective (37), we remove it from
(37) and denote the method as “SymmNets-V2 (w/o Lt
P̂ψ
)”. To
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DANN [13], [51]
(a) Close Set UDA (b) Partial UDA (c) Open Set UDA
SymmNets-V2
(d) Close Set UDA (e) Partial UDA (f) Open Set UDA
Fig. 7. The t-SNE visualization of feature representations learned by DANN (top row) and SymmNets-V2 (bottom row) under the settings of closed
set, partial, and open set UDA. Blue and red points are the respective samples from the source domain A and target domain W. For partial UDA, we
illustrate the feature representations learned by SymmNets-V2 (With active ωk), where we focus on domain-shared classes, and leave the source
classes exclusive to the target domain as an indistinguishable cluster via the soft class weighting scheme, as discussed in Section 4. A visualization
with class label information is given in the appendixes.
evaluate the efficacy of our adversarial training, we remove the
domain discrimination loss DisCRIMst
P̂ψ,Q̂ψx
(36) and the domain
confusion loss of target data ConFUSEst
Q̂ψx
(35) from the overall
objective (37), and use the following degenerate form to replace
the domain confusion loss of source data ConFUSEst
P̂ψ
(34)
min
ψ
− 1
2ns
ns∑
i=1
ωysi log(p
st
ysi
(xsi ))−
1
2ns
ns∑
i=1
ωysi log(p
st
ysi+K
(xsi ));
(41)
we denote this method as “SymmNets-V2 (w/o adversarial train-
ing) ”. Note that classification results for SymmNets (w/o Lt
P̂ψ
)
are obtained from the source task classifier fs due to the
inexistence of the direct supervision signals from target task
classifier f t. Results in Table 3 show that SymmNets-V2 out-
performs “SymmNets-V2 (w/o adversarial training)” by a large
margin, verifying the efficacy of the discrepancy minimization
via our proposed adversarial training. The performance slump of
“SymmNets-V2 (w/o Lt
P̂ψ
)” manifests the importance of cross-
domain training term Lt
P̂ψ
(33) for learning a well-performed
target task classifier via adversarial training.
Soft Class Weighting Scheme in Partial UDA To investigate
the efficacy of soft class weighting scheme, we activate it with
the strategy described in Section 4, giving rise to the method
of “SymmNets-V2 (with active ωk)”. Tables 8 and 9 show that
results of SymmNets-V2 (with active ωk) improve over those of
SymmNets-V2, empirically verifying its effectiveness. To have an
intuitive understanding on what has happened, we illustrate in Fig-
ure 5 the learned weight of each source class on the adaptation task
of A→ W . SymmNets-V2 (with active ωk) assigns much larger
weights to domain-shared classes than to the classes exclusive to
the source domain, thus suppressing misalignment across the two
domains.
Effects of the Values of ν in Open Set UDA We conduct
experiments on the Office-31 dataset to investigate the effects of
different values of ν for open set UDA. We plot in Figure 6 the
accuracy of unknown class, and mean accuracies over domain-
shared classes (OS∗) and all classes (OS) with different values of
ν. As ν increases, the accuracy of the unknown class improves
significantly whereas the mean accuracy of domain-shared classes
drops slightly. We empirically set ν = 6 in all experiments, which
consistently gives good results.
Feature Visualization To have an intuitive understanding on what
features comparative methods have learned, we visualize via t-
SNE [64] in Figure 7 the network activations respectively from
the feature extractors of DANN [13], [51] and SymmNets-V2 on
the adaptation task of A → W. Compared with features learned
by DANN, those by SymmNets-V2 are better aligned across the
two domains for shared classes under all the settings of closed
set, partial, and open set UDA, and they are well distinguished for
domain-specific classes under the settings of partial and open set
UDA; the visualization confirms the fineness of SymmNets-V2 in
characterizing multi-class UDA.
5.3 Comparisons with the State of the Art
Closed Set UDA We report in Table 4, Table 5, Table 6, and
Table 7 the classification results respectively on the popular
closed set UDA datasets of Office-31 [52], ImageCLEF-DA [54],
VisDA-2017 [55], and Office-Home [53]. Compared with existing
adversarial learning based methods, including the seminal one
of DANN [13] and the recent ones of MCD [16], CDAN [15],
MDD [18], and SWD [20], our SymmNets-V2 achieves better
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TABLE 4
Accuracy (%) on the Office-31 dataset [52] for closed set UDA. Results are based on models adapted from a 50-layer ResNet.
Methods A→W D→W W→ D A→ D D→ A W→ A Avg
Source Only [65] 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 60.7±0.3 76.1
DAN [36] 80.5±0.4 97.1±0.2 99.6±0.1 78.6±0.2 63.6±0.3 62.8±0.2 80.4
RTN [66] 84.5±0.2 96.8±0.1 99.4±0.1 77.5±0.3 66.2±0.2 64.8±0.3 81.6
DANN [13], [51] 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
ADDA [14] 86.2±0.5 96.2±0.3 98.4±0.3 77.8±0.3 69.5±0.4 68.9±0.5 82.9
JAN-A [37] 86.0±0.4 96.7±0.3 99.7±0.1 85.1±0.4 69.2±0.3 70.7±0.5 84.6
MADA [24] 90.0±0.1 97.4±0.1 99.6±0.1 87.8±0.2 70.3±0.3 66.4±0.3 85.2
SimNet [67] 88.6±0.5 98.2±0.2 99.7±0.2 85.3±0.3 73.4±0.8 71.8±0.6 86.2
MCD [16] 89.6±0.2 98.5±0.1 100.0±.0 91.3±0.2 69.6±0.1 70.8±0.3 86.6
CDAN+E [15] 94.1±0.1 98.6±0.1 100.0±.0 92.9±0.2 71.0±0.3 69.3±0.3 87.7
MDD [18] 94.5±0.3 98.4±0.1 100.0±.0 93.5±0.2 74.6±0.3 72.2±0.1 88.9
SymmNets-V1 [17] 90.8±0.1 98.8±0.3 100.0±.0 93.9±0.5 74.6±0.6 72.5±0.5 88.4
SymmNets-V2 94.2±0.1 98.8±0.0 100.0±.0 93.5±0.3 74.4±0.1 73.4±0.2 89.1
Kang et al. [68] 86.8±0.2 99.3±0.1 100.0±.0 88.8±0.4 74.3±0.2 73.9±0.2 87.2
TADA [69] 94.3±0.3 98.7±0.1 99.8±0.2 91.6±0.3 72.9±0.2 73.0±0.3 88.4
CADA-P [70] 97.0±0.2 99.3±0.1 100.0±.0 95.6±0.1 71.5±0.2 73.1±0.3 89.5
CAN [71] 94.5±0.3 99.1±0.2 99.8±0.2 95.0±0.3 78.0±0.3 77.0±0.3 90.6
SymmNets-V2-SC 94.9±0.3 99.1±0.1 100.0±.0 95.6±0.3 77.6±0.4 77.0±0.3 90.7
TABLE 5
Accuracy (%) on the ImageCLEF-DA dataset [54] for closed set UDA. Results are based on models adapted from a 50-layer ResNet.
Methods I→ P P→ I I→ C C→ I C→ P P→ C Avg
Source Only [65] 74.8±0.3 83.9±0.1 91.5±0.3 78.0±0.2 65.5±0.3 91.2±0.3 80.7
DAN [36] 74.5±0.4 82.2±0.2 92.8±0.2 86.3±0.4 69.2±0.4 89.8±0.4 82.5
DANN [13], [51] 75.0±0.6 86.0±0.3 96.2±0.4 87.0±0.5 74.3±0.5 91.5±0.6 85.0
JAN [37] 76.8±0.4 88.0±0.2 94.7±0.2 89.5±0.3 74.2±0.3 91.7±0.3 85.8
MADA [24] 75.0±0.3 87.9±0.2 96.0±0.3 88.8±0.3 75.2±0.2 92.2±0.3 85.8
CDAN+E [15] 77.7±0.3 90.7±0.2 97.7±0.3 91.3±0.3 74.2±0.2 94.3±0.3 87.7
SymmNets-V1 [17] 80.2±0.3 93.6±0.2 97.0±0.3 93.4±0.3 78.7±0.3 96.4±0.1 89.9
SymmNets-V2 79.0±0.3 93.5±0.2 96.9±0.2 93.4±0.3 79.2±0.3 96.2±0.1 89.7
CADA-P [70] 78.0 90.5 96.7 92.0 77.2 95.5 88.3
SymmNets-V2-SC 79.2±0.2 96.2±0.3 96.8±0.1 93.8±0.2 77.8±0.4 96.2±0. 90.0
TABLE 6
Accuracy (%) on the VisDA-2017 dataset [55] for closed set UDA. All
comparative methods are based on a 101-layer ResNet except the
MDD and CDAN+E, which are based on a 50-layer ResNet
Methods Synthetic→ Real
Source Only [65] 52.4
DANN [13] 57.4
CDAN+E [15] 70.0
MCD [16] 71.9
ADR [19] 73.5
MDD [18] 74.6
SWD [20] 76.4
SymmNets-V1 [17] 72.1
SymmNets-V2 76.8
TPN [72] 80.4
CAN [71] 87.2
SymmNets-V2-SC 86.0
performance on most of these benchmarks, demonstrating the ef-
ficacy and fineness of SymmNets-V2 in characterizing multi-class
UDA. We note that there exist a few recent methods that focus
on other strategies, such as the feature attention strategy [15],
[69], prototypical network [72], prediction consistency w.r.t input
perturbation [40], and intra- and inter-class discrepancies [71],
all of which are orthogonal to the strategy of adversarial training
studied in the present work. To compare with these methods more
fairly, we consider a few strategies of these methods amenable
to adversarial training, including the class-aware sampling [71]
empowered by alternative optimization [71], use of pseudo labels
of target data as in prototypical network [72], and the min-
entropy consensus [40], resulting in a variant of our method
termed as “SymmNets-V2 Strengthened for Closed Set UDA
(SymmNets-V2-SC)”. SymmNets-V2-SC boosts the performance
of SymmNets-V2 on the closed set UDA, especially on the VisDA-
2017 dataset [55], indicating a promising direction of combining
multiple strategies for the setting of closed set UDA.
Partial UDA We report in Table 8 and Table 9 the classification
results respectively on the popular partial UDA datasets of Office-
31 [52] and Office-Home [53]. The seminal methods [13], [36]
achieve worse results than the Source Only baseline; in contrast,
our SymmNets-V2 improves over the Source Only baseline by a
large margin, confirming the effectiveness of our method in char-
acterizing the domain distance at a finer level. Our SymmNets-V2
(with active ωk) outperforms all state-of-the-art methods on the
two benchmark datasets, again confirming the effectiveness of our
method.
Open Set UDA We report in Table 10 and Table 11 the classifi-
cation results respectively on the popular open set UDA datasets
of Office-31 [52] and Syn2Real [60]. Our SymmNets-V2 (ν = 6)
outperforms all state-of-the-art methods on the two benchmarks,
confirming the effectiveness of our method in aligning both the
domain-shared classes and the unknown class across the source
and target domains.
6 CONCLUSION
In this paper, we study the formalism of unsupervised multi-
class domain adaptation. We contribute a new bound for multi-
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TABLE 7
Accuracy (%) on the Office-Home dataset [53] for closed set UDA. Results are based on models adapted from a 50-layer ResNet.
Methods A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Source Only [65] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN [36] 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
DANN [13], [51] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN [37] 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
CDAN+E [15] 50.7 70.6 76.0 57.6 70.0 70.0 57.4 50.9 77.3 70.9 56.7 81.6 65.8
MDD [18] 54.9 73.7 77.8 60.0 71.4 71.8 61.2 53.6 78.1 72.5 60.2 82.3 68.1
SymmNets-V1 [17] 47.7 72.9 78.5 64.2 71.3 74.2 64.2 48.8 79.5 74.5 52.6 82.7 67.6
SymmNets-V2 48.1 74.3 78.7 64.6 71.8 74.1 64.4 50.0 80.2 74.3 53.1 83.2 68.1
DWT-MEC [40] 50.3 72.1 77.0 59.6 69.3 70.2 58.3 48.1 77.3 69.3 53.6 82.0 65.6
TADA [69] 53.1 72.3 77.2 59.1 71.2 72.1 59.7 53.1 78.4 72.4 60.0 82.9 67.6
CADA-P [70] 56.9 76.4 80.7 61.3 75.2 75.2 63.2 54.5 80.7 73.9 61.5 84.1 70.2
SymmNets-V2-SC 51.6 76.9 80.3 68.6 71.8 78.3 65.8 50.5 81.2 73.1 54.2 82.4 69.6
TABLE 8
Accuracy (%) on the Office-31 dataset [52] for partial UDA. Results are based on models adapted from a 50-layer ResNet.
Methods A→W D→W W→ D A→ D D→ A W→ A Avg
Source Only [65] 54.52 94.57 94.27 65.61 73.17 71.71 75.64
DAN [36] 46.44 53.56 58.60 42.68 65.66 65.34 55.38
DANN [13], [51] 41.35 46.78 38.85 41.36 41.34 44.68 42.39
ADDA [14] 43.65 46.48 40.12 43.66 42.76 45.95 43.77
RTN [66] 75.25 97.12 98.32 66.88 85.59 85.70 84.81
JAN [37] 43.39 53.56 41.40 35.67 51.04 51.57 46.11
PADA [25] 86.54 99.32 100.00 82.17 92.69 95.41 92.69
ETN [27] 94.52 100.00 100.00 95.03 96.21 94.64 96.73
SymmNets-V2 83.10 92.91 94.27 77.71 74.42 73.49 82.61
SymmNets-V2 (With active ωk) 99.83 98.64 100.00 97.85 93.25 96.00 97.60
TABLE 9
Accuracy (%) on the Office-Home dataset [53] for partial UDA. Results are based on models adapted from a 50-layer ResNet.
Methods A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Source Only [65] 38.57 60.78 75.21 39.94 48.12 52.90 49.68 30.91 70.79 65.38 41.79 70.42 53.71
DAN [36] 44.36 61.79 74.49 41.78 45.21 54.11 46.92 38.14 68.42 64.37 45.37 68.85 54.48
DANN [13], [51] 44.89 54.06 68.97 36.27 34.34 45.22 44.08 38.03 68.69 52.98 34.68 46.50 47.39
PADA [25] 51.95 67.00 78.74 52.16 53.78 59.03 52.61 43.22 78.79 73.73 56.60 77.09 62.06
ETN [27] 59.24 77.03 79.54 62.92 65.73 75.01 68.29 55.37 84.37 75.72 57.66 84.54 70.45
SymmNets-V2 53.12 67.87 73.57 62.43 56.73 64.08 56.26 59.61 69.36 66.64 52.30 69.56 62.63
SymmNets-V2 55.46 78.71 84.59 70.98 67.39 77.91 76.22 54.45 88.46 77.23 57.07 83.75 72.69(With active ωk)
TABLE 10
Accuracy (%) on the Office-31 dataset [52] for open set UDA. Results of all methods are based on models adapted from a 50-layer ResNet.
Methods A→D A→W D→A D→W W→A W→D AVGOS OS∗ OS OS∗ OS OS∗ OS OS∗ OS OS∗ OS OS∗ OS OS∗
Source Only [65] 85.2 85.5 82.5 82.7 71.6 71.5 94.1 94.3 75.5 75.2 96.6 97.0 84.2 84.4
DANN [13] 86.5 87.7 85.3 87.7 75.7 76.2 97.5 98.3 74.9 75.6 99.5 100.0 86.6 87.6
ATI-λ [28] 84.3 86.6 87.4 88.9 78.0 79.6 93.6 95.3 80.4 81.4 96.5 98.7 86.7 88.4
AODA [29] 88.6 89.2 86.5 87.6 88.9 90.6 97.0 96.5 85.8 84.9 97.9 98.7 90.8 91.3
STA [73] 93.7 96.1 89.5 92.1 89.1 93.5 97.5 96.5 87.9 87.4 99.5 99.6 92.9 94.1
SymmNets-V2 (ν = 6) 96.3 97.5 95.7 96.1 91.6 91.7 97.8 98.3 92.3 92.9 99.2 100.0 95.5 96.1
class UDA based on a novel notion of Multi-Class Scoring
Disagreement (MCSD); a corresponding data-dependent PAC
bound is also developed based on the notion of Rademacher
complexity. The proposed MCSD is able to fully characterize
the relations between any pair of multi-class scoring hypotheses,
which is finer compared with those in existing domain adap-
tation bounds. Our derived bounds naturally suggest a Multi-
class Domain-adversarial learning Networks (McDalNets), which
promote alignment of conditional feature distributions across the
source and target domains. We show that different instantiations of
McDalNets via surrogate learning objectives either coincide with
or resemble a few of recently popular methods, thus (partially)
underscoring their practical effectiveness. Based on our same
theory of multi-class UDA, we also introduce a new algorithm of
Domain-Symmetric Networks (SymmNets), which is featured by a
novel adversarial strategy of domain confusion and discrimination.
SymmNets afford simple extensions that work equally well under
the problem settings of either closed set, partial, or open set UDA.
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TABLE 11
Accuracy (%) on Syn2Real dataset [60] for open set UDA. Results of all methods are based on models adapted from a 152-layer ResNet.
Methods pla
ne
bc
yc
le
bu
s
ca
r
ho
rse
kn
ife
mc
yc
l
pe
rso
n
pla
nt
sk
tbr
d
tra
in
tru
nk
un
k
OS
∗
OS
Known-to-Unknown Ratio = 1:1
Source Only [65] 36 27 21 49 66 0 69 1 42 8 59 0 81 31 35
DANN [13] 53 5 31 61 75 3 81 11 63 29 68 5 76 43 40
AODA [29] 85 71 65 53 83 10 79 36 73 56 79 32 87 60 62
SymmNets-V2 (ν = 6) 93 79 85 75 92 3 91 80 84 69 75 2 57 69 68
Known-to-Unknown Ratio = 1:10
Source Only [65] 23 24 43 40 44 0 56 2 24 8 47 1 93 26 31
AODA [29] 80 63 59 63 83 12 89 5 61 14 79 0 69 51 52
SymmNets-V2 (ν = 6) 90 72 76 68 90 14 94 18 59 20 83 5 70 59 59
Careful empirical studies show that algorithms of McDalNets
consistently improve over its degenerate versions. Experiments
under the settings of closed set, partial, and open set UDA also
confirm the effectiveness of our proposed SymmNets empirically.
The contributed theory and algorithms connect better with the
practice in multi-class UDA. We expect they could provide useful
principles for algorithmic design in future research.
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APPENDIX A
PROOF OF THEOREM 1
We begin with the following lemmas to prove Theorem 1.
Lemma A.1. Fix ρ > 0. For any scoring functions f ,f ′ ∈ F ,
the following holds for any distribution D over X × Y ,
ED(hf ) ≤ E(ρ)D (f ′) + MCSD(ρ)Dx(f ,f ′) (42)
where
ED(hf ) := E(x,y)∼D1[hf (x) 6= y], (43)
E(ρ)D (f ′) := E(x,y)∼D
K∑
k=1
Φρ(µk(f
′(x), y)). (44)
Proof. To prove the above inequality, we only need to prove that
for any (x, y) ∼ D and f ,f ′ ∈ F , the inequality
1[hf (x) 6= y] ≤L(ρ)(f ′(x), y)+
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
(45)
holds, where L(ρ)(f ′(x), y) =
∑K
k=1 Φρ(µk(f
′(x), y)).
We prove in the following the inequality (45) holds in three
separate cases that concern with the relationship between hf (x),
hf ′(x), and the class label y. For convenience, we also denote
hf (x) = yh and hf ′(x) = y′h.
Case 1: When hf (x) = yh = y, no matter whether hf ′(x) =
y′h = y or not, we have 1(hf (x) 6= y) = 0, and the inequality
(45) holds obviously.
Case 2: When hf (x) = yh 6= y and hf ′(x) = y′h 6= y, due to
the sum-to-zero constraint of
∑
k∈Y f
′
k(x), we have f
′
y′h
(x) >=
0, and therefore
L(ρ)(f ′(x), y) ≥
Φρ(µy′h(f
′(x), y)) = Φρ(−f ′y′h(x)) = 1 = 1[hf (x) 6= y].
Then the inequality (45) holds.
Case 3: When hf (x) = yh 6= y and hf ′(x) = y′h = y, we
first show that when there exists k 6= y such that f ′k(x) ≥ 0, we
have L(ρ)(f ′(x), y) ≥ 1, resulting in (45) directly; meanwhile,
we show that when f ′k(x) < 0 for all k 6= y and f ′y(x) ≤ ρ, we
have
L(ρ)(f ′(x), y) =
∑
k 6=y
[1 +
f ′k(x)
ρ
] + 1− f
′
y(x)
ρ
=
K − 1− f
′
y(x)
ρ
+ 1− f
′
y(x)
ρ
= K − 2f
′
y(x)
ρ
≥ 1,
and the inequality (45) holds; we proceed to discuss under the
conditions of f ′k(x) < 0 for all k 6= y and f ′y(x) > ρ.
1) Consider that f ′yh(x) ≤ −ρ, we discuss under the separate
conditions of either fyh(x) ≥ ρ or 0 ≤ fyh(x) < ρ. When
fyh(x) ≥ ρ, we have
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≥ 1
K
[
∑
k 6=yh
|Φρ(−fyh(x))− Φρ(−f ′yh(x))|
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|] =
1
K
[K − 1 + 1] = 1;
when 0 ≤ fyh(x) < ρ, we further discuss under the separate
conditions of either fy(x) ≤ 0 or fy(x) > 0. When
fy(x) ≤ 0, we have
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≥ 1
K
[
∑
k 6=yh
|Φρ(−fyh(x))− Φρ(−f ′yh(x))|+
|Φρ(f ′y(x))− Φρ(fy(x))|] =
1
K
[K − 1 + 1] = 1;
when fy(x) > 0, we have
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≥ 1
K
[
∑
k 6=yh
|Φρ(−fyh(x))− Φρ(−f ′yh(x))|
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|+ |Φρ(f ′y(x))− Φρ(fy(x))|]
=
1
K
[K − 1 + 1 + fyh(x)
ρ
− fy(x)
ρ
] ≥ 1.
Therefore, the inequality (45) holds.
2) Consider that −ρ < f ′yh(x) < 0, we discuss when both the
conditions of 0 ≤ fyh(x) < ρ and fyh(x) ≥ fy(x) > 0
are met, or either of them is not. When fyh(x) ≥ ρ or
fy(x) ≤ 0, we have
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≥ 1
K
[
∑
k 6=yh
|Φρ(−fyh(x))− Φρ(−f ′yh(x))|
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|+ |Φρ(fy(x))− Φρ(f ′y(x))|]
=
1
K
[−(K − 1)f
′
yh
(x)
ρ
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|
+ |Φρ(fy(x))− Φρ(f ′y(x))|]
≥ 1
K
[−(K − 1)f
′
yh
(x)
ρ
+ 1]
≥ 1
K
[−Kf
′
yh
(x)
ρ
] = −f
′
yh
(x)
ρ
;
when 0 ≤ fyh(x) < ρ and fy(x) > 0, we have
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≥ 1
K
[
∑
k 6=yh
|Φρ(−fyh(x))− Φρ(−f ′yh(x))|
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|+ |Φρ(fy(x))− Φρ(f ′y(x))|]
≥ 1
K
[−(K − 1)f
′
yh
(x)
ρ
+ |Φρ(fyh(x))− Φρ(f ′yh(x))|
+ |Φρ(fy(x))− Φρ(f ′y(x))|]
≥ 1
K
[−(K − 1)f
′
yh
(x)
ρ
+ 1 +
fyh(x)
ρ
− fy(x)
ρ
]
≥ 1
K
[−Kf
′
yh
(x)
ρ
] ≥ −f
′
yh
(x)
ρ
.
Therefore, 1K ‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1 ≥ −
f ′yh (x)
ρ
holds. At the same time, we also have L(ρ)(f ′(x), y) ≥
1 +
f ′yh (x)
ρ , thus the inequality (45) holds.
The proof is finished. 
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Lemma A.2. Fix ρ > 0. For any scoring functions f ,f ′ ∈ F ,
the following holds for any distribution D over X × Y ,
MCSD(ρ)Dx(f ,f
′) ≤ E(ρ)D (f) + E(ρ)D (f ′) (46)
where
E(ρ)D (f) := E(x,y)∼D
K∑
k=1
Φρ(µk(f(x), y)). (47)
Proof. To prove above inequality, we only need to prove that for
any (x, y) ∼ D and f ,f ′ ∈ F , the inequality
1
K
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
≤ L(ρ)(f(x), y) + L(ρ)(f ′(x), y) (48)
holds, where L(ρ)(f(x), y) =
∑K
k=1 Φρ(µk(f(x), y)).
Before proving (48), we first show that the following inequality
|Φρ(fy′(x))− Φρ(f ′y′(x))|+
∑
k 6=y′
|Φρ(−fk(x))− Φρ(−f ′k(x))|
≤ Φρ(fy(x)) + Φρ(f ′y(x)) +
∑
k 6=y
[Φρ(−fk(x)) + Φρ(−f ′k(x))]
(49)
holds for any y′ ∈ Y . If y′ = y, the inequality (49) holds
obviously. We then discuss in the following under the condition
of y′ 6= y. In this case, the left hand side of the inequality (49) is
equal to
|Φρ(fy′(x))−Φρ(f ′y′(x))|+ |Φρ(−fy(x))−Φρ(−f ′y(x))|
+
∑
k 6=y,y′
|Φρ(−fk(x))− Φρ(−f ′k(x))|, (50)
and the right hand side of the inequality (49) is equal to
Φρ(−fy′(x)) + Φρ(−f ′y′(x)) + Φρ(fy(x)) + Φρ(f ′y(x))
+
∑
k 6=y,y′
[Φρ(−fk(x)) + Φρ(−f ′k(x))]. (51)
By observing equations (50) and (51), it is obvious that the
inequality∑
k 6=y,y′
|Φρ(−fk(x))− Φρ(−f ′k(x))|
≤
∑
k 6=y,y′
[Φρ(−fk(x)) + Φρ(−f ′k(x))] (52)
holds. We then discuss when both the conditions of fy(x) > 0
and f ′y(x) > 0 are met, or either of them is not. When fy(x) ≤ 0
or f ′y(x) ≤ 0, we have
Φρ(fy(x)) + Φρ(f
′
y(x))
≥ 1 ≥ |Φρ(−fy(x))− Φρ(−f ′y(x))|;
when fy(x) > 0 and f ′y(x) > 0, we have
|Φρ(−fy(x))− Φρ(−f ′y(x))|
= |1− 1| = 0 ≤ Φρ(fy(x)) + Φρ(f ′y(x)).
Therefore, we have
|Φρ(−fy(x))− Φρ(−f ′y(x))| ≤ Φρ(fy(x)) + Φρ(f ′y(x)).
(53)
Similarly, we also have
|Φρ(fy′(x))− Φρ(f ′y′(x))| ≤ Φρ(−fy′(x)) + Φρ(−f ′y′(x)).
(54)
By combining the inequalities (52), (53), and (54), we can get the
result of inequality (49). Therefore the inequality (49) holds for
any y′ ∈ Y .
We now turn to prove that the inequality (48) holds. Based on
the inequality of (49), we therefore have
‖M (ρ)(f(x))−M (ρ)(f ′(x))‖1
=
∑
y′∈Y
[|Φρ(fy′(x))− Φρ(f ′y′(x))|
+
∑
k 6=y′
|Φρ(−fk(x))− Φρ(−f ′k(x))|]
≤ K[Φρ(fy(x)) + Φρ(f ′y(x))
+
∑
k 6=y
[Φρ(−fk(x)) + Φρ(−f ′k(x))]]
= K[L(ρ)(f(x), y) + L(ρ)(f ′(x), y)],
thus resulting in (48) directly. The proof is finished. 
Theorem A.1 (Theorem 1). Fix ρ > 0. For any scoring function
f ∈ F , the following holds over the source and target distribu-
tions P and Q,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)MCSD(Px, Qx) + λ, (55)
where the constant λ = E(ρ)P (f∗) + E(ρ)Q (f∗) with f∗ =
arg min
f∈F
E(ρ)P (f) + E(ρ)Q (f), and
EQ(hf ) := E(x,y)∼Q1[hf (x) 6= y], (56)
E(ρ)P (f) := E(x,y)∼P
K∑
k=1
Φρ(µk(f(x), y)). (57)
Proof. Based on the Lemma A.1 and Lemma A.2, we have
EQ(hf )
≤ E(ρ)Q (f∗) + MCSD(ρ)Qx(f ,f∗)
≤ E(ρ)P (f) + E(ρ)P (f∗)−MCSD(ρ)Px (f ,f∗)
+ E(ρ)Q (f∗) + MCSD(ρ)Qx(f ,f∗)
= E(ρ)P (f) + MCSD(ρ)Qx(f ,f∗)−MCSD
(ρ)
Px
(f ,f∗) + λ
≤ E(ρ)P (f) + λ
+ sup
f ′,f ′′∈F
[MCSD(ρ)Qx(f
′,f ′′)−MCSD(ρ)Px (f ′,f ′′)]
= E(ρ)P (f) + d(ρ)MCSD(Px, Qx) + λ.

APPENDIX B
DEGENERATE VERSIONS OF MCSD
Lemma B.1 (Proposition 1). Fix ρ > 0. For any scoring func-
tion f ∈ F , the following holds over the source and target
distributions P and Q,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)M˜CSD(Px, Qx) + λ, (58)
where EQ(hf ), E(ρ)P (f), and λ are defined as the same as in
Theorem A.1.
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Proof. The proof follows the same argument as for the
proof of Theorem A.1. The only difference is that the term
d
(ρ)
MCSD(Px, Qx) is replaced by d
(ρ)
M˜CSD
(Px, Qx). Therefore, to
prove the above point, we only need to prove that
ED(hf ) ≤ E(ρ)D (f ′) + M˜CSD
(ρ)
Dx(f ,f
′) (59)
and
M˜CSD
(ρ)
Dx(f ,f
′) ≤ E(ρ)D (f) + E(ρ)D (f ′) (60)
satisfy for any scoring functions f ,f ′ ∈ F with respect to any
distribution D over X × Y . We now turn to prove (59) and (60)
respectively in the following.
To prove (59), we only need to prove that for any (x, y) ∼ D,
the inequality
1(hf (x) 6= y)
≤ L(ρ)(f ′(x), y) + Φρ/2[µhf′ (x)(f ′(x), hf (x))] (61)
holds, where L(ρ)(f ′(x), y) =
∑K
k=1 Φρ(µk(f
′(x), y)). If
hf ′(x) 6= hf (x) or hf ′(x) 6= y, the right-hand side of the above
inequality will reach the value of 1, which is obviously an upper
bound of the left-hand side. Otherwise hf ′(x) = hf (x) = y,
and
1(hf (x) 6= y) = 0 ≤ L(ρ)(f ′(x), y).
Therefore, the inequality (61) holds and then (59) holds.
To prove (60), we only need to prove that for any (x, y) ∼ D,
the inequality
Φρ/2[µhf′ (x)(f
′(x), hf (x))]
≤ L(ρ)(f(x), y) + L(ρ)(f ′(x), y) (62)
holds. If hf ′(x) 6= y or hf (x) 6= y, the right-hand side of the
above inequality will reach the value of 1, which is obviously an
upper bound of the left-hand side. Otherwise hf ′(x) = hf (x) =
y, and
Φρ/2[µhf′ (x)(f
′(x), hf (x))]
≤ L(ρ)(f ′(x), y) ≤ L(ρ)(f(x), y) + L(ρ)(f ′(x), y).
Therefore, the inequality (62) holds and then (60) holds. 
Lemma B.2 (Proposition 2). Fix ρ > 0. For any scoring func-
tion f ∈ F , the following holds over the source and target
distributions P and Q,
EQ(hf ) ≤ E(ρ)P (f) + d(ρ)M̂CSD(Px, Qx) + λ, (63)
where EQ(hf ), E(ρ)P (f), and λ are defined as the same as in
Theorem A.1.
Proof. Following the similar proof of Lemma B.1, to show the
above result, we only need to prove that
ED(hf ) ≤ E(ρ)D (f ′) + M̂CSD
(ρ)
Dx(f ,f
′) (64)
and
M̂CSD
(ρ)
Dx(f ,f
′) ≤ E(ρ)D (f) + E(ρ)D (f ′) (65)
satisfy for any scoring functions f ,f ′ ∈ F with respect to any
distribution D over X × Y . We now turn to prove (64) and (65)
respectively in the following. To prove (64), we only need to prove
that for any (x, y) ∼ D, the inequality
1(hf (x) 6= y)
≤ L(ρ)(f ′(x), y) + 1[Φρ[µhf′ (x)(f ′(x), hf (x))] = 1]
holds. If hf ′(x) 6= hf (x) or hf ′(x) 6= y, the right-hand
side of the above inequality will reach the value of 1, which
is obviously an upper bound of the left-hand side. Otherwise
hf ′(x) = hf (x) = y, and
1(hf (x) 6= y) = 0
≤ L(ρ)(f ′(x), y) + 1[Φρ[µhf′ (x)(f ′(x), hf (x))] = 1].
To prove (65), we only need to prove that for any (x, y) ∼ D,
the inequality
1[Φρ[µhf′ (x)(f
′(x), hf (x))] = 1]
≤ L(ρ)(f(x), y) + L(ρ)(f ′(x), y)
holds. If hf ′(x) 6= y or hf (x) 6= y, the right-hand side of the
above inequality will reach the value of 1, which is obviously an
upper bound of the left-hand side. Otherwise hf ′(x) = hf (x) =
y, and
1[Φρ[µhf′ (x)(f
′(x), hf (x))] = 1] = 0
≤ L(ρ)(f(x), y) + L(ρ)(f ′(x), y).

APPENDIX C
PROOF OF THEOREM 2
We begin with the following lemmas to prove Theorem 2.
Lemma C.1. (Two-sided Rademacher complexity bound, a modi-
fied version of Theorem 3.1, Mohri et al. [50]) Let G be a family of
functions mapping from Z to [0, 1]. Let D is any distribution over
Z , and a sample S = {z1, ..., zm} drawn i.i.d. from D. Then, for
any δ > 0, with probability at least 1− δ, the following holds for
all g ∈ G:
|E[g(z)]− 1
m
m∑
i=1
g(zi)| ≤ 2R̂S(G) + 3
√
log 4δ
2m
. (66)
Lemma C.2. (Talagrand’s lemma, Lemma 4.2 of Mohri et al.
[50]) Let Φ : R → R be an l-Lipschitz. Then, for any hypothesis
set H of real-valued functions, the following inequality holds:
R̂D̂(Φ ◦ H) ≤ lR̂D̂(H). (67)
Lemma C.3. Let F be the space of scoring functions mapping
from X to RK . Let D be a distribution over X × Y and let D̂
denote the corresponding empirical distribution for a sample S =
{(x1, y1), ..., (xm, ym)} drawn i.i.d. from D. Fix ρ > 0. Then,
for any δ > 0, with probability at least 1− δ, the following holds
for all f ∈ F :
|E(ρ)D (f)− E(ρ)D̂ (f)| ≤
2K2
ρ
R̂S(Π1F) + 3K
√
log 4δ
2m
(68)
where
E(ρ)D (f) := E(x,y)∼D
K∑
k=1
Φρ(µk(f(xi), yi))
= E(x,y)∼DL(ρ)(f(xi), yi).
(69)
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Proof. Since the loss function L(ρ) is bounded by K , we scale
the loss L(ρ) to [0, 1] by dividing by K , and denote the new class
by L(ρ)/K. By Lemma C.1 applied to L(ρ)/K, for any δ > 0,
with probability at least 1 − δ, the following inequality holds for
all f ∈ F ,
|E
(ρ)
D (f)
K
− E
(ρ)
D̂
(f)
K
| ≤ 2R̂S(L(ρ)/K) + 3
√
log 4δ
2m
.
Based on the property of the Rademacher complexity, we have
R̂S(L(ρ)/K) = 1K R̂S(L
(ρ)), and based on Lemma C.2 and the
sub-additivity of sup, we have
R̂S(L(ρ))
=
1
m
Eσ[sup
f∈F
m∑
i=1
σiL
(ρ)(f(xi), yi)]
=
1
m
Eσ[sup
f∈F
m∑
i=1
∑
y∈Y
σiL
(ρ)(f(xi), y)1(y = yi)]
≤ 1
m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiL
(ρ)(f(xi), y)1(y = yi)]
=
1
m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiL
(ρ)(f(xi), y)(
21(y = yi)− 1
2
+
1
2
)]
≤ 1
2m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiiL
(ρ)(f(xi), y)] +
1
2m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiL
(ρ)(f(xi), y)]
=
1
m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiL
(ρ)(f(xi), y)]
=
1
m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σi[
∑
k 6=y
Φρ(−fk(xi)) + Φρ(fy(xi))]]
≤ 1
m
∑
y∈Y
∑
k 6=y
Eσ[sup
f∈F
m∑
i=1
σiΦρ(−fk(xi))] +
1
m
∑
y∈Y
Eσ[sup
f∈F
m∑
i=1
σiΦρ(fy(xi))]
≤ 1
m
∑
y∈Y
∑
k 6=y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σiΦρ(−f(xi))] +
1
m
∑
y∈Y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σiΦρ(f(xi))]
≤ 1
mρ
∑
y∈Y
∑
k 6=y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σi[−f(xi)]] +
1
mρ
∑
y∈Y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σif(xi)]
=
1
mρ
∑
y∈Y
∑
k∈Y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σif(xi)]
=
K2
ρ
R̂S(Π1(F)),
where i = 21(y = yi) − 1 ∈ {−1, 1} and we use the fact
that iσi has the same distribution as σi. The proof is finished by
combing the above inequalities. 
Lemma C.4. Let F be the space of scoring functions mapping
from X to RK . Let D be a distribution over X and let D̂
denote the corresponding empirical distribution for a sample
S = {x1, ...,xm} drawn i.i.d. from D. Fix ρ > 0. Then, for
any δ > 0, with probability at least 1− δ, the following holds for
all f ,f ′ ∈ F :
|MCSD(ρ)D (f ,f ′)−MCSD(ρ)D̂ (f ,f
′)|
≤ 4K
ρ
R̂S(Π1(F)) + 3K
√
log 4δ
2m
(70)
Proof. Denote hypothesis set M := {x → ‖M (ρ)(f(x)) −
M (ρ)(f ′(x))‖1/K2|f ,f ′ ∈ F} as a new class. Then the class
M is a family of functions mapping from X to [0, 1]. By Lemma
C.1 applied toM, for any δ > 0, with probability at least 1 − δ
we have
|MCSD
(ρ)
D (f ,f
′)
K
−MCSD
(ρ)
D̂
(f ,f ′)
K
| ≤ 2R̂S(M)+3
√
log 4δ
2m
and based on Lemma C.2 and the sup-additivity of sup,
R̂S(M)
=
1
K2m
Eσ[ sup
f ,f ′∈F
m∑
i=1
σi‖M (ρ)(f(xi))−M (ρ)(f ′(x))‖1]
≤ 1
K2m
∑
k,k′∈Y
Eσ[ sup
f ,f ′∈F
m∑
i=1
σi|Φρ(µk(f(xi), k′))
− Φρ(µk(f ′(xi), k′))|]
≤ 1
K2m
∑
k,k′∈Y
Eσ[ sup
f ,f ′∈F
m∑
i=1
σi[Φρ(µk(f(xi), k
′))
− Φρ(µk(f ′(xi), k′))]]
≤ 2
K2m
∑
k,k′∈Y
Eσ[sup
f∈F
m∑
i=1
σiΦρ(µk(f(xi), k
′))]
≤ 2
K2mρ
∑
k,k′∈Y
Eσ[sup
f∈F
m∑
i=1
σiµk(f(xi), k
′)]
=
2
K2mρ
∑
k,k′∈Y
Eσ[sup
f∈F
m∑
i=1
σifk(xi)]
≤ 2
K2mρ
∑
k,k′∈Y
Eσ[ sup
f∈Π1(F)
m∑
i=1
σif(xi)]
=
2
ρ
R̂S(Π1(F)).
The proof is finished by combing the above inequalities. 
Lemma C.5. Let F be the space of scoring functions mapping
from X to RK . Let Px and Qx be source and target marginal
distributions over X and let P̂x and Q̂x denote the corresponding
empirical distributions for a sample of S = {xsi}nsi=1 and a
sample of T = {xti}nti=1 respectively. Fix ρ > 0. Then, for any
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δ > 0, with probability at least 1− 2δ, the following holds:
d
(ρ)
MCSD(Px, Qx) ≤ d(ρ)MCSD(P̂x, Q̂x) +
4K
ρ
R̂S(Π1(F))
+
4K
ρ
R̂T (Π1(F)) + 3K
√
log 4δ
2ns
+ 3K
√
log 4δ
2nt
(71)
Proof. Based on the Lemma C.4 and the sub-additivity of sup, by
using the union bound, for any δ > 0, with probability at least
1− 2δ, we have
d
(ρ)
MCSD(Px, Qx)
= sup
f ,f ′∈F
[MCSD(ρ)Qx(f ,f
′)−MCSD(ρ)Px (f ,f ′)]
= sup
f ,f ′∈F
[MCSD(ρ)Qx(f ,f
′)−MCSD(ρ)
Q̂x
(f ,f ′)
+ MCSD(ρ)
Q̂x
(f ,f ′)−MCSD(ρ)
P̂x
(f ,f ′)
+ MCSD(ρ)
P̂x
(f ,f ′)−MCSD(ρ)Px (f ,f ′)]
≤ sup
f ,f ′∈F
[MCSD(ρ)Qx(f ,f
′)−MCSD(ρ)
Q̂x
(f ,f ′)]
+ sup
f ,f ′∈F
[MCSD(ρ)
Q̂x
(f ,f ′)−MCSD(ρ)
P̂x
(f ,f ′)]
+ sup
f ,f ′∈F
[MCSD(ρ)
P̂x
(f ,f ′)−MCSD(ρ)Px (f ,f ′)]
≤ sup
f ,f ′∈F
[MCSD(ρ)
Q̂x
(f ,f ′)−MCSD(ρ)
P̂x
(f ,f ′)]
+ sup
f ,f ′∈F
|MCSD(ρ)Qx(f ,f ′)−MCSD
(ρ)
Q̂x
(f ,f ′)|
+ sup
f ,f ′∈F
|MCSD(ρ)
P̂x
(f ,f ′)−MCSD(ρ)Px (f ,f ′)|
≤ sup
f ,f ′∈F
[MCSD(ρ)
Q̂x
(f ,f ′)−MCSD(ρ)
P̂x
(f ,f ′)]
+
4K
ρ
R̂T (Π1(F)) + 3K
√
log 4δ
2nt
+
4K
ρ
R̂S(Π1(F)) + 3K
√
log 4δ
2ns
= d
(ρ)
MCSD(P̂x, Q̂x) +
4K
ρ
R̂S(Π1(F))
+
4K
ρ
R̂T (Π1(F)) + 3K
√
log 4δ
2ns
+ 3K
√
log 4δ
2nt
.

Theorem C.1 (Theorem 2). Let F be the space of scoring func-
tions mapping from X to RK . Let P and Q be the source
and target distributions over X × Y , and Px and Qx be the
corresponding marginal distributions over X . Let P̂ and Q̂x
denote the corresponding empirical distributions for a sample
S = {(xsi , ysi )}nsi=1 and a sample T = {xtj}ntj=1. Fix ρ > 0.
Then, for any δ > 0, with probability at least 1−3δ, the following
holds for all f ∈ F
EQ(hf ) ≤E(ρ)P̂ (f) + d
(ρ)
MCSD(P̂x, Q̂x)
+ (
2K2
ρ
+
4K
ρ
)R̂S(Π1F) + 4K
ρ
R̂T (Π1(F))
+ 6K
√
log 4δ
2ns
+ 3K
√
log 4δ
2nt
+ λ,
(72)
where the constant λ = min
f∈F
E(ρ)P (f) + E(ρ)Q (f), and
E(ρ)
P̂
(f) :=
1
ns
ns∑
i=1
K∑
k=1
Φρ(µk(f(x
s
i ), y
s
i )). (73)
Proof. The bound is achieved by applying Lemma C.3, Lemma
C.5, Lemma A.1, and the union bound. 
APPENDIX D
CONNECTING THEORY WITH ALGORITHMS
Connections between KL (24) and CE (25)
Ex∼D
1
2
[CE(φ(f ′(ψ(x))), φ(f ′′(ψ(x))))
+CE(φ(f ′′(ψ(x))), φ(f ′(ψ(x))))]
= Ex∼D
1
2
[−
K∑
k=1
φk(f
′(ψ(x)))log(φk(f ′′(ψ(x))))
−
K∑
k=1
φk(f
′′(ψ(x)))log(φk(f ′(ψ(x))))]
= Ex∼D
1
2
[−
K∑
k=1
φk(f
′(ψ(x)))log(
φk(f
′′(ψ(x)))
φk(f ′(ψ(x)))
)
−
K∑
k=1
φk(f
′′(ψ(x)))log(
φk(f
′(ψ(x)))
φk(f ′′(ψ(x)))
)]
+Ex∼D
1
2
[−
K∑
k=1
φk(f
′(ψ(x)))log(φk(f ′(ψ(x))))
−
K∑
k=1
φk(f
′′(ψ(x)))log(φk(f ′′(ψ(x))))]
= Ex∼D
1
2
[KL(φ(f ′(ψ(x))), φ(f ′′(ψ(x))))
+KL(φ(f ′′(ψ(x))), φ(f ′(ψ(x))))]+
Ex∼D
1
2
[H(φ(f ′(ψ(x)))) + H(φ(f ′′(ψ(x))))]. (74)
It is obvious that the objective of CE (25) equals to the combina-
tion of objective of KL (24) and terms related to the entropy of
class probabilities of f ′ and f ′′.
Proposition D.1 (Proposition 3). Given the ramp loss Φρ de-
fined as (5), there exists a distance measure ϕ : R × R → R+
defined as
ϕ(a, b) = (K − 1)|Φρ(−a)− Φρ(−b)|+ |Φρ(a)− Φρ(b)|,
such that the matrix-formed ‖M (ρ)(f ′(x)) −M (ρ)(f ′′(x))‖1
in MCSD (6) can be calculated as the sum of ϕ-distance values of
K entry pairs between f ′k(x) and f
′′
k (x), i.e.,
‖M (ρ)(f ′(x))−M (ρ)(f ′′(x))‖1 =
K∑
k=1
ϕ(f ′k(x), f
′′
k (x)).
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Proof. It is obvious that the function ϕ satisfies the properties
of symmetry, non-negative, and triangle inequality, and thus it
is a distance measure. The proposition follows directly from the
definitions of ϕ and M (see Equation (7)). 
To intuitively understand the ϕ-distance defined above, we plot
in Figure D the values of |a − b| and ϕ(a, b) as the functions of
a and b. We can see that the defining ϕ-distance ϕ(a, b) can be
considered as a variant form of the absolute distance |a − b|.
From the Figure D, we can also see that maximizing (minimizing)
ϕ(a, b) can be achieved by maximizing (minimizing) the differ-
ence between a and b.
(a) |a− b| (b) ϕ(a, b)
Fig. D. Plotting of the values of (a) |a − b| and (b) ϕ(a, b) with the
arguments a and b. Here we set K = 3 and ρ = 1. The quality of
plotting is similar for other values of K and ρ.
Explanation of ConFUSEst
Q̂ψx
(35)
Based on the equations of (74), we have
ConFUSEst
Q̂ψx
(fs,f t)
=
1
2nt
nt∑
j=1
[KL(pst1:K(x
t
j),p
st
K:2K(x
t
j))
+ KL(pstK:2K(x
t
j),p
st
1:K(x
t
j))]
+
1
2nt
nt∑
j=1
[H˜(pst1:K(x
t
j)) + H˜(p
st
K:2K(x
t
j))], (75)
where the pst1:K(x
t) and pstK:2K(x
t) are vectors composed with
the first K and last K values of pst(xt), respectively. The
KL-divergence terms encourage the agreement of pst1:K(x
t) and
pstK:2K(x
t) for any target instance xt. The H˜ terms share the same
formulation with the entropy function. Although
∑K
k=1 p
st
k (x
t) ≤
1 and
∑2K
k=K p
st
k (x
t) ≤ 1, minimizing the H˜ terms encour-
ages both the pst1:K(x
t
j) and p
st
K:2K(x
t
j) to be vectors with
only one non-zero value, whose proof is almost the same as
that of the entropy loss. In consideration of the terms of KL-
divergence and H˜, as well as the intrinsic sum-to-one-constraint,
i.e.,
∑2K
k=1 p
st
k (x
t) = 1, minimizing ConFUSEst
Q̂ψx
(fs,f t) leads
to pst1:K(x
t) and pstK:2K(x
t) as the same vector with only one
non-zero value of 0.5 for any target instance xt.
Proposition D.2 (Proposition 4). Let F be a rich enough space
of continuous and bounded scoring functions, with the sum-to-zero
constraint
∑K
k=1 fk = 0. For f
s,f t ∈ F and a fixed function
ψ that satisfies ψ(x1) 6= ψ(x2) when y1 6= y2, ∃ ρ > 0 such
that, minimizer fs∗ of Ls
P̂ψ
(fs) in (37) also minimizes a term
E(ρ)
P̂ψ
(fs) in (21) of empirical source error defined on fs, and
minimizer f t∗ of Lt
P̂ψ
(f t) in (37) also minimizes a term E(ρ)
P̂ψ
(f t)
in (21) of empirical source error defined on f t.
Proof. We first restate the definition of Ls
P̂ψ
(fs) and E(ρ)
P̂ψ
(fs)
as
E(ρ)
P̂ψ
(fs) = E(x,y)∼P̂
K∑
k=1
Φρ(µk(f
s(ψ(x)), y)),
Ls
P̂ψ
(fs) = E(x,y)∼P̂ − log(φy(fs(ψ(x)))),
(76)
where φ is the softmax operator. Under the assumption that
ψ(x1) 6= ψ(x2) for each example with y1 6= y2, if the scoring
function space is rich enough, then minimizer fs∗ of Ls
P̂ψ
(fs)
results in φy(fs∗(ψ(x))) reaching to the maximum value for each
example (x, y) ∼ P̂ . Since the scoring function is bounded, we
assume that ‖fs∗(ψ(x))‖∞ ≤M , and
φy(f
s∗(ψ(x))) =
exp(fs∗y (ψ(x)))
exp(fs∗y (ψ(x))) +
∑
k 6=y exp(f
s∗
k (ψ(x)))
.
With the sum-to-zero constraint
∑K
k=1 f
s∗
k (ψ(x)) = 0, it is
not hard to verify that fs∗y (ψ(x)) = M and f
s∗
k (ψ(x)) =
−M/(K − 1), k 6= y. Therefore, for any ρ ≤ M/(K − 1), we
have
∑K
k=1 Φρ(µk(f
s∗(ψ(x)), y)) = 0 and thus E(ρ)
P̂ψ
(fs∗) =
0. Similarly, minimizer f t∗ of Lt
P̂ψ
(f t) results in E(ρ)
P̂ψ
(f t∗) = 0.

Proposition D.3 (Proposition 5). For ψ of a function space
of enough capacity and fixed functions fs and f t with
the same range, minimizer ψ∗ of ConFUSEst
P̂ψ
(fs,f t) +
λConFUSEst
Q̂ψx
(fs,f t) with the parameter λ > 0 in (37) ze-
roizes MCSD(ρ)
Q̂ψx
(fs,f t)−MCSD(ρ)
P̂ψx
(fs,f t) in (21) of empirical
MCSD divergence defined on fs and f t.
Proof. The proof is trivial because minimizer ψ∗ of
ConFUSEst
P̂ψ
(fs,f t) results in fs(ψ∗(x)) = f t(ψ∗(x)) for
each example (x, y) ∼ P̂ , and therefore MCSD(ρ)
P̂ψ
∗
x
(fs,f t) =
0; Similarly, minimizer ψ∗ of ConFUSEst
Q̂ψx
(fs,f t) also results
in MCSD(ρ)
Q̂ψ
∗
x
(fs,f t) = 0 and thus MCSD(ρ)
Q̂ψ
∗
x
(fs,f t) −
MCSD(ρ)
P̂ψ
∗
x
(fs,f t) = 0. 
APPENDIX E
EXPERIMENTS
E.1 Datasets and Implementations
Office-31 The office-31 dataset [52] is a standard benchmark
dataset for domain adaptation, which contains 4, 110 images of 31
categories shared by three distinct domains: Amazon (A), Webcam
(W) and DSLR (D). We adopt it in the closed set, partial, and open
set UDA.
ImageCLEF-DA The ImageCLEF-DA dataset [54] is a bench-
mark dataset for ImageCLEF 2014 domain adaptation chal-
lenge, which contains three domains: Caltech-256 (C), ImageNet
ILSVRC 2012 (I) and Pascal VOC 2012 (P). For each domain,
there are 12 categories and 50 images in each class. The three
domains in this dataset are of the same size, which is a good
complementation of the Office-31 dataset where different domains
are of different sizes. We adopt it in the closed set settng of UDA.
Office-Home The Office-Home dataset [53] is a very challenging
dataset for domain adaptation, which contains 15, 500 images
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from 65 categories of everyday objects in the office and home
scenes, shared by four significantly different domains: Artistic
images (A), Clip Art (C), Product images (P) and Real-World
images (R). We adopt it in the closed set and partial UDA.
Syn2Real The Syn2Real dataset [55], [60] is a challenging
simulation-to-real dataset, which contains over 280K images of
12 categories. We adopt the training domain, which contains
synthetic images generated by rendering 3D models from different
angles and under different lighting conditions, and validation
domain, which contains natural images, as source domain and
target domain, respectively. We adopt it in the closed set and open
set UDA. For open set UDA, there are additional 33 background
categories and 69 other categories aggregated as the unknown
class of source domain and target domain, respectively.
Digits The MNIST [56], SVHN [57], and USPS [58] datasets
are adopted in the closed set UDA. Following [19], we adopt the
modified LeNet and evaluate on three adaptation tasks of SVHN
to MNIST, MNIST → USPS, and USPS → MNIST. Following
[14], we sample 2, 000 images from MNIST and 1, 800 images
from USPS for adaptation between MNIST and USPS, and use
the full training sets for the SVHN→ MNIST task.
Modified LeNet Implementation Following [19], we adopt the
modified LeNet for the Digits datasets [56], [57], [58]. All param-
eters are updated with the Adam optimizer with a learning rate
of 0.0002, a β1 of 0.5, a β2 of 0.999, and a batch size of 256
images. We convert all training images to greyscale and scale them
to 28× 28 pixels.
E.2 Analysis
Full Results of Different Implementations of McDalNets (21)
We present the full results of different implementations of Mc-
DalNets (21) on datasets of Office-31 [52], ImageCLEF-DA [54],
Office-Home [53], VisDA-2017 [55], and Digits [56], [57], [58] in
Table 12, Table 13, Table 14, Table 15, and Table 16, respectively.
Visualization with Class Information We visualize the net-
work activations from the feature extractor of “DANN” and
“SymmNets-V2” on the adaptation task of A → W by t-SNE
[64] with class information in Figure E. The samples of the same
class across domains are aligned intuitively with the features of
SymmNets-V2.
E.3 Results
Results Based on the AlexNet Structure To illustrate the gen-
eralization of our SymmNets-V2 to different network structures,
we additionally implement SymmNets based on the AlexNet [2].
Given an AlexNet [2] pre-trained on the ImageNet dataset [61],
the feature extractor ψ is the AlexNet without fc8 layer, and an
additional bottleneck layer added to fc7 layer with dimension
of 256 following [13]. Other settings are the same as that for
the ResNet. Results for the closed set and partial UDA tasks
are respectively presented in Table 17 and Table 18, certifying
the effectiveness and generalization of SymmNets-V2 on various
model structures.
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TABLE 12
Accuracies (%) of different instantiations of McDalNets on the Office-31 [52] dataset for closed set UDA. Results are based on models adapted
from a 50-layer ResNet.
Methods A→W D→W W→ D A→ D D→ A W→ A Avg
Source Only [65] 79.9±0.3 96.6±0.4 99.4±0.2 84.1±0.4 64.5±0.3 66.4±0.4 81.8
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 82.2±0.2 98.2±0.2 99.8±0.2 84.1±0.3 66.3±0.4 66.4±0.2 82.8
MDD [18] variant (28) 86.5±1.2 98.2±0.3 99.8±0.2 87.3±0.5 67.9±0.3 67.7±0.1 84.5
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 84.8±0.1 98.2±0.3 99.8±0.2 86.8±0.3 69.8±0.1 68.6±0.4 84.7
KL (24) 85.3±0.5 98.5±0.1 99.8±0.2 86.2±0.3 69.6±0.6 68.3±0.1 84.6
CE (25) 88.0±0.2 98.5±0.2 100.0±.0 86.9±0.2 70.0±0.6 68.6±0.4 85.3
SymmNets-V2 (37) 94.2±0.1 98.8±.0 100.0±.0 93.5±0.3 74.4±0.1 73.4±0.2 89.1
TABLE 13
Accuracies (%) of different instantiations of McDalNets on the ImageCLEF [54] dataset for closed set UDA. Results are based on models adapted
from a 50-layer ResNet.
Methods I→ P P→ I I→ C C→ I C→ P P→ C Avg
Source Only [65] 74.7±1.0 87.3±0.5 93.0±0.3 83.5±0.3 67.5±0.3 90.2±0.8 82.7
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 77.3±0.1 90.7±0.3 94.3±0.2 88.3±0.2 73.5±0.8 92.7±0.1 86.1
MDD [18] variant (28) 77.2±0.3 91.8±0.2 95.0±0.2 87.8±0.6 73.7±0.5 94.7±0.3 86.7
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 77.8±0.2 91.8±0.3 94.8±0.1 89.7±0.3 75.2±0.5 93.2±0.4 87.0
KL (24) 77.7±0.2 91.3±0.1 95.3±0.2 91.0±0.2 76.0±0.3 94.2±0.2 87.6
CE (25) 78.2±0.1 91.7±0.5 95.8±0.4 91.5±0.3 75.3±0.1 94.5±0.2 87.8
SymmNets-V2 (37) 79.0±0.3 93.5±0.2 96.9±0.2 93.4±0.3 79.2±0.3 96.2±0.1 89.7
TABLE 14
Accuracies (%) of different instantiations of McDalNets on the Office-Home [53] dataset for closed set UDA. Results are based on models adapted
from a 50-layer ResNet.
Methods A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Source Only [65] 40.5 66.1 74.3 53.2 61.2 63.9 52.6 37.5 72.3 65.5 43.2 77.0 58.9
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 42.9 65.5 74.3 54.5 60.6 65.4 54.0 40.3 73.1 66.7 45.4 76.9 60.0
MDD [18] variant (28) 33.2 64.2 75.0 58.9 62.4 68.3 57.7 43.0 75.5 70.1 46.0 79.0 61.1
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 45.4 67.2 75.2 58.3 62.9 68.2 56.7 42.8 73.9 67.5 47.9 78.0 62.0
KL (24) 46.6 69.2 75.2 59.9 65.1 68.2 60.2 45.6 73.8 67.3 50.4 77.7 63.3
CE (25) 46.6 69.2 75.6 59.9 65.1 68.8 61.4 45.8 74.8 68.8 52.1 79.6 64.0
SymmNets-V2 (37) 48.1 74.3 78.7 64.6 71.8 74.1 64.4 50.0 80.2 74.3 53.1 83.2 68.1
TABLE 15
Accuracies (%) of different instantiations of McDalNets on the VisDA-2017 [55] dataset for closed set UDA. Results are based on models adapted
from a 50-layer ResNet.
Methods pla
ne
bc
yc
le
bu
s
ca
r
ho
rse
kn
ife
mc
yc
l
pe
rso
n
pla
nt
sk
tbr
d
tra
in
tru
nk
Av
g
Source Only [65] 68.2 10.9 35.3 75.7 53.6 2.7 74.1 4.7 61.8 18.9 90.5 4.3 41.8
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 77.1 35.7 68.0 59.0 75.8 20.1 89.3 42.1 86.3 38.8 85.9 22.5 58.4
MDD [18] variant (28) did not converge
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 84.8 60.0 75.6 75.5 82.5 76.5 93.0 73.1 92.8 28.2 90.9 10.4 70.4
KL (24) 89.3 62.9 70.6 70.4 83.5 83.1 92.5 68.9 91.5 6.6 91.0 18.3 69.0
CE (25) 86.5 56.7 78.0 72.9 80.8 81.3 93.7 76.5 94.1 20.0 87.6 16.7 70.5
SymmNets-V2 (37) 87.3 62.2 79.1 66.7 80.3 79.7 87.8 75.6 88.9 31.4 90.7 25.8 71.3
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TABLE 16
Accuracies (%) of different instantiations of McDalNets on the Digits [56], [57], [58] dataset for closed set UDA. Results are based on models
adapted from a modified LeNet.
Methods S→ M U→ M M→ U Avg
Source Only 62.7±1.1 77.5±2.2 71.2±0.7 70.5
McDalNets based on the following surrogates of degenerate MCSD (13) (12)
DANN [13], [51] (30) 74.2±1.0 73.0±2.9 70.3±1.5 72.5
MDD [18] variant (28) did not converge did not converge
McDalNets based on the following surrogates of MCSD (6)
L1/MCD [16] (23) 90.4±0.4 95.8±0.6 85.7±1.9 90.6
KL (24) 76.6±1.3 94.5±0.7 77.5±0.6 82.9
CE (25) 97.8±0.2 96.6±0.6 90.3±0.8 94.9
SymmNets-V2 (37) 96.3±1.2 96.8±0.3 94.8±0.6 96.0
DANN [13], [51]
(a) Close Set UDA (b) Partial UDA (c) Open Set UDA
SymmNets-V2
(d) Close Set UDA (e) Partial UDA (f) Open Set UDA
Fig. E. The t-SNE visualization of class-labeled feature representations learned by DANN (top row) and SymmNets-V2 (bottom row) under the
settings of closed set, partial, and open set UDA. The point marks (“·”) represent features of samples from the source domain A whereas the cross
marks (“x”) represent features of samples from the target domain W, where different colors represent different classes. In open set UDA, the red
color indicates the unknown class. In partial UDA, we illustrate the feature representations learned by SymmNets-V2 (With active ωk), where we
focus on the domain-shared classes and leave the source classes exclusive to the target domain as an indistinguishable cluster via the soft class
weighting scheme, as discussed in Section 4.
TABLE 17
Accuracy (%) on the Office-Home dataset [53] for closed set UDA. Results are based on models adapted from a AlexNet.
Methods A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg
Source Only [2] 26.4 32.6 41.3 22.1 41.7 42.1 20.5 20.3 51.1 31.0 27.9 54.9 34.3
DAN [36] 31.7 43.2 55.1 33.8 48.6 50.8 30.1 35.1 57.7 44.6 39.3 63.7 44.5
DANN [13], [51] 36.4 45.2 54.7 35.2 51.8 55.1 31.6 39.7 59.3 45.7 46.4 65.9 47.3
CDAN+E [15] 38.1 50.3 60.3 39.7 56.4 57.8 35.5 43.1 63.2 48.4 48.5 71.1 51.0
SymmNets-V1 [17] 37.4 53.9 60.9 40.0 56.3 58.5 34.7 40.1 64.0 49.6 46.7 71.6 51.1
SymmNets-V2 36.5 53.8 61.2 40.0 57.0 58.1 36.2 39.8 64.2 48.8 46.1 71.2 51.1
GCAN [74] 36.4 47.3 61.1 37.9 58.3 57.0 35.8 42.7 64.5 50.1 49.1 72.5 51.1
SymmNets-V2-SC 38.6 61.4 65.8 41.2 59.6 63.4 37.7 39.4 66.4 49.2 47.1 71.4 53.4
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TABLE 18
Accuracy (%) on the Office-31 dataset [52] for partial UDA. Results are based on models adapted from a AlexNet.
Methods A→W D→W W→ D A→ D D→ A W→ A Avg
Source Only [2] 58.51 95.05 98.08 71.23 70.60 67.74 76.87
DAN [36] 56.58 71.86 86.78 51.86 50.42 52.29 61.62
DANN [13], [51] 49.49 93.55 90.44 49.68 46.72 48.81 63.11
SAN [23] 80.02 98.64 100.00 81.28 80.58 83.09 87.27
Zhang et al. [75] 76.27 98.98 100.00 78.98 89.46 81.73 87.57
SymmNets-V2 76.62 79.30 99.37 82.83 71.33 83.19 82.11
SymmNets-V2 (With active ωk) 82.71 94.90 98.72 85.35 83.50 93.00 89.70
